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Abstract
Translation, the process of reading genetic information and synthesizing the corresponding proteins, is uni-
versal and found throughout the three domains of life. The flow of information in translation involves a
series of distinct but highly conserved RNA·protein complexes with the ribosome being the largest ribonu-
cleoprotein complex in the cell. As the molecular instantiation of the genetic code, tRNA plays a central
role in the translational machinery where it interacts with several proteins and other RNAs during the course
of protein synthesis. We use molecular dynamics (MD) simulations informed by evolutionary analysis to
investigate the dynamics of several RNA·protein complexes involved in translation. Many analysis methods
and tools were developed during the course of this study. We present the evolutionary analysis environment
MultiSeq, dynamical network analysis and visualization, and a protocol for the preparation of RNA·protein
MD simulations.
For several Class I aminoacyl-tRNA synthetases (aaRSs), the rate determining step in aminoacylation
is the dissociation of the charged tRNA from the enzyme. Through molecular modeling, internal pKa
calculations, and MD simulations, distinct, mechanistically relevant post-transfer states with the charged
tRNA (Glu-tRNAGlu) bound to glutamyl-tRNA synthetase are considered. The behavior of these non-
equilibrium states is characterized as a function of time using dynamical network analysis, local energetics,
and changes in free energies to estimate transitions that occur during the release of the tRNA. Dynamical
network analysis reveals that there are a large number of suboptimal paths through the protein·RNA complex
that can be used for communication between the identity elements on the tRNAs and the catalytic site in
the aaRS·tRNA complexes. Residues and nucleotides in the majority of pathways bridging communities,
local substructures that are highly intraconnected but loosely interconnected, are evolutionarily conserved
and are predicted to be important for allosteric signaling. The same monomers are also found in a majority
of the suboptimal paths. Modifying these residues or nucleotides has a large effect on the communication
pathways in the protein·RNA complex consistent with kinetic data. The highly conserved general base
Glu41 is proposed to be a part of a proton relay system for destabilizing the bound charging amino acid
following aminoacylation. Addition of elongation factor Tu (EF-Tu) to the aaRS·tRNA complex stimulates
the dissociation of the tRNA core and acceptor stem.
We use MD simulations to investigate the dynamics of the EF-Tu·GTP·aa-tRNACys complex and the
roles played by Mg2+ ions and modified nucleosides on the free energy of RNA·protein binding. Combined
energetic and evolutionary analyses identify the coevolution of residues in EF-Tu and aa-tRNAs at the
binding interface. Highly conserved EF-Tu residues are responsible for both attracting aa-tRNAs as well
as providing nearby nonbonded repulsive energies which help fine-tune molecular attraction at the binding
interface. The trend in EF-Tu·Cys-tRNACys binding energies observed as the result of mutating the tRNA
agrees with experimental observation. We also predict variations in binding free energies upon misacylation
of tRNACys with D-cysteine or O-phosphoserine and upon changing the protonation state of L-cysteine.
Finally, ongoing work is presented on the role of ribosomal signatures in the first steps of ribosomal
assembly. Ribosomal signatures are features that are completely conserved within one domain of life but
absent from the other domains. Correlations between rRNA signatures and signatures in the ribosomal
proteins (r-proteins) show that the rRNA signatures coevolved with both domain specific r-proteins and
ii
inserts in universal r-proteins. The largest bacterial structural rRNA signature with such a coevolutionary
protein partner is found in the five-way junction of the 16S rRNA 5′ domain, which is held together by the
universal r-protein S4. We characterize the dynamics and flexibility of the free S4 structural signature and
rRNA signature helix 16 (h16) as well as the S4·h16 complex. Investigation into the folding and binding
of these components will be carried out using Go-like potentials to bias the complex structure towards its
native state.
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Chapter 1
Translation: Components and Process
Simulation of RNA·protein complexes presents new challenges for computational studies. While the fields
of protein folding and docking of protein complexes have matured to such a state that experimental and
computational studies can complement and validate the findings from each approach, RNA folding and
docking of RNA to proteins are still in their infancy. Part of the difficulty lies in the unique nature of RNA
dynamics and its interactions with ions and water that differ considerably from those of proteins. In ad-
dition, the number of crystallographic structures for RNA·protein complexes is still much smaller than for
protein·protein complexes. The difficulty in obtaining these structures for large assemblies is emphasized
in the 2009 Nobel Prizes in Chemistry which were awarded for determining the structure of the ribosome
and insights into its central role in protein synthesis [1–3]. Translation, the process of reading genetic infor-
mation and synthesizing the corresponding proteins, is universal and found throughout the three domains of
life. The flow of information in translation involves a series of distinct but highly conserved RNA·protein
complexes with the ribosome being the largest ribonucleoprotein complex in the cell. Due to the impor-
tance of these complexes in setting the genetic code and controlling protein synthesis, their structures are
the targets of crystallographic studies. Given the large number of such structures and the fact that these
complexes are the most numerous in bacterial cells, we will concentrate our review on the simulations and
visualization of the dynamics of RNA·protein complexes in translation. Our scope here is limited to bac-
terial systems because no crystal structures have yet been determined for a complete ribosome in Archaea
or Eucarya. For Bacteria there is a more complete set of structures spanning the translation apparatus. The
techniques and approaches presented here are, however, applicable to proteins interacting with other RNAs
like riboswitches and sRNAs. We begin with a brief overview of the molecules involved in the translation
process.
The RNA·protein complexes in translation display a remarkable variety of binding modes related to
the particular specificity and duration requirements of a given RNA·protein interaction. As the molecular
instantiation of the genetic code, transfer RNA (tRNA) is essential for protein synthesis. Cells require at least
twenty different tRNA specificities, one corresponding to each of the standard amino acids. At the ribosome,
the genetic code is translated from a three-base mRNA codon, through the matching tRNA anticodon, to the
corresponding amino acid attached to the tRNA.
The genetic code is set by the aminoacyl-tRNA synthetases (aaRSs), enzymes that recognize a given
tRNA specificity and attach the cognate amino acid onto the 3′ end of the tRNA. Each aaRS must descrim-
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inate among a pool of tRNAs and select only those that correspond to a specific amino acid. The newly
charged aminoacyl-tRNA (aa-tRNA) then binds to elongation factor Tu (EF-Tu) which protects the ester
linkage between tRNA and charged amino acid during the journey to the ribosome. EF-Tu binds all twenty
standard aa-tRNAs so it must be relatively tolerant of differences between them. As the primary function of
the bacterial cell is to produce proteins, the most abundant protein in the cell is EF-Tu. Interactions between
tRNA and both aaRS and EF-Tu are transitory; the tRNAmust be able to dock and undock from the proteins.
This is not the case for rRNA and ribosomal proteins (r-proteins) which engage in “relatively permanent”
associations. To maintain their tight binding, r-proteins expose many positively charged residues to rRNA
while aaRSs and EF-Tu also place negatively charged residues at their RNA-binding interfaces so that tRNA
does not bind too tightly.
At the ribosome, the tRNA anticodon interacts with the currently available mRNA codon, and if the
two match, the GTPase domain on EF-Tu hydrolyzes its bound GTP to GDP resulting in conformational
changes that allow the aa-tRNA to enter the ribosome. While in the ribosome, tRNAmoves through different
structural conformations. The first occurs as tRNA dissociates from EF-Tu and bends into the ribosomal
aminoacyl (A) site. X-ray crystal structures of the ribosome reveal its interactions with tRNA [1–4], and
recent structures now include the ribosome bound to various elongation factors including EF-P [5], EF-
Tu [6], and EF-G [7]. tRNA can occupy two other sites on the ribosome: the peptidyl transfer (P) and
exit (E) sites. At the end of an elongation cycle, EF-G binds the ribosome and pushes the bound tRNAs
over, making room in the A site for the next tRNA. However, the dynamics of tRNAs on the ribosome are
substantially more complicated as the tRNA molecules may adopt hybrid conformations between sites and
regularly switch back and forth between classical and hybrid states [8; 9].
Before we provide a protocol to set up the RNA·protein systems and carry out all-atom molecular dy-
namics (MD) simulations, we begin with a discussion of different comparative analyses that can provide
insights into interactions between the RNA and protein molecules. Viewing simulations of RNA·protein
complexes through the lense of comparative evolutionary analysis highlights features that are highly con-
served in sequence or structure which are often important for understanding or interpreting the MD results.
We then proceed to a description of various issues important for the simulation of RNA such as the the
role of modified bases and the extreme electronegativity of RNA and their relation to interactions with sol-
vent molecules and docking to proteins. We conclude with a general protocol for preparing and simulating
RNA·protein systems is given.
1.1 Evolutionary Analysis of Sequence and Structure
Comparative studies elucidate the role of sequence and structure in RNA·protein complexes. Highlighting
the evolutionarily conserved features of these systems focuses analysis on specific residues and structural el-
ements that are important for folding, binding, catalytic activity, and intramolecular signaling. It also allows
one to generalize results to homologous systems. This is especially relevant for RNA·protein complexes as
many appear to predate the last universal common ancestor and are prevalent throughout the phylogenetic
tree of life. Complexes in information processing are universal, and their phylogenetic variation follows
for the most part the universal phylogenetic tree established by Woese based on 16S rRNA [10–12] (see
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Figure 1.1A). It is not possible to review evolutionary analysis of each component involved in cellular infor-
mation processessing here. Such studies have been carried out and are the basis of biological classification
of extant organisms. Agreement with the universal phylogenetic tree for a particular molecule or group of
molecules implies a canonical distribution across the organisms, and non-canonical distributions indicate
a change in the evolutionary dynamic through some lateral gene transfer event or pressure to acquire ad-
ditional function. Canonical across all three domains of life are the rRNAs, elongation factors, and about
half of the r-proteins. The rest of the r-proteins are domain specific, but canonical within the domain of
life. Since structure is more conserved than sequence, structure-based sequence alignments have been used
extensively in the study of the translation machinery. In an alignment of EF-Tu, the homologous EF-G was
used to locate the root of the universal phylogenetic tree of life [13]. Sequences of different specificities of
aaRS have such low conservation that they cannot readily be aligned [14], but structure based alignments
have been used to compare aaRSs and determine their phylogenetic divergence before the last universal
common ancestor [15; 16]. While there are many different uses for evolutionary data, information from
molecular dynamics is needed to explain why features have been functionally conserved.
1.1.1 Sequence Conservation in tRNA
The number of tRNA sequences is growing at a tremendous rate as reflected in the tRNA Compilation
2000 [17], the Joint Genome Institute [18], and the genomic tRNA database [19]. As sequence and structure
are evolutionarily conserved to preserve the function of biological molecules, residues critical for function
can be determined prior to simulation or experiment. Conservation also provides an avenue for proposing
generalizations from a small set of studied systems to their homologues. Evolutionarily conserved features
of tRNA have been studied with respect to its primary binding partners: aaRS [20; 21], EF-Tu [22; 23], and
the ribosome [24].
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Typical identity elements include the anticodon bases 34 to 36 as well as discriminator base 73. Other
identity elements are specificity dependent and are located at or near the tRNA·aaRS interface. Most of the
identity elements are more than 10 A˚ away from the aaRS active site suggesting that the complex requires
a network of inter-residue interactions to relay information from distant regions of the binding interface to
the site of chemistry (see Signaling Network Analysis).
Transfer of charged tRNA from the aaRS to EF-Tu must be sufficiently fast or protected to prevent
hydrolysis of the ester linkage between tRNA and the attached amino acid. EF-Tu binds aa-tRNA for the
twenty standard amino acids as well as pyrrolysine and therefore has maintained a high degree of conser-
vation across its tRNA binding interface. This has also resulted in tRNA structural uniformity along the
EF-Tu binding interface. Since the charged amino acid is different for different tRNA specificities, the
tRNA molecules themselves have evolved EF-Tu binding affinities that complement their cognate amino
acids [22]. The tRNA is tuned so that weak binding tRNAs associate with tight binding amino acids and
vice versa through the placement of tuning elements, nucleotides at the EF-Tu·tRNA interface that affect
binding affinity.
Entropy analysis across a representative alignment of tRNAs from all three domains of life reveals
conserved bases, such as U8, A14, the GG motif in the D loop, U33, several residues in the T loop, and the
CCA end [23]. Difference in entropy for a particular specificity to the full alignment shows which residues
are conserved within a specificity relative to the whole set (see Fig. 5.2.1). The largest signals correspond to
the anticodon, and many of the other peaks correspond to identity or tuning elements.
Conserved within eleven specificities (which include tRNACys but not tRNAGlu) , discriminator base
73 has the frequently has high correlation to amino acid specificity. Chemically similar amino acids often
make use of the same discriminator base, indicating that this base by itself may provide a general tuning
mechanism. So besides providing a way for aaRSs to accurately bind and charge their matching tRNAs,
the discriminator base appears to affect the interaction of aa-tRNA with EF-Tu. The tighter binding tRNAs,
such as tRNAGlu [25], have larger numbers of conserved bases at the EF-Tu binding interface suggesting
that these bases are tuning elements for EF-Tu·aa-tRNA binding affinity [23].
Crucial contacts with aaRS, EF-Tu, mRNA, and the ribosome have severely constrained tRNA evolution.
For a tRNA to dock with the proper aaRS, the aaRS must be able to distinguish it from the rest of a pool
many tRNA molecules present in the cell. Nucleotides that allow an aaRS to recognize the correct tRNA
specificity are called identity elements [21]. The recognition is still prone to error so the aaRSs in many cases
have developed an editing domain that can check the fidelity and hydrolyze misacetylated tRNAs. The tRNA
binding interface of EF-Tu is extremely conserved, and the nucleotides for different specificities along this
interface are correlated with the charged amino acid so that the binding free energies are similar [22]. Tuning
elements for different tRNA specificities may be determined through comparative analysis. If nucleotides at
the EF-Tu·tRNA interface correlate with the charged amino acid, they are likely candidates for tuning.
Sequence entropy is an information theoretic measure of the variability seen in multiple sequence align-
ment columns and is therefore useful in determining nucleotides that have been conserved across evolution.
Related metrics [23; 26] have predicted identity and tuning elements in good agreement with experimental
data [21]. In figure 5.2.1 the variability seen in the multiple sequence alignment columns for a specific tRNA
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reference to a representative set of all bacterial tRNAs clearly indicates the identity and tuning elements.
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1.1.2 Molecular Signatures in rRNA and r-proteins
Ribosomal signatures, idiosyncrasies in the ribosomal RNA (rRNA) and/or proteins, are characteristic of
the individual domains of life. As such, insight into the early evolution of the domains can be gained from
a comparative analysis of their respective signatures in the translational apparatus. Signatures in both the
sequence and structure of the rRNAs contribute roughly 50 percent of the differences present in the universal
phylogenetic tree [27; 28]. The presence of domain specific r-proteins can be considered signatures in their
own right and correlations between the rRNA signatures and signatures in the r-proteins show that the rRNA
signatures coevolved with both domain specific and inserts in universal r-proteins. It has been proposed that
the ribosomal signatures are remnants of an evolutionary phase transition that occurred as the cell lineages
began to coalesce and so, should be reflected in corresponding signatures throughout the fabric of the cell
and its genome.
Within the ribosome, the interactions of rRNA with r-proteins are tight and long-lasting compared to
the transitory aaRS·tRNA and EF-Tu·aa-tRNA complexes. Since rRNA has structural diversity, r-proteins
can associate with structurally specific binding sites. Many r-proteins have N- or C-terminal tails contain-
ing positively charged residues meant to bind rRNA. Some have intrinsically disordered regions that are
stabilized through RNA binding.
The largest rRNA structural signature appears in the binding site of the universal r-protein S4 on the bac-
terial ribosome. Both r-protein S4 and h16 in the 16S rRNA contain bacterial signatures (see Figure 1.1B),
and the signatures interact with one another suggesting that they coevolved within early bacteria. While S4
is known to be critical to the early assembly of the SSU and recent work has been done to characterize its
interactions with rRNA [29], further experiments and simulations are required to determine what functional
roles the S4 structural signature and the other ribosomal signatures play in protein synthesis.
1.1.3 Binding Patterns for tRNA
As tRNA migrates from one complex to the next its binding partners use different modes of interaction
depending on the set of tRNAs they need to recognize. aaRSs and mRNA discriminate between tRNAs
based on specificity or isoacceptor while EF-Tu and the ribosome must interact with all tRNAs. In order to
bind these different molecules, tRNA has evolved elements associated with particular specificities [30] as
well as features that are universal to all tRNAs. Based on crystal structures containing tRNAPhe, Figure 1.3
shows the molecular interactions that tRNAPhe makes with PheRS, EF-Tu, and the ribosomal P-site. The
dynamic variations in tRNA structure observed both experimentally and computationally is similar to the
different tRNA conformations seen in various crystal structures [31]. Aside from its standard role in protein
synthesis, tRNA has been found to participate in the initiation of HIV reverse transcriptase [32] as well as a
variety of different biochemical reactions [33].
As seen in the tRNA Compilation 2007 [17], the Joint Genome Institute [18], and the genomic tRNA
database [19] the number of known tRNA sequences is growing at a prodigious rate. tRNA sequences have
been studied to identify conserved interactions with aaRSs [20; 21], EF-Tu [22; 23], and the ribosome [24].
While the short sequences and therefore dearth of information make tRNA phylogeny difficult, it has been
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has an unusual tetrameric structure, and its contacts to the tRNA D and T loops are not representative of the class II
aaRSs.
shown that tRNA evolutionary trees can still reflect the high-level pattern of descent seen in 16S rRNA
trees [34; 35].
To facilitate recognition by different aaRSs, each tRNA specificity has evolved identity elements that
set it apart from the other specificities. Typical identity elements include the anticodon bases 34 to 36 as
well as discriminator base 73. Other identity elements are specificity dependent and are located at or near
the tRNA·aaRS interface. When tRNA is bound, most identity elements are more than 10 A˚ away from the
aaRS active site suggesting that the complex requires some type of allosteric signaling to relay information
from distant regions of the binding interface to the site of chemistry.
Within translation there are significantly different modes of RNA·protein interaction. For example, each
aaRS binds a certain tRNA specificity which it releases after charging. This requires discrimination between
the various tRNA specificities based on their different anticodons and other identity elements. The aaRSs
also discriminate among the various amino acids in solution, and many have editing domains to correct
certain misacylations when they occur. aaRSs are multidomain proteins and are divided into two separate
classes of homologous enzymes based on their catalytic domains: class I has a Rossman fold and class II has
an aaRS specific fold containing an antiparallel β-sheet. Most of the aaRSs diverged from ancestral class
I and class II enzymes before the last universal common ancestor. Across a class of aaRSs, the sequence
homology is too low to create accurate alignments, but since structure is more strongly conserved than
sequence, structures can be used to align aaRSs for different specificities [16].
EF-Tu is highly conserved for such an ancient protein. Its structure and sequence have been severely
constrained by the centrality of translation to modern life and its sheer number of interaction partners.
EF-Tu binds all twenty standard aa-tRNAs, and therefore must ignore the differences between specificities
except how it relates to the bound amino acid. It has been shown that EF-Tu binds aa-tRNAs with sim-
ilar affinity [22]. This is accomplished through a compensation mechanism whereby tight binding amino
acids are coupled with loose binding tRNAs and vice versa. Nucleotides that have been conserved to main-
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tain EF-Tu·aa-tRNA binding affinity are called tuning elements. Discriminator base 73 frequently has high
correlation to amino acid specificity. Also, the tighter binding tRNAs, such as tRNAGlu [25], have rela-
tively more conserved bases at the EF-Tu binding interface suggesting that these bases are acting as tuning
elements [23].
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Figure 1.4: EF-Tu colored by sequence identity across A) all three domains of life and B) Bacteria only. Red is
least conserved, white is 50% sequence identity, and blue is completely conserved. A GTP analogue and the tRNA
backbone are colored yellow. EF-Tu nonbonded interaction energy per residue with tRNAGlu is shown in light gray in
panels C) and D). In blue, the energies have been scaled by sequence identity across C) all three domains of life and
D) bacteria.
Using sequence and structure data available in online data repositories, it is possible to construct evolu-
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tionary profiles for the proteins and RNAs involved in translation. An evolutionary profile is an alignment
built from a nonredundant set of sequences in order to represent sequence diversity found throughout the
tree of life while minimizing bias present in the databases [36; 37]. Bias in sequence sets occurs because
certain groups of organisms are overrepresented. For example, many human pathogens come from the class
γ-proteobacteria so their genomes are more likely to be sequenced. Panels A and B from Figure 1.4 show
the sequence identity of EF-Tu across evolutionary profiles for all three domains of life and then Bacte-
ria [23]. Coloring the EF-Tu structure by conservation makes the tRNA binding interface and GTP binding
pocket readily apparent. Profiles can also be taken from databases such as Rfam [38] and Pfam [39], but the
sequence sets may not be statistically well-balanced [37].
Figure 1.5: 5% occupancy time across a 16 ns trajectory is shown for Mg2+ (red) and K+ (blue). Trajectory frames
were aligned by the tRNA backbone atoms. Modified bases are shown in licorice representation.
1.2 tRNA Structure and Dynamics
Early comparisons of tRNA sequence and experimental verification led to the cloverleaf secondary struc-
ture model known today. Subsequent X-ray structure determination of yeast tRNAPhe revealed coaxially
stacked helices and a tightly packed core resulting in a compact L-shaped molecule [40; 41]. This canoni-
cal two-arm structure is clearly correlated with tRNA’s function as the translational adaptor molecule: the
anticodon at one end of the tRNA L decodes the ribosome-bound message, while the acceptor arm at the
other end delivers the appropriate amino acid to the growing polypeptide chain. Additional isolated and
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(more commonly) protein-bound structures in the decades since have confirmed the key features of tRNA
architecture, including the Watson-Crick base pairing of helical regions and the non-canonical base pairs,
triples and stacking interactions at the helical junction core.
What individual crystal structures are unable to provide, however, is a sense of the dynamic nature of
tRNA. We describe here evidence provided by experimental and computational methods that tRNA has
an inherent flexibility that is critical for interactions with cellular proteins and its ultimate role in protein
biosynthesis. We begin first with a brief review of variations in sequence and structure of tRNA, including
X-ray structures of protein·tRNA complexes, followed by an overview of experimental and computational
studies of tRNA dynamics.
1.2.1 tRNA Structure
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Figure 1.6: A) Structural alignment of tRNA from five different crystal structures: 1TRA tRNAPhe (red), 2FMT
tRNAfMet (orange), 1F7U tRNAArg in complex with class I ArgRS (green), 1C0A tRNAAsp in complex with class II
AspRS (blue), 3FOZ tRNA in complex with isopentenyl-tRNA transferase (purple). B) EF-Tu·Cys-tRNACys aligned
by EF-Tu backbone across a 20-ns all atom MD trajectory (50 frames) under high Mg2+ concentration to show the
relative motion of tRNA. tRNA progresses in time from red through white to blue. C) Backbone RMSD (blue) and
inter-arm angle (red) of tRNA from simulation shown in B). In this simulation, most of the backbone RMSD is due to
global changes in inter-arm angle instead of structural fluctuations local to the tRNA arms.
Crystal structures of protein·tRNA complexes reveal a range of structural conformations, in some cases
dramatic, that occur on protein binding as seen in figure 1.6A. Larger conformational changes, especially
in the anticodon arm, appear in the dynamical view of tRNA bound to EF-Tu shown in figure 1.6B. For
example, specific aminoacylation of tRNA by aaRSs typically depends on nucleotide identity elements in
the tRNA acceptor stem and anticodon, although the degree to which each region is used varies among cog-
nate systems. Numerous crystal structures demonstrate that cognate tRNA binding triggers conformational
change in the aaRS, the tRNA, or both biomolecules, and for rearrangements of the tRNA, these distortions
tend to occur at the two ends of the tRNA. For example, distortion of the anticodon loop is often observed
such that bases are presented to the aaRS anticodon-binding domain for recognition, as in the Class I human
TrpRS·tRNATrp (2DR2 [42]) and Class II E. coli AspRS·tRNAAsp complexes (1C0A [43]). Distortions of
10
the acceptor stem are also observed, particularly for tRNAs aminoacylated by Class I aaRSs, which approach
the tRNAs from the acceptor stem minor groove side. Given this interaction, reorientation of the acceptor
stem is required for amino acid transfer. A “fold-back” conformation of the tRNA 3′-end (either with or
without uncoupling of the 3-72 base pair) in the presence of aaRS has been observed for tRNAs specific
for Arg (1F7U [44]), Glu (2CV2 [45]), Gln (1EXD [46]), Cys (1U0B [47]), and Leu (1WZ2 [48]). Other
Class I aaRSs are likely to induce acceptor stem unwinding, as suggested for MetRS by aminoacylation
of microhelix variants [49]. The inherent flexibility of tRNA’s 3′ CCA end is also clear by the number of
crystal structures in which electron density is missing for one or more terminal nucleotides. In addition to
local distortions at the two ends of the L-shaped molecule, some co-crystal structures reveal a compression
of the angle of the helical arms (yeast AspRS·tRNAAsp [50]).
As with the aaRSs, other enzymes that act on tRNA use mutually induced fit for enhanced substrate
specificity in such a way that they distort the region of tRNA that they modify. Methionyl-tRNA formyl-
transferase (MTF) uses nucleotide identity elements in the acceptor and D stems of initiator tRNA, and
the 3′-end of Met-tRNAfMet folds back towards the acceptor stem to bind MTF [51]. Similarly, the CCA-
adding enzyme distorts the 3′-end of tRNA (1SZ1 [52]). Likewise at the other end of the L, enzymes that
modify anticodon nucleotides distort this loop to access bases. Examples are isopentenyl-tRNA transferase
(MiaA) (3FOZ [53] and 2ZM5 [54]), dimethylallyltransferase (3EPH [55], and the pseudouridine synthase
TruA [56].
For these modifying enzymes that contact only a portion of the tRNA structure, distortions are local and
do not affect the angle between acceptor and anticodon arms. In contrast, archaeosine tRNA-guanine transg-
lycosylase (ArcTGT) catalyzes the conversion of G15 at the tRNA core to preQ-0; subsequent conversion to
archaeosine results in additional stabilization of the tRNA core. The crystal structure of an ArcTGT·tRNAVal
(1JTB [57]) demonstrated that the modifying enzyme binds to an unusual “λ” tRNA conformation that may
also provide accessibility to the core for other modifying enzymes.
1.2.2 tRNA Dynamics
While crystal structures clearly reveal distortions in tRNA structure, they present only snapshots of
thermodynamically stable conformations. Solution and computational methods provide additional evidence
for the inherent flexibility of tRNA structure under a variety of conditions and for differing tRNA species. Of
particular interest are the effects of modified nucleosides and ions (specifically Mg2+) in stabilizing tRNA
structure.
A newly developed solution method for probing RNA structure is SHAPE (selective 2′-hydroxyl acy-
lation analyzed by primer extension), which takes advantage of the reactivity towards electrophiles of 2′-
hydroxyl groups in flexible regions of RNA structure [58]. For example, N-methylisotoic anhydride and
other electrophiles form 2′-O adducts at ribose hydroxyl groups that are not involved in base pairing or ter-
tiary interactions; these adducts are then detected as stops in a reverse transcriptase primer extension assay.
As expected, reactive regions of tRNA include unpaired bases in the anticodon, D and T loops and at the
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CCA-end, while much of the tRNA is unreactive to probe [58]. Control experiments with small RNAs have
demonstrated that SHAPE reactivity correlates well with the generalized NMR order parameter S2, which
for RNA structure is determined from 13C relaxation at the C1′ position [59]. In contrast, SHAPE reactivity
does not correlate with solvent accessibility of the 2′-hydroxyl group. Recent applications of SHAPE to
tRNA structure include determination of the role of charged ligands in tRNA unfolding transitions. Single
nucleotide resolution SHAPE experiments demonstrated that tRNAAsp unfolds in a single, smooth transition
upon removal of Mg2+. The polycationic aminoglycoside tobramycin (TOB5+), which destabilizes tRNA
structure, induces a two-phase structural transition in tRNAAsp with a final unfolded structure more similar
to that of heat-denatured tRNA than the Mg2+ final structure [60].
The question of tRNA core flexibility has been addressed using transient electric birefringence (TEB), in
which application of a transient electric pulse aligns nucleic acid molecules in a sample solution [61]. The
rotational decay time of an RNA duplex containing a nonhelical element is compared with the corresponding
decay time for a fully helical RNA of the same length. The ratio reflects both the angle between helical
arms and flexibility at the nonhelical element. One caveat is that native tRNA structures are not used;
constructs are generated with extended (by ∼70 bp) helical arms to increase TEB sensitivity. TEB analysis
of a tRNAPhe construct demonstrated that the tRNA core is rigid in the presence of Mg2+ ions and quite
flexible in the absence of Mg2+ [62]. Comparison of canonical cytoplasmic with truncated mitochondrial
tRNA constructs indicated that inter-arm angles vary widely from an acute 75◦ for S. cerevisae tRNAPhe to
140◦ for C. elegans mitochondrial tRNAPhe lacking a T arm [63]. The effect of Mg2+ ions on inter-arm
angle varied among the tRNAs tested, with some exhibiting a more open conformation in the presence of
Mg2+ and others forming a more collapsed tertiary structure; furthermore the magnitude of angle change
upon Mg2+ binding varied. Careful controls demonstrated that not only is the inter-arm angle greater for
the minimal mitochondrial tRNAs, but the degree of core flexibility is greater for these tRNAs than for
the canonical cloverleaf tRNAs [64]. The functional consequence of this enhanced core flexibility and
widened helical angle may be to allow mitochondrial tRNAs to reach from the ribosome-bound mRNA to
the peptidyl transferase center despite fewer nucleotides. Flexibility and inter-arm angle dynamics are also
seen for single tRNA molecules in MD trajectories [23; 65] as depicted in Figure 1.6B and C. Movement of
tRNA is shown relative to EF-Tu through alignment of trajectory frames by the protein backbone.
Conformational changes in tRNA have been studied using a variety of computational methods. Insight
into tRNA flexibility can be obtained from analysis of the structure alone. Regions of large displacement
were identified in an early normal mode analysis of tRNA [66]. The Gaussian network model of tRNA with
and without aaRS present reported anticorrelated motions of the acceptor stem and anticodon loop [67]. Both
Gaussian and anisotropic network models were used to identify the size and direction of tRNA fluctuations
within the ribosome revealing coupled motion between A-site and P-site tRNAs [68]. Other methods like
topological network analysis of rigidity have been used to determine flexible regions of tRNA [69]. From
all-atom MD simulations of tRNA bound to aaRS [70] and EF-Tu [23], principal components analysis of
the tRNA showed anticorrelated motions in agreement with the above analyses and local correlated motions
were used to discover signaling pathways through tRNA·aaRS.
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1.2.3 Relative Motions Within RNA vs. Protein
Given the inherent flexibility that is available to tRNA, what is the functional consequence of this fea-
ture? Perhaps the answer is as simple as a reminder of the varied cellular activities of tRNA, which interacts
with a variety of cellular partners, including modifying enzymes, the aaRSs, elongation factors, and the
ribosome.
One distinction between aaRS classes is that class I enzymes interact with their cognate tRNAs from
the minor groove side of the acceptor stem, while class II enzymes interact with the major groove side of
their partner tRNAs [71]. The functional consequence of this difference is that the 3′-hydroxyl of A76 is
appropriately positioned for nucleophilic attack on class II enzyme-bound adenylate without need for sig-
nificant tRNA distortion. However if the acceptor stem helices of tRNAs aminoacylated by class I enzymes
continued in their A-helical orientation, they would bypass the enzyme active site. The hairpin conforma-
tion observed crystallographically at the 3′-end of tRNAs specific for Arg, Cys, Gln, Glu, and Leu (and
presumed for others) is necessary for amino acid transfer.
For those synthetase enzymes that catalyze post-transfer editing, there is also a need to translocate the
misacylated CCA end of tRNA to an editing site. As more structural and biochemical evidence emerges,
it seems likely that the “editing” orientation is the thermodynamically favorable position for the acceptor
stem, which then transiently swings to the active site for amino acid attachment, only to swing back to
the editing site for proofreading [72]. This distinction between thermodynamically stable and catalytically
competent positions of the CCA end would explain the varied orientations observed in crystal structures
of particularly class I enzymes, where positioning of the 3′-end in the aminoacylation active site requires a
dramatic reorientation. The range of possible structures has been observed, with the 3′-end in the editing
conformation, in the catalytic (foldback) conformation, or disordered.
The role of wobble pairs in tRNA function has been investigated using both biochemical and genetic
tools. The G3·U70 wobble pair of tRNAAla is a major identity element for aminoacylation by AlaRS,
such that the anticodon nucleotides are not even contacted by the cognate enzyme. NMR analysis revealed
structural and dynamic differences between acceptor stemminihelices containing the G·Uwobble pair, a C·C
mispair, and canonical Watson-Crick pairs [73]. The mismatch pairs exhibited a distortion of the backbone
at the N3 position and rapid exchange among several conformations. tRNAAla containing the C·C mismatch
but not Watson-Crick pairs supports cell growth in vivo; this correlation with in vivo aminoacylation activity
suggests that backbone deformability introduced by this wobble is a major contributor to recognition by
AlaRS [74].
While the tRNAAla G3·U70 is a long-established identity element, the contribution of non-conserved
G·U and C·A wobble pairs to aminoacylation and translation efficiency was probed for E. coli tRNAGly,
which has a G49·U65 pair at the base of the T-stem [75]. A U65C substitution in an tRNAGly(UCA)
opal suppressor tRNA resulted in poor suppression relative to the U65-containing suppressor, while genetic
selection protocol for compensatory tRNA mutants that would support cell growth resulted in incorporation
of new G·U and C·A mismatches throughout the tRNAGly structure. Surprisingly, the sites of mismatch
introduction mimicked the occurrence of mismatches in available genomic tRNAGly sequences [75].
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A biochemical study of the specificity determinants of tRNAArg for ArgRS demonstrated that the pres-
ence of G·U wobble pairs is essential for tRNA-stimulated aminoacyl adenylate synthesis [76]. ArgRS is
one of the four aaRSs that requires tRNA binding for the first step of the aminoacylation reaction (the others
are GluRS, GlnRS, and class I LysRS). In contrast to many synthetases that contact nucleotides primarily
in the anticodon and acceptor stem, ArgRS·tRNAArg complex formation involves simultaneous recognition
of identity elements in the anticodon, D loop, and acceptor stem. Contacts with the D loop are made by an
N-terminally appended module [44]. The heterologous yeast tRNAArg is not efficiently aminoacylated by
mammalian (hamster) ArgRS, but introducing a minimum number of nucleotide substitutions and replacing
Watson-Crick base pairs in the D and/or acceptor stems with G·U wobbles enhanced adenylate synthesis to
equal or even surpass the cognate tRNA-stimulated activity [76]. Similarly, replacing wobble pairs in the
mammalian tRNAArg acceptor and D stems ecreased adenylate synthesis efficiency; thus assembly of the
mammalian ArgRS catalytic site depends on flexibility of the cognate tRNA.
A noncanonical role for tRNA is as primer for reverse transcription of retroviral genomes [77]. tRNALys,
3 is selectively packaged into HIV-1 viral particles for this function, and annealing of the tRNA’s 3′ 18
nucleotides to a complementary sequence on the viral genome is facilitated by HIV-1 nucleocapsid protein
(NC). NC binding alone does not significantly destabilize the tRNA acceptor stem, as demonstrated by
both FRET [78] and NMR experiments [79]. Imino proton exchange was, however, more rapid for the
G6·U67 pair at the base of the acceptor stem and the tertiary pair T54-A58, suggesting that NC destabilizes
tRNA structure from the ends of the acceptor stem [79]. Kinetic and thermodynamic analyses clarified that
tRNA unwinding is driven by favorable annealing to the HIV primer binding site (PBS) in the presence of
NC. Annealing initiates at tRNA 3′-unpaired nucleotides and is limited by melting of a PBS helical stem
rather than by melting of tRNA structure [80]. Thus secondary and tertiary structure and stability is not
a significant factor in retroviral priming, despite the need for the tRNA molecule to adopt a dramatically
different conformation.
It has long been clear that protein biosynthesis requires movement of tRNA through varied functional
states on the ribosome; high resolution ribosome crystal structures and fluorescent techniques are now mak-
ing it possible to analyze tRNA dynamics during translation. One question is whether the flexibility observed
for tRNAs in other functional interactions remains accessible on the ribosome. Presumably there is need for
a more limited set of conformations given both the defined route through which all tRNAs must progress
and the limited space available within the ribosome. Single molecule FRET experiments have provided
evidence that prior to peptide bond formation, tRNAs are in rapid dynamic change between classical state
(where both ends of the tRNA are in either the A or P site) and hybrid state (where the anticodon remains
bound at the 30S subunit while the CCA end of the A or P site bound tRNA moves to the P or E site on
the 50S subunit, respectively) [8]. Following peptide bond formation, the hybrid state is favored until EF-G
promotes translocation [8]. While the hybrid state doesn’t explicitly require a flexible tRNA, smFRET at
high temporal resolution led to the model that thermal fluctuations in tRNA facilitate docking of cognate
aminoacyl-tRNA in the ribosome A site, such that codon interactions on the small subunit lead to contacts
with the GTPase activating center on the 50S subunit and a GTPase activated state [81]. Thus mutations
in tRNA that alter flexibility may lead to decreased fidelity in the kinetic step(s) between codon binding
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and GTP hydrolysis, as has been demonstrated for the variant tRNATrp “Hirsh suppressor” [82]. For the
translocation step, there is FRET evidence consistent with the hypothesis that the single-stranded CCA end
moves prior to the rest of the tRNA [83].
1.3 Molecular Dynamics Simulations of RNA·protein Complexes
An increasing number of research groups are turning to molecular simulation to explicate the role of dy-
namics in the function of RNA·protein complexes. All-atom MD simulations using explicit solvent are be-
ing used to probe characteristics of these biomolecules at atomic resolution over timescales of hundreds of
nanoseconds. Bacterial protein synthesis proceeds at approximately 20 amino acids per second, so processes
that occur in 100s of nanoseconds can include molecular recognition, interaction networks, the energetics of
binding, and the onset of tNRA migration in the translation process. The ultimate goal is to understand how
thermal fluctuations and motion at the molecular scale contribute to biological function. There are several
limiting factors affecting the feasibility of MD simulation including accuracy of force field parameters, the
computational power of existing machinery, and quality of the crystallographic and NMR structures. The
status of simulation techniques for longer translation processes is briefly discussed at the end.
The first RNA molecule for which an X-ray structure was obtained was tRNA [41; 84] which subse-
quently became the first RNA to be simulated [85; 86]. In this initial 12-ps simulation, hydrogen atoms
and solvent were excluded. Some observations replicated in later simulations were the stability of the base
pairing interactions, high RMSF values for the 5′ and 3′ ends, and hinge motion between the two coaxially
stacked helices: the acceptor stem-T arm and the anticodon arm-D arm. Since then researchers have pro-
gressed to all-atom, long-time simulations of tRNA. Simulations spanning tens to hundreds of nanoseconds
have been run for isolated tRNA showing that tRNA experiences structural configurations similar to those
found in tRNA on the ribosome [65]. tRNA has also been simulated in complex with its various binding
partners: aaRS [70], EF-Tu [23], migrating between aaRS and EF-Tu [87], and the ribosome with bound tR-
NAs [88] as well as the ribosome bound to SecY [89], a protein responsible for the translocation of nascent
proteins across cell membranes.
As with the first tRNA structure, all subsequent structures have been crystallized in buffers containing
concentrations of salt and/or polyamines such as spermine which are much above physiolocal levels. Also,
RNA transcripts are frequently used because it is more difficult to obtain RNA with its full complement of
modified nucleosides. Many RNA molecules are post-transcriptionally modified, and these modifications
can affect their resulting structure and dynamics.
Modified Nucleoside Influence on Dynamics
More than 100 different nucleoside modifications have been identified 1 [90; 91] most of which can be found
within various tRNAs. Modified nucleosides are frequently ignored because RNA samples prepared through
in vitro transcription or transcription in a different organism from the original host will not contain the wild
1http://biochem.ncsu.edu/RNAmods
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type modifications. However, many of these modifications are evolutionarily conserved and are interesting
in their own right. Another issue related to the plethora of natural modified bases is in their representation,
which the RNA community is trying to standardize through the RNA Ontology Consortium [92].
Modified bases can affect the structure, dynamics, and possible interaction partners of RNA molecules.
For example, tRNA modifications can be used by aaRSs to discriminate between different specificities [21].
In the tRNA anticodon, base modifications are frequently used in the wobble position which affects interac-
tion with the mRNA codon. Reviews of tRNA structure and dynamics [31; 93] have covered how modified
bases can change the secondary structure of tRNA through disruption of potential base pairing in the tran-
scribed sequence. Nucleoside modifications in tRNA are shown in the secondary structure representation for
the EF-Tu bound tRNAPhe in Figure 1.3 and on the three dimensional structure for tRNACys in Figure 1.5.
Modified nucleosides cause a variety of different effects to RNA structural stability depending on the
surrounding nucleic acid sequence and structure so there are no easy generalizations to make about their role
in RNA function. They can both stabilize and destabilize local structures through interaction with nearby
bases, water, or ions. The variety of roles played by modified nucleosides can be demonstrated by looking
at a couple of common modifications found in tRNA and rRNA: dihydrouridine (D) and pseudouridine (Ψ).
Dihydrouridine, which occurs in rRNA as well as the tRNA D loop of Bacteria and Eucarya, is created by
adding two hydrogens to uridine, fully saturating the base. This nonplanar base has more flexibility than
uracil and tends to be found in single stranded regions. Pseudouridine is a C-glycoside isomer of uridine
created by removing the uracil base and reattaching it through C4. It can stabilize local RNA structure by
interacting with backbone phosphates through a highly resident bridging water [94; 95].
Incorporating modified nucleosides into MD simulations requires force field parameters for the specific
modifications. The AMBER force field provides most of the known modifications [96]. Otherwise, a lit-
erature search can reveal nucleoside parameters developed by various labs, or one can parametrize them
through quantum chemistry calculations or by analogy with molecules already present in the force field.
RNA Interaction with Water and Ions
The structure and composition of solvent is crucial to the folding and dynamics of RNA molecules. Water
and cations such as K+ and Mg2+ provide the electrostatic screening necessary for the negatively charged
phosphate backbone to condense and allow the formation of secondary and tertiary interactions [97; 98].
Higher water densities around RNA relative to protein also contribute to RNA flexibility [99].
In mammalian cells, cytosolic concentrations of K+, Na+, and free Mg2+ are around 140 mM, 10 mM,
and 1 mM. However, if all Mg2+ associated with nucleic acids is considered, the total concentration of
Mg2+ within cells is closer to 30 mM [100]. Nucleoside triphosphates account for much of the difference,
but Mg2+ concentration is higher around large RNA molecules as well. The small radius of Mg2+ makes
its determination difficult for X-ray crystallography, but sometimes the presence of a cubic arrangement of
atoms in the first solvation layer lends support to a Mg2+ assignment.
The 2+ charge within such a small atom results in a high charge density and very stable solvation
shells. The exchange rate for water molecules in the first solvation shell of Mg2+ occurs at greater than µs
timescales [101] so Mg2+ ions tend to remain with the water or RNA molecules they are initially bound
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to in MD simulations [102]. Due to its twelve potential hydrogen bond donors and relatively large radius,
hexahydrated Mg2+ diffuses more slowly and has higher residency times around RNA than either K+ or
Na+. Since Mg2+ is important for RNA structure and dynamics in vivo, it is frequently included in RNA
simulations, but it must be handled carefully especially during the system preparation.
1.3.1 Protocol for All-Atom Simulation
Here we present a protocol for the preparation of RNA·protein MD simulations. With RNA being a highly
charged molecule, there are important issues of hydration and placement of ions that have to be addressed
in the system set-up and to accelerate the constrained equilibration. While most of the software mentioned
is primarily what we use in our own studies, alternative applications exist for many of the tasks required for
system preparation. A word of warning for researchers setting up or analyzing MD simulations that contain
nucleic acids: many of the available computational tools were designed with only proteins in mind and
do not handle nucleic acid structures or perhaps do not recognize modified nucleosides. Sometimes these
programs crash when given RNA, but other times the RNA atoms are simply ignored.
Step 1: Preparing the Structure
Begin with a PDB file containing the 3D atomic coordinates for the structures in the system of interest.
Keep well resolved water molecules and physiologically relevant ions, but remove molecules such as sulfate
or ammonium that are only present for the crystallization buffer. Ion preparation will be described in more
detail below. Frequently, mobile tails or loops are missing from crystal structures and must be modelled,
perhaps by making use of existing homologous structures. To trap enzymes in intermediate states, sometimes
structures contain substrate analogs that should be converted to the true substrate or removed. For systems
with available cryo electron microscopy maps, models can also be made by fitting atomic structures to the
EM density maps [103]. To complete the atomic structure, add hydrogens and atomic partial charges with a
tool like psfgen in VMD [104].
Care must be taken in assigning the protonation states of some amino acids like histidine and aspar-
tates found in active sites [87]. Local pKa and protonation states for titratable residues and ligands can be
predicted by PROPKA 2.0 [105]. A more thorough but costlier approach is to calculate local pKa values
using the Poisson-Boltzmann equation [106]. PROPKA uses a heuristic function based on hydrogen bonds,
charge-charge interactions, and local solvent exposure to determine protonation states. The standard amino
acids are included, but extra work is required to incorporate nucleic acids or ligands. The latest version al-
lows incorporation of generic chemical groups and their associated pKa values as well as user knowledge for
specific groups. For example, if the bulk pKa is known for a ligand, the user can add this information before
PROPKA is run. It is good practice to visually inspect any protonation assignments that seem strange.
Step 2: Adding Ions
With one negative charge per nucleotide, RNA molecules are much more sensitive to initial ion placement
than proteins, which are relatively electroneutral. Without compensating positive charges, especially within
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the deep groove and other compact regions where phosphates are near each other, RNA will quickly lose
its structure and unfold. Cations, typically Mg2+ and either K+ or Na+ added to the solvent shield the
negative phosphates from one another allowing RNA to take on its double-helical form. It has been shown
that ions around DNA can take on the order of tens of nanoseconds to equilibrate [107] so during initial ion
placement, it is important to place ions as close to equilibrium states as possible.
Ions can be placed with tools like the program ionize [108]. Ionize creates a three dimensional lattice
around the system and calculates Coulombic interaction energies for the placement of a charge at each
lattice site. An ion is placed at the minimum energy site, and then lattice energies are regenerated for the
next ion. This process is repeated until all ions have been added to the system. A more rigorous but more
time consuming method for ion placement is to use Brownian dynamics simulations in which the RNA and
protein are fixed and the ions are allowed to diffuse about the system [109]. High resolution X-ray structures
were used to validate placement of Mg2+ using both coulomb lattice [23] and Brownian dynamics methods.
After placement of neutralizing ions, extra salt buffer can be added to achieve higher K+ concentrations.
To stabilize RNA structure, cations need to be placed close enough that they will diffuse into the RNA
deep groove during minimization and equilibration. Information from well-resolved crystal structures can
be used to place Mg2+ ions with varying degrees of hydration in direct contact with the RNA. Closely placed
Mg2+ ions, such as those present in the crystal structure, must be treated carefully. Since the first solvation
shell of Mg2+ is so stable, it is common for initial contacts made with Mg2+ to remain for an entire MD
simulation. If the six members of an Mg2+ atom’s first solvation shell are not set during system setup, the
missing members will be pulled in from that atom’s local environment and may result in spurious, long-lived
contacts to the RNA. To prevent this, make sure that all Mg2+ ions are fully solvated before production runs.
Step 3: Hydrating the System
RNA is also more sensitive to the initial placement of water molecules than protein so care needs to be
taken in solvating systems containing RNA. If there are possible cavities within the system, DOWSER can
be used for the first round of solvation to ensure that these cavities are filled with water [110]. Additional
atom dictionary files are needed for DOWSER to recongize the nucleotides in RNA, but these files are
available through the Dowser plugin to VMD [89]. The first few layers of external solvent can be added
by Solvate 1.0 [111], which uses a PDB file containing partial charge information to place and orient water
molecules next to RNA and protein. These waters may then be verified for accuracy with SwS [112]. Finally,
equilibrated waters are used to extend the solvent out into a three dimensional box that can be used for MD
simulations with periodic boundary conditions.
Step 4: Minimizating the Initial Structure
Minimization and equilibration are carried out by MD programs such as NAMD [113], Amber [114], Gro-
macs [115], or CHARMM [116]. Typically, constraints are applied to various heavy atoms during a stepwise
minimization to let the system slowly respond to the added hydrogens and solvent without distorting the
molecular structure. A multi-step minimization proceeds through a series of decreasing atomic constraints
until none remain. For example, start minimization with all non-hydrogen atoms fixed, in the next step free
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all solvent atoms, then free all heavy atoms except for those within the backbones of proteins and nucleic
acids. Finally, release all atoms and simulate until the system reaches a local minimum and the atomic
motions cease.
Step 5: Constraining the Equilibration Phase
Similarly, a stepwise equilibration allows water and ions to enter the RNA deep groove and establish the
inner solvation layers before the RNA is allowed to move [94]. Harmonic restraints can be used with pro-
gressively weaker force constants to enable the “fixed” atoms to react to the solvent. During minimization,
the temperature is effectively set to zero, and stepwise equilibration is often coupled with a series of tem-
perature ramps that slowly move the system up to the desired temperature. Multiple timestepping, updating
the bonded, van der Waals, and electrostatic terms at different frequencies, is useful for speeding up MD
simulations, but RNA appears to be more sensitive to increasing the timestep size.
1.4 Conclusion
Molecular detail is essential for the characterization and understanding of dynamics for RNA·protein com-
plexes. The ongoing development of molecular simulation techniques is required in order to reach time
and length scales relevant to processes like RNA folding, macromolecular assembly, and protein synthesis.
As computing power increases and simulations become easier to perform, the connections between simu-
lation and experiment increase and build upon one another. Starting from atomic resolution biomolecular
structures, molecular simulation can be used to verify experimental results, to provide molecular details that
explain biomolecular function, and finally to predict outcomes for future experiments.
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Chapter 2
Methodological Development of Analysis and Visualization Tools for
RNA·protein Complexes
2.1 Introduction
MultiSeq is an extension to VMD (Visual Molecular Dynamics) [104] for structural phylogenetic analysis.
It carries out the multiple structural alignment of homologous proteins and expresses the comparisons in
terms of a distance-based phylogenetic tree using two different structural metrics. It also includes a QR fac-
torization of the alignment matrix to identify a non-redundant set of structures that represent the variation
observed in the structural phylogenetic tree. The extension was primarily designed to facilitate evolution-
ary and bioinformatic investigations of the type described in [16; 36] on the evolution of structure in the
aminoacyl-tRNA synthetases (AARSs). To this end, it provides a number of tools for analyzing conser-
vation among the multiple structures and their associated sequences. These tools allow users to correlate
changes in structure with corresponding changes in the sequences of homologous proteins.
2.2 Evolutionary Analysis of Structures
Evolutionary analysis of multiple structures is most meaningful when carried out on single, functional do-
mains or the longest homologous regions among a set of related proteins. The ASTRAL compendium [118]
(available at http://astral.berkeley.edu) provides PDB format structure files broken down by protein domain
as determined by the SCOP database [119] and is strongly recommended for use in this type of analysis.
2.3 Multiple Structural Alignments
The multiple structural alignments are carried out using the program STAMP [120], which minimizes the Cα
distance between aligned residues in each molecule through globally optimal rigid-body transformations.
STAMP is used by the HOMSTRAD [121] and PALI [122] databases to generate the protein structure
alignments, and more recently it has been used in a series of papers to construct structure-based phylogenetic
trees [16; 36; 37; 123]. In our implementation, the STAMP algorithm first applies a rough alignment derived
simply by aligning the N-terminal ends of the first protein to all the others.
From this initial superposition, the multiple structure alignment follows a procedure similar to tree-
based multiple sequence alignment. Each pair of structures is aligned, and similarity scores are calculated
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to derive a dendrogram that guides the progressive structural alignment algorithm. Structures and structure
sets are superimposed in order of similarity by following the dendrogram from the branches to the root.
At each node, a dynamic programming algorithm obtains a tentative alignment of the two structure sets
and generates a superposition of the structures. This process is iterated to maximize the number of aligned
residues.
This structural alignment method does require that the molecules being aligned have similar structural
signatures. For this reason, MultiSeq should be used for a single domain evolutionary analysis and not for
alignment of larger multi-domain proteins, unless the multi-domain proteins display homology over all do-
mains. Attempting to align unrelated multi-domain structures or dissimilar proteins with STAMP may result
in STAMP’s failure to align the proteins. Before failure, STAMP may spend several minutes attempting to
compute an alignment. For this reason, users are warned and given an option to abort the alignment before
attempting to align multi-domain structures. If the user does decide to attempt this, structures should be
loaded in order from shortest to longest
2.4 Usage Features
MultiSeq provides a number of features for protein structure analysis. After aligning multiple protein struc-
tures, users can:
• Color the 3-D display of structures by structure (Qres), sequence conservation, or RMSD per residue
(Fig. 2.1).
• Display a UPGMA phylogenetic tree based on one of two structural measures: QH or RMSD (Fig. 2.2).
Structural trees based on QHhave been shown to be congruent to sequence-derived trees [16].
• Export structural alignments and secondary structure information in FASTA format.
• Export transformed coordinates of aligned proteins.
A tutorial demonstrating the above features is available through our website at:
http://www.scs.uiuc.edu/˜schulten/tutorial-aars.pdf.
2.5 Implementation
VMD is available for Windows and MacOS X, in addition to Linux and most UNIX platforms. VMD
includes a Tcl/Tk scripting interface allowing for the implementation of plugins extending the functionality
of the core program (for more information, see [124]). MultiSeq is implemented as a set of Tcl/Tk plugins
for VMD, which facilitates rapid implementation and debugging of the interface while taking advantage of
the powerful, fast scripting language interface to VMD’s core functions.
Several of the features of MultiSeq are implemented as Tcl wrappers around C or C++ programs.
STAMP [120], which is used to align the protein structures, is a C program compiled separately for each of
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the platforms VMD runs on. The Tcl wrapper provides an interface for calling the C program fromMultiSeq
using a uniform method on all platforms.
In addition to STAMP for aligning proteins, MultiSeq includes a C++ implementation of the QR fac-
torization algorithm and the QH structural similarity metric described by [36]. QH calculates the structural
similarity of proteins while accounting for gaps in the alignment as a significant character, and Qres, a re-
lated algorithm, determines the degree of structural similarity per residue for the aligned portions, while QR
performs a multidimensional QR factorization of the alignment matrix to identify a non-redundant set of
proteins.
Figure 2.1: Structural alignment of some of the class II aminoacyl-tRNA synthetases. User-selected residues are
highlighted on both the sequence and structure displays.
Figure 2.2: A phylogenetic tree derived from the structural alignment in Fig. 2.1.
2.6 Finding Metadata Automatically via the Internet
Metadata (or “data about data”) – such as taxonomy, enzymatic function, or structural classification – related
to sequence and structural data can provide valuable insight during many bioinformatic analyses. Various
databases accessible via the Internet store this information and present it when displaying results but other-
wise make little use of it. MultiSeq correlates this metadata by cross-referencing both the name sequence
or structure and any source information contained in the original file. Currently, MultiSeq can extract AS-
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TRAL [118] and SCOP structural classifications [119]. MultiSeq integrates this metadata into the evolu-
tionary analysis process through grouping and phylogenetic tree functions.
2.7 QR Algorithms to Eliminate Redundancy and Bias in Data
Although the vast quantity of data available in this post-genomic era brings many new possibilities for
analysis, it also opens up the potential for introducing systematic errors in these analyses due to the biases
inherent in the makeup of the various databases. MultiSeq has both the SeqQR [37] and StructQR [36]
algorithms to easily help detect and eliminate this redundancy during any step of the analysis process (see
methods section for details). A selection of sequences or structures composing a non-redundant set can
be quickly created within MultiSeq from amongst the available data. The sequence and structural QR
algorithms can be run on a specific region of the MSA so that the nonredundant set can be generated, for
example, based on one domain of a multi-domain protein or an insertion in the sequence. The sequence
and structure QR algorithms combined with the grouping and selection capabilities of MultiSeq constitute
a powerful environment for constructing EPs for use in bioinformatics-intensive tasks such as homology
modeling [125] or gene annotation [123].
2.8 Analyzing Phylogenetic Relationships
Phylogenetic trees, showing the relationships between related proteins or nucleic acids, are invaluable when
performing evolutionary analyses. They provide a guide for investigating why and how certain attributes
developed as well as identifying misalignments and HGT events. The accuracy and speed of various tree
reconstruction methods, however, varies widely from simple distance based methods such as unweighted
pair group method with arithmetic averages (UPGMA) [126] and neighbor-joining (NJ) to complex methods
such as maximum likelihood [127], which take into account an underlying theory of evolution. In general,
distance based trees are sufficient for many common uses [128]. MultiSeq creates UPGMA trees using the
structural measures QH [16] and root mean square deviation (RMSD) as well as the sequence measure of
percent identity. It can also create trees based on similarity using the NJ method of CLUSTALW [129].
After a tree has been created, it can be decorated and colored with various attributes such as species name,
domain of life, and enzymatic function. Additionally, various manipulations such as collapsing, rotating,
and labeling nodes to assist in visualization can be performed.
One further use for phylogenetic trees within MultiSeq is in conjunction with the QR algorithms to
eliminate redundancy from data. When either the SeqQR or StructQR tools are used on data being displayed
in a phylogenetic tree, those data are highlighted both within the main environment and within the tree
viewer. This feature allows for evaluation of the non-redundant selection so that the user can adjust the
cutoff. The orderings from the QR algorithm indicating which data are most linearly independent are also
displayed in the tree to assist in this process.
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2.9 Using Visualization to Illuminate Trends
One way to present complex information so that it is accessible for human interpretation is to use coloring
to encode attributes of the data that are not normally visible [130]. MultiSeq presets attributes of the data
as coloring in both the 1D representation of the sequence portion of the data and the 3D representation
of the structural portion of the data. It maintains a consistent coloring between the two representations in
order to facilitate an easy mental transition between them. Many different sequence and structural metrics
are currently implemented as coloring choices, and adding custom coloring methods is supported through
a programming interface. The current list of standard metrics is: sequence conservation, sequence entropy,
percent sequence identity, sequence similarity, Qres structural similarity, residue type, and structural RMSD.
In addition to calculating attribute values, MultiSeq can import them from a tab or space delimited file.
This enables the importing of other types of attribute data, such as those from HD exchange or Φ-value
experiments.
2.10 Nucleic Acid Sequences and Structures
MultiSeq also supports bioinformatic analysis of both nucleic acid sequence and structure data, but the
tools are somewhat more limited in the present release. Nucleic acid sequences may be imported as
unaligned sequences or as multiple sequence alignments using any of file formats supported for protein
sequences. These data may be obtained from a variety of databases including IMG, NCBI (Genbank),
Bayreuth tRNA compilations, CRW, RDP, and the Genomic tRNA Database. We provide external scripts
to convert files from AE2 format (provided by Gary Olsen) and Bayreuth flatfiles to the FASTA format
(http://www.scs.uiuc.edu/˜schulten/software). BLASTN support for finding related nucleic acid sequences
is planned for the next release.
Once nucleic acid sequence data have been loaded, multiple sequence alignments can be computed
using the ClustalW interface within MultiSeq. Only coloring by sequence identity works with nucleic acids,
other sequence-based coloring metrics specific for nucleic acid will be incorporated in the next release.
STAMP has been modified to align nucleic acid structures by their backbone phosphorous atoms resulting in
a structural alignment analogous to α-carbon based alignment for proteins. When the alignment is complete
the 3D representation displays the structural superposition of the aligned molecules. The built-in structural
alignment analysis tools, such as structure-based trees and coloring metrics, work correctly with nucleic
acid structural alignments.
RNA molecules frequently incorporate nonstandard modified nucleotides that can affect folding, struc-
ture, and function. For example, the TψC loop in tRNA typically contains a ψ, or pseudouridine, base. There
are on the order of 100 RNA-associated modified bases identified at this time [90]. The RNA molecule, as
opposed to its DNA gene, must be sequenced to determine the modified bases included. When this infor-
mation is available in structure or sequence files MultiSeq recognizes and appropriately displays modified
bases in the 1D representation. In the next release of MultiSeq, QR will be available for nucleic acids, and
a canonical, evolutionarily balanced 16S rRNA will be incorporated to help with phylogenetic analysis. At
that time secondary structure analysis tools for nucleic acid structures will also be included.
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2.11 Methods
2.11.1 Qres
We use a measure called Qres to calculate structural similarity of each residue in a set of aligned structures.
It is derived from Q, which is used in protein folding to compare the pair distances in a protein conformation
to the native one [131]. We have previously used this measure for deriving protein cores by looking at
structural conservation [16; 36]. Qres computes the similarity of the Cα-Cα distances between a residue and
all other residues in the protein, excluding nearest neighbors, to the corresponding distances in a given set
of proteins. The result is a value between 0 and 1 that describes the similarity of the structural environment
of a residue in a particular protein to the environment of that same residue in all other proteins in the set.
Lower scores indicate low similarity and higher scores high similarity. Formally, Qres is defined as follows:
Q(i,n)res = ℵ
proteins∑
(m6=n)
residues∑
(j 6=i−1,i,i+1)
exp
−
(
r
(n)
ij − r(m)i′j′
)2
2σ2ij
 (2.1)
where Q(i,n)res is the structural similarity of the ith residue in the nth protein, r
(n)
ij is the Cα-Cα distance
between residues i and j in protein n and r(m)i′j′ is the Cα-Cα distance between the residues in protein m
that correspond to residues i and j in protein n. The variance is related to the equence separation between
residues i and j, σ2ij = |i− j|0.15, and the normalization is ℵ = 1(Nseq−1)(Nres−k) , whereNseq is the number
of proteins in the set, Nres is the number of residues in protein n, and k = 3 except when residue i is the N
or C-terminus in which case k = 2.
2.11.2 QH
For measuring the similarity between two structures, we use QH, which we have previously derived [16; 36].
Like Qres, it is also adapted from Q, but accounts for the presence of insertions in the structure. Briefly, QH
calculates an overall score for the similarity of two structures by summing the similarity of all residues and
then adding a term for each gap in the alignment. The more that an insertion perturbs the structure of nearby
regions, the lower the resulting QH value.
2.11.3 QR Factorization
The sequence and structure QR algorithms eliminate the redundancy from a collection of sequences or struc-
tures, respectively. The output is the smallest set of sequences or structures that represents the evolutionary
diversity present in the initial group. These algorithms are based on a QR factorization with column pivoting
of a matrix encoding the sequence or structure alignment. We have described each of these algorithms and
their utility in developing EPs previously [36; 37].
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2.11.4 STAMP
The STAMP structural alignment program generates both structural superpositions and sequence alignments
using tertiary structure comparisons [120]. Two modifications were made to the STAMP structural align-
ment program included with MultiSeq. First, the program was modified to work with RNA and DNA by
allowing it to read structure files containing the phosphate backbone atoms of nucleic acid molecule and to
recognize the residues contained in these files. Second, the program was modified to insert gaps into the
multiple sequence alignment so that the trailing, poorly aligned ends of different structures will be gapped
with respect to one another. These end-gaps are a natural result of the dynamic programming local alignment
algorithm used by STAMP.
2.11.5 C++ Bioinformatics Library
Many of the algorithms are written in C++, since Tcl is less suited for computationally intensive work.
To facilitate the development and implementation of these algorithms, we have developed libbiokit, a
bioinformatics toolkit. This library is comprised of classes that perform file I/O, such as FASTA and
PDB readers and writers; classes that represent commonly used bioinformatic data structures, like se-
quence and structure alignments; and stand-alone utilities that execute the QR, QH, Qres, and phyloge-
netic algorithms along with other standard measures used in the analysis of bioinformatic data. Libbiokit
is packaged with MultiSeq and is also available separately as open source software from our website
(http://www.scs.uiuc.edu/˜schulten/software.html).
2.12 Conclusion
MultiSeq represents a first step in adding bioinformatics capabilities to VMD, which is already widely used
within the community for MD trajectory analysis. By providing researchers with tools to work synergisti-
cally with multiple structures and their associated sequences, we hope to help address complex problems
relating to evolutionary changes in biological molecules. Our long range goal is to develop an interface that
is useful for experimentalists and theoreticians who are working in both the sequence and structural worlds
of molecular biology.
MultiSeq allows new approaches to be taken in bioinformatics analysis: new relationships can be found
and investigated by combining sequence and structure data; automatic download and use of metadata along
with flexible grouping encourages organized analysis of unfamiliar data; the ability to remove redundancy
from large sets of data helps to focus and speed up evolutionary analyses; and integration with several
popular bioinformatics tools along with a versatile input and output ability reduce the time and “busy work”
overhead of performing any analysis. MultiSeq extends VMD’s capabilities into the realm of sequences
based data and we hope that MultiSeq will help bring more widespread use of sequence data to the world of
structural biology and vice versa.
An online manual describing the options available in MultiSeq in more detail is available online
(http://www.scs.uiuc.edu/˜schulten/multiseq). A tutorial is also available from the NIH Resource forMacro-
molecular Modeling and Bioinformatics to assist in learning how to use the features of MultiSeq described
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in this article (http://www.ks.uiuc.edu/Training/Tutorials).
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Chapter 3
Dynamical Networks for Allosteric Communication in aaRS·aa-tRNA
3.1 Introduction
In the modern world of translation, aminoacyl-tRNA synthetases (aaRSs) help maintain the genetic code by
charging tRNA with its cognate amino acid. The formation of aminoacyl-tRNAs (aa-tRNAs) proceeds via
a two step process. In the first step, the amino acid or its precursor reacts with ATP to form the activated
aminoacyl-adenylate (aa-AMP) within the catalytic site, and in the second, or charging step, the amino acid
is transferred to the 3′ end of the cognate tRNA. The aaRSs distinguish a particular set of tRNA species
from a pool of many tRNA molecules in the cell through interactions with a group of nucleotides called the
identity elements. For most aaRSs, the tRNA identity elements include the anticodon bases 34 to 36 and
the discriminator base 73 in addition to other locations that are specificity dependent. In a few cases like
leucyl-RS (LeuRS) in archaea, the synthetase has acquired additional domains that interact with identity
elements on the variable arm of the tRNA instead of interacting with the anticodon [134].
Upon binding, the tRNA induces conformational changes throughout the protein·tRNA interface and
within the catalytic site [135]. Based on biochemical studies, the charging reaction is stimulated by interac-
tions between the synthetase and the tRNA identity elements, which are mostly located far away from the
site of amino acid attachment. Such long distance coupling is at the very heart of allosteric regulation [136].
Experimental and computational studies of many regulatory complexes support the current view that they
possess the intrinsic ability to undergo conformational transitions, conferred by the three-dimensional net-
work of inter-residue interactions [137–141]. The pathways of signal transduction favored by the network
of interresidue contacts and the role conservation plays in these pathways remain to be established. This
study demonstrates that nucleotides in the tRNA as well as residues within the aaRS are essential for infor-
mation transduction in the protein·RNA complex. While contact maps based upon the static structure of the
complex give an initial approximation to the physical communication network, the inclusion of dynamical
correlations provides a more accurate picture of the network topology and approximates the strength of the
allosteric signal that can be related to experimental observations.
For a given fold topology, contact maps generate unweighted networks representing the residue con-
nectivity [142]. The contribution of each residue or node to the characteristic path length (CPL), defined
as an average of the shortest path length between all pairs of nodes in the network, provides an estimate of
the effect of node connectivity on communication pathways in a protein. Conserved residues that greatly
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affect the CPL upon removal have been hypothesized to be important for allosteric signal transmission
[143]. Snapshots from a short simulation of a modeled MetRS·tRNA complex indicated that the shortest
path between protein residues interacting with the anticodon and the adenylate binding site was sensitive to
conformational changes in the protein [144], but the tRNA and contacts with other identity elements on the
tRNA were neglected in their study of the signal transmission. While the shortest path analysis identifies
several nodes, the contribution of these nodes to communication in protein networks has not been examined,
with few exceptions [145].
If there are multiple communication paths nearly equal in length, then not all residues along these paths
need be considered as important for allostery. Instead, only residues or interactions that occur in the high-
est number of suboptimal pathways need to be conserved to guarantee an effective pathway for allosteric
communication in the complex. In this work, we analyze entire protein·tRNA networks ”weighted” by corre-
lation data from long (20 ns) molecular dynamics (MD) simulations of the aaRS·tRNA complex in two func-
tional states: before and after tRNA aminoacylation. The correlation, Cij , in motion between nodes i and
j defines information transfer between the nodes because motion of monomer (residue or nucleotide) i can
be used to predict the direction of motion of monomer j. For both states, we determine the shortest path for
communication along with the ensemble of suboptimal paths from all identity elements on the tRNA to the
active site of the synthetase. The time averaged connectivity of the nodes is used to identify the substructure
or communities in the network. The optimal community distribution is calculated using the Girvan-Newman
algorithm [146], which has no free parameters, in contrast to other approaches [145; 147]. The community
description allows us to compare the topology and modularity of networks for the protein·tRNA complexes
for two diverse class I aaRSs. The conserved monomers involved in communication between communities
are the critical nodes for communication within the network and are shown to occur in a majority of the
suboptimal paths between the identity elements and the site of amino acid transfer at the 3′ end of the tRNA.
The aaRSs are multidomain proteins which are divided into two classes based upon the homology of
their catalytic domain that catalyzes both steps of the aminoacylation reaction. Most of the class I aaRSs
are monomeric enzymes while the class II aaRS enzymes form dimers or tetramers in solution. Due to
the smaller size and simpler nature of the functional aaRS·tRNA complex in the class I aaRS family, we
investigate allostery in these complexes. The different modes of tRNA recognition by GluRS and LeuRS
offer insight into the evolution of the allosteric network upon changes in specificity.
3.1.1 Identity Elements in tRNAGlu
Many of the identity elements for the different tRNA species have been identified experimentally [134]. For
the tRNAGlu in E. coli, the experimentally determined identity elements are found to be the first, second,
and fourth base pairs in the acceptor stem along with bases 34 to 37 in the anticodon loop and the U11·A24
basepair in addition to the U13·G22·A46 triplet in the GG arm [148; 149]. All the identity elements are
highly conserved in the tRNAGlus while bases 35 and 36 in the anticodon are completely conserved. In most
organisms there are two different tRNAGlu genes that differ in the wobble base position of the anticodon
(U34 and C34). U34 is usually modified inside the cell in order to maintain its affinity to GluRS [150] while
no such modification is known for C34. The structure of the GluRS·tRNAGlu complex with an adenylate
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analog (PDB ID: 1N78) from Thermus thermophilus has been resolved with the anticodon CUC for the
transcribed tRNA species [151].
3.1.2 GluRS and LeuRS Phylogeny
The phylogenetic distribution of the GluRS and LeuRS catalytic domains are found to be canonical in nature
in which the three domains of life (Archaea, Bacteria, and Eucarya) form separate clusters with the eukaryal
and archaeal versions of the molecule being closer to each other [14]. In addition, the GlnRSs diverge from
the eukaryal portion of the GluRS tree indicating that they were a late innovation [123]. The bacterial
GluRS has an α-helical ACB domain [151] while the ACB domain in archaeal and eukaryal GluRSs is
homologous to the β-sheet ACB domain of GlnRS [152]. Some organisms aminoacylate tRNAGln with
glutamate and then convert the glutamate into glutamine on the tRNA using a second enzyme in the indirect
route for aminoacylation [153]. These GluRSs are called the nondiscriminate-GluRSs (ND-GluRSs). All
archaeal organisms and some bacterial phyla use the ND-GluRS to charge both tRNAGlu and tRNAGln with
glutamate. The GluRSs that can discriminate between tRNAGlu and tRNAGln and only charge the cognate
tRNAGlu with glutamate are called the discriminate-GluRSs (D-GluRSs). Recently, it was discovered that
some bacterial species have yet another version of GluRS instead of GlnRS. These organisms are found
to have the D-GluRS and a GluRS enzyme (GluRS2) that only recognizes tRNAGln and charges it with
glutamate so that Gln-tRNAGln can be formed using the indirect route [154]. As the different GluRSs
have different specificities of tRNAs, we have limited the evolutionary study to the bacterial version of the
D-GluRS.
The LeuRSs are also found to have the canonical pattern of evolution [14]. In addition, the position of
insertion of the editing domain in the catalytic domain is different in the bacterial domain of life while the
archaeal and eukaryal versions of the molecule have the same position of insertion for the editing domain.
Finally, the identity elements of tRNALeu also vary between the three domains of life [134]. While the
bacterial version of the molecule recognizes bases in the elbow region of tRNALeu, the archaeal version
uses bases in the long variable arm of tRNALeu to identify tRNALeu from other tRNA molecules [155]. The
H. sapiens LeuRS uses a combination of bases in the elbow region and the long variable arm of tRNALeu for
the discrimination of tRNALeu. The discriminator base Ade73 is found to be a universal identity element for
all tRNALeu molecules . Due to the variable position of the insertion of the editing domain in the catalytic
domain of LeuRS and the difference in identity elements of tRNALeu in different domains of life, we limit
the evolutionary study of LeuRS to the archaeal version of the molecule in this study.
3.2 Network Results and Discussion
All members of the class I aaRS family have homologous catalytic domains formed from the Rossmann-fold
and a specificity dependent connective polypeptide 1 (CP1) insertion as shown in Figure 3.1. The evolution
of different (tRNA and amino acid) specificities in the aaRSs proceeded via the acquisition of additional
domains, which in some cases resulted in different patterns of interaction between the tRNA and aaRS.
In GluRS and LeuRS, the catalytic domain is followed by α-helical and C-terminus domains (CTD) that
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Source
GluRS·tRNAGlu·Glu-AMP GluRS·AMP·Glu-tRNAGlu
D0i,A76 Nsop D
0
i,A76 Nsop
G1 4.31 3 13.31 2
C72 1.43 3 9.68 2
G2 3.29 31 7.45 3
U71 1.49 3 6.15 5
C4 3.04 85 8.00 29
G69 4.19 75 5.96 1
U11 4.88(4.91) 209 8.89 30
A24 4.0 (4.11) 177 7.80 40
U13 3.24(5.19) 104 6.23 29
G22 4.14(5.03) 105 6.74 29
A46 5.13(6.02) 106 8.14 36
C34 6.45 315 11.05 83
U35 5.48 196 9.95 84
C36 5.10 204 10.85 60
A37 4.71 230 9.73 60
Table 3.1: The shortest distance (D0i,A76) and number of suboptimal paths (Nsop) from each identity element to A76
in the GluRS·tRNAGlu·Glu-AMP and the GluRS·AMP·Glu-tRNAGlu networks. The values in parentheses denote the
distance of the identity element from A76 in the modified system if it is different from the wild type network.
Figure 3.1: The structure of the GluRS·tRNAGlu·Glu-AMP complex. The residues and nucleotides in the protein
and RNA are colored by the domain they belong to: Rossman fold (blue), CP1 insertion (orange), 4HJ (red), ACB
domain (yellow), acceptor arm (green), GG arm (tan), anticodon arm (cyan), and common arm (purple). The adenylate
Glu-AMP is shown in licorice colored by atom type. (Figure courtesy of Anurag Sethi)
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Source D0i,A76 Nsop
C20A 5.41 281
A46 4.01 720
G47 3.73 702
U47H 10.19 276
A73 1.26 78
Table 3.2: The shortest distance of each identity element (D0i,A76) and number of suboptimal paths (Nsop) of LeuRS
from A76 in the LeuRS·tRNALeu·Leu-AMP network.
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Figure 3.2: Correlation analysis (Cij) of the motion during a 20-ns MD simulation of the GluRS·tRNAGlu·Glu-AMP
complex. Monomers with highly (anti)correlated motion are orange or red (blue). Distant (> 15 A˚) regions displaying
high degree of (anti)correlation are marked in white rectangles (below)above the diagonal. (Figure courtesy of Anurag
Sethi)
interact with the tRNA. In GluRS, the CTD interacts with the anticodon loop and is called the anticodon
binding (ACB) domain, while in archaeal LeuRS, residues in the CTD form contacts with the long variable
arm and the elbow region of the tRNA. GluRS and LeuRS interact differently with their cognate tRNA
molecules resulting in vastly different identity elements. While GluRS makes contact with the identity
elements listed in Table 3.1 on the acceptor stem, GG or D arm, and the anticodon loop of tRNAGlu, the
identity elements of the archaeal LeuRS are in the long variable arm and discriminator base of the tRNA (see
Table 3.2). The bacterial GluRS involved in the direct pathway for glutamate aminoacylation (discriminate
GluRS or D-GluRS) is investigated in this work and later compared to the network for the archaeal version
of LeuRS.
3.2.1 Correlation Analysis
The transmission of an allosteric signal within the protein·RNA complex should couple motion between
active site residues and regions in the protein interacting with identity elements on the tRNA. The Rossmann-
fold forms the active site for the aminoacylation reaction and interacts with identity elements on the acceptor
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Figure 3.3: Correlation analysis of the motion during 16 ns of the equilibration of LeuRS·tRNALeu·Leu-AMP com-
plex. The monomers with highly correlated motion are orange or red while regions that are anticorrelated are shown
in blue. Distant regions that are correlated are marked in white rectangles above the diagonal while anticorrelated
regions are marked below the diagonal. (Figure courtesy of Anurag Sethi)
stem and the GG arm. In Figure 3.2, the degree of coupled motion in the GluRS·tRNAGlu·Glu-AMP (pre-
transfer) complex was measured by normalizing the cross correlation matrix of atomic fluctuations over the
length of the simulation.
Besides local correlations, there is coupling between distant parts of the complex shown as boxed regions
in Figure 3.2. Motion of the α-helical ACB domain is anticorrelated to that of the Rossmann-fold. Similarly,
the dynamics of the CP1 insertion are coupled to the dynamics of the Rossmann-fold, the four helix junction
(4HJ), the ACB domain, and the anticodon loop. Most significantly, the C-terminus half of the Rossmann-
fold is dynamically correlated to the motion of the anticodon, despite these regions being 55 Angstroms
apart. Although the longer simulations provided a more pronounced correlation map, the trends are similar
to those observed in shorter simulations of the MetRS·tRNAMet complex [144]. The simulation of the
archaeal LeuRS·tRNALeu complex displays similar coupled motion between distant regions in the complex
as shown in Figure 3.3. The long range coordinated motion for the pre-transfer complex is also observed in
the three most dominant principal components of the MD simulation (Figures 3.4 and 3.5).
While correlation analysis provides evidence for the presence of allostery, the communication pathways
between various regions of the complex cannot be elucidated using solely these methods. The pathways
and the residues/nucleotides in the protein·RNA complex critical for communication have been determined
using network methods as described below.
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Figure 3.4: Principal Component Analysis of the motion during the 16 ns equilibration of the GluRS·tRNAGlu·Glu-
AMP complex. A) Percentage of variance in motion along the first ten principal components is shown. The root mean
square deviation (RMSD) of each monomer in the complex due to motion along the first (B), second (C) and third (D)
principal component modes is shown.
Each residue and nucleotide in the protein·RNA complex represents a node in the network. Any two non-
neighboring monomers are connected by an edge if they are in contact during a majority of the simulation.
In the dynamic network, the edges are weighted by the correlation values from the simulation so that the
distance between two nodes connected by an edge reduces as the correlation (or energy of interaction) of
the monomers they represent increases.
Ten principal components (PCs) are required to account for about 60% of the covariance in the motion
during the GluRS·tRNAGlu·Glu-AMP simulation (Figure 3.4). Here, PC1 to PC3 couple the breathing
motion at the CP1 region·acceptor stem interface with the breathing motion of the ACB domain of GluRS
and the anticodon loop of tRNAGlu (Figure 3.4). In higher PC modes, the coupling of the motion of the
CP1 region with that of the ACB domain of GluRS remains while the relative motion of the other regions
of the tRNA increases. Even though the structures of the editing domain and the CTD that interact with the
tRNA are different in LeuRS, a similar pattern is observed in the motion of the CTD that is coupled to the
motion of the CP1 insertion, the Rossman fold, the 4HB, and parts of the editing domain (Figure 3.5) in the
simulation of the LeuRS·tRNALeu·Leu-AMP complex.
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Figure 3.5: Principal Component Analysis of the motion during the 16 ns equilibration of the LeuRS·tRNALeu·Leu-
AMP complex. A) Percentage of variance in motion explained by the first ten principal components are shown. The
root mean square deviation (RMSD) of each monomer in the complex due to motion along the first (B), second (C),
and third (D) principal component modes is shown.
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Figure 3.6: Difference in characteristic path length: The change in CPL upon edge removal for each nucleotide at the
interface of tRNAGlu in the GluRS·tRNAGlu·Glu-AMP network. The nucleotides with significant increase in CPL are
labeled.
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3.2.2 Characteristic Path Length Analysis
Allosteric signal transmission in the aaRS·tRNA complex involves communication of dynamical informa-
tion across both macromolecules. The interface of the protein·RNA complex initiates the signal for amino
acid transfer to the tRNA. In order to identify nucleotides that have the largest effect on communication
across the interface, the change in CPL is calculated upon removing all contacts from a given interface nu-
cleotide to any residue on the protein, while keeping all other contacts in the network intact. Nucleotides
that significantly increase the edge CPL in Figure 3.6 are either at or close to G26 or the identity elements
located on the acceptor stem, GG arm, and the anticodon arm. Besides physically connecting the GG and
anticodon arms, nucleotides 25 and 26 are important for coordinating communication between the identity
elements in these two arms.
Change in CPL upon the complete removal of a node is a measure of its effect upon communication
within the entire network. While several residues and nucleotides increase the CPL upon their removal from
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the pre-transfer network (see Figures 3.7 and 3.8 and Table B.1), the results are difficult to interpret because
this global metric is sensitive to the geometry of the network and it underestimates the contribution of nodes
at the periphery of the network.
Removal of a node representing a tRNA nucleotide has a larger effect on the CPL of the dynamic
protein·RNA network than the removal of a protein residue (Figure 3.7). In the GluRS·tRNAGlu·Glu-AMP
simulation, the tRNA displays a larger amount of motion than the protein, and there are smaller correlation
values of motion between nucleotides than between protein residues. In other words, the tRNA part of
the network is sparser (average inter-nucleotide degree = 2.58 and has larger edge distances (average inter-
nucleotide edge distance = 1.25) than the protein part (average inter-residue degree = 7.02 and average
inter-residue edge distance = 0.46). Hence, the difference in CPL is affected to a larger degree when a
nucleotide is removed than when a protein residue is removed.
The Z-score of the change in CPL (∆CPLk,rem) upon node removal has been performed separately for
the protein and the RNA (Figure 3.8). Removal of nodes corresponding to either nucleotides in the elbow
region of the tRNA that bind Mg2+ (U8 and G49) or nucleotides at the GluRS·tRNA interface (G26, the
identity element U13, and U33) causes a significant change in CPL (Figure 3.8A). Removal of nucleotides 26
and 44 also changes CPL drastically because they are important for communication between the anticodon
stem and the GG arm. The identity element U13 and the anticodon show a small signal in this analysis. In
the GluRS, a number of conserved residues near the adenylate binding region (Ile6, Pro8, His15 from the
HIGH motif, Tyr20, Arg39, Glu41, Ile56, Gln82, and Pro234), the protein·tRNA interface (Val145, Asp160,
Lys180, Thr186, and Arg358), and inter-domain interfaces on the protein (Arg358, Trp62, Phe261, and
Pro263) (Z-value > 1 in Figure 3.8B) are found to be significant in the CPL analysis. The CPL analysis
predicts that a number of nucleotides in the tRNA play a large role in the communication pathways of
the aaRS·tRNA complex. This effect is observed even in the CPL analysis of the GluRS·tRNAGlu crystal
structure even though the particular residues that have a significant effect on the CPL are not exactly the
same but are close to those in the dynamic protein·RNA network.
Regions close to the periphery of the aaRS·tRNA graph such as the nucleotides in the common arm and
the residues in the ACB domain are found to have negative Z-values in the CPL analysis. Removing these
nodes reduces the CPL as one of the most distant nodes in the network is removed. The CPL analysis finds
most of the significant regions that are important for allostery, but it also finds a number of residues and nu-
cleotides that are not conserved (Table B.1). Finally, the significance of some of the residues and nucleotides
identified in this analysis can be understood in terms of the communication between local regions.
3.2.3 Community Analysis of tRNA·GluRS
Variations in the connectivity of the network give rise to modules or local communities in the network.
Analysis of the communication between these local substructures provides additional insight not readily
available through the global CPL measurement. Nodes belonging to the same community are more strongly
and densely interconnected to one another and have weaker connections to other nodes in the network. By
definition, nodes in the same community can communicate with one another relatively easily through multi-
ple routes. However, there are comparatively few edges involved in communication between communities,
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Figure 3.9: Community analysis of the network based on the GluRS adenylate simulation. A) The monomers are
colored according to community membership calculated in B: cyan(1), purple(2), orange(3), green(4), lime(5), blue(6),
tan(7), black(8), yellow(9), red(10), and ochre(11). Hard spheres indicate residues that occur in a majority of shortest
paths connecting nodes in different communities. The width of the lines is proportional to the betweenness of the edge
(number of shortest paths passing through that edge). C) Community network representation: the width of the lines is
proportional to the number of shortest paths passing through those junctions and the presence of an identity element
in a community is indicated by *. D) Community network for modified system in which all contacts between U13 and
GluRS are weakened. The isolated communities made of the single nucleotides (U20A and U59) are not shown in the
community networks. (Figure courtesy of Anurag Sethi)
and the monomers involved in this communication form a bottleneck for information transfer in the network.
The Girvan-Newman algorithm splits the network of GluRS·tRNAGlu·Glu-AMP into thirteen commu-
nities as shown in Table 3.3 and Figure 3.9. These communities do not necessarily correspond to the domain
definitions of the protein and the RNA. Monomers in the same community in Figure 3.9 are local in structure
but can be distant in sequence. Rearranging the cross-correlation map by communities in Figure 3.10 clearly
shows that monomers within the same community are highly correlated. Most of the interface nucleotides
(including the identity elements) are found in the same community as their protein interaction partners. Of
the thirteen communities, there are three communities composed exclusively of tRNA nucleotides, eight
communities including a combination of tRNA and protein monomers, and two communities containing
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Community tRNA nucleotide Protein residue
C-1 C4, and C5-G68 parts of CP1 insertion (85-98 and 155-168),
strands 4 and 5, and helices 4 and 5 of the Ross-
man fold (187-205 and 209-225, 232, 300).
C-2 - Glu-AMP, strands 1 to 3, helices 1 to 3 of Ross-
man fold (1-6,14-38, 54-80), and GluRS specific
insertion (263-273 and 284-295).
C-3 A37 Four helix junction and connector region from
Rossman fold to four helix junction (250-262,
307-376).
C-4 U33 to C36 Anticodon binding domain (residues 375 to 468)
C-5 A73 CP1 helix (residues 107 to 125).
C-6 CCA hairpin, G1-C72, and G2 loops in RF (43-47) and part of CP1 insertion
(97-106, 122-154, and 169-186)
C-7 C3, C12, and G69 to U71 Loops in RF (206-208, 234-249 and 301-306)
C-8 GG arm (8-9, U11, 13-15, 20-
24, A46, C48)
loops in RF (272-282 and 292-299)
C-9 Tertiary contacts between GG
arm and common arm (6-7, 16-
19 and 49-67)
-
C-10 Anticodon stem (G10, 25-32 and
38-45)
Lys309
C-11 - loops in RF (7-12, 39-42, 48-53, Pro71, Val73,
and 79-84)
C-12 U20A -
C-13 U59 -
Table 3.3: The optimal community distribution for the GluRS·tRNAGlu·Glu-AMP network.
only protein residues. The main signal for allostery is assumed to travel from the communities with the
various identity elements, i.e., communities C-3, C-4 (anticodon loop), C-8 (GG arm), C-1, C-6, and C-7
(acceptor stem), to the active site of the aaRS, which is at the interface of C-6 (A76) and C-2 (adenylate
Glu-AMP). The nodes representing nucleotides U20A and U59 are not connected to any other nodes in the
network, form isolated communities of their own, and are not shown in Figure 3.9C. If nearest neighbor
interactions were allowed in this network, both nucleotides would be merged into the community containing
their neighboring nucleotides (C-9).
The flow of information in the physical network of the protein·RNA complex is traced using the coarse-
grained picture formed by the network of communities shown in Figure 3.9C. The betweenness of an
edge, defined as the number of shortest paths that pass through the edge in the network, is used to measure
the importance of the edge for communication within the network. The width of an edge connecting two
communities in the community network is proportional to the sum of betweenness of edges connecting them
in the protein·RNA network. The adenylate/Rossman-fold community (C-2) is central to the information
flow, connecting the 4HJ and ACB domain on one side to the catalytic domain (C-1, C-7, and C-11) and
the tRNA region (C-8) on the other. The communities spanning the GG arm and the anticodon arm, C-8
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and C-10, are weakly connected and suggest that information flows through the tRNA in addition to the
synthetase. This is supported by the study of the tRNAVal split into two minihelices where the anticodon
minihelix stimulates aminoacylation of the acceptor minihelix in ValRS [156].
Monomer Conservation Monomer Conservation
Pro234 (1) 78% Pro228 (2) 100%
Thr156 (1) 50% Asn170 (6) 60%
Pro234 (1) 78% His232 (7) 97%
Tyr20 (1) 100% Tyr/Arg His232 (7) 97%
Tyr89 (1) 89% Gln82 (11) 100%
Trp62 (2) 89% Phe261 (3) 94% Phe/Tyr
Gly17(2) 97% His232(7) 97%
Gly274 (2) 91% A14 (8) 100%
Ile56 (2) 100% hydrophobic Pro8 (11) 100%
Leu359 (3) 75% hydrophobic Glu449 (4) 80% Asp/Glu
Leu310 (3) 93% Asp306 (7) 100% Asp/Asn
Trp312 (3) 64% aromatic C25 (10) 100%
U33(4) 100% A38(10) 23%
Phe106(5) 97% Aromatic Tyr103 (6) 89%
Glu41 (6) 100% D/E Thr43 (11) 100%
Phe305(7) 89% U11(8) 93%
U8(8) 100% G49(9) 82%
U11(8) 93% C25(10) 100%
Table 3.4: The monomers involved in each interaction predicted to be crucial for allostery in the GluRS·tRNAGlu·Glu-
AMP system and their conservation is shown in the table. The numbers within parentheses denote which community
the monomer belongs to. In addition to the identity elements, these monomers are predicted to be important for
allostery.
The monomers that occur in a majority of the (shortest) pathways for intercommunity information trans-
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values for each mutation have been reduced by 50%. Nucleotide mutations that resulted in a community repartition
difference greater than 0.3 are labeled.
fer are listed in Table 3.4 and are predicted to be critical for allostery. A large number of conserved residues
close to the Glu-AMP binding site are important for intercommunity communication (Pro8, Tyr20, Ile56,
Pro228, His232, and Pro234). In addition, conserved protein residues (Gly274 and Phe305) close to or
interacting with identity elements on the GG arm (U11 and A14) are also predicted to be necessary for
allosteric signal transfer. Leu359 was identified as important for communication between the 4HJ and the
ACB domain, and while it is not highly conserved, its neighbor Arg358 has been shown to play a crucial
role in anticodon recognition by GluRS and its ability to distinguish tRNAGln and tRNAGlu.
Comparison of the monomers identified by the CPL and community analyses of dynamic and static
protein·RNA networks reveals a major difference between the methods. In general, the community anal-
ysis identifies far fewer critical monomers than the CPL analysis of the dynamic and static protein·RNA
networks (25 versus 54 and 47, respectively). The CPL analysis selects nodes that occur in a large number
of paths for both intra and intercommunity communication. Nodes within the same community are highly
interconnected and can communicate through a large number of paths with a small difference in distance.
Hence, the nodes that are important for intracommunity communication have a smaller effect on communi-
cation throughout the network, as evidenced by their lower conservation. Based on Tables B.1 and 3.4, the
set of monomers identified using the community analysis has 85.8% conservation on average while those
identified by the CPL analyses of the dynamic and static networks have mean conservation of 67.6% and
63.4% respectively.
3.2.4 Modifications Alter the Network
Mutation of the identity element U13 in the GG arm reduces the catalytic efficiency of D-GluRS to aminoa-
cylate its cognate tRNA by a factor of 50 in Escherichia coli [148]. Computationally, without carrying
out another MD simulation, this modification was captured by weakening the edges between U13 and any
residue on the synthetase in the network analysis. Weakening the interface edges of U13 or its neighbor A14
to the protein leads to significant repartitioning among the community network (Figure 3.11). These edges
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are removed early in the Girvan-Newman algorithm and hence have the largest overall effect on the commu-
nity node assignment. The community network after reducing the correlation between U13 and GluRS by
one-half is shown in Figure 3.9D. As measured by the community repartition difference, 65% of the node
pairs remain grouped in the same community while 35% of the node pairs are split into separate communi-
ties. The boundaries of all the communities vary slightly from the community distribution in the wildtype
network. The most significant changes occur close to C-8 where a new community C-12 contains most of
the strong contacts that C-10 previously formed with C-3 (U11 and C25) and C-8 (C25 and Trp312). In the
modified network, C-8 acquires residues and nucleotide C12 from C-3 and C-7, and as a result, the edge
between C-7 and C-3 is replaced with the edge between C-8 and C-3. A similar study for the computational
alanine scan of protein residues at the interface is shown in Figure 3.12.
The increase in the shortest distance (Table 3.1) and CPL (Figure 3.6) (CPLwt < CPLmut) upon com-
plete removal of the interface contacts of U13 corresponds to a lower experimentally determined efficiency
((kcat/KM )wt >> (kcat/KM )mut) [148] and weaker allosteric signal in the mutated complex. The overall
sum of shortest distances between the identity elements and A76 in the modified network increases by 3.89
compared to the wildtype network. This implies that the probability of information transfer along these
paths, the product of correlations, differs by a factor of e3.89 = 47.9. In GluRS, the tRNA is required for
both steps of aminoacylation, but only the amino acid transfer step is modeled in this study. It may be fortu-
itous that the decrease in probability of information transfer in the modified network agrees so well with the
drop in catalytic efficiency.
3.2.5 Comparison of Pre-transfer and Post-transfer Networks
The network representing the system after tRNA aminoacylation is obtained from a simulation of the post-
transfer complex in two different states - GluRS·AMP·Glu-tRNAGlu and GluRS·Glu-tRNAGlu·HAMP. In
the proposed mechanism for the homologous GlnRS [46], the phosphate of Gln-AMP plays the role of a
general base and a proton is transfered from the 2′-hydroxyl of A76 in the tRNA to the phosphate with
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the concomitant formation of singly protonated AMP (HAMP). This proton could then be transferred to a
histidine in the HIGH motif or to the solvent molecules in the catalytic pocket to form GluRS·AMP·Glu-
tRNAGlu.
To compare the pre- and post-transfer states, the shortest distance and the suboptimal paths between the
experimentally determined identity elements [148; 149] and A76 at the 3′ end of the tRNA were measured
in the networks and are reported in Table 3.1. As the charging amino acid is attached to A76 in the aminoa-
cylation process, this nucleotide serves as the target for the transmission of the allosteric signal. The shorter
the distance, the larger the correlation of the monomers along the path in the network and the greater the
allosteric signal in the protein·RNA complex (see Methods). The shortest distances are always displayed by
the pre-transfer and the GluRS·Glu-tRNAGlu·HAMP post-transfer state. This indicates that the correlations
are larger in the complex that is modeled closest to the transition state and decrease as the substrates begin
to undock.
Source Monomers
C34 (315) Pro8 (255), Glu41 (274), Thr43 (278), Ile56 (244), Ala59 (235), Trp62 (239),
Phe261 (189), Thr361 (171), Gly446 (194), and Glu449 (208)
U35 (196) Pro8 (141), Glu41 (156), Thr43 (160), Ile56 (127), Ala59 (117), Trp62 (133),
Phe261 (117), Met355 (146), Leu359 (146), Thr361 (151), and Pro445 (195)
C36 (204) Pro8 (145), Glu41 (162), Thr43 (167), Ile56 (137), Ala59 (127), Trp62 (136),
Phe261 (145), Asn314 (183), Leu359 (204), and Asp360 (166)
A37 (230) Glu-AMP (158), Tyr20 (116), and Arg319 (124)
U11 (209) C25 (183) and Trp312 (16)
U13 (74) Glu-AMP(47),Tyr20 (61), and Gly274 (60)
Table 3.5: The monomers that occur in the majority (> 50%) of suboptimal paths from the source nucleotide (in
column 1) to A76 are given in column 2. The numbers in parentheses represent the number of occurrences of the
monomer in the suboptimal paths.
A large number of suboptimal paths in the pre-transfer network means that there are many alternative
paths in the network with nearly equivalent distance. This implies that not all residues along the path are
necessary for signaling, but only a few nodes that occur in a majority of these suboptimal paths are critical
for allostery. These nodes are listed in Table 3.5, and about half of them are identified in the community
analysis. In addition, several other nodes that appear in the suboptimal paths are sequence or structural
neighbors to nodes appearing in the community analysis. From this comparison, we conclude that the
intercommunity junctions are crucial regions for the communication of allosteric signal between A76 and
the identity elements.
3.2.6 Network Analysis of tRNA·LeuRS
The mode of tRNALeu recognition by LeuRS is dramatically different from that of other class I aaRSs. The
anticodon loop no longer makes direct contact with the protein, and instead tRNALeu has evolved a long
variable arm that interacts with the CTD of LeuRS. Identity elements on the variable arm replace those in
the anticodon loop and stem used in other tRNAs which allows LeuRS to recognize up to six different tRNA
43
0 10 20 30 40 50 60 70 80
0
0.1
0.2
0.3
0.4
0.5 G5 G6
G19
G24 C41
G44
G47 G47E
C75 A76
tRNA Nucleotide (Crystal Numbering)
Co
m
m
un
ity
 R
ep
ar
tit
io
n 
D
i
er
en
ce
Figure 3.13: Community repartition differences for nucleotide mutations at the LeuRS·tRNA interface. Correlation
values for each mutation have been reduced by 50%. Nucleotide mutations that resulted in a community repartition
difference greater than 0.3 are labeled.
12A
1
3
4A
2
4B
8
6B
6C
6A
12C
10000
12B
Part of CP1 +
RF-C + 73-76
RF-N + 
insertion +
Leu-AMP
4HB
CTD + 
20A and Variable arm
Part of editing domain
Insert in CTD + 
elbow region of tRNA
Acceptor stem +
GG-arm helix +
common arm helix + 
Anticodon stem
LeuRS 
insertion
insertion
Zinc binding
motif of CP1 
insertionLoop in
editing domain
Part of editing 
domain + Gua1 
*
** *
*
Figure 3.14: Scaled community network of the LeuRS·tRNA adenylate complex. (Figure courtesy of Anurag Sethi)
isoacceptor species inside the cell. Repartition of communities upon modification of the interface edges
(Figure 3.13) clearly demonstrates the shift in recognition to the variable arm of the tRNA and the loop
in the GG arm. In addition, LeuRSs have evolved an editing domain in the middle of the CP1 insertion
that deacylates misaminoacylated tRNA. These differences in recognition have an impact on the physical
network topology of the LeuRS·tRNALeu complex even though the core of the community network remains
the same.
There are eleven major communities in the pre-transfer network as listed in Table 3.6. Similar to the
GluRS network, the Rossmann-fold forming the core of the catalytic domain in LeuRS splits into two
communities made from the N-terminus half (C-2) and the C-terminus half of the Rossmann-fold (C-1)
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Community tRNA nucleotide Protein residue
1 73 to 76 Part of CP1 insertion (164–180 and 461–533), β–
strands 4 and 5 and α–helix 4 of Rossman fold
(607–640)
2 - Part of N-terminus extension, β-strands 1 to 3,
and α-helices and 2 of Rossman fold (22–43, 48–
79, and 134–151), and LeuRS specific insertion
(642–690)
3 - N-terminus extension, four helix bundle and loop
to C-terminus domain (1–20, and 691–833)
4 A20A and variable arm Part of C-terminus domain interacting with vari-
able arm (837–866 and 916–967)
5 - Strands and one helix in editing domain (206–
326, 332-353, and 431–446)
6 Tertiary contacts between GG
arm and common arm
Part of C-terminus domain interacting with these
loops (867–915)
7 Acceptor stem, GG arm helix,
common arm helix, and anti-
codon arm
-
8 - α–helices in CP1 insertion that is LeuRS specific
(152–165, 533–604, and 629–633)
9 - α–helical insertion that follows β-strand 2 of
Rossman fold (85–135)
10 - Zn2+ binding motif of CP1 insertion (182–205,
and 435–459)
11 - Loop in editing domain (358–375)
12 G1 Loops (231-234, 327-331, and 354-358), and α-
helices in editing domain (376-430)
Table 3.6: The optimal community distribution for the LeuRS·tRNALeu·Leu-AMP network identified in Figure 3.14.
Ranges of protein residues that are part of a community are included within parentheses.
as shown in Figure 3.14. The four helix bundle (4HB) (C-3) interacts with the anticodon stem, and is
comparable to the community of the 4HJ (C-3) in the GluRS network. The CTD interacts strongly with
identity elements in the variable arm and with the GG loop, forming two communities (C-4A and C-4B)
that are analogous to the ACB domain of the GluRS network (C-4). The larger CP1 insertion (previously
C-5 and C-6) forms independent communities in the network (C-6A, C-6B, and C-6C). Of these, C-6A in
the LeuRS system is topologically equivalent to C-6 in the GluRS network. The acquired editing domain
forms three additional communities (C-12A, C-12B, and C-12C). The tRNA communities C-8, C-9, and
C-10 in the GluRS·tRNAGlu·Glu-AMP network unite into a single community in the LeuRS network (C-8).
Structural overlap of the two synthetase complexes clearly shows that the acceptor stem on tRNALeu now
makes contact with the C-terminus of the Rossmann-fold which establishes the network connections from
C-8 to C-1.
In the pre-transfer complex for LeuRS, the main signal for allostery is from the tRNA variable arm (C-
45
4A) and the discriminator base (C-1) to A76 and the adenylate (interface of C-1 and C-2) in the active site.
Similar to the GluRS system, residues identified in the community network analysis of the LeuRS system
are also highly conserved as shown in Table 3.7, but are not conserved across different specificities, except
for the HIGH motif. Some of these residues could also play a role in the specificity of the aaRS enzyme.
Monomer Conservation Monomer Conservation
Gly642(1) 100% Ala681(2) 100% Gly/Ala/Ser
Phe466(1) 92.3% His181(6A) 81% His/Tyr
Lys169(1) 84.6% Lys/Arg/Gln Asp565(6B) 88.5% Asp/Glu/Asn
Tyr44(1) 96.2% Ser46(6C) 96.2% Ser/Asn
Pro489(1) 100% G6 (G906) (8) 80.6%
Arg750(2) 92.3% Lys/Arg Ala681(3) 100% Gly/Ala/Ser
Trp601(2) 100% aromatic Phe598(6B) 92.3%
Trp601(2) 100% aromatic Glu597(6B) 80.7% Asp/Glu
His81(2) 80.7% Tyr44(6C) 96.2%
His48(2) 100% Ser654(6C) 100%
Glu836(3) Arg840(4A) backbone contact variable
Tyr767(3) 84.6% C41(C944) (8) 80.6%
Lys870(4A) Ala874(4B) variable backbone contact
G19 (G920) (4B) 100% C20A (C922) (8) 91.7%
His181(6A) 81% His/Tyr Ile458(12A) 100% hydrophobic
Asp197(6A) 92.3% Ala91(9) 92.3% hydrophobic
Thr152(6B) 100% Thr/Ser Trp80(6C) 100% aromatic
Phe312(12A) 100% Phe/Tyr Leu393(12B) 81%
Ala375(12B) 65.4% Glu377(12C) 69.3% Asp/Glu
Table 3.7: The monomers involved in each interaction predicted to be crucial for allostery in the LeuRS·tRNALeu·Leu-
AMP system and their conservation are shown in the table. The numbers within parentheses denote which community
the monomer belongs to. In addition to the identity elements, these monomers are predicted to be important for
allostery.
3.2.7 Community Analysis of Crystal Structure
The community analysis of the unweighted graph based on the crystal structure of the GluRS·tRNAGlu·Glu-
AMP complex has been performed. The number of communities increases from 13 in the correlation-
based network to 14 for the static network with a community repartition difference of 0.44. Also, the
nodes identified as critical for allostery correspond to nucleotides and amino acids with markedly lower
conservation (Table B.1). In general, the regions identified as critical for allostery were similar to the
regions identified using the CPL analysis and the community analysis of the dynamic protein·RNA network.
The residues and nucleotides important for allostery that have highest conservation are predicted using the
community analysis of the dynamic protein·RNA network.
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3.2.8 Community Repartition Difference
Modifications to the tRNA The community partitions for modified networks are compared to the commu-
nity distribution for the wildtype GluRS·tRNAGlu·Glu-AMP network. In each of the modified networks,
the correlations between an interface nucleotide and its contacts in GluRS are scaled by a factor of one-half
(Figure 3.11). This results in weaker contacts in the interface of the modified protein·RNA networks, and
the corresponding edges are represented by larger distances in the network.
The community distribution for each modified network is compared to the wildtype community distribu-
tion for the GluRS·tRNAGlu·Glu-AMP network using the community repartition difference. A random par-
tition of 545 nodes (number of monomers) into a similar number of communities (11 to 15) as the wildtype
network has a community repartition difference in the range [0.916–0.939]. The community distributions
of all the modified networks differ from the wildtype GluRS·tRNAGlu·Glu-AMP community distribution by
less than 0.5 indicating that the changes caused by these modifications are much smaller. In addition, most
of the modifications that occur at or close to the identity elements (U13, the anticodon U35 and C36 , and
C4) or the active site (A76) have the largest effect on the community distribution. These nucleotides each
make many contacts to the GluRS and so their mutations affect large numbers of shortest paths which are
used to determine the communities.
The weakening of the interface edges of U13 causes some of the largest changes in the community
distribution of the modified network. As measured by the community repartition difference, 65% of the
node pairs remain grouped together in the same community while 35% of the node pairs are split into
separate communities. These edges are removed early in the Girvan-Newman cluster algorithm and hence,
have the largest overall effect on the community assignment of the nodes.
Modifications to the protein In order to compare the results from the community distribution to alanine
scan experiments on the protein, the networks were modified for each residue such that its contacts with
the tRNA were weakened (Figure 3.12). The residues that cause the largest difference in the community
distribution for the modified networks were: residues near the active site, i.e., were interacting with the
adenylate Glu-AMP or CCA hairpin of the tRNA (Gly17, Ile21, Asp44, Arg47, Gly121, Val177, Lys180,
Thr186, Tyr187), the residues that were interacting with the anticodon (Pro445), or residues close to identity
elements on the GG-arm of the tRNA (Glu282, Lys309, Trp312). This shows that most of the residues
causing the largest change in community partition are located near important regions in the protein·RNA
complex.
Modification to tRNALeu The community partitions for modified networks are compared to the com-
munity distribution for the wildtype LeuRS·tRNALeu·Leu-AMP network. In each of the modified networks,
the correlations between an interface nucleotide and its contacts in LeuRS are scaled by a factor of one-half
(Figure 3.13). Similar to Figure 3.11, the nucleotides in the acceptor stem and the CCA hairpin significantly
affect the community distribution of the wildtype LeuRS·tRNALeu·Leu-AMP network. In tRNAGlu, the
nucleotides on the GG arm helix (U11 and U13) and the anticodon loop (U35 and C36) affect the com-
munity distribution of the GluRS·tRNAGlu·Glu-AMP network significantly. In contrast tRNALeu forms
strong contacts between the CTD and both the loop on the GG arm (G19) and the variable arm (G47 and
G47E) of tRNALeu. Hence, these nucleotides have a large effect on the community distribution of the
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LeuRS·tRNALeu·Leu-AMP network.
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Figure 3.15: Community partition comparison for the network representing the GluRS·tRNAGlu·Glu-AMP complex
for different parameters in defining the network. The contacts that form edges in the network are decided based on
two parameters: a) distance cutoff for defining a contact in a given frame of the simulation, and b) the percentage of
frames that the contact has to be formed in the simulation. (Figure courtesy of Anurag Sethi)
Parameter Sensitivity In the network, edges connect pairs of nodes if the corresponding monomers are
in contact, and two nonconsecutive monomers are said to be in contact if any heavy atoms (non-hydrogen)
from the two monomers are within 4.5 A˚ of each other in at least 75% of the frames analyzed. The commu-
nity for the wildtype GluRS·tRNAGlu·Glu-AMP network is compared to that for the GluRS·tRNAGlu·Glu-
AMP network made using different parameters for the contact distance (3.5 to 5 A˚) and the percentage of
frames (65% to 85%) to be considered in contact in Figure 3.15. When the contact distance is ≤ 4.0 A˚,
the number of edges for each node falls down drastically. This results in a number of isolated (no edges),
single-node communities (maximum of 100 communities with the parameters: distance cutoff = 3.5 A˚ in
85% of the frames in the simulation) and high community repartition differences. At cutoff distances from
4.5 to 5.0 A˚, the community partition difference is in the range of 0.35 to 0.50. This shows that the effect of
the different parameters on community distribution is minor as compared to random partitions of the nodes
into communities for cutoff distance > 4.5A˚.
3.3 Network Visualization with NetworkView
NetworkView was primarily created to view structural network information generated by dynamicNetwork,
an application that calculates optimal pairwise paths, suboptimal paths, and community structure for weighted
network models of macromolecular complexes. It constructs 3D network visualizations within VMD that
correspond to elements within biological macromolecules. NetworkView is not technically tied to dynamic-
Network, however, so it can be used to visualize structure network data generated by other means.
We begin with a short introduction to some of the terminology used to describe networks. Networks
are sets of nodes and edges between pairs of these nodes. Individual edges may have associated weights or
lengths that represent some notion of distance between the connected pair of nodes. A path between two
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nodes is simply a set of nodes and edges connecting one node to the other. In an unweighted network, the
length of a path is defined as the number of edges in the path. In a weighted network, the path length is the
sum of weights for edges in the path. If two nodes are connected to each other within a network, there exists
at least one shortest path between them and there are standard algorithms for identifying these pairwise
shortest paths.
A B C
Figure 3.16: Dynamic network analysis of GluRS·AMP·Glu-tRNAGlu. A) Shortest, most highly correlated paths
between A76 in the active site and the two identity elements U13 and U35. B) The complex colored by community
with critical intercommunity connections shown in red. C) High betweenness subnetwork showing approximately one
tenth of the edges in the total network. Each edge shown is present in at least 3,000 shortest paths between pairs of
nodes.
MD simulation provides a way to move beyond the simple contact network to one which incorporates
a more substantial concept of molecular communication. The transfer of information from one residue to
a neighboring residue can be defined as the correlated motion between the two since knowledge about the
movement of one provides knowledge about movement of the other [70]. The edges of a contact network
can incorporate correlation data in the form of edge weights with smaller weights corresponding to tighter
coupling between two nodes. With edge weights between nodes i and j defined as wij = −log(|Cij |),
shortest path analysis can be carried out on this weighted network, where path length is now the sum of
the edge weights for edges along a path. These shortest paths will tend to travel through highly correlated
residues. (see Figure 3.16A). Another useful metric derived from pairwise shortest paths is the betweenness
of a network edge [146; 157]. Edge betweenness is the number of shortest paths crossing an edge. This
gives a measure of how central an edge is to the various communication pathways in a network.
Pairwise shortest paths are not the only interesting feature of these dynamical networks. A more global
view of structural dynamics shows that groups of residues cluster together and move in concert with one
another giving RNA·protein complexes a modular structure. In the language of network theory, these clus-
ters of nodes are called communities, and the nodes in a community have more and stronger connections
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within the community than between communities. Network algorithms have been developed recently to par-
tition networks into communities [145–147], and these algorithms can be used to elucidate the community
structure of biomolecular complexes. (see Figure 3.16B).
One result of this community structure is that high betweenness nodes responsible for connecting com-
munities to each other are disproportionately important in allosteric signalling. High betweenness edges
have been used to identify and visualize critical features of street maps, such as major roads and high-
ways [158]. They act as communication bottlenecks within the network because shortest paths tend to
flow through the highest correlation edges between communities. Residues participating in these critical
edges have been shown to be highly conserved within the dynamical networks for GluRS·tRNAGlu (see
Figure 3.16A and B) and LeuRS·tRNALeu [70]. A subnetwork consisting of edges with high betweenness
is shown in Figure 3.16C. Although this subnetwork has approximatly one tenth the number of edges as the
full network, it contains more than half of the critical edges connecting pairs of communities.
It is a little misleading to focus entirely on shortest paths, however, because nearby paths may also
participate in communication. Consider a web of connections: if one link in the web is cut, there are
potentially many alternative paths available to maintain the end-to-end connection. Similarly, suboptimal
paths can participate in allosteric signaling, and they can be gleaned from the same underlying, weighted
network as the optimal paths.
3.3.1 Implementation
VMD is available for Windows, MacOS X, Linux, and most UNIX platforms. VMD includes a Tcl inter-
preter allowing for the implementation of plugins extending the functionality of the core program (for more
information, see http://www.ks.uiuc.edu/Research/vmd/current/ug/ug.html). NetworkView is implemented
as a Tcl plugin to VMD which allows direct access to VMD’s powerful atomselection language and wrapper
procedures for the creation and display of OpenGL objects.
3.3.2 Usage
The necessary input files can be generated from MD trajectories or from static biomolecular structures. To
calculate dynamic structure networks, a trajectory file containing selected atoms (default Cα and phospho-
rous backbone atoms) is processed into an associated correlation matrix [159]. This matrix is then used
to create the local-contact, weighted matrix. To take full advantage of NetworkView’s capabilities, further
processing can be done on this adjacency matrix to calculate the graph’s community structure and the sub-
optimal paths between between residues known to participate in molecular signaling.
Manipulating network visualization requires the freedom to select and act upon various subnetworks.
This results in a combinatorial explosion of possible choices. There are three main frames in the Net-
workView graphical user interface (GUI): Node Selection, Action, and Display Parameters. Choices from
each of these frames determine how the displayed network view is constructed. Node Selection provides the
user with a choice of possible subnetworks with which to work. Subnetworks can be created from VMD’s
atomselections where nodes associated with atoms in the set will be affected. Communities determined by
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the Girvan-Newman algorithm can be selected individually or in sets as can suboptimal paths. The Commu-
nity and Critical Node selections become available once community files are loaded, and Suboptimal Path
selections become available after suboptimal path files are loaded.
For a selected subnetwork, various actions can be taken including activation, deactivation, coloring,
and size assignment. The Display Parameters frame provides high-level choices for actions taken to the
network display. These include whether to manipulate nodes, edges, or both simultaneously and whether to
create edge cylinders with the same thickness or thicknesses corresponding to one of the several associated
numerical fields: weight, correlation, betweenness, and value.
NetworkView uses sets of nodes to define subnetworks. Actions are taken with respect to these subnet-
works. This provides a flexible way to interact with the network and build up visualizations through the
assembly of multiple elements. Sometimes it may be difficult to define the set of nodes and/or edges one
wishes to display, but through actions on multiple subnetworks, the desired effect can be achieved.
Three different types of data files can be loaded into NetworkView: network (adjacency matrix), commu-
nity, and suboptimal path. Network files store the underlying structural network information. The network
file format consists of an initial line containing a VMD atomselection string that identifies N atoms cor-
responding to nodes in the network followed by N lines containing the rows of the NxN matrix holding
the possibly weighted adjacency information needed to construct the network. Community files give the
partition of the network into communities, and suboptimal path files give the set of suboptimal paths from
a source node to a target node. Both community and suboptimal path files require a network file to be
preloaded. After the import of community data, a community file can be exported (.gdf) for use in a 2D
network editor such as GUESS [160].
Aside from visualization, NetworkView is also intended for quantitative analysis. When network infor-
mation is in matrix form, it can be difficult to explore features related to biomolecular regions of interest such
as enzyme active sites or molecular binding interfaces. With the data projected onto atoms within VMD, it
is easy to move back and forth between network and atomic representations. NetworkView provides many
Tcl procedures for selecting nodes and edges and then viewing the values associated with them.
Documentation for the NetworkView application programming interface was automatically generated
from specially formatted code comments by tcldoc (http://tcl.jtang.org/tcldoc/). It is available on the web at
http://vidar.scs.uiuc.edu/˜jeargle/NetworkView/.
3.4 Conclusion
The communication pathways that lead to coordinated motion between functionally important and distant
regions of the protein·RNA complexes are highly degenerate. In these degenerate pathways, only a few
nodes that occur at intercommunity junctions control the communication within the complex. These nodes
also appear in the majority of the suboptimal paths between the identity elements on the tRNA and the ac-
tive site in the synthetase and are predicted to be important for allostery. The community picture provides a
coarse-grained view of the network that can be used to compare topologically similar aaRS·tRNA networks
even when some of the domains are structurally unrelated. The core of both class I aaRS·tRNA networks
compared in this study is formed by the two communities made from the Rossmann-fold, while equiva-
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lent roles are provided for RNA-binding domains that have evolved later in these enzymes. Our analysis
of the dynamical networks provides several metrics for comparing the signaling in different states and/or
modifications of the systems and is applicable to other protein·RNA and protein·protein complexes.
3.5 Methods
Molecular Simulations and Evolutionary Analysis
The pre-transfer state for D-GluRS·tRNAGlu·Glu-AMP is based on X-ray structure PDB ID 1N78 [135].
For the post-transfer states we used the same initial structure, and Glu was transferred from AMP to the
2′-O on the tRNA. For the GluRS·Glu-tRNAGlu·HAMP complex, a proton was transferred from A76 of the
tRNA to the AMP moiety. Similarly, the archaeal LeuRS·tRNALeu pre-transfer state was prepared from
PDB ID 1WZ2 [161]. The position of the adenylate Leu-AMP was based on its position in the active site of
bacterial structure PDB ID 2V0C [162]. A small unresolved loop was modeled using MODELLER [163].
All simulations were performed in the NPT ensemble with CHARMM27 parameters [164] in NAMD2 [113]
using the protein·tRNA protocol in [23]. The normalized covariance (correlation) and standard PCA of the
MD simulations were performed using Carma [159]. Evolutionary profiles [37] for the archaeal LeuRS and
the bacterial D-GluRS were created using the MultiSeq plugin [133] in VMD [104].
Weighted RNA·Protein Network
A network is defined as a set of nodes with connecting edges. Amino acid residues, nucleotides, and the
AMP substrate are each represented by a single node. Edges connect pairs of nodes if the corresponding
monomers are in contact, and two nonconsecutive monomers are said to be in contact if any heavy atoms
(nonhydrogen) from the two monomers are within 4.5 A˚ of each other for at least 75% of the frames ana-
lyzed. Changes in the parameters defining the network contacts lead to minor changes in the community
distribution of the network (Figure 3.15).
Nearest neighbors in sequence are not considered to be in contact as they lead to a number of trivial
suboptimal paths in the weighted network. The dynamical networks are constructed using data from 20-
ns trajectories of the protein·RNA complexes sampled every 50 ps. The dynamical protein·tRNA network
is a weighted network in which the weight (wij) of an edge between nodes i and j is the probability of
information transfer across that edge as measured by the correlation values between the two monomers in
the simulation:
wij = −log(|Cij |) (3.1)
This definition gives a probabilistic interpretation of the lengths of shortest paths and treats strong cor-
relations and anticorrelations similarly (Figures 3.2 and 3.3).
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Shortest paths, Betweenness, and Suboptimal Paths
The length of a pathDij between distant nodes i and j is the sum of the edge weights between the consecu-
tive nodes (k, l) along the path:
Dij =
∑
k,l
wkl (3.2)
The shortest distance D0ij between all pairs of nodes in the network is found using the Floyd-Warshall
algorithm. The betweenness of an edge is the number of shortest paths that cross that edge. The average of
all shortest paths, known as the CPL, is a measure of the network size.
While the shortest path is the most dominant mode of communication between the nodes, the number
of paths within a certain limit δ of the shortest distance is a measure of the path degeneracy in the network.
All suboptimal paths for communication between the active site and the identity elements are determined in
addition to the shortest path. The tolerance value used for any alternate path to be included in the suboptimal
path was -log(0.5) = 0.69, which is close to the average protein edge weight. The trends shown in Table 3.1
remain the same for cutoffs of δ = 0.25 and 0.1. On average, with δ = 0.5, about 15% of the paths in Table
1 traverse the same node twice during a single suboptimal path.
Community Analysis
The physical network of nodes and edges contains substructures or communities of nodes that are more
densely interconnected to each other than to other nodes in the network. The community structure is identi-
fied using the Girvan-Newman algorithm [146], which uses a top-down approach to iteratively remove the
edge with the highest betweenness and recalculate the betweenness of all remaining edges until none of the
edges remain.
The optimum community struture is found by maximizing the modularity value Q, which is a measure
of difference in probability of intra- and intercommunity edges. Q can have a maximum value of 1; large
values of Q indicate better community structure. As the algorithm divides the network into increasingly
smaller communities, the modularity score is measured for each community division, and the maximum
value corresponds to the optimal community distribution of the network. In networks based on the 3D struc-
ture of the protein·tRNA complex presented here, the optimal modularity score is found to be approximately
0.7. In typical real world networks, the optimal modularity score is in the range of 0.4-0.7 [165]. More re-
cently, a number of algorithms have been developed that explore different strategies for dividing a network
into community structures, but they are more complex [166; 167].
Information Paths and Community Identification of Residues Important for Allostery
The shortest paths between pairs of nodes belonging to two different communities are calculated and ana-
lyzed for communication across communities in the network. Of these intercommunity links, all edges con-
necting any two of these communities are identified. Edges with the greatest betweenness are pinpointed,
and the nodes connected by these edges are established as critical for allosteric signal transduction.
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The strength of allosteric signal (A) is defined in this work as indirectly proportional to the sum of the
shortest distances from the identity elements to A76:
A =
1∑
iD
0
i,A76
(3.3)
This value can be used to compare the strength of the allosteric signal between the wildtype enzyme in
different states and/or modifications of the network.
Modeling
Bacterial pre-transfer and post-transfer Glu complexes The pre-transfer state is based on the crystal
structure of the adenylate (GluRS·tRNAGlu·Glu-AMP) complex (PDB ID 1N78) [168], which contains the
T. thermophilus GluRS, transcribed tRNAGlu, and the adenylate analog glutamol-AMP. For the pre-transfer
complex, we used the program psfgen in VMD [104] to modify glutamol-AMP to Glu-AMP through the
addition of a carbonyl oxygen. Modeling of pre-transfer glutamyl-AMP from its analog is straightforward
and produces minor changes in the structure of the active site. During the reaction mechanism proposed
for GlnRS [46], the phosphate group acts as a general base and accepts a proton from the 2′ ribose of A76
on the tRNA. The proton may later get transferred to the surrounding water molecules in the pocket or to a
conserved histidine in the HIGHmotif of the class I aaRSs. For the post-transfer complex GluRS·AMP·Glu-
tRNAGlu, the backbone carbonyl carbon was detached from the AMP and reconnected to the 2′ oxygen in the
ribose of A76 to create Glu-tRNAGlu. The subtle sidechain rearrangements required to accommodate these
ligand changes occurred during minimization. The post-transfer complex GluRS·Glu-tRNAGlu·HAMP with
protonated AMPwas modeled similarly except that the AMP had a hydrogen added to the α phosphate. Dur-
ing minimization of the GluRS·Glu-tRNAGlu·HAMP complex, His15 from the the HIGH motif in GluRS
forms a contact with HAMP, and this contact does not break during the 20 ns MD simulation.
Archaeal pre-transfer (LeuRS·tRNALeu·Leu-AMP) Complex The structure of the archaeal
LeuRS·tRNALeu complex from P. horikoshii in which the CCA-hairpin of the tRNA is in the active site of
the catalytic domain has been resolved (PDB ID 1WZ2) [161] with the exception of a 16 amino acid loop
in the editing domain from residues 357 to 372. We used Modeller [163] with loop optimization to model
this loop in the LeuRS structure such that it does not clash with the tRNA. The Leu-AMP binding site is
conserved in all LeuRSs in structure and sequence. The structure of the bacterial LeuRS·tRNALeu complex
with the sulphamoyl analog of Leu-AMP analog (PDB ID: 2V0C) [162] was used to place the Leu-AMP
adenylate in the active site of the archaeal structure. Modeller was used to model the conformation of the
sidechain of the amino acids in the archaeal LeuRS structure interacting with Leu-AMP using the bacterial
structure as a template.
Molecular Dynamics
System Setups The MD simulations of the solvated complexes were performed using NAMD2 [113] with
the CHARMM27 force field [164]. The histidine protonation states were predicted using the WHATIF
server [169]. Parameters for the two aminoacyl-adenylate molecules were developed by analogy with pa-
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rameters for the separate AMP and corresponding amino acid already present in the CHARMM27 force
field. Parameters for the bond between Glu and A76 were developed by analogy with those for the Sep-A76
linkage [123]. The protein·RNA complexes were explicitly solvated with TIP3 water molecules [170] and
ions added according to the protocol developed for molecular dynamics simulations of the EF-Tu·tRNA
complex [23], which is summarized below.
Psfgen was used to add hydrogen atoms to the macromolecules. The systems were neutralized by
placing Mg2+ and K+ with the program ionize [108], which places the ions at the minima of the Coulombic
electrostatic interaction energy calculated on a uniform grid. The Mg2+ placement protocol developed
previously placed three Mg2+ ions on the primary solvation shell of the tRNA (at a distance of 2A˚ from
the tRNA) [23]. In addition, 14 Mg2+ and 44 K+ ions were placed 6.5A˚ in the GluRS simulations while
17 Mg2+ and 64 K+ ions were placed in the LeuRS simulation for the 88mer tRNALeu. We placed water
molecules near the Mg2+ ions to complete their primary solvation shells. The systems were solvated in
a two step process. In the first step, Solvate 1.0 [111] was used with two gaussians to add two layers of
water molecules to the system. This solvated the inner catalytic pocket and protein·RNA docking interface.
Then, the Solvate 1.2 plugin to VMD [104] was used to place the bulk water, resulting a full system size
of 116×80×119 A˚ and approximately 100,000 atoms in the the GluRS simulations while the system was
115×118×166 A˚ and 211,268 atoms in the LeuRS simulation.
Simulation Protocol
All simulations were done with periodic boundary conditions using the NPT ensemble with pressure
set to 1 atmosphere using the Langevin piston and temperature set to 298 K using Langevin dynamics.
Electrostatics were calculated with the Particle Mesh Ewald method [171]. The van der Waals interactions
were calculated using a switching distance of 10 A˚ and a cutoff of 12 A˚. Timesteps for updates of bonded,
van der Waals, and electrostatic calculations were 1 fs, 2 fs, and 4 fs.
Both the GluRS and LeuRS systems were minimized using a four-step protocol in which the water
molecules were allowed to associate with the macromolecule before allowing the macromolecule to move.
These steps were: heavy atoms fixed (2,000 steps), heavy atoms fixed excluding water and ions (3,000 steps),
macromolecule backbone atoms fixed (5,000 steps), and all atoms free to move (20,000 steps). During the
initial equilibration, the system was gradually heated to 298 K [23; 94] during which different parts of
the system were harmonically constrained. The initial temperature was set to 100K, and ions and heavy
atoms in the protein and nucleic acid chains were harmonically constrained for the first 25,000 fs. Then the
temperature was raised to 200K, and backbone atoms were harmonically constrained for 25,000 fs. Force
constants for all harmonic constraints were set to 1 kcalmol−1 A˚2. Finally, the temperature was raised to
298 K, and all atoms were freed for the next 3.9 ns. After this 4 ns equilibration, each system was run for
16 ns.
Correlation and Principal Component Analyses
Correlations between all the residues and nucleotides in the aaRS·tRNA complex were analyzed for the last
16 ns of the 20-ns MD trajectory using the normalized covariance:
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Cij =
Covij
(〈 ~∆ri(t)2〉〈 ~∆rj(t)2〉)1/2
(3.4)
where Covij = 〈 ~∆ri(t) · ~∆rj(t)〉, ~∆ri(t) = ~ri(t)− 〈~ri(t)〉, ~ri(t) is the position vector of the Cα or P
atom of the ith residue or nucleotide of the protein or tRNA, respectively, at time t, and 〈.〉 refers to the time
average of the quantity within the brackets. This correlation matrix is also called the dynamic cross correla-
tion matrix which has been used to characterize the correlation in motion of protein residues [172–175]. The
correlations between the residues fall in the range from -1 to 1. If the residues move in the same direction
in most of the frames, the motion is considered to be correlated, and Cij will be positive. If they move in
opposite directions in most frames, the motion is said to be anticorrelated, and Cij will be negative. If the
correlation value between the two residues is close to zero, then the motion is said to be uncorrelated. If the
two residues move in perpendicular directions in a coordinated fashion, their correlation value will also be
close to zero which is an artifact of this correlation function. The frames are saved at an interval of every
0.5 ps, and a total of 32000 frames was analyzed for the correlation matrices of each simulation.
To investigate the collective behavior within the complex, a standard principal component analysis
(PCA) of the motions of the Cα and the P atoms during the equilibriation was performed as implemented in
the program Carma [159]. The unnormalized covariance matrix, Cov defined above, is obtained by averag-
ing over the last 16 ns of the 20-ns MD simulation. Diagonalization of the covariance matrix provides the
largest eigenvalues and their accompanying eigenvectors which capture the largest fraction of the observed
variance in the motion. The contribution of each eigenvector to the overall motion is obtained from the
projection matrix (Figures 3.4, and 3.5).
On projecting the data from principal component i onto the Cartesian coordinates, the root mean square
deviation (RMSD) of each residue was calculated due to the ith principal component. The RMSD plots give
an estimate of regions that are highly coupled due to the ith principal component (Figures 3.4, and 3.5).
Characteristic Path Length Analysis
The CPL is defined as the average distance between all pairs of nodes in the network.
CPL =
∑
i,j D
0
( i, j)
Npairs
(3.5)
where Npairs is the number of all pairs of nodes connected by a path in the system. The contribution
of a node k to communication within the network or at the interface is found by recalculating the CPL
after removing node k or its contacts at the interface (protein·RNA contacts) (CPLk,rem) from the network,
respectively. The difference in CPL (∆CPLk,rem = CPLk,rem − CPL) had previously been used to
predict residues important in allosteric signaling within protein families [143]. A Z-score analysis provides
a measure for the relative change in CPL:
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Zk =
∆CPLk,rem − 〈∆CPLk,rem〉
σ∆CPLk,rem
(3.6)
where 〈∆CPLk,rem〉 and σ∆CPLk,rem refer to the average and standard deviation of∆CPLk,rem across
all the nucleotides in the tRNA or all the residues in the protein, respectively.
Community Repartition Difference
For the GluRS·tRNA interface mutational analysis as well as examination of the robustness of the commu-
nity algorithm, a community repartition difference was used to quantify the difference between a reference
community partition and a separate partition of the same set of nodes. This partition measure is similar to
that developed by Knox [176] and Rand [177]. The community repartition difference for two community
distributions c1 and c2 is defined as
CRD(c1, c2) = 1− 1∑
n1,n2
z(n1, n2, c1)
∑
n1,n2
z(n1, n2, c1)z(n1, n2, c2) (3.7)
where z(n1, n2, c1) is 1 if nodes n1 and n2 are in the same community in community network c1 and 0
otherwise. This is a normalized count of node pairs that are grouped together in both community networks.
If the community partitions are exactly the same, the CRD will be 0, and if they are totally different, the
CRD will be 1.
Evolutionary Analysis
Evolutionary analyses of the structures and sequences of the catalytic domains for both Class I and Class II
aaRSs [16; 37] have already been performed and are in good agreement with the phylogenetic analysis of
the entire sequences [14]. The evolutionary analysis is performed here in order to measure the conservation
of the residues and nucleotides that are predicted to be important for allostery in this work. As the ACB
domain in the bacterial version of GluRS has a different fold from the archaeal and eukaryotic versions, an
evolutionary profile (EP) was created only for the bacterial sequences. Similarly, as the identity elements for
LeuRS differ between the three domains of life, the mechanism for allosteric signal transduction could also
vary between the domains. Hence, an EP for the archaeal version of LeuRS was also created. We used the
sequences of GluRS from the T. thermophilus and LeuRS sequence from the P. horikoshii to perform BLAST
searches [178] over the NCBI non-redundant database [179], with E-value cutoff of 10−5 to construct the
respective EPs. The sequences were filtered for bacterial and archaeal domains of life in the GluRS and
the LeuRS database search, respectively. ClustalW [129] was used to align each sequence set, and the
alignments were manually improved. Residues R358 and G444 (T. thermophilus numbering) have been
previously identified to differentiate between the D- and ND-GluRS sequences, respectively [180]. These
residues were used to split the GluRS sequences into the D-GluRS and the ND-GluRS in this work. The
EP for D-GluRS (Table A.2) was created by running SeqQR 1 at a cutoff of 50% for the bacterial D-GluRS,
which returned a set of 35 D-GluRS sequences. The EP for the archaeal LeuRS (Table A.1) was created by
1http://www.scs.uiuc.edu/∼schulten/software/index.html/
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running SeqQR at a cutoff of 75%, which returned a set of 26 LeuRS sequences. SeqQR selects a set of
the most linearly independent set of sequences to form a statistically well-balanced set that represents the
phylogenetic diversity with the minimal number of sequences [37]. The percent conservation reported here
is based on these representative sets.
The tRNA EPs were also created only from bacterial tRNAGlu and archaeal tRNALeu sequences (Ta-
bles A.2 and A.1) that included all the different isoacceptors. The EPs were created using a similar method-
ology to that used in [23]. The MultiSeq [133] plugin in VMD [104] was used to perform all the steps in the
EP construction and analysis.
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Chapter 4
Dynamics and Energetics of Glu-tRNAGlu Dissociation from GluRS
4.1 Introduction
The aminoacyl-tRNA synthetases (aaRSs) help maintain the genetic code by recognizing their cognate tR-
NAs and amino acids from the pool of competing reactants within the cell [14; 71]. In the majority of cases,
the formation of the aminoacylated tRNAs (charged tRNA) within the active site occurs via a two step pro-
cess (see Figure 4.1). In the first step, the amino acid is activated by ATP, forming an aminoacyl-adenylate
and pyrophosphate. In the second step, the amino acid moiety on the adenylate is transferred to the 2′
hydroxyl group at the 3′ end of the tRNA with the simultaneous formation of an AMP product. We refer
to the aaRS·tRNA complexes before and after the amino acid transfer as the pre- and post-transfer states,
respectively. Previous biochemical studies and crystal structures have provided valuable information about
the first step of aminoacylation, the binding site of the adenylate, and the mode of interactions between the
identity elements on the tRNA and the aaRS (see [134] and references therein). More elusive are the details
of how the charged tRNA dissociates from the aaRS prior to binding the elongation factor Tu (EF-Tu) for
delivery to the ribosome. In the Class I aaRSs, tRNA dissociation is the rate determining step for tRNA
aminoacylation, which has been shown to be stimulated in the presence of EF-Tu [182; 183]. Dissocia-
tion has been hypothesized to begin with the charged 3′ end of the tRNA exiting the active site while the
anticodon remains strongly bound to the aaRS [184],
In this study, we investigate the series of events occurring in the active site that control tRNA disso-
ciation. We use the structure of the glutamyl-tRNA synthetase (GluRS) complexed with tRNAGlu from
Thermus thermophilus [168] as a representative of monomeric Class I aaRSs. Although GluRS is atypical
of Class I aaRSs in that it requires tRNA to be bound before the aminoacyl adenylate can be formed, the
final process of AMP and aa-tRNA dissociation involves an analogous set of molecules in all Class I aaRSs.
The modeled post-transfer states are differentiated by protonation of AMP and its neighboring amino acid
residues and by the presence or absence of AMP in the active site. These states have been selected based
on suggested reaction mechanisms [46] and internal pKa calculations. Through comparative analyses of
each system state’s behavior with the pre-transfer state and experimental results, the undocking of AMP and
changes in protonation states are evaluated as possible exit strategies for tRNA dissociation. Our results
indicate that both factors assist in the release of the charged tRNA from the enzyme.
Structure and Phylogenetic Background of the GluRS·tRNAGlu Complex The aaRSs are divided
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Figure 4.1: Summary of aminoacylation reaction for GluRS·tRNAGlu. Panel (a) shows the apo-GluRS attracting
ATP and selecting the cognate amino acid glutamate and tRNAGlu from the cellular pool. Panel (b) indicates the
recognition of tRNAGlu identity elements (green ovals) by interactions with highly conserved residues (gray ovals)
in GluRS. Panel (c) shows the GluRS·tRNAGlu·Glu-AMP state(s) with the formation of the adenylate. Panel (d)
contains the Post-transfer state(s) with the newly charged tRNA. Panel (e) shows the charged tRNA dissociating
from the synthetase before association with the EF-Tu through the tuning elements (green ovals to orange ovals) and
subsequent transportation to the ribosome. The system can sample a large ensemble of states at each stage of the
reaction. (Figure courtesy of Alexis Black Pyrkosz)
into two classes based on the structurally distinct, conserved core or catalytic domain (CD) containing the
active site [185; 186]. The CD of the Class I aaRSs forms a Rossman fold with a three layered αβα
topology containing a parallel β-sheet architecture. The active site is located at the C-terminal loops of
the β-strands (see Figure 4.2a). Within the active site are the evolutionarily conserved HIGH and KMSK
sequence motifs, which bind ATP during adenylate formation. The histidines in the HIGH motif form
contacts with the phosphates while the KMSK loop is located near the adenine base. Located between the
two halves of the Rossman fold (RF-N and RF-C), the connective polypeptide (CP1) insertion binds the 3′
end of the tRNA during aminoacylation. Class I aaRSs are further differentiated by the fold of the anticodon
binding (ACB) domain [15; 36]. GluRS is part of the Class Ib subgroup with a set of α-helices (four-helix
junction or 4HJ) connecting the CD to the C-terminal, α-helical ACB domain. GluRS in T. thermophilus
has been crystallized in a variety of states prior to the second step of aminoacylation [168; 187–189]. The
crystal structure used for the current study was obtained by the Yokoyama group and contains GluRS (468
residues) with a Glu-AMP analog and transcribed tRNAGlu in the active site [PDB code: 1N78] [168] (see
Figure 4.2a for the structure and b for the standard tRNA cloverleaf schematic). Use of the analog creates
an unreactive substrate complex mimicking the pre-transfer system state, which serves as a starting point for
this study.
GluRS has a divergent evolutionary history which has led to several classes of GluRS as well as GlnRS [14;
190; 191]. GluRS enzymes are divided into α (bacterial) and β (archaeal/eukaryal) types based primarily
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Figure 4.2: GluRS·tRNAGlu system used in simulations: (a) GluRS with functional domains labeled, (b) tRNAGlu
cloverleaf schematic where nucleotides with greater than 75% sequence identity across the evolutionary profile are
colored blue. Identity elements are in bold. Panels (c-g) show the small molecule substrate/products in the active site
for the different system states. Using the GluRS·tRNAGlu·Glu-AMP state as the control, the bonds and atoms colored
blue in each post-transfer state indicate the changes made to the AMP or charging amino acid moiety. Specific system
state names are capitalized in the text. (Figure courtesy of Alexis Black Pyrkosz)
on the fold of their nonhomologous ACB domain structures. Both classes have discriminating (D-GluRS)
and nondiscriminating versions based upon the ability of GluRS to charge tRNAGlu and/or tRNAGln with
glutamate. The α-type GluRS in some bacterial organisms has evolved specific residues to recognize the
third anticodon base, discriminating between tRNAGlu and tRNAGln [180]. Those bacteria with the dis-
criminating GluRS have either acquired the eukaryal-type GlnRS through horizontal gene transfer [192] or
evolved a GluRS2, which specifically recognizes and misacylates tRNAGln with glutamate for subsequent
reduction [154; 193; 194]. Due to the lack of crystal structures containing tRNA docked to GluRS in these
various subgroups, the scope of the current study is limited to the discriminating α-type represented by the
GluRS in T. thermophilus .
MD Simulations and Analysis Methods for aaRSs Molecular dynamics (MD) is a powerful method
that has been used to study correlations [195], signaling pathways [70; 196], editing [197], and binding free
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pKa Calculations after 20 ns Simulations
Residue GluRS·tRNAGlu· Post (H-AMP) Post (AMP) Post (AMP/GluNH2 Post
Glu-AMP /E41COOH) (no AMP/GluNH2)
(H-)AMP - 5.51 7.70 6.44 -
Glu amino 9.86 7.23 7.69 5.12 9.47
Glu carboxy 2.11 0.89 2.50 0.38 4.50
Arg5 11.91 11.09 10.35 10.07 9.29
His15 2.79 3.52 2.93 3.48 2.24
Glu41 1.86 8.06 8.90 4.50 6.03
Tyr187 13.11 12.08 11.18 11.39 15.75
Arg205 11.45 9.54 11.15 12.27 12.98
Glu208 3.94 -4.91 3.39 2.99 3.25
Lys243 11.10 10.94 11.18 11.03 9.76
Table 4.1: Predicted pKa values of residues within 5 A˚ of the small molecule substrate/products, the (H-)AMP, and
the α–amino group of the charging glutamate in the GluRS·tRNAGlu·Glu-AMP state and several post-transfer states.
Residues with pKa values both above and below 7 are shown in bold.
energies [198–202] in aaRSs. Here, we perform long-timescale simulations of the entire GluRS·tRNAGlu
complex with explicit solvent and both mono- and divalent ions to determine the dynamical and energetic
behavior for the various pre- and post-transfer states. We characterize the behavior of these states as a
function of time using dynamical networks, local energetics, and changes in free energy to estimate the
transitions that occur during tRNA dissociation.
4.2 Results
4.2.1 Modeling Pre- and Post-transfer States
Pre-transfer state The adenylate analog in the GluRS·tRNAGlu crystal structure (PDB code 1N78) is chem-
ically inert because it lacks the α-carbonyl group on the glutamate backbone. Upon replacing the analog
with Glu-AMP and equilibrating the system, small rearrangements occur around the α-carbonyl of the gluta-
mate moiety and phosphate of the AMPmoiety. In our simulations, the 2′-hydroxyl of A76 reorients towards
the α-carbonyl group (see Figure 4.3). This reorientation positions the reactants such that the aminoacyla-
tion can take place. To accommodate these changes, the distance between the 3′-hydroxyl of A76 and the
α-ammonium group on the charging glutamate lengthens. The contact distances between the highly con-
served residues Ala7, Ser9, and Glu41 and the α-ammonium group shorten. In addition, contacts between
the charging glutamate sidechain and other active site residues lengthen slightly as the system relaxes. The
final configuration of the active site was within 2 A˚ of the crystal structure, demonstrating that the initial
protonation states and modification of the analog produced minor perturbations. The MD simulation of the
pre-transfer state was used as a control in this study to provide the baseline behavior of the system.
Assignment of the protonation state of residues at the GluRS·tRNAGlu interface and within the active
site is a key consideration when developing models for protein·RNA dissociation. The pKa values of all
titratable sidechains on GluRS in the GluRS·tRNAGlu·Glu-AMP state were estimated using the PROPKA
program at the end of the simulation (see Methods), and the values for residues within the active site are
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reported in Table 4.1. In the GluRS·tRNAGlu·Glu-AMP state, all histidine residues (including His15 in the
HIGH motif) are predicted to have pKa < 7, indicating that the neutral form of histidine is dominant at pH
7.0. In addition, all lysine and arginine residues are predicted to have pKa > 7 while the acidic aspartate
and glutamate residues are predicted to have pKa < 7, suggesting that they exist as charged residues in the
GluRS·tRNAGlu·Glu-AMP state.
Charging mechanism and post-transfer states A concerted mechanism has been proposed for tRNA
aminoacylation of the homologous GlnRS·tRNAGln system [46] which was later experimentally tested on
TyrRS·tRNATyr [203]. In the transfer step of the proposed aminoacylation reaction mechanism, the 2′-
hydroxyl oxygen from A76 nucleophilically attacks the α-carbonyl carbon of Glu-AMP while, simulta-
neously, the A76 2′-hydroxyl proton shifts to the Glu-AMP α-phosphate resulting in Glu-tRNAGlu and
H-AMP [46]. Assuming a similar concerted mechanism holds for GluRS·tRNAGlu, we created in silico a
series of relevant post-transfer states (see Methods).
Figure 4.2 provides a summary of the terminology and differences in initial setup between the simula-
tions. In the first post-transfer state (Post (H-AMP)), the amino acid moiety on the adenylate is transferred
to the tRNA, and the proton previously on the 2′-OH of A76 is transferred to the AMP phosphate, which is
the only base in close proximity to the ribose hydroxyl group. As this state models the system immediately
following the transition state, it is expected to exhibit binding affinities similar to the GluRS·tRNAGlu·Glu-
AMP state. Separation of H-AMP from the amino acid moiety causes a few significant rearrangements in
the active site (see Figure 4.3b and c). The H-AMP α-phosphate shifts closer to the HIGH motif and forms
hydrogen bonds with His15 and Thr18. Both residue sidechains rotate to accommodate the new interactions.
In solution, H-AMP has a pKa of 6.9 [204], but in the protein, interactions with His15 and Ser9 reduce the
pKa of the H-AMP phosphate to 5.51 (see Table 4.1). This suggests that the proton could be further trans-
ferred to another residue on the protein or to a water molecule, forming the Post (AMP) state. Because
its sidechain is buried within the protein, neutral His15 is predicted to have a pKa of 3.52 and therefore is
unlikely to serve as a general base for abstracting the H-AMP proton. As a check, a system containing AMP
and protonated His15 was simulated (Post (AMP/H15h) state), but the free energy analysis showed that this
state has tighter binding at the complex interface than the GluRS·tRNAGlu·Glu-AMP state and therefore
does not lead to tRNA dissociation.
On the side of the active site containing the amino acid moiety, the electrostatic and hydrogen bonding
environment around the Glu41 sidechain causes its local pKa to rise to 8.06 at the end of the Post (H-AMP)
simulation and 8.90 after 20 ns in the Post (AMP) state (see Table 4.1). Because these simulations were
performed at pH 7.0, Glu41 most likely exists in the neutral glutamic acid form in the Post (AMP) state.
The α-ammonium group of the charging glutamate has a predicted pKa of 7.23 and therefore can be in
either the cationic or neutral form. This suggests that the nearby negatively charged Glu41 sidechain could
deprotonate the α-ammonium group and presumably participate in further proton transfer events. A Post
(AMP/GluNH2/E41h) simulation, similar to the Post (AMP) state in all respects except that a proton from
the α-ammonium group was transferred to the Glu41 sidechain resulting in a neutral α-amino group and a
glutamic acid, was also run. The pKa values at the end of this simulation suggest that the neutral Glu41
(4.50) becomes deprotonated after exposure to solvent, but the α-amino group (5.12) remains neutral.
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The next set of states was modeled under the assumption that AMP had already undocked. Initially,
eight water molecules were placed in the vacant AMP binding site. This site becomes further hydrated as the
increasingly mobile KMSK loop allows water molecules to enter. These waters penetrate deep into the active
site, weakening contacts between the charging amino acid and multiple active site residues. Simulations of
the Post (no AMP/GluNH2) state, in which the Glu41 sidechain is charged again and the α–amine of the
charging glutamate is neutral, are expected to show the fast release of the tRNA as the water molecules that
replace the AMP moiety assist in solvating and weakening the interactions between the charged tRNA and
GluRS. The interactions of the charging glutamate sidechain with Arg5 and Arg205 are solvated, leading
to greater motion that loosens the contacts between the α–ammonium group and its triad of conserved
binding residues. Once the charging amino acid breaks its contact with the Glu41 sidechain in the Post (no
AMP/GluNH2) state, the pKa of the α-amino group increases to 9.47 (see Table 4.1). Hence, the α-amine
of the charging amino acid is likely to be reprotonated while the Glu41 sidechain displays a propensity to
remain charged upon losing contact.
Universal handle for aa-tRNA release Glu41 binds the α–ammonium group, which is a fundamental
part of all charging amino acids. Figure 4.4b shows that Glu41 (amino acid 3 or AA3) is conserved as either
glutamate or aspartate in GluRS enzymes across all domains of life. Further, comparison of ten available
crystal structures of Class I aaRSs [42; 44; 162; 168; 205–210] reveals that in nearly all specificities a con-
served aspartate or glutamate is in the same orientation in the active site and binds the α–ammonium group of
the charging amino acid, confirming previous studies [15]. This residue is analogous to the “universal aspar-
tate” found in the editing domain of LeuRS and IleRS that interacts with the same α–ammonium [211; 212].
The pKa calculations and sequence conservation studies suggest that Glu41 may represent a universal han-
dle in Class I aaRSs to stabilize the charging amino acid during aminoacylation. The transfer of a proton
from the α–ammonium group to the universal handle may be a standard strategy for facilitating release of
the charged tRNA following the transfer reaction. The other residues forming the conserved triad binding
the α–ammonium group are usually conserved in structure but not in sequence over all Class I aaRSs. They
are conserved in sequence within each specificity over all three domains of life, possibly indicating coevo-
lution with the charging amino acid. The first (amino acid 1 or AA1) includes Ala7 in bacterial GluRS and
commonly binds the α–ammonium group through its main chain carbonyl oxygen. This is analogous to the
methionine in the LeuRS editing domain that stabilizes the charging amino acid for hydrolysis through a
hydrogen bond between the methionine main chain carbonyl oxygen and the charging amino acid α–amino
group [212]. The second (amino acid 2 or AA2) includes Ser9 and generally forms a hydrogen bond through
the sidechain. This residue, which is a glutamine in TyrRS, was previously shown to stabilize the transition
state of the second step of aminoacylation [203]. Interestingly, IleRS, LeuRS, and MetRS each contain an
aromatic residue in the same structural position, which does not form a hydrogen bond, but instead stacks on
the backbone of the charging amino acid. This difference may be necessary to stabilize these hydrophobic
charging amino acids.
The conservation of AA3 in both sequence and structure is nearly universal in Class I aaRSs, with three
exceptions. Based on the available crystal structure, CysRS uses a threonine to form a hydrogen bond rather
than an aspartate for a salt bridge. The close proximity of a zinc ion in the CysRS active site changes the
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electrostatics to control binding of the sidechain of the charging cysteine. The CysRS·tRNACys·Cys-AMP
complex was modeled and simulated, and after equilibration, the charging cysteine α–amino group remained
in contact with threonine, not interacting with the nearby aspartate. Bacterial TyrRS contains the conserved
aspartate in a domain specific insertion, but recent crystal structures of the archaeal and eukaryal TyrRS
show that AA3 may be a conserved glutamine in these domains of life [213; 214]. Experimental studies
will be needed to verify this difference. The bacterial/archaeal types of TyrRS are known to be structurally
divergent [14]. The aspartate in ArgRS is in a poorly conserved part of the structure, which is expected
given the wide variety of ArgRS subtypes within each domain of life [14]. Due to a lack of crystal structures
containing appropriate substrates, no additional interpretation can be offered.
The RMSD of the macromolecular backbones (Cα and P atoms) relative to the starting structure was
used to monitor the equilibration of each state. There is an initial increase in the protein RMSD which
levels off at 1.7 A˚ after 4 ns and remains approximately constant throughout all the runs. The RMSD of
the entire tRNA in the GluRS·tRNAGlu·Glu-AMP state remains around 3 A˚ with the largest fluctuations
occuring in the anticodon arm. The motion of the CCA hairpin was monitored by measuring the distance
between the charging amino acid and active site residues, and it shows the large structural change in the Post
(no AMP/GluNH2) simulation as it undocks.
Magnesium ion perturbations Inclusion of Mg2+ ions in the simulations helps capture more phys-
iologically realistic states but also introduces structural perturbations. These random fluctuations are in-
dependent of the active site modifications and can hinder the identification of resulting system changes,
complicating the comparison of structural and free energy results across different system states. To maintain
comparable distribution of Mg2+ across the various simulations, a metric was developed using Mg2+ ion
residency times and locations to identify runs in which there were substantial deviations. A resident ion was
defined as deviating less than 3 A˚ from its location for at least 4 ns (see Methods). A comparison of two
GluRS·tRNAGlu·Glu-AMP runs provides an illustrative example of how different distributions of Mg2+ ions
cause large fluctuations in tRNA structure. In a replicate run, the complex interface showed substantially
weaker interactions near the tRNA acceptor stem and stronger binding near the anticodon arm compared to
the first run. A Mg2+ ion had entered the deep groove of the acceptor stem and brought phosphates on either
side of the groove closer together. The tightening of this helix pulled the first two base pairs of the acceptor
stem away from the catalytic domain, resulting in a tRNA conformation that was significantly different from
the crystal structure (the frame of reference used for comparing the different system states). Although this
new conformation could be physiologically realistic, the equilibration time required to return the tRNA to a
conformation comparable to the crystal structure would have been too computationally expensive. The first
run featured seven resident Mg2+ ions while the second had nine with the additional two Mg2+ ions near
the acceptor stem and anticodon arm. To ensure that the system states had similar ion behavior, multiple
replicates were performed, and simulations with approximately seven resident Mg2+ ions were accepted for
further analysis.
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4.2.2 Communication Decreases in Interaction Network as tRNA Dissociates
Analysis of the dynamical network of interactions within the aaRS·tRNA complexes was used to identify
signs of dissociation during the course of the 20 ns simulations (which are relatively short compared to
the biological timescale of tRNA release) [70]. This type of network analysis uses local coupled motions
between pairs of residues to track allosteric signaling in biomolecules. In these networks, a node represents
either a nucleotide, an amino acid, or the adenylate present in the pre-transfer complex, and edges connect
nodes that are in contact for a majority of the last 5 ns of the trajectory (see Methods). The cross-correlations
calculated from the atomic fluctuations during the same time window are used to weight each edge such that
as the correlation reduces, the edge distance lengthens. Greater edge distances indicate lower communica-
tion between the connected pair of nodes since the corresponding residues are moving more independently
of one another. Signaling pathways are the dominant routes for communication between important interfa-
cial contacts and the active site, and they can be found by tracing the most optimal path through the weighted
edges in the network. Shorter optimal path lengths have larger correlation along the path. The sum of all the
path lengths from the interfacial interactions to the active site can therefore be used to quantitatively com-
pare changes in correlation during tRNA release. The reduction of correlation with time during the release
of the charged tRNA from the protein may also be observable experimentally through mutagenesis studies.
The shortest paths shown in Table 4.2 are calculated between A76 (site of aminoacylation) and the
identity elements in different parts of the tRNA. Identity elements are specificity-dependent nucleotides
that have been experimentally shown to affect the efficiency of aminoacylation by the cognate aaRS [21;
148; 149]. The identity elements for tRNAGlu are divided into three groups according to their position
on the nucleic acid: acceptor stem (G1·C72, G2·U71, and C4·G69), D arm (U11·A24, C12·G23··C9, and
U13·G22··A46), and anticodon arm (C34, U35, C36, and A37). The path distances are summed over all
identity elements in a group. The sum of all path lengths is comparable for the GluRS·tRNAGlu·Glu-AMP
and the Post (H-AMP) states, indicating that the correlation in the post-transfer state immediately following
the transition state is nearly the same as that in the pre-transfer state. In all subsequent post-transfer states,
the correlations reduce along the signaling pathways, demonstrating that the aaRS·tRNA interfacial contacts
are weakening. In the Post (AMP) and Post (no AMP) states, the signaling pathways exhibit comparable
distances with the largest change occurring at the acceptor stem, where the tRNA is starting to undock. There
is no significant change in the D arm and the anticodon arm, suggesting that the acceptor stem is released
first, as has been hypothesized from crystal structures of Trp-tRNATrp binding to TrpRS [184]. The Post
(no AMP/GluNH2) system has the largest increase in the distances along the communication pathways,
indicating that the aaRS·tRNA complex is the closest to dissociation in this system. The acceptor stem
distances show the largest loss in correlation to the enzyme because many of the interactions between these
nucleotides and GluRS have broken. The identity elements in the anticodon and D arms remain in contact
with GluRS residues, but because the number of contacts between the partially undocked CCA hairpin and
the protein is significantly reduced, longer paths are required to pass communication to A76.
In Figure 4.5, the shortest paths between A76 and the identity elements C72, U13, and C36 are com-
pared for the Post (H-AMP) and Post (no AMP) states. Paths are traced along the nodes, and the thickness
of each edge is scaled by the correlation weights (thicker edges show greater correlation). As seen in the
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Source GluRS·tRNAGlu· Post (H-AMP) Post (AMP) Post (no AMP) Post
Glu-AMP (no AMP/GluNH2)
G1 4.80 - 7.67 7.05 15.42
C72 1.35 2.24 3.59 5.90 13.86
G2 2.50 5.51 5.92 4.51 12.26
U71 1.94 2.48 2.98 2.63 12.97
C4 2.25 3.69 3.97 3.03 9.85
G69 3.30 2.87 2.78 2.78 8.26
Acceptor Stem
Subtotal 16.14 16.79 26.91 25.90 72.62
U11 4.55 3.09 3.16 2.88 9.15
A24 3.79 3.35 3.66 3.36 10.25
C12 3.30 2.65 2.63 2.59 8.61
G23 4.07 3.47 4.46 3.68 9.62
C9 4.29 3.06 3.15 3.15 9.42
U13 3.32 2.80 3.19 2.75 8.84
G22 4.22 4.22 3.99 4.11 10.06
A46 4.80 3.68 3.96 3.85 9.81
Core
Subtotal 32.34 26.32 28.20 26.37 75.76
C34 5.44 5.25 5.19 6.09 12.34
U35 4.71 4.33 4.18 5.72 11.18
C36 4.25 4.00 6.40 5.93 10.69
A37 3.96 3.60 5.16 4.71 10.58
Anticodon Arm
Subtotal 18.36 17.18 20.93 22.45 44.79
Total 66.84 60.29 76.04 74.72 193.17
Table 4.2: Comparison of optimal path distances between different system states. Table 2: Comparison of optimal
path distances between different system states. The shortest distances between A76 and identity elements distal from
the active site are listed for each system state. The identity elements are divided into groups based on their position
in the tRNA structure: acceptor stem, core, and anticodon arm. The distances within each group are summed with
the final total at the bottom. Shorter distances indicate stronger signaling. The dash for G1 in the Post (H-AMP) state
indicates that it has lost all contacts with its neighbors and therefore is not connected to the rest of the network.
representative optimal path between C72 and A76, in the Post (H-AMP) state, the acceptor stem communi-
cates with the active site through the CP1 insertion of the protein. In the Post (no AMP) state, the contacts
between the CP1 insertion and the acceptor stem have broken as the CCA hairpin unbends and begins to
unbind. Instead, the optimal path length increases as it passes through the tRNA before merging with the
shortest path from U13 to A76 that passes through the catalytic domain of the protein. The shortest paths
from U13 and C36 merge as they pass through the AMP before reaching A76 in the Post (H-AMP) state.
The absence of the AMP causes a shift in these shortest paths in the Post (no AMP) state even though the
anticodon loop and the D arm do not undock significantly. As discussed in the next section, the dissociation
of the charged tRNA involves a conformational twist that brings the charged glutamate and CCA hairpin
out of the active site while the D and anticodon stems are driven slightly further into the GluRS. A similar
picture is presented by the interface edges connecting the tRNA and protein subnetworks. (Table 4.3).
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Source GluRS·tRNAGlu· Post (H-AMP) Post (AMP) Post (no AMP) Post
Glu-AMP (no AMP/GluNH2)
ACCA 20 21 15 22 6
AS 25 20 18 18 18
Core 26 21 19 18 24
AC 22 22 20 16 24
Total 93 84 72 74 72
Table 4.3: Number of network contacts for edges connecting tRNAGlu to GluRS. Each pair of values is given for a
region of tRNAGlu, and values were calculated across the last 5 ns of the 20 ns trajectories. Here, “AS” refers to the
base paired portion of the acceptor stem, and nucleotides 73–76 are denoted “ACCA.”
4.2.3 Energetics of GluRS·tRNAGlu Binding Interface
GluRS specifically recognizes and binds tRNAGlu through contacts spanning the acceptor stem to the anti-
codon, and these interactions must break during tRNA dissociation. The residues and nucleotides making
significant energetic contributions at the interface in the GluRS·tRNAGlu·Glu-AMP state shown in Fig-
ure 4.6 were identified by averaging the electrostatic and van der Waals interaction energies over the last 5
ns of each simulation. These energies were calculated with a cutoff of 21 A˚ to fully include bound tRNA
helices while limiting the analysis to the GluRS binding interface. The evolutionary importance of these
interface residues is shown by masking the contact energy values by percent sequence identity across the
bacterial GluRS evolutionary profile.
Because tRNA is highly electronegative, positively charged residues on GluRS generally form attractive
contacts while negatively charged residues repel the tRNA. Figure 4.6 shows twice as many significantly
attractive interactions as repulsive for the GluRS·tRNAGlu·Glu-AMP complex, and all major non-bonded
interactions involve charged amino acids near the highly negative tRNA backbone phosphates. The attrac-
tive interactions are generally stronger than the repulsive because positively charged residues can form direct
contacts with the tRNA while repulsive forces keep the negatively charged residues further away. Most of
the strongly attractive residues are close in sequence to repulsive residues, energetically balancing the in-
teractions such that the tRNA is not bound too tightly to dissociate from GluRS. The strongly attractive
residues at the tRNA interface are also more highly conserved than the repulsive residues (59% conserva-
tion vs. 43% with background GluRS conservation at 41%). Almost half of these attractive amino acids
have greater than 75% sequence identity whereas only one of the repulsive residues is similarly well con-
served. Six of the strongly interacting residues contact identity elements on the tRNA through salt bridges
to backbone phosphates or hydrogen bonds to polar groups on the ribose or base.
The strongest interactions occur in the second half of the Rossman fold, especially near the KMSK
motif (residues 243-246), which binds the 3′ tRNA acceptor stem, and in the 4HJ near the D stem and the 5′
end of the anticodon stem. The stronger attractive interactions limit the rate at which dissociation can occur.
Finally, the anticodon and its neighboring nucleotides are bound by Arg358 (86% with 14% lysine), Arg417,
and Arg435 (86%) primarily through interactions with functional groups on the nucleobases while being
counterbalanced by repulsion from nearby Asp360 and Glu443. Arg358 (Lys358) is notable because the
presence of this positively charged residue is used by bacterial D-GluRS to discriminate between tRNAGlu
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and tRNAGln [180]. Comparison between interface energies for the GluRS·tRNAGlu·Glu-AMP and post-
transfer states showed a general picture of the beginning of tRNA dissociation in agreement with the network
analysis. While the charged CCA end leaves the GluRS catalytic site, the tRNA elbow region undergoes a
rocking motion that moves the acceptor stem further away from GluRS and the D stem closer.
Nonbonded interactions to charging glutamate A similar analysis was performed in the active site
between GluRS and the charging glutamate moiety attached to the tRNA (see Figure 4.7). In the
GluRS·tRNAGlu·Glu-AMP state, the three most attractive contacts to the charging glutamate are through salt
bridges from the glutamate sidechain to Arg5 and Arg205 and from its α–ammonium group to the conserved
Glu41 (see Figure 4.4 for structural reference). In the Post (H-AMP) state (not shown), the interactions are
almost identical, but the contact to Arg5 has been lost in the Post (AMP) state. Although Arg5 and Arg205
interact strongly with the glutamate during transfer, both of their sidechains are extended and accessible to
water. Water molecules intervene between Arg5 and the charging glutamate, breaking the corresponding
salt bridge. This state is likely to be in the process of dissociating, as seen in the previous section, but with
the glutamate remaining bound to two of its three primary contacts, it does not progress at the same rate as
the Post (no AMP/GluNH2) state. The glutamate contacts differ significantly in the partially undocked Post
(no AMP/GluNH2) state. As the charging glutamate leaves the active site, water molecules come between
it and the active site residues, and all three original salt bridges are broken. As the CCA end pivots around
the phosphoester linkage between nucleotides 70 and 71, the glutamate forms new contacts to Arg47 and
positively charged residues Lys243, Lys246, and Arg247 in the KMSK loop. During this simulation, the
sidechain of the charging glutamate makes transient salt bridges with all four of these residues. The longest-
lived salt bridges are made between the glutamate and Lys246.
4.2.4 Free Energies of Binding Predict tRNA Dissociation Irrespective of AMP
Free energies of binding The technique of Molecular Mechanics–Poisson-Boltzmann Surface Area (MM-
PBSA) is used to calculate both the average free energy of complex formation and binding of ligands [215;
216], 〈∆Gbinding〉 = 〈GAB〉 − (〈GA〉 + 〈GB〉) where AB denotes a macromolecular complex formed from
components A and B. This can be reformulated so that the free energy difference is expressed as a sum
of terms that can be calculated from MD trajectories: 〈∆Gbinding〉 = 〈∆EVdW + ∆Eelec + ∆Gpolar +
∆Gnonpolar〉−T〈∆S〉. The 〈·〉 indicate time averages over the last 5 ns of each 20 ns trajectory. The first
two terms are used to measure the van der Waals and electrostatic interaction energies between the two
molecules and are derived from molecular mechanics. Gpolar, the polar solvation energy, is the energy
required to move the system from a dielectric of in = 1.00 to out = 78.54. The polar solvation energy
is efficiently calculated using a Poisson-Boltzmann implicit continuum solvent model [217]. The nonpolar
solvation energy, Gnonpolar, is the energy required to create a cavity in the solvent for a given system and is
proportional to the solvent accessible surface area. The last term refers to the change in entropy on complex
formation and was calculated from the MD simulations using Schlitter’s formula [218]. Since the free
energies are calculated using the complex and system components from the same trajectory, free energies
associated with any conformational changes in the isolated components are neglected in this analysis. Also,
as MM-PBSA is not generally successful at reproducing absolute binding free energy values accurately, the
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Small Molecule Substrate Free Energies of Binding
GluRS·tRNAGlu·Glu-AMP Post (H-AMP) Post (AMP)
〈∆EVdW〉 -41.34 -41.79 -36.77
(0.20) (0.13) (0.13)
〈∆Ecoulomb + ∆Gpolar〉 -3.90 39.47 38.47
(0.38) (0.32) (0.29)
〈∆Gnonpolar〉 -5.81 -4.85 -4.72
(0.00) (0.00) (0.00)
-T∆S 11.70 8.40 8.40
〈∆Gbinding〉 -39.15 1.23 5.38
(0.29) (0.31) (0.27)
Table 4.4: MM-PBSA free energy estimates in kcal/mol for the adenylate/(H-)AMP substrate binding
GluRS·tRNAGlu. The 95% confidence interval range for each value is ± the number shown below in parentheses.
Standard deviations for the∆Gbinding were all 6-7 kcal/mol.
tRNA Free Energies of Binding
GluRS·tRNAGlu· Post (H-AMP) Post (AMP) Post (no AMP) Post
Glu-AMP (no AMP/GluNH2)
〈∆EVdW〉 -244.49 -234.03 -209.52 -215.70 -206.53
(0.34) (0.45) (0.31) (0.50) (0.35)
〈∆Ecoulomb + 228.57 213.26 214.16 213.06 204.70
∆Gpolar〉 (0.74) (1.07) (0.95) (1.09) (0.79)
〈∆Gnonpolar〉 -29.07 -30.74 -28.20 -28.05 -26.34
(0.02) (0.04) (0.03) (0.03) (0.03)
-T∆S 36.20 37.10 38.60 37.20 37.40
〈∆Gbinding〉 -8.79 -14.41 15.04 6.51 9.23
(0.65) (0.91) (0.84) (0.85) (0.65)
Table 4.5: MM-PBSA free energy differences in kcal/mol for tRNAGlu binding to GluRS (with small molecule sub-
strate/products). The 95% confidence interval range for each value is ± the number shown below in parentheses.
Standard deviations for the∆Gbinding were all 14-21 kcal/mol
focus here is on the trends in binding free energies between different system states.
The network analysis indicated that the loss of correlation is comparable in the Post (AMP) or Post
(no AMP) states. In order to address the question: which is energetically more feasible to occur first -
the dissociation of AMP (GluRS·Glu-tRNAGlu·AMP 
 GluRS·Glu-tRNAGlu + AMP ) or charged tRNA
(GluRS·Glu-tRNAGlu·AMP 
 GluRS·AMP + Glu-tRNAGlu) - two sets of calculations were performed
and reported in Tables 4.4 and 4.5, respectively. In the first, the free energy of binding was estimated for
the small molecule substrate/products (AMP or H-AMP) in the GluRS·tRNAGlu·Glu-AMP, Post (H-AMP),
and Post (AMP) states, and in the second, the free energy of binding was estimated for charged tRNA to
GluRS in the presence and absence of the appropriate small molecule. The experimentally measured free
energy of binding of tRNA to homologous class I aaRS enzymes in the absence of any cofactors is -8 to -9
kcal/mol [182; 219]. The interior dielectric was chosen to make the GluRS·tRNAGlu·Glu-AMP 〈∆GtRNAbinding〉
have a comparable value.
Small molecule product undocking The small molecule product binding free energies indicate that
H-AMP/AMP can dissociate from the GluRS·Glu-tRNAGlu complex after the reaction (See Table 4.4). The
adenylate binds tightly to the GluRS·tRNAGlu component while both H-AMP and AMP have a significantly
reduced affinity for complex formation. This results from a change in the ∆Gpolar + ∆Ecoulomb because
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of the transfer of the glutamate moiety to the tRNA. The charging glutamate backbone forms a salt bridge
with Glu41 while its sidechain carboxylate forms two salt bridges with Arg5 and Arg205, accounting for
the strong binding of the adenylate to active site residues. In comparison, the AMP moiety forms relatively
weaker hydrogen bonds with protein residues in the active site (see Figure 4.3). In addition, the transfer
of glutamate to tRNA reduces the surface area (also leading to smaller ∆Gnonpolar) as well as the charge
distribution on the interaction surface of the complex. Conformational and charge differences on the small
molecule product account for the AMP being more likely to exit the active site than H-AMP. The 5 kcal/mol
difference in the ∆EvdW between the Post (H-AMP) and Post (AMP) states is due to the AMP shifting
in the pocket and making contact with fewer residues, particularly His15. The difference in charge from
H-AMP to AMP increases the contribution of the∆Gpolar term. The proton transfer causes the charge of H-
AMP/AMP to change from -1 to -2 while the charge of the GluRS·Glu-tRNAGlu complex remains -71. This
results in a larger coulombic repulsion after proton transfer which compensates for the change in ∆Gpolar.
tRNA dissociation The overall trends in binding energies between tRNA and GluRS in the various
system states seen in Table 4.5 are similar to those exhibited by the reduction in correlation measured by
the network analysis. The GluRS·tRNAGlu·Glu-AMP and Post (H-AMP) states have strongly negative
〈∆GtRNAbinding〉 values that indicate tighter binding than in the other post-transfer states. The main contribution
to the decrease of the binding free energy comes from the change in the van der Waals interaction, indicating
a decrease in the contacts between the tRNA and the GluRS. Notably, this value is the least attractive in
the Post (AMP) and Post (no AMP/GluNH2) states, both of which were identified as having the weakest
interface contacts by both the network and local energetics analyses. With the exception of the Post (H-
AMP) state, our results are in contradiction to the experiments on CysRS [182] that report a larger binding
affinity to the charged tRNACys than to the uncharged tRNA. The results indicate that the charged tRNA
can dissociate from GluRS in the presence or absence of AMP. Given that the AMP can also undock on
transfer of the charging amino acid to tRNA, the free energy calculations suggest that the undocking of the
products from GluRS can proceed along competitive thermodynamic pathways, which could lead to kinetic
partitioning. The only 20 ns simulation in which significant undocking of the tRNA acceptor stem from
GluRS was actually observed was in the Post (no AMP/GluNH2) state.
Free energies of binding as a function of time The free energies of binding were calculated from the
last 5 ns of the 20 ns simulations to capture the short time binding characteristic of each system state that
can be easily accessed computationally. The total∆G(t) as a function of time is shown in Figure 4.8 for the
first 20 ns and the last 5 ns of the 80 ns Post (no AMP/GluNH2) state simulation. The average free energy
over the first 5 ns of this simulation is roughly equivalent to the final 5 ns of the GluRS·tRNAGlu·Glu-
AMP state, indicating that the Post (no AMP/GluNH2) state is still inhabiting the ensemble of states similar
to the GluRS·tRNAGlu·Glu-AMP state. However, the free energy of binding rapidly rises as the system
equilibrates with the modeled active site changes, peaking at 17.69 kcal/mol between 10 and 15 ns. During
this time, the charging amino acid exits the active site and the CCA hairpin begins to undock. The free
energy becomes less repulsive during the next 5 ns as the charging amino acid makes surface interactions
with the KMSK loop, stabilizing the CCA hairpin. During the last 5 ns of the 80 ns run, each of the individual
components has moved closer to zero as expected. As the interface opens, ∆EvdW and ∆Gnonpolar weaken
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because the surface of each molecule becomes more exposed to solvent. There may be increasing error
in the electrostatic components related to the treatment of the bulk dielectric as water enters the interface
and creates a cleft between the two macromolecules, but the generally positive free energies indicate that
Glu-tRNAGlu is dissociating from GluRS.
4.2.5 Exit Strategies for Dissociation of aa-tRNA
Figure 4.9 depicts several of the representative states as a series of events leading to tRNA dissociation. The
first event is aminoacylation, the transition between the pre- and post-transfer states. The pre-transfer state
(b) can be well approximated from the crystal structure containing the analog, and the Post (H-AMP) state
(c) previously postulated to exist [46] following transfer of the amino acid moiety is also in agreement with
results from quantum chemistry calculations on a model system (data not shown). Our network analysis
and free energy calculations indicate that the Post (H-AMP) state complex is stable and has dynamic and
energetic properties similar to the GluRS·tRNAGlu·Glu-AMP state complex. Transfer of the 2′-hydroxyl
proton to AMP causes significant conformational changes in the active site with the HIGH motif providing
stability for the H-AMP. The formation of hydrogen bonds between H-AMP and both His15 and Ser9
reduces the pKa of H-AMP to 5.51, which sets up the next transition with the transfer of the proton to a
general base.
While the HIGH motif would seemingly be a good candidate for this transfer, pKa calculations show
that the histidine has a strong propensity for remaining neutral. The only other general base in the vicinity
is water, and the Post (AMP) state (d) models this. In the Post (AMP) state, both the AMP and the charged
tRNA can dissociate along competitive pathways. However, the CCA hairpin, which has been hypothesized
to dissociate prior to the rest of the tRNA, remains strongly bound to the active site residues during the 20
ns simulation.
The complete release of the charged CCA hairpin is prevented by contacts between the α-ammonium
group of the charging amino acid and the conserved residue Glu41. On the transfer of the charging amino
acid to the tRNA, the pKa of the α–ammonium group decreases to 7.23, while the pKa of Glu41 increases
to 8.06, indicating that the proton could be transferred from the charging amino acid to Glu41, reducing the
interactions between the two (Post (AMP/GluNH2/E41h) state) (e). The removal of AMP creates a channel
for water molecules to interact with Glu41COOH and solvate contacts between the charging amino acid
and other active site residues. The proton can be transferred subsequently to the water molecules entering
through the vacant AMP binding site.
The Post (no AMP) state models the complex in the case where AMP has undocked before tRNA. The
affinity of GluRS for the charged tRNA is similar to its affinity in the presence of AMP. The CCA hairpin
becomes highly solvated by additional water molecules entering through the mobile KMSK loop and vacant
AMP binding site. This helps reduce interactions between the charged CCA hairpin of the tRNA molecule
and GluRS. However, the rocking motion that assists in weakening the contacts between the acceptor stem
and the CP1 insertion also causes a conformational twist that strengthens the interactions between GluRS
and the tRNA core. This results in a energetic trade-off which causes the Post (no AMP) and the Post (AMP)
states to have comparable shortest path lengths.
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Removal of the proton and AMP in the Post (no AMP/GluNH2) state (f) allows the CCA hairpin and
charged amino acid to move out of the active site within 20 ns (Figure 4.7). The anticodon loop and D arm
remain bound, while fluctuations in the acceptor stem increase.
The final state in Figure 4.9 is the proposed migration complex consisting of GluRS·tRNAGlu·EF-
Tu·GTP. The structural details of the docking of EF-Tu to the GluRS·tRNAGlu complex are unknown, but
recent studies have suggested that EF-Tu can bind the tRNA while it is still bound to the aaRS [182; 183].
The steric clashes reported upon docking of the crystal structures [182] are eliminated by selecting config-
urations from the MD simulations in which the CP1 has rocked away from EF-Tu. Because the binding
affinity of tRNA for EF-Tu is 300-fold higher than the aaRS [182], this might also serve as a powerful
stimulant for tRNA release. We modeled the initial migration complex using equilibrated EF-Tu from T.
thermophilus (from [23]) and the Post (no AMP) state complex after 20 ns. After 20 ns of equilibration, the
dynamical network and community partitioning in the migration complex were calculated from the last 5 ns
and compared to the network from the Post (no AMP) state simulation. Shown in Figure 4.10 are network
communities comprised of the tRNA core and T arm. In the left panel showing the GluRS·tRNAGlu in the
absence of EF-Tu, four nucleotides in the tRNA core remain strongly correlated with the GluRS. However, in
the presence of EF-Tu (right panel), the tRNA core gradually loses its correlations with the GluRS while the
T arm becomes strongly correlated with the EF-Tu. While this simulated model of the migration complex is
only one representative of the ensemble of partially docked states, it indicates that EF-Tu can have a strong
stimulating effect on the release of the tRNA from the aaRS. Subsequent deprotonation of the α–ammonium
group, which is still bound to conserved active site residues, results in release of the CCA hairpin towards
the binding site in EF-Tu. Open questions remain with regards to the initial approach and binding of EF-Tu
to the GluRS·tRNA complex. When and how EF-Tu binds could affect interactions between GluRS and
tRNA both before and after aminoacylation.
4.3 Conclusion
Experiments reveal that the complete dissociation of the charged tRNA from the class I aaRSs takes place
in the millisecond-second timescale and is stimulated by the presence of EF-Tu [182; 183], but our calcu-
lations indicate that there can be initial signs of tRNA release even at timescales of tens of nanoseconds.
An important factor affecting the release of charged tRNA is the protonation state of residues in the active
site of the aaRS. Results from network analysis, local nonbonded interaction energies, and free energies of
binding all show that the GluRS·tRNAGlu·Glu-AMP and Post (H-AMP) states form stronger GluRS·tRNA
interactions than all other post-transfer states regardless of the presence or absence of AMP. The pKa calcu-
lations suggest that one of the α-ammonium hydrogens on the charging glutamate can transfer to the Glu41
sidechain carboxylate while in the active site. Glu41 is predicted to be a nearly universal handle that acts
as a general base to facilitate tRNA release from the active site upon transfer of the amino acid. If Glu41
becomes solvated, either through the removal of AMP or the dissociation of the CCA hairpin, it would return
to its charged state. Similarly, the pKa measured at the beginning and end of the Post (no AMP/GluNH2)
simulation shows that once the CCA end leaves the active site, breaking contacts with Glu41, the α-amino
group on the charging glutamate can become reprotonated. From binding free energies it appears that the
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pathways for AMP and tRNA dissociation are thermodynamically competitive, but once AMP has left the
active site and the α-ammonium group is deprotonated, dissociation of the CCA hairpin can occur on the
nanosecond timescale. Binding of EF-Tu to the GluRS·tRNAGlu can stimulate tRNA release. Further stud-
ies will be needed to determine the molecular details of the migration of the tRNA to the EF-Tu and whether
its complete dissociation from the aaRS occurs prior to or during delivery of the tRNA to the ribosome
A-site.
4.4 Methods
Bioinformatics
Evolutionary analyses of the structures and sequences of the Class I aaRS catalytic domains have al-
ready been conducted [16; 37] and are in good agreement with phylogenetic analyses of the complete
sequences [14]. The evolutionary analyses in this study were performed to measure the conservation of
the residues and nucleotides important for binding either within the active site or along the GluRS·tRNAGlu
interface. Because the ACB domain is nonhomologous between the bacterial version of GluRS and the
archaeal and eukaryotic versions, the evolutionary profile was limited to exclusively bacterial sequences.
Further, because the bacterial GluRS has diverged into discriminating and non-discriminating versions, the
set of sequences used to build the evolutionary profile was filtered to include only discriminating GluRS
sequences containing the characteristic residue Arg358 [180].
The GluRS sequence from T. thermophilus was used to perform a BLAST search [178] over the NCBI
non-redundant database [220] with an E-value cutoff of 10−5. The alignment of all bacterial GluRS se-
quences was performed with ClustalW [129] and manually improved (particularly in the highly divergent
4HJ). Only sequences with arginine or the similar lysine in corresponding positions of the characteristic
residue Arg358 in the discriminating GluRS from T. thermophilus were retained. The evolutionary profile
was prepared by applying SeqQR [37] with a 50% sequence identity cutoff, yielding a set of 23 sequences
representing 12 of the major bacterial phyla. The SeqQR algorithm is used to determine the set of the most
linearly independent sequences to form a statistically well-balanced profile that represents the phylogenetic
diversity while minimizing the number of sequences.
The sequences for bacterial tRNAGlu (which have CUC and UUC anticodons) were downloaded from
the tRNA Compilation 2000 [17] and the Integrated Microbial Genome database at the Joint Genome Insti-
tute [18]. The tRNA sequence alignment was performed using ClustalW with manual improvement. SeqQR
was used with a sequence identity cutoff of 85%, yielding 56 sequences in the final evolutionary profile.
The MultiSeq plugin [133] in VMD [104] was used to construct and analyze the evolutionary profiles.
The Class I structural alignment was prepared by aligning the catalytic domains of several aaRS·substrate
structures inMultiSeq (1N78 [168], 1QTQ [205], 1F7U [44], 1LI7 [206], 1FFY [207], 1H3N [162], 2CT8 [208],
1GAX [209], 2AKE [42], and 1H3E [210]). The triad residues were located by their proximity and orienta-
tion relative to the α-amino group on the adenylate analog or charging amino acid. The individual sequence
alignments were prepared by downloading all Class I aaRS sequences from the Swiss-Prot database [221]
and grouping them by domain of life and specificity. These were aligned with ClustalW and manually
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improved. Evolutionary profiles were created using SeQR with a sequence identity cutoff of 70%, which
yielded statistically well-balanced sets for both domain/specifities with many sequences (bacterial) and few
sequences (eukaryotic). The sequence of the aaRS structure in a given specificity was aligned to each evo-
lutionary profile to locate the columns containing the triad residues. In columns containing multiple residue
types, the residues are listed in Figure 4.4b in order from those appearing in the most sequences to the
least and colored by their percent sequence identity (blue = most conserved, white = 50% conserved, and
red = minimally conserved). Columns containing more than four residues in the evolutionary profile are
considered unconserved.
Molecular Modeling
The GluRS·tRNAGlu·Glu-AMP system state was modeled from the GluRS·tRNAGlu·analog crystal struc-
ture [Protein Data Bank (PDB) code 1N78] [168], which contains the T. thermophilus GluRS, transcribed
tRNAGlu, and the adenylate analog glutamol-AMP. A carbonyl oxygen was added to the glutamol-AMP
in the crystal structure using the Psfgen plugin in VMD [104], modifying it to glutamyl-AMP. Histidine
protonation states were checked with the Whatif server [169] and verified through visual inspection.
All of the post-transfer complexes were modeled from the crystal structure. The backbone carbonyl
carbon was detached from the AMP and reconnected to the 2′ ribose oxygen of A76 to create Glu-tRNAGlu.
This new bond was 4.00 A˚ in the model and relaxed to 1.35 A˚ during minimization. In the Post (H-AMP)
state, a proton was attached to the AMP phosphate oxygen that previously had been bonded to the charged
glutamate. The capture of the proton by water was modeled in the Post (AMP) state by removing the 2′-OH
proton from the system and compensating for the charge difference by adding a monovalent ion to the bulk
solution. To test the validity of the Post (H-AMP) and Post (AMP) states, an intermediate state was modeled
from the Post (H-AMP) system after 5 ns of equilibration wherein the proton on the H-AMP was removed
and a potassium ion was added to bulk solution. This system was then equilibrated for 20 ns and showed that
active site residues relaxed to positions similar to those in the modeled Post (AMP) state (data not shown).
In the Post (AMP/H15h) state, His15 in the HIGH motif was protonated (residue type HSP in the
CHARMM27 force field). In the Post (AMP/GluNH2/E41h) state, the α-ammonium group was deproto-
nated and Glu41 was protonated using the glutamic acid patch in CHARMM. In the Post (no AMP/GluNH2)
state, a proton from the α-ammonium group on the charged glutamate was removed.
The migration complex was assembled from proteins and tRNA in two different simulations. The EF-
Tu structure was taken from an EF-Tu·GTP·Cys-tRNACys trajectory in [23], and the bound GluRS and
Glu-tRNAGlu structures were taken from the Post (no AMP) trajectory. The structures in the first frames
of each simulation were overlapped based on a structural alignment of their respective tRNA backbones,
excluding the anticodon arms. Then each trajectory was aligned back to its first frame based on the same
tRNA backbone selection. A pair of trajectory frames was selected in which GluRS and EF-Tu had no
steric clashes. Structures from these frames were merged to create the final migration complex. Water and
ions within 10 A˚ of GluRS·tRNAGlu and EF-Tu were included with the migration complex unless they
produced steric clashes with molecules in the system. Finally, the remaining solvent box was generated and
neutralizing K+ atoms were added.
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Another system was created based on the migration complex after 10 ns of simulation. A proton from
the α-ammonium group on the charged glutamate was removed and one of the bulk water molecules was
replaced by a K+ atom to maintain charge neutrality. After the next 20 ns, this group was reprotonated, and
a K+ atom was removed from the system.
Molecular Dynamics
Psfgen was used to add hydrogen atoms to the molecules. Each system state was neutralized by placing mag-
nesium and potassium ions with ionize [108], a program that calculates the Coulombic interaction energy
for the placement of an ion on a uniform grid. Each ion is added to the system at the energetic minimum, and
the process is repeated until all ions have been placed. The Mg2+ placement protocol developed previously
was used to place three Mg2+ on the primary solvation shell of the tRNA (at 2 A˚) and 14 Mg2+ and 44
K+ at 6.5 A˚ from the complex in its ionic cloud [23]. For states with changes in charge within the solute,
the number of neutralizing K+ ions was modified accordingly. The Mg2+ ion primary solvation shells were
filled with a maximum of six TIP3 water molecules [170].
The concentration and motion of Mg2+ ions have powerful effects on nucleic acid structure and dynam-
ics (for a review see [97]). As demonstrated previously with EF-Tu·Cys-tRNACys studies [23], Mg2+ ions
disrupt RNA backbone conformations leading to structural fluctuations when they move in and out of tRNA
hairpin loops. However, by interacting with the RNA deep groove, cations can stabilize helices by shielding
the repulsive electrostatic interactions between phosphates on either side of the groove. An RNA helix with
Mg2+ ions in its deep groove becomes more rigid and less able to conform to an induced fit at a protein
binding interface. In this study, several replicate simulations were performed for each system state, and the
Mg2+ ion distribution after 5 ns was assessed through ion occupancy and residency calculations to deter-
mine if there were too many (> 8) or too few (< 7) resident Mg2+ atoms associated with the tRNA. This is
a check to ensure that the initial movement of Mg2+ ions did not lead to unusual structural fluctuations. The
residency locations were determined by tracking the positions of the Mg2+ ions over time. Frames from the
last 16 ns of each simulation (40 ps intervals) were aligned by the tRNAGlu backbone. Mg2+ ions remaining
within 3 A˚ of a starting position for 4 ns were classified as resident ions. Occupancy maps were calculated
using the VolMap plugin to VMD. The occupancy was calculated at a 1 A˚ resolution and averaged over all
frames.
To ensure full solvation of the active site and GluRS·tRNAGlu binding interface, Solvate 1.0 [111] was
used with two gaussians to add two layers of water molecules to the system. This resulted in the placement
of eight additional water molecules in the active site of the GluRS·tRNAGlu·Glu-AMP system. The Solvate
1.2 plugin in VMD was used to place the bulk water, reaching a system size of approximately 120 x 80 x
120 A˚ and an average of 110,436 atoms.
The NAMD2 software [113] and CHARMM27 force field [164] were used to perform the MD sim-
ulations. The simulations were calculated in the NPT ensemble with periodic boundary conditions; the
Langevin piston method [222] was applied to maintain pressure at 1.01325 bar and Langevin dynamics
were used to maintain temperature at 298.15 K. Electrostatics were efficiently treated with the Particle Mesh
Ewald summation [171]. A multiple time-stepping algorithm was used to evaluate bonded interactions at
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1 fs, vdW interactions every 2 fs, and electrostatic forces every 4 fs. A cutoff of 12 A˚ and a switching
distance of 10 A˚ were used for the vdW force calculations.
Minimization was carried out according to the protocol previously established for protein·RNA com-
plexes [23] to ensure that water molecules were associated with the macromolecules prior to allowing the
macromolecules to move. The system was minimized in four stages: 2,000 steps with heavy atoms fixed,
3,000 steps with heavy atoms fixed excluding water, 5,000 steps with macromolecule backbone atoms fixed,
and 20,000 steps of unconstrained minimization.
Equilibration was conducted using a temperature jump protocol similar to that developed by Auffinger
and Westhof [94]. This allowed cations to enter the deep groove of the negatively charged nucleic acid by
systematically raising the temperature and freeing harmonic constraints in five steps [23]. These steps were:
a temperature of 100 K with heavy atoms and ions constrained (25,000 fs), 200 K with hydrogens and waters
freed (25,000 fs), 250 K with all hydrogens, waters, ions, and small molecules unconstrained (25,000 fs),
250 K and the protein and nucleic acid backbones constrained (25,000 fs), and 298.15 K with no constraints
(19.9 ns). The harmonic constraints in all steps were set to 1 kcalmol−1 A˚2.
The parameters for glutamyl-AMP were derived by analogy to AMP and glutamate in the CHARMM27
force field. The parameters for the ester bond connecting the charged glutamate to the 2′ hydroxyl group
of A76 were taken from those developed previously from the ester bond in fatty acids [23]. The H-AMP
parameters were derived by analogy to pyrophosphate, protonated pyrophosphate, and AMP. The parameters
for the deprotonated α-amino group on the charging glutamate were the same as those used previously in
the docking of Cys-tRNACys to EF-Tu [23].
RMSD Calculations
The average RMSD for the protein and nucleic acid was calculated separately using the Cα and phosphorous
atoms at 40 ps intervals over the 20 ns simulations. The Cα and phosphorous atoms of the complex backbone
in the crystal structure were used as the reference for the standard Kabsch method [223] implemented in
VMD.
pKa Calculations
Protonation states for titratable protein and ligand groups in the active site were assigned using PROPKA
2.0 [105]. PROPKA uses a fast heuristic method to compute the pKa perturbations of the titratable sidechains
due to desolvation, hydrogen bonding, and charge-charge interactions in the environment of the protein. A
well equilibrated frame at the end of 20 ns of simulation was used in the pKa calculation for each of the
system states. The bound magnesium ions in the primary solvation shell of the tRNA were found to have
minimal effect on the pKa of the protein sidechains and were therefore not included in the calculation. Input
files for PROPKA were prepared so that the bulk pKa values were set to 6.9 for the AMP/H-AMP phosphate
and 9.47 for the amino acid moiety on the AMP adenylate and A76.
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Correlation Calculations
To calculate correlations within and between GluRS residues and tRNAGlu nucleotides, the backbone atoms
from the last 5 ns (10,000 frames) of each 20 ns trajectory were used to compute the normalized covariance
(correlation) matrix with the program Carma [159]. The elements of this matrix are the correlations in
motion of the residues and nucleotides. Values are close to one if two residues/nucleotides are moving in
the same direction in a majority of frames (correlation), approaching negative one if they move in opposite
directions (anticorrelation), and near zero if their motion is uncorrelated.
Dynamical Network Construction and Community Analysis
A weighted GluRS·tRNAGlu network was constructed for each system state based on dynamical contacts as
outlined previously [70]. Each amino acid, nucleotide, or small molecule substrate/product is represented
by a node, and edges between nodes are defined by dynamical contacts. A contact is present when the heavy
atoms of two residues/nucleotides are within 4.5 A˚ of each other in 75% of the trajectory frames analyzed (50
ps intervals from the last 5 ns of each simulation). Covalently bonded neighbors were neglected. The edge
weights wij were calculated from the correlation values (Cij) which define the probability of information
transfer across each edge: wij = −log(|Cij |).
Shortest paths through the network represent the dominant mode of communication between two nodes.
Path lengths are the sum of the edge weights between consecutive nodes (k,l) along the path,Dij = Σk,lwkl,
and the shortest paths were determined using the Floyd-Warshall algorithm [224; 225]. Betweenness of an
edge is defined as the number of shortest paths traversing that edge, and high betweenness values identify
contacts that are important for communication across the complex.
The Girvan-Newman algorithm was used to identify tightly interconnected modules or communities of
nodes [146]. This algorithm iteratively removes edges with the highest betweenness values and recalcu-
lates the betweenness of all remaining edges to determine the optimal community structure as measured
by the modularity score. This score is a measure of the difference between the probability of inter- and
intracommunity edges and is maximized during the calculation.
Local Energetics Analysis
The nonbonded energetics were calculated using the NAMDEnergy plugin in VMD with the CHARMM27
force field. The vdW and electrostatics interaction energies were calculated between each protein residue
and either the tRNA (minus any atoms from the charging glutamate) or the charging amino acid. Energies
were calculated at 10 ps intervals and averaged over the last 5 ns of each trajectory. The switching and
cutoff distances of 18 A˚ and 21 A˚ ensured that electrostatic energy was calculated relative to both members
of a nucleic acid base pair. To determine if the residues/nucleotides with strong interaction energies were
conserved, a mask was calculated based on the multiple sequence alignment of each molecule (see Bioin-
formatics in Methods). The percent identity over the bacterial sequences was determined based on the T.
thermophilus sequence. The average interaction energies per residue were scaled by percent identity.
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MM-PBSA Calculation of Free Energies
Molecular mechanics–Poisson-Boltzmann Surface Area (MM-PBSA) is a method for calculating binding
free energies from a simple thermodynamic cycle [23; 215; 216; 226–230]. The difference in energy be-
tween the complex and two components or unbound docking partners is calculated from a single trajectory
of the complex according to 〈∆Gbinding〉 = 〈∆EVdW + ∆Ecoul + ∆Gnonpolar + ∆Gpolar〉−T〈∆S〉. Each
of the values in the averaged terms is the difference for either a small molecule substrate/product undocking
from the protein·tRNA complex (〈∆GAMPbinding〉 = 〈Gcomplex - GGluRS·tRNA - GAMP〉), or the tRNA dissociat-
ing from the protein·substrate complex (〈∆GtRNAbinding〉 = 〈Gcomplex - GGluRS·AMP - GtRNA〉). The three bound
Mg2+ ions placed during system setup and the water molecules in their first solvation shell were included
with the tRNA, all of which bind the tRNA core and are stable elements of the nucleic acid structure. The
values were averaged over 500 frames from the final 5 ns of each 20 ns simulation (10,000 frames for the
entropy calculation). Calculations for the individual components were performed over the same trajectory
as the complex [23; 216], which neglects any contributions from changes in conformation that could exist
were the individual components simulated separately.
The bonded interactions (bonds, angles, dihedrals, and impropers) cancel in each difference calculation
and therefore are not shown. The EVdW term is the sum of all pairwise VdW interaction energies and was
calculated using the NamdEnergy plugin in VMD. The Coulombic energy (∆Ecoul), which is the sum of all
pairwise interactions in the system scaled by in, was calculated with Coulomb, a program distributed with
APBS [217].
The nonpolar solvation free energy (∆Gnonpolar) is the energetic cost of creating a cavity in the solvent
for a given system. Gnonpolar = γSASA + b was calculated for the complex and components with SASA
set to the solvent accessible surface area using a solvent radius of 1.4 A˚, γ = 0.00542 kcal mol−1 A˚−2, and
b = 0.92 kcal/mol. This term was calculated in VMD. The polar solvation (∆Gpolar), the energy required
to move the charged solute from a vacuum dielectric (in = 1.00) to an aqueous dielectric (out = 78.54),
was computed for the complex and individual components. The 1.00 interior dielectric was chosen to scale
the final free energy of the GluRS·tRNAGlu·Glu-AMP system state to approximately -8 kcal/mol, consistent
with experiment (see Results). A temperature of 298.15 K and CHARMM27 radii/charges were used on a
grid of 193 x 129 x 193 with automated focussing. The implicit salt concentrations of 117 mM KCl and
38 mM MgCl2 were used to model the explicit concentrations in the system states. Each frame was aligned
to the crystal structure based on the Cα and P atoms to limit error from changes in orientation. The box
size was based on the crystal structure with 15% padding in each dimension. The grid was centered on
the complex for all components. This term was numerically calculated with the Poisson-Boltzmann solver
APBS [217].
The entropy terms (∆S) were estimated from the covariance matrix of atomic position fluctuation using
Schlitter’s formula [218; 231; 232], which relates the entropy of a solute molecule to the sum of decoupled
simple harmonic oscillators obtained from the principal component modes in the molecular dynamics simu-
lation. The coordinates of the backbone atoms (Cα and phosphorous) in 10,000 frames from the last 5 ns of
each trajectory were input to the program Carma [159] to generate and diagonalize the mass-weighted co-
variance matrix. The resulting eigenvalues were then used to calculate the determinant and substituted into
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Schlitter’s formula to calculate the entropy of the solute [23]. Because the small molecule substrate/products
had only one or two backbone atoms, which is an insufficient number to calculate the covariance matrix, the
entropy was estimated using the Sakur-Tetrode equation for dimolecular and unimolecular ideal gases [233].
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Figure 4.3: Molecular interactions with the small molecule substrate/product in the GluRS active site. In panel (a)
Glu-AMP interacts with A76 on the tRNA, multiple residue sidechains, and water. Panels (b) and (c) show the active
site residues around the (b) charging glutamate and (c) H-AMP in the equilibrated Post (H-AMP) state. The Glu-AMP,
charging glutamate, and H-AMP atoms are colored blue while the H-AMP proton is colored red and the glutamate
α–nitrogen is colored green for emphasis. All hydrogen atoms other than the H-AMP proton have been removed for
clarity. The distances shown were measured between the heavy atoms and averaged over the last 16 ns of the 20 ns
trajectories. Residues in the HIGH or KMSK sequence motifs are denoted accordingly. (Figure courtesy of Alexis
Black Pyrkosz)
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Figure 4.4: Conservation of GluRS at the tRNA binding interface and active site. The structure on the left shows
the residues within 5 A˚ of tRNA colored by their sequence conservation (percent identity). Blue indicates highly
conserved, white is nearly 50% conserved, and red is not conserved. The structure on the right shows the highly
conserved residues in the active site making contacts with the adenylate in solid blue with nearby residues of varying
conservation as transparent. A subset of sequences in the discriminating GluRS alignment is shown, representing
several of the major bacterial phyla. The ‘+’ symbols indicate columns of residues interacting with the adenylate
either in the right panel or in Figure 4.3. In panel (b), the structures used to create the Class I overlap are shown along
with the identity of each residue in the conserved triad (amino acid or AA1, AA2, AA3) for each particular structure.
AA3 is the hypothesized universal handle. The adjacent columns list the residues present in the same position in
the sequence alignment for a given domain of life (B = Bacteria, A = Archaea, and E = Eucarya). Conservation is
indicated by the same color scheme as above. Residues that are not conserved within a domain of life are denoted by
a dash. (Figure courtesy of Alexis Black Pyrkosz)
82
C72
C72
U13 U13
C36 C36
A76
A76
(a) Post (H-AMP) (b) Post (no AMP)
Figure 4.5: Comparison between the dynamical networks for the Post (H-AMP) and Post (no AMP) states. The
correlations from the last 5 ns of the 20 ns simulation of the Post (H-AMP) and Post (no AMP) states were used to
calculate the dynamical network (see Methods). The shortest or optimal paths are shown between A76 and identity
elements C72 (green), U13 (blue), and C36 (red). Thicker edges indicate higher correlation between two nodes. The
green and red paths are longer and thinner in (b) than in (a) revealing that the Post (no AMP) state complex has lost
correlation between the charging amino acid on A76 and nucleotides C36 and C72 (see Table 4.2). The blue path,
however, is only slightly thinner in (b) indicating that signaling is comparable for U13 between the two states.
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Figure 4.6: Mean nonbonded interaction energies between tRNAGlu and GluRS. The energies are averaged over the
last 5 ns of the 20 ns simulation of the GluRS·tRNAGlu·Glu-AMP state (GluRS·Glu-AMP·tRNAGlu). Gray peaks
show the full energetic interaction while black peaks show the energy scaled by percent sequence identity (see Meth-
ods). Labeled peaks have absolute value greater than 100 kcal/mol.
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Figure 4.7: Mean nonbonded interaction energies between the charging amino acid (glutamate) and GluRS in the
GluRS·tRNAGlu·Glu-AMP, Post (AMP), and Post (no AMP/GluNH2) states. Labeled residues have interaction ener-
gies greater than 25 kcal/mol. These values are averaged over the last 5 ns of the 20 ns trajectories.
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Figure 4.10: Community analysis of the (a) Post (no AMP) complex and (b) the GluRS·tRNAGlu·EF-Tu·GTP complex
formed from the Post (no AMP) system. Two communities are displayed for each complex: one containing nucleotides
in the the D stem (purple) and one containing the base of the T stem (blue). In the Post (no AMP) state, a community
with four D stem nucleotides includes amino acids from the C-terminal half of the GluRS Rossman fold, and the T
stem community contains the whole T arm. When EF-Tu is placed so that it binds the tRNA, the T stem community
merges with the third domain of EF-Tu, and the D stem peels away from GluRS, resulting in a community containing
only nucleotides. Dynamical networks were created from the final 5 ns of 20 ns trajectories.
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Chapter 5
Dynamics and Energetics of EF-Tu·GTP·aa-tRNA
5.1 Introduction
With the number of copies in Escherichia coli estimated to be ten times the number of ribosomes, elon-
gation factor Tu (EF-Tu in Bacteria, EF1A in Archaea and Eucarya) is one of the most abundant proteins
in the cell [234]. This GTP-dependent translation enzyme is responsible for protecting the ester linkage
between a tRNA and its cognate amino acid en route to the ribosome. EF-Tu must bind and transport the
aminoacyl-tRNAs (aa-tRNAs), including all isoacceptors, corresponding to the twenty standard amino acids
as well as pyrrolysine. A protein homologous to EF-Tu transports the charged tRNA species specific to
selenocysteine [235]. The dynamics and energetics involved in this universal process of RNA recognition
are the central themes of this study.
Here, we use molecular dynamics (MD) simulations and evolutionary analysis to investigate EF-Tu·aa-
tRNACys binding under a variety of different conditions: with varying Mg2+ and K+ ion concentrations,
with both modified and unmodified nucleosides, and with different amino acids charged onto tRNACys. Our
exhaustive study shows that through coevolution, certain features of both EF-Tu and tRNA were developed
and maintained for their mutual association. Conservation of key interactions is important to establish a base
commonality across all EF-Tu·aa-tRNA pairings. In addition, the long timescales of these MD simulations
(20 ns) allow us to study the stability of the tRNA and dynamics of the ternary complex under varying
conditions. Using the methods of MM-PBSA and PCA, we analyze the binding free energies for the various
modifications and mutations suggested by recent experiments.
Key Features of EF-Tu and tRNA The first crystal structure of an EF-Tu·GTP·aa-tRNA ternary com-
plex to be solved contained Phe-tRNAPhe from yeast, EF-Tu from Thermus aquaticus, and GDPNP, a non-
hydrolyzable GTP analogue [236]. In addition to other structures of EF-Tu·GTP·Phe-tRNAPhe, the structure
of an all-bacterial ternary complex with T. aquaticus EF-Tu, GDPNP, and E. coli Cys-tRNACys is available
(PDB ID 1B23) [237]. EF-Tu is a three-domain protein composed of an N-terminal GTPase domain and
two OB-folds (Fig. 5.1). In this crystal structure, the contact area between any two of the three domains is
large (995 A˚2 between domains 1 and 2, 612 A˚2 between domains 1 and 3, and 556 A˚2 between domains
2 and 3). The amino acid binding pocket is between domains 1 and 2. The effector loop connecting the
GTP binding pocket to the tRNA acceptor stem is a helix in the EF-Tu GTP form but changes into two beta
strands when EF-Tu moves to its GDP form after GTP hydrolysis.
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Figure 5.1: a) EF-Tu bound to tRNACys (PDB ID 1B23). The GTPase domain 1 (red), the two OB-fold domains 2 and
3 (green and blue), and the effector loop in the helical conformation. b) The E. coli tRNACys cloverleaf diagram shows
locations of the modified bases, nucleotides in contact with EF-Tu (red), and the anticodon (green). The nucleotides
are numbered with the canonical tRNA numbering, but this tRNA does not have nucleotides 17 and 47.
Most of the conserved contacts between tRNA and EF-Tu are formed close to the domain-domain con-
tact regions of EF-Tu (Fig. 5.2). With regard to tRNA structure terminology: since modified bases dihy-
drouridine (D) and thymine (T) are absent from most known archaeal tRNAs [238], we adopt the terms “GG
arm” and “common arm” instead of the “D arm” and “T arm” conventionally used in describing bacterial and
eukaryotic systems. The tRNA acceptor stem and common arm bind along the interface between domain 1
and the other two domains of EF-Tu and form many contacts with domain 3. The tRNA helix composed of
the GG and anticodon arms does not make direct contact with EF-Tu.
Because of its central role in translation, EF-Tu is extremely well conserved across all species as shown
in Figure 5.2. The high degree of conservation in this universally distributed enzyme allowed for its use
along with the paralogous EF-G (EF2 in Archaea and Eucarya) as an outgroup to identify the root of the
universal phylogenetic tree which was then applied to the 16S rRNA tree [13]. It is notable that eukaryal and
archaeal EF1As have diverged significantly from each other while EF-Tus remain remarkably similar within
Bacteria (50% sequence identity). Previously, a lack of sequence and structure information had prevented
an extensive study of EF-Tu/tRNA coevolution. Here we provide evolutionary analyses of both molecules
in order to address questions of the interface design.
The existing ternary complex crystal structures show EF-Tu interacting with tRNA primarily through
backbone contacts. If tRNA sequence differences play a role in binding, they do so through sequence-
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Figure 5.2: Structure of EF-Tu and sequence alignment colored by sequence identity across all three domains of life.
Structure coloring is the same as the T. aquaticus line in the alignment. Blue is most conserved, and red is least
conserved. The alignment shows a subset of sequences from the evolutionary profile constructed with QR cutoff 75%
(See Methods). Residues labeled on the EF-Tu structure are marked by “ * ” in the alignment with the exception of
Glu55 which is blocking the view of Glu56. These residues are universally conserved and contribute substantially to
interface energy shown in Fig. 5.6b. Glu390 is only conserved in Bacteria and is replaced by similarly charged Asp in
Archaea and Eucarya. Other residues important for tRNA binding (Fig. 5.6a) are marked with “ + ”. Other conserved
interface residues are marked with a dot.
dependent changes to the RNA backbone [239]. Working with transcribed tRNAs, Uhlenbeck and co-
workers have shown that the binding affinity of aa-tRNA to EF-Tu is determined by contributions from both
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the charged amino acid and the tRNA sequence. Their findings lead them to hypothesize that the tRNA
sequences for each specificity have been tuned so that the overall binding affinities for various aa-tRNAs
are similar [22]. In their proposed compensation mechanism, tight-binding amino acids are paired with
loose-binding tRNAs and vice versa. In more recent experiments they showed that binding affinity varies
when different tRNA sequences are aminoacylated with the same amino acid [240; 241]. Kinetics studies
reveal global effects of changing the tRNA sequence, but the atomic-level mechanisms can be seen only with
MD simulations. The binding interface can be better understood in terms of the dynamic atomistic details
of the complex. While we use evolutionary analyses to focus primarily on the most conserved regions of
the EF-Tu·aa-tRNACys binding interface, we also examine a tRNACys mutant used to support the tRNA
sequence tuning hypothesis. In addition, although structures of the complex are only known for Bacteria,
our MD studies are complemented by the evolutionary analysis to estimate the universality of our findings.
In particular, certain tRNA nucleotides at the binding interface are found to be conserved among some tRNA
specificities. They may be conserved for tuning EF-Tu binding for their respective aa-tRNAs.
Role of Modified Bases Of known RNA molecules, tRNA has the highest concentration of modified
nucleosides, and it is well known that these bases play important roles in the decoding at the ribosome and
recognition by the aa-tRNA synthetase (AARS). Their role, if any, in tRNA binding to EF-Tu has not been
previously considered, and such an investigation is a major component of our computational study of the
dynamics of tRNACys. Aside from the backbone phosphate of T54, none of the modified nucleotides sit at
the interface to EF-Tu.
An excellent review of the role of modified bases in RNA folding is given by Helm [93]. Cys-tRNACys
from E. coli has eight modified bases of five different types: 4-thiouridine (4su), dihydrouridine, pseu-
douridine (Ψ), 2-methylthio-N6-isopentenyladenosine (Mia), and thymine. 4su at position 8, a bacterial
modification, has been shown to delay growth under near-ultraviolet illumination in E. coli [242]. Due to
lack of aromaticity, D bases at positions 20 and 21, typically found in the tRNA GG loop of Bacteria and
Eucarya, have greater conformational flexibility ensuring that these residues are not part of the GG stem
and exhibit less structural stability when in contact with Mg2+ ions [243]. In previous studies, Ψ has been
shown to stabilize the local structure of RNA through interactions with a bridging water between the base
and RNA backbone phosphates [94; 95]. T54 and Ψ55 in the common loop provide increased structural
stability through tighter base stacking and tertiary contacts to the GG loop [95; 244]. By far the largest base
in this system, hypermodified Mia37 has been shown through NMR studies to be important for opening the
anticodon loop since it disrupts the base pairing that would occur between unmodified A37 and U33 [245].
Recognition of Nonstandard aa-tRNAs The traditional role of EF-Tu involves the transport of all
twenty standard aa-tRNAs to the ribosome, but redundancy in the genetic code can be coopted for the ad-
dition of new amino acids. The genetic code has been expanded in vivo using the translational system,
including EF-Tu, along with a strategy similar to that used by a few organisms in the Methanosarcinales
genus to encode the amber codon as pyrrolysine, the twenty-first amino acid [246]. While EF-Tu can bind
tRNAs aminoacylated with non-natural amino acids, it remains an open question whether EF-Tu can dis-
tinguish between the cognate aa-tRNA pairing and tRNAs that are misacylated with cellular metabolites or
amino acid precursors. It has been shown that Asp-tRNAAsn and Glu-tRNAGln do not successfully deliver
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their amino acids to a growing polypeptide at the ribosome [247; 248], suggesting that discrimination is
possible, but this could be related to the extra negative charge on these particular misacylations. Investi-
gations into the nucleotides and amino acids responsible for the discrimination between Asp-tRNAAsn and
Asn-tRNAAsn in bacteria have recently been performed [249]. An example of misacylation with a D-amino
acid exists in Bacteria and Eucarya. Tyrosyl tRNA-synthetase misacylates tRNATyr with D-Tyr and has
evolved a freestanding editing domain to hydrolyze the ester bond between D-Tyr and tRNATyr [250]. Here
we test whether EF-Tu is able to distinguish between L- and D-amino acids on the tRNA by comparing the
dynamics of EF-Tu bound to D-Cys-tRNACys with those of EF-Tu bound to L-Cys-tRNACys.
In addition to misacylation of tRNAs with metabolites, in some organisms tRNAs are deliberately
aminoacylated with amino acid precursors and then converted to the cognate aa-tRNA pairing in a tRNA-
dependent fashion. For example, in all methanogens, tRNACys can be charged through an indirect mecha-
nism in which O-phosphoserine (Sep) is first loaded onto tRNACys, and then Sep-tRNACys is converted into
Cys-tRNACys by a second enzyme [251; 252]. A phylogenetic study using a combination of sequence and
structure data has shown that both the direct and indirect mechanisms of cysteine aminoacylation are an-
cient and were present at the root of the universal phylogenetic tree [252]. The question now arises whether
Sep-tRNACys is capable of loading Sep onto a growing peptide chain at the ribosome, either in natural or
engineered systems. Since Sep could be a possible target for future protein engineering efforts, we look at
the binding energies of Sep-tRNACys to EF-Tu in bacteria.
Molecular Dynamics Simulations While MD methods have been used to study GTPase proteins and
tRNA separately [253–255], EF-Tu has not previously been simulated. The significant improvements in
the application of MD to RNA have recently been reviewed [102; 256; 257]. MD simulations of tRNA
have been used to study the local dynamics of tRNAAsp base pairs and base triples [258] and patterns of
hydration in a tRNAAsp anticodon hairpin with the modified bases Ψ and 1-methylguanine included [94].
These simulations have been relatively short (< 1 ns) and did not include Mg2+ ions. The presence and
concentration of monovalent and divalent cations have also been shown to play a role in the stability of
tRNA. By shielding the negatively charged RNA backbone phosphates from each other, cations allow the
nucleic acid backbone to form double helices and other more complicated, compact structures. Mg2+ ions
in particular have been shown to stabilize overall tRNA tertiary structure [97] although sometimes they can
cause local destabilization [243]. Identifying Mg2+ binding sites is nontrivial, but recent crystal structures
have shown several sites that are in agreement with Mg2+ placement procedures used in this work and
others [109]. In this study, we examine the effects of different Mg2+ concentrations on the dynamics of
tRNA in the presence and absence of nucleoside modifications.
MM-PBSA (Molecular Mechanics-Poisson Bolzmann Surface Area) is a method developed to calculate
trends in binding free energies from MD trajectories [215; 226; 227; 229]. It has previously been used to
calculate free energies of binding for protein·RNA systems [216] as well as systems containing Mg2+ [228].
MM-PBSA together with entropy estimates from principal components analysis is used here to determine
binding free energies for different EF-Tu·aa-tRNACys systems.
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5.2 Results and Discussion
5.2.1 Evolutionary Analyses of EF-Tu and tRNA
The evolutionary analyses of the sequences and structures of both EF-Tu and tRNA were performed with
tools in the MultiSeq plugin [133] to VMD [104] (see Methods). Evolutionary profiles (EPs) containing
representatives from all three domains of life were generated using the QR algorithm [259] to obtain the
most linearly independent, statistically well balanced sets of sequences that span the evolutionary phase
spaces for EF-Tu and tRNA. In addition, a separate bacterial EP was created in order to determine the
Bacteria-specific elements involved in tRNA recognition.
EF-Tu Interface EF-Tu follows the canonical phylogenetic pattern with the root of the tree occurring
inbetween the bacterial group and the distinct groups of Archaea and Eucarya. The protein also contains
insertions specific to each domain of life. Despite these differences, the GTP-binding pocket and surround-
ing area, which contact the ribosomal sarcin/ricin loop, and most of the tRNA binding interface are well
conserved with large areas of the protein surface conserved across the three domains of life as shown in
Figure 5.2.
On EF-Tu, the tRNA binding interface can be divided into 6 regions: Regions I to IV (residues 50 to
57 and 85 to 92 from domain 1, and residues 224 to 240 and 271 to 302 from domain 2) interact with the
acceptor arm or the amino acid charged onto the tRNA, while regions V and VI (residues 325 to 350 and
residues 375 to 392 from domain 3) interact with the tRNA common arm. These regions are comprised
of a number of highly conserved, acidic or basic residues which interact with the negative tRNA backbone
phosphates. A76 and the cysteine attached to its ribose 3′-hydroxyl interact with a highly conserved pocket
formed by residues Asp227, Glu271, and Asn285. The conserved residues Lys90, Asn91, and Arg300 are
part of a small groove that specifically interacts with the base of G1. Asn91 also contacts the backbone of
G2. The common arm forms contacts with the conserved residue Tyr338 (G52) on domain 3. The Lys376
sidechain stretches out from the bottom of domain 3 to make contact with the C67 phosphate, and Arg389,
while not directly contacting tRNA, is close enough to electrostatically attract the nucleic acid backbone.
There are conserved acidic residues such as Glu56, Asp87, and Asp227 present at the interface to ensure
that the binding affinity of aa-tRNA to the protein is repulsively balanced so that undocking of aa-tRNA
from EF-Tu·GDP at the ribosome occurs at a reasonable rate. The rate of undocking of the aa-tRNA on
the ribosome is 100 times per second [260]. Glu390, which hydrogen bonds with the G63 exocyclic amine,
is conserved across Bacteria, but since it is replaced by similar amino acid Asp in Archaea and Eucarya,
we consider it to be universally conserved. In T. aquaticus, Lys52, which remains hydrophilic in almost all
organisms, and Lys376, which is conserved in Eucarya and Archaea but not in most bacterial sequences,
interact with C74 and C67, respectively.
In addition to the universally conserved recognition elements on EF-Tu, there are bacterial domain
specific recognition elements in contact with tRNA. The conserved bacterial insert corresponding to residues
327 to 331 in T. aquaticus interacts with tRNACys. In Bacteria, conserved EF-Tu interface residues Glu55
(G1), Arg330 (G52), Arg339 (C51), Asp348 (A66), and Glu390 (G63) play an important role in the energetic
recognition of the charged tRNA species (see Local Nonbonded Interaction Energies). Residues Tyr88 (C3),
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Arg274 (C76), His331 (G53), Gln341 (A65), Thr350 (A65), and Gly391 (G64) are also highly conserved but
participate in weaker, hydrogen bonding or hydrophobic interactions. Lys325 is also conserved in Bacteria
and may play a role in interacting with T54 even though they are about 10 A˚ from each other in the crystal
structure.
The GTP-binding pocket of EF-Tu is composed of residues 18 to 26, 60 to 62, 81 to 85, 136 to 139,
and 173 to 177 which are also conserved in all three phylogenetic domains. Aside from GTP binding, a
number of these residues are conserved because they interact with the sarcin/ricin loop on the large subunit
of the ribosome during the accommodation of the new aa-tRNA into the ribosomal A-site. The interdomain
contacts, including some residues from region III, also remain highly conserved. These residues and con-
served residues on the effector loop could be involved in allosteric communication between the GTP-binding
pocket and the tRNA-binding interface due to their close proximity to the tRNA binding regions.
tRNA Interface There are several highly conserved nucleotides on the acceptor and common arms of
tRNAs that participate in binding and interact with highly conserved residues on EF-Tu. The CCA hairpin
is universally conserved in all tRNA molecules and interacts with a highly conserved Asp227, Glu271, and
bacterially conserved Arg274 on the EF-Tu. G1 has at least 75% sequence identity among all isoacceptors
within 17 specificities in Archaea, 15 in Eucarya, and 13 in Bacteria. In most cases where a mutation occurs
at position 1, a correlated mutation is also observed at position 72, maintaining the Watson Crick base pair.
The 5′ phosphate of G1 in tRNACys interacts with a conserved pocket in EF-Tu. The ribose and phosphate
of G1 interact with the universally conserved Lys90 and Asn91, and the highly conserved Arg300. Lys90
and Asn91 are part of a helix in the EF-Tu GTPase domain which forms at the interface of all three protein
domains. In addition, effector loop residue Glu55, which is conserved in Bacteria and Archaea, forms a
hydrogen bond with the amide functional group on G1 and is the only interaction that is base specific in this
region.
On the common arm, G52, G53, and the modified U54 (T54 in Bacteria and Eucarya and 1-methyl-Ψ54
in Archaea) have strong conservation across all tRNA specificities in all three domains of life, however,
G52 has only 65% sequence identity across Bacteria [17; 261]. Conservation of nucleoside modifications is
less clear than conservation of underlying tRNA gene sequence due to scarcity of available modified tRNA
sequences, especially in Archaea. Conserved residues in EF-Tu interact with nucleotides 52-54, and most
of these interactions are hydrogen bonds to the backbone of the common arm. A number of bases in the
common arm (including the universally conserved bases 55, 56, and 58) are also highly conserved in order
to maintain the three-dimensional structure of tRNA by forming tertiary interactions with bases on the loop
of the GG arm. In addition, the conserved base 54 pairs with 58 to form a conserved base pair in the core
of all tRNA molecules. The unconserved base 57 stacks with universal G18 and G19. This region is highly
conserved in structure in all tRNA molecules, and EF-Tu interacts with nearby nucleotides. The modifi-
cations in this region of the tRNA differ between different domains of life (and sometimes specificities),
but the overall effect of these modifications is to stabilize the three-dimensional arrangement of the tRNA.
When the transcribed tRNA molecule is present, this region is floppier causing a slight shift in its contacts
with EF-Tu (see Local Nonbonded Interaction Energies).
The remainder of the interface on the tRNA side (bases 63-67) is variable, even across bacterial tRNACys.
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This is not surprising given the broad range of molecules to which EF-Tu has evolved to bind [240]. The
features common to all tRNA specificities exist at both extremes of the tRNA binding surface: G1 and the
CCA end at one side and the common arm nucleotides 52-54 at the other (Fig. 5.1, 5.2). The only base in the
common arm that engages in significant interactions with EF-Tu is the unconserved G63, which hydrogen
bonds with the conserved Glu390/Asp390.
The interface region between EF-Tu and tRNACys is comprised of a number of conserved residues. Of
the strongly interacting interface residues, more than 85% are conserved in Bacteria and 50% over all three
domains of life. Given the coevolutionary nature of this interface, it is not surprising that these conserved or
coevolving residues dominate the interaction energetics of binding as seen in Figures 5.6 and 5.7.
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Figure 5.3: Sequence entropy and tuning of tRNA sequences. a) The sequence entropy per residue of the full evolu-
tionary profile (all domains of life and all specificities) is plotted. Residues highly conserved across all tRNAs (U8,
A14, G18, G19, U33, G53, U54, U55, C56, A58, and C61) have sequence entropy close to zero. Correlation of the
tRNA sequence to amino acid specificity is measured by the difference in sequence entropy for all tRNAs (shown
in (a)) with sequence entropy for a given specificity (see Methods). Entropy differences are shown for b) tRNACys
and c) tRNAGly. The nucleotides interacting with EF-Tu in the tRNACys system are marked by black lines while the
nucleotide that forms a base pair with one of the nucleotides on the interface is shown by thatched lines. The positions
that are conserved and show tuning for tRNAGly and tRNACys are marked with “ * ”. The bases corresponding to
acceptor stem (AS), GG arm, anticodon arm (AC), and common arm (C) are marked. The CCA hairpin is universally
conserved and not included in the graph. The last position shown corresponds to base 73.
Is the binding affinity of tRNA tuned? It has been proposed that tRNA sequences are tuned so that
the binding affinity of the aa-tRNA remains the same irrespective of the charged amino acid [22]. Since
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the EF-Tu side of the binding interface is so well conserved, if such tuning were present, the nucleotides at
some of the positions on the binding interface might be correlated to the amino acid charged on the tRNA.
The entropy analysis of the full tRNA evolutionary profile (Fig. 5.2.1a) shows that a number of bases in
tRNA are completely conserved, near zero entropy (see Methods). Of these bases, the CCA hairpin (not
shown), G53, and U54 interact with the EF-Tu. In addition to these bases, there are a few bases that are
more conserved in tRNAs belonging to a given specificity. These bases may play a role in tuning the binding
affinity of aa-tRNA to EF-Tu and, possibly, the ribosome.
The aa-tRNAs interact with the ribosome and the aa-tRNA synthetases (AARSs) in addition to interact-
ing with EF-Tu. Each tRNA is unique in that it contains nucleotides which are intrinsic to its amino acid
specificity. These nucleotides are known as identity elements for the AARSs. The elements usually consist
of the anticodon at positions 34, 35, and 36 and base 73, also called the discriminator base. U73 is almost
completely conserved across all tRNACys because it is necessary for recognition by the cysteinyl-tRNA
synthetase [262]. Differences in sequence entropy indicate residues specific to that tRNA (Fig. 5.2.1b).
Since the discriminator base covaries with tRNA specificity, it could also play a role in tuning the affinity
of aa-tRNA with EF-Tu. In addition, chemically similar amino acids often have the same discriminator
base, indicating that this base may allow detuning between similar amino acids charged on the same tRNA
species. The discriminator base shows the highest correlation to amino acid specificity and is conserved in
eleven specificities: A for tRNAAla, tRNAIle, tRNALeu, tRNAMet, tRNAPhe, tRNATyr, and tRNAVal; U for
tRNACys; G for tRNAAsn and tRNAAsp; and A or G (purine) for tRNASer.
Base pairs on the acceptor stem that interact with EF-Tu also show high correlation to amino acid
specificity. Base pair 2·71 is conserved in seven specificities: G·C or C·G in tRNALeu, and tRNAMet; G·C
in tRNAAla, tRNAGln, and tRNAPro; and C·G in tRNAGly (Fig. 5.2.1c), and tRNAThr. Base pair 3·70 is
also conserved in seven specificities: C·G or U·A in tRNAAsn, tRNAAsp, and tRNAThr; G·C or A·U in
tRNAGly, tRNAPro, and tRNATrp; and G·U in tRNAAla. Finally, the common arm base pair 51·63 is highly
conserved in tRNAGly (G·C) (Fig. 5.2.1c), tRNASer (G·C or A·U), tRNAAsp (G·C), and tRNAGlu (G·C) and
shows higher correlation than the average. In general, the stronger binding tRNAs [25] have a larger number
of conserved bases at the binding interface indicating that these base positions could be tuning the binding
affinity of the aa-tRNA to EF-Tu.
5.2.2 Molecular Dynamics Analysis
To investigate the dynamics of the ternary complex, especially at the protein·RNA interface, eleven separate
MD simulations were run under various ionic conditions and states of modification. For reference, each
simulation is named in Table 5.1 and ion conditions are shown in Table 5.2. The first is a control run using
the 1B23 crystal structure including the three crystal Mg2+ ions. Six trajectories were computed with the
system at different Mg2+ concentrations and with modified or unmodified bases. Two simulations examined
tRNACys misacylated with D-Cys and Sep amino acids, and the last two are different variations of the MMC
system. Each simulation was run for 20 ns.
96
Name Ion Nucleobase Charged Extra
Conditions Modification Amino Acid Modification
control crystal modified L-Cys
LUC low
MUC medium unmodified L-Cys
HUC high
LMC low
MMC medium modified L-Cys
HMC high
LUS low unmodified Sep
MMD medium modified D-Cys
MMCC medium Neutral Cys-tRNACys Cys amine
MMCAU medium modified L-Cys A51·U63 mutant
Table 5.1: Abbreviated names for all eleven simulations listed with their specific conditions.
Run Ionic Str Mg2+ Mg2+ Conc. K+ K+ Conc.
(mM·e2) Number (mM) Number (mM)
control 104.21 3 6.45 85 182.61
LUC 118.20 11 23.01 69 144.35
MUC 132.40 18 37.53 55 114.68
HUC 154.50 26 56.18 39 84.27
LMC 120.72 11 23.50 69 147.43
MMC 135.43 18 38.39 55 117.31
HMC 153.89 26 55.96 39 83.94
LUS 122.79 11 23.49 71 151.62
MMD 135.51 18 38.41 55 117.37
MMCC 137.67 18 38.72 56 120.45
MMCAU 135.51 18 38.41 55 117.37
Table 5.2: Ionic conditions for all eleven simulations.
Structural Dynamics
In these simulations, EF-Tu is very stable with an RMSD of 1.4-1.6 A˚ from the crystal structure (data not
shown). Aside from fluctuation in the small, floppy effector loop, there is little protein motion in any of the
simulations. This is expected because the three domains interact extensively with each other while EF-Tu is
in the compact GTP form.
In systems with lower Mg2+ concentrations (control, LUC, LMC) there is generally more structural
motion in the tRNA. It is especially pronounced in the anticodon arm, which lacks coordination with Mg2+
ions that are needed to stabilize the double helix by counteracting the repulsion of backbone phosphates on
either side of the deep groove. In setting up the systems at low Mg2+ concentration, no Mg2+ ions were
placed in the anticodon stem because other regions were more electrostatically favorable. While K+ filled
the role of charge compensation, its lower charge relative to Mg2+ and the transient nature of its primary
solvation shell allowed the anticodon to unravel as shown in Figure 5.4. In the control run, which had only
the two crystallographic Mg2+ ions associated with Cys-tRNACys, the anticodon arm uncoiled, and all of
the base pairs in the anticodon stem eventually broke apart. The uncoiling motions are similar to those
observed in the low frequency modes of the complex calculated using the anisotropic network model [68]
in which the anticodon arm moves relative to the common arm (data not shown).
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Figure 5.4: Comparison of RMSD plots for tRNA in complexes containing modified (right) and unmodified (left)
bases as a function of increasing Mg2+ concentrations. RMSD was calculated for the tRNACys backbone and for
subsections of the tRNACys backbone. For each frame of the trajectory, the set of atoms under consideration was
structurally aligned to the same set from the crystal structure.
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While Mg2+ ions help stabilize the tRNA molecule, they also have a powerful local effect on back-
bone shape and can perturb regions where they have access to two or more phosphates. An abundance of
Mg2+, while holding the sides of the tRNA deep groove together, can produce kinks in the backbone where
phosphates occupy the Mg2+ secondary solvation shell.
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Figure 5.5: Hypermodification maintains anticodon loop conformation in tRNACys. A) Anticodon arm with modified
bases. B) Unmodified anticodon arm showing base·base hydrogen bonds observed in MD simulation. C) Frames from
MD simulation showing these hydrogen bonds.
As expected, throughout all of the simulations the coaxially stacked acceptor and common stems are
very stable since they participate in extensive contacts with EF-Tu as well as harbor multiple Mg2+ binding
sites. At higher Mg2+ concentrations, large-scale motion of the coaxially stacked helices with respect to
each other gives rise to deviations in overall tRNA backbone RMSD. Local perturbations of the GG and
anticodon arms are caused by interactions with specific Mg2+ ions. In HUC, the drastic effect of a single
Mg2+ on bases in the anticodon loop may be due to the absence of the modified base Mia37. In HMC,Mia37
orients its large hydrophobic isopentenyl group towards the loop interior and does not interact directly with
any of the freely diffusing hexahydratedMg2+ ions. The unmodified A37 in HUC exposes an extra hydrogen
bonding partner to the loop interior which interacts with nearby Mg2+. Ions can enter the anticodon loop,
disrupting the U-turn motif involving U33 and A36. As a result, U33 intermittantly hydrogen bonds to A37
before forming a Watson Crick pair with A38 after 15 ns (see Figure 5.5). The appearance of this base pair
shows the importance of Mia37 for maintaining the 7-nucleotide anticodon loop, in agreement with NMR
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experiments [245]. As shown by the NMR data, unmodified A37 produces conformational flexibility in
the anticodon arm allowing extra base pairs to form, and in the most extreme variation, base pairs 32·38
and 33·37 reduce the anticodon loop to the three anticodon nucleotides. Trajectories longer than 20 ns may
discover more base pairing interactions in the anticodon loops of tRNAs with unmodified bases. Also, in
LUC, MUC, and HUC, hydrogen bonds form between U32 and A38, but these interactions do not appear in
the modified systems because the Ψ32 base is flipped with respect to U32.
Relative to unmodified U, modified bases 4su and D do not appear to have a pronounced effect on the
structure and dynamics of the aa-tRNACys. In agreement with previous MD simulations of Ψ in the tRNA
anticodon loop [94], Ψ is seen to coordinate a highly resident water molecule between O4 and a phosphate
oxygen on the same nucleotide. In preliminary simulations using the standard Ψ tautomer, the O4 of Ψ32
quickly made direct contact with the phosphate of A31. Once formed, this contact remained stable and
resulted in the removal of Ψ32 from base stacking contacts with its neighbors in the anticodon loop. This
base stacking disruption then led to the eventual unraveling of the anticodon arm even in high Mg2+ simu-
lations. Previous, 500-ps simulations did not show this interaction [94], but in our simulations the contact
formed after 500 ps. Correct tautomer determination is especially important for MD simulations in which
nucleotides move significantly from their original positions and contact partners. In our modified systems,
stable base stacking was achieved by switching Ψ32 to a different tautomer in which a proton is moved
from N3 to O4 where it hydrogen bonds with the ribose 4′-oxygen (See Methods). It has been suggested
previously that U may take different tautomeric states depending on its biophysical context [263]. While
the energy states of isolated tautomers have been determined for the standard bases, similar calculations for
the different tautomers of modified bases in various environments still need to be performed. As both Ψ39
and Ψ55 maintained their initial contacts during the preliminary simulations, they were kept in the standard
tautomer state. Unlike Ψ32 which is part of a loop, Ψ39 is base paired to A31, and Ψ55 participates in
a U-turn with A58. T54 and Ψ55 help stabilize the common loop which leads to a change in the binding
interface with tighter binding to T54 and looser binding to C51.
Local Nonbonded Interaction Energies
The local nonbonded interaction energies between EF-Tu and Cys-tRNACys in each of the simulations were
calculated to ascertain the molecular details of their recognition and to determine whether modified bases
and ionic concentrations affect the interface contacts. VdW and Coulombic energies were calculated with a
cutoff of 21 A˚ to focus on the binding interface. The cutoff allowed both sides of the acceptor stem and the
common arm to be completely included. Since both molecules have a net negative charge, increasing the
cutoff distance results in repulsive electrostatic energies as seen in the complete free energy analysis (see
MM-PBSA), but trends in the importance of specific contacts remain the same.
As seen in Figure 5.6a there are almost as many significant repulsive as attractive interactions at the
interface between the aa-tRNACys and EF-Tu though the attractive interactions dominate. Attraction be-
tween EF-Tu and aa-tRNACys is mediated almost entirely by positively charged amino acids making direct
contact with negatively charged phosphates along the tRNA backbone. Repulsion is accomplished by nega-
tively charged EF-Tu residues positioned towards the tRNA backbone, but the interactions are more diffuse,
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Figure 5.6: a) Mean local nonbonded interaction energies of EF-Tu residues with Cys-tRNACys averaged over the last
16 ns sampled every 20 ps. b) the same energies multiplied by sequence identity across all three domains of life. Only
the strongest interactions are labeled.
less specific, and less powerful than the attractive contacts. With the exception of Asp227, all residues re-
sponsible for repulsive interactions occur near extremely attractive residues providing a counteraction that
fine-tunes the binding between the two molecules. Without such “negative” design, the balance between
docking and undocking would be skewed towards the former, requiring a more drastic release mechanism
upon GTP hydrolysis.
As previously discussed, many amino acids at the EF-Tu·aa-tRNA interface are well conserved across
all three domains of life (See Evolutionary Analyses of EF-Tu and tRNA). Aside from Lys52 and Lys376,
residues labeled in Figure 5.6a are conserved across Bacteria. It is notable that while there are significant
contributions to the interface energy in the system studied, only about half are strongly conserved across all
three domains of life (Fig. 5.6b). Glu390 conservation has been added as a dashed line to Glu390/Asp390
because in Archaea and Eucarya the amino acid changes to Asp so the contacts and interaction energy
should be conserved. Although Glu390 forms a hydrogen bond with the exocyclic base amine of G63, the
contact appears repulsive because Glu390 is being held in the shallow groove between nearby phosphates.
With a shorter electrostatic cutoff distance, the attractive energy of this and other hydrogen bonds would
be apparent. This nonbonded energy analysis emphasizes the strong electrostatic interactions, but there are
previously mentioned, conserved, uncharged amino acids at the interface forming hydrogen bonds or hy-
drophobic contacts with tRNACys. In some cases, Eucarya and Archaea have residues in the corresponding
regions that could be interacting with the tRNA in a different fashion. For example, Arg339 is often replaced
by Ala, Ser, and Thr in Archaea and Eucarya, and these residues could interact with phosphates in the tRNA
backbone.
Figure 5.7a shows tRNACys nucleotides with strong nonbonded interactions to EF-Tu. The EF-Tu bind-
ing interface is highly conserved at the two extremes of the bound double helix: G1·C72 and the CCA end
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Figure 5.7: a) Mean local nonbonded interaction energies of tRNA nucleotides with EF-Tu. Averaging is the same as
in Figure 5.6a. b) The same energies multiplied by sequence identity across all three domains of life and all tRNA
specificities. Since nucleotides 17 and 47 are absent from this tRNA, values at those positions have been set to 0.
The “x” at nucleotide 76 shows the interaction energy of A76 and the charged Cys together against EF-Tu. Since
the second graph applies to all tRNA specificies, they do not share a common charged amino acid, and the “x” is not
included.
on the acceptor arm, and nucleotides 52 to 54 on the common arm (Fig. 5.7b). G1 makes contact with
Lys90 and Arg300, and Asp227 sits between G1 and the CCA end, but there are no other strong interactions
between conserved elements of each molecule. Nucleotides 63-67 are highly variable even across bacterial
tRNACys, so this attractive region mostly disappears when the interaction energy data is scaled by sequence
identity. As discussed previously, nucleotides in the base pair 51·63 are conserved in some specificities.
Both appear in Figure 5.7a, but the proximity of bacterially conserved Arg339 to the phosphate of C51
creates a much stronger attraction than that between EF-Tu and G63.
There is a difference in interface contacts between runs with modified or unmodified bases due to
changes in interactions of C51 and T54 with domain 3 of EF-Tu. In the common loop, bases T54 and
Ψ55 show less motion than the unmodified U54 and U55 because of steric hindrance provided by the T54
methyl group and a resident water bridging the Ψ55 base to its phosphate and/or the T54 phosphate. The
additional stability of the common loop with modified bases results in a tighter interaction between the T54
phosphate and His331. As a result, Arg339 associates less frequently with the ribose 2′-hydroxyls of C50
and C51. With unmodified bases, the common arm rocks away from His331 and towards Arg339. The
different contacts with unmodified tRNA produce an overall less attractive nonbonded interaction energy at
the interface.
A comparison of interface residue conformations revealed that although the RMSD of the protein back-
bone is small over the entire protein, the sidechains of Glu55 and His331 did not maintain their original
contacts to the tRNA. Glu55 moved away from the G1 exocyclic amine and became completely hydrated,
and His331 flipped its ring to form a hydrogen bond with the phosphate of T54. The motion of these
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sidechains indicates a possible discrepancy between the local electrostatic environment in the simulations
and that in the crystal structure. A variation of the MMC simulation was run in which the Glu55 sidechain
was protonated and the His331 proton was moved from the δ to the  nitrogen. The tautomeric state of neu-
tral His331 does not appreciably affect the longterm interface interactions. Neutralization of Glu55 causes a
number of nearby contacts present in the crystal structure to be lost suggesting that the conventional proto-
nation state is correct. The close association of Glu55 to G1·C72 in the crystal structure may be an artifact
of high salt conditions screening repulsive interactions between Glu55 and the tRNA backbone phosphates.
Motion near Glu55 may also be due to steric clashes between Thr232 and C75 in the crystal structure which
were resolved upon minimization.
The proposed peptide transferase reaction on the ribosome requires the deprotonation of the amine on
the amino acid [264]. To examine whether the amine would be deprotonated in the ternary complex, we
ran simulation MMCC in which the amine on the cysteine of Cys-tRNACys was neutralized. In the other
runs, cysteine accounted for approximately 20% of the local nonbonded interaction energy, but the neutral
cysteine accounted for only 4% of this binding energy indicating that the protonated form of cysteine is
more stable inside the EF-Tu (data not shown).
Misacylation with O-phosphoserine and D-cysteine
To determine the degree to which EF-Tu participates in proofreading and would allow the incorporation of
nonstandard amino acids into nascent protein chains, simulations with Sep (LUS) and D-Cys (MMD) were
run. Sep-tRNA synthetase is known to load O-phosphoserine onto tRNACys in many methanogenic Archaea.
This enzyme, along with EF-Tu, could be used to accommodate Sep-tRNACys into the ribosome so that
phosphorylated serine is added to signalling proteins. D-amino acids could also possibly be incorporated
into proteins through protein engineering. This would allow the creation of novel protein structures, like
left-handed α-helices, because of the opposite chirality of D-amino acids.
In the system comparable to the wild type ternary complex with L-Cys-tRNACys, MMC shown in Fig-
ure 5.8a, Glu226 attracts the L-Cys sulfur while the sidechain of Asn285 and the backbone carboxyl groups
of Met272, His273, Asn285, and Val286 attract the positively charged L-Cys backbone amine. Arg274,
near the L-Cys backbone carboxyl, provides by far the largest repulsive interaction due to its positive charge
and proximity to the backbone amine. L-Cys is also attracted to other, more distant, negatively charged
residues: Glu69, Asp227, Glu271, and Asp284. While all of these residues except His273 are conserved
across Bacteria, most are universally conserved across all three domains of life: Asp227, Met272, Glu271,
Asp284, Asn285, and Val286 (Ile in Archaea). His273 is conserved in Archaea and Eucarya but is typically
Phe in Bacteria.
When tRNACys is misacylated with D-Cys, most of the interaction partners of the amino acid with
EF-Tu remain the same (Fig. 5.8b). The change in stereochemistry shifts some of the contacts so that
the specific interactions are different: the thiol moves closer to Glu226, Arg274 makes contact with the
thiol which pulls Arg274 closer to the backbone amine, and the backbone amine is positioned away from
His273. The largest energy changes are a stronger attractive interaction of Glu226 with the D-Cys backbone
amine, a stronger repulsive interaction between Arg274 and the backbone amine, and the disappearance of
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Figure 5.8: a) Mean local nonbonded interaction energies of EF-Tu residues with the amino acid carried by tRNACys
for a) MMC (L-Cys), b) MMD (D-Cys), and c) LUS (Sep). Averaging is the same as in Figure 5.6a.
interaction with His273. At the beginning of the 20-ns trajectory, contacts with Met272 are also absent, but
after 7 ns of simulation the backbone amine of D-Cys is in a favorable position to form a hydrogen bond
with the backbone of residue Met272. Through hydrogen bonds to the D-Cys thiol, bacterially conserved
His67 contributes a new attractive interaction although it is weaker than the others mentioned. While His67
hydrogen bonds with Glu226 in both L-Cys and D-Cys systems, the His ring is oriented with a face toward
L-Cys so no hydrogen bonds form. In addition, the sidechain of Arg274 forms a hydrogen bond with the
ribose of A76. Because of the D-Cys sidechain conformation, Arg274 also lies across D-Cys to associate
much more closely with the sulfur. This close contact results in the higher electrostatic repulsion noted
above as well as more attractive VdW interactions. The overall structural effect is that the amino acid
binding pocket is more compact about D-Cys. The conformational difference in EF-Tu caused by binding
D-Cys also changes the interactions with the tRNA CCA end, allowing tighter contacts between tRNACys
and EF-Tu. This, in turn, helps stabilize the entire binding interface resulting in more attractive VdW and
nonpolar solvation energies for MMD than for MMC (Table 5.4, see MM-PBSA).
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With Sep, shown in Figure 5.8c, the difference in local contacts is much more drastic. The only similar
interaction partner is with Asn285, which attracts the Sep backbone amine although less strongly than it does
with L-Cys. Because of the -2 charge on the Sep phosphate, Glu226 and Asp227 provide repulsive contacts,
as opposed to their attractive roles with L-Cys. As with D-Cys, Arg274 interacts with the Sep sidechain as
well as the A76 phosphate, but the negative charge on the Sep phosphate overwhelms any repulsion from
its backbone amine. As a result, Arg274 has the most attractive interaction with Sep. Universally conserved
Asp51 and Asp81 provide repulsive interactions despite not making direct contact with Sep. Lys45 and
Lys52, neither of which is highly conserved across Bacteria, are also strongly attractive although they do
not contact Sep directly. With regard to structural changes in the amino acid binding pocket, Arg274 closes
the pocket as it does with D-Cys, but Glu226 is repelled by the negative Sep causing the side of the binding
pocket to open slightly. This is reflected in somewhat more attractive VdW energies for LUS than for MMC
(Table 5.4).
Mg2+ and K+ Residence Times and Probabilities
As the ternary complex has an overall charge of -87, it attracts a cloud of counterions. The cation cloud is
not uniform because the shape of tRNA concentrates negative charge and the associated counterions in the
junction of the common and GG arms. Most ions diffuse about fairly rapidly while a few remain in specific
positions for significant timespans (Fig. 5.9a and b). These resident ions affect the structure and electrostatic
field of the ternary complex, especially the aa-tRNACys.
An ion residency site was defined as a location from which a specific ion moved no further than 3 A˚
for a continuous timespan of at least 2 ns. In the case of Mg2+, most of the sites containing highly resident
ions correspond to locations of crystallographic Mg2+ either in this system or seen in other tRNA crystal
structures. In the system setup, the electrostatic potential placed hydrated counterions near these positions,
and they move only less than 3 A˚ from them during the simulation. Residency sites for more mobile Mg2+
ions are located in the common loop as well as the deep grooves of the tRNACys. K+ atoms are found near
the GG loop, in the common stem, associated with the phosphates on the bound GTP, and near the effector
loop (Fig. 5.9b). K+ ions also have a coordination number of 6, but water exchange happens quickly enough
(4·1012 s−1 as opposed to 2·106 s−1 for Mg2+ [101]) that K+ and its first solvation shell do not hold together
and diffuse as one unit like hexahydrated Mg2+ does. As a result, the residency time of K+ tends to be less
than that of Mg2+ in the same region.
Although K+ ions only have long residency times under the effector loop and near the GTP, the ion
probability density or occupancy maps reveal the presence of both K+ and Mg2+ throughout the tRNA
deep groove (data not shown). When the ratio of K+ to Mg2+ changes, there is a corresponding shift of
the ions in the deep groove occupancy sites, especially in the acceptor stem and the anticodon arm. At
low Mg2+ concentration, K+ ions replace Mg2+ ions almost entirely in the acceptor stem and anticodon
arm (Fig. 5.9c), while the opposite is true in systems with high Mg2+ concentration (Fig. 5.9d). There are
relatively subtle changes in ion occupancy patterns between systems with modified vs. unmodified bases. In
all systems there are 5% probability density regions for Mg2+ ions near the GG loop D20/U20 and D21/U21
as well as the common loop T54/U54 and Ψ55/U55. There are no Mg2+ 5% probability densities in the
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Figure 5.9: Residence of a) Mg2+ and b) K+ ions in MMC. Spheres mark starting locations from which an ion moved
no further than 3 A˚ within a given period of time: red (2-4 ns), green (4-8 ns), blue (> 8 ns). Overlapping spheres show
residency sites that are the result of non-overlapping time windows. Occupancy of Mg2+ (red) and K+ (blue) is shown
in c) LMC and d) HMC. The surfaces enclose volume elements occupied by ions for 5% of the trajectory.
anticodon loops of LUC and LMC (Fig. 5.9c). Mg2+ densities are present in the anticodon arm for systems
with medium and high Mg2+ concentrations (Fig. 5.9d), but they are closer to A37 in MUC and HUC than
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they are to the corresponding Mia37 in MMC and HMC. A37 interacts more with Mg2+ ions than Mia37
as discussed in the Structural Dynamics section. Crystal structures of tRNA bound to spermine (PDB IDs
1EVV, 1TN2, 2TRA) show an overlap in position between spermine and resident Mg2+ in the common loop
as well as general agreement between the three spermine binding sites and ion occupancy sites.
a b
Figure 5.10: Electrostatic isosurfaces generated by APBS and averaged over the last 5 ns of their respective trajectories.
a)± 1kBT/e isosurfaces for a run with EF-Tu·GTP. b)± 2kBT/e isosurfaces for a run with tRNACys. The white circle
shows the positive region that corresponds to the circled negative region in (a).
Electrostatic potential is an important long-distance molecular recognition mechanism used to aid the
docking of complexes such as EF-Tu·GTP·aa-tRNA. Previously, the -1 kBT/e isosurface obtained from
a crystal structure was shown to entirely envelop the tRNA due to the extreme electronegativity of the
molecule [265]. However, this picture ignored the contribution of highly resident positive ions to the lo-
cal charge density around tRNA. As expected, the electrostatic potential map of tRNACys is predominantly
negative, but the deep grooves harbor positive regions where Mg2+ and K+ ions interact with the negative
phosphate charges (Fig. 5.10). Time averaging of the system with the associated cations produces isosur-
faces with more convolutions and structure than those produced from a single frame. With ions included,
a small, positive region appears between the 5′ and 3′ ends of the tRNA. This area docks to the negative
region on the EF-Tu where Glu226 and Asp227 are located. Thus, the electrostatic potential provides a
long-distance discrimination mechanism for the correct aa-tRNA orientation. Specifically, the bacterial con-
servation of both Glu226 and Asp227 may be necessary to insure that the CCA end docks to the left of the
positive region and does not insert further into the EF-Tu structure.
MM-PBSA
Average binding free energies for many of the ternary complex simulations were calculated using the MM-
PBSA method over the last 5 ns of the trajectories. A detailed breakdown of contributions to binding energy
for MMC can be found in Table 5.3. MMC is taken as a reference because its modified bases and Mg2+
concentration set this system closest to physiological conditions [100]. The MM-PBSA binding free ener-
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MMC Complex EF-Tu tRNA Difference
〈EVdW〉 -1714.51 -1827.27 244.67 -131.91
(1.79) (1.29) (1.15) (0.35)
〈Eelec〉 -101272.26 -66810.25 -37890.85 3428.85
(8.40) (3.55) (6.68) (3.39)
〈Gpolar〉 -29448.89 -4568.79 -21553.33 -3326.77
(8.47) (3.18) (6.04) (3.76)
〈Eelec + Gpolar〉 -130721.15 -71379.04 -59444.18 102.07
(6.31) (1.74) (5.46) (1.33)
〈Gnonpolar〉 151.93 96.73 73.59 -18.39
(0.06) (0.04) (0.04) (0.02)
-TS -1126.80 -846.30 -314.50 34.00
〈Gbinding〉 -119677.65 -65981.92 -53681.50 -14.23
(7.24) (3.31) (5.78) (1.27)
Table 5.3: Detailed MM-PBSA binding free energy values for MMC. The 95% confidence interval range for each
value is ± the number shown below in parentheses.
gies provide a useful link to experimental results and help determine the relative importance of the various
physical terms included in the final free energy values. VdW and electrostatics terms are nonbonded inter-
action energies calculated easily from the CHARMM27 force field. The polar solvation term, analogous
to the Born solvation energy of an ion, is the free energy required to move a molecule from a medium
with the same dielectric as the molecular interior into water. Nonpolar solvation free energy is the energy
needed to create a water cavity in which to place the molecule. It is directly related to the molecule’s surface
area. Entropies for the molecules were calculated according to the Schlitter formula [218] using principal
components analysis over the MD trajectories (see Methods).
The factors leading to stabilization of the ternary complex are relatively consistent across the different
simulations (Table 5.4). For example, all terms between simulations MMC and MMD are comparable with
the exception of 〈∆EVdW〉 which is more attractive for MMD. The two systems differ only by the chirality
of the charged Cys. The different orientation of D-Cys within the amino acid binding pocket produces
compensating electrostatic contacts such that the electrostatic and polar solvation terms are comparable
between MMD and MMC (see Misacylation with O-phosphoserine and D-cysteine and Fig. 5.8). But, the
pocket encloses D-Cys more tightly, resulting in a more stable complex.
Comparisons of free energies for LMC, MMC, and HMC reveal a destabilizing trend due almost entirely
to changes in 〈∆EVdW〉 as Mg2+ concentration increases. As hexahydrated Mg2+ ions move into the accep-
tor stem and common arm deep grooves, the tRNA constricts around them causing it to pull slightly away
from the EF-Tu binding interface. This is also reflected in 〈∆Eelec〉 which is counteracted by compensating
〈∆Gpolar〉. A similar trend does not appear in the systems with unmodified bases due in part to the large
entropy difference in MUC discussed below.
A difference in binding free energy between systems with modified and unmodified bases is most evident
when comparing MMC and MUC, but this does not generalize to LUC and HUC. The VdW and Coulombic
terms compensate for each other such that the main difference between MMC and MUC is the reduction
in entropy when unmodified bases are used. MUC has by far the least entropy difference, which required
further explanation. The entropies were calculated with Schlitter’s formula [218] using the principal com-
ponents analysis of the MD trajectory (see Methods). The motion from the three most dominant principal
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Figure 5.11: The ternary complex colored by mean squared deviation corresponding to the first principal component
for MMC. Regions with little motion are shown in blue, and those with the highest motion are shown in red. The color
scales are different for protein (0-0.5A˚2) and tRNA (0-3A˚2).
components, which influence the entropy values the most, showed highly correlated motion between the
anticodon arm and EF-Tu residues in the effector loop and at the interface of the complex for all the runs.
Figure 5.11 shows EF-Tu and Cys-tRNACys fromMMC colored by mean squared deviation according to the
first principal component. Anticodon motion is readily apparent as are regions of the EF-Tu responsible for
communication across the protein·tRNA interface. Contributions from the first three principal components
for MMC and MUC are shown in Figure 5.12.
The motion from the lowest principal component accounts for more than half of the covariance data
in each of the runs except for MUC where it explains only ∼40% of the covariance in the motion of the
backbone atoms (Fig. 5.13). This could explain why MUC showed the greatest deviation from the average
-T∆S values. We examined the entropic contribution in all the simulations without the tRNA anticodon arm
included to determine whether this motion was responsible for the discrepency. Without the anticodon arm, -
T∆S for MMC is 25.2 kcal/mol, for MUC is almost the same at 25.6 kcal/mol, and for the rest of the runs lies
within 25.2-27.5 kcal/mol. The entropies calculated on the full tRNA may be taking into account spurious
correlations between fluctuations of the anticodon and EF-Tu. The binding entropy values measured using
this approach are large in comparison to the experimentally measured value of ∼10 kcal/mol [266], but they
are similar in magnitude to protein·RNA binding entropies reported in other computational studies [215].
It is worthwhile to compare MMC, the system with physiological conditions, to HUC, which has con-
ditions similar to typical in vitro experiments. Both have similar binding free energies, so two system
changes, modified vs. unmodified bases and medium vs. high Mg2+ concentration, result in small changes
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Figure 5.12: The RMSD per residue for the first three principal components are shown for MMC and MUC. Regions
with high RMSD are coupled together in each principal component.
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Figure 5.13: The percentage of variance in motion due to the first 10 principal components.
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to 〈∆Gbinding〉. This masks an underlying change in the EF-Tu·Cys-tRNACys interface. In HUC, the contact
gained between C51 and Arg339 results in a tighter VdW interaction but loss of the contact between His331
and the U55 phosphate creates a more repulsive electrostatic interaction (see Local Nonbonded Interaction
Energies). Since these charged groups are now more free to interact with solvent, the polar solvation term
becomes more attractive, nullifying the difference in electrostatic interaction.
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Figure 5.14: The RMSD per residue for the first principal component is shown for LUS and LUC. LUS shows more
motion than LUC which reflects a less stable complex.
As discussed earlier, the effect of misacylating tRNACys with D-Cys is to increase the VdW attraction
producing a more stable complex. It is still an open question whether the D-Cys with its different orientation
could successfully dock into the amino acid binding pocket in the first place or whether there would be a
steric clash which would not allow this complex to form. In contrast, misacylation with Sep produced the
complex with by far the least stable binding free energy. In LUS, 〈∆Gpolar〉 does not counteract 〈∆Eelec〉
to the same extent as in the other cases because the extra -2 charge is buried in the amino acid binding
pocket and not fully exposed to solvent. The lower stability of this complex is also manifested in the higher
amplitude of motion due to principal component 1 in LUS as compared to LUC, especially in the regions of
the acceptor and common arms close to the interface (Fig. 5.14). Although local interactions with Arg274
are attractive (Fig. 5.8c), the extra -2 charge on Sep creates an unfavorably high electrostatic repulsion
with the rest of the protein. From the free energy analysis, Sep-tRNACys appears unlikely to be bound by
EF-Tu for transport to the ribosome. This holds for natural systems, such as Methanosarcinales species
which use Sep-tRNACys as an intermediate in the production of Cys-tRNACys. Also, in order to engineer a
translation system that can incorporate Sep into growing polypeptides, the EF-Tu binding pocket will need
to be mutated, possibly requiring the creation of a Sep-specific EF-Tu analogous to SelB, the selenocysteine-
specific elongation factor. There is, however, the possibility that cations associated with the Sep phosphate
could be present in the amino acid binding pocket stabilizing Sep binding.
Evolutionary analysis showed significant conservation of the interface base pair C51·G63 for some
tRNA specificities (see Evolutionary Analyses of EF-Tu and tRNA). This base pair may be used to tune
the binding of aa-tRNA to EF-Tu. The exocyclic base amine of G63 typically forms a hydrogen bond with
the Glu390 sidechain, and this interaction disappears with U63. To study the importance of this base pair on
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binding free energy, MMCAU was run with C51·G63 replaced by A51·U63. The effect of this double muta-
tion on binding affinities has been studied for T. thermophilus EF-Tu and unmodified E. coli tRNALeu [241].
Experimentally, ∆∆Gbinding of 1.4 kcal/mol was seen between the standard tRNA and the double mutant.
Here, the trend remains the same, but the difference between MMC and MMCAU is larger. In the simula-
tion, EF-Tu pulls back from the Cys-tRNACys as Glu390 is repelled by tRNA backbone phosphates. This
creates an opening in the interface exposing more of the complex to solvent as seen in the larger nonpolar
solvation term. Since water surrounds the area near Glu390, nearby residues Arg330, His331, and Arg393
are solvated, disrupting interactions with one another. This can be seen in the corresponding weakening
of 〈Eelec〉 and strengthening of 〈Gpolar〉 for EF-Tu, but these two changes cancel each other out in the fi-
nal analysis. The primary contribution to the binding free energy difference between MMCAU and MMC
comes from 〈∆EVdW〉 which shows the wild type complex to be more stable when the G63 exocyclic base
amine provides a hydrogen bond donor to Glu390 which is missing in U63. This effect comes mostly from
the weakened interface VdW attraction due to Glu390 and the surrounding EF-Tu residues separating from
Cys-tRNACys.
Despite choosing the interior dielectric to place the binding free energy of MMC near physiological
values, the spectrum of binding free energies appears exaggerated. If separate trajectories had been cre-
ated for lone EF-Tu and aa-tRNACys molecules, the adaptation energy of forming the complex could have
been taken into account. As reported by Kollman and co-workers, binding free energies calculated solely
from trajectories of a complex are more favorable than those that use separate trajectories for the unbound
molecules [216]. This is because the bound molecules are already in conformations favorable to the state
of the complex so the reorganization energy associated with conformational changes required to move from
unbound to bound structures is ignored.
5.3 Conclusion
The dynamics and energetics of EF-Tu·aa-tRNA binding depend on many factors, such as the amino acids
and nucleotides present at the binding interface, cation concentrations, modified tRNA nucleosides, and the
particular amino acid with which the tRNA is charged. Our extensive evolutionary and energetic analyses
revealed evolutionarily conserved features important for EF-Tu·aa-tRNA binding (Fig. 5.6, 5.7). Highly
conserved, charged EF-Tu residues interact with nucleotides at both ends of the coaxially stacked acceptor
and common arm domain, and these nucleotides are well conserved across different tRNA specificities. The
discriminator base as well as base pairs 2·71, 3·70, and 51·63 show correlation with tRNA specificity for
several cases and may be responsible for tuning the EF-Tu·tRNA binding interface energies (Fig. 5.2.1).
Many in vitro experiments with tRNA use extremely high Mg2+ concentrations and transcribed tRNA.
The MD simulations here showed that both of these conditions can affect tRNA structure, dynamics, and
binding to EF-Tu. Higher Mg2+ concentrations stabilize tRNACys structure but destabilize EF-Tu·aa-
tRNACys binding in systems with modified bases. Modified nucleosides are important for tRNA structural
stability; for example, the 7-nucleotide anticodon loop is kept open by Mia37 which is also less attractive to
Mg2+ ions than A37. Modified bases T54 and Ψ55 cause a shift in contacts at the EF-Tu binding interface
relative to the transcribed system.
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LUS MMCAU HMC MMC HUC LMC MMD MUC
〈∆EVdW〉 -136.93 -121.20 -126.36 -131.91 -134.61 -138.60 -141.85 -142.30
(0.31) (0.34) (0.29) (0.35) (0.35) (0.31) (0.34) (0.33)
〈∆Eelec〉 3822.72 3701.69 3470.30 3428.85 3647.85 3416.21 3469.12 3604.61
(3.44) (4.09) (3.26) (3.39) (2.77) (2.87) (3.85) (3.06)
〈∆Gpolar〉 -3674.53 -3597.38 -3366.62 -3326.77 -3543.96 -3310.34 -3368.37 -3494.03
(3.33) (4.23) (3.40) (3.76) (3.01) (3.00) (4.13) (3.16)
〈∆Eelec +∆Gpolar〉 148.19 104.31 103.69 102.07 103.89 105.87 100.75 110.58
(1.41) (1.27) (1.28) (1.33) (1.22) (1.26) (4.13) (1.28)
〈∆Gnonpolar〉 -18.76 -17.61 -18.28 -18.39 -18.33 -17.92 -18.86 -18.38
(0.02) (0.03) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02)
-T∆S 33.20 34.50 33.50 34.00 33.50 34.20 34.70 23.50
〈∆Gbinding〉 25.70 0.01 -7.46 -14.23 -15.54 -16.45 -25.27 -26.60
(1.36) (1.22) (1.25) (1.27) (1.19) (1.23) (1.23) (1.25)
Table 5.4: MM-PBSA free energy differences in kcal/mol. The 95% confidence interval range for each value is ± the
number shown below in parentheses. Standard deviations for the 〈∆Gbinding〉 were all 27-32 kcal/mol.
EF-Tu binding to misacylated tRNACys appears energetically feasible for D-cysteine but infeasible for
O-phosphoserine due mainly to its high negative charge (Table 5.4). Protonation of Sep may improve its
binding energy, but to date only amino acid precursors or unnatural amino acids with large, neutral or
positive functional groups have been successfully introduced into the genetic code using the cellular transla-
tional machinery. Our two misacylation simulations support the hypothesis that EF-Tu discriminates against
tRNAs misacylated with amino acids carrying extra negative charge while same charge misacylations are
readily accepted.
Trends shown in MM-PBSA analyses of the ternary complex obtained from averages over 20-ns MD
simulations and the observed structural variations in them are consistent with previously reported experimen-
tal results. Our study provides detailed mechanisms for: fluctuations in anticodon loop base pair formation
with unmodified A37, lower binding free energy for tRNA A51·U63 mutants, and destabilization of tRNA
structure at low Mg2+ concentration. Longer simulations may reveal more base pairing in the anticodon
loops of unmodified tRNAs. Calculation of ion residency times should also improve with much longer sim-
ulation times that allow the unbound ions to achieve ergodicity. While the energetic components observed in
the MM-PBSA study help to elucidate the underlying phenomena responsible for the free energy difference,
the entropy obtained when the full tRNA is included seem to be too large.
The combination of evolutionary analyses and MD focused this study on important aspects of EF-Tu·aa-
tRNA binding that have been maintained since the last universal common ancestral state as well as features
of the binding interface common to all three domains of life. Evolutionary analysis of the binding inter-
face suggests ways to understand mechanisms for aa-tRNA discrimination. The evolutionary interpretation
predicts changes in binding free energy with the mutation of nucleotide 73 in Cys-tRNACys as well as base
pairs 2·71 and 3·70 in Gly-tRNAGly (Fig. 5.2.1) in addition to the modifications of 51·63 already studied.
5.4 Methods
Bioinformatics
EF-Tu/EF1A sequences were obtained through a BLAST [178] search against SWISS-PROT [267] and
the National Center for Biotechnology Information [179] databases, and structures were retrieved from the
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Protein Data Bank [268]. The 338 sequences obtained using BLAST were aligned with ClustalW [129] and
improved manually. All of the above procedures were carried out using MultiSeq [133].
EPs are statistically well balanced profiles that span the evolutionary space of a given set of sequences
and can be derived using the sequence-based [259] or structure-based [269] QR factorization. These algo-
rithms perform multidimensional QR factorization of a multiple sequence or structure alignment and order
the sequences according to increasing linear dependence, which corresponds to redundancy in the alignment.
As EF-Tu/EF1A is highly conserved, sequence QR was used to obtain an EP with 18 sequences representing
all three domains of life: 3 bacteria, 9 archaea, and 6 eukaryotes. The most diverse sequences are shown in
Figure 5.2, but the conservation coloring is based on the entire set. This EP was generated using a sequence
identity cutoff of 75% and seeded with the T. aquaticus, Sulfolobus solfataricus, and Saccharomyces cere-
visiae, for which structures are available. Another EP with five sequences representing only Bacteria was
derived using a sequence identity cutoff of 75% and seeded with T. aquaticus so that the structure could be
colored by sequence identity.
Sequences from all twenty tRNA specificities were obtained from the tRNA Compilation 2000 [17],
the Integrated Microbial Genome database at the Joint Genome Institute [18], and the Genomic tRNA
database [19]. These were separated by domain of life and anticodon, and each group was aligned us-
ing ClustalW [129] and improved manually. Because tRNA is short and difficult to correctly identify in
genomic data, a list of universally conserved bases was established as quality control and used to remove
sequences which were not tRNA or were initiator or mitochondrial tRNA. These bases are G18, G19, U33,
G53, U54, U55, and C56. Further, only complete sequences were considered, complete indicating that the
ends of the tRNA were intact and no deletions or additions were present in the sequence except in the vari-
able regions in the GG arm and the variable loop. Introns were excised based on comparison to the rest of
the sequences in the group and the tRNA Compilation 2000 sequences, which already had introns removed.
Using the standalone program seqqr 1, all tRNA EPs were constructed at a QR cutoff of 85% using norm
order = 3 and gap penalty = 0.5 with the E. coli, Haloferax volcanii, or S. cerevisiae sequence of each tRNA
specificity being used to seed the profile. These organisms were chosen because the tRNA Compilation 2000
database contains sequences with modified nucleosides for all tRNAs within these organisms. Consensus
sequences were created from these EPs and aligned together to create a list of highly conserved nucleotides
within each isoacceptor of each specificity for each domain of life.
Sequence Entropy
The amount of sequence variablity for a particular column (i) of the alignment is measured by sequence
entropy (Si) which is expressed as Si = −
∑4
j=1 Pij lnPij , where Pij is the probability of finding nucleotide
j in column i in the alignment. Pij is measured using the expression: Pij =
Nij
Nseq
, where Nij is the number
of sequences with nucleotide i in column j in the alignment, and Nseq is the number of sequences in the
alignment. Conserved columns and columns dominated by gaps (such as insertions in the GG loop and
variable arm of tRNA) have low sequence entropy while variable columns have high entropy. If sequence
tuning occurs in tRNA, nucleotides important for tuning may be conserved within a single specificity across
1http://www.scs.uiuc.edu/ schulten/software/index.html/
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all organisms. For a particular nucleotide position, tuning is established based upon two criteria: high
entropy (low conservation) over all species and all tRNA specificities, and low entropy (high conservation)
over all species within a given specificity. The difference between these two entropies provides a quick
method to identify potential tuning elements for a given specificity. Hence, the correlation of the base in
column i to the amino acid specificity is high when ∆Si = Si − Si|AA is large, where Si is the entropy at
position i for the full alignment and Si|AA is the entropy for the subset specific to a particular amino acid
(AA) specificity.
Molecular Dynamics Analysis
General System Setup
Three main parameters were varied between the simulations: Mg2+ ion concentration (low, medium, high),
modified vs. unmodified nucleosides, and the amino acid attached to tRNACys (Cys, D-Cys, Sep). tRNACys
in structure 1B23 contains modified bases so for systems run with transcribed tRNACys, the correspond-
ing bases were mutated back to their unmodified state. The conformations of these unmodified bases were
checked against the structure of transcribed tRNACys complexed with CysRS in 1U0B [47]. Each system
was neutralized through the addition of Mg2+ and K+ ions dependent on the corresponding concentration.
Hydrogens were added with psfgen (VMD) using CHARMM27 [164] topologies for proteins and nucleic
acids with custom topologies for the modified bases and the 3′ aminoacylated A76 (explained below). The
systems were solvated using the solvate package within VMD [104]. All simulation was done with peri-
odic boundary conditions using the NPT ensemble with pressure set to 1.01325 bar. Timesteps used for
force calculations were: bonded 1 fs, VdW 2 fs, and electrostatic 4 fs. VdW forces were calculated with a
switching distance of 10 A˚ and a cutoff of 12 A˚. Electrostatics were calculated with the Particle Mesh Ewald
method [171]. The MD program NAMD2 was used to generate all of the trajectories [113].
Throughout most of minimization and equilibration, the water molecules and ions were allowed to as-
sociate with aa-tRNACys while constraints were applied to the macromolecules. For minimization, heavy
atoms were fixed for 2000 steps. Then waters were freed but ions kept fixed for 3000 steps. Ions and
sidechains were then freed while holding protein and nucleic acid backbones fixed for the next 5000 steps.
Finally, everything was set free for the last 20000 steps of minimization.
For equilibration, a temperature jump protocol similar to that used by Auffinger and Westhof [94] was
employed to allow water and ions to slowly diffuse into the tRNA structure. The initial temperature was set
to 100K, and ions and heavy atoms in the protein and nucleic acid chains were harmonically constrained for
the first 25000 fs. Then the temperature was raised to 200K, and backbone atoms were harmonically con-
strained for 25000 fs. Force constants for all harmonic constraints were set to 1 kcalmol−1 A˚2. Finally, the
temperature was raised to 298.15K, and all atoms were freed for the next 3.9 ns. After this 4 ns equilibration,
each system was run for 16 ns.
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Initial Ion Placement
Both Mg2+ and K+ ions were placed by the program ionize [108]. It creates a 3D grid across the system,
computes Coulombic interaction energies for the addition of an ion at each gridpoint, and chooses the
gridpoint with the most attractive energy. An ion is then placed at the chosen point, and the process is
repeated for each successive ion. TheMg2+ ions were included to provide a more realistic ionic environment
in which to simulate the aa-tRNACys. Stability provided by associated Mg2+ is important to prevent RNA
unfolding during longer MD simulations.
The close Mg2+ placement protocol was tested against the tRNA structure from 1FFY [207] which
contains 10 resolved Mg2+ ions. All water and ions were removed from the structure, and ionize was used
to place 10 Mg2+ ions around the protein·tRNA complex. The first few were placed within the elbow region
of the tRNA near identified ions, but later placements became less accurate. Only a few (1-6) Mg2+ ions
have been observed to bind directly to tRNAs [270; 271].
A final ion placement protocol was established. Including crystal Mg2+ ions, four Mg2+ ions were
allowed near enough to the tRNA to make direct contact. These Mg2+ ions were placed 2 A˚ away from
the tRNA, and all remaining Mg2+ and K+ ions were placed 6.5 A˚ away. After ion placement, all Mg2+
ions were solvated using a script which checks each Mg2+ ion for nearby oxygen atoms and adds water
oxygens until the ion is fully solvated with octahedral coordination in its first solvation shell. In preliminary
MD runs, Mg2+ ions placed 6.5 A˚ away from tRNACys sometimes managed to bind directly to the phos-
phate backbone before acquiring all six primary solvation shell waters, and since first solvation shell water
molecules exchange at timescales (∼10 µs) longer than the MD trajectories, Mg2+ solvation was necessary
to prevent unrealistic contacts. Three Mg2+ concentrations were considered: high (26 atoms), medium (18
atoms), and low (11 atoms) (see Table 5.2). Medium Mg2+ concentration was chosen to be close to cellular
ion conditions (30mM) [100], acknowledging that Mg2+ concentration is higher near nucleic acids due to
their tendency to bind Mg2+.
Force Field Parameters
The structure of the ternary complex used (PDB ID 1B23) is from a crystal with GDPNP, a non-hydrolyzable
GTP analogue, which was replaced by GTP in all simulations. The partial atomic charges for GTP were
derived based on ATP (available in CHARMM27 [164]), and no additional parameters were required. Pa-
rameters for the bond between A76 and Sep were previously developed by analogy [252], and those for the
bond between A76 and Cys/D-Cys were taken by analogy from the Sep system. For D-Cys the regular Cys
parameters were used but the chirality of the molecule was changed by swapping the amine and hydrogen
around the Cα.
Modified Bases The parameters for the modified bases were derived by analogy to parameters of the
respective transcribed bases and all charges and equilibrium bond lengths and angles were verified using ab
initio quantum chemistry calculations with the 6-31G* basis set in Spartan04 (Wavefunction, Inc., Irvine,
CA).
Dihydrouridine and 4-thiouridine The parameters for D were available as a patch in the Unified Atom
116
force field [272], which is distributed as a stream file with the CHARMM27 force field. Hydrogens were
added to this patch by analogy with uridine and cyclopentane. The parameters for 4su were derived by
analogy with uridine.
Pseudouridine The parameters for the standard Ψ tautomer were developed by analogy with cytidine
and mostly agreed with preexisting parameters provided by Lennart Nilsson. These were used for Ψ39 and
Ψ55. A different tautomer was deemed necessary forΨ32 because after roughly 1 ns of simulation, the base
destacked from the anticodon loop and formed a hydrogen bond with the A31 phosphate. The anticodon arm
would then unravel regardless of the Mg2+ concentration. Similar activity was achieved in the unmodified
system by flipping U32 to expose the base amine. The Ψ32 tautomer had the N3 hydrogen moved to O4,
forming a hydrogen bond with its own phosphate, and retaining the crystal structure conformation. The
parameters were derived by analogy to uridine and cytidine as well as a guanine tautomer in a stream file.
2-methylthio-N6-isopentenyladenosine The parameters for Mia were derived by analogy with adenine,
ethyl methyl sulfide, ethenyl methyl thioether, 2-butene, dimethyl amine, and isopentenyl amine. All quan-
tum chemistry calculations for the parameterization step for Mia were performed with GAMESS [273] using
the MP2/Hartree Fock methods with the 6-31G* basis set. The force constants for all the bond parameters
(bond stretching, angle bending, and torsion parameters) were obtained by scaling the corresponding terms
from the quantum chemistry calculations with similar CHARMM27 parameters from the molecules listed
above. The equilibrium values for these bonding terms were obtained from the optimization step of the
quantum chemistry calculations.
All parameters were tested using a short minimization and equilibration with NAMD2. The parameters
were also checked by comparing the conformations of the corresponding nucleotides in the tRNA simulation
with those in the crystal structure.
Electrostatic Calculations
Electrostatic potential maps were calculated by solving the nonlinear Poisson-Boltzmann equation (NPBE)
with the APBS (Adaptive Poisson-Boltzman Solver) software package [217], available within VMD [104].
NPBE solutions were calculated at 298.15K, using 150mMKCl with solute and solvent dielectric constants
of 2.0 and 78.54, respectively, and both atomic radii and partial atomic charges from the CHARMM27 force
field [164].
An electrostatic potential map was calculated for every 20 ps of the MMC trajectory, considering: the
ternary complex plus the ions within 5 A˚, EF-Tu·GTP plus the ions within 5 A˚, and aa-tRNA and ions within
5 A˚. Maps corresponding to the last 5 ns of the simulation were averaged. Compared to isopotentials from a
single frame, time averaging over the last 5 ns did not change the EF-Tu ±1 kBT/e surfaces significantly.
Ion Residency and Occupancy
Before the calculation of residency and occupancy sites, each frame of the trajectory (last 16 ns of equilibra-
tion sampled every 40 ps) was aligned to the first frame using the tRNACys backbone. Residency sites were
identified by tracking the locations of ions over time. When an ion strayed 3 A˚ from its starting location, its
residency time was recorded, and a new starting location was noted with residency time reset to 0 ns.
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Occupancy maps were generated using the VolMap plugin to VMD. Average occupancy was calculated
at 1 A˚ resolution for Mg2+ and K+ ions separately.
Free Energy Calculations
Free energies of binding for the ternary complex were determined using the MM-PBSA method [215;
216; 226–229]. The form of the free energy is 〈∆Gbinding〉 = 〈∆Gpolar + ∆Gnonpolar + ∆Eelec +
∆EVdW−T∆S〉. Each term on the right side of the above equation is a difference between the value for
the ternary complex and the sum of values for the EF-Tu·GTP and tRNA 〈∆Gbinding〉 = 〈Gcomplex −
(GEF−Tu·GTP+Gaa−tRNACys)〉. Bound Mg2+ ions along with their primary shell waters were included: 1
bridging EF-Tu to GTP and 4 directly bound to the aa-tRNACys. These hydrated cations were included
because they are stable components of the system. Their overall effect on 〈∆Gbinding〉 is to shift it 20-
25 kcal/mol closer to 0 kcal/mol primarily through the ∆Eelec and ∆Gpolar terms. Values were obtained for
500 frames (10,000 frames for T∆S) across the last 5 ns of the 20 ns trajectories. This time window and
resolution was chosen because it minimized both the error in free energy and computation time. Processing
more frames did not lower the error bounds appreciably. Gpolar, the polar solvation energy, is the energy
required to move the system from a dielectric of in = 1.6 to out = 78.54. in was set to 1.6 so that
〈∆Gbinding〉 for MMC would be close to -10 kcal/mol, a physiologically reasonable quantity. The overall
trends in binding free energies between different simulations were the same as those seen with in = 2.
Gpolar terms were obtained by numerically solving the NPBE with APBS [217]. Solutions were calculated
at 298.15K, using 117mM KCl and 38mM MgCl2, and both atomic radii and partial atomic charges from
the CHARMM27 force field [164] on a grid of 129 points per dimension with automated focussing. The
nonpolar solvation energy, Gnonpolar, is the energy required to make a cavity in the solvent for a given
system. Gnonpolar = γ SASA + b where γ = 0.00542 kcal mol−1 A˚−2, SASA is the solvent accessible
surface area, and b = 0.92 kcal/mol. SASA values were generated using a solvent radius of 1.4 A˚. Eelec is
the sum of all pairwise Coulombic interactions in a system with the dielectric in = 1. Gnonpolar and Eelec
terms were calculated by the acc and coulomb programs bundled with APBS [217]. EVdW is the sum of
pairwise van der Waals interaction energies. EVdW terms were calculated using the NAMDEnergy plugin
to VMD [104; 113] with VdW parameters from the CHARMM27 force field [164].
The absolute entropies of the complex, the protein, and the tRNA molecules were calculated using
Schlitter’s formula [218; 231; 232] based upon the covariance matrix of fluctuations in atomic positions.
For our entropy estimate, 10,000 frames were used for the covariance matrix calculation from the last 5 ns
of the 20-ns simulation of the equilibriation of the complex under the specified conditions. Schlitter showed
that the entropy (S) of a quantum mechanical particle with one degree of freedom (x) is smaller than the
entropy of a simple harmonic oscillator (Ssho) which is:
S ≤ Ssho = kBα
eα − 1 − kBln[1− e
−α], (5.1)
where α = ~ω/kBT , ω is the frequency of the oscillator, ~ = h/(2pi)and h is Planck’s constant.
In the classical approximation, the frequency ω of the oscillator is taken to be proportional to the inverse
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variance of the system from molecular dynamics simulations (〈x2〉c) and is solved using the equipartition
theorem: mω2〈x2〉c = kBT . The entropy is then solved by substituting for ω in equation 1 and using the
approximation:
S ≤ Ssho ≤ S′ =
kBln(1 + kBTe
2
~2 m〈x2〉c)
2
. (5.2)
Schlitter approximated the above formula for a system with many degrees of freedom using the mass-
weighted covariance matrix σ′ of the atomic fluctuations which is defined as: σ′ij =
√
mimj〈(xi −
〈xi〉)(xj − 〈xj〉)〉, where xi refers to one of the Cartesian coordinates of an atom and mi refers to its
mass. The mass-weighted covariance matrix can also be written in terms of the covariance matrix (σ) as:
σ′ = M1/2σM1/2, where M refers to the mass matrix in which the diagonal elements hold the masses
corresponding to each degree of freedom. The mass-weighted covariance matrix is diagonalized to give a
new set of uncorrelated mass-weighted coordinates qi, and the eigenvalues (λi) of this matrix represent the
variance (〈q2ii〉c) of each degree of freedom in the new coordinate system. The entropy can be calculated as:
S ≤ S′ = kB
∑3N
i=1 ln(1 +
kBTe
2
~2 λi)
2
. (5.3)
Since the matrix is diagonalized, the product of the diagonal entries is equal to the determinant of the
covariance matrix. This allows the entropy to be calculated using the determinant of the covariance matrix
before the transformations. Entropy was calculated in this work using the backbone Cα and phosphorous
atoms. We use the program Carma [159] to diagonalize the mass-weighted covariance matrix using prin-
cipal components analysis, and the eigenvalues of the covariance matrix are used in the above for λi. The
entropy calculations measured using Schlitter’s formula were found to be comparable to the entropy change
using ideal gas approximation for translational and rotational entropy change and using anisotropic network
analysis [68] for vibrational entropy change.
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Chapter 6
The Role of Structural Signatures in Ribosomal Assembly
6.1 Introduction
Ribosomal signatures, idiosyncrasies in the ribosomal RNA (rRNA) and/or proteins (r-proteins), are char-
acteristic of the three individual domains of life - Bacteria, Archaea, and Eucarya. First identified by Carl
Woese more than 20 years ago [10; 11; 27], the positions of signatures in the rRNA of the ribosomal small
subunit (SSU),were instrumental in constructing the universal phylogenetic tree which is still used today
in the classification of biological organisms [12]. As such, these molecular fossils offer insight into the
early evolution of the domains as well as the translational apparatus. With the rapid growth of genomic and
structural data, the definition of signatures has been extended to include structure motifs in the rRNA and r-
proteins and arrangements of genomic content that are unique to one domain of life. In a study that includes
over 90,000 environmental 16S and 23S sequences, Roberts et al. [28] demonstrated that the sequence and
structure signatures of rRNA account for 50% of the phylogenetic separation between Bacteria and Archaea.
Correlations between the rRNA signatures and signatures in the r-proteins show that the rRNA signatures
coevolved with both domain specific r-proteins and inserts in universal r-proteins. The largest bacterial
structural rRNA signature with such a coevolutionary protein partner is found in the five-way junction of
the 16S rRNA 5′ domain, which is held together by the universal r-protein S4. The N-terminal bacterial
signature of S4 interacts specifically with helix 16 (h16), and bioinformatic study indicates that this region
varies within bacterial phylogeny in terms of its zinc binding ability [274]. The 5-way junction contains
additional sequence and structure signatures in helix 17 and the pseudo-knot of helix 18.
The Nomura map developed in the 1970’s [275; 276] showed that the assembly of the ribosomal small
subunit (SSU) in bacteria was dependent on the presence of S4 and five other primary binding proteins. S4,
S17 and S20 bind directly to the 5′ domain of the 16S rRNA and the other primary binders S15/S8 and S7
bind to the central and 3′ domains respectively. All the primary binding proteins are required to be in place
before the remaining fourteen r-proteins can be incorporated. More recently, the Nomura dependency map
has been extensively explored to learn more about the kinetics and folding pathway of the assembly of the
30S ribosome. Using pulse-chase experiment monitored by quantitative mass spectrometry, Williamson and
coworkers determined the binding rates of each r-protein in the ribosomal SSU and found that the 5′ domain
proteins, especially S4, bind more quickly than the proteins in the central or 3′ domain [277; 278], indicating
a 5′ to 3′ directionality in the assembly process. The technique of time-resolved hydroxyl radical footprinting
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to the assembly of the 30S ribosomal subunit developed in Woodson’s lab confirmed the sequential binding
of the r-proteins kinetically, and identified multiple nucleation sites in the isolated 16S rRNA near kinks and
helical junctions [279].
Starting from the crystal structure of the SSU for Thermus thermophilus, conformational changes and
relative binding free energies upon removal of the r-proteins consistent with the dependency map have been
obtained from coarse-grained models [280–282]. All-atom simulations of the binding of the r-protein S15
to a three-way junction in the central domain showed the large conformation fluctuations observed in the
rRNA helices in the absence of S15 were eliminated upon its binding. The calculations above indicate
that the early binding proteins reduce the flexibility of the free RNA and prepare the binding sites for the
later binding proteins. These conclusions apply generally, however, there lacks a detailed description of the
initiation of 30S ribosomal assembly from the 5′ domain of 16S rRNA.
The first study dedicated to the 5′ domain of 16S rRNA came from Woodson’s lab [283], in which they
used time-resolved hydroxyl radical footprinting to study backbone protection due to tertiary contacts in
the RNA molecule. Without any protein, the binding site of r-protein S4 folds earliest, and particularly the
structural signature h16 folds fastest. Later, they constructed a “minimal” rRNA binding site for S4 [29] by
doing deletions and mutations step by step to the RNA. The results show that S4 binds tightly to the five-way
junction formed by h3, h4, h16, h17 and h18 (which contains a pseudoknot located in the decoding center),
and the first three helices are indeed indispensable (see Figure 6.1). Both papers restated the importance
of the structural signature h16 and its interacting S4 N-terminus in the assembly of the 30S ribosome as
opposed to previous research which considered the S4 C-terminus as the main binding site on the protein
[284–286].
The critical role of S4 in the early assembly of the ribosomal small subunit (SSU) suggests that the
interactions between the signatures in this region are functionally important for ribosomal assembly and
protein synthesis in bacteria, but further experiments and simulations are required to characterize these
interactions. In this paper, we present a detailed study of dynamics of the five-way junction and r-protein
S4 using all-atom MD simulation, with a particular emphasis on the signatures h16 and S4 N-terminal
fragment. Circular dichroism and fluorescence spectroscopy experiments were performed in conjunction
with the computational work. Qualitative agreement between computational and experimental results gives
insight into the intrinsic disorder of the signature on S4 and the flexible nature of the interactions between the
protein·RNA signatures. Our results are consistent with a fly-casting mechanism for binding which would
exploit the intrinsic disorder, and therefore suggest that this signature region on the ribosome was a domain
specific invention in evolution aimed at speeding up the molecular recognition between the rRNA and the
early binding r-protein.
6.2 Results
6.2.1 Characterization of Protein·RNA Interactions in the Crystal Structure
The structure of the N-terminal part of r-protein S4 is only resolved when crystallized along with the small
subunit (SSU) of the ribosome. The crystal structures of the S4 N-terminus in E. coli (as seen in the PDB
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Figure 6.1: Three-dimensional visualization of the five-way junction and r-protein S4 on the ribosome.
The first and second figures on top show the cartoon representation and detailed visualization of the five-way junction and r-protein
S4 positions on the ribosome, respectively. The third one shows the five-way junction and S4 as well as the signature regions
on the ribosomal small subunit (SSU). This molecule has been rotated by 90◦ around the horizontal axis of the first two figures.
RNA colored in dark blue is the five-way junction; in green is the h16; in purple is the P-cite tRNA. Protein colored in red is the
N-terminal signature of r-protein S4 and yellow the C-terminal fragment. SS4 and h16 sequences in the original E. coli ribosome
and the modified versions used in this paper are listed below the 3D picture. Residues that have been mutated in this study are
highlighted. (Figure courtesy of Ke Chen)
code 2I2P [287]) and T. thermophilus (as seen in the PDB code 2J00 [288]) are comprised of almost exclu-
sively unstructured coils and loops. In T. thermophilus and some other bacteria, this region of S4 contains
a zinc-finger motif in which a zinc ion stabilizes small helical fragments. In E. coli, the S4 N-terminus
contains an eight-residue helix instead that is apparently stabilized without any metal ions present. Similar
to the other r-proteins, the N-terminus of S4 (∼ 39 residues) is highly charged. The E. coli version of the S4
N-terminus has nine positively-charged amino-acids (arginines/lysines) and four negatively-charged ones
(aspartates/glutamates), comprising one-third of the total number of residues in this segment. In the crystal
structure, these charged residues sit on opposite sides of the S4 N-terminus with respect to the interacting
RNA— positively charged ones are distributed on the S4·h16 contact interface and oriented toward the RNA
while the negatively charged ones are generally far from the interface. No salt-bridges are present within the
122
5’
3’
N
C
C
C)A)
*
410
420
430
B)
G4
06
U4
07
A4
08
U4
09
G4
10
A4
11
A4
12
G4
13
A4
14
A4
15
G4
16
G4
17
C4
18
C4
19
U4
20
U4
21
C4
22
G4
23
G4
24
G4
25
U4
26
U4
27
G4
28
U4
29
A4
30
A4
31
A4
32
G4
33
U4
34
A*
43
5
C4
36
C1
R2
Y3
L4
G5
P6
K7
L8
K9
L10
S11
R12
R13
E14
G15
T16
D17
L18
F19
L20
K21
S22
G23
V24
R25
A26
I27
D28
T29
K30
S31
K32
W33
E34
Q35
A36
P37
G38
Q39
 
G406
U407
A408
U409
G410
A411
A412
G413
A414
A415
G416
G417
C418
C419
U420
U421
C422
G423
G424
G425
U426
U427
G428
U429
A430
A431
A432
G433
U434
A*435
C436
C1 R2 Y3 L4 G5 P6 K7 L8 K9 L1
0
S1
1
R1
2
R1
3
E1
4
G1
5
T1
6
D1
7
L1
8
F1
9
L2
0
K2
1
S2
2
G2
3
V2
4
R2
5
A2
6
I2
7
D2
8
T2
9
K3
0
S3
1
K3
2
W
33
E3
4
Q3
5
A3
6
P3
7
G3
8
Q3
9
2
3
4
5
6
Figure 6.2: Contacts between h16 in the rRNA and N-terminal fragment of r-protein S4. A) Contact distances (A˚): within
the RNA molecule (top-left); within the protein molecule (bottom-right); and between protein and RNA molecules (bottom-left).
Residue numbers for the arginines/lysines are colored blue and for the aspartates/glutamates colored red. Helix position in the
protein is indicated by a purple bar beside the residue numbers. The scale bar applies to all three contact maps. B)Secondary
structure diagram of h16 is generated by software jViz [289], and was modified as follows: bonds in orange indicate base pairing
interactions, and bonds in yellow indicate base stacking interactions. Nucleotides that are within 4.5 A˚ of S4 N-terminus are shown
in red. C) Three-dimensional visualization of the h16 backbone sitting on SS4 interface (top) and SS4 backbone sitting on h16
interface (bottom). Protein is colored by residue type, i.e. positively charged residues in blue, negatively charged residues in red.
(Figure courtesy of Ke Chen)
crystal structure of the S4 N-terminus. However, a salt bridge is seen between Glu14 and Arg55 on the first
helix of the C-terminal domain of S4. In addition, two pairs of residues, Arg13/Glu34 and Asp28/Lys30, are
positioned close to each other (∼ 5.8 A˚ between the closest pair of atoms in the sidechain) and hence have
the potential to form transient salt-bridges during MD simulations as shown in Table 6.1.
h16 is the largest bacterial structural signature in the ribosomal SSU, as mentioned in the introduction.
The crystal structure of this 31-nucleotide fragment contains thirteen native base pairs and 22 native base
stacking pairs (See Methods). The complexity of its secondary structure is seen in the diversity of the
base pairs, including five Watson-Crick base pairs (three GC bp, two AU bp), three GU wobble pairs, one
sheared GA pair and one AU Hoogsteen pair. The remaining three base pairs (U420/G423, A411/A430 and
A415/G428,) are less common in the RNA structure. Two stems are established through these base pairs (see
Figure 6.2: off-diagonal elements starting from the lower left corner in the contact map) and stabilized by the
base stacking interactions. The helix is disrupted in the middle bulge region, where the stabilization of the
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structure mainly comes from the inter-strand stacking of three adjacent base pairs, G410/A432, U429/A431
and A430/A411. Other intra-strand base-stacking interactions, such as G428/A430, help keep the backbone
continuity despite the large curvature created by the intra-strand base pair U429/A431 and the nearby inter-
strand stacking.
Protein and RNA contacts in the crystal structure are presented in the contact map and 3-D structure in
Figure 6.2. Contact distances in the map are defined as the shortest distance between any pair of the heavy
atoms for each pair of the residues. Backbone of h16 fits well into the grooves defined in the protein·RNA
interaction interface on S4 outlined by positively charged amino acids (shown in blue), and two main bind-
ing sites are seen from residue U407 to G413 and from G425 to A430. Phosphates on h16 are involved
in the interactions — they make hydrogen bonds with either the nitrogen atoms on the side-chains of ly-
sine/arginine or with the backbone nitrogen atoms from any of the nearby amino-acid residues. The only
exception isG413, one of the two bases that have neither base-pairing or base-stacking interaction within the
RNA molecule, where the functional oxygen atom on the base interact with the backbone nitrogen atoms
on the Lys30 and Ser31 of the S4 N-terminus. On the S4 side, binding to the RNA is driven mainly by
non-specific electrostatic interactions. Each positively charged residue may interact with phosphates from
several nucleotides, while all four negatively charged residues (shown in red) are positioned far from the
RNA. Contacts between RNA and protein residues 13 to 19 are restricted by the rigidity of the helix, which
is oriented at an angle of ∼ 46◦ with respect to the helical axis of h16.
Molecular dynamics simulations of the rRNA and S4 fragments were performed for the systems de-
scribed above. Ten, 50-ns MD simulations were run for SS4 (short for “signature S4”), h16, and the SS4·h16
complex respectively (will be referred to as free SS4 runs, free h16 runs, and complex runs, respectively),
generating a total of 1,500 ns of simulation. One 100-ns temperature unfolding simulation was done for
each of the above systems for comparison with the experimental melting data. Four additional runs were
performed to establish reference points: two 50-ns runs for the full-length S4 (∼205 residues) on its own;
one 50-ns run for the h16-including five-way junction in the 5′ domain of 16S rRNA and one 50-ns run
for the complex of the five-way junction and full-length S4. The results of a total of 2-ms simulations are
discussed below.
6.2.2 N-terminus of S4 is Intrinsically Disordered
Backbone movements
There has been evidence that the N-terminal fragment of S4 is intrinsically disordered from a pure structural
perspective. This flexibility of SS4 is seen in both free SS4 runs and complex runs, and it induces an
uncertainty about the structural alignment among different frames across the trajectories. RMSD values
obtained by aligning the full sequence are therefore less useful. In order to keep the orientation of the
molecule, we chose to base the alignment on the relatively stable eight-residue α-helix in the protein. This
procedure results in a backbone RMSD of less than 1.5 A˚ for the α-helix in all the simulated trajectories,
and it is then clear that the overall RMSD value, though exceptionally large, is a measure of how much
the coils have moved away from the original positions. In addition, the fraction of native contacts, Q (see
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Figure 6.3: Backbone and secondary structure movement of S4 N-terminus. A) RMSD Vs. Q (see Methods) for the
backbone of S4 N-terminus averaged over time. Each marker represents one run, with red dots (•) for free runs and blue squares
() for the complex runs and green triangles (4) for the full-length S4 runs. Orange triangle (5) stands for SS4 in the full system,
which is the 5-way junction with full-length S4. B) RMSD per residue from selected representative replicates. C) CD signal at 222
nm measured for SS4 alone when temperature is increased gradually (left). The right plot shows how secondary structure changes
over time for an unfolding simulation of SS4 at 85◦C, with residues on the y-axis. Secondary structures is color-coded such that
pink represents α-helix, green represents turn and blue represents 310-helix. (Figure courtesy of Ke Chen and Krishnarjun Sarkar)
Methods), which is free of any alignment is also calculated to explore the backbone dynamics of the SS4.
Time averages of the RMSD and Q were plotted for the last 45 ns of each trajectory (Figure 6.4A). By
comparison, SS4 is much more flexible by itself in solution than it is when bound to h16. All complex runs
(blue squares) have RMSD values smaller than 8 A˚ while all free runs (red dots) have RMSD larger than 8
A˚. In addition to the separation in the mean RMSD values, standard deviations of the RMSD also differ a lot
with 1.40A˚ for the complex runs and 3.25A˚ for the free SS4 runs. Representative conformations taken from
complex and free runs are colored by RMSD per residue and shown accordingly. Origins for the large RMSD
in the free SS4 runs vary from the breaking of one particular salt bridge to the change in the way that the
coil (residues 23 to 30) is packed against the helix. Mean Q values for the SS4 in complex with h16 stayed
above 0.35 in all ten replicates, while in the free runs it stayed below 0.35 with the exception of replicates 5
and 8. The calculation of Q in addition to the backbone RMSD further confirmed that backbone movement
of SS4 was indeed stabilized through interactions with the rRNA helix h16. Furthermore, consistent with
the fact that structure of the S4 N-terminal fragment could not be resolved together with the globular C-
terminal segment without the other part of the ribosomal SSU [290], the S4 N-terminus was less stable in
the equilibration runs of the full-length r-protein S4 than in the SS4·h16 runs. While the C-terminus has
backbone RMSD around 1.6 A˚, time-averaged RMSD (∼8A˚) and Q values (∼0.37) for the S4 N-terminus
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in this case sit between those of the free SS4 runs and complex runs. The RMSD per residue for free S4 is
shown in Figure 6.4. High RMSD in the signature region indicates that it is relatively disordered compared
to the remainder of the protein.
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Figure 6.4: RMSD per residue is shown for r-protein S4. The first 45 amino acids correspond to the structural signature
in S4, which is intrinsically disordered when not bound to h16.
Most of the backbone motions come from the two ends of SS4 as well as the coil between residues 23
and 30, as seen in RMSD per residue plot shown in Figure 6.4B. The coil movement can be very different
when SS4 is free vs. bound to h16 due to the interactions between the two molecules. When SS4 is bound,
positively charged residues Lys21, Arg25, Lys30 and Lys32 interact with the RNA backbone strongly so
that the coil cannot go too far away from its binding position. Though the range of movements is limited,
the densely distributed lysines and arginines provide great flexibility in terms of salt-bridge and hydrogen
binding interactions, thus allow more motion in this loop compared to other parts of the protein fragment
even when SS4 is complexed with h16.
Circular dichroism (CD) melt experiments done on SS4 alone showed that at the 222 nm signature
region for α-helix, CD signal went down linearly with increased temperatures (Figure 6.4C). This is not
only an indication that no structural transition of SS4 occurs in solution over a large range of temperatures,
but also that upon heating SS4 gains more helical content. The result is consistent with that of a temperature
unfolding run using CHARMM27 force field [164], in which the α-helix stayed very stable over the 100
ns and two smaller helices of length 4-5 appears after 40 ns of simulation (Figure 6.4C). Equilibration and
unfolding runs with the Amber force field [96] were also performed and produced similar results (data not
shown).
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Free Complex
Nagative
A.A.
Positive
A.A.
Occu.∗
(%)
Dur.† (ns) Replicate #‡ Occu.
(%)
Dur. (ns) Replicate #
Glu14 Arg2 21.98 (19) 5.17 1,2,3,4,7,8,9,10 19.21 (31) 2.88 5,6,7,8,9,10
Arg13 26.73 (37) 3.27 2,3,4,5,6,7,8,(9) 29.29 (56) 2.37 2,3,4,(5),8,9,10
Lys32 2.03 (5) 2.03 10
Arg25 0.34 (2) 0.60 10
Lys30 0.03 (4,9)
Lys7 0.01 (10)
Glu34 Arg13 17.48 (35) 2.35 2,4,(6,7),9,10 0.04 (1)
Arg2 12.31 (6) 9.19 4,7,9,10
Arg12 10.93 (17) 2.91 1,2,9 0.16 (2) 0.18 8,(9)
Lys9 6.73 (19) 1.65 2,9
Arg25 0.24 (2) 0.53 1
Lys30 0.01 (1)
Lys21 0.23 (1) 1.20 7
Lys32 0.02 (1)
Asp17 Arg25 17.29 (23) 3.42 3,6,7,8,9,10
Arg12 8.31 (16) 2.33 1,2,6,(8),9
Lys21 1.81 (16) 0.49 (1,2),7,(9),10 0.21 (2) 0.45 5,7
Lys32 2.90 (2) 6.78 10
Lys30 0.53 (2) 1.20 3,6
Lys7 0.44 (2) 1.05 8 0.09 (1) 0.20 5
Asp28 Arg25 7.39 (21) 1.58 1,6,7,9,10
Lys30 2.13 (17) 0.48 1,4,(5),6,8,10 0.37 (2) 0.98 9
Arg12 1.28 (3) 1.92 1,(9)
Lys32 0.09 (1) 0.35 (3), 4,(6)
Lys21 0.04 (3,9)
Table 6.1: Salt bridges within the ribosomal protein S4 N-terminus during simulations.
∗Averaged percentage of occupancy over ten replicate runs;
†Averaged residence time, measured in nano-seconds. Number in parenthesis is the number of times that the salt bridges formed in
all replicates;
‡Numbers in this column indicate which replicate runs have the specific salt bridges. Replicate number in parenthesis shows that
this replicate run does not possess long stretches of salt bridges that are counted into the duration calculation.
Salt bridge formation observed during simulations
As mentioned in the previous section, one-third of the 39 amino acids in the SS4 are charged under physical
conditions. Such high fraction of charged residues as well as the dominant random coil structure facilitates
the formation of salt bridges. Particularly, twenty-three different salt bridges are recorded in free SS4 runs
while nine are identified in the complex simulations (Table 6.1). In the complex, frequent salt bridge forma-
tion is prevented by interactions with the RNA and is only seen in multiple replicates between Glu14 and
two arginine residues (Arg2 and Arg13). Arg13 lies not only next toGlu14, but also at the 3′ end of the native
helix which adopts an approximate 45◦ angle with respect to the h16 helical axis. The rigidity of the α-helix
throughout the simulations keeps Arg13 out of the reach of electrostatic influence of the RNA molecule.
Arg2 sits at the N-terminal end of the protein and interacts with the opening ends of the RNA helix. The
flexibility of the ends of both molecules gave this residue a relative freedom to interaction with multiple
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partners. Even then, the average residence time for a salt bridge between Glu14 and Arg2 is significantly
shorter in the complex runs compared to that of the free runs because of the competing forces exerted by the
RNA molecule.
A maximum of 36 possible pairs of salt bridges can be formed between the four negatively-charged
and nine positively-charged residues. However, there are structural restrictions that reduces this number.
For example, Asp28 is located closely in between two positively charged residues Arg25 and Lys30, the
screening effect of these two amino acids greatly reduced the chances that other positive residues may reach
in to contact Asp28. This is obvious from Table 6.1, where Asp28 shows durative interaction in multiple
replicates exclusively with Arg25 and Lys30. Formation of the remaining 27 possible salt bridges contributed
from the other three negatively charged residues is mainly forbidden by the stable α-helix (discussed in last
section). Particularly, Glu14/Arg12, Glu14/Lys7 and Glu14/Lys9 are the most unlikely pairs to form salt
bridges because they all locate on the α-helix and their side-chains heading towards opposite directions due
to restrictions imposed by the helical conformation. Asp17/Lys9 and Asp17/Arg13 are also separated by
the helix and are unlikely to come into contact with each other. Indeed, only one of the above mentioned
five pairs of charged residues has been observed in a salt bridge (once in free replicate 10). Furthermore,
Glu34/Lys32 will not form a salt bridge because they are too close to each other in sequence so not enough
space is left for the two charged groups to contact. Finally, the possible number of salt bridges is reduced
to twenty-one. Among them, only four (Glu14/Lys21, Glu34/Lys7, Glu34/Lys21, and Asp17/Arg2) were not
observed during free SS4 simulations, and we do not have an obvious explanation for them.
Interestingly, replicates with higher RMSDs tend to have larger number of different salt bridges. For
example, replicates 9 and 10 of the free SS4 runs have both the largest RMSD and largest number of different
salt bridges; and replicate number 5, which is the most stable free SS4 run, has only one stable salt bridge
forming during the 50 ns simulation time. We have demonstrated the distinct behaviors in the two domains
of r-protein S4: the stability of its C-terminal domain and the disorder of its N-terminal fragment.
6.2.3 Stability of h16
Backbone movements
In general, h16 shows a greater backbone stability than SS4 does. The thermo-stability of h16 is measured
by an absorption melt performed at 260 nm, which shows that h16 is stable at room temperature, and the
unfolding transition occurs at a melting midpoint of 58◦C (Fig 6.5A insert). So we stick to the conventional
scheme and calculate RMSD by aligning the backbone of the whole sequence. On average, most of the free
h16 runs have larger RMSD values than the complex runs, however, the shift between free and bound forms
of h16 is much smaller than that of SS4. On Fig: 6.5A, data points for the free and bound forms of h16
cannot be readily separated as in the same plot for SS4, and the RMSD values for the most stable replicates
in both free and complex runs are all around 3A˚. Slightly more conformational flexibility in free runs is
more clearly seen individually — one of the bound h16 runs (replicate 5) as opposed to six of the free h16
runs show discernible stretches of backbone RMSD above 5 A˚, and only free replicates 4 and 9 remain this
far away from the crystal structure conformation for a significant amount of time (∼ 10 ns).
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Figure 6.5: Backbone and secondary structure fluctuations of h16 on the RNA. A) Time averaged backbone Q plotted
against RMSD for all runs involving h16. Each marker represents one run, with red dots (•) for free runs, blue squares () for
the complex runs, green triangles (4) for the five-way junctions and orange triangle (5) for the five-way junction with full-length
S4. Insert figure is the absorption measured at 260 nm (absorption wavelength for 2-aminopurine) as temperature is gradually
increased. B) Relative fluorescence intensity of 2-aminopurine measured when temperature is gradually increased. C) Examples
of fluctuations in the base pairing interactions, taken from both free h16 and complex runs. (Figure courtesy of Ke Chen and
Krishnarjun Sarkar)
As opposed to RMSD calculations which depend on the alignment, Q can be compared directly among
multiple systems. In all twenty runs involving h16, time-averaged Q values are above 0.45, while only
two complex runs of SS4 have a Q value larger than 0.45. Q values for all the free and bound h16, which
span from 0.45 to 0.55, are more inter-mixed than those of the free and bound SS4, which span across a
difference of 0.2. Only when included in the 5-way junction together with the full-length S4 bound is h16
really stabilized, with a low RMSD value about 2.3 A˚ and a Q value over 0.6. In conclusion, h16 is much
more stable than SS4, and although free h16 might have more conformational flexibility than the bound h16,
the difference between the two is much more subtle.
Secondary structure fluctuation in h16
The fluctuations in h16 stability are primarily caused by fluctuations in its secondary structure, changes in
base pairing and base stacking interactions. As mentioned before, there are 13 native base pairing interac-
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Figure 6.6: The angle between h16 and h18 isolated (red) and bound to S4 (blue). The angles were obtained from the
third principle axis of inertia calculated separately for each helix.
tions and 22 native base stacking interactions in the crystal structure (or in the initial conformation of each
simulation). Throughout all the twenty replicate runs involving h16, we found that more native base pairs
were lost in the free runs. The loss of base pairing interactions mainly come from the hairpin loop, the 5′/3′
ends, and the “bulge” where SS4 binds. The most abundant non-native (meaning not present in the crystal
structure) base pairs are A414/A430, G413/G428, U429/A432 and U407/C436 in both free and complex
simulations, and the first three pairs mentioned above are all located in the bulge region. Replicates 9 and
5 have lost the largest number of native base pairs (Figure 6.5C). Particularly, in replicate 9, base pairing
interactions in the middle bulge region have been significantly altered, and the two end bases in the tetraloop
form an additional base pair that deforms the RNA backbone. An interesting situation arose in replicate 5
that each base in the 5′ half of second stem of h16 (A415 – C419) switched partners with its downstream
neighboring base (a register shift of one base). This relatively stable large scale shift is a rare case, but the
brief register shift of one or two base pairs is common in all the simulations.
The average number of native stacked base pairs remained stable in both free and complex runs. How-
ever, many such interactions that were absent from the crystal structure appeared during simulations. For
example, U407/A408, C418/C429, U426/U437 and U434/A*435, which kept the continuity of the stem; and
A411/G413, which is the counterpart of the stacked bases G428/A430 on the 5′ strand and sit on top of the
three inter-strand stacking base pairs in the bulge region. Other, cross-strand base stacking interactions can
be attributed to a more twisted helical backbone.
Pattern of the fluctuations in base pairing/stacking interactions remains very similar when h16 is simu-
lated together with the other four helices in the 5′ domain five-way junction with and without the r-protein
S4. However in the larger systems, the base pair of U420/G423 disappears very early in the simulation and
never returns, and the base stacking between G423/G424 also goes away. This is very different from the
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free and complex h16 runs, in which occupancies of the base pair are 56.2% and 38.8%, and base stacking
49.3% and 36.0%, respectively. The fact that the end loop in the h16 is indeed a “tetraloop” in the five-way
junction (but not in h16 alone) as seen in the traditional secondary structure diagram is probably due to in-
teraction from h18. While the secondary structure of the free five-way junction expreiences relatively small
perturbations, the overall arrangement of the helical arms with respect to each other drastically changes
when S4 is not bound. Figure 6.6 shows interarm angle between rRNA helices h16 and h18 across two
100-ns trajectories: one with the rRNA five-way junction free in solution and the other with S4 bound to the
rRNA. The helices of the five-way junction separate from each other when S4 is not bound.
Local secondary structure fluctuations for h16 were experimentally measured by recording the fluores-
cence intensity of the 2-amino purine at position 435 according to temperature change (Fig: 6.5B). When
temperature is raised gradually at a five-degree interval, the fluorescence intensity first increases then de-
creases and finally increases again toward the highest temperature used in the experiment (90◦C). It is known
that the 2-amino purine fluorescence is severely quenched by local base stacking. So the initial increase in
fluorescence intensity can be attributed to loss of static quenching because of thermal motion from increas-
ing temperature. Thereafter a monotonic loss in fluorescence is a typical temperature trend also seen in the
free fluorophore. Finally, as the RNA completely unfolds, the 2-amino purine moves away from the Iowa
Black FQ dark quencher causing its fluorescence to rise again. In the 100-ns temperature unfolding run of
the free h16 performed at 85◦C, a decrease in the total number of base stacking and base pairing interactions
was seen (data not shown). However, the fraction of time that 2-amino purine stacked to any other bases
did not drop noticeably, probably because that the unfolding simulation has not reached equilibrium, and a
higher temperature might be needed in MD simulation to melt the molecule.
In general, replicates with more flexibility in base pairing or base stacking interactions have larger
overall RMSD values (or smaller Q values) and vice versa. Furthermore, the register shift of base pairs
in an RNA stem should be able to maintain most of its original base stacking interactions while a more
twisted backbone, which causes shift of base stacking from within one strand to across the strand, does
not necessarily break the native base pairs. In summary, h16 is relatively stable by itself compared to the
disordered S4 N-terminal fragment. The rearrangement of base pairing interactions in the bulge region,
register shift of base pairs in the stems, and twisting of the helical backbone contribute to the intrinsic
fluctuations in the h16 structure.
6.2.4 The Flexibility of Protein·RNA Interactions
Binding of SS4 and h16 Measured Experimentally and Computationally
To get an idea of how strongly the two molecules bind, we first performed a experiment in which fluores-
cence of the SS4·h16 complex is measured with progressive dilution, and the result is shown in Figure 6.7A
with fluorescence intensity per unit concentration on the y-axis and concentration on the x-axis. The general
trend clearly shows that as the solution is diluted the binding equilibrium shifts to more unbound SS4 and
h16, manifested in the form of increased fluorescence intensity per unit starting concentration. The thermo-
dynamic model described in the Methods allows us to obtain a binding constant of 0.91 µM. A micromolar
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Figure 6.7: Binding of S4 N-terminus and h16 measured experimentally. A)The dilution measurement showing increasing
signal as the concentration of SS4·h16 is lowered. Insert plot shows the fluorescence quenching spectrum of SS4, h16 and 1:1
mixture of SS4:h16 at the highest concentration of 7.5 µM. The fluorescence was excited at 280 nm. B)Experimentally obtained
CD signals for free h16 (cyan), free SS4 (purple), and the SS4·h16 complex (green), as well as signals for the sum of free h16 and
free S4 N-terminus (blue) and difference signal obtained by subtract the sum from the SS4·h16 complex signals. Insert plot is the
theoretically calculated CD signals in the region from 250 nm to 290 nm , color-coded accordingly. (Figure courtesy of Ke Chen
and Krishnarjun Sarkar)
binding constant is not surprising given the fact that only fragments of the rRNA and the protein S4 are used
in this experiment.
Next, we took CD measurements in order to see whether there are any changes of conformation for
either S4 N-terminus or h16 upon binding. At 20 µM concentration, we calculated the sum of the individual
spectra of h16 and SS4 and subtracted that from the 1:1 SS4:h16 mixture, namely, the difference spectrum
(Figure 6.7B red curve). This spectrum, together with the individual curves, indicates how the CD signal
changes upon binding. At shorter wavelength (190 – 215 nm), CD signal changes are mainly due to con-
formational changes in the protein. Increase in this region is generally indicative of a decrease in random
coil characteristics in SS4 upon binding. However, the small decrease observed near 222 nm is inconclusive
as to the change in helical content, because the amplitude of the signal is almost comparable to the noise.
What is interesting is the drop in CD signal at longer wavelengths (260-280 nm). This might be attributed
to a structural change in h16 upon binding as nothing is expected from the protein in this region.
From the CD data, it is unclear why the peak at 268 nm decreases from h16 to the complex. There
are two clear possibilities: either h16 changes conformation upon binding S4 or the difference is caused by
transition dipole interactions between h16 and S4. To determine which scenario was occurring, CD spectra
were calculated based on MD trajectory data. Snapshots were taken from every replicate trajectory, and
their coordinates were used to calculate the CD signals using the online software DichroCalc (Figure 6.7B
insert plot, values have been scaled by 1200 times to enable direct comparison with experimental data). In
the long wavelength region (260-280 nm) where unexpected decrease of CD signal was seen upon substrate
binding, the averaged calculated CD signals peaked at the same wavelength and spread out in the same
order as in experimental measurements. Futhermore, we calculated the mean CD spectra using h16 and SS4
coordinates taken from both complex and free runs. Results showed that neither h16 or S4 N-terminus has a
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conformational change that causes the CD signal to change at the peak wavelength∼268 nm. Therefore, the
decrease of CD signal at the long wavelength range upon binding of h16 and S4 N-terminus is a consequence
of interactions between the two molecules.
Protein·RNA interactions through simulations
We first scanned for hydrogen bonding interactions through the simulations. The results showed that the
interaction between the two molecules were very dynamic, and an average of 88 hydrogen bonds between
different pairs of residues were estimated for each replicate. Approximately half of those H-bonds were
transient (with an occupancy less than 1% during simulations), while the majority of the other half were
formed through positively charged residues arginines and lysines. The backbone of Leu8 and A430 formed
the most common hydrogen bond involving protein residues other than arginine or lysine, and this interaction
should be important to draw the α-helix close to the RNAmolecule. Other highly populated hydrogen bonds
were mostly seen between glutamine/serine and h16.
Here, a detailed description of the salt bridges formed between protein residues arginine/lysine and phos-
phate oxygens of the RNA (Table 6.2) is given to illustrate the variety of possible amino acid·nucleotide con-
tacts in SS4·h16. Among the fifty salt bridges identified in simulations, only three (Arg12/U429, Lys9/G428
and Lys32/U426) appeared in every replicate run. Even for these three salt bridges, the largest occupancy
is only ∼68% and the longest average duration ∼7.2 ns. Considering the other salt bridges present in the
crystal structure (shown in bold in Table 6.2), the average occupancy can be as low as ∼7.5% and average
duration shorter than 1 ns. Most of the salt bridges appearing during simulation had an occupancy under
20% and mean duration under 3 ns.
From Table 6.2, four of the nine positively charged protein residues interact exclusively with the 3′
strand of h16 and two with the 5′ half for the majority of time. Generally, the 3′ strand of h16 interacts
much more strongly with the SS4 than the 5′ strand does. However, Arg25, Lys21 and Lys30 interact with
both strands and especially the bulge region. The number of salt bridges formed for these three residues was
large, but not one of them was dominating in terms of occupancy or duration. These three residues either
sit in or are close to the coil region on SS4 where RMSD values per residue are as high as the opening ends
even in complex runs. These contacts explain why this particular region on the SS4 is so dynamic.
The two molecules’ binding does not depend on particular rigid interactions but on an ensemble of
possibilities of hydrogen bonding and salt bridge network. The nature of this interaction is simple, yet the
potential is strong and the entropy is large. With this strategy in a random search of partners inside the
ocean of the cell volume, if one succeeds, the whole group wins and finally brings the rest of the molecules
together.
6.3 Discussion
In order to investigate the functional role of molecular signatures in the ribosomal 30S assembly, we have
chosen a minimal protein·RNA interaction system in which both the RNA (h16) and the protein (SS4)
involved in interaction are bacterial ribosomal signatures. This system is complete in terms of the evidence
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ARG RNA
Res.∗
Occu.†
(%)
Dur.‡ (ns) Replicate #§ LYS RNA
Res.
Occu.
(%)
Dur. (ns) Replicate #
Arg2 G406 8.23 (33) 1.19 1,3,4,5,(8),9,10 Lys7 G406 9.22 (24) 1.78 1,4,5,6,7,9,10
U407 12.94 (25) 2.38 1,2,3,(4),7,8,9 U407 24.33 (55) 2.03 1,2,3,4,5,6,7,9,10
A408 1.18 (6) 0.92 2,3,(9) A408 20.48 (78)1.22 1,2,3,4,5,7,9,10
A431 0.13 (1) 0.80 9 U409 0.64 (6) 0.46 2,(3,5,7)
Arg12 U426 5.16 (29) 0.79 1,4,5,(6),7,(8,9,10) A430 13.67 (24) 2.58 1,(2),3,(4),5,(6),8,9
U427¶ 54.24 (21) 11.72 1,2,3,4,5,6,7,8,9 Lys9 U427 14.41 (20) 3.22 1,(2,3),4,5,(6),8,10
G428 0.02 (1,6) G428 62.96 (50) 5.71 all
U429 67.92 (43) 7.21 all U429 11.28 (20) 2.62 3,4,5,7,10
Arg13 U426 0.27 (1) 1.10 1 A430 8.52 (29) 1.34 3,5,7,10
U427 11.73 (26) 2.05 1,4,5,7,9 Lys21 G406 0.14 (1) 0.55 5,(6)
G428 2.67 (11) 1.06 5,7 U407 1.09 (4) 1.20 5,6,7
U429 0.07 (1) 0.15 5 A408 12.07 (16) 3.38 (1),3,5,6,7,(9),10
Arg25 A408 0.03 (1) 0.20 8 U409 7.48 (36) 0.94 1,2,3,6,7,(8),9,10
U409 3.99 (13) 1.50 6,8 G410 23.72 (32) 3.30 1,2,3,(4),7,8,9,10
G410 22.90 (49) 2.23 1,3,4,5,6,7,8,10 A411 0.09 (2) 0.25 7
A411 27.52 (77) 1.71 1,3,4,5,6,7,8,10 A430 15.71 (54) 1.38 1,2,(3),4,(6),9,10
A412 10.67 (23) 2.12 1,4,5,7,10 Lys30 A411 2.17 (6) 1.61 5,6,7
G413 2.36 (16) 0.70 1,2 A412 9.42 (22) 1.98 4,5,6,7,10
G425 0.71 (3) 1.08 (2),10 G413 12.59 (36) 1.58 (2),3,4,5,6,8,(9),10
U426 0.23 (4) 0.39 10 G423 2.59 (1) 11.75 2
U429 17.48 (19) 4.31 3,6,9 G424 12.08 (24) 2.31 2,3,4,6,8,(9),10
A430 7.13 (11) 3.11 3 G425 26.57 (82) 1.55 1,2,3,4,6,8,10
U426 11.78 (11) 4.85 1,3,6,10
Lys32 G424 1.46 (8) 0.86 5
G425 24.41 (41) 2.74 1,(2),3,4,5,7,9,10
U426 63.00 (65) 4.43 all
U427 23.09 (34) 3.09 2,3,4,6,7,8,10
U429 20.21 (18) 5.10 2,3,4,6,7,8
Table 6.2: Salt bridges between ribosomal protein S4 N-terminus and backbone phosphate of h16.
∗Calculation has included atoms O1P, O2P, O5′ from residue N and atom O3′ from residue N-1;
†Percentage values are obtained by averaging over the 45 ns of all ten replicates.
‡ Averaged residence time, measured in nano-seconds. Number in parenthesis is the number of times that the salt bridges formed
in all replicates;
§Numbers in this column indicate which replicate runs have the specific salt bridges. Replicate number in parenthesis shows that
this replicate run does not possess long stretches of salt bridges that are counted into the duration calculation;
¶Rows in bold indicate presence in crystal structure.
for their coevolution, and it is small enough so that we can perform multiple, long, all-atom MD simulations
to study their dynamics. Ten replicates of SS4, h16 and the SS4·h16 complex starting from slightly different
conformations with RMSD less than 1 A˚ were run each for 50 ns. The alternatives of doing such simulations
on the “disordered” proteins and flexible RNA molecules are to run one very long (∼ms) trajectory or
hundreds of very short runs (a few ns). However, from the discussion we have for the RMSD timeline,
the salt bridge formation, and the secondary structure fluctuations of RNA for each individual run, we have
seen that most of the trajectories are not yet fully equilibrated and some changes occurred even after ∼40
ns. In this paper, agreement between analysis of the simulated trajectories and results of the experimental
data obtained from fluorescence spectroscopy and circular dichroism showed unambiguously the intrinsic
disorder of SS4 and the stability of h16. We believe that for this particular system and for the resources
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we have in hand, our choice of the number of replicates and the time of each individual runs to perform
describes the system with the highest efficiency.
Taking advantage of our many moderately long replicate simulations, we went further to quantify fluc-
tuations we see in the molecules on top of the general trend in backbone movements. For the relatively
stable h16, the fluctuation is seen in the change of its secondary structure. Small register shift in the RNA
stem and formation of inter-strand base stacking interactions due to twisting of the backbone are identified
as the most frequent “breathing” motions of the RNA molecule. Though intrinsic to the RNA, these mo-
tions are well accompanied and utilized by the flexibility of the interacting polypeptide chain. The highly
charged, unstructured SS4 forms many more salt bridges within itself when free in solution, but all of its
positively charged residues can contact the rRNA when the two are in complex with one another. Each
positively charged residue in S4 may form salt bridges with four or more nucleotides on the RNA, and those
arginines/lysines in the most flexible portion of the protein are capable of interacting with up to ten different
nucleotides, switching back and forth from the 5′ strand to the 3′ strand, incessantly. Negatively charged
residues may help orient the protein during h16 binding.
The flexibility of S4 observed through MD simulations is consistent with the so-called “fly-casting”
mechanism of molecular recognition in which target binding is accelerated by the weak longer-range non-
specific interactions due to a larger capture radius of the partially unfolded protein monomer [291]. Elec-
trostatic forces can be coupled to the fly-casting mechanism by destabilizing the protein and lowering the
folding barrier [292]. In addition, the acceleration of target recognition can be attributed to the fewer en-
counter times required for disordered proteins before formation of the complex [293].
From here we plan to progress on to folding and binding studies of S4 with h16 as well as the five-way
junction. Future goals include the expansion of this system into the whole 5′ domain of the SSU so that
larger-scale protein·RNA assembly can be observed. For these larger systems, we plan to use coarse grained
simulation methods.
6.4 Coarse-grained MD Simulations of Translation
6.4.1 Reaching Longer Timescales Through Simplified Models
Coarse grained MD simulations sacrifice some of the atomic detail in order to study larger systems at longer
timescales. Many RNA·protein systems have important dynamics at timescales unavailable to current all-
atom MD, such as tRNA docking and undocking from aaRS and EF-Tu, tRNA translocation through the
ribosome, and ribosomal assembly. Two general methods of coarse graining easily take advantage of the
flexibility in existing MD programs: particle-based coarse graining or force field coarse graining. For recent
presentation of coarse graining methods see [294].
Particle-based coarse graining comes in two flavors, both of which involve reducing the number of par-
ticles in the system. The first systematically replaces sets of atoms with single particles. This approach
has been used recently to coarse grain RNA [280] as well as DNA [295]. Amino acids and nucleotides
are reduced to a few beads each; multiple water molecules or hexahydrated Mg2+ are merged into single
beads. This can result in an order of magnitude decrease in the number of particles representing a sys-
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tem while maintaining the polymeric structure of the macromolecules as well as an explicit description of
cations. Coarse grained force fields can be derived from atomistic simulations through a force matching
procedure [296].
Structure-based coarse graining is another particle reduction scheme where the number of particles is
specified up front, and the coarse grained representation and associated force field parameters are generated
automatically [294]. For example, perhaps a researcher wants to use ten to twenty beads for each r-protein
depending on their relative sizes. The set of beads used for a given r-protein would be scattered throughout
the protein’s 3D structure using Voronoi tessellation where each bead is associated with one Voronoi cell.
Then the collective mass and charge of atoms within that cell are projected onto the bead, and spring-
like connections are strung between beads in adjacent cells. Solvent is approximated through a continuum
dielectric.
Researchers can also coarse grain the energy landscape to reach timescales relevant for folding and as-
sembly processes. Go-like potentials effectively smooth folding and binding energy landscapes by biasing
the molecules in a given system towards their native structures [297]. Go potentials have been used exten-
sively to study protein folding dynamics [298; 299] and more recently to study tRNA movement within the
ribosome [300]. Frequently, Go potentials are used in conjunction with particle-based coarse graining, but
all atom Go potentials have also been used [300; 301]. Go is applied through a nonbonded, pairwise con-
tact potential. Beginning with a reference structure, native contacts within a set cutoff are given attractive,
Lennard-Jones-like potentials while atoms or beads outside the cutoff receive hard sphere potentials. For
RNA·protein systems, three sets of Go parameters are required: RNA·RNA for contacts within the RNA
structure, protein·protein for those within the protein, and RNA·protein for contacts at the interface between
the two. Development of appropriate Go parameters for RNA is a continuing process. Although coarse
grained simulations for systems containing RNA are still in their infancy, the long time and length scales
seen in RNA dynamics guarantees that computational scientists will work to improve RNA coarse graining
methods.
6.4.2 Folding and Assembly of Protein·RNA Systems Using a Go Potential
Folding and docking of macromolecular complexes usually occur at timescales much greater than microsec-
onds. We are interested in the interactions of multiple groups (e.g. protein·RNA or protein·protein) for
simultaneous docking and folding, in particular, the ribosomal SSU assembly process. Go has been im-
plemented into NAMD and is generalized for modeling of n different groups of atoms. Given the stan-
dard CHARMM forcefield [164] we want to remove all nonbonded terms and replace them with our own
topology-based nonbonded potential, Vgo, derived from a reference structure.
Vtotal = V CHARMMbonded + Vgo (6.1)
V CHARMMbonded = Vbond + Vangle + Vdihedral (6.2)
Given two groups I and II, there can be potentials applied between the two groups or within each group.
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Vgo = VI + VII + VI−II (6.3)
I II
Figure 6.8: Given two groups there must be a pairwise potential between the two groups represented by the green dots.
Within each group, potentials that may have different parameters are represented by the blue and red dots.
The Go potential treats all heavy atom pairs within a cutoff distance as native contacts, based on a
reference structure. These native contacts experience a Lennard-Jones-like potential.
V (rij) = 4
((
σij
rij
)a
−
(
σij
rij
)b)
∀ rreferenceij ≤ γ (6.4)
Where  is the well depth of the potential, rij is the distance between the atom pair ij, and γ is the
user-defined cutoff. The σij are chosen such that the minimum of the Lennard-Jones potential corresponds
to the native distance in the reference structure. For potentials within one group (e.g. group I), both atoms
i and j are chosen from within that group, and for potentials between groups i’s are chosen from one group
(I) and j’s from the other (II).
σij =
(
b
a
)( 1a−b)
rreferenceij (6.5)
All atom pairs with reference distances larger than the cutoff are treated as repulsive interactions through
the use of a hard sphere potential.
V (rij) = rep
(
σrep
rij
)12
∀ rreferenceij > γ (6.6)
Within each group we remove atom pairs that are classified as native contacts if they interact through
bonded, angle, or dihedral terms (1-2, 1-3, and 1-4 interactions). We may also impose additional restrictions
pertaining to the residue positions of the atoms pairs. In one scenario, it may be desirable to restrict any
attractive pairs that are nearest neighbor (i+1) or third nearest neighbor (i+3) in residue distance, but include
the second nearest neighbor contacts (i+2).
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Previously, Go potentials were applied through NAMD’s miscellaneous forces feature which has the
limitation that it can only be run on a single processor. Now Go potentials have been implemented within
the NAMD core. To enable Go potentials, simply add three lines to a typical NAMD configuration file:
GoForcesOn 1
GoParameters go.params
GoCoordinates native.pdb
where go.params is a text file with the relevant Go parameters listed and native.pdb is a PDB format file
with atomic coordinates for the native structure. An example Go parameter file is given in Appendix C. The
end goal is to create a fully parallel Go implementation which will make the simulation of large systems
more tractable.
Once this is achieved, we will be able to simulate the folding and aggregation of large sections of the
ribosome: rRNA domains folding in the context of their corresponding r-proteins and vice versa. Ribosomal
assembly occurs on timescales much greater than those available to MD. The Go potential will bias the
system towards the native, folded state allowing the circumvention of current limits on long-time MD sim-
ulations. Using this method we will be able to investigate the detailed molecular mechanisms of ribosomal
assembly such as which contacts are the most important, what order structural elements appear, and how
primary binding proteins assist or enable the assembly of the rest of the ribosomal small subunit.
6.5 Methods
6.5.1 Protein and RNA Design and Sample Preparation
The fragment of the wild type E. coli r-protein S4 from positions 1 to 39 was ordered from Genscript (Pis-
cataway, New Jersey). In order to have a fluorescence probe within the protein for bulk measurements, the
isoleucine at position 33 was replaced by tryptophan. The cysteine at position 31 was replaced by serine
while the alanine at position 1 was replaced by cysteine. These two cysteine mutations were introduced to
facilitate the labeling of the N-terminus with an Alexa-488 fluorophore for future single molecule exper-
iments. The mutated resides are carefully chosen according to the sequence alignment of S4 provided in
[274]. The N-terminus of the fragment is acetylated and the C-terminus is amidated.
The h16 RNA fragment from position 406 to 436 was ordered from Integrated DNA Technologies
(Coralville, Iowa) with two modifications: the adenine at position 435 was changed to 2-aminopurine, a
fluorescent analog of adenine, and a non-fluorescent quencher Iowa Black FQ was attached to the 5′ end of
the molecule. The original and modified sequences are shown in Figure 6.1.
6.5.2 Molecular Modelling and Simulation
Three systems were extensively studied in this paper: S4 N-terminus (we will refer to this 39-residue N-
terminal fragment of r-protein S4 as “SS4”— short for signature S4— in the following text unless otherwise
noted), h16, and the SS4·h16 complex. In addition, the five-way junction in the 5′ domain of the ribosomal
30S with and without r-protein S4 as well as free S4 were also briefly studied to establish reference points.
Structures of them were taken from E. coli ribosomal SSU (PDB code 2I2P [287]). Three mutations on the
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protein and one mutation on the RNA sequence were made according to experimental setup (see section
above). Ten separate MD simulations were performed for the three main systems using NAMD2 [113]
with the CHARMM27 force field [164]. Parameters for 2-aminopurine were developed by analogy with the
separate adenine and lysine parameters already present in the CHARMM27 force field.
Psfgen was used to add hydrogen atoms to the macromolecules. The systems were neutralized by placing
Na+ or Cl− with the program ionize [108], that places the ions at the minima of the Coulombic electrostatic
interaction energy calculated on a uniform grid. The systems were solvated in a two-step process. In the first
step, Solvate 1.0 [111] was used with two gaussians to add five layers of TIP3 water molecules [170] to the
system. This solvated the inner pocket and protein·RNA docking interface. Then, the Solvate 1.2 plugin to
VMD [104] was used to place the bulk water, resulting a full system size of 58×56×58 A˚ and 16,916 atoms
for SS4, 57×78×59 A˚ and 23,090 atoms for h16, 69×71×59 A˚ and 25,279 atoms for the SS4·h16 complex,
76×82×65 A˚ and 36,063 atoms for the S4, 101×80×127 A˚ and 92,139 atoms for the five-way junction, and
94×114×106 A˚ and 103,935 atoms for the complex of five-way junction and S4. Finally, 10 mM of NaCl
was added to every solvated system, resulting in 1 Na+ ion and 1 Cl− ion in the first four systems and 3
Na+ ions and 3 Cl− ions in the two systems that contain the five-way junction.
All initial equilibration simulations were done with periodic boundary conditions using the NPT ensem-
ble with pressure set to 1 atmosphere using the Langevin piston and temperature set to 298 K using Langevin
dynamics. Electrostatics were calculated with the Particle Mesh Ewald method [171]. The van der Waals
interactions were calculated using a switching distance of 12 A˚ and a cutoff of 14 A˚. Variable timesteps for
updates of bonded, van der Waals, and electrostatic calculations were 1 fs, 2 fs, and 4 fs, respectively.
Systems were minimized using a four-step protocol in which the water molecules were allowed to asso-
ciate with the macromolecule before allowing the macromolecule to move. These steps were: heavy atoms
fixed (2,000 steps), heavy atoms fixed excluding water and ions (3,000 steps), macromolecule backbone
atoms fixed (5,000 steps), and all atoms free to move (20,000 steps). During the initial equilibration, the
system was gradually heated to 298 K [23; 94] during which different parts of the system were harmonically
constrained. The initial temperature was set to 100K, and ions and heavy atoms in the protein and nucleic
acid chains were harmonically constrained for the first 25,000 fs. For the second step, temperature was set to
200K, and ions were set free for another 25,000 fs. Then the temperature was raised to 250K, and backbone
atoms were harmonically constrained for 50000 fs. Force constants for all harmonic constraints were set to
1 kcalmol−1 A˚2. Finally, the temperature was raised to 298 K, and all atoms were freed for the next 4.9 ns.
After this 5 ns equilibration, each system was run for 45 ns.
One unfolding MD run for each of the three small systems was performed for comparison with the
experimental melting data. The unfolding runs started after 20 ns of equilibration of the first replicate.
The temperature was then raised linearly from 298K (25◦C) to 358K (85◦C) by a hundred 5-ps steps. The
systems were kept at 358K for another 99.5 ns to achieve a total of 100 ns of unfolding simulation.
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6.5.3 Calculation of Conformational Structure
RMSD calculations
The root mean square deviation (RMSD) for the backbone atoms was calculated at 50 ps intervals over the
50-ns simulations. The crystal structure of each system was used as the reference frame for the standard
Kabsch method [223] implemented in VMD so that every replicate was compared to the same reference.
Backbone of the whole RNA molecule h16 was aligned as usual. However, for the protein fragment, fitting
between each frame and the reference frame was done based on the relatively stable eight-residue α-helix
(residue 7 to 14) only.
Q: fraction of native contact distances
Q computes the fraction of similar contact distances between any conformation of a protein and its native
structure [131].
Q =
2
(N − 1)(N − 2)
∑
i<j−1
exp
−
(
rij − rnatij
)2
2σ2ij
 (6.7)
rij is the distance between a pair of Cα (or P) atoms. rnatij is the Cα-Cα (or P -P ) distance between residues
i and j in the native state of a protein (or RNA). σ2ij = |i− j|0.15 determines the width of the Gaussian
function. N is the number of residues of the protein (or RNA) being considered.
Salt bridge detection
Salt bridges were identified over the trajectories using a cutoff of 4.0 A˚ between nitrogen atoms on Arg/Lys
side-chains and the oxygen atoms on Glu/Asp side-chains or on nucleotide phosphate (including atoms O1P,
O2P, O5′ from residue N and atom O3′ from residue N-1). If more than one pair of atoms on the same pair
of residues came within the distance cutoff, the salt bridge was only counted once. Percentage of occupancy
for one particular salt bridge was averaged over a total of 450 ns equilibration of ten replicates for each
system. Averaged duration for the salt bridge was calculated such that a spike of salt bridge formation in
one or two frames was not counted, and a loss of salt bridge in one or two frames alone a contiguous stretch
was also ignored.
Base pairing and base stacking interaction determination
Base pairing interaction was determined using x3DNA [302] with all possible base pairs enabled. Base
stacking interaction was calculated using the criteria established in [303], with slightly relaxed cutoff values
obtained from [304] to incorporate the intrinsic RNA structure fluctuations. The three criteria used were:
1) distance between the geometric centers of the two base rings should be smaller than 5.5 A˚, 2) the angle
between the base normal vectors of the two base rings should be smaller than 30◦, and 3) the angle between
one of the two base normal vectors and the vector connecting the two ring geometric centers should be less
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than 40◦. Both rings in the purine bases were calculated individually, and if one of the rings met all the
above criteria, the base was considered stacked. For more detail, please refer to [303].
To test the algorithm, we chose several pairs of bases, moved them around with respect to each other,
and determined whether they were stacked using the criteria. The non-bonded energies were also calculated
in each position. The algorithm was also tested using some tRNA simulations where base stacking in the
anticodon loop was clearly lost, and the program successfully tracked those changes.
6.5.4 Experimental Measurements
Dilution measurements
A dilution measurement was performed using the Cary Eclipse Fluorescence spectrophotometer (Varian
Inc, Palo Alto, CA). A fluorescence spectrum was measured for 600 µL of 7.5 µM sample of 1:1 S4:h16.
Thereafter, 100 µL of sample solution was removed from the cuvette and replaced with 100 µL of water,
stirred and spectrum measured again. This was repeated until a concentration of 0.34 µMwas achieved. The
spectra were baseline subtracted. The integrated spectrum was used for calculating the binding constant.
The dilution data was fitted to the thermodynamic model to obtain the binding constant. For a two-
component system described by A+B ⇔ AB, the binding constant K at equilibrium can be written as:
K =
[AB]
[A][B]
=
x
(x0 − x)2 (6.8)
where x0 is the starting concentration of each component A and B; x is the equilibrium concentration for
the bound complex AB. Thus,
x =
(2x0K + 1)±
√
(2x0K + 1)2 − 4K2x20
2K
(6.9)
The overall fluorescence intensity (Flu) in solution can be expressed as follows:
Flu
x0
= (IflA + I
fl
B )
(x0 − x)
x0
+ IflAB
x
x0
(6.10)
where IflA , I
fl
B , and I
fl
AB are the fluorescence intensities per unit concentration for A, B, and AB respectively.
The curve in Figure 6.7A is fit using Eq. (6.9) and (6.10) to obtain the binding constant K. The dissociation
constant is K−1. The fluorescence contribution from the RNA is insignificant and hence is assumed to be
zero.
Absorbance and fluorescence melts
The fluorescence melts were performed using the Carey Eclipse Fluorescence Spectrophotomer (Varian Inc.,
Palo Alto, CA). An excitation wavelength of 280 nm was used and the spectra were scanned from 320 nm
to 440 nm.The temperature of 600 µL of 5µ SS4 alone, h16 alone and 1:1 SS4:h16 were increased at 5◦C
intervals. The SS4 and h16 melting curves were subtracted from that of the SS4·h16 mixture and a singular
value decomposition was performed. The independent SS4 and h16 spectra are also analyzed separately.
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The absorbance melt of the rRNA fragment h16 at 260 nm was performed using a spectropolarimetor
(Jasco Inc., Easton, MD). A 1µM solution of h16 in a 1 cm path length cell was used for the measurement.
The melting curves are fitted to a two-state thermodynamic model, where the free energy difference (∆G)
between the two states is assumed to have a linear temperature dependence:
∆G = ∆G1(T − Tm) (6.11)
where Tm is the folding transition temperature and ∆G1 the linear temperature coefficient. The signal
corresponding to each state is also assumed to be linear with a constant offset.
S = S0 + S1(T − Tm) (6.12)
Using this model, a non-linear least square fit is performed to obtain all the free energy and signal parameters
along with the melting temperature.
Circular dichroism spectra
Circular dichroism (CD) spectra of 20 µM SS4, h16 and 1:1 complex of SS4:h16 were measured using
a spectro-polarimeter (Jasco Inc., Easton, MD). The measurements were made using a 1 mm path length
cuvette. The CD spectrum was scanned from 190-300 nm.
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Appendix A
Lists of Species in QR Sets
Species LeuRS tRNA
Pyrobaculum aerophilum X
Sulfolobus solfataricus X X
Sulfolobus tokodaii X X
Sulfolobus acidocaldarius X
Sulfolobus solfataricus X X
Aeropyrum pernix X
Methanocaldococcus jannaschii X
Methanococuss maripaludis X
Methanosarcina mazei X
Methanococcoides burtonii X
Archaeoglobus fulgidus X X
Thermococcus kodakarensis X X
Pyrococcus horikoshii X
Methanothermobacter thermautotrophicus X
Methanosphaera stadtmanae X
Methanopyrus kandleri X X
Methanospirillum hungateii X X
Nanoarchaeum equitans X X
Thermoplasma volcanium X
Thermoplasma acidophilum X X
Picrophilus torridus X
Ferroplasma acidarmanus X
Natromonas pharaonis X
Haloarcula marismortuii X
Haloferax volcanii X
Methanoculleus marisnigri X
Pyrobaculum calidifontis X
Pyrococcus abyssi X
Methanosarcina acetivorans X
Halobacterium sp. X
Methanosarcina barkeri X
Hyperthermus butylicus X
Methanosaeta thermophila X
Picrophilus torridus X
Methanocorpusculum labreanum X
Table A.1: List of organisms in the QR set for archaeal LeuRS and tRNALeu
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Species D-GluRS tRNA
Thermus thermophilus X X
Escherichia coli X
Desulfotalea psychrophila X
Arcobacter butzleri X
Candidatus Blochmannia floridanus X
Buchnera aphidicola X
Vibrio cholerae X
Methylobacterum sp. X
Orientia tsutsugamushi Boryong X
Rickettsia sibirica X
Wolbachia endosymbiont of Drosophila ananassae X
Anaplasma marginale X
Petrotoga mobilis X
Thermotoga maritima X
Thermotoga petrophila X
Tropheryma whipplei X
Corynebacterium efficiens X X
Opitutaceae bacterium X
Frankia sp. X
Blastopirellula marina X
Rhodopirellula baltica X
Gloeobacter violaceus X
Deinococcus radiodurans X
Propionibacterium acnes X X
Chlamydophila pneumoniae X
Psychrobacter arcticus X
Oceanobacter sp. X
Rhizobium etli X
Plesiocystis pacifica X
Treponema pallidum X X
Borrelia burgdorferi X X
Vicitvallis vadensis X
Alkaliphilus metallredigens X
Chloroflexus aggregans X
Herpetosiphon aurantiacus X
Rubrobacter xylanophilus X
Microscilla marina X
Pedobacter sp. X
Flavobacter bacterium X
Salinibacter ruber X
Chlorobium phaeobacteroides X
Rhodopirellula baltica X
Lactobacillus johnsonii X
Lactobacillus brevis X
Candidatus Ruthia magnifica str. X
Candidatus Pelagibacter ubique X
Oenococcus oeni X
Neisseria gonorrhoeae X
Ehrlichia canis str. Jake X
Table A.2: List of organisms in the QR set for D-GluRS and tRNAGlu
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Appendix B
GluRS·tRNAGlu Nucleotides Amino Acids Predicted to be Crucial for
Allostery
Monomer Conservation CPL
(Node)
CPL
(Edge)
Community CPL
(Contact
Map)
Community
(Contact
Map)
C4 74.1 No Yes No Yes No
C5 85.2 No Yes No No No
C6 48.1 No Yes No Yes Yes
U8 100 Yes No Yes No Yes
C9 57.1 No No No No Yes
U11 100 No No Yes Yes No
C12 77.8 No Yes No Yes Yes
U13 66.7 Yes Yes No Yes No
A14 100 No Yes Yes No No
G15 66.7 No Yes No Yes Yes
G19 100 No No No No Yes
G23 64.4 No No No Yes No
A24 82.2 G No No No Yes No
C25 100 No Yes Yes No No
G26 41.7 Yes Yes No Yes No
C27 52.1 Yes No No No No
G28 56.3 Yes No No No No
C31 71.4 No No No No Yes
U33 100 Yes No Yes Yes No
U35 100 No Yes No Yes No
C36 100 No Yes No Yes No
A38 29.2 Yes No Yes Yes Yes
G39 66.7 No No No Yes Yes
Continued on next page
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Table SB.1 – continued from previous page
Monomer Conservation CPL
(Node)
CPL
(Edge)
Community CPL
(Contact
Map)
Community
(Contact
Map)
G43 68.8 Yes No No No No
A44 47.9 Yes No No No Np
A46 76.2 No No No No Yes
G49 22.9 Yes No Yes No Yes
G50 80.4 No No No No Yes
U59 30.4 No No No No Yes
C65 15.2 No No No No Yes
G67 2.17 No No No No Yes
G68 88.9 No Yes No No No
G69 70.4 No Yes No Yes No
G70 74.1 No Yes No No No
U71 24.4 No No No Yes Yes
A73 73.9 No No No Yes No
C74 100 No No No Yes No
C75 100 No Yes No No No
A76 100 No Yes No Yes Yes
Arg5 97.2 No No No No Yes
Ile6 100 hp Yes No No No Yes
Pro8 100 Yes No Yes No Yes
Asp13 16.7 No No No No Yes
His15 100 Yes No No No Yes
Tyr20 100 Tyr/Arg Yes No Yes No No
Ile21 14.3 Yes No No No No
Ala22 85.7 Yes No No Yes No
Phe36 83.3 No No No No Yes
Arg39 100 Yes No No No Yes
Ile40 97.2 hp No No No No Yes
Glu41 100 Asp/Glu Yes No No No No
Thr43 100 Yes No No No No
Glu53 51.4 Yes No No No No
Arg55 5.6 No No No No Yes
Ile56 100 hp Yes No Yes Yes Yes
Trp62 89 Yes No Yes Yes No
Tyr80 77.1 Yes No No No No
Continued on next page
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Table SB.1 – continued from previous page
Monomer Conservation CPL
(Node)
CPL
(Edge)
Community CPL
(Contact
Map)
Community
(Contact
Map)
Gln82 100 Yes No Yes No Yes
Tyr89 89 No No Yes No No
Tyr103 89 No No Yes No No
Ala105 14.3 Yes No No No No
Phe106 97 aro No No Yes No No
Glu107 14.3 Asp/Glu Yes No No Yes No
Arg116 26.7 No No No Yes No
His144 11.1 No No No No Yes
Val145 75.6 Yes No No No No
Asp160 100 Yes No No No No
Arg163 62.2 Yes Yes No Yes No
Val166 42.2 No Yes No No No
Tyr168 44.4 Phe/Tyr No Yes No No No
Glu172 26.7 No Yes No Yes No
Ile173 27.8 No No No No Yes
Asp175 94.4 No No No No Yes
Val177 95.6 hp No Yes No No No
Lys180 100 Lys/Arg Yes Yes No Yes Yes
Thr186 75.5 Yes Yes No Yes No
His232 100 No No Yes No No
Pro234 91.1 No No Yes No No
Arg237 15.6 No Yes No Yes No
Lys241 31.1 Lys/Arg No Yes No Yes Yes
Lys243 95 No No No Yes Yes
Ile244 100 hp No No No No Yes
Thr251 22.2 Yes No No No No
Leu253 100 hp Yes No No Yes Yes
Asp254 19.4 No No No No Yes
Lys257 11.1 No No No No Yes
Phe261 94 Phe/Tyr Yes No Yes No No
Pro263 88.9 Yes No No No No
Arg267 11.1 No No No No Yes
Asn268 97.5 Yes No No No No
Leu270 100 hp Yes No No No No
Continued on next page
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Table SB.1 – continued from previous page
Monomer Conservation CPL
(Node)
CPL
(Edge)
Community CPL
(Contact
Map)
Community
(Contact
Map)
Met273 100 hp Yes Yes No Yes No
Gly274 91 No No Yes No No
Ser276 66.7 Ser/Thr No Yes No No No
Gln281 13.3 No Yes No No No
Glu282 97.5 Asp/Glu Yes No No Yes No
Trp295 5 Yes No No No No
Arg297 45.6 Yes Yes No Yes No
Pro303 13.3 No Yes No No No
Val304 44.4 Yes No No Yes No
Phe305 89 No No Yes No Yes
Asp306 100 Asp/Asn No No Yes No No
Lys309 95 No No No Yes No
Leu310 93 7 No No Yes No No
Trp312 46.6 Yes Yes Yes Yes No
Asn314 97 Asn/Gln Yes No No Yes No
Tyr317 66.7 Yes No No Yes Yes
Arg319 70 Lys/Arg Yes No No Yes No
Arg330 17.8 Yes No No Yes No
Phe334 22.2 No No No No Yes
Arg354 55.6 Yes No No No No
Arg356 8.9 Yes No No No No
Arg358 100 Lys/Arg Yes Yes No Yes Yes
Leu359 80 hp No No Yes No No
Asp360 5.6 No No No No Yes
Thr361 35.6 Yes No No No No
Lys368 11.1 No No No No Yes
Tyr371 38.9 aro No No No No Yes
Tyr377 35.6 Yes No No No No
Glu409 7 Yes No No Yes No
Arg417 10 No No No Yes No
Gln432 15.6 No Yes No Yes No
Glu443 2.2 No Yes No Yes No
Thr444 100 No Yes No No No
Pro445 80 No Yes No No No
Continued on next page
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Table SB.1 – continued from previous page
Monomer Conservation CPL
(Node)
CPL
(Edge)
Community CPL
(Contact
Map)
Community
(Contact
Map)
Glu449 66.7 Asp/Glu Yes No Yes No No
Mean 67.6 65.8 85.8 63.4 60.9
Conservation
Table B.1: Comparison of the nucleotides predicted to be crucial for
allostery in the GluRS·tRNAGlu·Glu-AMP system based on the CPL
(Node), CPL (Edge), and community analyses and their conservation.
Contact Map refers to applying the CPL (Node) analysis to the un-
weighted contact map network from the crystal structure of the adeny-
late complex (PDB ID: 1N78) with adenylate analog modified to Glu-
AMP. “hp” refers to hydrophobic residues while “aro” refers to aromatic
residues.
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Appendix C
Example Go Parameter File
Within the PDB file for the native structure, Go atom groups are specified by placing an identification num-
ber in the occupancy field for atoms in that. To specify the Go potential parameters within group 1, for
example, list them beneath the line “chaintypes 1 1”. For Go parameters between groups 1 and 2, the rele-
vant section begins with “chaintypes 1 2”.
chaintypes 1 1
epsilon 1.25
exp a 12
exp b 6
sigmaRep 2.25
epsilonRep 0.03
cutoff 4.4
restriction 1
restriction 3
chaintypes 2 2
epsilon 1.25
exp a 12
exp b 6
sigmaRep 2.25
epsilonRep 0.03
cutoff 4.4
restriction 1
restriction 3
chaintypes 1 2
epsilon 1.25
exp a 12
exp b 6
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sigmaRep 2.25
epsilonRep 0.03
cutoff 4.4
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