We provide a review on the empirical likelihood method for regressiontype inference problems. The regression models considered in this review include parametric, semiparametric, and nonparametric models. Both missing data and censored data are accommodated.
Introduction
It has been twenty years since Art Owen published his seminal paper (Owen 1988) that introduces the notion of empirical likelihood (EL). Since then, there has been a rich body of literature on the novel idea of formulating versions of nonparametric This invited paper is discussed in the comments available at: doi:10.1007/s11749-009-0160-z, doi:10.1007/s11749-009-0161-y, doi:10.1007/s11749-009-0162-x, doi:10.1007/s11749-009-0163-9, doi:10.1007/s11749-009-0164-8, doi:10.1007/s11749-009-0165-7. Hall and La Scala (1990) in the early years of the EL method, which summarized some key properties of the method. The second one was the book by the inventor of the methodology (Owen 2001), which provided a comprehensive overview up to that time.
The body of empirical likelihood literature is increasing rapidly, and it would be a daunting task to review the entire field in one review paper like this one. We therefore decided to concentrate our review on regression due to its prominence in statistical inference. The regression models considered in this review cover parametric, nonparametric, and semiparametric regression models. In addition to the case of completely observed data, we also accommodate missing and censored data in this review.
The EL method (Owen 1988 (Owen , 1990 ) owns its broad usage and fast research development to a number of important advantages. Generally speaking, it combines the reliability of nonparametric methods with the effectiveness of the likelihood approach. It yields confidence regions that respect the boundaries of the support of the target parameter. The regions are invariant under transformations and behave often better than confidence regions based on asymptotic normality when the sample size is small. Moreover, they are of natural shape and orientation since the regions are obtained by contouring a log likelihood ratio, and they often do not require the estimation of the variance, as the studentization is carried out internally via the optimization procedure. The EL method turns out appealing not only in getting confidence regions, but it also has its unique attractions in parameter estimation and formulating goodness-of-fit tests.
Parametric regression
Suppose that we observe a sample of independent observations {(
, where each Y i is regarded as the response of a d-dimensional design (covariate) variable X i . The preliminary interest here is in the conditional mean function (regression function) of Y i given X i . One distinguishes between the design X i being either fixed or random. Despite regression is conventionally associated with fixed designs, for ease of presentation, we will concentrate on random designs. The empirical likelihood analysis for fixed designs can be usually extended by regularizing the random designs.
Consider first the following parametric regression model:
where m(x; β) is the known regression function with an unknown p-dimensional (p < n) parameter β ∈ R p , and the errors ε i are independent random variables such that E(ε i |X i ) = 0 and Var(ε i |X i ) = σ 2 (X i ) for some function σ (·). Hence, the errors can be heteroscedastic. We require, like in all empirical likelihood formulations, that the errors i have finite conditional variance, which is a minimum condition needed by the empirical likelihood method to ensure a limiting chi-square distribution for the empirical likelihood ratio.
