Abstract. We study divisors in the blow-up of P n at points in general position that are non-special with respect to the notion of linear speciality introduced in [5] . We describe the cohomology groups of their strict transforms via the blow-up of the space along their linear base locus. We extend the result to non-effective divisors that sit in a small region outside the effective cone. As an application, we describe linear systems of divisors in P n blown-up at points in star configuration and their strict transforms via the blow-up of the linear base locus. Finally we illustrate in one famous special example how to combine these techniques with degenerations in order to translate non-linear obstructions to linear obstructions.
Introduction
We denote by L = L n,d (m 1 , . . . , m s ) the linear system of hypersurfaces of degree d in P n passing through a collection of s points in general position with multiplicities m 1 , . . . , m s . The (affine) virtual dimension of L is denoted by
n + m i − 1 n and the expected dimension of L is edim(L) = max(vdim(L), 0). We recall the general setting of classical interpolation problems in P n and we introduce a new perspective from which the authors are studying these problems.
If D is the strict transform of a general divisor in L in the blow-up of P n at the s points, then vdim(L) equals χ(O(D)). The inequality dim(L) ≥ edim(L) is always satisfied. However if the conditions imposed by the assigned points are not linearly independent, then the actual dimension of L is strictly greater that the expected one: in that case we say that L (or D) is special. Otherwise, whenever the actual and the expected dimension coincide we say that L is non-special.
It is obvious that knowing the dimension of L is equivalent to classifying the speciality of linear systems. However, due to its complexity and mysterious geometry, the simple question of predicting and computing dimensions of such vector spaces is not even conjectured when n is four or higher.
In the last century the problem of classifying linear systems was studied with different techniques by many people. We will briefly mention a few important results. In the planar case, the Segre-Harbourne-Gimigliano-Hirschowitz conjecture, that we refer to as the SHGH conjecture, describes all effective special linear systems. On the negative side a conjecture related to the vanishing theorems of a linear system is Nagata's conjecture that predicts the nef cone of linear systems in the blown-up plane at general points. The degeneration technique introduced by Ciliberto and Miranda (see e.g. [9, 10] ) is a successful method in the study of interpolation problems, however, in spite of many partial results, both conjectures are still open in general. In the case of P 3 , there is an analogous conjectural classification of effective special linear systems formulated by Laface and Ugaglia (see e.g. [19] ).
However in the case of P n general results are rare and few things are known. First the well-known Alexander-Hirschowitz Theorem states that a linear system in P n with arbitrary number of double points is non-special besides a list of exceptional cases in small degree (see e.g. [1, 4, 21] for more details). For higher multiplicities, the only general result known so far is a complete cohomological classification of the speciality for only linearly obstructed effective linear systems, proved by Brambilla, Dumitrescu and Postinghel in [5] (see also [7] ). One of the goals of this paper is to extend such a classification [5] to the non-effective case.
In order to classify the special linear systems, one has to understand first what are the obstructions, namely what are the varieties that whenever contained with multiplicity in the base locus of a given divisor force L to be special. In [2] and [3] these obstructions are named special effect varieties. Few examples of special effect varieties in small dimension were classified before [5] . The only other examples known were (−1)-curves in P 2 and P 3 (see [19] ) and the list of exceptions from Alexander-Hirschowitz Theorem. Theorem 1.4 (that was proved in [5, Theorem 4.6] ) and Corollary 5.2 prove that, for any effective divisor, linear cycles of arbitrary dimension are always special effect varieties.
In the direction of extending the SHGH conjecture to P n and possibly to other rational projective varieties, we address the same natural and general question as in [5] . We remark that D is obtained blowing-up the whole base locus of D, in particular the fixed hypersurfaces. Precisely, since these divisorial components of the base locus split off the system, to blow them up is equivalent to remove them. For linear divisorial components more details are presented in Section 2. In view of what has just been said, an affirmative answer to Question 1.1 would imply that SHGH and Laface-Ugaglia conjectures hold true in the cases of P 2 and P 3 respectively. Moreover it is equivalent to the effective cone description via the information of special effect varieties and their normal bundle cohomological description.
In general this question is difficult since it requires first to describe the base locus of a linear system and second to understand the contribution given by each component of the base locus to the speciality of the linear system. So far we don't know any counterexample for Question 1.1 in the planar case or in dimension n. An affirmative answer to Question 1.1 implies that dim(L) = χ(X, O X ( D)), translating the classical dimension problem of linear systems into a Riemann-Roch formula for divisors living in further blown-up spaces. We denote byD the strict transform after the blow-up of the linear base locus, while D denotes the strict transform after the blow-up of the total base locus. Due to the combinatorial and geometrical complexity of this problem so far we only understand properties of divisorsD and we will present them in detail. Moreover in Section 7 we show in one well-known example how to use the results ofD in degenerations to derive results for D. We mention that for s ≤ n + 2 the divisorsD that appear in Sections 5 and 6 are divisors in M 0,n+3 so understanding their cohomological description can be used in the study of the Effective cone of M 0,n+3 (see also [5, Section 6.3] ).
In this paper our original vision is that via the computation of normal bundles of special effect varieties and their cohomological information, the vanishing theorems of the strict transform D are equivalent to a dimension count of the global sections for the sheaf O(D), and in particular to information about the effective cone of the blown-up P n at points (see also Corollary 6.5). More precisely, computations of the normal bundle is done in Section 3. Section 4 proves that by knowing the dimension of linear systems we can recover the vanishing theorems. Conversely, Corollary 5.2 shows that vanishing theorems ofD imply the dimension count and furthermore we conclude by explicitly proving the vanishing theorems in Sections 5 and 6.
In the article [5] , the authors introduced a new notion of expected dimension for linear systems, that takes into account the linear obstructions and extends the notion of virtual dimension, namely linear virtual dimension. We mention that in this paper, we will use ldim(L) to denote the (affine) linear virtual dimension, and not the (projective) expected linear dimension one as in [5] . where we set I(−1) = ∅. The (affine) linear expected dimension of L is defined as follows: it is 0 if L is contained in a linear system whose linear virtual dimension is negative, otherwise it is the maximum between the linear virtual dimension of L and 0.
We remark that this notion is well-defined not only for all effective linear systems but also for non-effective ones, that we will study in Sections 5 and 6, provided that m i ≤ d + 1.
In this light, asking whether the dimension of a given linear system equals its linear expected dimension can be thought as a refinement of the classical question of asking whether the dimension equals the expected dimension. If the answer to this question is affirmative, then L is said to be a linearly non-special or only linearly obstructed. Obviously, non-special linear systems are always linearly non-special.
There exist linear systems that are linearly obstructed without being only linearly obstructed. For instance L 4,10 (6 7 ) contains all lines L ij , i, j ∈ {1, . . . , 7} with multiplicity two in its base locus as well as the rational normal curve through the seven points, see [5, Example 6 .2] for more details. Moreover some examples of special linear systems that are not linearly obstructed are known: we discuss one of those examples, namely L 3,4 (2 9 ), in Section 7.2. Throughout this paper we translate the algebraic statements about linear systems into geometric statements about divisors. For this we will also define a divisor D in the blown-up P n at points to be only linearly obstructed or linearly non-special if the corresponding linear system L in P n is only linearly obstructed and we will write vdim(D) and ldim(D) for the virtual and linear virtual dimensions of L.
We remark that the ldim(L) formula condenses information of the normal bundles of the linear base locus in a compact form.
Connections between L being linearly non-special and the Fröberg-Iarrobino conjecture (see [7] ), describing the Hilbert series of an ideal generated by s forms, can be found in [5, Section 6] . This reveals the importance of the notion of linear speciality, that was achieved and developed independently from both the geometric and the algebraic setting.
Linear systems with arbitrary number of points s with bounded sum of the multiplicities were classified in [5] , for n ≥ 1, d ≥ 2, by proving that they are only linearly obstructed. 
where s(d) ≥ 0 is the number of points of multiplicity d, then L is non-empty and linearly non-special.
The new perspective introduced in [5] is built upon the cohomological study of the strict transforms of effective only linearly obstructed divisors, the strict transforms being taken after blowing-up their linear base locus. Moreover in [5] a complete classification was given for effective divisors interpolating s ≤ n + 2 general points, in which range the effective cone was known (see for example [6] ).
For every effective divisor D in L, let D (r) denote the strict transform of D in the space X n (r) obtained as the blow-up of of P n along the linear base locus of D up to dimension r, with r ≤ n − 1:
where E I(ρ) denotes the exceptional divisor of the linear subspace of P n of dimension ρ spanned by the points parametrized by the multi-index I(ρ). We will set D := D (n−1) . To simplify notation here and throughout the paper we will also abbreviate 
The geometric interpretation of this result is that for any effective divisor D, every r-dimensional linear cycle L I(r) for which k I(r) ≥ 1 gives a contribution with alternating sign, (−1)
r+1 , equal to
) and to the formula for ldim(D) (cfr. Theorem 5.1 and Corollary 5.2). Moreover such a contribution is null when k I(r) ≤ r.
The goal of this paper is to show that the same type of calssification results as in Theorem 1.4 holds for larger classes of divisors, such as effective divisors with arbitrary number of points and non-effective ones. The definition of strict transform after blowing-up the linear base locus is formally extended to the non-effective case in Section 5.
We first generalize the formula in Theorem 1.4 for any effective divisor, not necessarily linearly non-special, interpolating an arbitrary collection of general multiple points. Theorem 1.5. If D is any effective divisor then for any 0 ≤ r ≤ n − 1 we have
This result is part of Theorem 5.1 that will be proved in Section 5 in a more general setting.
The main result of this paper is a complete cohomological description of D (r) in the following cases, where we set b := s i=1 m i − nd. Theorem 1.6. Theorem 1.4 holds for all divisors with m i ≤ d + 1 under the following hypothesis: s ≤ n + 1 and b ≤ n, or s ≥ n + 2 and b ≤ max(1, s − n − 2).
Moreover if s ≤ n + 1 then h i (D) = 0 for all i ≤ n − 1 and h n (D) = b−1 n for b ≥ n + 1 and zero otherwise.
The theorem summarizes the results contained in Theorem 4.1, Theorem 5.3 (2), Theorem 6.1 and Corollary 6.2. This result shows that Question 1.1 extends to non-effective divisors in a small region of the effective cone with a correct definition for D (r) . In order to study classical interpolation problems, a crucial step is the study non-effective divisors. More precisely whenever a linear cycle, is contained in the base locus of a divisor D, its normal bundle is a non-effective divisor and the cohomology groups of its multiples produce the contributions (1.3). However, in the general case of P n to compute normal bundles of special effect varieties (and in particular the dimension of L) requires the analysis of empty linear systems that is in general non-trivial and motivates the analysis conducted in Sections 3, 5 and 6.
From Theorems 1.4 and 4.1 for any effective divisor with s ≤ n + 2 and any linearly non-special divisor satisfying the bound (4.2) one obtains χ(D) = ldim(D).
This gives a strong interpretation of the notion of linear expected dimension that, not only represents a dimension count for the linear system L, but also computes the Euler characteristic of the sheaf O(D). As a corollary of Theorem 1.6 we extend this Riemann-Roch formula to larger classes of divisors obtaining interesting combinatorial identities, see Corollary 6.5. More precisely, toric divisors sitting on the faces of the effective cone have Euler characteristic equal to one. For noneffective divisors, the Euler characteristic is (−1)
This paper is organized as follows. In Section 2 we introduce the general construction and notations. The most important concepts, that will be used everywhere in this paper, are the geometry of the exceptional divisors, E I , the intersection table on the blown-up projective space at different levels, X n (r) , 0 ≤ r ≤ n − 1, and the normal bundles of the exceptional divisors E I .
In Section 3 we provide a cohomological classification of a class of interesting divisors, namely integer multiples of Cremona transfomations of the hyperplane classes. They are of fundamental importance in our study, because they appear in the normal bundle of the linear cycles of the base locus of D. The cohomology groups of multiples of such divisors give the contribution of the corresponding linear cycle to ldim(D).
In Section 4 we first give an explicit description of the linear base locus of any non-empty linear system interpolating an arbitrary number of points in general position, Proposition 4.2. Secondly, we show that the strict transforms after the blow-up of the linear base locus,D, are not obstructed for any divisor, D, with arbitrary number of points and whose multiplicities satisfy the bound (4.2), Theorem 4.1. This shows that linear cycles are the only special effect varieties for divisors with small number of points s ≤ n + 2 or divisors that satisfy relation (4.2). The proof of this statement is purely geometric, namely combining Theorem 1.3 and Theorem 1.4 and by the intersection table from Section 2 we exploit the infinitesimal information given by each multiplicity. This is an interesting result since in general the spaces we work with, X n (r) , are not Mori Dream Spaces. This result is generalized in Corollary 6.2 to non-effective divisors with m i ≤ d + 1.
In Section 5 we study the cohomology groups of toric divisors with multiplicities bounded by d + 1, since in this range ldim is well-defined. Theorem 5.3 provides a complete classification theorem for all toric divisor. We remark that for effective toric divisors (i.e. b ≥ 0 and m i ≤ d) Theorem 5.3 is just a particular case of Theorem 1.4, where the equalities h 0 (D) = χ(D) = ldim(D) were proved. However for non-effective divisors D, r runs from −1 and reaches n, unlike Theorem 1.4 where r reaches at most n − 1.
In Section 6 we study vanishing theorems for non-effective divisors with s ≥ n+2 points in a small regions outside the effective cone. In particular for s = n + 2, Theorem 6.1 extends the vanishing theorems for strict transformsD for all divisors satisfying m i ≤ d + 1 and b ≤ 1. The inequalities (6.1) describe the only region outside the effective cone of the space blown-up at n + 2 points in general position where vanishing theorems for strict transform after the blow-up of the linear base locus hold, see Remark 6.3. As a corollary, we obtain the same kind of result for non-effective divisors with s ≥ n + 3 points with mutiplicities satisfying the bound (4.2) (see Corollary 6.2).
In Section 7.1 we use the vanishing theorems from Section 5 to study linear systems with points in special position, named star configuration of points. Star configurations of linear subspaces are an interesting class of arithmetically CohenMacaulay schemes and have been intensively studied recently, see [16] and references therein. The unique complete result so far in higher dimension is contained in [16, Theorem 3.2] , where a classification of linear systems in P n interpolating star configurations of linear subspaces with multiplicity two is given. Our original contribution to this problem is Theorem 7.3 where, as an application of the main results of this paper, we compute the dimensions of a class of linear systems in P n interpolating star configurations of points with higher multiplicities. Section 7.2 contains another important application of our work that consists in using degenerations of the blown-up projective spaces and divisors of typeD with D as in Section 4 and in Section 5 in order to prove effectivity and speciality for a well-known example. Similar degenerations methods of P n have been used in [21, 18] for double points in P n and (P 1 ) n and are now being exploited by the authors for studying general classical interpolation problems.
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Blowing-up: construction and notation
In this section we recall the main construction that was partially presented in [5, Sect. 4.1] .
Let I be a set of subsets of {1, . . . , s}. We will call multi-index an element of I. For every integer 0 ≤ r ≤ min(n, s) − 1 we denote by I(r) ∈ I a multi-index of length |I(r)| = r + 1. Let us also introduce the notation I(r) := {I(ρ) ∈ I : ρ ≤ r},
Let p 1 , . . . , p s be general points in P n and, for every I(r) ∈ I, let L I(r) ∼ = P r denote the r-dimensional linear subspace spanned by the points {p j , j ∈ I(r)}, which we will refer to as a linear r-cycle. Notice that L I(0) = p j is a point. An arbitrary multi-index will be denoted by I without specifying its dimension. Let I be a set of subsets of {1, . . . , s} such that (I) {j} ∈ I, for all j ∈ {1, . . . , s}; (II) if I ⊂ J and J ∈ I, then I ∈ I. Let Λ = Λ(I) ⊂ P n be the subspace arrangement corresponding to I, i.e. the (finite) union of the linear cycles L I with I ∈ I. Letr be the dimension of the biggest linear cycle in Λ, i.e.r = max I∈I (|I|) − 1. Write Λ = Λ (1) 
Assume moreover that I satisfies the following condition
Notice that this condition is obviously satisfied when s ≤ n + 1.
We denote by π (0) : X n (0) → P n the blow-up of P n at p 1 , . . . , p s , with E 1 , . . . , E s exceptional divisors. Let us also consider the sequence of blow-up maps
. For any I(r) ∈ I we denote by E I(r) the exceptional divisors of the cycles L I(r) in X n (r) . We will write, abusing notation, H for the pull-back in X n (r) of O P n (1) and E I(ρ) , for I(ρ) ∈ I(r − 1), for the pull-backs in X n (r) of the exceptional divisors of X n (ρ) , respectively. Remark 2.1. Notice that the map
is an isomorphism and in particular that Pic(X
). Thus, in our notation, for every I(n − 1) ∈ I we have (2.1)
, F ). It follows from Zariski connectedness Theorem and by the projection formula (see for instance [17] or [20, Lemma 1.3] for a more detailed proof.).
The geometry of the divisor
. By abuse of notation we will denote by E j the pull-back (π (r,0) ) * E j ∈ Pic(X n (r) ) of the exceptional divisor E j ∈ Pic(X n (0) ) of the point p j ∈ P n . For every multi-index with I(ρ) ∈ I(r) j , let E I(ρ) ∈ Pic(X n (r) ) be the pull-back of the exceptional divisor in X n (ρ) of L I(ρ) , and set e I(ρ)|j := E I(ρ) | Ej . Moreover let h be the hyperplane class of E j . Lemma 2.3. In the above notation, a basis for the Picard group of E j is given by h and e I(ρ)|j , for all I(ρ) ∈ I(r) j .
In particular we have the isomorphism E j ∼ = Pic(X n−1 (r−1) ). The above Lemma states that the exceptional divisor E j ∈ Pic(X n (r) ) is isomorphic to a blown-up P n−1 along linear (ρ − 1)-cycles, ρ ≤ r, spanned by subsets of a collection of s − 1 general points. These s − 1 points correspond to the lines L I(1) = p j , p l , for all indices l ∈ {1, . . . ,ĵ, . . . , s}. Similarly, the linear (ρ − 1)-cycles blown-up in E j correspond to the linear ρ-cycles L I(ρ) of P n satisfying the condition that j ∈ I(ρ).
2.2.
The geometry of the divisor E I(ρ) in X n (r) . Let I = I(ρ) ∈ I(r) be any multi-index. Notice that if ρ = 0, E I(ρ) is the exceptional divisor of a point that was already described in Section 2.1. Consider the composition of blow-ups π (r,ρ) :
. By abuse of notation we will denote by E I the pull-back via π (r,ρ) in X n (r) of the exceptional divisor
) is a product that we are now going to describe. Consider first the case ρ = r. The Picard group of the first factor is generated by h, e I(t) : I(t) ∈ I(r − 2) , where E I(t) | EI := e I(t) ⊠ 0 while the Picard group of the second factor is generated by the hyperplane class. This justifies the following isomorphism: E I ∼ = X r (r−2) × P n−r−1 . Assume now that 0 ≤ ρ < r. We generalize the above construction and give generators for the Picard groups of the two factors of the divisor E I in the space X n (r) , that arise from the restrictions to E I of the the generators of the Picard group of X n (r) . Notice first of all that the restriction E I(t) | EI of X n (r) is zero on both factors unless one of the following containment relations is satisfied: I ⊂ I(t) or I(t) ⊂ I. We denote by h b and h f the hyperplane classes of the two factors and we introduce divisors e I(t) on the first factor and e I(t)|I on the second factor according to the following intersection table:
Notice that of ρ = 0, the first factor is a point and we have h f = h in the notation of Section 2.1.
Remark 2.4. If t = ρ − 1, and I(t) ⊂ I, i.e. L I(ρ−1) ⊂ P n is a hyperplane of L I ⊂ P n , we have the following equality
where the sum ranges over the multi-indicess I(τ ) ⊂ I, I(τ ) ∈ I(ρ−2). Accordingly, e I(ρ−1) = h b − e I(τ ) . A similar argument holds for divisors on the second factor, when t = n − 1 and I ⊂ I(t).
Lemma 2.5. In the above notation, assume I is a set of multi-indices satisfying conditions (I), (II) and (III). Then bases for the Picard groups of the two factors of the product E I , for I ∈ I of length ρ + 1 are given respectively by
h f , e I(t)|I(ρ) : I ⊂ I(t), I(t) ∈ I \ I(ρ) .
In particular
The element e I(t) represents the exceptional divisor in X ρ (ρ−2) of a linear t-cycle and e I(t)|I(ρ) represents the exceptional divisor in X n−ρ−1 (r−ρ−1) of a linear cycle which is spanned by |I(t) \ I(ρ)| points.
We now give a characterization of the normal bundle of the exceptional divisor E I in the space X n (r) . To this purpose, we introduce the following divisor on X
We will give a detailed cohomological description of such a divisor in Section 3.
Lemma 2.6. In the notation of above, we have
Proof. The proof follows from the computation of the conormal bundle of the first factor of E I (see [5, Lemma 4.3] 
Cremona transformations of hyperplane classes
We recall the the standard Cremona transformation based at the n+1 coordinate points of P n is the birational transformation defined by the following rational map:
n ). This map induces an action on the Picard group of the space blown-up at s points, X n (0) . Without loss of generality we can assume that the effective divisor D is based on the n + 1 coordinate points and other general points of the projective space and we label their corresponding exceptional divisors by E 1 , . . . , E n+1 , E n+2 , . . . , E s . The Cremona action on the divisor D is described by the following rule (see e.g. [13] ). Set
In the case n = 3, Cr is often called the cubo-cubic Cremona transformation, see for instance [19] for a detailed description.
The divisors (2.3) that naturally arise in the blowing-up construction are the strict transforms in X n (n−1) of the standard Cremona transformations of the pullback H of the hyperplane class O P n (1), where we abbreviate the notation for the strict transfom in X
This is the divisor (2.3) obtained by replacing ρ by n, t by ρ, I by {1, . . . , n + 1} and and h b by H:
Such divisors play an important role in our approach to the classical interpolation problems. Indeed when a linear cycle L I(ρ) is contained with multiplicity in the base locus of a linear system L of degree-d hypersurfaces of P n interpolating multiple points (see Proposition 4.2) , its contribution to the speciality of L, that is h 1 (D), is recorded in the formula for the linear expected dimension, (1.2), as a Newton binomial. The geometric interpretation of such contribution bases on the description of the cohomology groups of the normal bundle of the exceptional
, in the notation of Section 2, which is described in Lemma 2.6. We will show in this section that negative multiples of Cr ρ (h b ) produce such contributions. This computation is crucial in the study of linear obstructions, used for example in Section 4 as well as in [5, Theorem 4.6] .
In this section we compute all cohomologies of any multiple of Cremona transformations of hyperplane classes. In particular we show that they have the same cohomological behavior as the same multiples of the hyperplane classes. In [14] it was proved that the number of global sections of an effective divisor in X n (0) is preserved under standard Cremona transformations. In theorem 3.1 we prove that the same is true for the higher cohomology groups when the divisor is the hyperplane class.
Let I be the set of all subsets of {1, . . . , n + 1} and notice that it satisfies conditions (I), (II) and (III) of Section 2. Recall that the canonical divisor of the blown-up projective space X
and notice that K X n (n−1)
In particular,
Proof. If a = 0 the statement is obvious. Assume that a ≥ 1. It is known that (see for example [14, 
In order to compute the cohomologies of aCr n (H), note that
where the first equality follows from Serre duality on X n (n−1) and the second equality is just the expanded form of (b − 1)Cr n (H) − H. We claim its cohomologies vanish for all i = n. To show this, we notice that the divisor
is effective and that each cycle L I(ρ) is contained in the base locus with multiplicity k I(ρ) = (b − 1)(n − ρ − 1) + ρ, by [5, Lemma 2.1], that differs from the coefficient of E I(ρ) in the above expression by ρ. Hence the vanishing for all i = n follow by [5, Theorem 4.6] . If i = n, notice that
We compute the number of global sections by preforming a standard Cremona transformation in P n , which preserves that number:
. For negative multiples with 1 ≤ b ≤ n we prove the statement by induction on n and b. The base steps n = 2, b = 1, 2 are easily verified by means of Serre duality. Indeed, as the canonical divisor of X
Using (2.1), we compute the following equality
For 1 ≤ r ≤ n − 1, and
, where we use * to denote the appropriate divisor, as we are only interested in the first factor. Hence, the above computation and Remark 2.4 show that
. . , I(r) sr } be the set of all multi-indices of length r + 1 that contain 1. Let ≺ be the lexicographical order on I(n − 1) 1 defined as follows: I(r ′ ) j ′ ≺ I(r) j if and only if ρ ′ < ρ or r ′ = r and j ′ < j. In the space X n n−1 we consider the divisors F (r, j) defined by recursion starting from F = 0 as follows:
Notice that F (n − 1, s n−1 ) = −Cr n (H). We consider the following exact sequences of sheaves, performed following the order ≺:
The divisor −E 1 has null cohomologies, for all n ≥ 1. Moreover, in all sequences the restricted divisor is of the form (3.1) and has therefore vanishing cohomologies, by induction on n. Hence the restriction has null cohomologies, by Kunneth formula. This implies that H i (−Cr n (H)) = 0, i ≥ 0. We are left to prove the vanishing for −bCr n (H), 2 ≤ b ≤ n. For b ≥ 2, we assume the statement true for b − 1. We apply the recursive restriction procedure as above. Setting F := −(b − 1)Cr n (H), we get F (n − 1, s n−1 ) = −bCr n (H).
We first notice that Cr n (H)
Therefore, the restricted divisor of the first sequence has null cohomologies by induction on n, for all b ≤ n. Moreover, a computation similar to that preceding (3.1) shows that, for all I = I(r) j , −Cr n (H)| EI = 0 ⊠ * . For every pair (r, j) the restricted divisor is of the form (3.1) and has therefore vanishing cohomologies, by induction on n. This concludes the proof.
Vanishing theorems for only linearly obstructed effective divisors
. . , m s ) be a non-empty linear system on P n . Elements of L are in bijection with divisors on X n (0) a divisor of the following form
In [5, Section 5] the dimensions of all linear systems in P n satisfying the bound (4.2) are computed, see also Theorem 1.3.
In this section we partially answer Question 1.1 for any divisor D in L, namely we prove the non-speciality of its strict transform,D, via the blow-up of its linear base locus which is completely described in Proposition 4.2. In particular this shows that linear cycles are the only special effect varieties for divisors satisfying the bound (4.2).
Theorem 4.1. Theorem 1.4 holds for divisors satisfying condition
This result implies that such linear systems are linearly non-special, namely all the higher cohomology groups of the strict transform vanish.
We will first prove a base locus lemma, Proposition 4.2 that computes the exact multiplicity of containment of a linear cycle, this multiplicity contributes to the speciality of a linear system. More precisely an r-dimensional cycle in the base locus gives a contribution to the speciality at the level of the r-cohomology group of the strict transform after blowing-up all linear base cycles of dimension at most r − 1. In particular all higher cohomologies are null after all base linear cycles are blown-up. Theorem 1.4 was proved for effective divisors with at most n + 2 points in [5, Section 4]. 4.1. Linear base locus Lemma. We first generalize to higher s the sharp Linear Base Locus Lemma proved in [5] for s ≤ n + 2. We must mention that the first part of the proof, Case (i), was established in [5, Proposition 2.5], but we include it here for the sake of completeness.
For all I(r) ⊆ {1, . . . , s} with 0 ≤ r ≤ min(n, s) − 1 we intriduce integers (cfr. Definition (1.1))
.., m s ) be a non-empty linear system. Let I(r) ∈ I. The linear cycle L I(r) parametrized by I(r) is contained with multiplicity k I(r) in the base locus of L.
In general determining the base locus of divisors is a difficult task, this proof goes back to the Infinitesimal Bertini's Theorem [8, Theroem 2.2]. The importance of this result however is that the numbers introduced in Definition 1.1, k I(r) , have a geometric origin, namely they can be equivalently defined as the multipicity of containment of the linear cycles L I(r) in the base locus of the effective divisor D. This observation makes the ldim(D) definition independent on the coordinates of the effective cone for the blown-up projective space, i.e. is independent on the degree d and multiplicities m i . Moreover this proves that the algebraic definition ofD as a fomal sum of divisors introduced in (4.4) coincides with the geometric description ofD as the strict transform of D after the blow-up of all its linear base locus.
Proof of Proposition 4.2. Let I(r) be a multi-index such that k I(r) = K I(r) ≥ 0 andk I(r) ≥ 0 be the multiplicity with which L I(r) is contained in the base locus of L. By Bézout Theorem one hask I(r) ≥ k I(r) , see [5, Lemma 2.1] for details. Denote by R = R(L, I(r)) := max(ρ|K I(ρ) ≥ 0, I(r) ⊆ I(ρ)). If r = n − 1(= R) then the claim is true by [6, Lemma 4.4] . Next, for r ≤ n − 2 we consider separately the following cases:
Case (i). We prove the statement by backward induction on R. Precisely, given R ≤ n − 2, we assume that for every non-empty linear system M in P n such that R(M, I(r)) = R + 1 and for every multi-index I(R + 1) with K I(R+1) ≥ 0, the cycle L I(R+1) is contained in the base locus of M with multiplicity K I(R+1) , and we prove the statement for L, I(r) with R(L, I(r)) = R. Let I(R) = {i 1 , . . . , i R+1 } be a multi-index with K I(R) ≥ 0, and consider the inclusions I(R) ⊂ J = {i 1 , . . . , i R+1 , i R+2 } and J ⊂J = {i 1 , . . . , i R+1 , i R+2 , . . . , i n }. Because K J ≤ 0, then by induction the cycle L J is not in the base locus of D. We introduce the following divisor:
It is an effective divisor on X n (0) and we will denote by m ′ i and d ′ its coefficients:
For any point p ∈ L I(R) we compute the multiplicityk ′ p,pR+2 of the line spanned by the points p and p iR+2 :
This shows that the line spanned by p and p iR+2 is in the base locus of
we obtain that L J is in the base locus of D ′ . This gives a contradiction.
Case (ii). We know by the previous case that for all cycles L I(r) the multiplicity of containment is given by k I(r) . For smaller cycles, I(R), with 1 ≤ r = R <r and K I(R) ≥ 0 we run induction onr − R and the same argument from Case (ii) applies.
Case (iii). We assume that the statement holds for I(R), with I(r) ⊆ I(R) and such that K I(R) ≥ 0 and we show it for I(r). Namely, assumingk I(R) = k I(R) , for all I(R), we prove thatk I(r) = k I(r) . Notice that 0
In particular L I(r) is contained at least K I(r) times.
Assume now by contradiction that L I(r) is contained in Bs(L) with multiplicity at least 1 + K I(r) . We know that the linear cycle L I(R)\I(r) is contained in the base locus with multiplicity at least K I(R)\I(r) ≥ 0. For any point p in the cycle L I(r) and p ′ in L I(R)\I(r) we obtain that the line spanned by p and p ′ is contained in the base locus with multiplicity at least 1 + K I(r) + K I(R)\I(r) − d = 1 + K I(R) and this is a contradiction.
Vanishing theorems.
In this section we prove Theorem 4.1. The proof will be by induction on n ≥ 1 and s. The case n = 1 is trivial, the case, s = n + 2 is solved in [5, Ch. 4] .
Let us first recall the standard notations and definitions. Let I be as in Section 4.1 and let I(r) ⊂ I, for all 1 ≤ r ≤ n − 1, be the set of multi-indices of I of length at most r + 1, as in Section 2. Notice that I satisfies conditions (I),(II) and (III), the third being implied by (4.2).
In the notation of the previous sections, let X n (r) be the blow-up of X n (r−1) along the union of the strict transforms of all r-cycles L I(r) . The total transform of
while the strict transform of
For the sake of simplicity throughout this paper we will abbreviate by
4.2.1. Induction on b. In order to employ induction on b, we introduce the following divisors on X n (0)
For all I ∈ I 1 (r), set k
Notice We will prove in Proposition 4.6 that the divisor D ′ (r) − E 1 , which by the above argument has only simple linear obstructions, has vanishing cohomologies H i for i = r + 1.
Induction on n.
In order to employ induction on n we want to consider restricted divisors on the pull-backs of the exceptional divisor E 1 that also satisfy condition (4.2).
In the space X n (r) , 1 ≤ r ≤ n − 1, we will use the following exact sequence of sheaves. 
Let us denote by 
the number that appears in Theorem 1.4 part (2).
Lemma 4.4. In the above notation, the following equality holds:
Proof. It follows from the equality of Newton binomials (r−1) resp.). From the long exact sequence in cohomology associated with the short exact sequence (A (r) ) and the fact that, by assumption, 
4.2.3.
The cohomologies of the kernel of (A (r) ). We have anticipated that the kernel D ′ (r) − E 1 has only simple linear obstructions of dimension up to r. We now compute all cohomology groups of the divisors in sequence (A (r) ), and in particular we obtain that all cohomology groups but the (r +
For the pair (n, b), with n ≥ 2, and m 1 ≥ 1, we will assume the statement to be true for (n − 1, b) and (n, b − 1).
For r such that 1 ≤ r ≤ min(r, n − 1), in the space X n (r) we consider the sequence (A (r) ). By induction we have
Therefore the long exact sequence in cohomology associated with (A (r) ) splits into the fundamental sequences
Using Proposition 4.5, we obtain h 1 (D ′ (r) − E 1 ) = 0 from sequence (4.6). Moreover using (4.7) we obtain 
The cohomology of D (r)
. We now show that from the above results we can deduce the cohomologies of D (r) for all r ≤ n − 1.
Proposition 4.7. Assume D is effective. For all 0 ≤ r ≤ n − 1 and i ≥ 0 we have
Proof. If r = 0 the statement is obvious. Fix 1 ≤ ρ ≤ r ≤ n − 1. We use the notation I(ρ) > 1 = {I ∈ I(ρ) 1 : K I > 0} as in Section 4.2.1. Let ≺ be the total order on I(ρ) > 1 inherited by the lex order on I 1 that was introduced in the proof of Theorem 3.1.
In the space X n (r) , for every pair (ρ, j), 1 ≤ ρ ≤ r and 0 ≤ j ≤ s ρ , for which I(ρ) j ∈ I(ρ) > 1 , we consider the divisor
that we recursively define, using the same idea as in the proof of Theorem 3.1, by setting F = D ′ (r) and by the following rule:
Notice that the last divisor is F (r, s r ) = D (r) . We claim that, for all pair (ρ, j) such that I(ρ) j ∈ I(ρ)
We show the claim by computing the first factor of the restriction F (ρ, j − 1)| E I(ρ) j , whose full expansion is
Notice that, since m i ≤ d, for all i = 1, . . . , s, then if k I > 0, for some I = I(ρ), then k J > 0, for all J ⊂ I. Therefore one computes that F (ρ, j − 1) + (k I(ρ)j − 1)E I(ρ)j | E I(ρ) j restricts to the following divisor on the first factor of
We leave the details to the reader. Moreover, the self-intersection E I(ρ)j | E(ρ)j is −Cr ρ (h) on the first factor, see Lemma 2.6 and this concludes the proof.
Proof of Theorem 4.1. We first prove part (2), part (1) 
Vanishing theorems for non-effective toric divisors
We study strict transforms in X (r) of non-effective divisors
with m i ≤ d + 1 and s ≤ n + 1, d, m i ≥ 0 in N 1 (X). Recall the notation I = {I(r) : K I(r) ≥ 0, r ≤ n − 1}. Setr the maximal dimension of the linear cycles I(r) with positive K I(r) .
The strict transform after blowing-up the whole linear base locus is denoted bỹ D = D (r) . For a non-effective divisor D we will call strict transform the divisor D (r) (andD = D (r) ) defined as the formal sum of divisors given by (4.4). Moreover, for a non-effective divisor whenever k I(r) ≥ 1 by abuse of notation we will say that the cycle L I(r) is in the base locus of D.
We will prove the following formula for the dimension of the (r+1)st cohomology group of D (r) in terms of the speciality ofD. Recall from (4.5) that l(D, r + 1) denotes the alternating sum of the contributions to the speciality of D given by the multiple base cycles of dimension at least r + 1.
Theorem 5.1. Let D in X n (0) be an effective divisor interpolating an arbitrary number of points or a non-effective divisor with m i ≤ d + 1 and I satisfying conditions (I) and (III) from Section 2. The following holds.
(1) For any 0 ≤ r ≤ n − 1 we have
For any integer l I(r) with 0 ≤ l I(r) ≤ min(r, k I(r) ) we have
Observe first that for r = −1 the binomial sum l(D, 0) defined by (4. 
In particular, Theorem 5.1 shows that for any effective divisors every rdimensional linear cycle L I(r) for which k I(r) ≥ 1 gives a contribution of (−1) r+1 n+k I(r) −r−1 n in the formula for ldim(D). Moreover part (2) shows that a linear r-cycle which is contained in the base locus of D with multiplicity at most r does not contribute to the speciality of D. For the effective and non-effective divisors the main theorems proved in this paper, namely theorems 5.3, 6.1, Corollary 6.2 as well as [5, Theorem 4.6], show that for divisors for which the sum of the multiplicities is within a certain bound, h r (D (r+1) ) is completely described by those contributions for any −1 ≤ r ≤ n − 1. This means that D (r) is only linearly obstructed by linear cycles of dimension higher than r, and in particularD or D (r) , wherer is the maximal dimension of the linear cycles of the base locus of D, is not obstructed at all, since all linear cycles of the base locus of D have been removed. Let us define As far as the authors know vanishing theorems for empty divisors are not yet established. In Section 7 we will show some instances where vanishing theorems for non-effective divisors are used in order to describe effective divisors, together with their strict transforms, that are not only linearly obstructed or that interpolate points in special positions.
Non-effective chambers.
The following inequalities define chambers of N 1 (X) \ Eff(X) for whichD has vanishing theorems.
Notice that under the assumptions (5.1) we have K I(n−1) ≤ n − 1, for all I(n − 1) ∈ I. Therefore all contributions of hyperplanes parametrized by multi-indices I(n − 1) that are contained with multiplicity k I(n−1) are null in formula (1.2). Therefore, also see Corollary 6.5, one has If one moves further away from the effective cone, by choosing for instance m 1 = d + 2 or higher, then the strict transform after blowing-up all linear subspaces contained in the base locus may still be linearly obstructed. We illustrate some instances where this happens.
5.2. Case r ≤ n − 2. In this section we prove Theorem 5.3 for divisors D satisfying conditions (5.1) and for 1 ≤ r ≤ n − 2, by induction on n and b. 
with possibly some of the k ′ 1i being null, and one computes b(D
It is clear that the map
) between global sections is injective, as the kernel has no non-zero sections. We prove in lemma 5.7 that it is in fact an isomorphism. In order to prove Proposition 5.8, we repeat the restriction procedure as in the in the proofs of Proposition 4.6 and 4.7.
Because of the particular configuration of linear cycles in the base locus dictated by the fact that some multiplicity m i can be d + 1, the set I of multi-index sets with K I > 0 may not satisfy condition (II) of Section 2. However, the blow-up construction still applies to this case, the only difference is in the normal bundle of divisors E I , whose first factor may differ from −Cr r (h). More precisely, when k I(r) = K I(r) ≥ 1 and K I(ρ) < 0, with I(ρ) ⊂ I(r), then the exceptional divisor e I(ρ) will not appear in the restriction to E I(r) . Notice that if ρ = r − 1 and K I(r) ≥ 1, then k I(ρ) = K I(ρ) ≥ 0, so the above situation does not occur. In the proof of Proposition 5.12 we show that these twisted divisors will appear as normal bundles of divisors E I(r) only if K I(r) ≤ r.
However we can easily prove now that the divisor one obtains, which is of the form (5.2) has vanishing cohomology groups, so do the restricted divisors in the sequences that we will use in the proof of Proposition 5.8. Furthermore it will follow from the proof of Theorem 5.3 in a more general setting, that every time they appear the twisted divisors carry the same cohomological information as the Cremona divisors that were computed in Theorem 3.1.
LetǏ ⊆ I(n − 2) be any subset of the set of all index sets of length at most n − 1. Define In the space X n (r) , for every pair (ρ, j), 1 ≤ ρ ≤ r and 0 ≤ j ≤ s ρ , for which I(ρ) j ∈ I(ρ) > 1 , we consider the divisor F (r, ρ, j) defined in (4.8) . For all pair (ρ, j) such that I(ρ) j ∈ I(ρ) To constructD by restriction sequences we remove fromD the "extra" base locus, namely the one formed by those cycles EÏ withÏ ∈Ï of dimension at most n − 1. In order to achieve this, we will restrict to all cycles EÏ (containing at least one of the l − s + 1 zero points) with positive KÏ, starting with |Ï| = 2 and then gradually increasing the cardinality of |Ï| by 1. Because KÏ ≤ |Ï| − 1, for allÏ ∈Ï, knowing the vanishing theorems of D (n−2) , for divisors with s ≤ n − 1 points, and applying Theorem 5.3 we obtain inductively the vanishing theorems of the strict transform forD. We therefore conclude that for all 0 ≤ i ≤ n we have
5.3. Case r = n − 1. In this section we conclude the proof of Theorem 5.3. 
where E I(n−1) is the pull-back in X n (n−1) of the hyperplane of P n passing through the n points parametrized by I(n−1), see (2.1). One can verify that the coefficients of the hyperplane class H and the coefficient of the exceptional divisors E I(ρ) in the expression for D (n−1) are respectively
This concludes the proof.
Remark 5.13. In particular Proposition 5.12 proves the effective cone of X n (0) , the space blow-up at s ≤ n + 1 points.
In was proved in Theorem 3.1 that the divisors −bCr n (H) have all cohomology groups vanishings, when 1 ≤ b ≤ n. From this we obtain Riemann-Roch formulas for divisors on X n (n−1) , s ≤ n + 1. This will be proved in Corollary 6.5. We now complete the cohomology description of toric divisors with multiplicities bounded by d + 1 (i.e. all toric divisors for which the notion ldim is well-defined), by giving all cohomology groups of their strict transformsD = D (n−1) .
We first remark that if D is an effective toric divisor (then m i ≤ d and b(D) ≤ 0), it is h n (D) = 0. In this case is obvious that Theorem 5.3 (1) is just a particular case of [5, Theorem 4.6] . However for the all non-effective toric divisors with m i ≤ d + 1 this result is new. Theorem 5.3 (1) suggests that the "virtual" n-dimensional cycle should be considered in the dimension count. More precisely this virtual cycle is detected by the n−th cohomology group, its contribution depends on its virtual multiplicity k 1,...,n+1 that becomes nothing else than b(D). Moreover for noneffective toric divisors with m 1 = d + 1 or b(D) ≤ 0, Theorem 5.3 implies that ldim(L) = 0 where r runs from −1 and reaches n (see also Corollary 6.5).
Proof of Theorem 5.3 (1). We split the proof in two independent parts:
(
Case (1). We consider the first case and, by Proposition 5.12, we concludẽ D = −bCr(H). In Theorem 3.1 we proved that for all i = n then h
so the first case follows easily. + 1 then, since k 1,...,ĵ,. ..n+1 ≤ 1, the claim follows from Proposition 5.8 and Proposition 5.10.
We reduced to the case 1 ≤ b(D) ≤ n − 2 and m 1 = d + 1. Notice that in the planar case, n = 2 sinceD = −bCr(H), by Proposition 5.12 and Theorem 3.1 the claim is trivial. We use this case as the first case of induction.
For n ≥ 3 it is easy to see thatD =F whereF is a toric divisor in P n with degree and multiplicities and m i ≤ d+1, based at s ≤ n − 1 points and extra points of multiplicity zero as in Remark 5.11. Let F denote the support divisor ofF with s ≤ n − 1 base points. We prove, inducing on n, that h i (D) = h i (F ). Recall that for everyÏ ∈Ï one has kÏ ≤ |Ï| − 1. Using Proposition 5.8 and the induction hypothesis as in Remark 5.11, it is easy to see that, for all i ≥ 0, the following identities hold
Proof of Theorem 5.1. We first recall that for any effective divisor D, complementary cycles, L I and L J , can not be simultaneously contained in the base locus since K I + K J ≤ 0 for any arbitrary disjoint sets with |I| + |J| = n. Moreover the same statement holds for non-effective divisors, D, provided that I satisfies (I) and (III). This observation allows us to extend the proof of Theorem 5.3 (1) to non-effective divisors. Indeed, assuming that k I(r) ≥ 1 for some linear cycle of dimension r, L I(r) , spanned by a subset I(r) on r + 1 points then in our hypothesis the restriction to the exceptional divisor E I(r) , D (r−1) | E I(r) , is of the form
for someG. Because K I(r) c ≤ 0, we conclude that G is always a toric divisor in P r with k I(r) = b(G) and m i ≤ d + 1 of the form
By applying Theorem 5.3 (1) to the toric divisor G in P r with m i ≤ d + 1 and b(G) = k I(r) , we obtain
We furthermore recall [5, Proposition 4.10] that gives
Notice if r = n − 1, i.e. I is a subset with |I| = n, the same computations hold for the divisor E I = H I , a blown-up hyperplane through the cycles of I in X n−1 (n−3) . Recall that for each multi-index I of cardinality n and H I hyperplane spanned by the points parametrized by I, with k I ≥ 1, theñ
By iterating the above formulas for ρ ≥ r + 1 we conclude the proof of Part (1).
To prove part (2), observe that D (r) is obtained from D (r−1) by restricting k I(r) times to the exceptional divisors E I(r) , for all I(r). By the above argument we obtain that the restricted divisor, for l = 0, . . . , k I(r) − 1, satisfies
The right-hand side cohomology group is null for all 0 ≤ l ≤ min(r, k I(r) ).
We know complete the proof of the main result of this section, Theorem 5.3
Proof of Theorem 5. 6. vanishing theorem for non-effective divisors with s ≥ n + 2 points
In this section we study the vanishing theorems for the strict transforms in a "small" region outside the effective cone. We consider the following chambers of N 1 (X) \ Eff(X), where X = X n (0) is the blow-up of P n at n + 2 general points.
The main goal of this section is to extend to non-toric case the classification Theorem 5.3 for toric divisors by proving that any divisor satisfying conditions (6.1) has strict transform D (n−1) , in the space consecutively blown-up along all linear cycles up to codimension 1, with null cohomology groups. Theorem 6.1. Theorem 1.4 holds for non-effective divisors with s = n + 2 points satisfying the inequalities (6.1).
We will also generalize Theorem 4.1 to non-effective divisors with arbitrarily high number of points in a small region around the effective cone, namely for m i ≤ d + 1. Remark 6.4. For non-effective divisors the strict transform behaves differently than in the effective case, namely it may have positive and negative coefficients. Therefore a detailed analysis for all cases that can occur is necessary in the proof of the above statements.
In the chambers of N 1 (X) \ Eff(X), where X is the blow-up of P n at s points, and the multiplicities of the base points satisfy the assumptions of Theorem 6.1 or Corollary 6.2, also the group of global sections is null and this implies that the Euler characteristic ofD is zero. Moreover if D is toric and sits on the face b = 0 of Eff(X) then the group of global sections has dimension one. In the next Corollary we compare ldim(D) and χ(D) for such divisors. 6.1. The planar case. The proof of Theorem 6.1 will be by induction on the dimension, n, on the degree, d and on the multiplicities, m i . We first show the result for the planar case, n = 2.
Proposition 6.6. Theorem 1.4 holds for non-effective divisors in P 2 with s ≤ 4 points satisfying the inequalities (6.1).
Proof. For the non-effective divisors in P 2 based on at most four points we reduce the proof to the vanishing theorems forD. Indeed, for any line L ij through two points p i and p j with corresponding k ij ≥ 1, we have D| Lij = O P 1 (−k ij ). So by Theorem 5.3 (1) we have
Therefore to prove the statement for such divisors D it is enough to prove the vanishing theorems forD. The proof of the vanishing theorems in dimension 2 is obvious but we will include it for the sake of completeness. We first order the multiplicities in a decreasing order m 1 ≥ . . . ≥ m s and we discuss all possible cases.
Case b ≤ 1, s ≤ 4 and
and D (1) is just D for s = 1. We notice that
Is obvious that χ(D) = 0 and h (1) and (2) of our theorem. This reduces the proof to the vanishing theorems forD. We denote byD := D − kJ >0 k J E J where J is the linear set of points {P i1 , . . . , P ij+1 }, j = |J| − 1 and K J := i∈J m i − jd and k J = max(0, K J ). We split the proof in two parts depending on the positivity of K J , where J is a multi-index of cardinality n.
(1) Case K J ≤ 0 for all multi-indices J with |J| = n. This case corresponds to r ≤ n − 2 so we are left to prove that h i (D (n−2) ) = 0. In particular no hyperplane will give a binomial contribution in the ldim D formula.
We will denote sequence of type C restriction to hyperplanes with negative K J in the Castelnuovo sequence and by sequence of type B the removal of the cycles E J whenever k J is positive (and by this we also include hyperplanes with corresponding positive K J ). The idea of the proof is that we will use sequences C to decrease the degree and multiplicities in the kernel and sequences B to take the strict transform of the kernel system. We use induction on dimension, n, in the trace system and induction on the degree d and multiplicities m i in the kernel. Notice first that for s = n + 2 points b = K J + K J c ≤ 1 so for any subset of two points, |J| = 2, we have K J = b − K J c . Therefore k J can be both positive or zero for |J| = 2. Furthermore, since m i ≤ d + 1 and b ≤ 1, we can have at most n − 1 multiplicities equal to d + 1. We choose from the beginning the hyperplane to pass through the first n points so we don't violate the inequalities m i ≤ d + 1 in the kernel, G. We use first a sequence of type C C : 0 → G :=D − H 1,...,n →D →D| H1,...,n → 0.
However in the kernel, G, for some subsets J of length n we have positive K J so we violate the initial assumption (no hyperplanes condition). In fact only cycles of type E * ,n+1,n+2 may appear in G with corresponding k * ,n+1,n+2 at most equal to 1, for any linear cycle spanned by at least two points, 2 ≤ | * , n + 1, n + 2| ≤ n. For this we will use restriction sequences of type B to remove the simple 'base locus' of dimension at most n − 1. We start by restricting to all cycles of the same minimal dimension (in the first step is just E n+1,n+2 ), and then gradually increasing cardinality of |I| by 1.
With every sequence B the trace has a constant form. If |I| = i + 1 with k I > 0 and h denotes the general hyperplane class in P i the trace is
We use induction on i and Proposition 5.10 to prove that the trace has always the vanishing theorems. We denote the kernel byG,
We use sequences B repeatedly and conclude
Notice that b(G) = b(D) =: b ≤ 1 andG has all K J negative so the kernelG is now in the beginning assumption. We will handle the restriction divisor and prove that it has the induction hypothesis. We first denote by e ′ n+1 to be the trace of the cycle E n+1,n+2 on the hyperplane H 1,...,n or e ′ n+1 := E n+1,n+2 | H1,...,n . If J ⊂ {1, . . . , n} for |J| = n − 1 and I ⊂ J any subset with |I| ≤ n − 2 theñ
where h J = E J | H1,...,n and E J are the codimension 2 cycles inD. Note that none of the codimension 2 cycles, h J , passes through the point e ′ n+1 . Let's denote by F the divisor (allowing k n+1,n+2 to be zero as well)
We conclude thatD | H1,...,n =F .
Moreover notice that if k n+1,n+2 = 0 then the traceD| H1,...,n is toric for all K J are negative for |J| = n − 1 and m i ≤ d + 1 but in dimension n − 1.
Also note that if k n+1,n+2 ≥ 1 then the restrictionD| H1,...,n =F has
SinceF is a divisor in P n−1 with s = n + 1 points by induction on the dimension, results in Section 5 apply. When k n+1,n+2 = 0 then b(F ) = K 1,...,n ≤ K 1,...,n + K n+1,n+2 = b(D) ≤ 1 and forF Remark 5.11 (with one zero point point) applies . We use induction on dimension and results from Section 5 to conclude the vanishings of the traceD| H1,...,n starting with Proposition 6.6 as the first step. We use induction on degree and multiplicities to conclude the vanishing of the residualG, starting with the toric case as the first step. (Notice that the first case when we have empty divisors with m 1 = d + 1, b = 1 and k J negative for all |J| = n is P 4 ).
(2) Case K J > 0 for some multi-index J with |J| = n. We subdivide this case into two cases. We are in the hypothesis that k 1,...,n = K 1,...,n ≥ 1 therefore K n+1,n+2 ≤ 0 (since K I + K I c = b ≤ 1). It implies that the divisor D| H1,...,n is toric. Denote by L a subset of {1, . . . , n − 2} with |L| = n − 2. For k 1,...,n ≥ 1 we distinguish two cases: respectively. We leave it to the reader to observe that in the hypothesis the residual,
. The two cases above correspond to: Case (2.a). We have K L,n+1,n+2 + K 1,...,n ≤ 0 and K 1,...,n ≥ 0. Notice K L,n+2,n+2 < 0 and the residual, D ′ is either in Case (1) or Case (2.a). Furthermore for any subset M of length n − 1 and i ∈ {n + 1, n + 2} we have
This means that D has a unique strict transform such thatD =D, namelỹ
IfD has positive coefficients by case (1) we conclude thatD has the vanishing theorems. IfD has some negative coefficients we stop at the toric positive coefficients and conclude by the toric case and Remark 5.11 as carefully explained in Case (2.b) below.
Case (2.b). Notice first that for any L subset of {1, . . . , n} with n − 2 elements, K ′ L,n+1,n+2 is constant and bounded above by n − 1 since 0 < K ′ L,n+1,n+2 = K 1,...,n + K L,n+1,n+2 ≤ n − 1. Since we know K 1,...,n > 0 we have K L,n+1,n+2 ≤ n−1. Also notice that if K 1,...,n ≥ n − 1 then K L,n+1,n+2 ≤ 0 for any subset L as above, while case K 1,...,n ≤ n − 1 corresponds to K I ≤ n − 1 for all subsets |I| = n. Furthermore since after each hyperplane restriction the residual has d + 1 ≤ m i then at every step of the type 
..,n ≥ m n then we restrict the divisor D (n−2) to hyperplane H 1,...,n one at the time (using sequences C). After each restriction we check if K J = −1 for some J ⊂ {1, . . . , n} or if K * ,n+1,n+2 = 1 for 0 ≤ | * | ≤ n − 3. If so, we use sequences B to restrict to the corresponding cycle E * ,n+1,n+2 and remove it. We use sequences C (and after each restriction we use sequence B respectively) until we will remove H 1,...,n exactly m n times. As explained in case (1), after each sequence B we preserve the cohomologies. This means we will consider the toric divisorD whereD := D − m n H 1,...,n . Note that
Now for any multi-indices L, M ⊂ {1, . . . , n} with |M | = n − 1, |L| = n − 2 and i ∈ {n + 1, n + 2}, we havë
Since hyperplanes H L,n+1,n+2 give no binomial contribution to ldim(D), we choose to remove them only K L,n+1,n+2 times to conclude vanishing theorems by the toric case and Remark 5.11. We proved
..,n H 1,...,n As before, to obtain D ′ we use sequence C to restrict D (n−2) to the hyperplane H 1,...,n , and sequence B respectively for removing base locus up to codimension n − 2 the same way as explained in case (2.b.a). We run this process with each restriction until we get to D ′ . We know that D ′ has positive coefficients,
and the following inequalities hold:
Moreover, for any subset M ⊂ {1, . . . , n} with |M | = n − 1 and i ∈ {n + 1, n + 2} we have K
,n+2 times and we continue the algorithm for H 1,...,n . In this way the multiplicities decrease, so we stop when the residual, is in case (2.b.a), of the formD. We obtain the vanishing sequences from Remark 5.11. We conclude
6.3. Case s ≥ n + 3. In this section we prove the result for the case of arbitrary number of points satisfying b ≤ s − n − 2.
Proof of Corollary 6.2. The effective case m i ≤ d was proved in Theorem 4.1. Assume m 1 = d + 1 and, without loss of generality, m 1 ≥ m 2 ≥ · · · ≥ m s . Notice that the inequality b ≤ s − n − 2 implies K I + K J = i∈I∪J m i − nd ≤ 0 for any disjoint sets I, J with |I| + |J| = n + 2. Therefore I, the set of all multi-indices in {1, . . . , s}, satisfies conditions (I) and (III) of Section 2. By Theorem 5.1 and Corollary 5.2 it is enough to prove vanishing theorems for D. We prove it by induction on s, using as base step the cases s ≤ n + 2.
Assume first thatD has positive coefficients. Set Assume now thatD has some negative coefficients. Notice that
, the first inequality following from b ≤ s − n − 2 and m i ≥ 1. This implies that the hyperplane spanned by {2, . . . , n + 2} is not in the base locus of D and therefore no hyperplane spanned by I(n − 1) ⊂ {2, . . . , s} is. Moreover, if I(n − 1), with 1 ∈ I(n − 1), has k I(n−1) ≥ n then K I(ρ) ≥ 0, for all I(ρ) ⊂ I(n − 1), as observed in the proof of Proposition 5.12).
As in the proof of Theorem 5.3 we can writeD =F , for some divisorF with positive coefficients, b(F ) ≤ 1 and at most s base points, some of them having multiplicity zero. By Remark 5.11 we have h
, for all i ≥ 0, with F , the support divisor ofF , having at most s−1 base points. By the induction hypothesis we have h i (F ) = 0 and this concludes the proof.
7. Applications 7.1. Vanishing theorems for points in star configuration in P n . As an application of the results proved in the previous sections, we compute the number of global sections and prove vanishing theorems for the cohomology groups of the strict transforms along the linear base locus of some families of divisors interpolating points in star configuration in P n . A star configuration of points is a collection of points satisfying some particular geometric relation. They have been object of study in many papers lately, see [15, 16] and references therein.
Given l hyperplanes in P n that meet properly, i.e. not three of them intersecting along a P n−2 , not four of them intersecting along a P n−3 etc, a star configuration of dimension r subspaces is the set given by the l n−r linear subspaces of dimension r in P n formed by taking all possible intersections of n − r among the l hyperplanes.
In [16, Theorem 3.2] , the authors compute the Hilbert function of the ideals of star configurations of dimension r subspaces of multiplicity two. In Theorem 7.3 we compute the number of global sections of a class of linear systems in P n interpolating star configurations of points obtained by l = n + 2 hyperplanes with higher multiplicities, providing a new result in this framework that has been object of intense study lately.
Remark 7.1. When l = n + 2, star configurations of dimension r subspaces in P n are obtained as follows. Let us embed P n ֒→ H ⊂ P n+1 and denote by p 1 , . . . , p n+2 a general collection of points of P n+1 , that we may think of as the coordinate points, with respect to which H is a general hyperplane. The family of points
, forms a star configuration of points in H. Indeed, denoting by H l the hyperplane spanned by all p i 's with i = l for all 1 ≤ l ≤ n + 2, we can write q ij = H ∩ l =i,j H l . Similarly, the family of r-linear subspaces λ I := L I ∩ H, for all multi-indices I = {i 1 , . . . , i r+2 } ⊂ {1, . . . , n + 2}, is a star configuration of dimension r subspaces in H.
We now study effective divisors in P n interpolating star configurations of points. Set Y (0) = Y n (0) to be the blow-up of P n at the star configuration of points given as intersections of n+2 n hyperplanes. Following Remark 7.1 we denote by q ij , 1 ≤ i < j ≤ n + 2 such points. Let us denote by h the hyperplane class and by e ij the exceptional divisors. Remark 7.2. As in Remark 7.1, let us embed P n ֒→ P n+1 and, as in Section 2, let X (1) = X n+1 (1) denote the blow-up of P n+1 at general points p 1 , . . . , p n+2 and, subsequently, along the lines spanned by those points, with exceptional divisors E ij , 1 ≤ i < j ≤ n + 1. By writing h = H| H and e ij = E ij | H , we obtain the following isomorphism
We prove that it is only linearly obstructed, with linear base locus supported on the star configurations of linear subspaces λ I defined above (Remark 7.1) and that its subsequent strict transforms after blowing-up the dimension r star configuration have vanishing theorems.
Let I be the set of all multi-indices in {1, . . . , n + 2}, and for each multi-index I(r) ⊂ I of cardinality r + 1, we use the notation (1.1). For increasing r, let Y (r) = Y n (r) denote the blow-up of Y (r−1) along the pull-back of the star configuration of r-subspaces λ I(r) in H and let ∆ (r) be the strict transform of ∆. (−1) r n + k I(r) − r n .
Moreover, for all 1 ≤ r ≤ n − 1, h i (∆ (r) ) = 0, for all i = 0, r + 1, and h r+1 (∆ (r) ) = I(ρ)∈I,ρ≥r+2
(−1) ρ n + k I(ρ) − ρ n .
In particular h i (∆) = 0, for all i > 0.
Proof. Recall the inclusion H ⊂ P n+1 and let X (r+1) := X n+1 (r+1) be the blow-up of P n+1 first at the points p 1 , . . . , p n+2 and then along the linear subspaces L I of dimension bounded by r + 1. We have the following inclusion Y (r) ⊂ X (r+1) .
Let us consider the following divisors on X (0)
Notice that D is effective and D ′ is either effective or satisfies condition (5.1a). Abusing notation, denote by H the pull-back of H ∼ = P n ⊂ P n+1 and notice that the restriction D (r+1) | H belongs to the linear system
Consider the following restriction sequence 
and that all higher cohomology groups vanish, by means of the long exact sequence in cohomology associated with (7.1).
Corollary 7.4. The linear subspace λ I is contained with multiplicity k I in the base locus of ∆ (r) .
Proof. Let D be as in the proof of Theorem 7.3. The linear base locus of ∆ (r) is the intersection with the hyperplane H of the linear base locus of D (r+1) , described in Proposition 4.2, and in particular it is supported at the dimension ρ star configurations, with ρ ≥ r + 1.
A strong interpretation of the above corollary is that the only special effect varieties in the sense of [2] are the linear subspaces λ I .
Moreover this suggests a definition of linear dimension for divisors interpolating points in star configuration in P n , that generalizes the notion of linear dimension for divisors interpolating points in general position that was introduced in [5] and that has been extensively studied throughout this paper. While in the general case the linear obstructions are the linear subspaces spanned by the points, in this case they are given by the star configurations of linear subspaces. The degeneration techniques developed by Ciliberto and Miranda [11, 12] was used to prove non-speciality results for linear systems of planar curves interpolating general points with higher multiplicities. This techniques was recently generalized in [21] to the higher dimensional case to study divisors in in P n interpolating double points.
While proving non-speciality results for effective linear systems one has to make sure that in the degeneration argument no new obstructions in the linear systems on the central fiber are created, see [21] . The blowing-up construction introduced in [5] and further developed in this paper allows to handle the linear obstructions. In this section we want to give a sample of how combining the two approaches could provide a powerful tool for solving interpolation problems in P n . Mainly the new idea we introduce here is to degenerate the strict transform D (r) of a divisor rather than degenerating the original divisor D. We plan to return to this subject and further develop this approach in future work.
Such a construction consists in degenerating the projective space into the union of two varieties, the blow-up of P 3 at a point, F ∼ = Bl p0 P 3 , and the exceptional divisor, P ∼ = P 3 . Simultaneously we degenerate a linear system to one obtained as fibered product of linear systems on the two components over the restricted system on their intersection Y := P ∩ F. Notice that Y is the exceptional divisor E 0 of p 0 for F, while in P it is a general hyperplane H.
Consider the quartic surface with nine double points,
It is well known that h 1 (D) = 2 and h 0 (D) = 1. This example is the first case where the speciality is caused by the presence of a quadric in the base locus. Notice that it is not Cremona-reducible to a divisor with only linear obstructions. It was conjectured by Laface and Ugaglia that Cremona reduced divisors of P 3 are linearly non-special or they contain a quadric through 9 points in their base locus which gives speciality. By applying the above degeneration techniques, we consider on the components, the following divisors:
A further step is to lift the above degeneration to the space blown-up along the lines L 0i , i ∈ {5, 6, 7, 8, 9} and L ij , {i, j} ⊂ {1, 2, 3, 4}, both in the central and in the general fibers. We notice that in the general fiber the strict and the total transforms of D coincide, and so do their cohomology groups. The degenerated divisor, that we denote by D ( 
