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1. Johdanto
Monilla eri kielitieteen ja kieliteknologian osa-alueilla käytetään tärkeimpinä 
empiirisen datan lähteinä, sekä tutkimuksessa että käytännön sovelluksissa, 
korpuksia. Korpus on laaja kokoelma kieltä, joko puhuttua tai tekstiä. Koska on 
mahdotonta tallentaa kokonaista luonnollista kieltä kaikkine permutaatioineen, 
käytetään korpusta eräänlaisena otoksena puhutusta tai kirjoitetusta kielestä. 
Vaikka korpus ei sisälläkään kaikkia kielen sanoja ja rakenteita, se sisältää niitä 
niin paljon, että sen perusteella voidaan tehdä hyödyllisiä johtopäätöksiä kielestä 
ja sen käytöstä.
Perinteisesti tekstikorpuksia on koottu valitsemalla aineistoa tekstijulkaisuista, 
kuten sanomalehdistä ja kirjoista. Näin on saatu aikaiseksi suuria, mutta äärellisen 
kokoisia korpuksia. Tietojenkäsittelyn kehittyessä yhä suurempien 
tekstikokonaisuuksien käsittely on tullut mahdolliseksi. Internet ja 1990-luvulta 
alkaen huimaa vauhtia kasvanut World Wide Web (WWW) ovat mahdollistaneet 
aiempiin tekstikokoelmiin verrattuna valtavien aineistomäärien tallentamisen ja 
jakamisen. 2000-luvulla on alettu tutkia verkkosivuilla olevien tekstien käyttöä 
kielitieteellisenä tutkimusaineistona, eli käytännössä on pyritty hyödyntämään 
WWW:tä maailman suurimpana korpuksena. Verkkosivuilta saatua aineistoa on 
käytetty tutkimusmateriaalina Rehbeinin (2006) mukaan sanojen merkityksen 
disambiguoinnissa, kone- ja ihmiskäännöksessä, kielen mallintamisessa, 
kysymykseenvastaus-sovelluksissa, ontologioiden rakentamisessa ja 
kielenopetuksessa. WWW:n monet erot perinteisiin korpuksiin verrattuna tekevät 
sen käytöstä korpuksena kuitenkin haastavan tehtävän. Perinteiset korpukset ovat 
rajattuja, täsmällisesti koottuja ja helposti hallittavissa ja käsiteltävissä. WWW on 
hajautettu lukemattomille palvelimille ympäri maailmaa. Verkkosivuissa 
tehtävään tiedonhakuun tarvitaan hakurobotteja, jotka nekin pystyvät löytämään 
vain osan olemassa olevista sivuista. Sivuja löytyy sadoilla eri kielillä ja useissa 
eri tiedostomuodoissa, ja niitä pitää jälkikäsitellä monilla eri tavoilla jotta niistä 
saataisiin perinteisten korpusten tasoista tekstiaineistoa. Useimpia perinteisiä 
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korpuksia ei niiden valmistumisen jälkeen muokata; verkkosivuja tehdään uusia, 
poistetaan ja muokataan jatkuvasti.
Tämä tutkielma selvittää, mitä hyötyjä ja haittoja on WWW:stä saatavan aineiston 
käyttämisessä kielitieteellisiin tarkoituksiin, ja millaisia toteutuksia verkkosivujen 
korpusaineistona käyttämisen suhteen on tehty ja voidaan tehdä. Luvussa 2 
käydään läpi tekstikorpukset yleisesti ja niiden tärkeimmät ominaisuudet. Luvussa 
3 esitellään World Wide Web ja sen rakenne ja sisältö. Luku 4 käsittelee 
verkkohakukoneita, jotka ovat helpoin ja käytetyin keino päästä käsiksi riittävään 
määrään verkkosivuja. Luvussa 5 esitellään erilaisia verkkopohjaisten korpusten 
toteutusmalleja ja verkkosivujen ominaisuuksia korpusaineiston lähteinä. Luvussa 
6 kerrotaan ohjelmatyökaluista, joiden avulla voidaan toteuttaa eri tavoilla 
WWW-pohjaisia korpuksia. Luvussa 7 esitellään tutkimuksia, joissa käytetään 
WWW:tä jollain tavalla aineistona joko luvun 6 työkalujen, muiden ohjelmien tai 
hakukoneiden avulla.
2. Korpukset
1900-luvun puolivälistä lähtien korpukset ovat merkittävä datan lähde 
empiirisessä kielitieteellisessä tutkimuksessa (McEnery ja Wilson 1996, luku 4). 
Ennen korpustutkimuksen yleistymistä kielitieteellinen tutkimus perustui 
rationaaliseen päättelyyn, jonka kohteena oli se, mitkä rakenteet olivat tutkitussa 
kielessä mahdollisia ja mitkä eivät. Kuitenkin kaikki kieliopillisesti oikeat 
rakenteet eivät ole lainkaan samanarvoisia luonnollisessa kielessä, vaan toisia 
rakenteita käytetään enemmän kuin toisia, ja suurta osaa ei puhutussa tai 
kirjoitetussa kielessä käytetä lainkaan. Korpusten sisältämä empiirinen data 
mahdollisti kielen tutkimisen objektiivisesti, ilman tutkijan omia, subjektiivisia 
taipumuksia kielenkäytössä. Tällaisella tutkimuksella saadaan parempi kuva siitä, 
miten jotain kieltä puhuvat ihmiset todella kieltä käyttävät. Korpuksilla voidaan 
myös rajata tutkittua kieltä helpommin kuin rationaalisessa kielentutkimuksessa. 
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Korpus voi esimerkiksi sisältää jonkin tietyn ajankohdan kieltä, jonkin alueen 
murretta, tai jonkin erityisalan slangia. Tekstikorpuksella (text corpus) tarkoitetaan 
järjestettyä kokoelmaa tekstejä, jotka on kirjoitettu tutkimuskohteena olevalla 
kielellä tai kielillä. McEneryn ja Wilsonin (1996, luku 1) mukaan neljä 
korpuksilla on neljä pääominaisuutta, jotka erottavat ne mistä tahansa yleisestä 
tekstikokoelmasta: tilastollinen edustavuus, äärellisyys, koneluettavuus ja 
vähemmän olennaisena standardireferenssin muodostaminen korpuksen kielelle ja 
tämän kielen tutkimukselle. Edustavuus on korpuksen kyky olla otos sen 
sisältämästä kielestä, jonka perusteella voidaan tehdä päätelmiä koko kielestä. 
Edustavuutta käsitellään tarkemmin luvussa 2.2. Äärellisyys merkitsee 
yksinkertaisesti sitä, että korpuksen kasvettua halutun kokoiseksi siihen ei enää 
lisätä aineistoa. McEneryn ja Wilsonin mukaan on olemassa myös korpuksia ja 
tekstikokoelmia, jotka ovat avoimia tekstien lisäämiselle. Kuten luvussa 3 
tarkemmin kerrotaan, World Wide Web ei ole missään nimessä äärellinen, joten 
WWW:n käyttäminen korpuksena vaatii tämän ominaisuuden hylkäämistä. Ilman 
koneellista käsiteltävyyttä korpusten käyttö on erittäin hidasta. Tietojenkäsittelyn 
nopea kehitys 1900-luvun loppupuoliskolla on mahdollistanut suurten korpusten 
säilyttämisen ja nopean käsittelyn. Koneellisesti taltioituihin korpuksiin voi tehdä 
annotaatioita ja niiden saatavuus on paljon parempi kuin jos ne olisivat olemassa 
vain fyysisessä muodossa. Tekstikorpukset ovat yleensä laajoja: 
huomattavammista korpuksista esimerkiksi British National Corpus sisältää 100 
miljoonaa ja Corpus of Contemporary American English 385 miljoonaa sanaa. 
Näin laajat korpukset sisältävät riittävästi materiaalia useisiin erilaisiin 
kielitieteellisiin tutkimuksiin, mutta asettavat myös tiettyjä vaatimuksia 
käytölleen. World Wide Web olisi luonnollisesti täysin mahdoton toteuttaa ilman 
kohtuullisen tehokasta koneellista tietojenkäsittelyä. 
Ennen korpustutkimuksen yleistymistä kielitieteellinen tutkimus perustui 
rationaaliseen päättelyyn, jonka kohteena oli se, mitkä rakenteet olivat tutkitussa 
kielessä mahdollisia ja mitkä eivät (McEnery ja Wilson 1996, luku 4). Kuitenkin 
kaikki kieliopillisesti oikeat rakenteet eivät ole lainkaan samanarvoisia 
luonnollisessa kielessä, vaan toisia rakenteita käytetään enemmän kuin toisia, ja 
suurta osaa ei puhutussa tai kirjoitetussa kielessä käytetä lainkaan. Korpusten 
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sisältämä empiirinen data mahdollisti kielen tutkimisen objektiivisesti, ilman 
tutkijan omia, subjektiivisia taipumuksia kielenkäytössä. Tällaisella tutkimuksella 
saadaan parempi kuva siitä, miten jotain kieltä puhuvat ihmiset todella kieltä 
käyttävät. Korpuksilla voidaan myös rajata tutkittua kieltä helpommin kuin 
rationaalisessa kielentutkimuksessa. Korpus voi esimerkiksi sisältää jonkin tietyn 
ajankohdan kieltä,  jonkin alueen murretta, tai jonkin erityisalan slangia.
Kielitieteellinen annotaatio merkitsee tekstin sisältämiä merkintöjä, jotka 
sisältävät informaatiota tekstin sanoista ja lauseista (Wilcock 2009, luvut 1.1 ja 
2.1). Tekstikorpuksissa esiintyy annotaatioita tarpeiden ja mahdollisuuksien 
mukaan: kattavien annotaatioiden tekeminen korpuksiin käsin on korpusten 
koosta johtuen hyvin hidasta. Koneellinen annotaatio on nopeampaa, mutta sen 
toteutuksen helppous ja tulosten oikeellisuus vaihtelevat suuresti riippuen siitä, 
minkä tyyppisiä annotaatioita korpukseen tehdään. Annotaatioita voi esiintyä 
useilla eri tasoilla. Wilcock jakaa ne kielen ominaisuudet, joita voi kuvailla 
annotaatioilla, kielen yksikköjen koon perusteella seitsemään tasoon, jotka ovat 
pienimmästä suurimpaan fonologia, ortografia, morfologia, syntaksi, semantiikka, 
pragmatiikka ja diskurssi. Erilaisia annotaatioita on Wilcockin mukaan myös 
seitsemän tasoa: lauserajat, sanarajat, sanaluokkajäsennys, syntaktinen ja 
semanttinen jäsennys, nimettyjen yksikköjen tunnistus ja viittauksien tunnistus. 
Annotaatioiden tekemiseen käytetään Wilcockin mukaan yleisimmin XML-
merkkauskieltä. XML on yleisesti käytetty standardi, jolla tehtyjen annotaatioiden 
siirrettävyys järjestelmästä toiseen on helppoa. Annotaatioiden tekemisessä on 
tärkeää pitää annotaatiot omalla tasollaan niin, että tarvittaessa korpuksesta 
saadaan otettua käsiteltäväksi vain alkuperäinen teksti ilman annotaatioita. 
Erilliset annotaatiot tekevät myös niiden lisäämisen, poistamisen ja 
muokkaamisen helpommaksi. 
Korpukset ovat ilman annotaatioitakin erittäin hyödyllistä tutkimusaineistoa, 
mutta annotaatiot antavat korpukselle sekä monipuolisemmat 
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käyttömahdollisuudet että siirrettävyyden, eli korpusta voi käsitellä useilla eri 
sovelluksilla niin, että odotettavissa olevat tulokset ovat samanlaisia.
Monet eri kielitieteen alat hyötyvät suuresti korpusten laajuudesta ja koneellisista 
käsittelymahdollisuuksista  (McEnery ja Wilson 1996, luvut 4 ja 5). 
Leksikaalisessa kielentutkimuksessa riittävän suuresta ja edustavasta korpuksesta 
pystytään löytämään halutun lekseemin esiintymisympäristöt ja osoittamaan, 
miten tätä lekseemiä kielessä käytetään. Joskus nämä käyttötavat voivat 
merkittävästi erota siitä, mitä monet kieltä puhuvat pitävät intuitiivisesti "oikeana" 
käyttötapana. Tämä menetelmä on hyödyllinen esimerkiksi sanakirjan tekemisessä 
tai päivittämisessä. Syntaktisessa kielentutkimuksessa puolestaan voidaan 
korpusten pohjalta rakentaa kielioppeja. Korpuspohjaiseen luonnollisen kielen  
käsittelyyn (natural language processing, NLP) lukeutuu monia osa-alueita, joille 
kaikille on yhteistä se, että niissä kieliteknologiasovellukset käsittelevät kieltä 
korpusaineistoista tehtyjen päätösten avulla. Sanaluokkajäsennyksessä (part-of-
speech tagging) korpusaineistoa voidaan käyttää useissa prosessin eri vaiheissa. 
Sanojen tunnistuksessa löydettyjä sanoja haetaan annotoidusta korpuksesta, johon 
on merkitty sanaluokat. Tilastopohjaisessa kielenkääntämisessä korpuksia 
voidaan käyttää tietopohjana, jonka perusteella käännös toteutetaan. Muutenkin 
korpuksia käytetään kvantitatiivisen datan lähteinä, eli niissä esiintyvistä sanoista 
ja rakenteista tehdään tilastollisten metodien avulla kieleen liittyviä 
johtopäätöksiä.
2.1 Korpusten koko
Jotta korpus olisi hyödyllinen tutkimusaineistona, sen on oltava riittävän suuri. 
Merkittävistä korpuksista British National Corpus (BNC, 
http://www.natcorp.ox.ac.uk/ ) sisältää 100 miljoonaa sanaa ja Corpus of 
Contemporary American English ( http://www.americancorpus.org/ ) 385 
miljoonaa sanaa. Vaikka nämä lukumäärät ovat huomattavia ja tämän kokoiset 
korpukset ovat käyttökelpoisia aineistoja moniin erilaisiin tutkimuksiin, on niissä 
silti rajoituksensa (Kilgarriff 2003). BNC:ssä useimmat englannin lekseemit 
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esiintyvät alle 50 kertaa koko korpuksessa, mikä on riittämätön määrä, jos 
halutaan selvittää näiden lekseemien käyttötapoja tilastollisesti. 
Verkkosivujen sisältämän tekstin määrää on vaikeaa ilmoittaa tarkasti, mutta 
kuten luvussa 3.1 kerrotaan, World Wide Web on sisällöltään huomattavasti 
suuremmassa kokoluokassa kuin suurimmatkaan korpukset. Tämä on ehkä 
merkittävin etu mikä verkkosivuista kootulla korpuksella on perinteisiin 
korpuksiin nähden. Korpuksen käyttötarkoituksista tosin riippuu se, onko suurella 
koolla enemmän hyötyä kuin muilla ominaisuuksilla, kuten aineiston rajaamisella 
esimerkiksi tekstityyppien tai tekstien kirjoitusajankohdan suhteen. Toisaalta, jos 
korpuksesta pystytään tekemään riittävän suuri, ei sen muita ominaisuuksia 
tarvitse ottaa yhtä hyvin huomioon. Tällaista lähestymistapaa puoltavat Manning 
ja Schütze (1999, luku 4), joiden mukaan tilastollisen tutkimuksen kannalta on 
hyödyllisempää kasvattaa aineiston kokoa kuin järjestellä, tasapainottaa tai 
muuten hienosäätää sitä. Juuri tällaiseen suuntaan päädytään, jos siirrytään 
perinteisistä korpuksista WWW:n käyttöön korpuksena. 
2.2 Edustavuus
Edustavuus (representativeness) on tilastotieteellinen käsite, jota käytetään, kun 
halutaan tutkia otannalla jotain suurta perusjoukkoa eli populaatiota, josta otetaan 
otos eli todennäköisyysnäyte edustamaan koko populaatiota. Otoksen voidaan 
sanoa olevan edustava, jos siinä on mukana mahdollisimman monta niistä 
tekijöistä, jotka saattavat vaikuttaa tutkittavaan suureeseen. Edustavan otoksen 
tulee olla myös riittävän suuri (Spectrum Tietokeskus 1979: otanta). Monissa 
tieteenaloissa otanta on tärkeä menetelmä; populaatiot ovat niin suuria, että 
kohtuullisten kokoisten edustavien otosten tutkiminen on paljon helpompaa.
Otantaa voi soveltaa korpustutkimuksessakin, mutta siinä edustavan otoksen 
määrittely on vaikeampaa ja kiistanalaisempaa kuin muissa tieteenaloissa. 
Populaationa voidaan pitää tutkittavaa kieltä, ja otoksena tätä kieltä sisältävää 
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korpusta (McEnery ja Wilson 1996, luku 3). Ongelmia aiheuttaa se, että muissa 
tieteenaloissa populaatiot, vaikkakin suuria, ovat rajatun kokoisia. Kieli 
puolestaan on populaationa ääretön. Ei voida valita rajattua määrää sanoja ja 
rakenteita ja sanoa, että kieli muodostuu niistä, vaan rakenteita voidaan aina lisätä 
eri tavoilla, esimerkiksi rekursiolla.
Korpuksen edustavuus on kuitenkin jossain määrin hyödyllinen käsite. Tärkeintä 
on McEneryn ja Wilsonin mukaan korpuksen koon saaminen riittävän suureksi; 
mitä suurempi korpus on, sen paremmin sitä voidaan pitää edustavana. Korpuksen 
edustavuudessa on kaksi ulottuvuutta: korpuksen sisältämien erilaisten 
tekstityyppien jakauma, ja korpuksen kokonaisuudessaan sisältämät kielen 
rakenteelliset ominaisuudet (Biber 1993). Biberin mukaan hyvän edustavuuden 
saavuttamiseksi on tärkeää määritellä rajat sille osalle kieltä, josta korpus on otos. 
Tämän rajauksen perusteella valitaan ne aineistot, joista korpus kootaan. Ilman 
asianmukaista rajausta korpus ei voi varsinaisesti edustaa mitään. Rajaamalla 
aineisto esimerkiksi jonkin kirjaston koko halutunkieliseen kokoelmaan tietyltä 
aikaväliltä saadaan aikaan korpus, joka edustaa valitun aikakauden kirjoitettua 
kieltä. Tätä voi kutsua korpuksen tasapainottamiseksi, joka on kuitenkin 
kiistanalainen käsite (Leech 2003, luku 4): monia korpuksia, kuten British 
National Corpusta tai Brown Corpusta on kutsuttu tasapainoisiksi ilman että 
tasapainoisuuden merkitystä on kunnolla selitetty. Leechin mukaan yksi tapa 
korpuksen tasapainottamiseen on  korpuksessa esiintyvien tekstityyppien 
valitseminen siten, että eri tekstityypit esiintyvät korpuksessa samassa suhteessa 
toisiinsa kuin ne esiintyvät kaikkien samalta ajanjaksolta olemassa olevien 
tekstien kesken. Tämä on tietysti hyvin vaikeaa toteuttaa, sillä tällöin pitäisi tietää 
tarkkaan, kuinka monta halutuntyyppistä tekstiä julkaistiin esimerkiksi jonkin 
tietyn vuoden aikana. Leech ei pidä tekstityyppien tasapainottamista tarpeellisena, 
vaan pitää tärkeämpänä, että tekstit valitaan suhteessa siihen, minkä verran 
vastaanottajia eli lukijoita korpukseen valittavilla teksteillä on; mitä luetumpi 
jokin teksti on, sitä todennäköisimmin se kuuluisi korpukseen.
Korpuksen edustavuuden määrittely on Tognini-Bonellin (2001) mukaan 
alkuvaiheissaan. Edustavan korpuksen kokoamista vaikeuttaa se, että korpuksen 
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kokoajat ja sitä tutkimusaineistona käyttävät ovat eri tahoja, joilla on erilaisia 
näkemyksiä kielestä ja korpusaineistosta.  Käyttäjillä ei välttämättä ole 
minkäänlaista vaikutusmahdollisuutta korpuksen kokoamiseen, joten he eivät 
myöskään pysty helposti arvioimaan sen edustavuutta. Tärkeitä tilastotieteen 
perusmuuttujia, kuten hajontalukua (Standard deviation), ei korpukselle pystytä 
laskemaan, ellei korpusta ole koottu vain yhden tietyn asian tutkimiseen (Biber 
1993). 
3. World Wide Web
World Wide Web (WWW) on Internetissä toimiva järjestelmä, joka koostuu 
suuresta määrästä erilaisia verkkosivuja (web page), jotka on yhdistetty toisiinsa 
hyperlinkeillä (Wikipedia: World Wide Web). WWW selataan selainohjelmalla, 
kuten Internet Explorerilla tai Mozilla Firefoxilla. WWW:n ulkopuolelle jää suuri 
osa Internetiä, kuten esimerkiksi sähköposti- ja tiedostonsiirtojärjestelmät. World 
Wide Web on kuitenkin Internetin tunnetuin osa. Se sisältää paljon tekstiaineistoa, 
johon on helppo päästä käsiksi.
Verkkosivuista yli 90 prosenttia on tehty HTML-kielellä tai sen johdannaisilla 
(Kehoe ja Gee 2007, luku 6). HTML-sivut sisältävät vaihtelevia määriä tekstiä, 
kuvia ja muita objekteja. WWW sisältää myös muuntyyppisiä tekstisivuja, kuten 
PDF- ja Word-tekstejä, sekä useita tiedostomuotoja, jotka eivät ole kelvollisia 
tekstikorpusaineistoksi, kuten kuva-, ääni- ja ohjelmatiedostoja. Jokaisella 
verkkosivulla on ainutlaatuinen URL-osoite, jolla sivun saa näkyviin esimerkiksi 
verkkoselaimella. Yleinen tapa siirtyä verkkosivulta toiselle ovat hyperlinkit, 
verkkosivuilta löytyvät tekstinpätkät tai kuvat, jotka sisältävät toisten sivujen 
URL-osoitteita. Hyperlinkkejä voidaan laittaa verkkosivuille mielivaltaisesti ja 
niiden kohdesivut voivat olla yhtä mielivaltaisia. Yhdistettynä verkkosivujen 
suureen määrään tämä mielivaltaisuus tekee World Wide Webistä ja koko 
Internetistä erittäin monimutkaisen ja ennalta-arvaamattoman järjestelmän 
(Levene 2006, luku 2). Perinteisesti korpuksia tai vastaavia aineistoja käyttävissä 
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tieteenaloissa on totuttu helposti käsiteltäviin tietorakenteisiin. Korpus on yhteen 
tiedostoon tallennettu yhtenäinen teksti, josta voidaan yksinkertaisilla ohjelmilla 
tai skripteillä hakea haluttuja sanoja ja rakenteita. Toinen yleinen vaihtoehto 
tekstin tallentamiseen on tietokanta, jossa tieto on tallennettu yhteneviin kenttiin 
otsikkojen alle, mahdollistaen nopean tiedonhaun. Verkkosivuja haettaessa 
tällaiset tiedonhakumenetelmät eivät toimi. Kuvat 1, 2 ja 3 esittävät, miten 
suuresti tekstikorpuksen, tietokannan ja WWW:n rakenteet eroavat toisistaan.
Kuva 1: tekstikorpus (TDT5 Multilingual Text,  
http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2006T18 ).  
Esimerkkitekstikorpus on pääosin puhdasta tekstiä, joka on annotoitu XML-
kielellä. Annotaatiot eivät ole tässä kovinkaan syviä. Tekstityyppi on merkitty  
korpukseen, mutta itse tekstisisältö on annotoimatonta.
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Kuva 2: tietokanta (Phonetica database,  
http://mutamorphosis.wordpress.com/2009/03/02/project-phonethica-serendipity-
enhancer-explorer-the-world-through-the-phonetics/ ). Useimmat tietokannat  
ovat monimutkaisia arkkitehtuureja. Kuvan tietokanta on relaatiotietokanta, joka 
muodostuu tietoa sisältävistä taulukoista ja niiden välisistä suhteista eli  
relaatioista.
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Kuva 3: Internet (Lumeta Corporation,  
http://www.mathaware.org/mam/04/6_Internet_structure.html ). Tämä kuva 
pyrkii visualisoimaan osan Internetistä. Kuvan jokainen piste on IP-osoite ja 
jokainen viiva on näiden osoitteiden välinen yhteys.
Korpukset ovat perinteisesti puhdasta tekstiä tai mahdollisesti annotaatioita 
sisältäviä tiedostoja tai tietokantoja, jotka on selvästi rajattu koon ja sisällön 
suhteen. Tällaisia korpuksia käsitellään tiedonhakutyökaluilla, jotka eivät sovellu 
WWW:n käsittelyyn. World Wide Web puolestaan on aineistokokoelmana 
ainutlaatuinen kokonsa,  aihepiiriensä laajuuden ja rakenteensa suhteen (Levene 
2006, luku 2). WWW:n koosta kerrotaan tarkemmin seuraavassa luvussa. 
Lyhyesti, verkkosivujen määrää lasketaan miljardeissa, jokaisella sivulla 
tuntematon määrä sanoja, kun luvussa 2.1 mainituissa korpuksissa sanamäärät 
ovat sadoissa miljoonissa. Luvussa 3.1 kerrotaan myös tarkemmin WWW:n 
dynaamisuudesta, joka sekä kasvattaa olemassa olemien sivujen määrää että tekee 
niiden käsittelemisen hankalammaksi. Samoin WWW:ssä olevien eri 
tiedostotyyppien kirjo eroaa perinteisistä korpuksista, jotka ovat yleensä 
yhtenäisesti tekstimuotoisia. Verkkosivujen laatu ja  käyttökelpoisuus ovat paljon 
huonompia kuin tarkasti kootun tekstikorpuksen; 30 prosenttia aineistosta esiintyy 
useammalla kuin yhdellä verkkosivulla (Levene 2006), aineistoa ei ole luokiteltu 
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aihepiirin mukaan, ja oikeakielisyyden taso vaihtelee laidasta laitaan. Aineiston 
laadusta kerrotaan tarkemmin luvussa 5.1.
3.1 World Wide Webin koko
Verkkosivujen määrää ei ole yksinkertaista selvittää. WWW on dynaaminen: 
sivuja lisätään, poistetaan ja muokataan jatkuvasti, eikä ole olemassa mitään 
kattavaa järjestelmää, joka pitäisi kirjaa sivujen kokonaismäärästä. Paras arvio 
WWW:n koosta saadaan käyttämällä määritelmää indeksoitava web (Gulli ja 
Signorini 2005), joka merkitsee niitä verkkosivuja, jotka löytyvät suurimpien 
verkkohakukoneiden (Google, Yahoo!, Ask, ym.) indekseistä. Luvussa 3.4 
kerrotaan tarkemmin, miten nämä indeksit kootaan. WWW:n dynaamisuuden 
takia indeksoitavan WWW:nkin koko vaihtelee suuresti otoshetkestä riippuen, 
mutta siitä saa kuitenkin hyvän käsityksen WWW:n suuruusluokasta. Neljän 
suuren hakukoneen (Yahoo, Google , Windows Live Search ja Ask)  indeksien 
perusteella WWW:n sivumäärää laskeva www.worldwidewebsize.com/ (de 
Kunder, 2010) on vuoden 2009 aikana saanut tuloksia, joissa sivumäärä vaihtelee 
20 ja 30 miljardin välissä. Tämä tulos saadaan tekemällä  jokaisella hakukoneella 
50 hakua, joissa hakutermit on valittu noin miljoonan verkkosivun 
taustakorpuksesta. Tämän hakutermin esiintymistä pystytään päättelemään 
hakukoneen indeksin koko, kun arvioidaan, että hakutermi esiintyy indeksissä 
yhtä usein kuin vertailukohteena olevassa taustakorpuksessa. Näissä 
hakutuloksissa esiintyy luonnollisesti paljon päällekkäisyyksiä, eli eri hakukoneet 
löytävät samoja sivuja. Päällekkäisyydet poistetaan tekemällä uusia hakuja 
suuremmalla määrällä taustakorpuksen sanoja ja vertailemalla näiden hakujen 
ensimmäisiä kymmeniä tuloksia. Koko indeksien päällekkäisyyksien arvioidaan 
olevan samaa kokoluokkaa kuin näiden top-10 hakutulosten.
Indeksoitava web on, koostaan huolimatta, vain murto-osa koko WWW:stä. 
Valtava määrä aineistoa jää hakukoneiden ulkopuolelle. Bergmanin (2001) 
mukaan WWW:n voi jakaa kahteen osioon: pintaverkkoon (surface web), jonka 
sivut ovat hakukoneiden löydettävissä, ja dynaamisista sivuista muodostuvaan 
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syvään verkkoon (deep web). Kaikki pintaverkon sivuista eivät löydy kaikkien 
hakukoneiden indekseistä, ja syvä verkko, joka on moninkertaisesti pintawebiä 
suurempi, on lähes täysin hakukoneiden ulottumattomissa. Syvän verkon 
verkkosivujen aineisto on tallennettuna tietokantoihin, joista luodaan erilaisten 
hakujen avulla dynaamisia verkkosivuja. 
Vaikka verkkosivuista vain murto-osaan pääsisi käsiksi, saadaan niistä 
huomattavasti enemmän aineistoa kuin mitä suurimpiinkaan korpuksiin on 
tallennettu. Tämä on yksi tärkeimmistä eduista mitä WWW:n käytöstä korpuksena 
voidaan saada (esim. Manning ja Schütze 1999, luku 4 ja Hundt ym. 2007, 
esipuhe). 
4. Hakukoneet
World Wide Webin erikoisominaisuudet, kuten koko, tiedostotyyppien 
moninaisuus ja monien verkkosivujen dynaamisuus, sekä myös tietoa hakevien 
erilaiset tarpeet, asettavat myös haasteita, joita perinteinen tiedonhaku ei pysty 
ratkaisemaan (Levene 2006, luku 2). Vastauksena näihin haasteisiin on kehitetty 
verkkohakukoneet (web search engine), jotka automaattisesti keräävät tietoja 
verkkosivuista ja suorittavat näihin tietoihin hakuja käyttäjien syöttämillä 
hakuehdoilla. Tässä työssä esiteltävät WWW:tä hyödyntävät korpustyökalut 
käyttävät hyväkseen ulkopuolisia verkkohakukoneita. Hakukoneen rakentaminen 
on vaativa projekti, joten on helpompaa luoda verkkopohjainen korpus 
työkaluilla, jotka käsittelevät olemassa olevien hakukoneiden hakemia aineistoja. 
Yksinkertaisimmillaan verkkohakukone koostuu neljästä osasta (Levene 2006, 
luku 3). Hakukoneen käyttäjille tutuin osa on hakukoneen käyttöliittymä, yleensä 
verkkosivu, johon haku syötetään. Haku  (search query) muodostuu yhdestä tai 
useammasta hakutermistä ja mahdollisista hakuoperaattoreista. Hakutermit ovat 
tavallisia sen kielen sanoja tai lauseita, joita haulla halutaan löytää. 
Hakuoperaattorit ovat apuvälineitä, joilla hakua voidaan tarkentaa tai laajentaa. 
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Eri hakukoneet tarjoavat erilaisia operaattoreita, joista yleisimpiä ovat loogiset 
operaattorit AND, OR, ja NOT. 
Tässä tutkielmassa esiteltävät korpustyökalut sisältävät omat käyttöliittymänsä, 
jotka sisältävät hyödyllisempiä työkaluja kielitieteellisen aineiston hakemiseen, 
kuin hakukoneiden omat, usein perustoiminnoiltaan varsin yksinkertaiset 
käyttöliittymät. Käyttäjälle näkymättömissä toimivat tämän tutkielman 
näkökulmasta hakukoneen tärkeämmät osat: hakurobotti (web crawler) käy läpi 
verkkosivuja ja varastoi niitä hakuindeksiin (search index), josta käyttäjän 
tekemän kyselyn perusteella kyselykone (query engine) hakee verkkosivuja 
näytettäväksi.
Verkkosivujen läpikäynti tapahtuu hakurobottiohjelmalla. Hakurobotti käy 
automaattisesti verkkosivuja läpi, hakien niistä hakukoneelle tarpeellista tietoa. 
Tärkeintä tietoa ovat verkkolinkit, joiden kautta hakurobotit pääsevät eteenpäin 
uusille, löytämättömille verkkosivuille. Robotit lisäävät uudet löytämänsä 
verkkosivut hakuindeksiin ja päivittävät indeksistä jo löytyvien sivujen tietoja, 
esimerkiksi poistaen ne sivut indeksistä, joita ei enää löydy WWW:stä. Useimpien 
hakukoneiden robotit löytävät vain staattisia pintaverkkosivuja. Syvä verkko on 
dynaamisen luonteensa takia mahdoton kohde tavallisille hakuroboteille, jotka 
eivät pysty käsittelemään niitä tietokantoja, joista syvät verkkosivut luodaan. 
World Wide Webin koosta johtuen hakurobottien toiminta on paljon resursseja ja 
aikaa vievä prosessi. Levenen mukaan Googlen hakurobotit päivittävät 15000 
palvelimelle sijoitettua hakuindeksiä kuukauden pituisissa sykleissä.
Hakuindeksi on tietokanta, jonka sisältämän tiedon avulla hakukone löytää sille 
annettujen hakutermien perusteella verkkosivuja.  Se on hakemisto, jonka 
hakusanat ovat tavallisia sanoja, joiden viitteet sisältävät tietoa siitä, missä ja 
miten nämä sanat esiintyvät. Tärkeimmät viitteet ovat niiden verkkosivujen 
osoitteita, jotka sisältävät kutakin hakusanaa. Viitteissä voi myös olla kunkin 
verkkosivun kohdalla kyseisen hakusanan esiintymismäärä verkkosivulla, jonka 
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perusteella voidaan määritellä sivun sisällön relevanssi esimerkiksi hakutulosten 
esitysjärjestykseen.
Relevanssi (relevance) on määritelmä sille, missä järjestyksessä hakutulokset 
esitetään. Oletuksena on se, että haun tekijälle hyödyllisimmät tulokset esitetään 
ensimmäisenä, ja mitä pidemmälle hakutuloksia tarkastellaan, sitä 
hyödyttömämmiksi ne tulevat (Levene 2006, luku 5). Relevanssissa on kyse sekä 
hakukoneen keräämästä tiedosta ja siitä, miten kone käsittelee ja luokittelee tätä 
tietoa, että myös koneen käyttäjästä, jolla on tietyt odotukset haun antamien 
tulosten suhteen. Yleinen tapa relevanssin määrittelyyn Levenen mukaan on TF-
IDF (Term Frequency-Inverse Document Frequency), jossa käytetään kahta 
verkkosivujen sisältöihin perustuvaa arvoa. Termitaajuus (TF) kertoo, kuinka 
usein hakutermin sanat esiintyvät verkkosivulla. TF on yleensä jollakin tavalla 
normalisoitu niin, että se ottaa huomioon sivun koon, esimerkiksi jakamalla 
hakutermien määrän sivun koko tekstin määrällä. Tällöin pisimmät sivut eivät saa 
etulyöntiasemaa vain siksi, että ne sisältävät eniten tekstiä. TF perustuu siihen 
oletukseen, että verkkosivu, jossa hakutermit esiintyvät useita kertoja, on haun 
tekijälle hyödyllisempi kuin sivu, jossa esiintymiä on vähemmän. Jos hakutermit 
esiintyvät lähes yhtä harvakseltaan kaikilla niillä sivuilla, joille haku suoritetaan, 
on relevanssin määrittelyyn hyödyllisempi käänteinen dokumenttitaajuus (IDF). 
IDF on logaritmi kaikkien hakukoneen tutkimien sivujen määrästä jaettuna niiden 
sivujen määrällä, joista hakutermejä löytyi. Jos kaksi eri hakutermiä esiintyy yhtä 
paljon kaikissa tutkituissa sivuissa, mutta toisen IDF on suurempi, eli sen 
esiintymät ovat keskittyneet harvempiin sivuihin, on todennäköistä, että tämän 
sanan sisältävät sivut sisältävät tietoa, johon sana olennaisesti liittyy. Tällöin 
nämä sivut saavat tämän sanan suhteen korkeammat relevanssiarvot.
5. World Wide Web korpuksena
WWW:n käyttämiseen korpusaineistona on kaksi peruslähestymistapaa (Fletcher 
2007 [1], luku 2). Metsästysmallissa (hunting)  käytetään koko WWW:tä 
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aineistona, mahdollisuuksien rajoissa, esimerkiksi hakukoneiden kautta. 
Laiduntamismallissa (grazing) kerätään verkkosivujen sisällöistä hallitusti 
erillinen korpus, jota käsitellään kuten perinteistä tekstikorpusta. 
Metsästysmallissa käytetään korpuksena periaatteessa kaikkia olemassa olevia 
verkkosivuja. Käytännössä aineistoa rajaavat käytetyt hakukoneet, jotka löytävät 
vain indeksoimiaan verkkosivuja. Indeksejä ja hakukoneiden hakuparametreja 
päivitetään säännöllisesti, joten tässä mallissa aineisto ei ole pysyvää, vaan samat 
haut voivat eri aikoina tuottaa erilaisia tuloksia. Yksinkertaisimmillaan 
metsästysmallia käytetään, kun halutaan selvittää jonkin sanan yleisin 
kirjoitusasu, usein oikeakielisyyttä varten. Tekemällä haut kahdella eri 
kirjoitusasulla samalle hakukoneelle saadaan molemmille kirjoitusasuille niiden 
verkkosivujen lukumäärät, joilla nämä esiintyvät. Hakutuloksien riittävän suuresta 
kokonaismäärästä riippuen voidaan olettaa, että jos toisella kirjoitusmuodolla on 
huomattavasti enemmän tuloksia kuin toisella, on enemmän esiintyvä 
kirjoitusmuoto yleisempi ja näin sopivampi oikeakielisyyden suhteen.
Metsästysmallin toimivuutta rajoittavat käytettävien hakukoneiden ominaisuudet. 
Tehokkaimmin metsästysmallin voisi toteuttaa varta vasten korpusaineistoa 
hakevalla hakukoneella, kuten luvussa 6.1 esitellyn WebCorpin (Renouf ym. 
2005) tekijät kaavailevat. Muuten joudutaan käyttämään apuna kaupallisia 
hakukoneita, kuten esimerkiksi Googlea. Luvussa 5.2 kerrotaan tarkemmin näiden 
käyttömahdollisuuksista verkkopohjaisina korpustyökaluina.
Laiduntamismallissa käytetään rajattua tekstikorpusta, jonka aineisto on kerätty 
verkkosivuilta. Tätä korpusta voidaan käsitellä perinteisen tekstikorpuksen tavoin. 
Laiduntamismallissa on mahdollista koota sisällöltään yhtenäisempi ja 
tasapainoisempi korpus kuin mihin metsästysmallissa voidaan päästä, rajaamalla 
lähdeaineistona käytetyt verkkosivut tiettyjen verkkosivustojen alaisiin. Fletcher 
(2007 [1], luku 2) mainitsee mahdollisina lähteinä eri sanomalehtien 
verkkoarkistot sekä vapaat tekstiarkistot, kuten Project Gutenberg 
(www.gutenberg.org), joka sisältää tekstimuodossa tekijänoikeuksiltaan vapaita 
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kirjallisia teoksia. Käytettyjen sivujen rajoittaminen tällä tavalla takaa 
luotettavamman korpuksen ja helpottaa mahdollisesti sivujen siivousta ja 
jälkikäsittelyä. Tällöin tuloksena on toisaalta lähestulkoon perinteinen korpus, 
jossa ei ole kaikkia samoja hyötyjä kuin satunnaisilta verkkosivuilta kootussa 
korpuksessa.
Lähteenä voi käyttää myös kaikkia verkkosivuja eri hakukoneiden tai 
hakurobottien kautta. Toisin kuin metsästysmallissa, hakutuloksista kerätään 
löytyneiden verkkosivujen sisällöt joko kokonaan tai ainakin suuremmassa 
määrin, ja kootaan erilliseksi korpukseksi. Tätä menetelmää käyttävät luvussa 6.2 
esitelty BootCaT ja luvussa 6.3 esitelty Web as Corpus Toolkit, joista edellinen 
hakee satunnaisia sivuja hakukoneiden avulla ja jälkimmäinen käyttää aineistona 
vain sille annetuissa osoitteissa olevia verkkosivuja. Aineiston koko jää 
laiduntamismallissa paljon pienemmäksi kuin metsästysmallissa, jossa aineisto 
muodostuu periaatteessa kaikista käytettyjen hakukoneiden indeksoimista 
verkkosivuista. Laiduntamismallissakin voi koota perinteisiä korpuksia 
suuremman korpuksen, mutta se vaatii paljon käsittely- ja tallennuskapasiteettia. 
Laiduntamismallin aineisto on toisaalta luotettavampaa, sillä kokoamisen jälkeen 
se jää pysyväksi, kun metsästysmallissa aineisto muuttuu jatkuvasti sekä 
verkkosivujen muokkaamisen että hakukoneiden indeksimuutosten takia.  Sharoff 
(2006, luku 2.1) käyttää  laiduntamismallia käyttävien korpuksien luomisessa 
muista korpuksista koottuja taajuuslistoja (frequency list). Taajuuslistassa 
korpuksessa esiintyvät sanat on järjestetty niiden esiintymismäärän mukaan, ja 
siitä käy ilmi, mitkä sanat ovat kielessä yleisimmin käytettyjä. Jos verkkosivuista 
kootun korpuksen taajuuslista vastaa jonkin toisen, luotettavan korpuksen 
taajuuslistaa, parantaa se Sharoffin mukaan verkkokorpuksen hyödyllisyyttä. 
Taajuuslistojen tarkoitus on kuitenkin olla enemmän suuntaa-antavia kuin 
määrääviä; jos luodaan korpus kielelle, jolle ei ole saatavissa taajuuslistaa, 
voidaan intuitiivisesti päätellä, millaiset sanat kielessä ovat yleisiä.
Taajuuslistojen yleisimpiä sanoja, tai mahdollisesti jotain muita, korpusaineiston 
suhteen oleellisia sanoja, käytetään laiduntamismallilla luodun korpuksen 
siementermeinä. Siementermejä käytetään hakutermeinä hauissa, joilla haetaan 
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WWW:stä aineistoa korpukseen. Sharoff (2006, luku 2.2) käyttää hakutermeinä 
neljää siementermiä kerrallaan. Useampaa siementermiä käytettäessä hakukone 
löytää todennäköisemmin proosatekstiä sisältäviä verkkosivuja, ja vähemmän 
sivuja, jotka sisältävät korpuksen kannalta hyödyttömiä listoja tai taulukoita. 
Haussa samaan aikaan käytettyjen siementermien määrää ei toisaalta kannata tästä 
lisätä; silloin hakutulosten määrä pienenee ja löydetyt sivut alkavat muistuttaa 
toisiaan niin, että haetut sivut eivät enää ole otoksena edustava.
Sekä metsästys- että laiduntamismalleissa korpuksen luontiin vaikuttaa WWW:n 
dynaamisuus. Tämä vaikutus on selvimmin huomattavissa, kun 
laiduntamismallilla luodaan kaksi korpusta samoilla siementermeillä mutta eri 
ajankohtina (Ueyama ja Baroni 2006, luku 1). Verkkosivuja lisätään, poistetaan ja 
muokataan jatkuvasti. Myös hakukoneiden indeksit ja relevanssit muuttuvat, joten 
samanlaisilla hauilla voi eri ajankohtina saada hyvinkin erilaisia tuloksia. 
Laiduntamismallissa voidaan tehdä useita hakuja, joiden hakutermit ovat 
riippuvaisia edeltävien hakujen tuloksista. Ueyaman ja Baronin kokosivat 
täsmälleen samoilla metodeilla kaksi korpusta, joiden kokoamisten aikaväli oli 
noin vuoden. Nämä korpukset koostuivat suurimmalta osin täysin eri 
verkkosivujen sisällöistä. Ueyaman ja Baronin mukaan vertailukelpoisia tuloksia 
ei voi saada eri ajankohtina luoduista verkkosivukorpuksista. Toisaalta, nämä 
suuret vaihtelut ajankohtien välillä voivat antaa otollista materiaalia lyhyen 
aikavälin diakronisiin tutkimuksiin.
5.1 Verkkosivut aineistona
World Wide Web on aineistokokoelmana erittäin hajanainen (Levene 2006, luku 
2). Sivujen välillä löytyy valtavia eroja sekä niiden formaateissa että niiden 
sisällöissä. Formaateissa löytyy lukuisia eri tiedostotyyppejä, joiden tarkasteluun 
tarvitaan monia eri ohjelmia. Tekstisivuja löytyy puhtaasta ASCII-tekstistä 
raskaaseen PDF-formaattiin, ja verkkosivujen luontiin yleisesti käytetyistä 
HTML- ja XML-formaateistakin on olemassa monia eri versioita. Verkkosivuilla 
on tietysti myös paljon kuvia, ääntä, videoita, sekä paljon sellaisia tiedostoja, 
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jotka on tarkoitettu koneiden, ei ihmisten, luettaviksi. Ne verkkosivut, jotka 
sisältävät tekstiä, voivat edustaa kaikkia olemassa olevia tekstityyppejä, kaikilla 
kirjoitetuilla kielillä. Se, että jonkin tyyppistä tai kielistä tekstiä ei WWW:stä 
löydy, ei poista mahdollisuutta lisätä tällaista tekstiä verkkosivulle. Verkkosivuilla 
esiintyvä tekstikin voi olla eri muodoissa. Erilaiset merkkikoodaukset (character  
encoding) voivat aiheuttaa sen, että verkkoselaimessa sivulla näkyvät merkit 
voivat muuttua toisiksi, kun sivua käsitellään jossain toisessa ohjelmassa. 
Merkkikoodauksessa on kyse siitä, että jokaista verkkosivulla esiintyvää merkkiä 
vastaa jokin koodi, jonka voi esittää esimerkiksi numeromuodossa (Wikipedia: 
Character encoding). Nämä koodit vaihtelevat merkkikoodauksen kesken, eli 
sama koodi voi kahdessa eri koodauksessa viitata eri merkkeihin. Englannin 
kielen aakkoset ja numerot kuuluvat sellaisiin merkkeihin, jotka yleensä pysyvät 
samoina eri merkkikoodauksien välillä, mutta erikoisemmat merkit, kuten 
tarkemerkit, erikoisemmat symbolit ja muut kuin latinalaisiin aakkosiin kuuluvat 
merkit voivat näkyä vääränlaisina, jos niitä näyttävä sovellus ei käytä oikeaa 
merkkikoodausta. Eri kielille ja järjestelmille on olemassa satoja 
merkkikoodauksia (Fletcher 2007 [3]), jotka pitää ottaa huomioon, kun tekstiä 
siirretään formaatista toiseen, esimerkiksi verkkosivulta tekstikorpukseen. 
Merkkikoodauksesta toiseen voi siirtää tekstiä helposti, jos koodaukset ovat 
tiedossa, mutta Fletcherin mukaan huomattava osa verkkosivuista ei sisällä tietoa 
siitä, mitä merkkikoodausta siinä käytetään. Tällöin sivua käsittelevä sovellus 
käyttää oletuskoodausta, joka ei välttämättä vastaa sivulle tarkoitettua koodausta 
kaikkien merkkien kohdalta. 
Käyttökelpoisen korpuksen kokoamiseen tarvitaan luettavaa tekstiä. Kehoe ja Gee 
(2007, luku 4) antavat neliosaisen määritelmän sille, millaista verkkosivuilta 
kerätyn tekstin tulee olla, jotta se olisi kelvollista korpuksen sisällöksi: sen tulee 
olla yhtenäistä proosaa, pisteisiin päättyvissä lauseissa, kappaleisiin jaettuina sekä 
täydellinen, koossapysyvä ja johdonmukainen itsensä suhteen. 
Tekstikokonaisuuksien tulee myös olla vähintään 2000 sanan pituisia ja koostua 
vähintään 30 merkin kappaleista.  Nämä määrävaatimukset karsivat suuren osan 
verkkosivuista kelvottomina; Kehoen ja Geen mukaan vain 1- 2 prosenttia heidän 
löytämistään sivuista täyttää nämä vaatimukset. Korpuksen luontia voidaan 
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nopeuttaa, jos korpusta kokoava ohjelmatyökalu laitetaan hylkäämään haluttua 
lyhyemmät sivut automaattisesti, ilman että se kävisi läpi niiden tekstisisältöä.
Verkkosivujen luontainen formaatti on HTML-kieli. Kehoe ja Gee tekivät kokeen 
hakukone Googlen indeksoimista verkkosivuista, jossa verrattiin HTML-
tyyppisten sivujen määrää eräisiin muihin yleisiin tiedostotyyppeihin. Kokeessa 
HTML-sivuja löytyi 7,2 miljardia ja muuntyyppisiä tiedostoja (PDF, MS Word, 
RTF, PostScript ja puhdas teksti) yhteensä noin 570 miljoonaa, eli noin seitsemän 
prosenttia kaikista löydetyistä sivuista. Koska HTML-kielen käyttö verkkosivuilla 
on näin yleistä, on kielen jäsentäminen puhtaaksi tekstiksi välttämätöntä 
verkkopohjaisen korpuksen luomisessa. HTML:ssä on paljon informaatiota, jota 
ei ole tarpeellista sisältää korpusaineistoon. Sivut voivat sisältää  HTML:n 
perusleimoja, kuten HEAD ja BODY, muita muotoiluleimoja, jotka voivat olla 
sivujen tekijöiden määrittelemiä epästandardeja, ja skriptikieliä. Nämä kaikki 
voivat sisältää luonnollisesti erilaisia virheitä. HTML-leimat ovat useimmin sivun 
ulkoasuun liittyviä, eivät semanttisia, joten niistä saatu hyöty esimerkiksi 
korpuksen annotaatioon on vähäistä. 
Kaikki sivujen varsinainen tekstisisältökään ei ole kelvollista korpukseen. 
Boilerplate-tekstit, kuten navigaatiopalkit, muut valikot, copyright-tekstit ja 
erilaiset metatekstit eivät ole korpukseen kelvollista materiaalia. Suuren 
esiintymismääränsä vuoksi ne voivat aiheuttaa tilastollisia vääristymiä 
korpuksessa, jos ne sinne päätyvät (Kehoe ja Gee 2007, luku 5).  Boilerplate-
teksti on myös yksi syy lisää lyhyiden verkkosivujen hylkäämiseen, sillä mitä 
lyhyempi sivu on, sitä suurempi osa sen sisällöstä on boilerplate-tekstiä. Jos 
aineistona käytetyt sivut ovat kaikki peräisin samalta sivustolta, saattavat sivujen 
muotoiluelementit perustua kaikilla sivuilla samaan malliin. Tällöin 
voidaathelposti erottaa sivujen käyttökelvottomat elementit kelvollisesta tekstistä. 
Useiden sivustojen kesken muotoiluelementit kuitenkin vaihtelevat niin paljon, 
että yhdelle sivustolle kelvollinen jäsennysmenetelmä tuskin toimii muilla 
sivustoilla (Fletcher 2004, muistiinpanot). Verkkosivut voivat myös sisältää 
hakukoneroskaa (search engine spam, Gyöngyi ja Garcia-Molina 2005). Tällä 
tarkoitetaan verkkosivujen sisältämää tekstiä, joka ei ole tarkoitettu 
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ihmiskäyttäjien luettavaksi, vaan saamaan sivut näkymään mahdollisen monessa 
hakukonehaussa. Sivuihin lisätään suuria määriä tekstiä, joka on joko pienen 
sanajoukon toistoa tai kokoelma sekalaisia sanoja, esimerkiksi jonkin sanakirjan 
sisältöä. Hakukoneroska pyritään usein piilottamaan sivulle niin, että 
ihmiskäyttäjät eivät näe sitä, mutta hakukoneet ja muut ohjelmat näkevät. Jos 
roska on kätketty muualle kuin verkkosivun BODY-elementtiin, se on helppo 
ohittaa aineistoa kerätessä, mutta BODY-elementin sisälle voidaan Gyöngyin ja 
Garcia-Molinan mukaan laittaa helposti roskatekstiä. Tämä teksti voi olla 
esimerkiksi pienimmällä mahdollisella kirjasinkoolla ja sivun taustan väristä, 
jolloin ihmiskäyttäjät eivät sitä huomaa. Sivun indeksoiva hakukone ei kuitenkaan 
erota tätä tekstiä muusta sivulla esiintyvästä tekstistä, joten jos tällaisia sivuja 
käytetään korpusaineistona, voidaan korpukseen saada suuria määriä 
kielenkäyttöön kuulumatonta sanasekamelskaa. 
Hakukoneiden hakutuloksissa esiintyy usein sivuja, joilla on joko täysin sama tai 
lähes sama tekstisisältö. Yleisin tämäntyyppinen sivu on HTTP-protokollan 
standardivirheilmoitus 404, joka esiintyy verkkosivuna halutun sivun sijaan, jos 
tätä sivua ei löydetty palvelimelta (Fletcher 2004, luku 2.3.1). Jos jokainen 
tällainen esiintymä lisätään erikseen korpukseen, voi korpuksesta tulla 
epätasapainoinen ja sen edustavuus kärsii. Täysin identtisten sivujen 
havaitseminen on helppoa. Fletcher käyttää siihen MD5-algoritmia, joka esittää 
tekstin 16-tavuisena koodina. Näille koodeille se, että kahdelle eri tekstille tulisi 
sama koodi, on laskennallisesti erittäin epätodennäköistä. Kun tekstit on 
muunnettu koodeiksi, niiden vertaaminen on niin nopeaa, että niitä voi käyttää 
helposti identtisten kaksoiskappaleiden havaitsemiseen ja poistoon. Fletcherin 
(luku 2.3.2) mukaan on vaikeampi havaita sellaisia sivuja, joiden sisällöt ovat 
lähes identtisiä, mutta joissa on joitain eroavaisuuksia. Tällaisten sivujen MD5-
koodit ovat täysin erilaiset, joten niiden vertailu ei ole hyödyllistä. Fletcher löysi 
lähes identtisiä sivuja nelivaiheisesti: ensin sivut normalisoitiin muuttamalla 
kaikki kirjaimet pieniksi ja poistamalla välimerkit ja numerot. Sitten sivuja 
verrattiin koon perusteella. Samankokoisista sivuista verrattiin 25 yleisintä 3-
gramia. Jos näistä 20 tai enemmän oli samoja, sivut annettiin ihmiskäyttäjän 
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nähtäväksi. Käyttäjän päätettäväksi jäi, olivatko löydetyt sivut niin samankaltaisia, 
että toinen niistä piti hylätä.
Identtisten sivujen kaltainen ongelma ovat yksittäiset sivut, joilla esiintyy samoja 
tekstipätkiä useita kertoja. Kaikkien tällaisten sivujen hylkääminen ei Fletcherin 
(luku 2.3.3) mukaan ole tarpeellista, jos toistuvan tekstin suhteellinen osuus koko 
tekstistä on pieni. Tällaisia voivat olla esimerkiksi verkkosivumuotoon käännetyt 
kirjat, joissa kirjan otsikko esiintyy joka sivulla. Ongelmallisempia ovat 
palvelinlokit ja keskustelusivut, joista jälkimmäisessä samat tekstit toistuvat hyvin 
paljon, kun sivuille kirjoittavat liittävät viestiinsä kokonaisuudessaan tai osin sen 
edellisen viestin tai viestiketjun, johon he vastaavat. Fletcher löysi tällaiset tekstit 
hakemalla ohjelmallisesti sivuilta useita kertoja esiintyviä samoja 20-, 12-, ja 8-
grameja. Käyttäjän nähtäväksi ja hylättäväksi tulivat ne sivut, joilla jotkin näistä 
n-grameista esiintyivät yli neljä kertaa.
Kuva 4 on esimerkki tyypillisestä HTML-verkkosivusta. Sivun keskellä on 
tekstiä, joka on mahdollisesti käyttökelpoista korpusaineistoksi. Korpuksen 
kannalta hyödyttömiä ja siivouksen vaativia elementtejä ovat tekstin yläpuolella 
oleva kuva sekä sivun yläreunan otsikot ja navigaatiolinkit. Myös sivun 
boilerplate-osiot, kuten vasemmalla puolella sijaitsevat yhteystiedot ja alareunan 
linkit copyright-tiedot ovat sopimattomia korpukseen. Sivun keskellä oleva teksti 
on sinänsä korpusaineistoksi kelvollista, mutta se on niin lyhyt, että korpuksen 
käyttötarkoituksesta ja sen kokoamiseen käytettävissä olevista resursseista 
riippuen tämänkään tekstin lisääminen korpukseen ei välttämättä ole hyödyllistä.
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Kuva 4: Helsingin yliopiston nykykielten laitoksen etusivu ( http://www.helsinki.fi/
nykykielet/ )
Tekstin laatu on perinteisissä korpuksissa oikeakielisempää ja virheettömämpää
kuin verkkosivuilla (Ringlstetter ym. 2006), mikä voi tehdä verkkosivujen 
käytöstä korpusaineistona epäluotettavampaa. Perinteisten korpusten sisältö on 
kerätty julkaisuista, joilla on usein tiukat oikeakielisyysstandardit ja resurssit 
oikolukuun. Nämä julkaisut, kuten eri kirjat ja sanomalehdet, on kirjoitettu 
ammattitaitoisesti suhteellisen muodollisella yleiskielellä, jota kirjoittajat 
todennäköisesti puhuvat äidinkielenään tai vastaavalla tasolla. Verkkosivuista 
vain osa sisältää tämän tasoista tekstiä. Verkkosivujen tekijät voivat kirjoittaa
huolimattomasti, ja monet voivat kirjoittaa tekstiä muulla kuin äidinkielellään, tai 
olla muuten tottumattomia kirjoittamiseen. Erilaiset kirjoitusvirheet ja muut 
poikkeavuudet ovat verkkosivujen teksteissä yleisiä. Jos sivuja halutaan käyttää 
korpusaineistona, pitää nämä virheet ottaa jollain tavalla huomioon.
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Verkkosivuilla esiintyvät oikeakielisyysvirheet voidaan jakaa neljään eri ryhmään 
(Ringlstetter ym. 2006): vääristä näppäinpainalluksista johtuvat kirjoitusvirheet, 
'kognitiiviset' kirjoitusvirheet, jotka johtuvat riittämättömästä kielitaidosta, 
merkkikoodauksen riittämättömyyden aiheuttamat virheet, ja  tekstintunnistuksen 
(OCR, optical character recognition) huonosti muodostamat tekstit, jotka on luotu 
automaattisesti muuttamalla kuvia tekstimuotoon. Ringlstetterin ym. tekemässä 
tutkimuksessa tarkasteltiin englannin- ja saksankielisistä verkkosivuista koottujen 
korpusten virhe-esiintymiä. Typografiset kirjoitusvirheet olivat selvästi yleisimpiä 
molemmilla kielillä, ja merkkikoodauksen aiheuttamat virheet olivat luonnollisesti 
yleisimpiä saksankielisessä korpuksessa etenkin umlautien ansiosta. Kognitiivisia 
virheitä esiintyi vähemmän kuin edellisen tyyppisiä. OCR-virheitä esiintyi 
kaikkein vähiten, ja niistä lähes kaikki sellaisissa verkkosivuissa, jotka sisälsivät 
omien tietojensa mukaan kuvista skannattua tekstiä. OCR-virheet olivat myös 
kielestä riippumattomalla tavalla järjestelmällisiä, eli tietyn tyyppiset virheet oli 
helppo tunnistaa OCR-virheiksi. Kirjoitusvirheet jakautuivat verkkosivuissa siten, 
että suuri osa aineistosta sisälsi vain pieniä määriä virheitä. Verkkosivuista 
huonoimmat 20 prosenttia puolestaan sisälsi niin paljon virheitä, että koko 
aineiston virhekeskiarvo on paljon suurempi kuin parhaimman 80 prosentin. 
Tutkimuksen mukaan virheet olivat yleisempiä HTML-sivuilla kuin PDF-
dokumenteissa, ja myös yleisempiä tietyn aihepiirin ympärille kootuissa 
korpuksissa kuin yleisissä, aihepiirittömissä sivukokoelmissa.
Ringlstetterin ym. mukaan on useita keinoja tehdä verkkosivuja aineistona 
käyttävän korpuksen kokoaminen siten, että sivuilla esiintyviä 
oikeakielisyysvirheitä voidaan välttää. Voidaan luoda automaattisesti erityinen 
virhesanakirja, joka sisältää verkkosivuilta löytyneet virheet ja säännöt niiden 
korjaukseen. Ringlstetterin ym. virhesanakirjassa saksankieliselle korpukselle oli 
18 970 716 hakusanaa. Korpukseen lisättävät tekstit korjataan automaattisesti 
tämän virhesanakirjan avulla. Vähemmän virheitä sisältäviä verkkosivuja voidaan 
löytää tehokkaampien hakurobottien avulla, ja Ringlstetter ym. ehdottavatkin 
verkkohakukonetta, joka käyttää yhtenä hakutulosten järjestelykriteerinä sivujen 
virheettömyyttä.
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Luvun alussa mainittu tiedostomuotojen kirjavuus aiheuttaa sen, että 
verkkoaineiston käsittely vaatii enemmän ja monipuolisempia jäsennystyökaluja 
kuin valmiin korpuksen käsittely. Useimmat korpukset ovat sisällöiltään joko 
puhdasta tekstiä tai järjestelmällisesti annotoituja. Verkkosivut on puolestaan 
kirjoitettu jollain merkkauskielellä. Toisaalta, näille kielille on luonnollisesti 
olemassa tehokkaita jäsentimiä esimerkiksi verkkoselainten muodossa, ja luvussa 
6 esitellyt korpuksenluontityökalut käyttävät niitä automaattisesti.
Verkkosivut ovat jatkuvan päivityksen ja uusien sivujen tekemisen vuoksi 
sisällöltään ajankohtaisempia kuin perinteiset korpukset (Fletcher 2007 [1], luku 
2). Verkkosivut sisältävät epästandardia kielenkäyttöä ja tekstilajeja, joita harvoin 
kootaan korpuksiin. Vaikka tällaista kielenkäyttöä johonkin korpukseen 
päätyisikin, löytyy samoja muotoja verkkosivuilta suurempia määriä, mikä on 
tutkimuksen kannalta hyödyllistä. Monia epästandardeja muotoja pyritään myös 
välttämään julkaistuissa teksteissä, vaikka ne olisivat puhutussa kielessä hyvin 
yleisiä. Epästandardilla murteella tai slangilla kirjoitettua tekstiä voi olla 
Anderwaldin (2007) mukaan helpompi löytää verkkosivuilta. Anderwald esittää 
WebCorp- ja Google-hakukoneiden avulla verkkosivuilta haetun aineiston 
perusteella, että englannin kielen tiettyjen verbien murteelliset taivutusmuodot 
ovat yleisessä käytössä verkkosivuilla, jotka on IP-osoitteen perusteella tehty 
Isossa-Britanniassa. 
Verkkosivut sisältävät paljon metadataa, mutta korpusten kokoamisen tai 
kielitieteellisen tutkimuksen tarpeisiin tämä metadata ei ole kovinkaan hyödyllistä 
(Baroni ym. 2006). Jotkin hakukoneet sisältävät myös metadataominaisuuksia, 
jotka liitetään hakutuloksiin. Hakukoneiden indeksit tallentavat päivämäärätietoa 
indeksoiduista sivuista, kuten milloin indeksoituja sivuja on muokattu. Nämä 
päivämäärät liittyvät kuitenkin kokonaisiin sivuihin, joiden varsinainen 
tekstisisältö voi olla alunperin aivan muulta aikakaudelta kuin 
muokkauspäivämäärä. Googlen ominaisuuksiin sisältyy kielentunnistus, jonka 
avulla voi hakea tietynkielisiä verkkosivuja.
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Monissa eri tilanteissa tarvitaan korpusta, joka koostuu vain tietyntyyppisistä 
teksteistä. Monet kielen sanat ja rakenteet esiintyvät ja käyttäytyvät eri tavoilla 
erityyppisissä teksteissä, ja näiden erilaisten käyttötapojen analysointi samalla 
tavalla voi antaa pahimmassa tapauksessa erittäin huonoja tutkimustuloksia. 
Tämän takia korpuksen halutaan sisältävän esimerkiksi vain proosatekstiä, vain 
jotain tiettyä tieteenalaa käsitteleviä artikkeleja, tai jotain muuta monista eri 
mahdollisuuksista. On huomattavasti vaikeampaa luoda verkkosivujen sisällöstä 
tämäntyyppinen korpus, kuin koota satunnaista aineistoa tekstityypeistä 
välittämättä (Biber ja Kurjian 2007, luvut 1 ja 6).  Heidän mukaansa WWW:ssä 
esiintyvät järjestelmät, joilla voidaan hakea tietyn aihepiirin verkkosivuja, kuten 
hakukoneiden hakukategoriat, eivät ole riittävän rajattuja kielitieteellisiin 
tarpeisiin. Verkkosivujen aihepiiriä voidaan yrittää selvittää myös ulkopuolisilla 
menetelmillä. Tähän on kaksi lähestymistapaa (Gleim ym. 2006, luku 1): 
selvitetään verkkosivujen aihepiiri joko makrorakenteiden, eli yhtenäisten 
verkkosivustojen tai verkkohakemistojen perusteella, tai tutkitaan 
mikrorakenteita, eli yksittäisiä verkkosivuja tai niiden osia. Näissä 
lähestymistavoissa selvitetään aihepiiriä lähinnä tutkimalla verkkosivujen 
tekstisisältöä. Fletcher (2004, luku 2.1) käyttää tietyille tekstityypeille ominaisia 
tekstinpätkiä hakukonehauissa tiettyjen tekstityyppien löytämiseen tai 
karsimiseen. Esimerkiksi sellaiset sivut joilla esiintyvät tekstit ”copyright” ja ”all 
rights reserved” sisältävät Fletcherin mukaan aihepiiriltään kaupallista tai 
journalistista tekstiä. Hylkäämällä tällaiset sivut voidaan saada kerättyä paremmin 
muihin aihepiireihin kuuluvaa aineistoa. Gleim ym. (luku 3) ehdottaa menetelmää, 
jossa verkkosivun aihepiirin pystyisi selvittämään pelkästään sivun rakenteen 
perusteella, analysoimatta itse sivun sisältöä. Gleimin ym. menetelmä perustuu 
oletukseen, että tiettyä aihepiiriä käsittelevät sivut ovat rakenteeltaan sen verran 
samanlaisia, että käyttämällä jotain määrää samaa aihepiiriä olevia sivuja voidaan 
luoda malli, jonka avulla voidaan koneellisesti tunnistaa muita samantyyppisiä 
sivuja. 
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5.2 World Wide Web ja perinteinen korpus: sisältövertailu
Luvussa 2.1 kerrottiin, että useimmat englannin kielen lekseemit esiintyvät British 
National Corpuksessa alle 50 kertaa, mikä voi olla moniin tarpeisiin riittämätöntä. 
World Wide Webissä tällaisten sanojen esiintymismäärät ovat monta kertaa 
suurempia. Fletcher (2004, luku 3) vertailee BNC:ta ja BNC:n 
kuudennestoistaosan kokoista, verkkosivujen sisällöistä koottua korpusta. 
Vertailussa kävi ilmi, että molempien korpusten yleisimmät 50 sanaa olivat 
pääosin samoja sanoja eri järjestyksessä, mutta tästä harvinaisemmissa sanoissa 
oli korpusten välillä suuria eroavaisuuksia. BNC sisältää enemmän 
brittienglannille tyypillisiä ja Britanniaan viittaavia sanoja, kun 
verkkosivukorpuksen sisältö puolestaan on hyvin yhdysvaltalaispainotteista. 
Korpusten kokoamisajankohdat näkyvät siinä, että BNC sisältää hyvin vähän 
informaatioteknologiaa ja tietoverkkoja käsittelevää sanastoa, joka on 
verkkosivukorpuksessa hyvin yleistä. BNC:n aihepiireistä merkittävimmät ovat 
uutiset ja politiikka; verkkosivukorpuksen puolestaan akateemiset aihepiirit. 
Huomattavaa on myös se, että verkkosivukorpus on BNC:tä monipuolisempi: 
BNC:n 5000 yleisintä sanaa esiintyvät kaikki verkkosivukorpuksessa, mutta tämä 
ei toteudu päinvastoin, vaikka BNC on verkkosivukorpusta kuusitoista kertaa 
suurempi.
Tein vastaavanlaisen, mutta pienimuotoisemman vertailun luvussa 6.2 esitellyn 
WebAsCorpus.orgin (WaC) avulla. WaC hakee kaupallisen hakukone Bingin 
kautta verkkosivuja, joista voi koota tekstikorpuksen. Loin WaC:illa 8201:n sanan 
suomenkielisen minikorpuksen. Korpuksen aineistona käytettiin vain 
suomenkielisiä verkkosivuja ja hakusana, jolla sivut haettiin, oli suomen yleisin 
sana ”ja” (Kotimaisten kielten tutkimuskeskus). Vertailukohteena käytettiin 
edellisen lähteen Parole-korpuksen kymmentä yleisintä sanaa. Parole-korpus on 
yhteiseurooppalaisessa Parole-hankkeessa vuosina 1996-1998 koostettu 
nykysuomen tekstikorpus, joka sisältää 17 604 995 sanetta. WaC:n löytämät 
verkkosivut tallennettiin tekstimuodossa yhteen tiedostoon. Jälkikäsittelyssä 
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korjattiin ä- ja ö-merkit, jotka todennäköisesti merkkikoodausvirheen takia 
tallentuivat väärinä merkkeinä. Tästä minikorpuksesta luotiin sanataajuuslista 
samalla menetelmällä kuin Parole-korpuksen vastaava: isot kirjaimet on muutettu 
pieniksi,  välimerkit on poistettu  ja tekstistä on poistettu kaikki ne merkkijonot, 
jotka eivät sisällä yhtäkään numeroa tai kirjainta. Lisäksi poistettiin yhdestä 
merkistä koostuvat sanat, joiden esiintyminen saattoi johtua monesta eri luvussa 
5.1 mainitusta verkkosivuihin liittyvästä käsittelyongelmasta.
Kuvassa 5 näkyvät vertailun tulokset. Parole-korpuksen kymmenen yleisintä 
sanaa ovat suomen kielelle hyvin tyypillisiä ja odotettavissa olevia. 
Verkkokorpuksen yleisimmät sanat vastaavat osin Parole-korpuksen sanoja, mutta 
niissä esiintyy aineiston verkkosivualkuperästä johtuvia poikkeuksia, joita 
korpuksen pieni koko vielä korostaa. Yleisin sana ja esiintyy korpuksessa 396 
kertaa ja kymmeneksi yleisin com vain 25 kertaa, kun Parole-korpuksessa luvut 
samoin esiintyville sanoille ja ja kuin ovat 552162 ja 70811. Sanat ja, on, ei ja 
että esiintyvät molemmilla listoilla hieman eri asemissa. Verkkokorpuksessa 
yleiset myös ja tai eivät ole Parole-korpuksessa kymmenen yleisimmän joukossa, 
mutta ovat silti sijoilla 11 ja 15.  Parole-korpuksen yleisimmistä sanoista se on 
verkkokorpuksen yhdenneksitoista yleisin, kun taas sanat oli, hän, mutta, ovat ja 
kuin eivät kuulu verkkokorpuksessa edes kahteenkymmenenteen yleisimpään. 
Verkkokorpuksen sanat utf, muokkaa, oy ja com ovat aineistosta johtuvia 
poikkeuksia. Utf viittaa verkkosivun merkkikoodaukseen ja muokkaa esiintyy 
sivuilla, joille voi syöttää informaatiota. Oy on lyhenne sanasta osakeyhtiö ja 
esiintyy usein erilaisilla kaupallisilla sivuilla. Com puolestaan on peräisin 
hyperlinkeistä, joissa se on yleisin verkko-osoitteen domain-tunnus. 
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Parole-korpus Osuus (%) Verkkokorpus Osuus (%)
ja 3,14 ja 4,82
ei 2,43 on 1,41
on 0,93 utf 0,54
että 0,88 muokkaa 0,45
oli 0,72 myös 0,37
se 0,51 tai 0,34
hän 0,49 ei 0,33
mutta 0,44 oy 0,30
ovat 0,44 että 0,30
kuin 0,4 com 0,29
Kuva 5: Parole-korpuksen ja WebAsCorpus.orgilla verkkosivuaineistosta luodun 
minikorpuksen kymmenen yleisintä sanaa ja niiden osuudet koko korpuksesta
5.3 Kaupallisten hakukoneiden käyttö kielitieteellisinä 
tutkimusvälineinä
Suuret, kaupalliset verkkohakukoneet, kuten Google ( http://www.google.com ) ja 
Yahoo ( http://www.yahoo.com ), Bing ( http://www.bing.com ) ja Ask ( 
http://www.ask.com ) eivät ole hyviä korpustyökaluja (Robb 2003).  Nämä 
hakukoneet on suunniteltu yleispäteviksi ja käyttäjäystävällisiksi. Hakukoneen 
keskivertokäyttäjä tekee 2-3 sanan haun ja käyttää harvoin mahdollisia 
lisäasetuksia, joilla hakua saattaisi tarkentaa (Levene 2006, luku 2). 
Hakutuloksista odotetaan hyviä osumia heti tulosten alkupäästä, esimerkiksi 
kymmenen ensimmäisen joukosta. Pitkälle kehitetyissä hakukoneissa on paljon 
ominaisuuksia, jotka  parantavat haun mahdollisuuksia löytää hakukoneen 
käyttäjän haluamia sivuja. Jos halutaan tehdä mahdollisimman tarkkoja hakuja, 
nämä ominaisuudet ovat erittäin haitallisia (Fletcher 2007 [1], luku 4.1). 
Esimerkiksi erilaisia erikoismerkkejä, jotka esiintyvät hakutermeissä, voidaan 
tulkita samoiksi tai jättää huomioimatta hakutulosten määrän kasvattamiseksi. 
Fletcherin mukaan hakukone AltaVista tulkitsee hauissaan merkit 
/aáâäàãæåAÁÂÄÀÃÆÅ/ merkin /a/ variaatioiksi. Rosenbach (2007) puolestaan 
huomioi, että Google löytää hakutermillä lawyer's fees myös verkkosivuja joissa 
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esiintyy teksti lawyer fees. Tämä hyödyttää hakukoneen peruskäyttäjää, joka 
löytää enemmän samansisältöisiä sivuja eikä erityisesti välitä hakutermin 
kirjoitusasusta. Kielitieteellisissä tarkoituksissa halutaan kuitenkin tietyllä 
hakutermillä diskreetisti vain tätä kyseistä hakutermiä. Toisaalta hakukoneissa ei 
ole morfologisesti rikkaammille kielille vastaavia toimintoja, eli saman lemman 
eri taivutusmuodot eivät esiinny samassa haussa (Sharoff 2006). Hakutulosten 
parantamiseksi kaupalliset hakukoneet eivät myöskään tarjoa riittäviä 
mahdollisuuksia erilaisiin hakukonteksteihin, jotka saattaisivat olla 
kielitieteellisesti merkittäviä, mutta eivät erityisen hyödyllisiä tavallisille 
hakukoneiden käyttäjille. Useimmat hakukoneet eivät esimerkiksi osaa käsitellä 
säännöllisiä lausekkeita hakutermeinä (Wikipedia: Regular expression). 
Hakukoneet esittävät hakutuloksensa useimmiten HTML-muotoisina 
verkkosivuina, jotka sisältävät linkkejä löydettyihin sivuihin ja katkelmia niiden 
sisällöstä hakutermien ympäriltä. Hakutuloksissa voi olla myös metadataa 
sivuista, esimerkiksi millä kielellä sivut on kirjoitettu ja milloin hakukone on 
indeksoinut sivut. Hakutulokset sellaisenaan ovat tällöin vaikeasti tarkasteltavia ja 
sisältävät kielitieteellisen tutkimuksen kannalta tarpeetonta tietoa, joten niiden 
jälkikäsittely on tällöin tarpeellista. Vähintäänkin HTML-tiedostot on muutettava 
tekstitiedostoiksi ja ylimääräinen tieto on poistettava. Tulosten järjestäminen 
johonkin muuhun kuin hakukoneen antamaan järjestykseen voi myös olla 
hyödyllistä; hakukone nimittäin esittää hakutuloksia oman sisäisen 
relevanssiasteikkonsa perusteella. 
Hakukoneet saattavat antaa samoilla hauilla erilaisia hakutuloksia monista syistä. 
Jotkut hakukoneet päättelevät hakijan IP-osoitteen perusteella tämän olinpaikan ja 
antavat herkemmin tuloksina verkkosivuja, joiden IP-osoitteet ovat samasta 
maasta (Fletcher 2007 [1]). Hakukoneiden indeksit eivät välttämättä sisällä aivan 
oikeita tietoja verkkosivuista, mikä saattaa vääristää hakutuloksia. Esimerkiksi 
Google voi antaa hakutuloksissaan verkko-osoitteita, jotka sen hakurobotit ovat 
saaneet muilta sivuilta, mutta joita ei ole itsessään indeksoitu (Notess 2002). 
Google valitsi nämä sivut hakutuloksiin pelkästään niiden URL-osoitteiden ja 
muiden sivujen linkkitekstien perusteella. Sivujen sisällöistä ei Googlella ole 
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mitään tietoa, eivätkä ne ole välttämättä lainkaan hyödyllisiä haun tekijälle. Tämä 
hakutulosten muuttuvuus yhdistettynä WWW:n yleiseen sivujen vaihtuvuuteen 
aiheuttaa sen, että tutkimus, jossa hakukonetta on käytetty tutkimusvälineenä , ei 
ole toistettavissa. 
Verkkosivujen sisältöjen kunnolliseen käsittelyyn tarvitaan erikoistuneita 
hakukoneita tai laajennuksia olemassa oleviin kaupallisiin hakukoneisiin. Näistä 
vaihtoehdoista jälkimmäisellä on se etu, että olemassa olevat hakukoneet ovat 
pitkäkestoisen kehityksen tulosta, toimivat nopeasti ja indeksoivat suuria määriä 
verkkosivuja. Varta vasten kielitieteelliseen tutkimukseen tehdyllä hakukoneella 
ei pääse helposti käsiksi yhtä suureen määrään aineistoa kuin esimerkiksi 
Googlella tai Yahoolla. Toisaalta itsenäinen hakukone on riippumaton toisen 
osapuolen hakukoneen asettamista hakujen tai hakutulosten määrän rajoituksista, 
ja sitä kehitettäessä ei jouduta ottamaan huomioon kaupallisen hakukoneen 
kehitystä ja siihen mahdollisesti tulevaisuudessa tehtäviä muutoksia. Luvussa 5.1 
esitelty WebCorp on esimerkki hakukonelaajennuksesta, joka pystyy 
käsittelemään ulkopuolisten hakukoneiden hakutuloksia kielitieteellisillä 
menetelmillä. WebCorpista ollaan myös kehittämässä itsenäistä, omaa 
hakukonetta käyttävää versiota (Renouf ym. 2005, luku 6).  Jos käytettävissä ei 
ole erityistä kielitieteellistä hakukonetta, voi olla hyödyllistä käyttää useampaa eri 
hakukonetta rinnakkain. Googlen, Yahoon, Bingin ja Askin löytämistä sivuista 
84,9 prosenttia on sellaisia, joita muut hakukoneet eivät ole löytäneet (Sterling 
2007).
5.4 WWW-pohjaisten korpusten annotaatio
Kuten luvussa 2 kerrottiin, annotaatiot ovat hyödyllinen lisä korpukseen, sillä ne 
lisäävät korpuksen käyttömahdollisuuksia. Verkkosivuista kootut korpukset ovat 
kuitenkin pääasiallisesti hyvin suuria, ja kaikille yleisesti käytetyille 
annotaatiomenetelmille on  yhteistä se, että ne vaativat paljon resursseja (Rayson 
ym. 2006, luku 2), eivätkä yksittäisten palvelimien resurssit riitä näin suurten 
korpusten annotaation toteuttamiseen kohtuullisessa ajassa. Verkkosivujen 
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metadata ei suurilta osin sisällä minkäänlaista kielitieteellistä informaatiota, eikä 
siten ole hyödyllistä annotaatiomateriaalia. Verkkosivujen metadatan 
ominaisuuksista kerrottiin tarkemmin luvussa 3.2.
Annotaatio on kuitenkin erittäin hyödyllistä; se lisää korpuksen 
käyttömahdollisuuksia tutkimusaineistona useilla eri kielitieteen ja 
kieliteknologian osa-alueilla. Rayson ym. ehdottavat suurten WWW-pohjaisten 
korpusten annotaation toteuttamista vertaisverkkoina, joissa annotoitava korpus 
jaetaan osiin. Jokainen vertaisverkossa oleva kone saa osan korpuksesta ja käyttää 
resurssejaan tämän osan annotointiin. Osien suuruus riippuu siitä, minkä tyyppistä 
annotaatiota korpukselle tehdään. Esimerkiksi sanaluokkajäsennys tarvitsee 
kokonaisia virkkeitä ja anaforinen annotaatio pitempiä yksiköitä.
6. World Wide Webiä hyödyntäviä korpustyökaluja
Verkkosivuilta saa haettua korpusaineistoa useilla eri menetelmillä. 
Metsästysmallia voi toteuttaa tekemällä hakuja kaupallisilla hakukoneilla, kuten 
luvussa 5.1 kerrottiin, tosin tulokset voivat olla tällöin epäluotettavia ja hankalasti 
käsiteltäviä. Laiduntamismallin mukaisen korpuksen kokoamiseen voidaan 
käyttää yksinkertaista hakurobottia, joka kulkee verkkosivulta toiselle 
hyperlinkkien kautta ja tallentaa niiden sisällöt. Tällainen on esimerkiksi GNU 
Wget, vapaa ohjelma joka lataa tiedostoja WWW:stä (GNU Wget 1.12 Manual 
2009, http://www.gnu.org/software/wget/ ). Wget pystyy lataamaan verkkosivuja 
käyttäjän määrittelemien rajoitusten mukaan, kuitenkin niin, että se lähtee 
liikkeelle tietystä verkko-osoitteesta ja seuraa siitä löytyviä hyperlinkkejä. 
Tuloksena on kokoelma verkkosivuja, joita voi käyttää korpusaineistona, kunhan 
ne on muutettu sellaiseen muotoon, esimerkiksi puhtaaksi tekstiksi, että niitä on 
mahdollista käsitellä korpustyökaluilla.
Edellä mainitut menetelmät eivät ole korpustyökalutarkoitukseen kehitettyjä, joten 
niiden käyttö voi olla hankalaa ja niiden tulokset epäluotettavia. On myös 
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kehitetty varta vasten sellaisia ohjelmatyökaluja, joiden avulla voidaan käyttää 
World Wide Webiä korpusmaisesti tai luoda itsenäisiä korpuksia verkkosivujen 
sisällöistä. Näiden työkalujen toteutustyypit vaihtelevat: huomattavimmat ovat 
jollain palvelimella toimivia ohjelmia, joita käytetään verkkosivulla olevan 
hakukonemaisen käyttöliittymän kautta. Ohjelmat tuloksia voi tarkastella joko 
verkkosivumuodossa tai erillisenä tiedostona, joko puhtaana tekstinä tai jollain 
merkkauskielellä toteutettuna. Nämä verkkosovellukset sisältävät myös 
mahdollisuuden tarkastella kaikkia niitä verkkosivuja, joista ne ovat 
hakutuloksensa löytäneet. Osa työkaluista on toteutettu itsenäisinä ohjelmina tai 
ohjelmakokoelmina, joita käyttäjä voi ajaa esimerkiksi omalta koneeltaan. 
Verkkosivusovellukset ovat perustoiminnoiltaan melko helppokäyttöisiä ja niillä 
voi nopeasti saada aikaan kelvollista kielitieteellistä aineistoa. Itsenäiset ohjelmat 
puolestaan vaativat käyttäjiltä enemmän perehtymistä, jotta niillä voisi saada 
hyviä tuloksia.  Seuraavissa luvuissa käsitellään joitakin näistä työkaluista. 
6.1 WebCorp
Korpustyökalu WebCorp ( http://www.webcorp.org.uk/index.html ) on 
verkkohakukone, joka on tarkoitettu erityisesti kielitieteellisen tutkimusaineiston 
hakemiseen verkkosivujen sisällöistä. WebCorp ei sisällä omaa hakuindeksiä, 
vaan suorittaa hakuja kaupallisten hakukoneiden kautta (Renouf ym. 2005). 
Vaihtoehtoisina hakukoneina ovat Google, Yahoo, Ask, Bing, MetaCrawler ja 
Open Directory Project. WebCorpille syötetty hakutermi annetaan edelleen 
hakutermiksi jollekin näistä hakukoneista. Tämän hakukoneen tulokset tulevat 
WebCorpin käsiteltäviksi. WebCorp käy hakukoneen löytämät sivut yksitellen 
läpi, hakien niistä hakutermien kaikki esiintymät käyttäjän määrittelemistä 
ympäristöistä. Hakutermeissä on mahdollista käyttää sanojen lisäksi 
jokerimerkkiä (wild card) ja merkkijoukkoja joko sanojen osina tai kokonaisina 
sanoina. Jokerimerkit ovat vielä kokeellinen ominaisuus ja niillä saadut tulokset 
ovat epäluotettavia, sillä niiden käyttöä rajoittavat käytetyn kaupallisen 
hakukoneen sisältämät jokerivaihtoehdot. Hakuja voi rajata jonkin tietyn 
verkkodomainin sisältämiin sivuihin, jolloin on mahdollista saada tuloksia 
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rajatuista tekstityypeistä. Tekstityyppirajausta voi edelleen tarkentaa, jos käyttää 
yleishakukoneena Open Directorya, joka indeksoi verkkosivuja eri kategorioihin. 
Haun voi rajata myös verkkosivujen muokkauspäivämäärän (last modified) 
mukaan.
WebCorp esittää hakutulokset oletusarvoisesti listana, jossa jokainen rivi sisältää 
yhden löydetyn hakutermin esiintymän. Hakutermin ympäriltä voi esittää 
konkordansseja yhdestä sanasta kahteenkymmeneen, tai termiä ympäröivän 
lauseen verran. Hakutulokset on mahdollista järjestää aakkosjärjestyksessä 
halutun konkordanssisijainnin mukaan, tai verkkosivun muokkauspäivämäärän 
mukaan. Kuva 6 esittää tyypillisen WebCorpilla tehdyn haun tulokset. 
Kuva 6: WebCorpin hakutuloksia tekstimuodossa hakutermillä search engine,  
hakukoneena Google ja näytettynä jokaisen löydetyn sivun ensimmäinen 
hakutermin esiintymä.
WebCorpin suurin heikkous sen tekijöiden mielestä on sen riippuvaisuus 
kaupallisista hakukoneista (Renouf ym. 2005, luku 3). Vaikka WebCorp pystyy 
käsittelemään tehokkaasti muiden hakukoneiden hakutuloksia niin, että niistä 
saadaan hyödyllistä kielitieteellistä informaatiota, on kaupallisilla hakukoneilla 
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monia sellaisia ominaisuuksia, joista on selvää haittaa WebCorpin käytölle. Näitä 
ominaisuuksia ei pysty ohittamaan niin kauan, kun WebCorp toimii kaupallisten 
hakukoneiden avulla. Ongelmia aiheuttavat muun muassa kaupallisten 
hakukoneiden rajoitukset kolmansien osapuolten käyttömahdollisuuksille ja 
hakutulosten saantiajan ja määrän vaihtelut. On myös mahdotonta ohittaa luvussa 
4 mainittua relevanssia, jonka perusteella hakutuloksia pyritään saamaan 
keskivertokäyttäjän tarpeisiin, jotka eivät yleensä vastaa kielitieteellisen 
tutkimuksen tarpeita.
Päästäkseen eroon kaupallisten hakukoneiden aiheuttamista rajoituksista ja 
ongelmista WebCorpille on suunniteltu täysin omaa hakukonejärjestelmää omine 
hakurobotteineen ja hakuindekseineen (Renouf ym. 2005, luku 4). Tästä on jo 
olemassa toteutus, joka on rajoittunut eräiden brittiläisten sanomalehtien 
WWW:ssä olevissa lehtiarkistoissa tehtäviin hakuihin. Tähän toteutukseen kuuluu 
hakurobotti, joka käsittelee verkkosivuja niitä noutaessaan tavoilla, jotka tekevät 
niistä korpusmaisempia. Hakurobotti esimerkiksi poimii lehtiartikkeleista tekijän 
nimen, päivämäärän ja otsikot, varastoi artikkelit päivämäärän mukaan diakronista 
analyysia varten,  poistaa mainososat ja linkit, sekä siivoaa artikkelit HTML-
muodosta puhtaaksi tekstiksi. Tämä esikäsittely tekee verkkosivujen 
jälkikäsittelystä helpompaa ja nopeampaa. Hakukonetta on tarkoitus laajentaa 
suureen määrään satunnaisia verkkosivuja, joista muodostetaan korpus, joka ei 
sisällä mihinkään tiettyyn alueeseen kuuluvaa tekstiä. Tällaisenaan toteutettuna 
hakukone on nopeampi, tarkempi kaksoiskappalesivujen ja koko tekstin läpi 
suoritettavien hakujen suhteen, ja tilastollisesti luotettavampi. Se pystyy myös 
käsittelemään monimutkaisempia hakutermejä kuin kaupalliset hakukoneet. 
6.2 WebAsCorpus.org
WebAsCorpus.org (WaC, Fletcher 2007 [2], http://webascorpus.org/ ) on projekti, 
jossa on tarkoitus luoda laiduntamismalliin perustuva verkkosivuilta kerättyyn 
aineistoon perustuva korpus, osittain samalla tavalla kuten edellisessä luvussa 
mainitulla BootCaTilla on mahdollista. WaC:n tähtäimessä on korpus, joka on 
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verrannollinen British National Corpukseen, mutta on kooltaan ainakin 
kymmenen kertaa suurempi. Tämän korpuksen tulisi olla riittävä nykyenglannin 
tutkimusaineistoksi ja edustaa ideaalisesti kaikkia WWW:ssä esiintyviä englantia 
äidinkielenään puhuvia kirjoittajia. Toisin kuin edellä mainitut WebCorp ja 
BootCaT, WaC käyttää verkkosivujen hakemiseen vain yhtä hakukonetta, Bingiä 
(entinen Microsoft Live Search). Bing on Fletcherin mukaan tehokkain vaihtoehto 
kolmannen osapuolen sovelluksille ja siinä on korpuksen kokoamisen suhteen 
hyödyllisiä haku- ja tulosten esitysparametrejä. Bing ei indeksoi yhtä paljon 
verkkosivuja kuin Google tai Yahoo ja sillä on muitakin heikkouksia näihin 
nähden, mutta sen hyvät ominaisuudet korpuksen luontiin ylittävät sen 
heikkoudet. 
WaC:n korpustyökalusta on kirjoitushetkellä olemassa beetaversio, joka 
mahdollistaa sanojen konkordanssien hakemisen verkkosivuilta ( 
http://webascorpus.org/searchwac.html ). Beetaversiossa haun voi tehdä 
yksinkertaisten hakutermien, kuten sanojen ja lausekkeiden, lisäksi myös 
monipuolisemmilla konteksteilla, joihin sisältyviä hakutermejä joko saa tai ei saa 
esiintyä jossain päin löydettyä verkkosivua, eikä välttämättä varsinaisen 
hakutermin yhteydessä. On esimerkiksi mahdollista hakea sanalla element sivuja, 
joilla esiintyy sana building, mutta ei sanaa chemistry, tai päinvastoin. Kuvissa 7 
ja 8 esitetään osia näiden hakujen tuloksista. Tällaisilla konteksteilla voidaan 
saada aineistoa aihepiiriltään erilaisilta verkkosivuilta. 
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Kuva 7: WebAsCorpus.orgin hakutuloksia hakutermillä element sanan chemistry 
kanssa mutta ilman sanaa building
Kuva 8:  WebAsCorpus.orgin hakutuloksia hakutermillä element sanan building 
kanssa mutta ilman sanaa chemistry
WebAsCorpus.orgin haun voi myös rajata jollekin yhdelle kielelle sekä yhden tai 
useamman maalaisille sivuille haettujen sivujen sisältämien palvelimien tietojen 
perusteella. Haussa löydetyt verkkosivut voi ladata zip-tiedostoon pakattuna joko 
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HTML-sivuina tai puhtaana tekstimuodossa, jolloin niitä voi käyttää Fletcherin 
mukaan ”välittömänä minikorpuksena”.
6.3 BootCaT ja WebBootCaT
BootCaT (Baroni ja Bernardini 2004, http://sslmit.unibo.it/~baroni/bootcat.html ) 
on kokoelma Perl-ohjelmointikielellä tehtyjä työkaluja, joiden avulla pystytään 
luomaan itsenäisiä korpuksia verkkosivuilta saatavista aineistoista. Luodut 
korpukset eivät sisällä täysin satunnaista aineistoa, vaan BootCaTin on tarkoitus 
pystyä kokoamaan korpus, jonka sisältö kuuluu johonkin  tiettyyn aihepiiriin. 
Tämän mahdollistaa se, että BooTCaT käyttää korpusten kokoamiseen 
termilistoja, joista ensimmäinen on käyttäjän määrittelemä siementermilista, joka 
sisältää 5-15 termiä. Nämä siementermit ovat sellaisia, että ne edustavat hyvin sitä 
aihepiiriä, johon liittyvää aineistoa korpukseen halutaan. Näiden siementermien 
yhdistelmiä käytetään hakutermeinä jossakin toisen osapuolen hakukoneessa, 
Baroni ja Bernardini käyttävät Googlea. Näiden hakujen hakutulokset muutetaan 
tekstimuotoon, jolloin saadaan aikaiseksi ensimmäinen versio korpuksesta. 
Ensimmäisestä korpuksesta kerätään lisää termejä uusia hakuja varten. Tämä 
tapahtuu vertaamalla korpuksen kaikkien sanojen esiintymistaajuuksia erillisen 
vertailukorpuksen vastaaviin. Uusiksi termeiksi valitaan sellaisia sanoja, joiden 
esiintymistaajuus on kootussa korpuksessa suurempi kuin vertailukorpuksessa, 
sillä näiden oletetaan olevan kootun korpuksen aihepiirille olennaisia.
Perl-työkalut ovat erillisiä ohjelmia, joita voi käyttää korpuksen luomisen eri 
vaiheissa tarpeen vaatiessa. Tällainen hajanaisuus antaa työkalujen käyttäjälle 
vapautta, mutta se ei ole erityisen käyttäjäystävällistä. Helppokäyttöisempi on 
BootCaTista kehitetty verkkosivulla toimiva versio, WebBootCaT (Baroni ym. 
2006, http://ca.sketchengine.co.uk/ ), joka mahdollistaa korpuksen luomisen 
verkkosivuaineistosta pelkällä siementermien syötöllä. Siementermeillä 
suoritettujen hakukonehakujen löytämät sivut muunnetaan tekstimuotoon ja 
tallennetaan korpukseksi. 
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WebBootCaT käyttää hakukoneena Yahoota. Korpuksen kokoamiseen 
käytettävistä parametreistä muutettavissa ovat korpuksen kieli, hyväksyttävät 
tiedostotyypit (HTML, PDF ym.), hauissa käytettävät siementermien yhdistelmät 
ja hakutuloksista hyväksyttävien verkkosivujen määrä, lähtien hakukoneen 
esittämistä parhaista tuloksista. Verkkosivut voi rajoittaa tiettyjen URL-
osoitteiden alla oleviin tai vain sellaisiin verkkosivuihin, jotka ovat saatavilla 
Creative Commons–lisenssillä. Luotavan korpuksen koon voi rajoittaa tiedostojen 
ja sanojen perusteella, ja, kuten WebAsCorpus.orgissa, korpuksen aihepiiriä voi 
rajata määrittelemällä joitain sanoja joko pakollisiksi tai kielletyiksi kaikissa 
korpuksen muodostavissa verkkosivuissa.
Erillisellä Sketch Engine–verkkosovelluksella (Kilgarriff ym. 2004)  pystytään 
käsittelemään sekä kaikkia WebBootCaTilla luotuja korpuksia että monia muilla 
tavoilla koottuja valmiita korpuksia. Sketch Engine sisältää monia ominaisuuksia, 
kuten sanaluokkaleimauksen, konkordanssien hakemisen lausekkeelle ja näiden 
konkordanssien perusteella tehdyt kollokaatiot, sanalistat ja korpuksen pohjalta 
tehdyn synonyymisanakirjan. Kuvassa 9 näkyy, miten WebBootCaTilla luotua 
korpusta voi käsitellä Sketch Enginessä.
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Kuva 9: WebBootCaTilla on luotu verkkosivukorpus avainsanoilla web, corpus,  
search ja engine. Kuvassa näkyvät Sketch Enginellä tästä korpuksesta haetut  
ensimmäiset 15 konkordanssia sanalle search. 
BootCaTin Perl-versiota on käytetty pienehköjen korpusten luomiseen, kuten 
Ueyama ja Baroni (2005) 3,5 miljoonan sanan japaninkielisellä korpuksellaan. 
Näistä poiketen Sharoff (2006) on pyrkinyt luomaan BootCaTin avulla British 
National Corpukseen verrattavissa olevan, 100 miljoonan sanan korpuksen. 
Sharoffin menetelmistä kerrottiin tarkemmin luvussa 5. 
6.4 Web as Corpus Toolkit
Web as Corpus Toolkit (WaC Toolkit, Ziai ja Ott 2005, http://www.drni.de/wac-
tk/) on joukko työkaluja, joilla pystytään muokkaamaan verkkosivuja 
korpusmuotoon. Toisin kuin edellä mainitut WebCorp ja BootCaT, WaC Toolkit 
ei käytä minkäänlaista verkkohakukonetta, vaan muodostaa korpuksen käyttäjän 
antamista verkko-osoitteista. WaC Toolkit on suunnattu verkkosivujen 
siivoamiseen ja jälkikäsittelyyn, mikä on, kuten luvussa 3.2 todettiin, erittäin 
tarpeellinen ja melko haastava toimenpide. WaC toimii neljässä eri osassa. 
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Ensimmäiseksi WaC Toolkit hakee annetuista osoitteista verkkosivut. Sivujen 
koolle voi määritellä ylä- ja alarajat. Toisena vaiheena WaC Toolkit siivoaa sivut 
tekstimuotoon. Se poistaa HTLM-leimat, boilerplate-tekstin ja sellaiset merkit, 
jotka eivät ole tekstiä. Sivujen koodauksen voi tarpeen mukaan muuttaa 
Unicodeksi, ja sivuille voi lisätä leimat kappaleita ja lauseita merkitsemään. 
Kolmas vaihe on kaksoiskappaleiden poisto, jossa korpuksesta hylätään ne sivut, 
jotka ovat sisällöltään liian samankaltaisia kuin jokin aiemmin käsitelty sivu. 
Lopuksi, neljäs vaihe on korpuksen sisältävän tekstitiedoston luominen.
WaC Toolkit ei yksinään ole kovinkaan hyödyllinen väline korpuksen luomiseen, 
vaan se tarvitsee joko hakukonetuloksista saatujen verkkosivujen osoitteita tai 
jonkin riittävän suuren sivuston käsittämien verkkosivujen osoitteet. HTML-
sivujen muuntaminen tekstimuotoon on kuitenkin olennainen osa käyttökelpoisen 
verkkosivukorpuksen luomisessa, joten siinä suhteessa WaC Toolkit on 
tarpeellinen työkalu.
7. World Wide Webiä aineistona käyttäviä tutkimuksia
Seuraavaksi mainitut kielitieteen eri aloilla tehdyt tutkimukset käyttävät jollain 
tavalla WWW:tä aineistona. Näissä tutkimuksissa käytetään sekä niitä erityisiä 
verkkokorpustyökaluja, joita käsiteltiin luvussa 6, että kaupallisia hakukoneita. 
Nämä tutkimukset osoittavat, että WWW:stä saatu aineisto parantaa 
tutkimustuloksia alasta riippuen joko hieman tai jopa huomattavasti.
Leksikograafinen tutkimus tarvitsee enemmän aineistoa kuin suurimmatkaan 
korpukset pystyvät tarjoamaan, sekä erikoisemman sanaston esiintymisen että 
yleisempien sanojen käyttötapojen löytämisen vuoksi. Yksinkertaisimmillaan 
Rosenbach (2007, luku 3) käyttää WWW:tä aineistona tutkimuksessaan, jossa 
vertaillaan englannin kielessä esiintyvien s-genetiivin (lawyer's fees) ja N+N-
rakenteen (lawyer fees) eroja yleisyyden ja esiintymisen suhteen. Näitä rakenteita 
sisältävää vertailukelpoista materiaalia löytyi neljästä noin miljoonan sanan 
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kokoisesta korpuksesta, muun muassa British National Corpuksesta, korkeintaan 
kolme esiintymää, useimpia ei lainkaan. Verkkosivuilta Googlella hakemalla näitä 
rakenteita löytyi kymmenistä tuhansista satoihin tuhansiin, rakenteesta riippuen. 
Samalla tavalla WWW:tä käytetään syntaktisten rakenteiden 
esiintymistaajuuksien selvittämiseen. Volk (2001) hakee verkkosivuilta aineistoa 
saksan prepositiolausekkeiden disambiguointiin, kuten selvittämään, onko 
lauseessa esiintyvä prepositionlauseke verbin vai substantiivin attribuutti. 
Tutkimuksessa haettiin hakukone AltaVistalla hakutermejä verbi NEAR 
prepositio NEAR substantiivi ja substantiivi NEAR prepositio NEAR 
substantiivi , jossa verbit, prepositiot ja substantiivit vaihtelevat, ja NEAR-
operaattori tarkoittaa nollasta kymmeneen välissä olevaa sanaa. Tällä tavalla 
saatiin selville, minkä tyyppisinä attribuutteina erilaiset prepositiolausekkeet 
esiintyivät. Hakutulosten perusteella saatiin parempia tuloksia kuin puhtaalla 
arvailulla, ja merkittävä tekijä tulosten laatuun oli hakukoneen 
hakutermimahdollisuuksien, kuten NEAR-operaattorin, karkeus. 
Verkkosivuista koottuja korpuksia ja WWW:tä käyttäviä korpustyökaluja voi 
käyttää pedagogisena materiaalina. Kübler (2003) käytti tietokonepohjaisen 
käännöstyön johdantokurssilla opetusmateriaalina luvussa 6.1 esiteltyä 
WebCorpia. (Renouf ym. 2005). WebCorp on hakukone, joka hakee kaupallisten 
hakukoneiden kautta verkkosivuja, joista se hakee kaikki hakutermin esiintymät, 
jotka se esittää konkordansseineen.  Tutkimuskohteena toimineen kurssin 
tarkoitus oli opettaa käännöstyötä käytännön menetelmillä. Kurssille 
osallistuneiden tuli luoda konekäännöksen apuvälineiksi soveltuvia 
termisanakirjoja tietojenkäsittelyn aihepiiristä kieliparille englanti-ranska. 
WebCorpin ohella aineistona käytettiin perinteisiä korpuksia. WebCorp täydensi 
perinteisiä korpuksia monella tavalla; sillä pystyttiin löytämään esimerkiksi 
sellaisia verkkosivuilla esiintyviä uudissanoja, jotka eivät käytettyjen perinteisten 
korpusten luontiaikaan olleet kielessä yleisiä. WebCorpilla haettiin myös 
englanninkielisiä termejä ranskankielisiltä sivuilta, jolloin englanninkielisen 
termin yhteydestä oli mahdollista löytää tämän termin ranskankielinen vastine.
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World Wide Webiä on käytetty aineiston lähteenä korpuksiin kielille, joilla on 
suhteellisen vähän puhujia ja joiden tutkimiseen ei ole käytetty paljon resursseja 
(Scannell 2007). Tällaisille kielille on olemassa joko vähän tai ei ollenkaan 
perinteisiä korpuksia, eivätkä näitä kieliä tutkivien kielitieteilijöiden resurssit tai 
taidot ole riittäviä, jotta saataisiin vastaavantasoisia- ja kokoisia korpuksia kuin 
esimerkiksi British National Corpus. Vaikka valtaosa verkkosivuista on 
englanninkielisiä, muunkielisten sivujen suhteellinen osuus WWW:stä on 
kasvussa (De Schryver 2002). De Schryver käyttää verkkosivuja aineistona 
korpusten Afrikassa puhutuille vähemmistökielille. Työkaluina De Schryver 
käyttää kaupallisia hakukoneita, kuten Googlea, joiden avulla halutunkielisiä 
verkkosivuja löytyy käyttämällä sellaisia hakutermejä, jotka esiintyvät 
todennäköisimmin vain halutussa kielessä. Halutunkielisiä sivuja löytyy myös 
rajoittamalla haut Etelä-Afrikkalaisille palvelimille. De Schryver käyttää sekä 
metsästys- että laiduntamismalleja ja pystyy luomaan verkkosivuaineistosta 
paralleelikorpukset yhdelletoista afrikkalaiselle kielelle.
Scannellin (2007) kehittämä An Crúbadán on hakurobotti, jonka avulla on 
tarkoitus luoda verkkosivuaineistosta suurikokoisia korpuksia tällaisille kielille. 
An Crúbadánilla on luotu korpukset 416 eri kielelle. Mukana ovat myös maailman 
puhutuimmat kielet englannista lähtien, mutta hakurobotin pääasiallinen tarkoitus 
on korpusten luominen sellaisille kielille kuin abhaasi ja zulu, joita esiintyy 
verkkosivuilla, mutta joihin liittyvä kielitieteellinen materiaali on vähäistä. An 
Crúbadán käyttää siementermilistaa, joka muodostuu sen kielen sanoista, jolle 
korpusta ollaan kokoamassa. Siementermit on otettu joko  tämän kielen 
taajuuslistasta tai jostain muusta varmasta tämänkielisestä lähteestä. Näillä 
siementermeillä tehdään hakuja Googlella. Hakutulokset muunnetaan 
tekstimuotoon ja tuloksena saatujen sivujen kieli varmistetaan 3-grammeihin 
perustuvalla kielentunnistimella. Jokaisesta hyväksytystä sivusta haetaan 
hyperlinkit. Ne sivut, joihin löydetyt hyperlinkit viittaavat, otetaan edelleen 
käsittelyyn. Tuloksena on kokoelma yhdenkielisiä verkkosivuja, joita voi käyttää 
korpuksena. Scannell käyttää korpuksen sisältämän kielen puhujia korpuksen 
tarkasteluun ja jälkikäsittelyyn.
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8. Yhteenveto
Tässä tutkielmassa on pyritty esittämään World Wide Web yhtenä vaihtoehtona, 
kun halutaan koota empiiristä tutkimusaineistoa tekstikorpusmuotoon. Tärkeimpiä 
motiiveja tähän ovat WWW:n koko, joka on moninkertaisesti perinteisiä 
korpuksia suurempi, sekä verkkosivujen sisältöjen laaja skaala kielissä, 
tekstityypeissä ja aihepiireissä. WWW:n korpusmaisessa käytössä täytyy toisaalta 
ottaa huomioon ongelmia ja erikoisuuksia, joita ei tule lainkaan vastaan 
perinteisessä korpusten käsittelyssä. Jos halutaan kerätä aineistoa laajemmin kuin 
yhdeltä tietyltä verkkosivustolta, keräämiseen täytyy käyttää jonkinlaista 
hakurobottia tai verkkohakukonetta, joko kaupallista tai varta vasten tähän 
tehtävään kehitettyä. Eri hakukoneet voivat antaa samalla haulla erilaisia tuloksia, 
kun perinteisessä korpuksessa sisältö ja sieltä haettavat asiat eivät muutu. 
Verkkosivut ovat useimmin jossain muussa kuin tekstimuodossa ja ne voivat 
sisältää virheitä ja korpuksessa hyödytöntä boilerplate-tekstiä, jotka on siivottava, 
ennen kuin sivuja pystytään käyttämään korpusaineistona. Kaksi tärkeintä teknistä 
elementtiä WWW-pohjaisen korpuksen kokoamiseen ovat siis hakurobotti ja 
verkkosivujen siivoaja; näiden kehittäminen vaikuttaa olevan yksi tärkeimpiä 
askelia kohti verkkosivujen käyttöä korpusaineistona. 
Teoriapuolella kehittämistä tarvitaan WWW:n korpusmaisen käytön 
laajentamisessa ja niiden mahdollisuuksien löytämisessä, jotka WWW tarjoaa 
kielitieteelle. Artikkelit teoksessa Hundt ym. (2007) osoittavat, että verkkosivuilta 
hankitun aineiston perusteella voi tutkia erilaisia kielellisiä ilmiöitä yhtä hyvin tai 
jopa paremmin kuin perinteisten korpusten avulla. Perinteisen korpuksen ja 
verkkosivukorpuksen käyttäminen rinnakkain täydentää verkkosivukorpuksen 
puutteita ja laajentaa perinteisen korpuksen kokoamisajankohdasta ja aihepiireistä 
johtuvia rajoituksia. WWW:n eräänlaisen arvaamattomuuden ja sitä käsitteleviin 
työkaluihin kohdistuvien vaatimusten vuoksi se ei kokonaisuudessaan ole aivan 
yhtä luotettava kuin perinteiset korpukset, mutta osat siitä ovat erittäin hyödyllistä 
korpusaineistoa.
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