New results of application of the sensor system optimization method developed by the authors had been achieved in the solving of the dual problem of optimal choice and location of actuators in the control system of aeroelastic object. This method initially was proposed to optimize the sensor choice and position of measuring system appropriate for the estimation of the aerospace vehicle motion parameters and the elastic components of this motion. The accuracy of the estimation of these parameters determines the anticipated error in the conformation of controlled variables of state-space vector to the preset values. The control system consists of the estimator and the regulator with time variable parameters optimal for the chosen quadric performance index and the stochastic models of noises and disturbances. The maximal admissible dispersions of the controlled variables estimation errors and timeaverage magnitudes of the chosen criterions are assumed as limitations for a Linear Matrix Inequalities (LMI) based sensors system optimization problem using a specified goal function related with the number, type and accuracy of sensors. The single set of LMIs defining requirements for estimate accuracy, control quality and consumption by minimizing the goal function had been formed for considered LQG control system consisting of an observer and controller to determine the required number, parameters, and location of sensors and actuators.
INTRODUCTION 1
The measuring subsystem as a part of an overall motion control system for elastic vehicle is determined by set of sensors, places of their installation and processing logics of the primary information for obtaining a demanded estimation of state-space vector of the controlled object. The state-space vector is determined by choice of the mathematical model. The vector dimensionality depends on complexity of the model.
Generally in the statement of stochastic dynamic systems optimal control problem the number, structure and disposition of sensors as a rule are considered as the set-up parameters of the measurements model. The solution of this problem is parameters and structure of the state-vector observer and the regulator, satisfying the defined criteria of transient process. It is supposed to expand the statement of the problem of the stochastic dynamic system control law synthesis, considering the specified measurements model parameters as unknown variables.
The flexible aerospace vehicle control is connected with the estimation of motion variables and structural deformations of 1 The work has been supported by the Russian Foundation for Basic Research under the project 10-08-00980-а the airframe. Usually, the requirements for these changing dynamic parameters define statements of stabilization and tracking control problems and can be presented in the form of the set of criteria which minimization leads to the solution of the problem of control system synthesis. Independently of it, the problem of the state-space vector estimation with taking into account the aprioristic information about stochastic properties of external disturbances and errors of measurements is solved.
As a result the parameters of the measuring system, defined by the set of gauges and their arrangement, have an effect on accuracy of the control problem solution; in the extreme case the observability of some components of the state-space vector defines an opportunity of the control problem solution. In particular the position of sensors determines the influence of elastic oscillations on the measured parameters of motion of the vehicle as a solid body. Parameters of this dependence are determined by values of the shapes of free elastic oscillations at the points of sensors locations. The effective analytical approach for the optimal choice of number of gauges, their type and positioning on the basis of linear matrix inequalities method is considered in this article. This constraint satisfaction guarantees exactitude of control of elastic vehicle.
In the paper the optimization of sensors in a control system is primarily considered, and then this technique is applied to optimization of choice and location of actuators with corresponding substantiations.
PLANT MODEL

Specialities of the models
The model of aeroelastic vehicle includes the dynamic equations of solid body motions, models of flexible relative displacements of construction, actuators dynamics from one hand and from other hand the cross relations defined by aerodynamic and thrust forces and closed loop feedback control.
Mass and aerodynamic characteristics are changing considerably during the flight of aerospace vehicles. Shapes and frequencies of elastic longitudinal and lateral oscillations are changing during the flight.
Deformation of a body results in appearance of the local attack angles and slide angles. As a result of it, the local forces and moments of forces arise. These forces and moments are synchronized with the changes of local angles of attack and slide. The local forces and moments are the reasons of amplification or attenuation of elastic oscillations. This phenomenon is known as aeroelasticity.
LTI model
State-space model of object with consideration of all factors may be created by applying linearization procedure to system of all nonlinear and time-varying equations about points of calculated base trajectory. The minimal realization of system is used to remove all uncontrollable or unobservable states. State-space model of aeroservoelastic object may be represented in the following matrix form:
is a state vector including the solid body and actuator state variables s x and modes of oscillations ξ. The system input contains deterministic control u, process noise w, and measurement noise v. The system output is measurement vector y.
MEASUREMENTS, ESTIMATION AND CONTROL
Shapes based model of measurements
The output of sensors, measuring linear or angular variables of motion, includes matched contributions of flexible displacements. Influence of oscillations depends on the positions of sensors. It is necessary to perform the estimation of state space vector and design the control law considering this information. The optimization of measuring and control systems for flexible aerospace vehicles is not separated from estimator and regulator optimization.
The main feature of measurement sensitivity matrix C is that the rows of C contain information about sensors and their position. This is used to formalize and solve the problem of sensors choice and their accommodation.
The elimination of rows of matrix C in equation (1) is adequate to the elimination of sensors. It is reasonable to complete matrix C for all available nodes, but exclude the possibility of ambiguity correspondence from rows of C to points of sensors location. The elimination of a priori unsuitable points decreases the dimension of the measurements optimization problem.
Kalman estimation and optimal LQ regulator
The Linear Quadratic Gaussian (LQG) control system contains optimal linear-quadratic regulator or tracking controller and stationary Kalman filter for estimation of state vector. The stochastic properties of unbiased white noises are
In this case, the optimal estimation of state-vector is
where S .>0 is a solution of associated estimator Riccati equation
The control is implemented using observer state variables
where P .>0 is a solution of associated regulator Riccati equation
for the following quadratic performance index with weighting matrixes 0
, which condense requirements for dynamic properties of closed-loop system
The time-averaged value (Kwakernaak, Sivan, 1972) of quadratic performance index is equal to
The value of  linearly depends on covariance matrix of state error estimation S, which is also linked with covariance matrix R, defining error dispersion of measurements. Let us assume that the measurement noises are not correlated variables and therefore the matrix R is diagonal matrix with elements corresponding to dispersions of noises of sensors in i nodes. The diagonal elements of inverse matrix 1  R equaling zero can be interpreted as absence of sensors in the corresponding nodes.
Let us impose a responsibility for dynamical properties of closed-loop system with state-feedback law (5) to a choice of weight matrix r Q and r R and fix this by setting minimal value of time-averaged quadratic performance index . The matrix of state error estimation S defines the accuracy of estimation.
MATHEMATICAL PROGRAMMING PROBLEM FORMULATION FOR SENSORS CHOICE AND LOCATION OPTIMIZATION
Restrictions
The main question in the measurement optimization is where, which, and how many sensors one should use to provide a necessary accuracy of state estimation and to realize the desired control system. Let us formulate the main requirements as
The restrictions (9) may be not so stringent if the accuracy is declared only for some of the components of state vector
or their linear combination, where i e denotes the canonical basis vector with a 1 in the i-th coordinate and 0's elsewhere. The restrictions (10) can be represented in the following form
where i μ are column-vectors of matrix 
Goal function
Let us examine equation (6). All information about actuator condensed in diagonal matrix
The goal function for nonnegative x can be written as
where ρ is weight vector. For one type of sensors i ρ are equal. The physical meaning of this measurements cost function minimization can be explained by the following features:
it is condition for dispersions,
there are no sensor in i node,
there are two sensors in i node.
The last equality assumes that the signals from two sensors were processed as least squares solution e x in the presence of known The coefficients of weight vector ρ are specified under the assumption about priority of applied sensors (cost of the sensor, its weight, reliability, etc.) and setting points which can differ by variance of noise of measurements.
Linear programming problem
Let matrix S satisfies restrictions (11) and (12), and then the equation (15) defines the restriction for
With taking into account the requirement to minimize goal function (13) min  x ρ the problem can be represented in the following form
This is complete setting of linear programming problem. The reduction of the equations to a canonical form justifies an optimum amount of sensors, and the outcome of the solution determines locations and required parameters of sensors accuracy defined by its type and construction. In other words the number of active restrictions defines a number of nonzero components of vector x, that equal to number of sensors.
The solving problem with these equalities-restrictions may unreasonably exclude minimal solution for goal function, which increases precision of estimation. The following problem statement with extended vector of controlled variables
formally compensates accuracy advantage
LMI APPROACH
In view of the available limitations determined by the physical sense, and also in view of available limitations on minimum feasible dispersions of errors of sensors, the problem can be formalized in the form of a system of linear matrix inequalities (LMI).
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Properties of Linear Matrix Inequalities
A linear matrix inequality (LMI) has the form 0 ) (
where m x R  is the variable and the symmetric matrices
is a basis for symmetric nxn matrices (m= n(n+1)/2). The inequality symbol in (18) means that F(x) is positive-definite, i.e
Multiple
Nonlinear and convex inequalities can be converted to LMI form using Schur complements. The basic idea is as follows:
where
is equivalent to
In other words, the set of nonlinear inequalities (22) can be represented as the LMI (20).
Let's consider the quadratic matrix inequality
where A, B, Q = Q', R = R' > 0 are given matrices of appropriate sizes, and P = P' is the variable. Note that this is a quadratic matrix inequality in the variable P. It can be expressed as the linear matrix inequality
This representation also clearly shows that the quadratic matrix inequality (23) is convex in P.
Use of these properties allows considering the solution of the problem (17) in view as a linear programming problem in canonical form with restrictions (9) and (10), which can be represented as a set of linear inequalities of the infinite order with taking into account property (19).
LMI form of restriction for least-squares state estimation in presence of known covariance
The inequalities for i restrictions on dispersions of the errors of static least-squares estimation e x (14) for separate components of a state-space vector in presence of known 
This result directly follows from (20), (21) and (22).
LMI form of restriction for Kalman estimation
The more complex linear matrix inequalities satisfy to restrictions for estimation of state-space vector by using steady state Kalman filter (3,4). The set of restrictions is given by
The multiple matrix inequality can be presented as 
The matrix variables are the matrixes R -1 and D and matrix variable S -1 with the same (27) fixed structures.
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SPECIALITIES OF DUAL APPROACH TO ACTUATORS CHOICE AND LOCATION OPTIMIZATION
There is a striking symmetry between controllability and observability. This symmetry can be made explicit by introducing the idea of duality (Kalman, 1960) . The various matrices occurring in the definitions of the Optimal Regulator Problem (ORP) and the Optimal Observer Problem (OOP) can be related as follows: This duality of the optimal regulator and the optimal observer problem enables us to obtain the steady-state properties of the optimal observer from those of the optimal regulator. Moreover, this duality enables us to use all solutions for ORP for OOP, and vice versa, by making the substitutions.
It is also possible to use this property of duality for formulating and solving the problem of optimization of choice and placement of actuators, determining the appropriate choice of goal function and constraints. The main features of this approach are noted and their physical interpretation is given further.
Goal function
Let us examine equation (6). All information about actuators requirements condensed in diagonal matrix ) ( . The goal function for nonnegative x can be written similar to (13), where ρ is vector of weight coefficients, which are equal for one type of actuator. But physical meaning of this goal function minimization differs and it can be explained further.
The positivity of the diagonal elements of R -1 is determined by the physical sense of the weight matrix R -1 in the functional (7).
The nullification of the diagonal elements of R -1 corresponds to the infinite value of the corresponding diagonal elements of R, which corresponds to the absence of actuator in the node.
The limitations on the amount of diagonal elements of the weight matrix R -1 at a constant value of the functional J correspond to constant total control load.
To prove this we consider the process of selecting the weighting coefficients for arbitrary loads. 
Conditions for a local extremum will be:
They correspond to the system of algebraic equations
which subject to the positivity of the variables will correspond to a system of linear equations .
with unique solution
It is easy check that the solution corresponds to the minimum of the cost to control (30).
Thus, the redistribution of loads (31) will match the redistribution of weights (32) under the condition:
Minimizing the sum (38) of the diagonal elements of R -1 in this case will lead to the minimization criterion of cost to control (30).
The matrix R -1 is included in the Riccati equation (6) as a product
That allows us to physically interpret the following constraints in the problem of optimizing composition and placement of actuators distributed load.
Restrictions
Constraints in the problem of actuators optimization based on the principle of duality can be obtained by a formal changing of matrix variables in (9-12,25)
It is possible to determine the correspondences for the following matrices 
In this representation the value of  linearly depends on matrix P of steady-space solution of optimal regulator Riccati equation (6), where this matrix is also linked with weighting matrix R r .
It is obvious that the changing of weights r i , which does not lead to a change in the matrix H e , will not lead to a change in the matrix P(R r )=P* also. In this case, the effectiveness of the control law will remain unchanged, while minimizing the sum of (32) under this restriction will lead to the minimization of (30), if the condition (38) holds. Accordingly, this leads to a decrease in the quadratic performance index (7). However, this is a very strict restriction-equality can be replaced by the equivalent of (9):
Satisfaction of this linear matrix inequality can only improve the quality of transients, for comparison, it is posible use the well-known interpretation of matrix P (Kwakernaak, Sivan, 1972) . It is quite possible to install the weaker constraints that are equivalent to restrictions (10) (11) (12) 25) . The constraints for the time-averaged value of quadratic performance index (8) with taking into account expression (43):
The restrictions (44) may be not so stringent if the effectiveness of the control law is declared only for some of the components of state vector
or their linear combination, where i e denotes the canonical basis vector with a unity in the i-th coordinate and zeros elsewhere. The restrictions (45) can be represented in the following form The constraints of type (25) are meaningful only if the matrix B has full rank, and requirement for modal control were determined.
