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Abstract  
    The aim of this paper is to investigate the receptivity of cylinder wake to external periodic 
flow pulsation at low Reynolds number using linear stability analysis. The inlet flow 
pulsation appears as a forcing term in the linearised equation set. The full non-linear N-S 
equations as well as the linearised set for small perturbations around the time-averaged flow 
are solved using an in-house finite volume solver. The results are first validated against 
reference data for growth rate and frequency of the most unstable eigenmode for flow past a 
fixed cylinder with steady base flow at various Reynolds numbers. A special numerical 
technique is developed to separate the components of the solution in the wake that vary with 
the natural shedding frequency and the external pulsating frequency. The developed approach 
requires temporal integration over one period of vortex shedding and solution of a     
linear system at every cell of the domain. The results show that both cross-stream and 
streamwise velocity components in the near cylinder region are strongly affected by flow 
pulsation, and its effect is spatially localised in the near wake. Increasing the pulsation 
frequency reduces the spatial extent within which pulsation plays an important role. A 
symmetric shedding pattern is established and at every period of external pulsation, two pairs 
of symmetric vortices are shed from the top and bottom of the cylinder. The width of the 
wake periodically widens and narrows, which is similar to “wake breathing” observed in a 
streamwise oscillating cylinder.  
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1. Introduction  
    Flow past a circular cylinder is associated with several instabilities as Reynolds number 
increases. The Reynolds number is defined as Re= 𝑈∞   , where  , 𝑈∞,   and    are the 
fluid density, free-stream flow velocity, cylinder diameter and dynamic viscosity, 
respectively. It is well known that the cylinder wake changes from steady to time periodic 
when the Reynolds number exceeds a critical value 𝑅𝑒𝑐, which is about  7.
1-3
 This is the first 
and primary instability of the flow past a cylinder and is known to be a Hopf bifurcation.
4
 
When the Reynolds number is larger than 𝑅𝑒𝑐 , a time-periodic, laminar, two-dimensional 
vortex shedding pattern develops in the cylinder wake. As the Reynolds number increases, 
three-dimensional structures become unstable leading to further instabilities, for example, 
mode A & mode B instabilities.
5,6
 
Global stability analysis of the linearised Navier-Stokes and continuity equations around a 
base flow field is a powerful tool that can elucidate the aforementioned instabilities by 
predicting the most unstable eigenmode, and the corresponding growth rates and frequencies. 
Using the steady flow as a base field, this type of analysis can predict accurately the critical 
Reynolds number for the first instability and the vortex shedding frequency,  𝑓0 , for the 
Reynolds number close to 𝑅𝑒𝑐.
7,8
 However, when the Reynolds number is significantly larger 
than 𝑅𝑒𝑐, the predicted frequency of the most unstable eigenmode is smaller than the value 
obtained from experiments and non-linear numerical simulations.
7,9
 On the other hand, when 
the time-averaged flow is used as the base field, the frequency of the most unstable 
eigenmonde matches well the experimentally observed vortex shedding frequency and the 
growth rate is predicted to have a very small value, close to 0.
7,9-11
   
In many practical engineering applications, the approaching flows are not uniform. For 
example, in flows around vibrating structures, inside heat exchanger tube bundles or past 
riser pipes in offshore petroleum extraction, the approaching velocity has a strong periodic 
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component superimposed onto the mean part. For such cases, two non-dimensional 
parameters can be introduced: the ratio  
Δ𝑈
𝑈∞
 of the velocity amplitude, Δ𝑈,  to the mean 
velocity 𝑈∞, and the frequency ratio  
𝑓𝑒
𝑓0
  of the frequency of external pulsation, 𝑓𝑒 , to the 
natural vortex shedding frequency, 𝑓0, under steady approaching velocity, 𝑈∞.  
Such approaching flow conditions can have significant effects on the cylinder wake. For 
example, they can lead to lock-in of vortex shedding frequency, symmetric vortex shedding, 
increase of the r.m.s. of the cross-stream velocity component in the separating shear layers as 
well as enhancement of heat transfer after the separation point.
12-16
 In symmetric vortex 
shedding, two symmetric vortices are simultaneously shed from the top and bottom sides of 
the cylinder. Barbi et al.
12
 found that symmetric vortex shedding pattern occurs when the 
pulsation is at frequency ratio equal to one i.e. 𝑓𝑒 = 𝑓0 . Konstantinidis & Balabani
14
 
discovered symmetric arrangement of vortices in the near wake of cylinder over a range of 
external frequencies  𝑓𝑒 = 3𝑓0~ 𝑓0. They found that symmetric vortex formation occurs in 
the near cylinder region, but the wake becomes anti-symmetric further downstream.   
The studies above on pulsating approaching flows are either experimental or based on the 
solution of the full non-linear Navier-Stokes equations. Assuming that the wake disturbances 
are small compared to the base flow, the flow pulsation can be thought of as a deterministic 
disturbance with specified frequency that can be studied using a linearised analysis. The 
derived linear equations form a non-homogenous system due to a forcing term from the inlet 
flow variation.  
To the best of our knowledge, this is the first time that the effect of inlet velocity forcing on 
the cylinder wake is studied using such a global linear stability approach. The only related 
works that we could find on the literature are those of Jovanovic & Bamieh
17
 and Schmid
18
 
who investigated the effect of forcing in channel flow, and Bagheri et al.
19
 who examined the 
one-dimensional Ginzburg-Landau equation. Thiria & Wesfreid
20
 investigated the stability of 
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flow past a rotationally oscillating cylinder using the parallel flow approximation. However, 
the effect of rotational oscillation was included in the time-averaged flow field and was not 
thought of as forcing of the linearised equations as in the present work. They found that the 
stability characteristics are strongly affected by the frequency and amplitude of cylinder 
oscillation. The modification of the time-averaged flow allowed the authors to compute lock-
in conditions.  
In the context described above, the central aim of this paper is to investigate the effect of 
external pulsation around a cylinder using a linearised method at 𝑅𝑒 = 60. For this Reynolds 
number the flow is two-dimensional. The effect of several different frequencies of pulsation 
is examined. 
This paper is organised as follows: Section   presents the non-linear and linear governing 
equations. The analytic solution of the linear equations under external excitation is presented 
in section 3. The separation of the two components of the solution, computational details and 
validation of the code are given in sections 4, 5 and 6 respectively. Results are presented and 
discussed in section 7, while the last section summarizes the main findings of the paper.  
 
2. Governing equations 
2.1 Incompressible flow equations 
    The governing equations that describe the flow of an incompressible Newtonian fluid are 
the Navier-Stokes and continuity equations. In non-dimensional form, they are written as: 
                                                 
𝜕𝒖
𝜕𝑡
+ 𝒖 ∙ ∇𝒖 = −∇𝑝 +
1
𝑅𝑒
∇2𝒖                                                (1)       
                                                               ∇ ∙ 𝒖 = 0                                                                  ( )     
where 𝒖  is the velocity vector (𝒖 = (𝑢1, 𝑢2)  for    flows) and 𝑝  is the pressure. The 
reference quantities for the non-dimensionalisation of length, time, velocity and pressure 
are ,  𝑈∞
⁄ , 𝑈∞,  𝑈∞
2 respectively.  
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2.2 Linearised perturbation equations around the steady base flow 
    For the perturbed flow, the velocity and pressure fields are expressed as the sum of a 
steady and a perturbation field, i.e. 𝒖 = 𝒖𝑏 + 𝒖
′, 𝑝 = 𝑝𝑏 + 𝑝
′,  where the subscript 𝑏 denotes 
the steady base flow and the prime indicates disturbance. The evolution equations of the 
disturbances are derived by subtracting the equations of the base flow state from the 
perturbed state and are given below:   
                              
𝜕𝒖′
𝜕𝑡
+ 𝒖′ ∙ ∇𝒖𝑏 + 𝒖𝑏 ∙ ∇𝒖
′ + 𝒖′ ∙ ∇𝒖′ = −∇𝑝′ +
1
𝑅𝑒
∇2𝒖′                        (3) 
                                                                 ∇ ∙ 𝒖′ = 0                                                               ( ) 
The perturbation Navier-Stokes equations can be linearised if the second-order term 𝒖′ ∙ ∇𝒖′ 
is assumed to be very small compared with the linear terms, taking the final form shown 
below: 
                                         
𝜕𝒖′
𝜕𝑡
+ 𝒖′ ∙ ∇𝒖𝑏 + 𝒖𝑏 ∙ ∇𝒖
′ = −∇𝑝′ +
1
𝑅𝑒
∇2𝒖′                               ( ) 
                                                                  ∇ ∙ 𝒖′ = 0                                                              (6) 
 
2.3 Linearised perturbation equations around the time-averaged base flow 
    The velocity and pressure fields can be also expressed as the sum of a time-averaged and a 
perturbation field, i.e. 𝒖 = ?̅? + 𝒖′, 𝑝 = ?̅? + 𝑝′. The field (?̅?,  ?̅? ) satisfies the time-averaged 
Navier-Stokes equations: 
                                                ?̅? ∙ ∇?̅? = −∇?̅? +
1
𝑅𝑒
∇2?̅? + 𝑭                                                  (7) 
                                                                 ∇ ∙ ?̅? = 0                                                                ( ) 
where 𝑭 = −𝒖′′ ∙ ∇𝒖′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ is a forcing term due to Reynolds stresses. For the case examined in 
this paper, these stresses are generated by the Karman vortex shedding. Note that we have 
used different symbol to denote the perturbation (single prime, for example  𝒖′ ) and the 
variation due to vortex shedding (double prime, for example 𝒖′′). The evolution equations of 
7 
 
the disturbances are again derived by subtracting the equations of the time-averaged state 
from the perturbed state. The forcing term 𝑭  is taken to be constant between the time-
averaged and the perturbed state and cancels out in the subtraction. The perturbation Navier-
Stokes equations are linearised again by discarding the second-order term  𝒖′ ∙ ∇𝒖′ and have 
the same form as Eqs. (5) and (6) with 𝒖𝑏  replaced by ?̅?, i.e. 
                                          
𝜕𝒖′
𝜕𝑡
+ 𝒖′ ∙ ∇?̅? + ?̅? ∙ ∇𝒖′ = −∇𝑝′ +
1
𝑅𝑒
∇2𝒖′                                  ( ) 
                                                                  ∇ ∙ 𝒖′ = 0                                                            (10) 
However, the time-averaged field is not a solution of the original Navier-Stokes Eqs. (1) and 
(2) and the physical meaning of the solution of Eqs. (9) and (10) under forcing is not 
immediately clear. In order to clarify this, we examine below the perturbation equations 
around a periodic base flow.   
 
2.4 Linearised perturbation equations around a periodic base flow 
The stability analysis of the periodic base flow is similar to the stability analysis of steady 
base flow. The velocity and pressure fields are expressed as the sum of time-averaged, 
periodic and perturbation fields, i.e. = ?̅? + 𝒖′′ + 𝒖′  ,  𝑝 = ?̅? + 𝑝′′ + 𝑝′ , where as in the 
previous section, the double prime denotes the periodic component and the single prime the 
perturbations. The sum of the time-averaged and periodic fields, ?̅? + 𝒖′′, is the periodic base 
flow, which is a solution of the Navier-Stokes Eqs. (1) and (2). The linearised evolution 
equations of the perturbation field are derived again by subtracting the equations of periodic 
base flow from the perturbed flow, and ignoring the second order term 𝒖′ ∙ ∇𝒖′. They take the 
form: 
        
𝜕𝒖′
𝜕𝑡
+ (?̅? + 𝒖′′) ∙ ∇𝒖′ + 𝒖′ ∙ ∇(?̅? + 𝒖′′) = −∇𝑝′ +
1
𝑅𝑒
∇2𝒖′           (11) 
                                                             ∇ ∙ 𝒖′ = 0                                                                 (1 ) 
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This set of equations is used for Floquet stability analysis
6,21,22
 of three-dimensional 
perturbations.   
    Let’s assume now that the periodic forcing has period 𝑇 =
𝟐𝝅
𝝎
, where 𝜔 is the angular 
frequency, and define the  phase-average of the general perturbation variable  ′(𝒙, 𝑡) as23: 
〈 ′(𝒙, 𝑡)〉 = lim𝑁→∞
1
𝑁
∑  ′(𝒙, 𝑡 + 𝑖𝑇)𝑁𝑖=1                                    (13) 
Assuming that the perturbation and the periodic velocity components are uncorrelated i.e. 
〈𝒖′ ∙ 𝒖′′〉 = 0 the phase-average of Eqs. (11) and (12) becomes: 
                                     
𝜕〈𝒖′〉
𝜕𝑡
+ ?̅? ∙ ∇〈𝒖′〉 + 〈𝒖′〉 ∙ ∇?̅? = −∇〈𝑝′〉 +
1
𝑅𝑒
∇2〈𝒖′〉                  (1 ) 
                                                              ∇ ∙ 〈𝒖′〉 = 0                                                           (1 ) 
because 〈𝒖′′ ∙ ∇𝒖′〉 = 0 and 〈𝒖′ ∙ ∇𝒖′′〉 = 0. The form of Eqs. (14) and (15) is identical to 
Eqs. (9) and (10) respectively, but the solution now has a clear physical meaning. In other 
words, when we solve Eqs. (9) and (10) with periodic forcing, the solution that varies with 
frequency 𝜔 is the phase average of the solution of Eqs. (11) and (12). The extraction of this 
solution is the subject of the next 2 sections.  
 
3. Analytic solution of the linear system of equations 
The linearised equations presented earlier can be solved analytically. The inlet flow 
pulsation appears as a forcing term and the analytic solution consists of two parts: a 
homogeneous part (without forcing) and a particular part (that accounts for forcing). 
 
3.1 Homogeneous solution 
    After spatial discretisation with the finite volume method, Eqs. (5) and (6) or Eqs. (9) and 
(10) can be written in matrix form as: 
                                                            𝐸
𝑑𝒒
𝑑𝑡
= 𝐴𝒒                                                                  (16)    
9 
 
where 𝒒(𝑡) is a vector that consists of velocities and pressures at every cell i.e. 𝒒(𝑡) =
[𝑢1
′ (1), … , 𝑢1
′ (𝑚), 𝑢2
′ (1), … , 𝑢2
′ (𝑚), 𝑝′(1),… , 𝑝′(𝑚)]𝑇  where 𝑚  is the number of cells.  
Matrices 𝐸 and  𝐴  are sparse and depend on the underlying base flow field, the discretisation 
scheme of the convection and viscous terms, the topology of the mesh as well as the 
geometric features of each cell (size and orientation of each face). It is clear that for a    
problem and a mesh of 𝑚 cells, the size of these matrices is 3𝑚  3𝑚. Matrix 𝐸 is singular 
because the 𝑚  bottom rows contain 0  elements (in incompressible flow the continuity 
equation does not contain pressure). 
   Assuming that the disturbances are of the form 𝒖′( ,  , 𝑡) = ?̂?( ,  )𝑒 𝑡 and  𝑝′( ,  , 𝑡) =
?̂?( ,  )𝑒 𝑡 and substituting in Eq. (16), a generalised eigenvalue problem is obtained for the 
complex parameter  :  
                                                                     𝐸 ?̂? = 𝐴?̂?                                                         (17) 
The vector  ?̂? contains the velocity and pressure eigenfunctions.   
    The fact that 𝐸  is singular complicates the analytic solution of Eq. (16).  For non-
singular 𝐸, the general solution would have been24:  
                                        𝒒(𝑡) = 𝐶1𝑒
 1𝑡𝑽1 + 𝐶2𝑒
 2𝑡𝑽2 +⋯+ 𝐶𝑛𝑒
 𝑛𝑡𝑽𝑛                          (1 ) 
where 𝑛 = 3𝑚  and  1,  2, ⋯ ,  𝑛 are the eigenvalues of Eq. (17) ,  𝑽1, 𝑽2, ⋯ , 𝑽𝑛  are the 
corresponding eigenvectors, and 𝐶1, 𝐶2, ⋯ , 𝐶𝑛 are arbitrary constants that can be obtained by 
satisfying the initial condition 𝒒(0) = 𝒒0 at 𝑡 = 0.  Since the matrices E and A are real, the 
eigenvalues are real or come in complex conjugate pairs. Eq. (18) is valid when there are 𝑛 
linearly independent eigenvectors that span the solution space.  For singular 𝐸, the number of 
linearly independent eigenvectors is less than 𝑛 and the eigenvalues that correspond to the 
zero rows of 𝐸 are infinite. 
It is possible to derive an analytic solution of Eq. (16) even for 𝐸 singular if we put the 
system in the so-called Kronecker Canonical Form.
25
 In this form, a new set of variables is 
10 
 
introduced that are linear combinations of the original variables. The system is split into two 
parts: the first one consists of 𝑛1  classical ordinary differential equations and the second 
consists of 𝑛2  algebraic equations in decoupled blocks that can be solved by backward 
substitution (obviously 𝑛1 + 𝑛2 = 𝑛).
25
 
In the present paper, we prefer to use a method which is more familiar to fluid dynamicists. 
Taking the divergence of the perturbation equations, we can derive a pressure Poisson 
equation, the right hand side being the divergence of the non linear inertial term.
26
 Inverting 
the Laplace operator we can eliminate pressure and reduce the problem to  𝑚 unknowns. 
This approach has been followed by other investigators as well, for example.
27
 Matrix 𝐸 is 
then invertible and the analytic solution is the same as Eq. (18) with 𝑛 =  𝑚. It is obvious 
that in this case the eigenvectors contain only velocities 𝑢1 and 𝑢2. 
Under these conditions, defining matrix [𝑉] as a matrix whose columns are the 
eigenvectors of Eq. (17), i.e.[𝑉] = [𝑽1𝑽2⋯𝑽𝑛], Eq. (18) can be written as 
𝒒(𝑡) = [𝑉] [
𝑒 1𝑡 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝑒 𝑛𝑡
] [
𝐶1
⋮
𝐶𝑛
]         (1 ) 
If we define the column vector 𝑪 = [
𝐶1
⋮
𝐶𝑛
], the initial condition 𝒒(0) = 𝒒0 is satisfied when 
C= [𝑉]−1 ∙ 𝒒0 and the final solution of the homogeneous system is: 
                                     𝒒(𝑡) = [𝑉] [
𝑒 1𝑡 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝑒 𝑛𝑡
] [𝑉]−1𝒒0                                            ( 0)                                                                                                                        
Further, if we define the matrix 𝐵 = 𝐸−1𝐴 and the matrix exponential 𝑒𝐵𝑡 as 
                                        𝑒𝐵𝑡 = [𝑉] [
𝑒 1𝑡 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝑒 𝑛𝑡
] [𝑉]−1                                               ( 1) 
the solution can be written in more compact form as: 
                                                       𝒒(𝑡) = 𝑒𝐵𝑡𝒒0                                                                 (  ) 
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3. 2 Solution of the linear system with external forcing 
    In the presence of forcing, the flow is described by the inhomogeneous system: 
                                                        𝐸
𝑑𝒒
𝑑𝑡
= 𝐴𝒒 + 𝒇(𝑡)                                                         ( 3) 
In our case, the external pulsation is applied in the streamwise direction at the inlet and 𝒇(𝑡) 
is non-zero only for the 𝑢1 component of velocity and for the cells next to the inlet boundary. 
The solution of Eq. (23) is  𝒒 = 𝒒ℎ + 𝒒𝑝 , where 𝒒ℎ  is the general solution of the 
homogeneous system, i.e. Eq. (20), and  𝒒𝑝 is the particular solution of Eq. (23). The 
particular solution is
24
: 
                                                  𝒒𝑝(𝑡) = 𝑒
𝐵𝑡 ∫ 𝑒−𝐵𝜏
𝑡
0
𝒇(𝜏)𝑑𝜏                                               (  ) 
where 𝑒−𝐵𝑡 = [𝑉] [
𝑒− 1𝑡 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝑒− 𝑛𝑡
] [𝑉]−1. 
    It is convenient to use complex variables. If the pulsating approaching flow has 
frequency 𝜔, then 𝒇(𝑡) is written as: 
                                          𝒇(𝑡) = 𝒒𝑓𝑒
𝑖𝜔𝑡 = 𝒒𝑓(𝑐𝑜𝑠(𝜔𝑡) + 𝑖𝑠𝑖𝑛(𝜔𝑡))                               (  ) 
Substituting in Eq. (24) and carrying out the integration analytically, the general solution of 
the linear system is found to be: 
𝒒(𝑡) = [𝑉] [
𝑒 1𝑡 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝑒 𝑛𝑡
] [𝑉]−1𝒒0 − [𝑉] [
1
− 1+𝑖𝜔
𝑒 1𝑡 ⋯ 0
⋮ ⋱ ⋮
0 ⋯
1
− 𝑛+𝑖𝜔
𝑒 𝑛𝑡
] [𝑉]−1𝒒𝑓 +
[𝑉] [
1
− 1+𝑖𝜔
𝑒𝑖𝜔𝑡 ⋯ 0
⋮ ⋱ ⋮
0 ⋯
1
− 𝑛+𝑖𝜔
𝑒𝑖𝜔𝑡
] [𝑉]−1𝒒𝑓                                                                       ( 6) 
This solution is a complex number and it is clear that it satisfies the initial condition 𝒒(0) =
𝒒0. The real and imaginary parts of the solution correspond to excitations 𝒒𝑓 cos(𝜔𝑡) and 
𝒒𝑓𝑠𝑖𝑛(𝜔𝑡) respectively. 
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Suppose that   1,2 =  1𝑟 ± 𝑖 1𝑖  is the eigenvalue conjugate pair with the largest real 
part,  1𝑟 . For the flow examined in this paper, the corresponding eigenvector pair 𝑽1 and 
𝑽𝟐 = 𝑽𝟏
∗   (where * denotes the complex conjugate) represents the Karman vortex shedding 
eigenmode. These eigenvalues have the largest real part so after a long time the other 
eigenmodes will attenuate to very small values. In this case, Eq. (26) can be written as: 
      𝒒(𝑡) = 𝑒 1𝑟𝑡𝑽1(𝐶1 −
1
− 1+𝑖𝜔
∙ 𝐶1𝑓)𝑒
𝑖 1𝑖𝑡 + 𝑒 1𝑟𝑡𝑽2(𝐶2 −
1
− 2+𝑖𝜔
∙ 𝐶2𝑓)𝑒
−𝑖 1𝑖𝑡 +
     [𝑉] [
1
− 1+𝑖𝜔
⋯ 0
⋮ ⋱ ⋮
0 ⋯
1
− 𝑛+𝑖𝜔
] [𝑉]−1𝒒𝑓𝑒
𝑖𝜔𝑡                                                                                 ( 7)                                               
where 𝐶1 and 𝐶2  are the top two elements of the product [𝑉]
−1 ∙ 𝒒0 and  𝐶1𝑓 and 𝐶2𝑓are the 
top two elements of [𝑉]−1 ∙ 𝒒𝑓. On the right hand side, the first terms inside the parentheses 
correspond to the first two terms in Eq. (18);  they are the only terms left when all the other 
eigenmodes are negligible. The second term inside the parentheses shows that the forcing can 
excite also the fundamental eigenmodes  𝑽1 and  𝑽2 = 𝑽𝟏
∗ . 
Eq. (27) shows clearly that the solution consists of two components, one varying with 
frequency 𝜔 and the other with  1𝑖. If we define matrix 𝐻(𝜔) as:                              
                                𝐻(𝜔) = [𝑉] [
1
− 1+𝑖𝜔
⋯ 0
⋮ ⋱ ⋮
0 ⋯
1
− 𝑛+𝑖𝜔
] [𝑉]−1                                       (  )                   
the amplitude of the component varying with the external pulsation frequency 𝜔  will 
be  𝐻(𝜔) ∙ 𝒒𝑓 . This is the well-known result, reported for example in Schmid & 
Henningson
28
. Matrix 𝐻(𝜔) maps the input forcing 𝒒𝑓 to the output response, i.e. it is a 
transfer function.
18
 This matrix contains a lot of information because it provides the response 
of the wake to any form of external periodic disturbance. In the present work, we restrict 
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ourselves to the response of the streamwise external pulsation applied at the inlet, as already 
mentioned.  
    Eq. (27) can’t be used directly because the eigenvalues and eigenvectors of 𝐴 are not 
calculated by standard CFD solvers of Eqs. (9) and (10). Matrix 𝐴 itself is not explicitly 
calculated either. In previous investigations that have dealt with the dimensional problem of 
channel flow (for example in Jovanovic & Bamieh
17
), Matlab was used to evaluate directly 
the transfer function matrix. However this is not possible for the  D problem examined here 
and thus a different approach is needed. Therefore, the next step is the separation of the   
components of the solution by processing the results of the CFD code. 
 
4. Separation of the two components of the solution 
Using real variables, Eq. (27) can be written as: 
𝒒( ,  , 𝑡) = 𝒒𝒄𝒗𝒔( ,  )𝑒
 1𝑟𝑡 𝑐𝑜𝑠( 1𝑖𝑡) + 𝒒𝒔𝒗𝒔( ,  )𝑒
 1𝑟𝑡 𝑠𝑖𝑛( 1𝑖𝑡) + 𝒒𝒄( ,  ) 𝑐𝑜𝑠(𝑡) +
𝒒𝒔( ,  ) 𝑠𝑖𝑛(𝑡)                                                                                                                  (  ) 
In Eq. (29) there are four unknown vectors (𝒒𝒄𝒗𝒔, 𝒒𝒔𝒗𝒔, 𝒒𝒄,  𝒒𝒔). The first subscript (𝒄 or 𝒔) 
denotes the vector that multiplies the 𝑠𝑖𝑛  or 𝑐𝑜𝑠  function respectively, and the second 
subscript (𝒗𝒔  or  𝝎 ) denotes the vector related to the Karman vortex shedding or the 
excitation.  
    The objective now is to obtain these unknown vectors from the results of the CFD solver. 
In order to accomplish this task, we employ the standard technique used in Fourier analysis. 
If we multiply Eq. (29) successively by  𝑐𝑜𝑠(𝑡) ,  𝑠𝑖𝑛(𝑡) ,  𝑐𝑜𝑠( 1𝑖𝑡) ,  𝑠𝑖𝑛( 1𝑖𝑡)  and 
integrate in one period of vortex shedding  𝑇 1𝑖, we can get four equations:  
    ∫ 𝒒(𝑡) ∙ 𝑐𝑜𝑠(𝑡) 𝑑𝑡
𝑇0+𝑇𝜆1𝑖
𝑇0
= 𝒒𝒄𝒗𝒔 ∙ 𝐴11 + 𝒒𝒔𝒗𝒔 ∙ 𝐴12 + 𝒒𝒄 ∙ 𝐴13 + 𝒒𝒔 ∙ 𝐴14          (30) 
    ∫ 𝒒(𝑡) ∙ 𝑠𝑖𝑛(𝑡) 𝑑𝑡
𝑇0+𝑇𝜆1𝑖
𝑇0
= 𝒒𝒄𝒗𝒔 ∙ 𝐴21 + 𝒒𝒔𝒗𝒔 ∙ 𝐴22 + 𝒒𝒄 ∙ 𝐴23 + 𝒒𝒔 ∙ 𝐴24          (31) 
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    ∫ 𝒒(𝑡) ∙ 𝑐𝑜𝑠( 𝜋 1𝑖𝑡) 𝑑𝑡
𝑇0+𝑇𝜆1𝑖
𝑇0
= 𝒒𝒄𝒗𝒔 ∙ 𝐴31 + 𝒒𝒔𝒗𝒔 ∙ 𝐴32 + 𝒒𝒄 ∙ 𝐴33 + 𝒒𝒔 ∙ 𝐴34       (3 ) 
    ∫ 𝒒(𝑡) ∙ 𝑠𝑖𝑛( 𝜋 1𝑖𝑡) 𝑑𝑡
𝑇0+𝑇𝜆1𝑖
𝑇0
= 𝒒𝒄𝒗𝒔 ∙ 𝐴41 + 𝒒𝒔𝒗𝒔 ∙ 𝐴42 + 𝒒𝒄 ∙ 𝐴43 + 𝒒𝒔 ∙ 𝐴44       (33) 
or in matrix form:  
                     [
𝐴11 𝐴12
𝐴21 𝐴22
𝐴13 𝐴14
𝐴23 𝐴24
𝐴31 𝐴32
𝐴41 𝐴42
𝐴33 𝐴34
𝐴43 𝐴44
] [
𝒒𝒄𝒗𝒔
𝒒𝒔𝒗𝒔
𝒒𝒄
𝒒𝒔
]=
[
 
 
 
 
 
 ∫ 𝒒(𝑡) ∙ 𝑐𝑜𝑠(𝑡) 𝑑𝑡
𝑇0+𝑇𝜆1𝑖
𝑇0
∫ 𝒒(𝑡) ∙ 𝑠𝑖𝑛(𝑡) 𝑑𝑡
𝑇0+𝑇𝜆1𝑖
𝑇0
∫ 𝒒(𝑡) ∙ 𝑐𝑜𝑠( 1𝑖𝑡) 𝑑𝑡
𝑇0+𝑇𝜆1𝑖
𝑇0
∫ 𝒒(𝑡) ∙ 𝑠𝑖𝑛( 1𝑖𝑡) 𝑑𝑡
𝑇0+𝑇𝜆1𝑖
𝑇0 ]
 
 
 
 
 
 
                     (3 ) 
The coefficients of the first row of the matrix are: 𝐴11 = ∫ 𝑒
 1𝑟𝑡 𝑐𝑜𝑠( 1𝑖𝑡) ∙
𝑇0+𝑇𝜆1𝑖
𝑇0
𝑐𝑜𝑠(𝑡) 𝑑𝑡 ,  𝐴12 = ∫ 𝑒
 1𝑟𝑡 𝑠𝑖𝑛( 1𝑖𝑡) ∙ 𝑐𝑜𝑠(𝑡) 𝑑𝑡  
𝑇0+𝑇𝜆1𝑖
𝑇0
, 𝐴13 = ∫ 𝑐𝑜𝑠(𝑡) ∙
𝑇0+𝑇𝜆1𝑖
𝑇0
𝑐𝑜𝑠(𝑡) 𝑑𝑡 and 𝐴14 = ∫ 𝑠𝑖𝑛(𝑡) ∙ 𝑐𝑜𝑠(𝑡) 𝑑𝑡
𝑇0+𝑇𝜆1𝑖
𝑇0
. The coefficients of the second, third 
and fourth rows are obtained by replacing 𝑐𝑜𝑠(𝑡)  by  𝑠𝑖𝑛(𝑡) ,  𝑐𝑜𝑠( 1𝑖𝑡)  and 𝑠𝑖𝑛( 1𝑖𝑡) 
respectively. The coefficients 𝐴𝑖𝑗  (𝑖, 𝑗 = 1⋯ ) are the same for every cell and have analytic 
expressions that are given in the appendix.  
The integration on the right hand side of Eq. (34) is computed numerically for every cell 
using a second order accurate integration scheme (trapezoidal rule). The linear     system 
is solved for every cell in the domain at the end of a period 𝑇 1𝑖. The integration should be 
performed when the flow has developed for a time long enough so that the effect of all stable 
eigenmodes of 𝐴  have reduced to negligible values. The integrations were performed 
repeatedly for several periods 𝑇 1𝑖 to make sure that converged results are obtained.  
 
5. Computational details  
The finite volume method was used to solve the non-linear and linearised equations. The 
downstream and upstream boundaries were located at  3   and 16  from the centre of the 
cylinder, respectively. The upper and lower boundaries were located 16  each from the 
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centre of the cylinder. The computational mesh had more than 60000 cells in total and was 
locally refined in the near wake region, as can be seen in Figure 1. The computational domain 
was large enough and the mesh fine enough that they did not affect the results of the 
simulations. Nevertheless, the results were validated against reference data from the literature 
in the next section.  
 
                  
                               Figure 1. Computational mesh in the near wake region. 
 
A second-order central scheme was employed to discretise the spatial terms of the 
momentum equations. The unsteady terms are advanced using a three-point backward scheme 
that offers also second order temporal accuracy. For the non-linear simulations, at inlet 
boundaries, the distribution of velocity was specified. The convective boundary condition  
𝜕𝜙
𝜕𝑡
+ 𝑈𝑐𝑜𝑛𝑣
𝜕𝜙
𝜕𝑥
= 0 was used at the exit boundary, where  𝑈𝑐𝑜𝑛𝑣 was the convective velocity 
normal to the exit boundary and   was any variable convected out through of the domain. On 
the cylinder surface, the no-slip condition was imposed. Symmetry boundary condition was 
used at the lateral (top and bottom) boundaries. For the linearised equations, Dirichlet 
conditions were also used at the inlet boundaries and for the outlet a convective boundary 
condition was derived for the perturbation variable ′. This was achieved by applying the 
16 
 
previous exit condition 
𝜕𝜙
𝜕𝑡
+ 𝑈𝑐𝑜𝑛𝑣
𝜕𝜙
𝜕𝑥
= 0 for the perturbed flow and subtracting the same 
equation for the time-averaged flow. The equation was linearised by discarding the second-
order term 𝑈𝑐𝑜𝑛𝑣
′ 𝜕𝜙
′
𝜕𝑥
, resulting in 
𝜕𝜙′
𝜕𝑡
+ 𝑈𝑐𝑜𝑛𝑣
′ 𝜕?̅?
𝜕𝑥
+ ?̅?𝑐𝑜𝑛𝑣
𝜕𝜙′
𝜕𝑥
= 0. 
 
6. Code validation 
6.1 Computation of frequency and growth rate of the most unstable eigenmode for 
steady base flow 
In order to validate the code, the stability of the flow past a fixed cylinder with steady base 
flow at various 𝑅𝑒 is investigated. The steady base flow fields were obtained by solving the 
steady Navier-Stokes equations. Below the critical 𝑅𝑒 number, the steady base flow is stable. 
Above the critical 𝑅𝑒, the base flow still exists, but is unstable. To compute the steady base 
flow, the symmetry condition (𝑢1( ,  ), 𝑢2( ,  )) = (𝑢1( , − ), −𝑢2( , − )) is enforced for 
cells located symmetrically across the x-axis. This approach leads to a stable and convergent 
algorithm. The length of the recirculation bubble (measured from the rear stagnation point) is 
shown in Figure  . There is good agreement with the results of Giannetti & Luchini8. The 
frequency of the most unstable eigenmode can be easily calculated by using Fast Fourier 
Transfer (FFT) analysis for the velocity signal and the growth rates also can be calculated by 
checking the growth of the amplitude from one peak to the other.  
In Figure 3, the frequencies and growth rates of the most unstable eigenmode of system (5-
6) are shown. The results match well those of Barkley
7
 for both frequencies and growth rates 
(the differences for all Reynolds number are smaller than 1%). By fitting a spline to our data 
the critical Reynolds number (with zero growth rate) is computed to be  6. , which is the 
very similar with the previous investigations.
3,8,29
 All of the results clearly show that the 
methodology and code are appropriate for accurately solving the linearised equations.   
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Figure 2. Length of the wake bubble (steady base flow). 
 
6.2 Non-linear simulations of steady flow past a fixed cylinder 
The results of the numerical algorithm for non-linear simulations with steady approaching 
flow were assessed against existing results from the literature. The Strouhal number at 
𝑅𝑒 = 60 is predicted as 0.137 , while the value from Norberg30 is 0.137 and 0.136 from 
Kang et al.
31
. The mean drag force coefficient (𝐶𝐷) is 1.    which is very close to 1. 0 from 
Kang et al.
31
. The results show that the code has good accuracy for the non-linear simulations 
too. 
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Figure 3. (a) Non-dimensional frequency and (b) growth rate of the most unstable eigenmode 
(steady base flow). 
 
7. Results and discussion 
7.1 Stability of time-averaged cylinder wake 
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The time-averaged flow field is obtained after about 30 fully developed vortex shedding 
periods at 𝑅𝑒 = 60. Figure 4 shows the contour plots of the streamwise velocity component 
and vorticity for the time-averaged flow. 
 
 
Figure 4. Contour plots of (a) streamwise component of velocity and (b) vorticity (time-
averaged flow). 
 
    This flow field is used as the base flow field to solve the linear perturbation equations, 
first without and then with, external pulsation. The stability analysis of time-averaged 
cylinder wake was investigated without external pulsation. After long time integration, the 
solution is dominated by the component with the most unstable eigenvalue, that is the one 
with the largest real part. It was found that the most unstable mode decays very slowly (the 
real part   1𝑟  is a small negative number close to  0 , equal to  −3.36  10
−4 ). The non-
dimensional frequency corresponding to the imaginary part of this eigenvalue is found to 
be 0.136 , which is in very good agreement with the natural vortex shedding frequency 
obtained from the non-linear simulations. This is consistent with the results of other 
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investigators who found that linear stability analysis of the time-averaged flow can accurately 
predict the St number.
7,9,10
 This value was used to obtain   1𝑖 and 𝑇  1𝑖 used in section 4.   
 
 
Figure 5. Contour plots of instantaneous (a) streamwise, (b) cross-stream components of 
perturbation velocity and (c) vorticity at 𝑡 = 310 (no forcing). 
 
By solving the perturbation Navier-Stokes equations, the fields of any perturbation variable 
can be obtained. The streamwise and cross-stream components of perturbation velocity and 
vorticity fields are shown in Figure 5 at  𝑡 = 310 . By this time only the most unstable 
eigenmode has remained. The vorticity and cross-stream perturbation velocity are symmetric, 
and the streamwise component of perturbation velocity is anti-symmetric about the centreline 
of the wake. This velocity field leads to symmetry breaking in the wake and the development 
of periodic vortex shedding.  
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7.2 Effect of external pulsation on cylinder wake 
The inhomogeneous linearised system of equations was solved numerically with pulsating 
approaching velocity 𝑈𝑠𝑖𝑛(𝜔𝑡), with 𝑈 = 1. Due to linearity, results for any other value 
can be obtained simply by multiplying with the actual value of 𝑈. The extraction of the 
component 𝒒𝒄𝝎( ,  )𝑐𝑜𝑠(𝑡) + 𝒒𝒔𝝎( ,  ) 𝑠𝑖𝑛(𝑡)  that varies with frequency    for every 
variable was performed as explained in section 4.  
 
 
       
Figure 6. Contour plots of coefficient 𝑢2𝑠  at 𝑅𝑒 = 60  (cross-stream component of 
perturbation velocity in phase with external pulsation) for: (a)  𝑓𝑒 =  𝑓0 , (b)  𝑓𝑒 =  . 𝑓0 , 
(c) 𝑓𝑒 = 3𝑓0, (d) 𝑓𝑒 = 3. 𝑓0.  
22 
 
 
Figure 7. Contour plots of coefficient 𝑢2𝑐  at 𝑅𝑒 = 60  (cross-stream component of 
perturbation velocity at  0°  phase difference with external pulsation) for: (a)  𝑓𝑒 =  𝑓0 , 
(b) 𝑓𝑒 =  . 𝑓0, (c) 𝑓𝑒 = 3𝑓0, (d) 𝑓𝑒 = 3. 𝑓0. 
 
Contour plots of the coefficients 𝑢2𝑠  and 𝑢2𝑐 for the cross-stream (transverse) component 
of perturbation velocity for external frequencies 𝑓𝑒 =  𝑓0 , 𝑓𝑒 =  . 𝑓0 , 𝑓𝑒 = 3𝑓0 , 𝑓𝑒 = 3. 𝑓0 
are shown in Figures 6 and 7 respectively. In order to compare the results from different 
frequencies, the same minimum and maximum values were used in these plots. It can be 
clearly seen that the length of the region affected by external pulsation in the wake decreases 
as the pulsating frequency increases. It is interesting to note the differences with the mode 
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shown in Figure 5. For example, in the Karman mode, the 𝑢2 velocity is maximized in the 
central line of the domain (Figure 5(b)), which leads to symmetry breaking. On the other 
hand, 𝑢2𝑠 and 𝑢2𝑐  vanish on the central line, meaning that the external pulsation preserves the 
flow symmetry.  
 
 
Figure 8. Contour plots of coefficient 𝑢1𝑐  at 𝑅𝑒 = 60 (streamwise component of perturbation 
velocity at  0°  phase difference with external pulsation) for: (a)  𝑓𝑒 =  𝑓0 , (b) 𝑓𝑒 =  . 𝑓0 , 
(c) 𝑓𝑒 = 3𝑓0, (d) 𝑓𝑒 = 3. 𝑓0. 
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Figure 9. Contour plots of amplitude 𝑢2𝑚 = √𝑢2𝑐
2 + 𝑢2𝑠
2  𝑎𝑡 𝑅𝑒 = 60  for cross-stream 
component of perturbation velocity for: (a) 𝑓𝑒 =  𝑓0, (b) 𝑓𝑒 =  . 𝑓0, (c) 𝑓𝑒 = 3𝑓0, (d) 𝑓𝑒 =
3. 𝑓0. 
 
It can be seen that the wake is dominated by pairs of alternating positive and negative 
velocities. This velocity field is excited by pairs of symmetric vortices shed in one period of 
pulsation as will be explained later.  
The fact that the external excitation has the form 𝑈𝑠𝑖𝑛(𝜔𝑡) can be detected in Figures 6 
& 7. For example, a sinusoidal streamwise velocity is expected to induce a cross-stream 
velocity, 𝑢2, with the same phase in front of the cylinder simply because the presence of the 
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cylinder diverts the flow. This is evident in Figure 6 for all frequencies. On the other hand the 
component 𝑢2𝑐 is close to zero in front of the cylinder but it is excited in the wake (Figure 7). 
Figure 8 shows contour plots of the 𝑢1𝑐velocity field. Notice again that the values in front 
of the cylinder and away from the wake are almost zero. The velocity field is symmetric in 
contrast to the Karman mode shown in Figure 5(a), which is antisymmetric.  
 
 
Figure 10. Contour plots of vorticity 𝜔𝑐  at 𝑅𝑒 = 60: (a) 𝑓𝑒 =  𝑓0, (b) 𝑓𝑒 =  . 𝑓0 , (c) 𝑓𝑒 =
3𝑓0, (d) 𝑓𝑒 = 3. 𝑓0. 
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The amplitude of perturbation velocities can be easily calculated for every cell in the 
domain. Contour plots of the amplitude for the cross-stream component of perturbation 
velocity  𝑢2𝑚 = √𝑢2𝑐
2 + 𝑢2𝑠
2 for different external frequencies are shown in Figure 9. For 
the examined Re number, the maximum value  𝑢2𝑚 varies weakly with the pulsating 
frequency and the average value for all examined frequencies is about 0. 6. It can be seen 
that although the external pulsation is applied in the streamwise component of velocity, it 
induces fluctuations with large amplitude in the cross-stream velocity in the separating shear 
layers at the top and bottom sides of the cylinder (almost equal to that of the imposed 
streamwise velocity). Previous non-linear simulations by Liang & Papadakis
16
 have shown 
exactly the same behaviour close to the cylinder. In other words this important feature can be 
captured using the type of linearised analysis presented in this paper. 
Contour plots of vorticity 𝜔𝑐  (calculated from  𝑢1𝑐  and  𝑢2𝑐 ) are shown in Figure 10. 
Symmetric vortex pairs (alternating positive and negative) are shed from the cylinder. This 
behaviour is again different from the Karman vortex shedding pattern in which only negative 
vorticity is shed from top and positive from bottom. It can be seen again that increasing the 
frequency of external pulsation, the length of the wake is reduced. This can be explained by 
the fact that when frequency increases, the period is reduced, so that the distance between 
successive vortices is reduced, and they are clustered closer to the cylinder.  
In order to elucidate further the effect of pulsation on the vorticity field, four time instances 
in one period of external pulsation ( 𝑓𝑒 =  𝑓0) are chosen t 𝑇 = 0 , 1   , 1   and 3  . The 
velocities of pulsation at these   time instances are shown in Figure 11 (a) and zoomed-in 
plots close to the cylinder are shown in Figure 11(b-e). In one period of external pulsation, 
two symmetric vortex pairs are shed, synchronised with the external pulsation, as already 
mentioned. This process can now be elucidated more clearly. 
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Figure 11. External pulsating velocity at four characteristic time instances (a) and near wake 
perturbation vorticity at the same time instances in one period of external pulsation for 
 𝑓𝑒 =  𝑓0: (b) t/T=0, (c) t/T=1/4, (d) t/T=1/2, (e) t/T=3/4.  
 
Let’s consider the motion of the vortices 𝜔1  and 𝜔2  shown in Figure 11. At  𝑡 𝑇 = 0 , 
vortex 𝜔1 has been shed and vortex 𝜔2 is under formation. In the next time instance, 𝜔1 has 
moved downstream in the wake but is split by the developing vortex  𝜔2 (two peaks of 
vorticity appear in 𝜔1). At 𝑡 𝑇 = 1    𝜔2 is fully developed. It can be seen that this vortex is 
identical to 𝜔1 at 𝑡 𝑇 = 0 but with opposite sign. It is evident that Figures 11(b) and (d) are 
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mirror images of each other, with positive and negative vorticity interchanged. In the last 
instance, vortex  𝜔2 is split by the developing vortex  𝜔3 and of course this figure is mirror 
image of Figure 11(c). To the best of our knowledge, this is the first time that linear stability 
analysis is shown that it can capture the periodic shedding of pairs of symmetric vortices of 
equal magnitude and opposite sign within one period of external pulsation.  
 
 
Figure 12. Superposition of the time-averaged and pulsating velocity fields at four time 
instants in a period of pulsating approaching flow for  𝑓𝑒 =  𝑓0: (a) 𝑡 𝑇 = 0, (b) 𝑡 𝑇 = 1  , 
(c) 𝑡 𝑇 = 1  , (d) 𝑡 𝑇 = 3  .  
 
It is interesting to superimpose the time-averaged and the pulsating fields. Velocity vectors 
at   time instances are shown in Figure 12. In order to avoid clattering up the figure with 
vectors at every cell, only 100  7  vectors are presented, equally spaced in each direction. 
Line 𝐵 is located 1  away from cylinder centre, and is used to compare the wake width at the 
same location. In order to avoid cancellation of the mean flow and pulsating field, we present 
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results for  
Δ𝑈
𝑈∞
= 0. . From the results shown in Figure 12, it can be clearly seen that the wake 
width varies significantlly with external pulsation velocity. The minimum width appears at 
𝑡 𝑇 = 1   (Figure 12(b)), and the maximum appears at 𝑡 𝑇 = 3   (Figure 12(d)). In these 
two instances the external velocity has reached maximum and  minimum values respectively 
(see Figure 11(a)). In both cases the acceleration is 0. The wake therefore alternates between 
wide and narrow states. This phenomenon is very similar to the ‘wake breathing’ identified 
by Naudascher
32
 for streamwise oscillating cylinder. More specifically, Naudascher
32
 found 
that the near wake width reaches a maximum near the instant when the cylinder approaches 
its maximum speed in its downstream stroke, and a minimum near the corresponding instant 
in its upstream stroke. These two instances correspond to minimum and maximum relative 
velocity between the cylinder and the flow. This is entirely consistent with the present results 
(Figures 12(b) and 12(d)).  
 
8. Conclusions  
The effect of external pulsation on the dynamics of cylinder wake was examined by 
solving the linearised N-S equations. It was found that both cross-stream and streamwise 
components are strongly-affected by external pulsation in the near wake. Although the 
external pulsation is along the streamwise direction, it induces large fluctuations in the cross-
stream component of velocity at the separating shear layers at the top and bottom of the 
cylinder. The length of the region affected by external pulsation behind cylinder reduces as 
the frequency of external pulsation increases. 
In one period of external pulsation, two symmetric vortex pairs are shed in the wake. 
Positive vorticity alternates with negative vorticity from the top and bottom sides of the 
cylinder. This behaviour is different from the Karman vortex shedding pattern of a fixed 
cylinder with steady approaching flow. 
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When the perturbation velocity field is superimposed to the time-averaged flow field, the 
width of cylinder wake varies with external velocity. The width of cylinder wake is minimum 
or maximum when the velocity is maximum or minimum, respectively. In one period of 
external pulsating flow, the cylinder wake periodically widens and narrows. This 
phenomenon is very similar to the ‘wake breathing’ excited by the streamwise cylinder 
oscillation  identified by Naudascher
32
.  
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Appendix 
    For the evaluation of the matrix elements 𝐴𝑖𝑗 in Eq. (3 ), the integrals can be reduced to 
three basic types:  1(𝛽, 𝜔1, 𝜔2) = ∫ 𝑒
𝛽𝑡 𝑐𝑜𝑠(𝜔1𝑡) ∙ 𝑐𝑜𝑠(𝜔2𝑡) 𝑑𝑡
𝑇0+𝑇1
𝑇0
,  2(𝛽, 𝜔1, 𝜔2) =
∫ 𝑒𝛽𝑡 𝑐𝑜𝑠(𝜔1𝑡) ∙ 𝑠𝑖𝑛(𝜔2𝑡) 𝑑𝑡
𝑇0+𝑇1
𝑇0
 and  3(𝛽, 𝜔1, 𝜔2) = ∫ 𝑒
𝛽𝑡 𝑠𝑖𝑛(𝜔1𝑡) ∙ 𝑠𝑖𝑛(𝜔2𝑡) 𝑑𝑡
𝑇0+𝑇1
𝑇0
, 
where  𝑇1 = ma  (
2𝜋
𝜔1
,
2𝜋
𝜔2
)  and 𝛽  is a constant (either 0  or  1𝑟 ). For example  𝐴11 =
 1( 1𝑟 ,  1𝑖, 𝜔) ,  𝐴12 =  2( 1𝑟 , 𝜔,  1𝑖) , 𝐴13 =  1(0, 𝜔, 𝜔) , 𝐴14 =  2(0, 𝜔, 𝜔) , 𝐴24 =
 3(0, 𝜔, 𝜔) etc. 
 
(a) The analytic expression for integral  1 is: 
If 𝜔1 = 𝜔2, then  1 =
1
2
𝑇1. 
If 𝜔1  𝜔2, then 
 1(𝛽, 𝜔1, 𝜔2) =
1
2
{
𝑒𝛽𝑡
𝛽2+(𝜔1+𝜔2)2
[(𝜔1 + 𝜔2) ∙ sin((𝜔1 + 𝜔2)𝑡) + 𝛽 ∙ cos((𝜔1 + 𝜔2)𝑡)]}|
𝑇0
𝑇0+𝑇1
+
1
2
{
𝑒𝛽𝑡
𝛽2+(𝜔1−𝜔2)2
[(𝜔1 − 𝜔2) ∙ sin((𝜔1 − 𝜔2)𝑡) + 𝛽 ∙ cos((𝜔1 − 𝜔2)𝑡)]}|
𝑇0
𝑇0+𝑇1
                     
 
(b) The analytic expression for integral  2 is: 
If 𝜔1 = 𝜔2, then  2 = 0. 
If 𝜔1  𝜔2, then 
 2(𝛽, 𝜔1, 𝜔2) =
1
2
{
𝑒𝛽𝑡
𝛽2+( 𝜔1+𝜔2)2
[𝛽 ∙ sin((𝜔1 + 𝜔2)𝑡) − ( 𝜔1 + 𝜔2) ∙ cos((𝜔1 +
𝜔2)𝑡)]}|
𝑇0
𝑇0+𝑇1
−
1
2
{
𝑒𝛽𝑡
𝛽2+( 𝜔1−𝜔2)2
[𝛽 ∙ sin((𝜔1 − 𝜔2)𝑡) − ( 𝜔1 − 𝜔2) ∙ cos((𝜔1 −
𝜔2)𝑡)]}|
𝑇0
𝑇0+𝑇1
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(c) The analytic expression for integral  3 is: 
If 𝜔1 = 𝜔2, then  3 =
1
2
 𝑇1. 
If 𝜔1  𝜔2, then 
 3(𝛽, 𝜔1, 𝜔2) = −
1
2
{
𝑒𝛽𝑡
𝛽2+( 𝜔1+𝜔2)2
[( 𝜔1 + 𝜔2) ∙ sin((𝜔1 + 𝜔2)𝑡) + 𝛽 ∙ cos((𝜔1 +
𝜔2)𝑡)]}|
𝑇0
𝑇0+𝑇1
+
1
2
{
𝑒𝛽𝑡
𝛽2+( 𝜔1−𝜔2)2
[( 𝜔1 − 𝜔2) ∙ sin((𝜔1 − 𝜔2)𝑡) + 𝛽 ∙ cos((𝜔1 −
𝜔2)𝑡)]}|
𝑇0
𝑇0+𝑇1
                      
In order to make sure that the implementation in the code was done correctly, we integrated 
also numerically using the trapezoidal rule, and the results were almost indistinguishable.              
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