Abstract. An algorithm is presented which finds all the elementary circuits-of a directed graph in time bounded by O((n + e)(c + 1)) and space bounded by O(n + e), where there are n vertices, e edges and c elementary circuits in the graph. The algorithm resembles algorithms by Tiernan and Tarjan, but is faster because it considers each edge at most twice between any one circuit and the next in the output sequence.
1. Introduction. Broadly speaking, there are two enumeration problems on sets of objects. The one, which we call counting, is determining how many objects there are in the set. The other, which we call finding, is the construction of every object in the set exactly once. Indeed, objects may always be counted by finding them if a method to do so is at hand. But knowing the count is usually of little aid in finding the objects.
We give an algorithm for finding the elementary circuits of a directed graph which is faster in the worst case than algorithms previously known. As far as we know, it is also the fastest method known for the general enumeration problem as well (see 1, p. 2263) . Specific counting problems are, of course, solved. For example, there are exactly i=1 n-i+ (n i)! elementary circuits in a complete directed graph with n vertices. Thus the number of elementary circuits in a directed graph can grow faster with n than the exponential 2". So it is clear that our algorithm, which has a time bound of O((n + e)(c + 1)) on any graph with n vertices, e edges and c elementary circuits, is feasible for a substantially larger class of problems than the best algorithms previously known [2] , [3] , which realize a time bound of O(n. e(c + 1)).
A directed graph G (V, E) consists of a nonempty and finite set of vertices V and a set E of ordered pairs of distinct vertices called edges. There [4] and of Weinblatt [5] , time exponential in the size of the graph may elapse between the output of one circuit and the next [2] . Tarjan [2] presents a variation of Tiernan's algorithm in which at most O(n. e) time elapses between the output of any two circuits in sequence, giving a bound of O(n. e(c + 1)) for the running time of the algorithm on an entire graph in the worst case. Ehrenfeucht, Fosdick, and Osterweil [3] give a similar algorithm which realizes the same bound.
In the case of Tarjan's algorithm, the worst-case time bound is realized, for instance, on the graph shown in Fig. 1 , and there is some vertex which is unblocked before y is unblocked such that y is on B(t). By assumption, there is a path from to s on which only and s are on the stack. Furthermore, when y was last put on B(t), blocked(t) was true and y was on the stack. But blocked(t) has to remain true until the current call UNBLOCK(/)). Otherwise y would have been removed from B(t). Since y must have been unstacked after y was put on B(t), there was some execution of L2 where the stack was a prefix of the current stack, (i) and (ii) held for t, and blocked(t) was not set false. But by assumption, the lemma did not fail then for t. From this contradiction, we find that Case 2 is also impossible. COROLLARY 1 Let (/)1,/)e, "'",/)l,/)1) be an elementary circuit such that/)1 -</)i, _< =< I.
A first call CIRCUIT(v1) will eventually occur at L3 since there is a strong component with least vertex/) 1. Since no vertex is blocked when this first call occurs, it follows by induction using Lemma that whenever the stack is (s vl,/)e, "'", for < l, the stack will later be (s vl,/)2,"',/)i+ 1)" Thus every elementary circuit is output.
The foregoing results show that the algorithm does indeed find all the elementary circuits of a directed graph. The Proof. First we show that no vertex can be unblocked twice in succession unless a circuit is output. Then we show that no more than O(n + e) time can elapse before some vertex is unblocked a second time.
Suppose a circuit is output and then some vertex y is unblocked. By Lemma 1,  as soon as v is unstacked there is a path (y v,/)2, /)k S) on which only s is on the stack. Let some vertex v, __< < k, be the first vertex on this path to be put on the stack again. We see by induction on the execution of the algorithm that eventually the stack will be (s, ..., v, v+, ..., v_ ) and a new circuit output.
Until the new circuit is output, no vertex on the path will be unstacked. Thus no vertex can be unblocked more than once before a circuit is output.
Charge a unit of cost to a vertex if it is an argument to a procedure call and a unit of cost to an edge if consideration of this edge by the for loop at L1 in CIR-CUIT does not result in a procedure call. The cost of all work in the procedure CIRCUIT will be bounded by a constant times the number of units charged. For any vertex x, calls to CIRCUIT and UNBLOCK must alternate. Consequently, no more than three units can be charged to each vertex before some vertex is unblocked twice. As to edge charges, let some edge originate in vertex x. A unit may be charged to this edge only when blocked(x) is true and, once a unit is charged, x must be unblocked and blocked again before a second unit can be charged to the same edge. It follows that at most two units can be charged to any edge before some vertex is unblocked twice. [3 COlOIIAgY 2. The algorithm runs in O((n + e)(c + 1)) time and uses O(n + e) storage space plus the space used for output.
Proof. The time bound follows directly from Lemma 3 and a known algorithm [6] for finding strong components in O(n + e) time. The space bound is immediate from the observation that no vertex appears more than once on any B-list.
3. Discussion of running time. We have shown that in the worst case, our algorithm is asymptotically faster than algorithms previously known. With respect to Tarjan's algorithm, a stronger statement can be made. There is a constant factor which bounds how much slower our algorithm can be compared to his on any graph, provided the same adjacency structure is used as input to both algorithms. Such a constant, of course, is implementation dependent. Its existence follows from two facts. First, the time spent by our algorithm in finding the strong component with least vertex s >= k is of no greater order than the search in Tarjan's algorithm for circuits with least vertex k, for =< k =< n. Second, if the calls to UNBLOCK are ignored, on identical adjacency structures the sequence of edge explorations generated by our algorithm is embedded in the sequence generated by Tarjan's. But for every edge in the sequence, for our algorithm there can occur at most one call to UNBLOCK. Therefore, since the search time in each algorithm is related by constant factors to the number of edge explorations, the effort spent by our algorithm in finding circuits from a given base vertex, s, is bounded by a constant factor times the effort expended by Tarjan's algorithm for the corresponding search on the same adjacency structure for any graph.
Experimental results are shown in Tables and 2. The algorithms were implemented in ALGOL W [7] and were run on an IBM 370/168 with virtual address hardware inoperative. The benefit predicted for our algorithm on worst cases is apparent in the results in Table 1 . preceding paragraph would still hold. In both tests, the space bound of O(n + e) was confirmed. 4 . Conclusions. The algorithm we have shown is faster asymptotically in the worst case than algorithms previously known. The algorithm appears particularly suited for general use because of the stronger property, which we have shown in relation to Tarjan's algorithm, of being never slower on any graph by more than a constant factor. In fact, in the tests run, our algorithm was always faster except on trivially small graphs.
