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If my history lesson has done nothing else, it should have reminded you that, during
any given period in the evolving history of physics, the prevailing, main line, climate of
opinion was likely as not to be wrong, as seen in the light of later developments. And
yet, in those earlier times, with relatively few individuals involved, change did occur, but
slowly... What is fundamentally different in the present day situation in high energy
physics is that large numbers of workers are involved, with corresponding pressures to
conformity and resistance to any deflection in direction of the main stream, and that the
time scale of one scientific generation is much too long for the rapid pace of experimental
discovery. I also have a secret fear that new generations may not necessarily have the
opportunity to become familiar with dissident ideas.
"If you can't join 'em, beat 'em": Julian Schwinger's Conflicts in Physics. Directions in
Cultural History, The UCLA Historical Journal, Volume 21, 2005-2006, p. 50
Abstract
This thesis studies the symmetries and phenomenologies of the massive vector fields of
indefinite spin with both scalar and spin-one degrees of freedom and Elko. The investiga-
tion is conducted by using and extending the quantum field theory formalism developed
by Wigner and Weinberg. In particular, we explore the possibility that the W± and Z
bosons have an additional scalar degree of freedom and show that Elko is a fermionic
dark matter candidate.
We show that the massive vector fields of indefinite spin are consistent with Poincaré
symmetry and have physically desirable properties that are absent for their pure spin-
one counterpart. Using the new vector fields, the decay of the W± and Z bosons to
leptons at tree-level are in agreement with the Standard Model (SM) predictions. For
higher order scattering amplitudes, the theory has better convergent behaviour than the
intermediate vector boson model and the Fermi theory.
Elko has the unusual property that it satisfies the Klein-Gordon but not the Dirac equa-
tion and has mass dimension one instead of three-half. We show that the Elko fields are
local only along a preferred axis and that they violate Lorentz symmetry. Motivated by
the results obtained by Ahluwalia and Horvath that the Elko spin-sums are covariant
under very special relativity (VSR) transformations, we derive the VSR particle states
and quantum fields. We show that the VSR particles can only interact with the SM
particles through gravity and massive scalar particles thus making them and hence Elko
dark matter candidates.
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Chapter 1
Introduction
The central theme of the thesis is on the connexions between space-time symmetries and
quantum field theory and their application to particle physics. In this thesis we focus on
the following two topics. The first topic involves the ab-initio construction of a massive
vector particle with both scalar and spin-one degrees of freedom while the later studies a
new fermionic quantum field called Elko constructed by Ahluwalia and Grumiller [1, 2].
Although these two topics are not directly related, the results we have obtained suggest
that beneath these topics are the existence of unexplored structures containing physics
beyond the Standard Model (SM). Specifically, the massive vector fields offer deeper
insights to the electroweak theory while Elko is a dark matter candidate.
Throughout the thesis, we closely follow the theme we have laid out. Our starting point
of research is always based on a systematic approach to either explore the implications of
the symmetry principles or to determine the symmetries of the proposed theories. In this
way, we can be confident that the theories and their phenomenologies are mathematically
consistent and reliable.
1.1 Possible generalisations of mass and spin
Through the seminal work of Wigner, it is known that the simplest particle states in
the Hilbert space can be obtained from the unitary irreducible representations of the
Poincaré group and are uniquely characterised by their mass and spin [3].1 Quantum
field theory, as shown by Weinberg is the only known way to describe the interactions of
these particle states that is consistent with Poincaré symmetry [57].
1Strictly speaking, according to the unpublished notes of Bargmann, Wightman and Wigner, further
classification of particles are possible when one includes discrete symmetries. See ref. [4] for more details.
1
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Although the formalism developed by Wigner and Weinberg accommodates the SM parti-
cles and fields, from a theoretical perspective, it does not cover the most general possibil-
ities. The axioms of quantum mechanics allow for the superposition of physical states, so
in principle, we should be able to construct theories where particles have neither definite
mass and spin. Therefore, the most general particle states that realise the principle of
superposition would be a linear combination of eigenstates of different mass and spin [8].
The corresponding quantum fields would then be the most general fields that satisfy
Poincaré symmetry. In fact, we now know that nature utilises one of the possibilities
through neutrino oscillation, where the neutrino states are linear superposition of mass
eigenstates [911].
In this thesis, we do not study the most general particle state nor neutrino oscillation.
Instead, we realise one of the above mentioned possibilities by constructing a massive
vector particle containing scalar and spin-one degrees of freedom.
In the SM, the W± and Z are taken to be massive spin-one vector bosons and their in-
teractions are described by non-Abelian gauge theory. The theory requires scalar ghost
fields and spontaneous symmetry breaking for it to be renormalisable and the particles to
gain masses respectively. Here, we explore the possibility that the W± and Z bosons are
described by massive vector particles of indefinite spin, containing scalar and spin-one
degrees of freedom. In scattering processes, it is shown that the tree-level decay rates
of W± and Z to leptons are identical to the SM predictions up to an additive constant
proportional tom2`/m
2
Z,W± where ` denotes the leptons. But more importantly, for phys-
ical processes considered in the thesis where the scattering amplitudes are divergent and
unitary-violating in the intermediate vector boson model [12] and the Fermi theory [13],
they are shown to be finite and unitary for the proposed theory.
1.2 Space-time symmetries and dark matter
As the name suggest, dark matter is dark with respect to the SM particles so it has
limited electromagnetic interactions with the SM particles. The term dark matter was
first introduced in a paper published in the Astronomical Institute of the Netherlands by
Oort [14] in 1932 where he discovered irregularities in the velocity of stars (in direction
perpendicular to the plane of the galaxies). A year later in 1933, Zwicky inferred missing
masses when studying the motion of astrophysical objects in the Coma galaxy [15].
The findings of Zwicky and Oort now belong to a wide range of evidence for dark matter
at various distance scales. On galactic and sub galactic scales, evidence include rotation
curves [16] and gravitational lensing [1720]. At the scale of galaxy clusters, observations
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(radial velocities, weak lensing and X-ray emission) indicate a total matter density of
ΩM ≈ 0.2 − 0.3 far greater than the density of ordinary baryonic matter [2124]. The
recent fitting of ΛCDM parameters with the latest WMAP observation yields a dark
matter density that is five times greater than the baryonic matter density [25].
The increasing observational evidence of non-baryonic dark matter and its dominance
over baryonic matter makes it one of the most intriguing and important area of research
in our quest to understand the fundamental laws of nature. Following the central theme
of the thesis, a natural question to ask is what is the space-time symmetry of dark
matter? We note, as currently there are no direct detections of dark matter, it is not
possible to answer this question directly. But from a theoretical perspective, there are
good reasons to assume dark matter satisfies Poincaré symmetry.
Poincaré symmetry is one of the cornerstone of modern physics, in particle physics it has
given us quantum field theory, the language in which the SM is based on. On a broader
picture, all the currently known laws of physics (including classical gravity) can be traced
back to Poincaré symmetry.2 Apart from the success of the SM, one of the most definitive
evidence in favour of Lorentz symmetry is the validity of the dispersion relation for the SM
particles. The most recent measurement made by the Fermi GBM/LAT Collaboration
of photons in the vacuum emitted by distant astrophysical sources have shown that the
dispersion relation is accurate up to ∼ 1019GeV [29]. Moreover, Collins et al. have shown
that a modification of the dispersion relation for massive particles due to the existence
of Planck-scale preferred frame, with the inclusion of particle interactions, would give
rise to Lorentz violation at the percent level unless the bare parameters are unnaturally
fine-tuned [30].
Given the amount of evidence for Poincaré symmetry, it is natural and conservative for
theorists to investigate the dark matter problem within the realm Poincaré symmetry.
The inert interactions between dark matter and the SM particles can be achieved by
demanding the dark matter particles to be electrically neutral. In this thesis, we argue
that although this approach is pedagogic and well-motivated, it is not the only possibility.
To see how this argument works, we need to review the connexions between Lorentz
symmetry and local gauge symmetry.
The principle of local gauge invariance is a powerful formalism to determine the interac-
tions between particles. In the SM, the gauge group SU(3)C × SU(2)L × U(1)Y where
C, L and Y denote the colour, left-handed chirality and weak hypercharge respectively,
successfully explain the interactions of the elementary particles. However, it also has its
2The classical theory of gravity with non-vanishing torsion can be formulated as a gauge theory by
gauging the Poincaré group [2628].
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limitations as Weinberg has shown that the local Abelian gauge symmetry is a conse-
quence of Lorentz symmetry [6]. Specifically, the spin-one massless field aµ(x) is not a
four-vector. Instead, it transforms as a four-vector up to a local gauge transformation
aµ(x)→ Λ µν aν(Λx) + ∂µΩ(Λ, x).3 Seen from this perspective, it is possible that the SM
gauge symmetry may no longer be applicable to particles whose symmetry groups are
not the Poincaré group. Here, it is important to realise that although there are strin-
gent limits on Poincaré symmetry violation, all these experiments were conducted using
equipments built from the SM particles [31]. Consequently, there are no direct evidence
suggesting that dark matter must satisfy Poincaré symmetry [32].
Our observation raise the possibility that the symmetry group for dark matter may not
be the Poincaré group. Depending on the properties of the symmetry group, it may
not admit the usual SM gauge symmetry thus naturally limits the interactions between
dark matter and the SM. Therefore, a new direction of research for dark matter is to
study particle states and quantum fields derived from symmetry groups that differ from
the Poincaré group. Using the symmetry group, we may then proceed to determine the
possible interactions and resulting gauge symmetries within the dark sector following the
formalism developed by Weinberg [33].
In this thesis, Elko is shown to violate Lorentz symmetry but its spin-sums are shown
to be covariant under very special relativity (VSR) transformations by Ahluwalia and
Horvath [34] where the VSR groups are subgroups of the Poincaré group. By studying
the representations and symmetries of VSR, we show that the VSR particles can only
interact with the SM particles through gravity and massive scalar particles, thus making
them dark matter candidates.
1.3 Outline of the thesis
Chapter 2 reviews the foundations of quantum field theory with Poincaré symmetry based
on the works of Wigner [3] and Weinberg [57]. First, we derive the Poincaré algebra
through the principles of special relativity and the axioms of quantum mechanics.
The massive and massless particles are obtained from the unitary irreducible represen-
tations of the Poincaré group and their transformations are derived. Subsequently the
S-matrix formalism is introduced to compute the interacting observables between the
particle states. In the low energy limit (with respect to the Planck scale), quantum
field theory as shown by Weinberg, is the inevitable consequence due to the demand of
Poincaré-invariant S-matrix and the cluster decomposition principle [7, chap. 4].
3See sec. 3.2.1 for details.
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The formalism developed byWeinberg allows us to obtain the general constraints imposed
by Poincaré symmetry on the quantum fields. Using these constraints, we can determine
the expansion coefficients of the quantum fields and their field equations. To demonstrate
the power of the formalism, we construct the massive and massless Dirac fields and
generalise the former to arbitrary spin.
Chapter 3 studies the massive and massless particles of the vector representation of the
Poincaré group. Here, the massive vector particles have both scalar and spin-one degrees
of freedom so they transform under a reducible rather than an irreducible representation
of the Poincaré group. We show that by choosing the appropriate relative phases for
the dual coefficients between the scalar and spin-one sector, the resulting propagator
computed via the vacuum expectation value of the time-ordered product takes the form
S(j=0,1)µν (p) =
i
(2pi)4
−ηµν
p · p−m2 + i (1.1)
in the momentum space. The numerator does not contain the usual pµpν/m2 term
associated with the massive spin-one vector field. As a result, it has better behaviour at
large momentum than their spin-one counterpart.
Using the massive vector fields, we then explore the possibility that the W± and Z
bosons have an extra scalar degrees of freedom. We show that at tree-level their decay
rates to leptons are in agreement with the SM predictions up to an additive constant
proportional to m2`/m
2
Z,W± . Furthermore, the theory preserves unitarity and has better
convergent behaviour due to the new propagator, unlike the intermediate vector boson
model [12] and the Fermi theory [13]. Later, we show that the massless fields of the vector
representation are four-vectors only up to a gauge-transformation. As a result, their
interacting Lagrangian densities must not only be Lorentz invariant but also invariant
under local gauge transformations. Seen from this perspective, local Abelian gauge
symmetry is a consequence of Lorentz symmetry [6].
Chapter 4 studies Elko, a spin-half dark matter candidate proposed by Ahluwalia and
Grumiller [1, 2]. We show that Elko satisfies the Klein-Gordon but not the Dirac equa-
tion. The Elko propagator obtained by computing the vacuum expectation value of the
time-ordered product shows that it has mass-dimension one instead of three-half. As a
result, Elko has a power-counting renormalisable self-interaction.
In the original papers published by Ahluwalia and Grumiller, the Elko fields are non-
local with non-vanishing equal-time anti-commutators. The recent papers by Ahluwalia,
Schritt and the author have shown that by choosing the appropriate phases for the
Elko coefficients, the equal-time anti-commutators now enjoy locality along a preferred
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direction [35, 36]. However, it was also noted that Elko violates Lorentz symmetry since
its spin-sums contain a preferred plane and are not Lorentz-covariant.
Applying the Weinberg formalism presented in sec. 2.6, we show that the Elko fields
and their generalisation to arbitrary spin violate Lorentz symmetry. As a resolution,
Ahluwalia and Horvath showed that Elko spin-sums are covariant under the ISIM(2)
transformations of VSR [34]. Motivated by their results, we derive the particle states
and quantum fields with ISIM(2) symmetry. We show that the VSR and SM sector can
only interact through gravity and massive scalar particles thus making VSR particles
dark matter candidates.
Chapter 2
Foundations
In the low energy limit (with respect to Planck scale) where gravitational effects are
negligible, all the known laws of physics originate from the Poincaré algebra
i[Jρσ, Jµν ] = ηρνJµσ − ηρµJνσ − ησµJρν + ησνJρµ, (2.1)
i[Pµ, Jρσ] = −ηρµP σ + ησµP ρ, (2.2)
[Pµ, P ρ] = 0 (2.3)
where Jµν and Pµ are the generators of the Lorentz group and space-time translation
respectively and the metric in 3+1 dimensions is defined as
ηµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (2.4)
Historically, the Poincaré algebra was derived from the principles of special relativity [37]
1. The laws of nature are invariant in all inertial frames.
2. The speed of light in vacuum is invariant for all inertial observers.
The principles of special relativity, at the start of the 20th century, marked a fundamental
shift in our view on the structure of space-time. The hallmarks of special relativity are
phenomenon such as time-dilation and length contraction as a result of the Lorentz
transformations.
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Although the Poincaré algebra is traditionally obtained through Lorentz transformations
and space-time translations, one should not consider the transformations to be more
fundamental than the algebra. For alternatively, it is also possible for some intelligent
alien life form to have discovered the Poincaré algebra by studying the properties of
elementary particles.
Here we take the latter view that the Lorentz transformations including space-time trans-
lations are reflections of the symmetries of the SM particles [38, 39]. This view may seems
meaningless at first, but is in fact motivated by the increasing evidence of dark matter.
Cosmological data accumulated for the past decades indicated that the existence of non-
baryonic dark matter is five times more than the baryonic matter described by SM [25].
Since dark matter does not interact with the SM particles, it is possible that their un-
derlying symmetries are not dictated by the Poincaré algebra. This topic is beyond the
scope of this chapter, but is discussed in chapter 4. In this chapter, we focus on the
Poincaré algebra and its implications on particle physics.
In the first section, we follow the historical development and derive the Poincaré algebra
from the Lorentz transformations. The Casimir invariants of the algebra naturally give
us the physical interpretation of the simplest one-particle states, uniquely characterised
by their mass and spin.
Sections 2.2 and 2.3 reviews the formalism of Wigner [3]. The one-particle states are
derived from the unitary irreducible representations of the Poincaré group and are clas-
sified into six subgroups of the Lorentz group called the little groups. Out of the six
possibilities, we study the two little groups that correspond to the massive and massless
particle states of positive-definite energy. Their continuous and discrete transformations
are derived.
Sections 2.4 and 2.5 are devoted to the S-matrix. In these two sections, we study
the symmetries of the S-matrix and derive the relevant formulae needed to compute
observables for particle interactions. The important lesson to take here is that in order
to construct a Poincaré-invariant S-matrix, the introduction of quantum field operators
are inevitable.
The subsequent section presents the Weinberg formalism for constructing quantum fields
with Poincaré symmetry. In this formalism, the expansion coefficients of the quantum
fields can be derived from symmetry consideration. The field equations and Lagrangians
can then be obtained from the properties of the expansion coefficients. In secs. 2.7 and
2.8, we construct the massive and massless quantum fields. Their field equations and
discrete symmetries are derived.
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2.1 The Poincaré algebra
The Poincaré algebra in the low energy regime is the foundation of the known physical
principles. The Casimir invariants of the algebra are
C1 = P
µPµ = m
2, C2 = W
µWµ = −m2s(s+ 1) (2.5)
where Wµ = 12µνρλJ
νρP λ is the Pauli-Lubanski pseudo-vector where µνρσ is the com-
pletely anti-symmetric Levi-Civita tensor which we define as
0123 = −0123 = 1. (2.6)
Here m2 and −m2s(s + 1) are the eigenvalues of C1 and C2 respectively with s taking
integral and half-integral values. The two Casimir invariants naturally define the one-
particle state |m, s〉 as eigenstate of C1 and C2 where m and spin s are interpreted to be
their respective mass and spin. Since C1 and C2 commute with all the generators of the
Poincaré group, the mass and spin of the particle states are invariant in all inertial frames.
However, this does not tell us how the particle states transform. For this purpose, we
need to study the irreducible representations of the Poincaré algebra.
Following the traditional approach, we will first derive the Poincaré algebra via the
principles of special relativity. Choosing an arbitrary coordinate system, x = (t,x), the
principles of special relativity demand the following equality
ηµνdx
µdxν = ηµνdx
′µdx′ν (2.7)
to hold in all inertial frames with xµ and x′µ describing two different coordinate systems.
Here we work with the natural unit where c = ~ = 1, so the speed of light is |dx/dt| = 1.
Using eq. (2.7), one can verify that the speed of light is constant in all inertial frames.
The two coordinate systems xµ and x′µ are related by a linear inhomogeneous Lorentz
transformation
x′µ = Λµνx
ν + aµ (2.8)
where aµ is space-time translation and Λ represents boosts and rotations satisfying
ηµνΛ
µ
ρΛ
ν
σ = ηρσ (2.9)
and
ΛµρΛ
ν
ση
ρσ = ηµν . (2.10)
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The Lorentz group, excluding space-time translations is then defined as
L = O(1, 3) = {Λ ∈ GL(4, R)|ΛT ηΛ = η} (2.11)
and its proper orthochronous subgroup is
L↑+ = {Λ ∈ O(1, 3)| det Λ = +1,Λ00 ≥ +1}. (2.12)
Any Lorentz transformations are either proper and orthochronous or can be written as
a product between an element of L↑+ with one of the discrete symmetry operators P or
T where P and T are the parity and time-reversal operator respectively
P =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 , T =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 . (2.13)
The properties of the Lorentz group can then be determined from its proper orthochronous
subgroup and discrete symmetries.
Since the Poincaré group contains the Lorentz transformations and space-time transla-
tions, to derive the Lie algebra, we need to consider the inhomogeneous Lorentz trans-
formations. Given a coordinate system xµ, two successive transformations yield
x′′µ = Λ¯µρ(Λ
ρ
νx
ν + aρ) + a¯µ (2.14)
= (Λ¯µρΛ
ρ
ν)x
ν + (Λ¯µρa
ρ + a¯µ).
Therefore, an arbitrary coordinate transformation T (Λ, a) of the Poincaré group satisfies
the following product rule,
T (Λ¯, a¯)T (Λ, a) = T (Λ¯Λ, Λ¯a+ a¯). (2.15)
The inhomogeneous Lorentz transformation on the coordinate xµ induces the following
transformation
|Ψ〉 → U(Λ, a)|Ψ〉. (2.16)
where |Ψ〉 is a physical state in the Hilbert space. However, the product rule for U(Λ, a)
is not the same as eq. (2.15). To see this, we consider two successive transformations
U(Λ¯, a¯)U(Λ, a) on state |Ψ〉, giving us U(Λ¯, a¯)U(Λ, a)|Ψ〉. The product rule tells us that
this state is equivalent to U(Λ¯Λ, Λ¯a+ a¯)|Ψ〉. But in quantum mechanics, the equivalence
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of state does not imply equality, instead, it implies the two states are equal up to a phase
U(Λ¯, a¯)U(Λ, a)|Ψ〉 = exp[iφ(Λ¯,Λ; a¯, a)]U(Λ¯Λ, Λ¯a+ a¯)|Ψ〉. (2.17)
The phase has to be independent of the state |Ψ〉. To show this, we consider a state
|Ψ〉 = |Ψ1〉+ |Ψ2〉 where |Ψ1〉 and |Ψ2〉 are linearly independent. Performing successive
transformation on |Ψ〉 gives us
U(Λ¯Λ, Λ¯a+ a¯)eiφΨ |Ψ〉 = U(Λ¯Λ, Λ¯a+ a¯)eiφΨ1 |Ψ1〉+ U(Λ¯Λ, Λ¯a+ a¯)eiφΨ2 |Ψ2〉. (2.18)
where we have suppressed the (Λ, a) dependence of the phases and assume they are state
dependent. Multiply both side by U−1(Λ¯Λ, Λ¯a+ a¯) we get
eiφΨ |Ψ〉 = eiφΨ1 |Ψ1〉+ eiφΨ2 |Ψ2〉. (2.19)
Since |Ψ1〉 and |Ψ2〉 are linearly independent, the phase must be state independent.
Operators that satisfy eq. (2.17) are the projective representation of the Poincaré group.
Here we are only concerned with the case where φ(Λ¯,Λ; a¯, a) = 0 so that
U(Λ¯, a¯)U(Λ, a) = U(Λ¯Λ, Λ¯a+ a¯). (2.20)
The operator U(Λ, a) must then either be a linear and unitary or anti-linear and anti-
unitary representation of the Poincaré group to ensure the inner-product is preserved
under eq. (2.16) [40]. When Λ ∈ L↑+, U(Λ, a) is linear and unitary. The representations
of parity and time reversal are studied in sec. 2.3.
In the case of the Poincaré group, there is no loss of generality in studying the unitary
and anti-unitary representations, for it is possible to enlarge the group such that the
phase can be removed without changing the physical contents of the theory [7, sec. 2.7].
We start the derivation of the Poincaré algebra by considering the infinitesimal transfor-
mation of an element of the proper orthochronous Lorentz group,
Λµν = δ
µ
ν + ω
µ
ν , a
µ = µ (2.21)
where the parameter ωµν must be antisymmetric ωµν = −ωνµ for Λ to satisfy eqs. (2.9)
and (2.10). The corresponding unitary representation to the first order of ω and  can
be written as
U(I + ω, ) = 1− i
2
ωµνJ
µν + iµPµ (2.22)
where Jµν = (Jµν)† and Pµ = (Pµ)† are Hermitian operators. Since ωµν is antisymmet-
ric, we may choose Jµν = −Jνµ.
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Now we consider the following product U(Λ, a)U(I+ω, )U−1(Λ, a). Expanding it using
eq. (2.22), we get
U(Λ, a)U(I + ω, )U−1(Λ, a) (2.23)
= 1− i
2
ωµνU(Λ, a)J
µνU−1(Λ, a) + iµU(Λ, a)PµU−1(Λ, a).
Applying the product rule, the left-hand side of eq. (2.23) becomes
U(1 + ΛωΛ−1,Λ− ΛωΛ−1a) (2.24)
= 1− i
2
ωρσΛ
ρ
µ Λ
σ
ν J
µν + iµΛρµPρ − iωρσΛ ρµ Λ σν aνPµ.
Equating the right-hand side of eq. (2.23) and (2.24) with respect to ωµν and ρ gives us
U(Λ, a)JρσU−1(Λ, a) = Λ ρµ Λ
σ
ν (J
µν − aµP ν + aνPµ) (2.25)
and
U(Λ, a)PρU
−1(Λ, a) = ΛσρPσ. (2.26)
This shows that Jµν is a second-rank tensor under the Lorentz transformation (aµ = 0)
and Pµ transforms as a four-vector.
Now let Λµν = δ
µ
ν +ω
µ
ν and aµ = µ where ω and  are unrelated to the previously used
parameters. Substitute them into the right-hand side of eq. (2.25), we obtain
(δ ρµ + ω
ρ
µ )(δ
σ
ν + ω
σ
ν )(J
µν − µP ν + νPµ) (2.27)
= Jρσ − ρP σ + σP ρ + ω σν Jρν + ω ρµ Jµσ +O(2, ω2, ω).
Similarly, the left-hand side of eq. (2.25) reads
U(Λ, a)JρσU−1(Λ, a) = Jρσ +
i
2
ωµν [J
ρσ, Jµν ] + iµ[Pµ, J
ρσ]. (2.28)
Equating the right and left-hand side with respect to the parameters ω and , we obtain
the following commutators,
i[Jρσ, Jµν ] = ηρνJµσ − ηρµJνσ − ησµJρν + ησνJρµ (2.29)
and
i[Pµ, Jρσ] = −ηρµP σ + ησµP ρ. (2.30)
Performing a similar calculation with eq. (2.26), we get
[Pµ, P ν ] = 0. (2.31)
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This completes our derivation of the Poincaré algebra. In 3+1 dimensions, we may
now identify these generators as rotation, boost and momentum operators in quantum
mechanics. The rotation and boost operators are identified as
J = (J23, J31, J12) = (J1, J2, J3), (2.32)
and
K = (J01, J02, J03) = (K1,K2,K3) (2.33)
respectively. The energy and momentum operators are
H = P 0, P = (P 1, P 2, P 3). (2.34)
The commutation relations in terms of these generators are1
[J i, J j ] = iijkJk,
[J i,Kj ] = iijkKk,
[Ki,Kj ] = −iijkJk,
[P i, J j ] = iijkP k,
[P i,Kj ] = iδijH,
[H,Ki] = iP i,
[H,P i] = [H,J i] = 0. (2.35)
where ijk is the Levi-Civita tensor defined as 123 = 1. We note that P 0 = H is
the Hamiltonian, so all the generators that commute with H are conserved quantities.
Therefore, P and J are conserved, but K is not. This is the reason why we label states
with J and P but not K.
2.2 The one-particle state
The identification of the Casimir invariants with mass and spin allow us to uniquely define
the elementary particles with Poincaré symmetry, but it does not contain information on
how the particle states transform between inertial reference frames. To determine this,
we need to study the irreducible representations of the Poincaré group.
1In order to avoid possible confusions between upper and lower index generators, we write the Poincaré
algebra using J = (J1, J2, J3), K = (K1,K2,K3) and P = (P 0, P 1, P 2, P 3) with the placement of their
indices corresponding to the actual tensors Jµν and Pµ. In this way, we can raise and lower indices of
Ki and J i without confusion.
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We note, apart from the mass and spin attributed to the one-particle state, we need to
introduce additional labels which correspond to the eigenvalues of specific generators of
the Poincaré group. These generators must satisfy the conservation of energy, that is,
they must commute with H. By requiring the particle states to have definite energy and
momentum, we define them to be eigenstates of Pµ. Ignoring the mass and spin label,
we get
Pµ|p, σ〉 = pµ|p, σ〉. (2.36)
The extra index σ represents all other possible labels that may be discrete or continuous.
Under the action of an unitary Lorentz transformation U(Λ) where Λ is an element of
the proper orthochronous Lorentz group, the generator Pµ transforms as
U(Λ)PµU−1(Λ) = Λ µν P
ν (2.37)
so its action on a boosted one-particle state U(Λ)|p, σ〉 is
PµU(Λ)|p, σ〉 = U(Λ)[U−1(Λ)PµU(Λ) ]|p, σ〉 (2.38)
= Λµνp
νU(Λ)|p, σ〉.
Therefore, the boosted one-particle state is a linear combination of |Λp, σ〉,
U(Λ)|p, σ〉 =
∑
σ¯
Cσ¯σ(Λ, p)|Λp, σ¯〉. (2.39)
Generally, it is possible to choose a suitable linear combination of |p, σ〉 such that
Cσσ¯(Λ, p) is block-diagonal for each σ. The components of C(Λ, p) for a given σ then
furnishes a representation of the Poincaré group. Since |p, σ〉 is the defined one-particle
state, it is natural to identify the corresponding component Cσσ¯(Λ, p) to be the irre-
ducible representation of the Poincaré group.
To obtain the irreducible representations of the Poincaré group, we note that the only
function of pµ that is left invariant by all the proper orthochronous transformations Λµν
is pµpµ. We may therefore classify the invariant pµpµ by its signs and values of pµpµ and
p0 and assign a standard four-momentum kµ to each case. The arbitrary momentum pµ,
for each case of kµ is
pµ = Lµν(p)k
ν (2.40)
where L(p) is the standard Lorentz boost. We now define a state |k, σ〉 of standard
four-momentum kµ such that under a standard Lorentz boost U(L(p)) yields |p, σ〉,
|p, σ〉 = N(p)U(L(p))|k, σ〉 (2.41)
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where N(p) is the normalisation factor. Operating U(Λ) on |p, σ〉 gives us
U(Λ)|p, σ〉 = N(p)U(ΛL(p))|k, σ〉 (2.42)
= N(p)U(L(Λp))[U(L−1(Λp)ΛL(p))]|k, σ〉.
The term L−1(Λp)ΛL(p) leaves the momentum kµ invariant, it first takes k to L(p)k
then to ΛL(p)k and finally back to k. Transformations that leave kµ invariant form a
group called the little group [3]. We define the element of the little group as
W (Λ, p) = L−1(Λp)ΛL(p). (2.43)
Therefore, the action of U(W ) on state |k, σ〉 is a linear combination of states |k, σ¯〉,
U(W )|k, σ〉 =
∑
σ¯
Dσ¯σ(W (Λ, p))|k, σ¯〉 (2.44)
where D(W (Λ, p)) is the finite-dimensional representation of the little group. Substitut-
ing eq. (2.44) into eq. (2.41) we get
U(Λ)|p, σ〉 = N(p)
N(Λp)
∑
σ¯
Dσ¯σ(W (Λ, p))|Λp, σ¯〉. (2.45)
The task is then to find the finite-dimensional unitary irreducible representation of the
little group D(W (Λ, p)). Using the classification schemes of particle states with pµpµ
and p0 described above, we find, there are six distinct little groups.
Standard kµ Little group
(a) pµpµ = m2, p0 > 0 (m, 0, 0, 0) SU(2)
(b) pµpµ = −m2, p0 < 0 (−m, 0, 0, 0) SU(2)
(c) pµpµ = 0, p0 > 0 (κ, 0, 0, κ) ISO(2)
(d) pµpµ = 0, p0 < 0 (−κ, 0, 0, κ) ISO(2)
(e) pµpµ = −n2 < 0 (0, 0, n, 0) SO(2, 1)
(f) pµ = 0 (0, 0, 0, 0) SO(3, 1)
Table 2.1: The little groups and their standard momentum.
Out of the six groups, only (a), (c) and (f) have known physical interpretations. Case
(f) with pµ = 0 is the vacuum, which is not of interest to us, we will focus on (a) and (c)
which correspond to positive-mass and massless particle state respectively.
It is appropriate at this point to determine the normalisation factor N(p). We normalise
the one-particle state |k, σ〉 at rest to be
〈k′, σ′|k, σ〉 = δσσ′δ3(k′ − k). (2.46)
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From eq. (2.44), we see that the choice of the normalisation makes the representation of
the little group D(W (Λ, p)) to be unitary
D†(W (Λ, p)) = D−1(W (Λ, p)). (2.47)
As for the inner-product of arbitrary momenta 〈p′, σ′|p, σ〉, using eq. (2.41) we get
〈p′, σ′|p, σ〉 = N(p)〈p′, σ′|U(L(p))|k, σ〉. (2.48)
Using eq. (2.45), we find
U−1(L(p))|p′, σ′〉 = N(p
′)
N(L−1(p)p)
∑
σ′′
Dσ′′σ′(W (L
−1(p), p′))|L−1(p)p′, σ′′〉 (2.49)
where k′ = L−1(p)p′, so that N(L−1(p)p′) = N(k′) = 1 by eq. (2.46). Hence,
U−1(L(p))|p′, σ′〉 = N(p′)
∑
σ′′
Dσ′′σ′(W (L
−1(p), p′))|k′, σ′′〉. (2.50)
Substituting eq. (2.50) into eq. (2.48), the inner-product becomes
〈p′, σ′|p, σ〉 = N∗(p′)N(p)
∑
σ′′
〈k′, σ′′|D∗σ′′σ′(W (L−1(p), p′))|k, σ〉 (2.51)
= N∗(p′)N(p)D∗σσ′(W (L
−1(p)), p′)δ3(k′ − k).
But since k′ = L−1(p)p′ and k = L−1(p)p, the delta function δ3(k′ − k) must be pro-
portional to δ3(p′ − p). Furthermore, the inner-product vanishes if k′ 6= k, it follows
that
〈p′, σ′|p, σ〉 = |N(p)|2 δ3(k′ − k)δσσ′ . (2.52)
To express the inner-product in terms of δ3(p − p′), we consider a Lorentz invariant
integral for an arbitrary scalar function f(p) over pµ on the mass-shell where pµpµ =
m2 ≥ 0 and p0 > 0,∫
d4p δ(pµpµ −m2)θ(p0)f(p) =
∫
d3p dp0δ[(p0)2 − |p|2 −m2]θ(p0)f(p0,p) (2.53)
=
∫
d3p
f(p,
√|p|2 +m2)
2
√|p|2 +m2 .
But since f(p) is a scalar f(p) = f(Λ−1p) and the integral is Lorentz invariant, it
follows that when integrating on mass shell, the volume element d3p/
√|p|2 +m2 must
be Lorentz-invariant. Similarly, by the definition of the delta-function any function g(p)
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may be written as
g(p) =
∫
d3p′ δ3(p− p′)g(p′) (2.54)
=
∫
d3p′√|p|′2 +m2 g(p′)
[√
|p|′2 +m2δ3(p− p′)
]
.
Since d3p/
√|p|2 +m2 is Lorentz invariant, it follows that √|p|2 +m2δ3(p − p′) must
also be Lorentz invariant. Since p and p′ related to k and k′ by the Lorentz transformation
L(p), we get
p0 δ3(p′ − p) = k0 δ3(k′ − k). (2.55)
Therefore, the scalar product maybe written as
〈p′, σ′|p, σ〉 = |N(p)|2
(
p0
k0
)
δσ′σδ
3(p′ − p). (2.56)
We choose our normalisation factor N(p) to be
N(p) =
√
k0
p0
(2.57)
so that the one-particle states of arbitrary momenta are orthonormal
〈p′, σ′|p, σ〉 = δσ′σδ3(p′ − p). (2.58)
Therefore, the Lorentz transformation on the one-particle state is given by
U(Λ)|p, σ〉 =
√
(Λp)0
p0
∑
σ¯
D
(j)
σ¯σ (W (Λ, p))|Λp, σ¯〉 (2.59)
We now have a well-defined scalar product of arbitrary momenta for the one-particle
states of mass m ≥ 0 and energy p0 > 0. In the following two sections we study the
structure of the little groups for the massive and massless particle states.
2.2.1 Massive particle state (m > 0, p0 > 0)
The little group for the one-particle states of positive-definite mass m > 0 is the special
unitary group SU(2) a universal double cover of the rotation group SO(3). The repre-
sentation of SU(2) can be decomposed into direct sums of its irreducible representations.
The theory of group representation tells us, for a given j = 0, 12 , 1,
3
2 , · · · of half-integral
and integral value, there exists an irreducible representation of dimension (2j+1).2 They
2The rotation group SO(3) only contains integral-representations.
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are generated by infinitesimal rotations, Rij = δij + iΘij where Θij = −Θji,3
D
(j)
σσ¯ (I + Θ) = δσσ¯ +
i
2
Θik(J ik(j))σσ¯, (2.60)
(J23(j) ± iJ31(j))σσ¯ = (J1(j) ± iJ2(j))σσ¯ (2.61)
= δσ,σ¯±1
√
(j ∓ σ¯)(j ± σ¯ + 1),
(J12(j))σσ¯ = (J
3(j))σσ¯ = σδσσ¯ (2.62)
where σ = −j · · · j. In quantum mechanics, J = (J1, J2, J3) are simply the angular
momentum matrices for a particle of spin-j.
The particle state |p, σ〉 with mass m > 0, under an arbitrary Lorentz transformation
U(Λ) is given by
U(Λ)|p, σ〉 =
√
(Λp)0
p0
∑
σ¯
D
(j)
σ¯σ (W (Λ, p))|Λp, σ¯〉 (2.63)
where W (Λ, p) = L−1(Λp)ΛL(p) is the element of the little group. To completely deter-
mine the transformation of the particle state, we need to determine the little group when
Λ is a Lorentz boost and a rotation. Traditionally, the general Lorentz boost is given by
Li k = η
i
k − (γ − 1)pˆipˆk,
Li 0 = pˆ
i
√
γ2 − 1,
L0i = −pˆi
√
γ2 − 1,
L00 = γ (2.64)
where pˆ i = pi/|p| and γ = √|p|2 +m2/m. However, it is computationally intensive
to explicitly evaluate the element of the little group for general boost and rotation.
Fortunately, since the Lorentz group is a Lie group, the structure of the little group can
be completely determined by considering the infinitesimal element about the identity.
For this purpose, it is more convenient to express the boost and rotation in terms of the
Lorentz generators.
L(p) = exp(iK ·ϕ), (2.65)
R(θ) = exp(iJ · θ). (2.66)
where ϕ = pˆϕ is the rapidity parameter with coshϕ = p0/m, sinhϕ = |p|/m and
θ = θnˆ where nˆ is the unit vector denoting the axis of rotation. The rotation and boost
3There is no summation on repeated indices.
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generators in the four-vector representation are given by
J 1 =
1
2

0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0
 ,J 2 =
1
2

0 0 0 0
0 0 0 i
0 0 0 0
0 −i 0 0
 ,J 3 =

0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0
 ,
(2.67)
K 1 =
1
2

0 −i 0 0
−i 0 0 0
0 0 0 0
0 0 0 0
 ,K 2 =
1
2

0 0 −i 0
0 0 0 0
−i 0 0 0
0 0 0 0
 ,K 3 =

0 0 0 −i
0 0 0 0
0 0 0 0
−i 0 0 0
 .
(2.68)
To the leading order of the parameters, the Lorentz transformations are linear, so it
has the same structure as the Galilean transformations. For this reason, it is important
for us to determine to what order must we expand W (Λ, p) for it to exhibit relativistic
effects. We note, for rotation Λ = R(θ), it is sufficient to consider the terms of the
leading order since the commutator between boost and rotation generators are the same
in the Galilean and Lorentz algebra. For boost Λ = L(q), it is necessary to expand the
terms to second order since the boost generators are non-commutating in the Lorentz
algebra as opposed to the Galilean counterpart.
When Λ = R(θ) is an arbitrary rotation, we have
W (R, p) = L−1(Rp)R(θ)L(p). (2.69)
The term L(Rp) to the leading order is given by
L(Rp) = I + iK · (Rpˆ)ϕ (2.70)
= I + iK · pˆϕ+O(θϕ). (2.71)
Under rotation the rapidity parameter is unchanged since (Rp)0 = p0 and |Rp| = |p|.
The little group element W (R(θ), p) is then
W (R(θ), p) = [I − iK · pˆϕ] [I + iJ · θ][I + iK · pˆϕ]
= I + iJ · θ +O(ϕ2, θϕ). (2.72)
Therefore, for an arbitrary rotation Λ = R(θ), the little group element remains a rotation
W (R(θ), p) = R(θ) (2.73)
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This shows that a massive particle in relativistic quantum mechanics has the same trans-
formation properties under rotation as massive particles in non-relativistic quantum me-
chanics. Therefore, the formalism developed for studying angular momentum in non-
relativistic quantum mechanics may also be applied to relativistic particles.
Now we take Λ = L(q) with q 6= p. The little group element is then
W (L(q), p) = L−1(L(q)p)L(q)L(p). (2.74)
To the second order, the product L(q)L(p) is
L(q)L(p) =
[
I +K · (ϕq +ϕq)−
1
2
(K ·ϕq)2
] [
I +K · (ϕp +ϕp)−
1
2
(K ·ϕp)2
]
= I + iK · (ϕp +ϕq)−
1
2
[
K · (ϕp +ϕq)
]2 − 1
2
[
K ·ϕp,K ·ϕq
]
. (2.75)
Using the commutator [K i,K j ] = −iijkJ k, we get
L(q)L(p) = I + iK · (ϕp +ϕq)−
1
2
[
K · (ϕp +ϕq)
]2
+
1
2
iijkJ kϕipϕ
j
q. (2.76)
Now we consider L(L(q)p) so that
L(L(q)p) = I + iK · pˆ′ϕ′ − 1
2
(K · pˆ′ϕ′)2 (2.77)
where p′ = L(q)L(p)k, coshϕ′ = (L(q)p)0/m and sinhϕ′ = |L(q)p|/m. To the second
order, the explicit expression for p′ is
p′ = m
1 + 12 |ϕp +ϕq|2
ϕp +ϕq
 . (2.78)
Therefore
coshϕ′ = 1 +
1
2
|ϕp +ϕq|2, sinhϕ′ = |ϕp +ϕq|. (2.79)
Solving ϕ′ to the second order, we get
ϕ′ = ln
[
1 + |ϕp +ϕq|+
1
2
|ϕp +ϕq|2
]
(2.80)
= |ϕp +ϕq|+ higher-order terms. (2.81)
Here, the second order terms cancel thus leaving us with only the leading order term.
Substituting the solutions of p′ and ϕ′ into L(L(q)p) give us
L(L(q)p) = I + iK · (ϕp +ϕq)−
1
2
[
K · (ϕp +ϕq)
]2
. (2.82)
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Finally, we substitute L(L(q)p) and L(q)L(p) into W (L(q), p) to obtain
W (L(q), p) = I +
1
2
iijkJ kϕipϕ
j
q + higher-order terms (2.83)
where we have kept the second-order contribution. Therefore, under arbitrary boost, the
element of the little group remains a rotation
W (L(q), p) = exp
(
1
2
iijkJ kϕipϕ
j
q
)
. (2.84)
But this time, the angle of rotation is θ = ϕpϕq sin θpq where θpq is the angle between pˆ
and qˆ and the axis of rotation is
nˆk =
ijkpˆiqˆj
sin θpq
(2.85)
so that nˆ remains a unit vector |nˆ| = 1.
2.2.2 Massless particle state (m = 0, p0 > 0)
We will start our study of the massless particle state by determining the structure of its
little group. First, consider an arbitrary element of the little group Wµν . By definition
Wµνkν = kµ where k = (κ, 0, 0, κ) is the standard null four-momentum vector for a
massless particle. SinceW as defined in eq. (2.43) is a product of Lorentz transformation,
it is also a Lorentz transformation. Therefore, given a time-like vector t = (1, 0, 0, 0),
the action of W on t must preserve its norm as well as its scalar product with k,
(Wt)µ(Wt)µ = t
µtµ,
(Wt)µkµ = t
µkµ. (2.86)
These two conditions can be satisfied with any four vector of the form
(Wt)µ =

1 + %
α
β
%
 (2.87)
where % = (α2 + β2)/2.
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We can find a 4× 4 matrix S(α, β, xi) that satisfies eq. (2.86),
S(α, β, xi) =

1 + % x1 x2 −%
α x3 x4 −α
β x5 x6 −β
% x7 x8 1− %
 (2.88)
where xi with i = 1, 2, · · · , 8 are variables to be determined. They can be determined
by demanding that S(α, β, xi) forms a group. To see this, we know that both W and
S leave kµ invariant and satisfy eq. (2.86), but this does not mean S = W . Instead,
it implies that kµ is invariant under S−1W , so it must be a pure rotation. In this case
since k = (κ, 0, 0, κ), then S−1W must be a rotation of angle φ about the 3-axis,
S−1W = R(φ). (2.89)
Therefore, a general element of the little group takes the form,
W (α, β, xi, φ) = S(α, β, xi)R(φ) (2.90)
where
R(φ) =

1 0 0 0
0 cosφ − sinφ 0
0 sinφ cosφ 0
0 0 0 1
 . (2.91)
Since W (α, β, xi, φ) forms the little group with rotation as its subgroup, then S(α, β, xi)
must contain the identity and inverse. Therefore, we only have to show that S(α, β, xi)
is closed under multiplication. This can be achieved by considering the product S′W =
S′SR , where S′ = S(α′, β′, x′i). We see that most general solution in which S
′W remains
an element of the group is when S is closed under multiplication. Imposing the closure
condition under multiplication, we find the following solutions
x1 = x7 = α, x2 = x8 = β,
x3 = x6 = 1, x4 = x5 = 0
thus giving us
S(α, β) =

1 + % α β −%
α 1 0 −α
β 0 1 −β
% α β 1− %
 . (2.92)
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Explicit computation shows that S(α, β) is an Abelian group
S(α+ α¯, β + β¯) = S(α, β)S(α¯, β¯). (2.93)
The structure of the little group for massless particle states of positive energy can now
be summarised,
W (α, β, φ) = S(α, β)R(φ),
R(φ)R(φ¯) = R(φ+ φ¯),
S(α+ α¯, β + β¯) = S(α, β)S(α¯, β¯). (2.94)
These multiplication rules are the rules of group ISO(2) consisting of translations (by
vector (α, β)) and rotation (by angle φ) in two dimensions.
Expanding W (α, β, φ) about the identity to the first order of α, β and φ gives us
Wµν(α, β, φ) = δ
µ
ν + ω
µ
ν (2.95)
where ωµν(α, β) is defined as
ω(α, β) =

0 α β 0
α 0 φ −α
β −φ 0 −β
0 α β 0
 . (2.96)
The infinitesimal expansion of the unitary representation for W (α, β, φ) is
U(W (α, β, φ)) = 1− 1
2
iωµνJ
µν (2.97)
where ωµν = ηµλ ωλν and J
µν is the generator of rotation and boost satisfying the Lorentz
algebra. In terms of α, β and φ, U(W (α, β, φ)) reads
U(W (α, β, φ)) = 1 + iαA+ iβB + iφJ3 (2.98)
where A and B are defined as
A = K1 + J2, B = K2 − J1. (2.99)
Using the Poincaré algebra given in eq. (2.35), we obtain
[J3, A] = iB,
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[J3, B] = −iA,
[A,B] = 0. (2.100)
Since A and B commute, they can be simultaneously diagonalised by state |k, a, b〉
A |k, a, b〉 = a |k, a, b〉,
B |k, a, b〉 = b |k, a, b〉. (2.101)
We now determine the spectrum of A and B. First, we consider the identity
R(φ)S(α, β)R−1(φ) = S(α cosφ+ β sinφ,−α sinφ+ β cosφ). (2.102)
Its corresponding unitary representation in the Hilbert space is
U(R(φ))U(S(α, β))U−1(R(φ)) = U(S(α cosφ+ β sinφ,−α sinφ+ β cosφ)). (2.103)
Equation (2.98) with φ = 0 shows that U(S(α, β)) = 1 + iαA + iβB. Substituting this
into the left hand side of eq. (2.103) and equating the coefficients with respect to α and
β gives us
U(R(φ))AU−1(R(φ)) = cosφA− sinφB,
U(R(φ))BU−1(R(φ)) = sinφA+ cosφB. (2.104)
Acting eq. (2.104) on |k, a, b〉 yields
A|k, a, b, φ〉 = (a cosφ− b sinφ)|k, a, b, φ〉,
B|k, a, b, φ〉 = (a sinφ+ b cosφ)|k, a, b, φ〉 (2.105)
where |k, a, b, φ〉 = U−1(R(φ))|k, a, b〉. Equation (2.105) shows that the spectrum of A
and B to be continuous. However, experiments indicate massless particles do not carry
any continuous degrees of freedom like φ. Therefore, we must require our physical state
|k, a, b〉 to be annihilated by A and B,
A|k, σ〉 = B|k, σ〉 = 0 (2.106)
where σ represents other degrees of freedom. By eq. (2.100), we now have
[J3, A]|k, σ〉 = [J3, B]|k, σ〉 = 0. (2.107)
Therefore, we may distinguish the states by their eigenvalues associated with J · kˆ where
k = (0, 0, κ). This is possible because J is a conserved quantity, [J, H] = 0. Since k is
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aligned to the 3-axis, we have J · kˆ = J3 and the state is defined as
J · kˆ|k, σ〉 = σ|k, σ〉. (2.108)
The eigenvalue σ is called the helicity and is always aligned to the direction of motion.
In this case, it is aligned to the 3-axis. Here we write J · kˆ in the expression to remind
us that the helicity σ has direction dependence.
We can now use the properties of the little group to determine the Lorentz transforma-
tions for the massless particle states. For finite values of α and β, U(S(α, β)) reads
U(S(α, β)) = exp[i(αA+ βB)] (2.109)
and similarly for finite φ,
U(R(φ)) = exp(iJ3φ). (2.110)
Hence, a general element of the little group is
U(W (α, β, φ)) = U(S(α, β))U(R(φ)) = exp[i(αA+ βB)] exp(iJ3φ). (2.111)
Acting U(W (α, β, φ)) on |k, σ〉 yields,
U(W )|k, σ〉 = exp(iσφ)|k, σ〉 (2.112)
where we have used eq. (2.106). Therefore, by eq. (2.44), the unitary representation of
the little group for massless particle state is
Dσ′σ(W (Λ, p)) = exp[iσφ(Λ, p)]δσ′σ. (2.113)
The Lorentz transformation of a massless particle state of arbitrary momentum is
U(Λ)|p, σ〉 =
√
(Λp)0
p0
exp(iσφ(Λ, p))|Λp, σ〉. (2.114)
Unlike the Lorentz transformation for massive particle states, the helicity of the massless
particle is a Lorentz invariant.
To completely determine the properties of the massless particle, we still need to construct
an appropriate boost L(p) that takes the standard vector k = (κ, 0, 0, κ) to arbitrary
momentum p. Here, we adopt the definition of [6], constructing L(p) as a product of
boost and rotation
L(p) = R(pˆ)B(|p|) (2.115)
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where B(|p|) is a boost along the 3-axis taking k = (κ, 0, 0, κ) to Lk = (|p|, 0, 0, |p|),
B(|p|) =

coshϕ 0 0 sinhϕ
0 1 0 0
0 0 1 0
sinhϕ 0 0 coshϕ
 . (2.116)
with the rapidity parameter ϕ defined as
ϕ(|p|) = ln(|p|/κ). (2.117)
Subsequently, R(pˆ) rotates Lk to the direction of pˆ. Taking the direction of motion
to be pˆ = (sin θ cosφ, sin θ sinφ, cos θ), then R(pˆ) can be constructed as two successive
rotations by angle −θ and −φ about the 3 and 2-axis respectively,
R(pˆ) = R3(−φ)R2(−θ) (2.118)
=

1 0 0 0
0 cosφ − sinφ 0
0 sinφ cosφ 0
0 0 0 1


1 0 0 0
0 cos θ 0 sin θ
0 0 1 0
0 − sin θ 0 cos θ
 .
It is important to note that while R(pˆ) remains unchanged when θ and φ are shifted by
2pi. Generally, this is not true for its corresponding operator in the Hilbert space,
U(R(pˆ)) = exp(−iφJ3) exp(−iθJ2) (2.119)
where J2 and J3 are the generators of the rotation group for the little group. The
rotation properties of U(R(pˆ)) depends on both angles and the generators. It can then
be shown that when acting on states of half-integer spin, a shift by 2pi on θ or φ would
give rise to a -1 factor. For this reason, we restrict the domain of the angles to 0 ≤ θ ≤ pi
and 0 ≤ φ < 2pi.
2.3 Parity and time reversal
The elements of the Lorentz group are either proper and orthochronous (det Λ = 1,
Λ00 ≥ 1), or are products of proper orthochronous transformation and discrete symmetry
operators in the form of parity P and time reversal T defined in eq. (2.13).
In special relativity, given a coordinate system, x = (t,x), we can always define a parity
and time-reversal operator as given in eq. (2.13). As a result, it was believed that one
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can always define a parity and time-reversal operator
P = U(P, 0), T = U(T , 0) (2.120)
such that they furnish a representation for P and T respectively and satisfy eq. (2.20)
PU(Λ, a)P−1 = U(PΛP−1,Pa), (2.121)
TU(Λ, a)T−1 = U(T ΛT −1,T a). (2.122)
However, it is now established that eq. (2.121) only serves as an approximation [41, 42]
while there are evidence suggesting that eq. (2.122) is also violated [43]. But in most
cases such as quantum electrodynamics, it is still useful to consider eqs. (2.121) and
(2.122) as symmetry transformations. Under the infinitesimal transformations,
Λµν = δ
µ
ν + ω
µ
ν , a
µ = µ (2.123)
we obtain
PiJρσP−1 = iP ρµ P
σ
ν J
µν , (2.124)
PiP ρP−1 = iP ρµ P
µ, (2.125)
TiJρσT−1 = iT ρµ T
σ
ν J
µν , (2.126)
TiP ρT−1 = iT ρµ P
µ. (2.127)
The factor of i remains in the equations because we need to determine whether P and
T are linear and unitary or anti-linear and anti-unitary. Towards this end, consider
eq. (2.124) with ρ = 0
PiHP−1 = iH. (2.128)
If P is anti-unitary, then we would have PHP−1 = −H. But then for a state |p, σ〉 with
positive-definite energy H|p, σ〉 = p0|p, σ〉, there would exist another state P−1|p, σ〉
H(P−1|p, σ〉) = −p0(P−1|p, σ〉 (2.129)
with negative-definite energy which is not physical. Therefore, the parity operator P
must be linear and unitary. Following the same argument, we see that the time-reversal
operator T must be anti-linear and anti-unitary. Rewriting eqs. (2.124-2.127) in terms
of J and K yields
PJP−1 = J, (2.130)
PKP−1 = −K, (2.131)
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PPP−1 = −P, (2.132)
TJT−1 = −J, (2.133)
TKT−1 = K, (2.134)
TPT−1 = −P (2.135)
and
PHP−1 = THT−1 = H. (2.136)
Equations (2.130-2.135) allow us to derive the discrete symmetry transformations of
massive and and massless particle states.
2.3.1 Parity: m > 0
The massive particle state |k, σ〉 with k = (m,0) are eigenstates of H, P and J3 with
eigenvaluesm, 0 and σ = −j, · · · j respectively. Equations (2.130) and (2.132) tell us that
the states P|k, σ〉 and |k, σ〉 have identical eigenvalues under H, P and J3. Therefore,
P|k, σ〉 can only differ from |k, σ〉 up to a phase,
P|k, σ〉 = ησ|k, σ〉. (2.137)
Acting (J1 ± iJ2) on |k, σ〉 with the help of eq. (2.44), we get
(J1 ± iJ2)|k, σ〉 =
√
(j ∓ σ)(j ± σ + 1) |k, σ ± 1〉. (2.138)
Acting eq. (2.137) from the left by P, we obtain ησ = ησ+1, so it is σ-independent thus
giving us
P |k, σ〉 = η|k, σ〉. (2.139)
The phase η is called the intrinsic parity, its value only depend on the species of the
particles.
We now determine the parity transformation of the massive one-particle state with ar-
bitrary momentum. Such a state is given by eq. (2.41) as
|p, σ〉 =
√
m
p0
U(L(p))|k, σ〉 (2.140)
so the action of parity on |p, σ〉 gives us
P|p, σ〉 =
√
m
p0
PU(L(p))P−1η|k, σ〉. (2.141)
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Using the definition of parity P and standard Lorentz boosts defined in eqs. (2.13) and
(2.64) respectively, we find
PL(p)P−1 = L(Pp)
where Pp = (p0,−p). Substituting this result into above equation for P|p, σ〉 and use
eq. (2.140), we obtain
P|p, σ〉 = η|Pp, σ〉. (2.142)
2.3.2 Time-reversal: m > 0
The effect of time reversal T on |k, σ〉 can be inferred from eqs. (2.133,2.135,2.136),
TJT−1 = −J,
TPT−1 = −P,
THT−1 = H.
Applying the same argument as for parity, but with TJT−1 = −J, the spin-projection
along the 3-axis is reflected under time-reversal
T|k, σ〉 = %σ|k,−σ〉 (2.143)
where %σ is the time-reversal phase. Acting T from the left on eq. (2.138), with some
simplification we find
%σ = −%σ±1 (2.144)
so that %σ depends on both the spin-projection σ and the particle species. The phase %σ
may be written as
%σ = (−1)j−σ% (2.145)
where % only depends on the particle species. Therefore,
T|k, σ〉 = (−1)j−σ%|k,−σ〉. (2.146)
The phase % has no physical significance, for we can always redefine the state to eliminate
the phase
|k, σ〉 → |k, σ〉′ = %1/2|k, σ〉
so that
T|k, σ〉′ = (%1/2)∗T|k, σ〉 = (−1)j−σ%1/2|k,−σ〉 (2.147)
= (−1)j−σ|k,−σ〉′
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where we have used the fact that T is an anti-unitary operator and |%|2 = 1. Nevertheless,
we shall keep the phase and choose its value according to our convenience.
The particle state of arbitrary momentum under time-reversal is then
T|p, σ〉 =
√
m
p0
U(T L(p)T −1)(−1)j−σ|k,−σ〉. (2.148)
The term T L(p)T −1 is identical to PL(p)P−1
T L(p)T −1 = L(Pp). (2.149)
Therefore, we get
T|p, σ〉 = (−1)j−σ%|Pp,−σ〉. (2.150)
2.3.3 Parity: m = 0
The massless one-particle state |k, σ〉 has standard momentum four-vector k = (κ, 0, 0, κ)
and helicity σ with respect to J·kˆ. Since the massless particle state always have non-zero
momentum where its helicity σ is invariant under the continuous Lorentz transformations,
its transformation under parity is more complicated.
The state |k, σ〉 is an eigenstate of P and J · kˆ with eigenvalue k and σ respectively.
Using eq. (2.132), we see that the both the momentum and helicity are reflected under
parity
P|k, σ〉 = ησ|Pk,−σ〉 (2.151)
where ησ is the intrinsic parity. Unlike massive particle states, due to the structure of the
little group, the intrinsic parity ησ for massless particle states are in general σ-dependent.
Exploiting this freedom, we extract a factor of (−1)j+σ from the phase so that
P|k, σ〉 = (−1)j+σησ|Pk,−σ〉. (2.152)
Parity does not leave the four-momentum k invariant so we perform a rotation by 180◦
about the 2-axis taking Pk to k. Using eq. (2.114) with U(R2) = exp(ipiJ2), we get
U(R−12 )P|k, σ〉 = (−1)j+σησ|k,−σ〉. (2.153)
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Now we consider parity on the massless particle state of arbitrary momentum. Using
eq. (2.404) and the normalisation given by eq. (2.57), we obtain
|p, σ〉 =
√
k0
p0
U(L(p))|k, σ〉 (2.154)
where the boost U(L(p)) = U(R(pˆ)B(|p|)) takes k along the 3-axis to magnitude |p|
then rotate it to direction pˆ. Acting P on the state, with some simplification, we obtain
P|p, σ〉 = (−1)j+σησ
√
k0
p0
U(R(pˆ)R2B(|p|))|k,−σ〉 (2.155)
where we have used the identities that PR2 commutes with B(|p|) and P commutes
with R(pˆ). The rotation R(pˆ)R2 takes the 3-axis to −pˆ, but its unitary representation
U(R(pˆ)R2) is not equal to U(R(−pˆ)). To see this, we use eq. (2.119) to obtain
U(R(−pˆ)) = exp[−i(φ± pi)J3] exp[−i(pi − θ)J2] (2.156)
where φ+ pi and φ− pi are for 0 ≤ φ < pi and pi ≤ φ < 2pi respectively. Now we compute
the following product
U−1(R(−pˆ))U(R(pˆ)R2) = exp[i(pi − θ)J2] exp[i(φ± pi)J3] (2.157)
× exp[−iφJ3] exp[−iθJ2] exp[ipiJ2]
= exp[i(pi − θ)J2] exp[±ipiJ3] exp[i(pi − θ)J2]
= exp[i(pi − θ)J2]U [R3(±pi)R2(pi − θ)]. (2.158)
Explicit computation of the product of the two rotation matrices shows that
R3(±pi)R2(pi − θ) = R2(θ − pi)R3(±pi). (2.159)
Therefore,
U(R(pˆ)R2) = U(R(−pˆ)) exp[±ipiJ3]. (2.160)
Substituting eq. (2.160) into eq. (2.155) and using with the fact that J3 commutes with
boost along the 3-axis, we obtain
P|p, σ〉 = (−1)j+σησe∓ipiσ|Pp,−σ〉. (2.161)
where the top and bottom signs apply to states whose momenta along the 2-axis are
positive and negative respectively.
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2.3.4 Time-reversal: m = 0
The helicity of the massless one-particle state |k, σ〉 is invariant under time-reversal since
TJ3T−1 = −J3 and TPT−1 = −P. Therefore, we get
T|k, σ〉 = %σ|Pk, σ〉 (2.162)
where %σ is a σ-dependent phase. Following the same argument as before, we get
U(R−12 )T|k, σ〉 = %σ|k, σ〉. (2.163)
Exploiting the fact that T R2 commutes with B(|p|) and T commutes with R(pˆ), acting
T on eq. (2.41) yields
T|p, σ〉 = %σ
√
k0
p0
U(R(pˆ)R2B(|p|))|k, σ〉. (2.164)
Using eq. (2.160), we obtain
T|p, σ〉 = %σe±ipiσ|Pp, σ〉 (2.165)
where the plus and minus sign apply to states whose momenta along the 2-axis are
positive and negative respectively. The difference of signs in the phases for eq. (2.161)
and (2.165) is due to the fact that the helicity of massless particle states are reflected
under parity while it remains unchanged under time-reversal.
2.4 Scattering theory
All theories must be subjected to experimental tests. In particle physics these experi-
ments often involve particle collisions at high energy. It is by studying the products of
collisions that allow us to decipher the properties of various particles and discover new
ones. In most experiments, the only measured quantities are the probability distribu-
tion and the cross-section. The purpose of this section is to outline the formalism for
studying interactions between particles and how to calculate the quantities measured by
experiments.
2.4.1 In and out states
In most particle physics experiments, particles travel long distances before interacting
in a very small region then separate to a large distance. Therefore, we can effectively
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treat the particle states long before and after collision as non-interacting states. The
free states involving more than one-particles can be described by taking symmetrised or
anti-symmetrised tensor product of the one-particle state. The physical interpretation
of the tensor products is discussed in sec. 2.5.
Let us label the one-particle state with momentum pµ with spin/helicity σ, we write the
multi-particle state as
|p1σ1n1, p2σ2n2, · · · 〉 (2.166)
where we have suppressed the tensor product sign between the particle states. The index
ni represents particle of different species. The inhomogeneous Lorentz transformation
for the multi-particle state is an extension from the one-particle case given by eq. (2.63),4
U(Λ, a)|p1σ1n1, p2σ2n2, · · · 〉
= eia·(Λp1+Λp2+··· )
√
(Λp1)0(Λp2)0 · · ·
p01p
0
2 · · ·
∑
σ′1σ
′
2···
D
(j1)
σ′1σ1
(W (Λ, p1))D
(j2)
σ′2σ2
(W (Λ, p2)) · · ·
×|Λp1σ′1n1,Λp2σ′2n2, · · · 〉. (2.167)
Here we are concerned with the massive particle states where D(W (Λ, p)) are (2j+ 1)×
(2j + 1) matrices given by eqs. (2.60-2.62). For massless particles, D(W (Λ, p)) is given
by δσσ′ exp[iσφ]. The normalisation of the multi-particle state is a generalisation of the
one-particle state
〈p′1σ′1n′1, p′2σ′2n′2, · · · |p1σ1n1, p2σ2n2, · · · 〉
= δ3(p′1 − p1)δσ′1σ1δn′1n1δ3(p′2 − p2)δσ′2σ2δn′2n2 · · ·
±permutations (2.168)
where the top and bottom signs depends on whether the particle states are of integral
or half-integral spin respectively, this will be discussed in more detail sec. 2.5. For
convenience, from now on we denote the multi-particle state as |α〉 and write their inner-
product as
〈α′|α〉 = δ(α′ − α). (2.169)
We define the following multi-integral as∫
dα =
∑
n1σ1,n2σ2···
∫
d3p1 d
3p2 · · · (2.170)
4We adopt the notation a · b = aµbµ.
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where we sum over the spin and particle species and assume the multi-particle state
satisfies the completeness relation
|β〉 =
∫
dα |α〉〈α|β〉. (2.171)
The transformation given in eq. (2.167) is only valid for free particles. Taking Λµν = δ
µ
ν
and aµ = (τ, 0, 0, 0) we get U(Λ, a) = eiH0τ , where H0 is the free Hamiltonian. Equation
(2.167) then tells us that the mutli-particle state must be an energy eigenstate
H0|α〉 = p0α|α〉 (2.172)
where p0α = p
0
1 + p
0
2 + · · · . Let us choose a frame such that the interaction takes place at
t = 0 so that t → −∞ and t → +∞ refer to particles long before and after interaction.
In the limit t→ ±∞, the particle states are non-interacting so their transformation are
governed by eq. (2.167). Therefore, that there are two different sets of particle states
before and after the interaction. The states which contain the free particle states in the
limit t→ −∞ and t→ +∞ are called the 'in' state |α+〉 and 'out' state |α−〉 respectively.
Here, it is convenient to work in the Heisenberg picture where the particle states are time-
independent as opposed to the Schrödinger picture where the states are time-dependent.
In the Heisenberg picture the in and out state do not change over time, so they are not
the limit of the time dependent state |Ψ(t)〉 as t→ ±∞.
When we define a particle state, we have implicitly chosen an inertial reference frame.
Suppose at time t = 0 the observer in frame O sees the state |α〉 takes part in some
interaction. For the second observer in frame O′ the interaction occurs at t′ = 0 which
corresponds t = τ in the frame O. It follows that the two time coordinates are related
by t′ = t − τ . If the observer in O sees state |Ψ〉, then the state in O′ is obtained by
time translation, U(1,−τ)|Ψ〉 = e−iHτ |Ψ〉. Therefore as τ → ±∞ we obtain the state
long before and after the interaction.
The free particle states we work with are defined as eigenstates of the free Hamiltonian
H0. These states do not constitute a physical picture since they cannot be localised in
space-time. A proper treatment of requires the use of wave packet, a superposition of
states
∫
dα g(α)|α〉 where g(α) is a smooth varying function over some finite energy range
∆p0. Nevertheless, this does not obstruct our progress to formulate the scattering theory
in terms of momentum eigenstate. The wave packet formalism, though more realistic,
does not give us new physics.
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Let us define the full Hamiltonian to be
H = H0 + V (2.173)
where H0 and V are the free and interacting Hamiltonian respectively. For collision
processes, in the limit t → ±∞, the interacting Hamiltonian V vanishes. Therefore, in
this case, it is reasonable assume that H and H0 have the same energy spectrum.5 The
in and out states are defined as eigenstates of H
H|α±〉 = p0α|α±〉 (2.174)
and they must satisfy the condition∫
dα e−ip
0
ατg(α)|α±〉 →
∫
dα e−ip
0
ατg(α)|α0〉 (2.175)
in the limit τ → ∓∞ where |α0〉 is the free multi-particle state. This expression can be
written in the operator form
e−iHτ
∫
dα g(α)|α±〉 → e−iH0τ
∫
dα g(α)|α0〉. (2.176)
This limit must hold for all g(α), therefore, the in and out state can be written in terms
of the free particle state
|α±〉 = Ω(∓∞)|α0〉 (2.177)
where
Ω(τ) = eiHτe−iH0τ . (2.178)
Since the inner product must be time-independent, eq. (2.175) gives∫
dα dβ e−i(p
0
α−p0β)τg(α)g∗(β)〈β±|α±〉 =
∫
dα dβ e−i(p
0
α−p0β)τg(α)g∗(β)〈β0|α0〉.
(2.179)
Therefore, the in and out states have the same inner product as their free particle states
〈β±|α±〉 = 〈β0|α0〉. (2.180)
Although we have defined the necessary states to describe particle interaction, it is useful
and instructive to have an explicit mathematical relation between |α±〉 and |α0〉. This
5This assumption is justified for particle collision processes in absence of external fields by conser-
vation of energy. The total energy of the in and out state must equal to the energy of the free state.
However, this does not apply for system such as the Hydrogen atom where H = |p|2/2m − e2/r. The
spectrum for H, to the leading order is discrete between [−13.6eV, 0) and continuous from (0,∞) whereas
the spectrum for H0 is (0,∞).
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is given by the Lippmann-Schwinger equation
|α±〉 = |α0〉+
∫
dβ
T±βα |β0〉
p0α − p0β ± i
(2.181)
where T±βα = 〈β0|V |α±〉 and  > 0 is a real infinitesimal number. For a detailed discussion
and derivation see [44, 45]. Here it is sufficient to see that |α±〉 → |α0〉 is satisfied in the
limit t→ ∓∞. To see this, let us define the following wave-packets
|g, t〉± =
∫
dα g(α)e−ip
0
αt|α±〉. (2.182)
The Lippmann-Schwinger equation then gives us
|g, t〉± = |g, t〉0 +
∫
dα dβ
e−ip0αtg(α)T±βα |β0〉
p0α − p0β ± i
. (2.183)
We now exchange the order of integration and examine the following complex integral
J ±β =
∫
dα
e−ip0αtg(α)T±βα |β0〉
p0α − p0β ± i
. (2.184)
In the limit t → −∞ we have J +β . We evaluate the integral by closing the contour
in the upper-half plane. Since Im(p0α) > 0, J
+
β is exponentially damped as t → −∞.
The pole in the denominator (p0α = p
0
β − i) is not contained in the top-half plane so it
does not contribute to the integral. The only other possible contributions to the integral
come from the possible existence of poles in T+βα and g(α) in the region of positive
Im(p0α). But for large semi-circles, the contribution due to the poles of the two functions
are also exponentially damped as t → −∞. Specifically, |t| must be much larger than
the time uncertainty of the wave packet and the period of interaction, since these two
variables governs the position of the poles for g(α) and T+βα respectively. Therefore, in
the limit t → −∞, we get |g, t〉+ → |g, t〉0 as required. Similarly, in the case where
t→∞, |g, t〉− → |g, t〉0. It follows that the solution of the in and out state given by the
Lippmann Schwinger equation satisfies eq. (2.175).
2.4.2 The S-matrix
The S-matrix is defined as the probability transition amplitude from |α+〉 to |β−〉
Sβα = 〈β−|α+〉. (2.185)
In the absence of interaction, Sβα = δ(β − α). Since the in and out states are both
orthonormal and complete, Sβα is unitary. This can be shown by computing the inner
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product, ∫
dβ S†βγSβα =
∫
dβ 〈γ+|β−〉〈β−|α+〉 (2.186)
= δ(γ − α)
where we have used the completeness relation.
It is often more convenient to define the S-matrix in terms of free particle states by
introducing the operator S such that
Sβα = 〈β0|S|α0〉. (2.187)
Equation (2.177) tell us that |α+〉 = Ω(−∞)|α0〉 and |β−〉 = Ω(+∞)|β0〉, so the operator
S is given by
S = Ω†(+∞)Ω(−∞) = U(+∞,−∞) (2.188)
where
U(τ, τ0) = Ω
†(τ)Ω(τ0) = eiH0τe−iH(τ−τ0)e−iH0τ0 . (2.189)
This definition of S will be useful to us when we examine the Lorentz invariance of the
S-matrix and deriving its perturbation expansion.
The S-matrix can also be written in an alternative form that yield a different but equiv-
alent perturbation expansion derived using eq. (2.188) and the Lippmann-Schwinger
equation. The in state |g, t〉+ using eq. (2.184) can be written as
|g, t〉+ = |g, t〉0 +
∫
dβJ +β . (2.190)
This time, we take the limit t→∞, so we choose the clockwise path and close the contour
in the lower-half plane. Ignoring the poles of g(α) and T+βα, the only contributing pole
is p0α = p
0
β − i. Applying the residue theorem, in the limit t→∞ and → 0+,
J +β → −2ipie−ip
0
βt
∫
dα δ(p0α − p0β)g(α)T+βα. (2.191)
Therefore, in the limit t→∞,
|g, t〉+ →
∫
dβ e−ip
0
βt|β0〉
[
g(β)− 2ipi
∫
dα δ(p0α − p0β)g(α)T+βα
]
. (2.192)
The in state can also be written in terms of the S-matrix via the completeness relation
|g, t〉+ =
∫
dα dβ e−ip
0
αtg(α)Sβα|β−〉. (2.193)
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Energy conservation means that Sβα must contain a factor δ(p0β − p0α), so we replace p0α
by p0β in the exponential,
|g, t〉+ =
∫
dβe−ip
0
βt|β−〉
∫
dα g(α)Sβα. (2.194)
In the limit t→∞, it becomes
|g, t〉+ →
∫
dβ e−ip
0
βt|β0〉
∫
dα g(α)Sβα. (2.195)
Equating eq. (2.192) and eq. (2.195) yields a solution for Sβα,
Sβα = δ(β − α)− 2ipiδ(p0α − p0β)T+βα. (2.196)
where T±βα = 〈β0|V |α±〉. For weak interaction V , to the first-order, we may use the
approximation T±βα ≈ 〈β0|V |α0〉. The S-matrix is then
Sβα ≈ δ(β − α)− 2ipiδ(p0α − p0β)〈β0|V |α0〉. (2.197)
This is known as the Born approximation which is useful to compute the first-order
S-matrix. Later on we will derive the perturbation expansion to calculate high-order
S-matrix elements.
2.4.3 Symmetries of the S-matrix
The S-matrix defined in the previous section will later be used to compute the probability
distribution and cross-section of particle interactions. Here we establish the necessary
conditions for which the S-matrix satisfies the Poincaré symmetry.
2.4.3.1 Lorentz symmetry
We argued in the sec. 2.1 that for any proper-orthochronous Lorentz transformation, it
is possible to define a unitary operator U(Λ, a). Given the operator U(Λ, a), the in and
out states are said to be Lorentz invariant when the same U(Λ, a) acts on both states in
the same way. Since U(Λ, a) is unitary, we have
Sβα = 〈β−|α+〉 = 〈β−|U †(Λ, a)U(Λ, a)|α+〉. (2.198)
Chapter 2. Foundations 39
The invariance of the inner product, with the help of eq. (2.167) shows that the S-matrix
is Poincaré-covariant
S(p′1σ′1n′1,p′2σ′2n′2··· )(p1σ1n1,p2σ2n2··· ) (2.199)
= eia·(Λp1+Λp2+···−Λp
′
1−Λp′2··· )
√
(Λp1)0(Λp2)0 · · · (Λp′1)0(Λp′2)0 · · ·
p01p
0
2 · · · p′0p′1 · · ·
×
∑
σ¯1σ¯2···
D
(j1)
σ¯1σ1(W (Λ, p1))D
(j2)
σ¯2σ2(W (Λ, p2)) · · ·
×
∑
σ¯′1σ¯
′
2···
D
′(j′1)∗
σ¯′1σ
′
1
(W (Λ, p′1))D
′(j′2)∗
σ¯′2σ
′
2
(W (Λ, p′2)) · · ·
×S(Λp′1σ′1n′1,Λp′2σ′2n′2··· )(Λp1σ1n1,Λp2σ2n2··· ).
Since the left-hand side is energy-momentum independent, the same must hold for the
right-hand side also. Therefore, the argument in the exponential on the right-hand side
must vanish giving us energy-momentum conservation. Assuming that the interaction
can be separated from free theory H = H0 + V , we may write the S-matrix as
Sβα − δ(β − α) = −2piiMβαδ4(pβ − pα) (2.200)
where Mβα determines the structure of interaction and the delta function δ4(pβ − pα)
ensures energy-momentum conservation at all times.
One should note, eq. (2.199) is not a theorem. Instead, it should be interpreted as the
definition of Lorentz invariance for the S-matrix. In fact, only a particular choice of
Hamiltonian would give eq. (2.199). To see this, it is convenient to use the definition
Sβα = 〈β0|S|α0〉.
The free particle states have well-defined Lorentz transformations. Let us denote the
operator that acts on the free particle states as U0(Λ, a), then we have
U0(Λ, a)|p1σ1n1, p2σ2n2, · · · 〉
= eia·(Λp1+Λp2+··· )
√
(Λp1)0(Λp2)0 · · ·
p01p
0
2 · · ·
∑
σ′1σ
′
2···
D
(j1)
σ′1σ1
(W (Λ, p1))D
(j2)
σ′2σ2
(W (Λ, p2)) · · ·
×|Λp1σ′1n1,Λp2σ′2n2, · · · 〉. (2.201)
We see that the in and out states transform in the same way as the free states under
U(Λ, a) and U0(Λ, a) respectively. Substituting eq. (2.201) into eq. (2.199), we see that
S-matrix is Lorentz-invariant if U0(Λ, a) commutes with S,
U−10 (Λ, a)SU0(Λ, a) = S. (2.202)
Chapter 2. Foundations 40
This equation translates to the following commutation relations
[H0, S] = [P0, S] = [K0, S] = [J0, S] = 0 (2.203)
where H0, P0, K0 and J0 are the generators of the Poincaré group for the free particle
states. Similarly, for U(Λ, a) we can define P, J, K and the full Hamiltonian H for the
in and out states that satisfy the Poincaré algebra.
In almost all interacting theories, the full Hamiltonian H can be decomposed into a sum
of free and interacting term with P0 and J0 remain unchanged,
H = H0 + V, P = P0, J = J0. (2.204)
These definitions imply
[J i, H] = [P i, H] = 0, [J i, J j ] = iijkJk (2.205)
provided that the Hamiltonian satisfies
[H0, V ] = [V,P0] = [V,J0] = 0. (2.206)
Assuming that eq. (2.206) is satisfied, one can see that P0 and J0 commute with U(τ)
since it is a function of H0 and V . Therefore, P0 and J0 commute with the S-matrix
[P0, S] = [J0, S] = 0. (2.207)
This leaves us with the boost generator K. It is not possible to take K = K0 for this
would lead to [Pi,Kj ] = iδijH0 which is not possible for an interacting theory. Let us
define K as
K = K0 + W (2.208)
where W is an operator to be determined. We require K to satisfy the Poincaré algebra
[Ki, H] = −iPi, this gives us
[K0, V ] = −[W, H]. (2.209)
This equation, by itself is meaningless for we can always define W with matrix element
〈β|W|α〉 = −〈β|[K0, V ]|α〉
(p0β − p0α)
(2.210)
that satisfies the above equation where |α〉 and β〉 are energy eigenstates of H. The
requirement of Lorentz invariance is that the in and out states are to transform under
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the same generators. The fact that J, K, H and P satisfy the Poincaré algebra is a
necessary but not sufficient condition.
Equation (2.209) becomes useful when we demand W to be a smooth function of energy
with no singularities of the form (p0α− p0β)−1. We now prove the commutativity between
K0 and S. The commutator [K0, eiH0t] is
[K0, e
iH0t] = tP0e
iH0t (2.211)
where we have used the Poincaré algebra [K0, H0] = −iP. Equivalently, we also have
[K, eiHt] = tPeiHt. (2.212)
The commutator between K0 and U(τ, τ0) at finite time is then
[K0, U(τ, τ0)] = −W(τ)U(τ, τ0) + U(τ, τ0)W(τ0) (2.213)
where W(τ) is defined as
W(τ) = eiH0τWe−iH0τ . (2.214)
In the limit τ → ±∞ and τ0 → ∓∞, the in and out states |α±〉 become the free particle
state |α0〉 and the interaction vanishes V → 0. It follows that the matrix elements of
W(τ) with smooth superposition of eigenstates of H0 must vanish in this limit thus
giving us
[K0, U(∞,−∞)] = [K0, S] = 0. (2.215)
We see that by choosing an appropriate operator W with smooth energy functions, the
boost generator K0 commutes with the S-matrix.
From eq. (2.213), taking τ = 0 and τ0 → ∓∞ we get
KΩ(∓∞) = Ω(∓∞)K0. (2.216)
Since P = P0, J = J0 and they commute with Ω(τ) for all τ , we get
PΩ(∓∞) = Ω(∓∞)P0, JΩ(∓∞) = Ω(∓∞)J0. (2.217)
Since |α〉 and |α0〉 have the same energy spectrum with respect to H and H0, the same
relation also hold for H and H0,
HΩ(∓∞) = H0Ω(∓∞). (2.218)
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Therefore, the generators J, K, P and H are similarity transformations of the free-
particle generators, they trivially satisfy the Poincaré algebra. More importantly, their
action on the in and out state are the same thus satisfying the condition of Lorentz
invariance.
2.4.3.2 Discrete and internal symmetries
In nature, besides continuous and discrete symmetries, there also exists internal symme-
tries. The internal symmetry is not directly related to Lorentz invariance. The symmetry
between particle and anti-particle and the interchange of neutron and proton in nuclear
reactions are examples of internal symmetry. Since the internal symmetries are not re-
lated to Lorentz invariance, they do not change the momentum and spin-projections of
the particle states. Therefore, they must be the same in all inertial frames.
The internal symmetry T acts on the particle state in the Hilbert space through its
unitary representation U(T ), their action on the multi-particle state is defined as
U(T )|p1σ1n1, p2σ2n2, · · · 〉 =
∑
n¯1n¯2···
Dn¯1n1(T )Dn¯2n2(T ) · · · |p1σ1n¯1, p2σ2n¯2, · · · 〉. (2.219)
Since U(T ) furnishes a representation, it follows that the matrix D(T ) satisfies
D(T¯ )D(T ) = D(T¯ T ). (2.220)
Additionally, Lorentz invariance imposes the requirement that U(T ) acts the same way
on the in and out states. This will be the case if there exists a U0(T ) that acts on the
free multi-particle states according to eq. (2.219) and that it commutes with the free and
interacting Hamiltonian,
U0(T )H0U0(T )
−1 = H0, U0(T )V U0(T )−1 = V. (2.221)
Since the in and out states are given by |α±〉 = Ω(∓∞)|α0〉, we get
U(T ) = Ω(∓∞)U0(T )Ω−1(∓∞) (2.222)
thus ensuring it acts on the in and out state in the same way and the unitarity of D(T )
D†(T ) = D−1(T ). (2.223)
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The S-matrix, under U(T ) transforms as
S(p′1σ′1n′1,p′2σ′2n′2,··· )(p1σ1n1,p2σ2n2,··· ) =
∑
N¯1N¯2··· ,N¯ ′1N¯ ′2···
DN¯1n1(T )DN¯2n2(T ) · · ·D ∗¯N ′1n′1(T )D
∗¯
N ′2n
′
2
(T ) · · ·
×S(p′1σ′1N¯ ′1,p′2σ′2N¯ ′2,··· )(p1σ1N¯1,p2σ2N¯2,··· ). (2.224)
This shows that the matrix D(T ) commutes with the S-matrix.
A special case of physical importance is a class of internal symmetry of the form
T (θ¯)T (θ) = T (θ¯ + θ). (2.225)
Its corresponding operator in the Hilbert space is
U(T (θ)) = eiQθ (2.226)
where Q is a Hermitian operator. The matrix D(T ) takes the form
Dn′n(T (θ)) = δn′ne
iqnθ (2.227)
where qn is a set of real numbers that depend on the particle species. Substituting
eq. (2.227) into eq. (2.224), we see that since the left-hand side is independent of qn so it
must also hold for the right-hand side. Therefore, for such a class of internal symmetry,
the quantity qn is conserved
qn1 + qn2 + · · · = qn′1 + qn′2 + · · · . (2.228)
The conservation of electric charge is one example that belongs to this class of internal
symmetry.
Discrete symmetries such as parity and time-reversal are not internal symmetry opera-
tors. However their invariances or violations involved in particle interactions are defined
in a similar manner, in terms of the equality or inequality of intrinsic parity and time-
reversal phases before and after the interactions.
2.4.3.3 Parity
If parity is a symmetry of a theory, then there must exist a parity operator P in the
Hilbert space that acts in the same way on the in and out state
P|p1σ1n1, p2σ2n2, · · ·±〉 = ηn1ηn2 · · · |Pp1σ1n1,Pp2σ2n2, · · ·±〉 (2.229)
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where ηni is the intrinsic parity for particle of specie ni. The S-matrix, under parity
transforms as
S(p′1σ′1n′1,p′2σ′2n′2,··· )(p1σ1n1,p2σ2n2,··· ) (2.230)
= ηn1ηn2 · · · η′∗n1η′∗n2 · · ·S(Pp′1σ′1n′1,Pp′2σ′2n′2,··· )(Pp1σ1n1,Pp2σ2n2,··· ).
Similar to the internal symmetry studied earlier, the parity operator P exists and satisfies
Lorentz invariance as long as there is a P0 that acts on the free particle state and
commutes with the free and interacting Hamiltonian.
The intrinsic parity ηni can be measured through experiments, but they cannot be
uniquely determined since P is not unique. Given a parity operator P, one can always
define a new parity operator P′ as
P′ = P exp[i(αB + βL+ γQ)] (2.231)
where B, L and Q are the baryon number, lepton number and electric charge respectively,
the phases α, β and γ are arbitrary real numbers. Since the phases are arbitrary, for a
given particle, one can choose the phases such that the particle have an intrinsic parity of
+1. Once this is chosen, the intrinsic parities of other particles involved in the interaction
are fixed. For example, in neutron decay n → p + pi−, if we choose ηn = 1, then parity
conservation imposes ηpηpi− = 1.
The parity operator maps the three-momentum p→ −p, so it is not an internal symme-
try operator. However, since P2 leaves the three-momentum invariant, it is an internal
symmetry operator
P2|p1σ1n1, p2σ2n2 · · ·±〉 = η2n1η2n2 · · · |p1σ1n1, p2σ2n2 · · ·±〉. (2.232)
Independent of the choice of phases and intrinsic parities, from eq. (2.231) we can see
that the S-matrix on the left-hand side is equal to the momentum-reflected S-matrix up
to the product of intrinsic parities. Since the cross-section rate is proportional to the
magnitude of the S-matrix squared, therefore, if parity is a symmetry of the theory, the
cross-section of α→ β must then be equal to the cross-section of Pα→Pβ.
For example, parity is a symmetry in quantum electrodynamics. However, experiments
studying the decay of Co60 → Ni60 + e−+ ν¯ found an excess of electrons in the direction
opposite to the spin of the nucleus [42]. This result would not be possible had parity
been conserved. Therefore, parity is violated in the weak interaction.
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2.4.3.4 Time reversal
If there exists a time-reversal operator T0 for the free-particle state, then one can simply
take T = T0 to be the time-reversal operator for the in and out state provided that T0
commutes with the free and interacting Hamiltonian.
The action of T0 on the free multi-particle state is
T0|p1σ1n1, p2σ2n2, · · ·±〉 = %n1(−1)jn1−σn1%n2(−1)jn2−σn2 · · · (2.233)
×|Pp1(−σ1)n1,Pp2(−σ2)n2, · · ·±〉.
For simplicity, we write this as T0|α0〉 = |T α〉 where T denotes all the phases and
reflects the momenta and spin-projections. Recall that the time-reversal operator T is
anti-unitary and |α±〉 = Ω(∓∞)|α0〉, it follows that the action of T interchanges the in
and out states,
T|α±〉 = |T α∓〉. (2.234)
As a result, the S-matrix under time-reversal becomes
S(p′1σ′1n′1,p′2σ′2n′2,··· )(p1σ1n1,p2σ2n2,··· ) = %
∗
n′1
(−1)j′1−σ′1%∗n′2(−1)
j′2−σ′2 · · · %n1(−1)j1−σ1%n2(−1)j2−σ2 · · ·
×S(Pp′1(−σ1)′n′1,Pp′2(−σ2)′n′2,··· )(Pp1(−σ1)n1Pp2(−σ2)n2··· ) (2.235)
or simply as Sβα = ST αT β .
Unlike parity, generally the conservation of time-reversal symmetry does not imply equal
cross-section between α → β and T α → T β due to the σ-dependent phases. The case
where this cross section is equal is when the S-matrix can be written in terms of a weak
and dominant term
Sβα = S
(0)
βα + S
(1)
βα (2.236)
where S(0)βα  S(1)βα . A detailed discussion can be found in Weinberg [7, sec. 3.3].
2.4.3.5 Charge-conjugation and product of discrete symmetries
Charge-conjugation is the symmetry between particle and anti-particle. Let C be the
unitary representation of charge-conjugation. The conjugation operator maps the one-
particle state |p, σ, n〉 to its anti-particle state |p, σ, nc〉
C |p, σ, n〉 = ςn|p, σ, nc〉 (2.237)
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where ςn is the charge-conjugation phase which may depend on the particle species. Since
C is an internal symmetry operator, the existence of C0 for free-particle state ensures C
is well-defined and act on the in and out state in the same way as given by eq. (2.222).
The S-matrix under charge-conjugation transforms as
S(p′1σ′1n′1,p′2σ′2n′2,··· )(p1σ1n1,p2σ2n2,··· ) = (ς
′
1
∗
ς ′2
∗ · · · )(ς1ς2 · · · ) (2.238)
×S(p′1σ′1nc1′,p′2σ′2nc2′,··· )(p1σ1nc1,p2σ2nc2,··· ).
Noting that the charge-conjugation phases are σ-independent, for interactions that con-
serve charge-conjugation, the cross-section between α → β equals the cross-section of
Cα→ Cβ.
While charge-conjugation is not directly related to Lorentz symmetry, the product CPT
plays an important role in space-time symmetry due to the CPT theorem [46, 47], that any
local interacting theory that satisfies Lorentz symmetry will also satisfy CPT symmetry.
Although the theorem does not explain the origin of discrete symmetry violations, its
conservation allows us to identify the conservation and violation of individual discrete
symmetries. For example, in the study of long-lived neutral Kaon decay, it is found that
CP is violated [43]. As a result, T must also be violated in order to conserve CPT.
Like time reversal, the CPT operator is an anti-unitary operator, it maps the particle
state to its anti-particle state with the spin-projection reversed,
CPT|p1σ1n1, p2σ2n2 · · · 〉 = ℘σ1℘σ2 · · · |p1(−σ1)nc1, p2(−σ2)nc2 · · · 〉 (2.239)
where ℘σi is the combined CPT phases with σ-dependence. The S-matrix, under the
action of CPT written in the compact form is
Sαβ = SCPT αCPT β (2.240)
with the phases absorbed in CPT . Since the phases ℘σi are σ-dependent, therefore,
similar to the case of time-reversal, the cross section of α → β will be the same as
CPT α → CPT β only when S-matrix can be separated into two terms according to
eq. (2.236).
2.4.4 Cross-sections
In the previous sections, we have defined and studied the symmetries of the S-matrix.
Here, we will use the S-matrix to calculate the cross-sections and particle decay rates
measured in experiments.
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The observables such as cross-section and decay rates are proportional to the probability
given by |Sβα|2 for the process α → β. The S-matrix encodes the information on the
interaction between multi-particle states. In particular, the energy-momentum conser-
vation for a given process α → β is imposed through the delta function δ4(pα − pβ).
Therefore, in calculating observables, we will get factors proportional to [δ4(pα − pβ)]2.
In this section, we will show how to treat the square of the delta function.
We start by considering N number of particles confined in a square box of finite volume
of L3. This quantises the momenta of the particles to
p = (2pi/L)(n1, n2, n3) (2.241)
where ni are integers specifying the states of momenta p. The delta function is defined
as
δ3V (p− p′) =
1
(2pi)3
∫
V
d3x ei(p−p
′)·x =
V
(2pi)3
δpp′ . (2.242)
The inner product between N multi-particle state in the box is then defined with respect
to the finite volume delta function
〈p′1σ′1n′1, p′2σ′2n′2, · · · |p1σ1n1, p2σ2n2, · · · 〉
=
[
V
(2pi)3
]N (
δp′1p1δσ′1σ1δn′1n1δp′2p2δσ′2σ2δn′2n2 · · ·
±permutations). (2.243)
To calculate the transition probability, we need to use states with unit norm, so we define
the normalised state in the box as
|αBox〉 =
[
(2pi)3
V
]Nα/2
|α〉 (2.244)
to obtain the orthonormal state 〈βBox|αBox〉 = δβα where δβα includes the products of
all the delta functions and the permuting terms. Therefore, the S-matrix Sαβ is
Sβα =
[
V
(2pi)3
](Nα+Nβ)/2
(SBox)βα (2.245)
where SBox is the S-matrix in the box. When appropriate, we may take the infinite
volume limit V →∞ to obtain the desired results.
The transition probability from α→ β in the box during the interaction is
P (α→ β) = |(SBox)βα |2 =
[
(2pi)3
V
]Nα+Nβ
|Sβα|2. (2.246)
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Here we are interested in the differential probability dP (α→ β) in which the final state
β is found within the range of dβ = d3p1 · · · d3pNβ . The number of particles within the
momentum of d3p is given by V d3p/(2pi)3 since this is the number of triplets (n1, n2, n3)
within d3p.6 Therefore, the number of particles in the range of dβ is
dNβ =
[
V
(2pi)3
]Nβ
dβ (2.247)
and the differential probability is
dP (α→ β) = P (α→ β)dNβ =
[
(2pi)3
V
]Nα
|Sβα|2dβ. (2.248)
In actual particle experiments, the interactions between particles only happens in a
short period of time. We can model this using particle states in the box such that
the interaction is switched on for a period of time T . This is achieved by defining the
following delta function
δT (p
0
α − p0β) =
1
2pi
∫ T/2
−T/2
dt ei(p
0
α−p0β)t. (2.249)
Assuming that no states in |α〉 and |β〉 have the same energies or momenta, we may
write the S-matrix during the interaction as
Sβα = −2ipiδ3V (pα − pβ)δT (p0β − p0α)Mβα. (2.250)
The delta functions in the box of finite volume can now be written as
[δ3V (pβ − pα)]2 = δ3V (pβ − pα)δ3V (0) = δ3V (pβ − pα)
V
(2pi)3
, (2.251)
[δT (p
0
β − p0α)]2 = δT (p0β − p0α)δT (0) = δT (p0β − p0α))
T
2pi
. (2.252)
Substituting eqs. (2.250-2.252) into dP (α→ β) we get
dP (α→ β) = (2pi)3Nα−2TV 1−NαδT (p0β − p0α)δ3V (pβ − pα)|Mβα|2dβ. (2.253)
The differential probability is proportional to the duration of the interaction T . There-
fore, the differential rate of the interaction is
dΓ(α→ β) = dPα→β
T
= (2pi)3Nα−2V 1−Nαδ4(pβ − pα)|Mβα|2dβ. (2.254)
6Equation (2.241) shows that the number of triplets within d3p is d3n = dn1dn2dn3 = V d
3p/(2pi)3.
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In the limit T and V become large, we obtain the Dirac-delta function so the S-matrix
becomes
Sβα = −2ipiδ4(pβ − pα)Mβα. (2.255)
This formula for the S-matrix allows us to calculate the cross sections and decay rates
measured by experiments. The interpretation of the square of the delta function is
discussed below. We now consider some special cases that are important in particle
interactions.
2.4.4.1 One-particle decay: Nα = 1
Generally, this means the initial one-particle state |α〉 decays into a multi-particle state
|β〉. The differential reaction rate is
dΓ(α→ β) = (2pi)δ4(pβ − pα)|Mβα|2dβ. (2.256)
This formula only makes physical sense if the period of interaction T is much shorter
than the average decay time τα. The decay rate is independent of the volume V .
2.4.4.2 Two particle interactions: Nα = 2
This case describes the interaction between two initial particles and its subsequent prod-
ucts. The differential reaction rate is
dΓ(α→ β) = (2pi)4V −1δ4(pβ − pα)|Mβα|2, (2.257)
inversely proportional to the volume V . The cross-section of the interaction is defined
as the transition rate per flux of the initial particle
dσ(α→ β) = dΓ(α→ β)
Φα
(2.258)
where Φα = uα/V and uα is relative velocity between the initial particles which will be
defined shortly. Therefore, the cross-section is given by
dσ(α→ β) = dΓ(α→ β)
Φα
= (2pi)4u−1α δ
4(pβ − pα)|Mβα|2dβ. (2.259)
We now consider how the transformation of the S-matrix relates to the transformation
of the cross-section and decay rates. For this purpose, we need to determine the trans-
formation properties of the matrix element |Mβα|2. Substituting eq. (2.255) into the left
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and right-hand side of eq. (2.199) and factoring out the delta-function, we get7
M(p′1σ′1n′1,p′2σ′2n′2··· )(p1σ1n1,p2σ2n2··· ) (2.260)
= eia·(Λp1+Λp2+···−Λp
′
1−Λp′2··· )
√
(Λp1)0(Λp2)0 · · · (Λp′1)0(Λp′2)0 · · ·
p01p
0
2 · · · p′0p′1 · · ·
×
∑
σ¯1σ¯2···
D
(j1)
σ¯1σ1(W (Λ, p1))D
(j2)
σ¯2σ2(W (Λ, p2)) · · ·
×
∑
σ¯′1σ¯
′
2···
D
′(j′1)∗
σ¯′1σ
′
1
(W (Λ, p′1))D
′(j′2)∗
σ¯′2σ
′
2
(W (Λ, p′2)) · · ·
×M(Λp′1σ′1n′1,Λp′2σ′2n′2··· )(Λp1σ1n1,Λp2σ2n2··· ).
Exploiting the unitarity of the D(W (Λ, p)) matrix, multiply both sides by its adjoint,
sum over all the spin-projections and squaring them, we obtain
∏
α
p0α
∏
β
p0β
∑
σ1σ2···
∑
σ′1σ
′
2···
|M(p′1σ′1n′1,p′2σ′2n′2··· )(p1σ1n1,p2σ2n2··· )|2 (2.261)
=
∏
α
(Λpα)
0
∏
β
(Λpβ)
0
∑
σ¯1σ¯2···
∑
σ¯′1σ¯
′
2···
|M(Λp′1σ¯′1n′1,Λp′2σ¯′2n′2··· )(Λp1σ¯1n1,Λp2σ¯2n2··· )|2.
In a more compact notation, this equation shows that the product
∑
spins
|Mβα|2
∏
β
p0β
∏
α
p0α = Rβα (2.262)
is Lorentz invariant.
This expression tells us how the spin-projection as well as the energies of the initial and
final particles contribute to the cross-section. In the case of one-particle decay, the decay
rate is ∑
spins
dΓ(α→ β) = (2pi)(p0α)−1Rβαδ4(pβ − pα)dβ/
∏
β
p0β. (2.263)
For Nα = 2, the cross-section is∑
spins
dσ(α→ β) = (2pi)4u−1α (p01p02)−1Rβαδ4(pβ − pα)dβ/
∏
β
p0β (2.264)
where p01 and p
0
2 represent the energy of the initial particles.
7The integral representation of the delta function is
δ4[(Λp)β − (Λp)α] =
∫
d4x
(2pi)4
ei[(Λp)β−(Λp)α]·x.
Perform a change of variable, x = Λx′, we obtain
δ4[(Λp)β − (Λp)α] = det Λ δ4(pβ − pα) = δ4(pβ − pα)
since Λ is an element of the proper orthochronous Lorentz group.
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On the right-hand side of eqs. (2.263) and (2.264), all the terms δ4(pβ − pα), Rβα and
dβ/
(∏
β p
0
β
)
are Lorentz invariant. Therefore, the cross-section for the Nα = 1, trans-
forms as the inverse of energy. This is in agreement with relativistic time-dilation where
relativistic muons have longer life-time than their non-relativistic counterpart.
Conventionally, the average cross-section summed over all spin-projection is taken to
be a Lorentz-invariant function. So for Nα = 2, the product uαp01p
0
2 must be Lorentz
invariant. The condition of Lorentz invariance and that uα must be the physical velocity
of the moving particle when measured in the rest frame of the other uniquely determines
its expression to be
uα =
√
(pµ1 p2µ)
2 − (m1m2)2
p01p
0
2
. (2.265)
Taking p1 = (p01,p1) and p2 = (m,0), we get
uα =
√
(p01m2)
2 − (m1m2)2
p01m2
=
|p1|
p01
(2.266)
giving us the physical velocity of particle 2 as measured by particle 1 in the rest frame.
In the centre of mass frame where p1 = (p01,p) and p2 = (p
0
2,−p), we get
uα =
|p|(p01 + p02)
p01p
0
2
=
∣∣∣∣p1p01 − p2p02
∣∣∣∣ . (2.267)
This justifies the term relative velocity for uα. However, this velocity is not physical, for
ultra-relativistic particles where |p| ∼ p0, it can get as large as 2.
We are now in the position to interpret the delta function. For simplicity, we choose
the centre of mass frame for the initial particles where
∑
α pα = 0 so that δ
4(pβ − pα)
becomes
δ4(pβ − pα) = δ(p′01 + p′02 + · · · − p0)δ3(p′1 + p′2 + · · · )d3p′1d3p′2 · · · (2.268)
where p0 is the total energy of the initial particles. Confining to the simple cases of
interactions that produce two final particles Nβ = 2 with arbitrary number of initial
particles in the centre of mass frame, the delta function becomes
δ4(pβ − pα) = δ(p′01 + p′02 − p0)δ3(p′1 + p′2)d3p′1d3p′2 (2.269)
Integrating over the three-momentum p′2 by taking p′2 = −p′1, we get
δ4(pβ − pα) = δ(p′01 + p′02 − p0)|p′1|2d|p′1|dΩ
= δ(
√
|p′1|2 +m′1 +
√
|p′1|2 +m′2 − p0)|p′1|2d|p′1|dΩ. (2.270)
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where dΩ = sin θ dθdφ is the solid angle of the particle with momentum p′1.
The delta-function can be further simplified using the formula
δ[f(x)] =
δ(x− x0)
f ′(x0)
(2.271)
where f(x0) = 0 and f ′(x) = df/dx. For the above delta function, the argument is a
function of |p′1|, its root can be written in the following form
|k′| =
√
[(p0)2 −m′21 −m′22 ]2 − 4m′21 m′22
2p0
. (2.272)
The energy of the final particles of momentum in terms of k′ are then
p′01 (k
′) =
(p0)2 +m′21 −m′22
2p0
, (2.273)
p′02 (k
′) =
(p0)2 +m′22 −m′21
2p0
. (2.274)
Therefore,
d
d|p′1|
(√
|p′1|2 +m′1 +
√
|p′1|2 +m′2 − p0
) ∣∣∣
|p′1|=|k′|
=
|k′|p0
p′01 p′02
(2.275)
Substituting this into the delta function, we get
δ4(pβ − pα)→ |k
′|p′01 p′02
p0
dΩ (2.276)
where the final delta function δ(|p′1| − |k′|) is removed by taking |p′1| = |k′|.
Replacing the delta function with eq. (2.276), the decay rate for a single particle of energy
p0 into two particles becomes
dΓ
dΩ
(α→ β) = 2pi|Mβα|2 |k
′|p′01 p′02
p0
(2.277)
and the differential cross-section for the 12 → 1′2′ process in the centre of mass frame
reads
dσ
dΩCM
(α→ β) = (2pi)
4|k′|p′01 p′02
p0uα
|Mβα|2 = (2pi)
4|k′|p′01 p′02 p01p02
(p0)2|k| |Mβα|
2 (2.278)
where |k| = |p1| = |p2| and p0 = p01 + p02.
Chapter 2. Foundations 53
2.4.5 Perturbation theory
The definition of the S-matrix is simple, yet in most interacting theories, it is not possible
to compute it exactly. This led to the development of perturbation theory, where the
S-matrix is expanded in terms of the interacting Hamiltonian.
In this section, we will show that the perturbation formalism of the S-matrix with the
demand of Lorentz invariance put strong constraints on the type of interactions that
are allowed. This result, along with cluster decomposition principle of the S-matrix will
explain the reason behind the transition from relativistic quantum mechanics to quantum
field theory.
Historically, there are two types of perturbations, the old-fashioned perturbation theory
and the modern version based on the Dyson series [48]. The drawback of the former is
that the Lorentz invariance is not manifest, which is the later is preferred. For the sake
of completeness, both are derived.
It should be noted that while the Dyson series is manifestly Lorentz invariant and unitary,
there also exists alternative expansions that achieve the same goal. In particular, there
are the Magnus and Fer series where the S-matrix is expanded as S = exp(iη) and
S =
∏∞
k=1 exp(Fk) respectively which are manifestly unitary preserving to all orders of
perturbation [49]. These expansions have not been as extensively explored as the Dyson
series. Nevertheless, they may provide additional insights that are otherwise not obvious
from the Dyson series. Therefore, this is a possible direction of future research.
2.4.5.1 The old-fashioned perturbation theory
We start with the Born approximation of the S-matrix
Sβα = δ(β − α)− 2ipiδ(p0β − p0α)T+βα (2.279)
where T+βα = 〈β0|V |α+〉 and |α+〉 satisfies the Lippmann-Schwinger equation
|α+〉 = |α0〉+
∫
dγ
T+γα|γ0〉
p0α − p0γ + i
. (2.280)
Multiply from the left by 〈β0|V on both sides, we get
T+βα = Vβα +
∫
dγ
T+γαVβγ
p0α − p0γ + i
. (2.281)
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Substituting the entire expression into T+γα on the right-hand side recursively gives us
T+βα = Vβα +
∫
dγ
VβγVγα
p0α − p0γ + i
+
∫
dγdγ′
VβγVγγ′Vγ′α
(p0α − p0γ + i)(p0α − p0γ′ + i)
+ · · · (2.282)
Substituting T+βα into the S-matrix given by the Born approximation yields the pertur-
bative solution for the S-matrix. In eq. (2.282), the integration which sums over the all
the momenta and spin-projections of the multi-particle states is not manifestly Lorentz
invariant, it is therefore difficult to determine the types interactions that are allowed in
the theory.
2.4.5.2 The Dyson series
The advantage of the Dyson series is the manifest Lorentz invariance. The derivation of
the Dyon series uses the definition S = U(∞,−∞) given in eq. (2.188) where
U(τ, τ0) = e
iH0τe−iH(τ−τ0)e−iH0τ0 . (2.283)
We will now derive a perturbative solution for U(τ, τ0) and then take the limit τ → ∞
and τ0 → −∞. Differentiating U(τ, τ0) by τ , after some manipulation, we obtain
i
d
dτ
U(τ, τ0) = V (τ)U(τ, τ0) (2.284)
where V (τ) = eiH0τV e−iH0τ is the time evolution of V in the interacting picture. Given
the initial condition, U(τ0, τ0) = 1, the solution for U(τ, τ0) is
U(τ, τ0) = 1− i
∫ τ
τ0
dtV (t)U(t, τ0). (2.285)
This is an iterative formula, so we can substitute the solution for U(τ, τ0) to its right-hand
side and perform further iterations to obtain higher-order terms
U(τ, τ0) = 1− i
∫ τ
τ0
dtV (t) + (−i)2
∫ τ
τ0
dt1
∫ t1
τ0
dt2V (t1)V (t2)
+(−i)3
∫ τ
τ0
dt1
∫ t1
τ0
dt2
∫ t2
τ0
dt3V (t1)V (t2)V (t3) + · · · . (2.286)
Therefore, in the limit τ →∞ and τ0 → −∞ we obtain
S = 1− i
∫ ∞
−∞
dtV (t) + (−i)2
∫ ∞
−∞
dt1
∫ t1
−∞
dt2V (t1)V (t2)
+(−i)3
∫ ∞
−∞
dt1
∫ t1
−∞
dt2
∫ t2
−∞
dt3V (t1)V (t2)V (t3) + · · · . (2.287)
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We note, for each term in the series, the integration of later time is always to the left of
the earlier time. As a result, the S-matrix can be written in a more compact form by
introducing the notion of a time-ordered product where functions of later time argument
are arranged to the left of functions with earlier time argument,
T [V (t)] = V (t) (2.288)
T [V (t1)V (t2)] = θ(t1 − t2)V (t1)V (t2) + θ(t2 − t1)V (t2)V (t1) (2.289)
where θ(t) is the step function defined as θ(t) = 1 for t > 0 and θ(t) = 0 when t ≤ 0.
Each term in the time-ordered product contributes equally to the integral, so for a time-
ordered product with n terms, we need to divide the product by a factor of n!. Therefore,
the S-matrix, in terms of the time-ordered product is given by
S = 1 +
∞∑
n=1
(−i)n
n!
∫ ∞
−∞
dt1 · · · dtnT [V (t1) · · ·V (tn)]. (2.290)
This is the Dyson series for the S-matrix.
Comparing the Dyson series to the S-matrix given by the old-fashioned perturbation
theory, we note that the integral for the Dyson series integrates over the interaction
V (t) with respect to time. Manifest Lorentz invariance of the S-matrix is achieved by
demanding the interaction V (t) to be of the form
V (t) =
∫
d3xV(x) (2.291)
where V(x) is the interaction density which is a scalar quantity
U(Λ, a)V(x)U−1(Λ, a) = V(Λx+ a). (2.292)
The S-matrix can now be expressed in terms of manifestly Lorentz invariant integrals
S = 1 +
∞∑
n=1
(−i)n
n!
∫ ∞
−∞
d4x1 · · · d4xnT [V(x1) · · · V(xn)]. (2.293)
Up to this point, the Dyson series, in the manifest Lorentz invariant form could also
be derived in non-relativistic quantum mechanics. The question is then what is the
difference between non-relativistic quantum mechanics and quantum field theory. A
complete answer to this question would need to wait till the next section, but at this
stage it is possible to identify the point of departure.
We note S-matrix in eq. (2.293) is not yet completely Lorentz invariant, an additional
constraint on the interaction density V(x) must be imposed. The reason behind this
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is due to the time-ordered product and the fact that each interaction densities in the
product have different time-arguments. The separation between space-time events can
be classified into space-like, time like and null. For interaction densities whose separation
between space-time arguments are time-like or null-like, the order of events is absolute
for all inertial observers. Therefore, in the case where the separation between space-time
events are time-like or null-like, the S-matrix is Lorentz-invariant. On the other hand,
if the separation between space-time events are space-like, the order between events are
no longer absolute. For example, given the product V(x1)V(x2) where the separation
between x1 and x2 are space-like, the order of product can change depending on the
reference frame one chooses. Therefore, if the interaction density is non-commutative
at space-like separation, the S-matrix would not be Lorentz invariant. Conversely, it
follows that a sufficient condition, although not a necessary one for a Lorentz invariant
S-matrix is to demand the interaction density to commute at space-like separation
[V(x),V(y)] = 0. (2.294)
Under this condition, the S-matrix would always be Lorentz invariant.
2.5 The cluster decomposition principle
In the last section we have derived the perturbative S-matrix and the conditions for
Poincaré invariance. These conditions are important since only a Poincaré-invariant
S-matrix would give us physical particle cross-sections. In this section we present an
additional physical condition due to the cluster decomposition principle [50].
The cluster decomposition principle states that distant experiments must be uncorre-
lated. This is a fundamental principle that makes science possible. For the S-matrix,
this condition must be imposed explicitly since it does not follow from the demand of uni-
tarity and Poincaré invariance. But before we can consider its implication, it is necessary
to introduce the creation and annihilation operators.
2.5.1 Creation and annihilation operators
The physical Hilbert space are spanned by 0, 1, 2, · · · free particle states. Among these
states, the vacuum state | 〉, a state containing no particles, plays an important role.
Since the vacuum state contains no particles, it has no energy and momentum so that
Pµ| 〉 = 0. (2.295)
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This equation must hold in all inertial reference frame, otherwise Lorentz transformation
to different inertial frames would result in particle creation thus violating the principle of
energy-momentum conservation. Therefore, the vacuum state | 〉, up to a global phase,
is invariant under all inhomogeneous Lorentz transformations [51]
U(Λ, a)| 〉 = | 〉. (2.296)
While the vacuum state involved in particle scattering experiments are unique, there ex-
ists systems where the vacuum states are not unique and are unitarily inequivalent. One
example is the coherent state where the associated vacuum state is in fact an eigenstate
of the one-particle annihilation operator [52].
The existence of a unique vacuum state then allows us to construct the particle states
spanning the physical Hilbert space by introducing the the creation and annihilation
operators a†(p, σ, n) and a(p, σ, n) respectively. We define these operators by their action
on the vacuum state
a†(p, σ, n)| 〉 = |p, σ, n〉, a(p, σ, n)| 〉 = 0. (2.297)
The successive application of creation operators creates a multi-particle state. Here we
write these multi-particle state in the order which the creation operators on the vacuum
|p1σ1n1, p2σ2n2, · · · 〉 = a†(p1, σ1, n1)a†(p2, σ2, n2) · · · | 〉. (2.298)
However, this order is arbitrary. The physical properties of the multi-particle state is
independent of the order of the one-particle states. Exchanging the two states |p1σ1n1〉
and |p2σ2n2〉 in eq. (2.298), the resulting state would must be proportional to the original
states
|p1σ1n1, p2σ2n2, · · · 〉 = α|p2σ2n2, p1σ1n1, · · · 〉 (2.299)
where α is a constant global phase independent of σ. Exchanging the two states again,
we find
α2 = 1. (2.300)
Therefore, the effect of exchanging particle states is either even or odd. More precisely,
particle states of half-integral and integral spin anticommute and commute with itself
respectively. This result is known as the spin-statistics theorem [7, 53] and give us the
following commutation-anticommutation relations between the creation and annihilation
operators8
[a(p′, σ′, n′), a†(p, σ, n)]± = δσσ′δnn′δ3(p′ − p), (2.301)
8A detailed derivation is given in [7, sec. 4.2].
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[a(p′, σ′, n′), a(p, σ, n)]± = [a†(p′, σ′, n′), a†(p, σ, n)]± = 0. (2.302)
The inhomogeneous Lorentz transformation of the creation and annihilation operators
are determined by the transformation of the one-particle state from eq. (2.45)
U(Λ, b)a†(p, σ, n)U−1(Λ, b) = ei(Λp)·b
√
(Λp)0
p0
∑
σ¯
D
(j)
σσ¯ (W
−1(Λ, p))a†(Λp, σ¯, n), (2.303)
U(Λ, b)a(p, σ, n)U−1(Λ, b) = e−i(Λp)·b
√
(Λp)0
p0
∑
σ¯
D
(j)∗
σσ¯ (W
−1(Λ, p))a(Λp, σ¯, n).
(2.304)
Along with the introduction of the creation and annihilation operator comes a funda-
mental theorem, that any operator O may be expressed as a sum of products of creation
and annihilation operators
O =
∞∑
N=0
∞∑
M=0
∫
d3p′1 · · · d3p′Nd3p1 · · · d3pM (2.305)
×a†(p′1) · · · a†(p′N )a(p1) · · · a(pM )
×CNM (p′1, · · · ,p′N ,p1, · · · ,pM )
where CNM (p′1, · · · ,p′N ,p1, · · · ,pM ) is momentum-dependent function. Intuitively, this
result is expected since the basis of the Hilbert space is spanned by the particle states
created and annihilated by these operators.
2.5.2 Structure of the Hamiltonian
The cluster decomposition principle states distant experiments are uncorrelated. In
terms of the S-matrix it states that if N multi-particle experiments α1 → β1, α2 →
β2, · · · , αN → βN are each performed at distant locations, then S-matrix for the com-
bined process factorises to
Sβ1+β2+···+βN ,α1+α2+···+αN → Sβ1α1Sβ2α2 · · ·SβNαN . (2.306)
This assumes the interactions between particles are short-range and takes place in a
confined region of space so that it is unaffected by distant particles. This property of
the S-matrix does not follow from unitarity or Poincaré invariance, it is an additional
physical requirement to make the interacting theories physical.
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The full Hamiltonian H = H0 + V by construction, is an operator in the Hilbert space,
so it can be expanded in terms of the creation and annihilation operators,
H =
∞∑
N=0
∞∑
M=0
∫
d3p′1 · · · d3p′Nd3p1 · · · d3pM (2.307)
×a†(p′1) · · · a†(p′N )a(p1) · · · a(pM )
×hNM (p′1, · · · ,p′N ,p1, · · · ,pM )
where hNM (p′1, · · · ,p′N ,p1, · · · ,pM ) is a multi-variable function of momentum. How-
ever, since any operators in the Hilbert space can be expressed in this form, eq. (2.307)
without additional physical condition is meaningless. The additional constraint on the
Hamiltonian comes from the demand of cluster decomposition principle on the S-matrix,
that hNM (p′1, · · · ,p′N ,p1, · · · ,pM ) must only contain a single delta function
hNM (p
′
1, · · ·p′N ,p1, · · · ,pM ) = δ3(p′1 + · · ·+ p′N − p1 − · · · − pM ) (2.308)
×h˜NM (p′1, · · ·p′N ,p1, · · · ,pM )
for it to satisfy the cluster decomposition principle [7, secs. 4.3-4.4].
2.6 Quantum field operators: The Weinberg formalism
In this chapter, so far we have derived the physical particle states from the irreducible
representations of the Poincaré group. Ultimately, the objective is to compute observ-
ables such as cross-sections and decay rates and compare them with experiments. But
before we can make the predictions, as a theorist, we must first make sure our the-
ories are consistent with the principles of physics. For the S-matrix, these principles
are Poincaré invariance and the cluster decomposition principle which amount to the
following conditions on the full Hamiltonian H
1. The interacting Hamiltonian density V(x) must transform as a scalar and commute
at space-like separation.
2. The full Hamiltonian expanded in terms of the creation and annihilation operators
must only contain one momentum-conserving delta-function.
Hamiltonians with these properties can be constructed using quantum field operators9
ψ+(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σn
u(x; p, σ, n)a(p, σ, n), (2.309)
9The reason for choosing the normalisation factor 1/
√
2p0 will be apparent once we determine the
coefficients.
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ψ−(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σn
v(x; p, σ, n)a†(p, σ, n). (2.310)
where ψ+(x) and ψ−(x) are the annihilation and creation field and u(x; p, σ, n) and
v(x; p, σ, n) are their expansion coefficients to be determined. Here we will focus on
quantum fields describing particle of a single specie so the summation over different
species n is dropped.
Here, the quantum field operators are constructed from symmetry consideration. The
field equation for the quantum fields and their solutions are derived as a consequence
of the underlying symmetries. The Lagrangian can then be determined from the field
equation. The demand of Poincaré symmetry places strict restrictions on the possible
solutions on the quantum fields. One of the subtle, but important result derived from this
formalism is that not all the solutions of the field equation satisfy Poincaré symmetry.
For a quantum field corresponding to a given representation, its solution is uniquely
determined by Poincaré symmetry up to a global phase. In this respect, the formalism
presented here is more transparent than the canonical formalism since the later does not
directly impose constraints on the solutions of the field equation for the quantum field.
The order of presentation in this thesis till this point, closely follows the monograph
of Weinberg [7], which differs from the canonical formalism where the starting point is
the Lagrangian. Using the Lagrangians, one may derive the field equations, expand the
solutions in terms of Fourier series and promote the general solutions to quantum field
operators. While the Lagrangians are useful for determining the symmetries of the theory,
their origin in the canonical formalism are unclear. They are often taken as the starting
point which can sometime lead to the wrong physics. It is trivial to construct manifestly
Lorentz invariant Lagrangians but non-trivial to ensure the corresponding particle states
have the correct degrees of freedom and are consistent with the Poincaré symmetry. The
formalism developed by Weinberg emphasises the close connexion between quantum field
operators and the underlying symmetries. The field equations and the Lagrangians are
derived as a consequence of the symmetries and representations of the Poincaré group
which ensure theories are consistency and unique.
The presence of the coefficients u(x; p, σ) and v(x; p, σ) means we cannot derive the
transformation of the fields from the transformation of the creation and annihilation
operators given by eqs. (2.303) and (2.304). We must make an additional postulate that
the fields are Poincaré covariant
U(Λ, b)ψ±` (x)U
−1(Λ, b) =
∑
¯`
D`¯`(Λ−1)ψ±¯` (Λx+ b) (2.311)
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where D(Λ) is a finite-dimensional matrix. Successive transformations on the field ψ±` (x)
shows that the matrix D(Λ) furnishes a representation of the Lorentz group.
The coefficients for the field, up to some proportionality constants can be determined by
continuous Poincaré symmetry. The proportionality constants can subsequently be de-
termined by the requirements of locality of the interaction density and discrete symmetry
conservations without having to solve the field equations.
We now derive the general constraints on the expansion coefficients. On the left-hand side
of eq. (2.311), the operator U(Λ, b) acts only on the creation and annihilation operators,
therefore using eqs. (2.303) and (2.304), we get
U(Λ, b)ψ+(x)U−1(Λ, b) = (2pi)−3/2
∫
d3(Λp)√
2(Λp)0
∑
σσ¯
u`(x; p, σ) (2.312)
×e−i(Λp)·bDσσ¯(W−1(Λ, p))a(Λp, σ¯),
U(Λ, b)ψ−(x)U−1(Λ, b) = (2pi)−3/2
∫
d3(Λp)√
2(Λp)0
∑
σσ¯
v`(x; p, σ) (2.313)
×ei(Λp)·bD∗σσ¯(W−1(Λ, p))a†(Λp, σ¯).
The above results are obtained by the Lorentz invariance of d3p/p0 and the unitarity of
D(W (Λ, p)). Since the fields ψ±(x) are required to be Poincaré covariant, eqs. (2.312)
and (2.313) must be identical to the right-hand side of eq. (2.311) which reads
U(Λ, b)ψ+` (x)U
−1(Λ, b)
= D`¯`(Λ−1)(2pi)−3/2
∫
d3(Λp)√
2(Λp)0
∑
σ
[u¯`(Λx+ b,Λp, σ)a(Λp, σ)] , (2.314)
U(Λ, b)ψ−` (x)U
−1(Λ, b)
= D`¯`(Λ−1)(2pi)−3/2
∫
d3(Λp)√
2(Λp)0
∑
σ
[
v¯`(Λx+ b,Λp, σ)a†(Λp, σ)
]
. (2.315)
Equating both sides of the equations gives us
∑
σ¯
u¯`(Λx+ b; Λp, σ¯)D
(j)
σ¯σ (W (Λ, p)) = e
−i(Λp)·b∑
`
D ¯`` (Λ)u`(x; Λp, σ), (2.316)
∑
σ¯
v¯`(Λx+ b; Λp, σ¯)D
(j)∗
σ¯σ (W (Λ, p)) = e
i(Λp)·b∑
`
D ¯`` (Λ)v`(x; Λp, σ). (2.317)
These two equations determine the form of the coefficients and how they transform under
boost and space-time translation.
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For space-time translation, let Λ = I and b arbitrary, we get
u¯`(x; p, σ) = e−ip·xu¯`(p, σ), (2.318)
v¯`(x; p, σ) = eip·xv¯`(p, σ). (2.319)
The creation and annihilation fields then take the form
ψ+` (x) = (2pi)
−3/2
∫
d3p√
2p0
∑
σ
e−ip·xu`(p, σ)a(p, σ), (2.320)
ψ−` (x) = (2pi)
−3/2
∫
d3p√
2p0
∑
σ
eip·xv`(p, σ)a†(p, σ). (2.321)
Substituting eqs. (2.318) and (2.319) into eqs. (2.316) and (2.317), they simplify to
∑
σ¯
u`(Λp, σ¯)D
(j)
σ¯σ (W (Λ, p)) =
∑
`
D ¯`` (Λ)u`(p, σ), (2.322)
∑
σ¯
v`(Λp, σ¯)D
(j)∗
σ¯σ (W (Λ, p)) =
∑
`
D ¯`` (Λ)v`(p, σ). (2.323)
For boost we take p = 0 and Λ = L(p) where L(p) takes particle at rest to momentum
pµ, then we have W (Λ, p) = I and D(Λ, p) = I. Equations (2.322) and (2.323) now give
us the coefficients at arbitrary momentum10
u`(p, σ) =
∑
¯`
D`¯`(L(p))u¯`(0, σ), (2.324)
v`(p, σ) =
∑
¯`
D`¯`(L(p))v¯`(0, σ). (2.325)
As for rotation, we take p = 0 and Λ = R to be a rotation. Therefore W (R, p) = R, so
eqs. (2.322) and (2.323) become
∑
σ¯
u¯`(0, σ¯)D
(j)
σ¯σ (R) =
∑
`
D ¯`` (R)u`(0, σ), (2.326)
∑
σ¯
v¯`(0, σ¯)D
(j)∗
σ¯σ (R) =
∑
`
D ¯`` (R)u`(0, σ). (2.327)
Under an infinitesimal expansion about the identity,
∑
σ¯
u¯`(0, σ¯)Jσ¯σ =
∑
`
J ¯`` u`(0, σ) (2.328)
10The normalisation factor 1/
√
2p0 for the quantum field is chosen specifically to obtain eqs. (2.324)
and (2.325).
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∑
σ¯
v¯`(0, σ¯)J∗σ¯σ = −
∑
`
J ¯`` v`(0, σ) (2.329)
where J and J are the generators of D(R) and D(R) respectively.
So far, we have derived the necessary conditions on the fields and their coefficients which
ensure that the interaction density transforms as a scalar. However, they are not yet
sufficient to guarantee the Lorentz invariance of the S-matrix. Generally, interaction
densities constructed from ψ±(x) do not commute at space-like separation since the
fields themselves do not commute or anti-commute at space-like separation,
[ψ+` (x), ψ
−
¯` (y)]± =
∫
d3p
∑
σ
u`(p, σ)v¯`(p, σ)e
−ip·(x−y) (2.330)
unless the coefficients vanish. The resolution is to consider a linear combination of
creation and annihilation field,
ψ`(x) = κψ
+
` (x) + λψ
−
` (x) (2.331)
where κ and λ are constants chosen so that the field commutes or anti-commutes with
itself and its adjoint at space-like separation
[ψ`(x), ψ¯`(y)]± = [ψ`(x), ψ
†
¯`(y)]± = 0. (2.332)
The interaction density constructed from ψ(x) would then commute at space-like sepa-
ration. We can construct the interaction density using the covariant fields as
V(x) =
∑
NM
∑
`′1···`′N
∑
`1···`M
g`′1···`′N ,`1···`M (2.333)
×ψ†
`′1
(x) · · ·ψ†
`′N
(x)ψ`1(x) · · ·ψ`M (x)
where N and M denote particles of different species. Equation (2.311) shows that
the interaction density transforms as a scalar satisfying eq. (2.292) if the coefficient
g`′1···`′N ,`1···`M satisfies∑
`′1···`′N
∑
`1···`M
D†¯`′
1`′1
(Λ−1) · · · D†¯`′
N `
′
N
(Λ−1)D`1 ¯`1(Λ−1) · · · D`M ¯`M (Λ−1) (2.334)
×g`′1···`′N `1···`M = g¯`′1···¯`′N ¯`1···¯`M .
Interaction densities in most theories contain no more than three particle species and
the coefficient g can usually be decomposed into product of matrices
g`′1···`′N `1···`M = g`′1`1g`′2`2 · · · g`′N `M . (2.335)
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The constraint on g for these theories can then be simplified by taking N = M = 1. In
terms of matrices, we get
gD(Λ−1) = D†(Λ)g. (2.336)
Since D(Λ) is a representation of the Lorentz group, we can expand it about the identity
D(I + ω) = I − i
2
ωµνJ µν (2.337)
to obtain
gJ µν = J †µνg. (2.338)
In an interacting theory, the particle states usually have some non-zero conserved charges
q(n) associated with a Hermitian charge operator Q satisfying the commutation relations
[Q, a(p, σ, n)] = −q(n)a(p, σ, n), (2.339)
[Q, a†(p, σ, n)] = q(n)a†(p, σ, n) (2.340)
where the annihilation and creation operator act as the lowering and raising operator.
Since the commutators between Q and the annihilation and creation operators do not
vanish, we do not expect [Q,ψ`(x)] to vanish either. Instead, we must demand
[Q,ψ`(x)] = −q(n)ψ`(x) (2.341)
for Q to commute with the interaction density to ensure charge conservation. Using
eq. (2.341), the commutator between Q and V(x) is
[Q,V(x)] = (−q′1 − · · · − q′N + q1 + · · ·+ qM )V(x). (2.342)
It vanishes if and only if
− q′1 − · · · − q′N + q1 + · · ·+ qM = 0. (2.343)
Equation(2.341) cannot be satisfied if both ψ+(x) and ψ−(x) describes the same particle
of charge q. The only solution to eq. (2.341) is when the two fields ψ+(x) and psi−(x)
describe particles of opposite charges
[Q,ψ+(x)] = −qψ+(x), (2.344)
[Q,ψ−(x)] = −q¯ψ−(x) = qψ−(x). (2.345)
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This implies a doubling in particle species. Lorentz invariance of the S-matrix demands
that a particle of non-zero conserved charge q to be always accompanied by a particle of
charge −q which is known as the anti-particle. The derivation given here is based on the
quantum field theoretic consideration. An alternative argument using causality between
space-time events can be found in [54, sec. 2.1.3].
To put the formalism into practice, we must specify the representation D(Λ) of the
Lorentz group which corresponds to a particular particle specie. While there are infinitely
many representations, only the j ≤ 1 representations are relevant to the SM. We will
explicitly construct both massive and massless quantum fields of j ≤ 1 representations
and outline the generalisation to higher spin.
2.7 Massive quantum fields
In this section, we provide explicit construction of the massive scalar and Dirac field and
examine their discrete symmetries. Later we will generalise the results to higher-spin
representations. The study of massive vector field is presented in the next chapter.
2.7.1 Scalar field
The scalar field φ(x), by definition is a single component field with trivial Lorentz rep-
resentation D(Λ) = I, J µν = O so it transforms as
U(Λ, b)φ(x)U−1(Λ, b) = φ(Λx+ b). (2.346)
The explicit form of the scalar field, in accordance with eq. (2.331) is
φ(x) = κφ+(x) + λφ−(x) (2.347)
where φ+(x) and φ−(x) are the annihilation and creation fields
φ+(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
u(p, σ)e−ip·xa(p, σ), (2.348)
φ−(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
v(p, σ)e−ip·xa†(p, σ). (2.349)
For now, we confined ourselves to the neutral scalar field where [Q,φ(x)] = 0, later on
we will also consider charged scalar field.
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The rotation constraints on the expansion coefficients are
∑
σ
u(0, σ¯)Jσ¯σ = 0 (2.350)
∑
σ
v(0, σ¯)J∗σ¯σ = 0 (2.351)
where Jσ¯σ is given by eqs. (2.61) and (2.62). The only solution where the coefficients are
non-zero is J = O. Therefore, the coefficients are just momentum independent constants
which can be absorbed into κ and λ. The annihilation and creation fields now take the
form
φ+(x) = (2pi)−3/2
∫
d3p√
2p0
e−ip·xa(p), (2.352)
φ−(x) = (2pi)−3/2
∫
d3p√
2p0
e−ip·xa†(p). (2.353)
The constants κ and λ can be determined by evaluating the commutation/anti-commutation
of the fields at space-like separation,
[φ(x), φ(y)]± = |κ|2∆+(x− y)± |λ|2∆+(y − x) (2.354)
where ∆+(x) is the standard function defined as
∆+(x) = (2pi)
−3
∫
d3p
2p0
e−ip·x. (2.355)
Since ∆+(x) is manifestly Lorentz invariant, for space-like separation, we can choose an
equal-time frame where t = t′ and x = (0, 0, 0, r) to simplify the calculation. Computing
the integral in spherical polar coordinate, we get
∆+(x) =
1
4pi2|x|
∫ ∞
0
dp
p sin(pr)√
p2 +m2
=
m
(2pi
√−xµxµ)2K1(m
√−xµxµ) (2.356)
where K1 is the standard Hankel function and we have used the identity |x| = √−xµxµ.
The second equality shows that when xµ is a space-like vector, ∆+(x) is an even function
in xµ. Therefore, the commutator/anti-commutator simplifies to
[φ(x), φ(y)]± = (|κ|2 ± |λ|2)∆+(x− y). (2.357)
This expression vanishes if the field satisfies bosonic statistics with |κ|2 = |λ|2. Choosing
κ = λ = 1, then for arbitrary space-time separation, we get
[φ(x), φ(y)] = ∆(x− y) (2.358)
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where ∆(x− y) = ∆+(x− y)−∆+(y − x).
The charged scalar field takes the same coefficients as the neutral scalar field but with
distinct particle and anti-particle,
Φ(x) = (2pi)−3/2
∫
d3p√
2p0
[
e−ip·xa(p) + eip·xb†(p)
]
(2.359)
so that particle states created by a†(p) and b†(p) creates states of opposite charges
[Q, a†(p)] = qa†(p), (2.360)
[Q, b†(p)] = −qb†(p). (2.361)
We note, the statistics for Φ(x) cannot be determined by computing [Φ(x),Φ(y)]± since
it identically vanishes for all space-time separation
[Φ(x),Φ(y)]± = 0 (2.362)
by virtue of eqs. (2.301) and (2.302) where particles and anti-particles are of different
species. The statistics is determined by calculating [Φ(x),Φ†(y)] at space-like separation
[Φ(x),Φ†(y)]± = ∆+(x− y)±∆+(y − x) (2.363)
which vanishes under bosonic statistics.
The presence of non-zero charges realises the charge-conjugation symmetry. As discussed
in sec. 2.4.3.2, charge-conjugation is an internal symmetry, so it cannot affect the statis-
tics and transformations of the scalar fields.
2.7.1.1 Parity
Acting the parity operation on the scalar field, we get
PΦ(x)P−1 = (2pi)−3/2
∫
d3p√
2p0
[
e−ip·xη∗a(−p) + eip·xη¯b†(−p)
]
(2.364)
where η and η¯ are the intrinsic parities for particle and anti-particle respectively. Chang-
ing the integration variable from p→ −p, we see that parity is preserved if particle and
anti-particle have even intrinsic parities
η∗ = η¯ (2.365)
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thus giving us
PΦ(x)P−1 = η∗Φ(Px). (2.366)
Therefore, parity is conserved for the neutral scalar field if we take its intrinsic parity to
be real η = η∗
Pφ(x)P−1 = ηφ(Px). (2.367)
2.7.1.2 Charge-conjugation
Acting the charge-conjugation operator C on Φ(x) gives us
CΦ(x)C−1 = (2pi)−3/2
[
e−ip·xς∗b(p) + eip·xς¯a†(p)
]
. (2.368)
The symmetry is conserved by taking the charge-conjugation phases to be even between
particle and anti-particle
ς∗ = ς¯ (2.369)
thus giving us
CΦ(x)C−1 = ς∗Φ†(x). (2.370)
As for the neutral scalar field, there is only one phase ς so charge-conjugation is conserved
if ς = ς∗. Therefore, φ(x) is an eigen-function under charge-conjugation
Cφ(x)C−1 = ςφ(x). (2.371)
2.7.1.3 Time-reversal
Time-reversal is an anti-unitary operator so when acting on Φ(x), it is necessary to apply
complex conjugation
TΦ(x)T−1 = (2pi)−3/2
∫
d3p√
2p0
[
eip·x%∗a(−p) + e−ip·x%¯b†(−p)
]
. (2.372)
Taking p→ −p in the integration, we see that time-reversal is preserved if
% = %¯∗ (2.373)
thus giving us
TΦ(x)T−1 = %∗Φ(T x). (2.374)
Similar to charge-conjugation and parity, one obtains
Tφ(x)T−1 = %φ(T x) (2.375)
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by taking % = %∗ so that the time-reversal phase is real.
2.7.2 Dirac field
The Dirac field is constructed from one of the simplest non-trivial representations of the
Lorentz group. The matrix D(Λ) with Λ = I + ω is taken to be
D(I + ω) = I − i
2
ωµνJ µν (2.376)
where J µν is the finite-dimensional generator of the Lorentz group. The generators
associated with the Dirac field and its generalisation to higher-spin representation takes
the form of a direct sum of irreudible representations of the Lorentz group
J ij = ijk
 Jk O
O Jk
 , J 0i = i
 −J i O
O J i
 . (2.377)
Generally, given a rotation generator J, it is always possible to construct the boost gen-
erator as K = ±iJ such that the Lorentz algebra is satisfied. In the literature, quantum
fields which transform according to the K = iJ and K = −iJ representations are known
as the right-handed and left-handed fields respectively. Therefore J µν , furnishes a re-
ducible representation of the Lorentz group where Jk is the irreducible representation
of the rotation group of dimension (2j + 1)× (2j + 1) given by eqs. (2.60-2.62) up to a
similarity transformation. Using the identification given by eqs. (2.32) and (2.33) where
J = (J 23,J 31,J 12), K = (J 01,J 02,J 03) (2.378)
the explicit expression of rotation and boost generators are
J =
 J O
O J
 , K =
 −iJ O
O iJ
 . (2.379)
Defining the rotation and rapidity (boost) parameters of ωµν as
θ = −(ω23, ω31, ω12), ϕ = (ω01, ω02, ω03), (2.380)
we obtain the following rotation
D(R(θ)) =
exp(iJ · θ) O
O exp(iJ · θ)
 (2.381)
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and boost
D(L(p)) =
exp(J ·ϕ) O
O exp(−J ·ϕ)
 . (2.382)
The rapidity parameter ϕ = ϕpˆ with pˆ = p/|p| is defined as
coshϕ =
p0
m
, sinhϕ =
|p|
m
. (2.383)
In the case of the Dirac field, we take
J =
σ
2
(2.384)
where σ = (σ1, σ2, σ3) are the Pauli matrices
σ1 =
 0 1
1 0
 , σ2 =
 0 −i
i 0
 , σ3 =
 1 0
0 −1
 . (2.385)
The submatrices of D(L(p)) are then given by
exp
(
±σ
2
·ϕ
)
=
√
p0 +m
2m
(
I ± σ · p
p0 +m
)
. (2.386)
The expansion coefficients at rest for the Dirac field can now be solved by substituting
J into eqs. (2.328) and (2.329). Here, it is more convenient to write the coefficients as
(U±)`σ = u`(0, σ), (V±)`σ = v`(0, σ) (2.387)
where U± and V± are 2× 2 matrices. The column index σ ranges from −12 and 12 . The
row index ` is defined so that for U+, ` = 1, 2 and for U−, ` = 3, 4. Equations (2.328)
and (2.329) now become
∑
σ¯
(U±)`σ¯σσ¯σ =
∑
¯`
σ`¯`(U±)¯`σ, (2.388)
∑
σ¯
(V±σ2)`σ¯σσ¯σ =
∑
¯`
σ`¯`(V±σ2)¯`σ (2.389)
where the second equation is obtained using the identity σ∗ = −σ2σσ2. Since the Pauli
matrix are irreducible, by Schur's lemma, the matrices U± and V±σ2 must either vanish
or be proportional to the identity matrix. Therefore,
U± = c±I, V± = −id±σ2 (2.390)
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where c± and d± are proportionality constants. The Dirac coefficients, with the appro-
priate normalisation take the form
u(0, 12) =
√
m

c+
0
c−
0
 , u(0,−12) =
√
m

0
c+
0
c−
 , (2.391)
v(0, 12) =
√
m

0
d+
0
d−
 , v(0,−12) = −
√
m

d+
0
d−
0
 . (2.392)
Equations (2.324) and (2.325) give us the coefficients at arbitrary momentum
u(p, σ) = D(L(p))u(0, σ), (2.393)
v(p, σ) = D(L(p))v(0, σ). (2.394)
Field operators with these coefficients satisfy the continuous Poincaré symmetry, so the
proportionality constants can take arbitrary values. These constants can be determined
by demanding parity conservation. The action of parity operator on the creation and
annihilation operator are
Pa(p, σ)P−1 = η∗a(−p, σ), (2.395)
Pb†(p, σ)U−1P−1 = η¯b†(−p, σ) (2.396)
where the phases η and η¯ are the intrinsic parities independent of σ.
Parity is a symmetry transformation when PΨ(x)P−1 is proportional to Ψ(Px). To find
the relation between the two fields, we write the field operator as Ψ(x) = κΨ+(x) +
λΨ−(x), where
Ψ+(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
e−ip·xu(p, σ)a(p, σ), (2.397)
Ψ−(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
eip·xv(p, σ)b†(p, σ). (2.398)
Acting P on Ψ±(x) with the help of eqs. (2.395) and (2.396), we get
PΨ+(x)P−1 = η∗(2pi)−3/2
∫
d3p√
2p0
∑
σ
e−ip·xu(p, σ)a(−p, σ), (2.399)
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PΨ−(x)P−1 = η¯(2pi)−3/2
∫
d3p√
2p0
∑
σ
eip·xv(p, σ)b†(−p, σ). (2.400)
For the fields Ψ±(x) to conserve parity, it is necessary to find a relation between the
coefficients and their momentum-reflected counterpart. We use the following identity
u(−p, σ) =
[
ΓD(L(p)) Γ
]
u(0, σ) (2.401)
where
Γ =
 O I
I O
 (2.402)
is acting as a parity operator on the boost matrix ΓD(L(p))Γ = D(L(Pp)). Therefore,
a sufficient condition for parity conservation is
Γu(0, σ) = buu(0, σ), Γv(0, σ) = bvv(0, σ) (2.403)
where bu and bv are sign factors with b2u = b
2
v = 1. Multiply both sides of the equation
from the left by D(L(p)), we get
u(−p, σ) = buΓu(p, σ), (2.404)
v(−p, σ) = bvΓ v(p, σ). (2.405)
Substituting eqs. (2.404) and (2.405) into eqs. (2.399) and (2.400), we obtain two parity-
conserving fields
PΨ+(x)P−1 = η∗buΓΨ+(Px), (2.406)
PΨ−(x)P−1 = η¯ bvΓΨ−(Px). (2.407)
Adjusting the overall scale of coefficients by setting c+ = d+ = 1 and using eq. (2.403),
we get
u(0, 12) =
√
m

1
0
bu
0
 , u(0,−12) =
√
m

0
1
0
bu
 , (2.408)
v(0, 12) =
√
m

0
1
0
bv
 , v(0,−12) = −
√
m

1
0
bv
0
 .
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To determine the sign factors, we apply the locality condition, that Ψ(x) must either
commute or anti-commute with its adjoint Ψ†(x) at space-like separation
[Ψ(x),Ψ†(y)]± = 0. (2.409)
Explicit computation gives us
[Ψ(x),Ψ†(y)]± = (2pi)−3
∫
d3p
2p0
[
|κ|2e−ip·(x−y)N(p)± |λ|2eip·(x−y)M(p)
]
(2.410)
where N(p) and M(p) are the spin-sums
N(p) =
∑
σ
u(p, σ)u†(p, σ), (2.411)
M(p) =
∑
σ
v(p, σ)v†(p, σ). (2.412)
We can evaluate the spin-sums directly, but here it is more instructive to evaluate them
at rest
N(0) = (buΓ + I)m, M(0) = (bvΓ + I)m (2.413)
then boost them to arbitrary momentum. Later, this method is used obtain spin-sums of
arbitrary momentum for higher-spin representations without explicit computation. The
spin-sums at arbitrary momentum are obtained by applying the boost matrix D(L(p))
N(p) =
∑
σ
D(L(p))u(0, σ)u†(0, σ)D†(L(p)) (2.414)
= m
[
D(L(p))D†(L(p)) + buΓ
]
and similarly for M(p),
M(p) = m
[
D(L(p))D†(L(p)) + buΓ
]
(2.415)
where we have used the identity D(L(p))ΓD†(L(p)) = Γ. The term D(L(p))D†(L(p)) is
a quadratic polynomial in pµ. It can be written in a Lorentz covariant form,
D(L(p))D†(L(p)) = γ
µpµ
m
γ0 (2.416)
where γµ is the Dirac matrix in the chiral representation
γ0 = Γ =
 O I
I O
 , γi =
 O −σi
σi O
 . (2.417)
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They satisfy the Clifford algebra
{γµ, γν} = 2ηµνI. (2.418)
For later convenience, we define
γ5 = iγ0γ1γ2γ3 =
 I O
O −I
 . (2.419)
The spin-sums in the covariant form are
N(p) = (γµpµ + bumI)γ
0, (2.420)
M(p) = (γµpµ + bvmI)γ
0. (2.421)
Substituting the spin-sums into eq. (2.410) we get
[Ψ(x),Ψ†(y)]± = (2pi)−3
∫
d3p
2p0
[
|κ|2e−ip·(x−y)(γµpµ + bumI) (2.422)
±|λ|2eip·(x−y)(γµpµ + bvmI)
]
γ0
=
[
(|κ|2 ∓ |λ|2)iγµ∂µ∆+(x− y) +mI(|κ|2bu ± |λ|2bv)∆+(x− y)
]
γ0.
The third line uses the property that ∆+(x) is an even function when x is space-like.
Equation (2.422) vanishes when the Dirac field furnishes fermionic statistics with |κ|2 =
|λ|2 = 1 and
bu = −bv = 1 (2.423)
thus completely determining the coefficients of the Dirac field
u(0, 12) =
√
m

1
0
1
0
 , u(0,−12) =
√
m

0
1
0
1
 , (2.424)
v(0, 12) =
√
m

0
1
0
−1
 , v(0,−12) =
√
m

−1
0
1
0
 .
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2.7.2.1 Parity
Re-examining the transformations of Ψ+(x) and Ψ−(x) under parity, we arrive at the
conclusion that parity is preserved for Ψ(x) if particles and anti-particles have opposite
intrinsic parity
η∗ = −η¯ (2.425)
thus giving us
PΨ(x)P−1 = η∗γ0Ψ(Px). (2.426)
We have so far made the distinction between particles and anti-particles. Poincaré sym-
metry also allows the possibility of neutral fermions known as the Majorana fermions
described by the neutral Dirac field
ψ(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
[
e−ip·xu(p, σ)a(p, σ) + eip·xv(p, σ)a†(p, σ)
]
(2.427)
so that particles are indistinguishable from anti-particles. For Majorana fermions, there
is only one intrinsic parity phase. Therefore, parity is conserved for ψ(x) if its intrinsic
parity is imaginary η = −η∗
Pψ(x)P−1 = −ηγ0ψ(Px). (2.428)
When particles and anti-particles are distinguishable, we have the freedom of choosing
the intrinsic parity to be either real or imaginary (in most cases we take it to be real).
However, for Majorana fermions parity conservation requires them to be imaginary.
The fact that fermions can have either real or imaginary parity can be understood as
follow.11 Fermions typically appear in the interaction an even number of times. Since
the Hamiltonian is an observable, we must have P2HP−2 = H. It follows that
P2ψ(x)P−2 = ±ψ(x) (2.429)
and so the intrinsic parity of fermions can be either real or imaginary
ηf = ±η∗f . (2.430)
By the same argument, since bosonic fields usually appear in the interaction an odd
number of times, its intrinsic parity must be real
ηb = η
∗
b . (2.431)
11I am grateful to Matt Visser for this argument.
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2.7.2.2 Charge-conjugation
The charge-conjugated Dirac field is
CΨ(x)C−1 = (2pi)−3/2
∫
d3p√
2p0
∑
σ
[
e−ip·xu(p, σ)ς∗b(p, σ) + eip·xv(p, σ)ς¯a†(p, σ)
]
.
(2.432)
We find the coefficients u(p, σ) and v(p, σ) are related to their complex-conjugates by
u(p, σ) = iγ2v∗(p, σ), (2.433)
v(p, σ) = iγ2u∗(p, σ). (2.434)
Therefore, charge-conjugation is conserved if both particles and anti-particles have the
same phase
ς∗ = ς¯ (2.435)
so that the charge-conjugated field is related to its complex conjugate
CΨ(x)C−1 = iςγ2Ψ∗(x). (2.436)
In the case of neutral Dirac field, there exists only one phase. This phase has to be real
to satisfy charge-conjugation symmetry ς∗ = ς. Consequently, we obtain
Cψ(x)C−1 = ςψ(x) (2.437)
so the neutral Dirac field is invariant under charge-conjugation.
2.7.2.3 Time-reversal
The Dirac field describes particle states with non-trivial σ label so its transformation
under time-reversal involves σ-dependent phases in accordance with eq. (2.150)
TΨ(x)T−1 = (2pi)−3/2
∫
d3p√
2p0
∑
σ
(−1)1/2−σ
[
eip·xu∗(p, σ)%∗a(−p,−σ)
+e−ip·xv∗(p, σ)%¯ b†(−p,−σ)
]
. (2.438)
The complex-conjugated coefficients satisfy the following identities
u∗(p, σ) = (−1)1/2−σiγ0γ2γ5u(−p,−σ), (2.439)
v∗(p, σ) = (−1)1/2−σiγ0γ2γ5v(−p,−σ). (2.440)
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Substituting these identities into eq. (2.438), the Dirac field satisfies the time-reversal
symmetry under the condition
%∗ = %¯ (2.441)
so that
TΨ(x)T−1 = %∗iγ0γ2γ5Ψ(T x). (2.442)
Similar to charge-conjugation and parity, time-reversal is conserved for ψ(x) if the time-
reversal phase is real % = %∗ thus giving us
Tψ(x)T−1 = % iγ0γ2γ5ψ(T x). (2.443)
We have determined the Lorentz transformations of the Dirac field. We now shift our
attention to derive the field equation of the Dirac field and how to construct Lorentz in-
variant interactions. Towards this end, we need to determine the matrix g in eq. (2.338).
This will allow us to construct the field adjoint and Lorentz invariant interactions. Since
the rotation and boost generators in eq. (2.379) are Hermitian and anti-Hermitian re-
spectively, eq. (2.338) can be rewritten as
[g,J ] = {g,K} = 0 (2.444)
which gives us
g =
 O bI
aI O
 (2.445)
where a and b are proportionality constants. The demand of parity conservation for
scalar such as Ψ†(x)gΨ(x) requires that a = b. We may take a = 1 without losing
generality to obtain
g = γ0. (2.446)
The field-adjoint operator Ψ(x) defined for notational convenience is
Ψ(x) = Ψ†(x)γ0 (2.447)
up to a global phase, positivity of the free Hamiltonian for the Dirac field demands it to
be unity. Using eqs. (2.311) and (2.338), the field-adjoint transforms as
U(Λ, b)Ψ(x)U−1(Λ, b) = Ψ(Λx+ b)D−1(Λ) (2.448)
so that general functions of Ψ(x)Ψ(x) transform as scalar and can therefore be used to
construct Lorentz-invariant interactions.
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Expanding Ψ(x), we get
Ψ(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
[
eip·xu¯(p, σ)a†(p, σ) + e−ip·xv¯(p, σ)b(p, σ)
]
(2.449)
where u¯(p, σ) and v¯(p, σ) are the dual coefficients
u¯(p, σ) = u†(p, σ)γ0, v¯(p, σ) = v†(p, σ)γ0. (2.450)
The norm of the coefficients are defined in terms of the dual and they are orthonormal
u¯(p, σ)u(p, σ′) = 2mδσσ′ , v¯(p, σ)v(p, σ′) = −2mδσσ′ , (2.451)
u¯(p, σ)v(p, σ′) = v¯(p, σ)u(p, σ′) = 0. (2.452)
The spin-sums are Lorentz covariant
∑
σ
u(p, σ)u¯(p, σ) = γµpµ +mI, (2.453)
∑
σ
v(p, σ)v¯(p, σ) = γµpµ −mI (2.454)
and they satisfy the completeness relation
1
2m
∑
σ
[u(p, σ)u¯(p, σ)− v(p, σ)v¯(p, σ)] = I. (2.455)
Therefore, the coefficients and their dual form an orthonormal and complete basis.
Multiply eqs. (2.453) and (2.454) by u(p, σ′) and v(p, σ′) respectively and using the
orthonormality relations, we obtain the Dirac equation in the momentum space
(γµpµ −mI)u(p, σ) = 0, (2.456)
(γµpµ +mI)v(p, σ) = 0. (2.457)
The difference in the signs for the mass term can be traced back to the fact that particles
and anti-particles have opposite intrinsic parity phases given by eq. (2.423). In the
configuration space, the field equation for Ψ(x) and ψ(x) are
(iγµ∂µ −mI)Ψ(x) = 0, (2.458)
(iγµ∂µ −mI)ψ(x) = 0. (2.459)
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Therefore, the Lagrangian densities for the charged and neutral Dirac fields are
LΨ = Ψ(iγ
µ∂µ −mI)Ψ + h.c. (2.460)
Lψ = LΨ→ψ (2.461)
As promised at the beginning of sec. 2.6, we have derived the expansion coefficients, field
equation and Lagrangian density by the demand of Poincaré symmetry. The derivation
shows the uniqueness of the Dirac field. The only freedom we have are the choice of
global phases for the expansion coefficients and their dual which do not affect of the
physical content of the theory. However, in the subsequent chapter on vector fields,
we show that the phases for the field-adjoint are local and of physical significance. The
difference between the Dirac and the vector field is that the former furnishes an irreducible
representation of the Poincaré group while the later is reducible.
It should be emphasized that the derivations of the Dirac spinors and their field equa-
tions are far from trivial. Indeed, browsing through various textbooks on quantum field
theory, we find that many have the incorrect label identification for v(0, σ) and neglected
important phases [5557]. For Majorana fermions, a straightforward computation shows
that the fields are non-local {ψ(x, t), ψ(y, t)} 6= 0 as opposed to being proportional to a
Dirac delta function had one used the correct spinor identification and phases. Conse-
quently, the S-matrix for Majorana fermions would not be Poincaré-invariant unless we
choose the correct spinors.
2.7.3 Higher spin fields
We now generalise the Dirac field to higher-spin representation. Although this does not
include all the possible representations of the Lorentz group, it does reveal certain general
structures of quantum field theory such as the spin-statistics and discrete symmetries of
particles of different spin and species. The construction of massive quantum fields of
general irreducible representations of the Lorentz group can be found in [7, sec. 5.6-5.8].
The generators of higher-spin fields are of the form given in eq. (2.379). The rotation
constraints on the coefficients are
∑
σ¯
(U±)`σ¯Jσ¯σ =
∑
¯`
J`¯`(U±)¯`σ, (2.462)
∑
σ¯
(V±)`σ¯J∗σ¯σ = −
∑
¯`
J`¯`(V±)¯`σ (2.463)
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where U± and V± are now (2j + 1)× (2j + 1) matrices and the components of Jσ¯σ given
by eqs. (2.60-2.62). Choosing J`¯` to be equal to Jσσ¯, according to Schur's Lemma, the
only non-trivial solution of U± must be proportional to the identity matrix
(U±)`σ = c±δ`σ. (2.464)
The solution for V± can be found by using the relation
J∗σ¯σ = −(−1)σ¯−σJ(−σ¯)(−σ). (2.465)
Substituting eq. (2.465) into the constraint for V± and rearrange the indices, one obtains∑
σ¯
(V±)¯`(−σ¯)(−1)−σ¯Jσ¯σ =
∑
`
J ¯`` (V±)`(−σ)(−1)−σ. (2.466)
Therefore, (V±)¯`(−σ¯)(−1)−σ¯ either vanishes or is proportional to the identity matrix.
Adjusting the proportionality constants appropriately, we obtain
(V±)`σ = d±(−1)j+σδ`(−σ). (2.467)
The coefficients, with appropriate normalisation take the form
u(0, j) = mj

c+
0
...
0
c−
0
...
0

, u(0, j − 1) = mj

0
c+
...
0
0
c−
...
0

, · · · , u(0,−j) = mj

0
...
0
c+
0
...
0
c−

(2.468)
v(0, j) = (−1)2jmj

0
...
0
d+
0
...
0
d−

, v(0, j − 1) = (−1)2j−1mj

0
...
d+
0
0
...
d−
0

, · · · , v(0,−j) = mj

d+
0
...
0
d−
0
...
0

(2.469)
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where the dots in the entries represent null elements. The proportionality constants
c± and d± can be determined by parity conservation using methods presented in the
previous section for the Dirac field. A straightforward calculation yields
u(0, j) = mj

1
0
...
0
bu
0
...
0

, u(0, j − 1) = mj

0
1
...
0
0
bu
...
0

, · · · , u(0,−j) = mj

0
...
0
1
0
...
0
bu

(2.470)
v(0, j) = (−1)2j+1mj

0
...
0
1
0
...
0
bv

, v(0, j−1) = (−1)2jmj

0
...
1
0
0
...
bv
0

, · · · , v(0,−j) = −mj

1
0
...
0
bv
0
...
0

.
(2.471)
The sign factors bu and bv are determined by the locality condition
[Ψ(x),Ψ†(y)]± = (2pi)−3
∫
d3p
2p0
[
e−ip·(x−y)N(p)± eip·(x−y)M(p)
]
(2.472)
where the spin-sums are given by
N(p) =
∑
σ
u(p, σ)u†(p, σ) = m2j
[
buΓ +D(L(p))D†(L(p))
]
, (2.473)
M(p) =
∑
σ
v(p, σ)v†(p, σ) = m2j
[
bvΓ +D(L(p))D†(L(p))
]
. (2.474)
The second equality of the spin-sums are obtained using the general identity
D(L(p))ΓD(L(p)) = Γ (2.475)
where
Γ =
O I
I O
 . (2.476)
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The term D(L(p))D†(L(p)) takes the form of a direct sum
D(L(p))D†(L(p)) =
exp(2J ·ϕ) O
O exp(−2J ·ϕ)
 . (2.477)
In app. A, we reproduce the proof given by Weinberg in [5, app. A] that there exists a
traceless, symmetric rank 2j tensor tµ1µ2···µ2j such that exp(−2J · ϕ) can be expressed
as a Lorentz-covariant polynomial
exp(−2J ·ϕ) = (−1)
2j
m2j
tµ1µ2···µ2jpµ1pµ2 · · · pµ2j . (2.478)
Since exp(2J · ϕ) is related to exp(−2J · ϕ) by a parity transformation, it can also be
written in a covariant form
exp(2J ·ϕ) = (−1)
2j
m2j
t¯µ1µ2···µ2jpµ1pµ2 · · · pµ2j (2.479)
where
t¯µ1µ2···µ2j =Pµ1ν1P
µ2
ν2 · · ·P
µ2j
ν2j t
ν1ν2···ν2j . (2.480)
Rewriting D(L(p))D†(L(p)) by introducing the generalised γ-matrix
D(L(p))D†(L(p)) = 1
m2j
γµ1µ2···µ2jpµ1pµ2 · · · pµ2jΓ (2.481)
where
γµ1µ2···µ2j = (−1)2j
 O t¯µ1µ2···µ2j
tµ1µ2···µ2j O
 , (2.482)
the spin-sums become
N(p) = (γµ1µ2···µ2jpµ1pµ2 · · · pµ2j + bum2jI)Γ, (2.483)
M(p) = (γµ1µ2···µ2jpµ1pµ2 · · · pµ2j + bvm2jI)Γ. (2.484)
When j = 12 , the above spin-sums coincide with eqs. (2.453) and (2.454). Substituting
them into eq. (2.472) yields
[Ψ(x),Ψ†(y)]± =
[
(bu ± bv)m2jI + [(−i)2j ± (i)2j ]γµ1µ2···µ2j∂µ1∂µ2 · · · ∂µ2j
]
∆+(x− y)Γ.
(2.485)
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Equation (2.485) can be interpreted as a statement of the spin-statistics theorem. Quan-
tum fields of integral and half-integral spin commute or anti-commute at space-like sep-
aration with their Hermitian conjugate respectively, provided that
bu = 1, bv = (−1)2j . (2.486)
The expansion coefficients are then determined to be
u(0, j) = mj

1
0
...
0
1
0
...
0

, u(0, j − 1) = mj

0
1
...
0
0
1
...
0

, · · · , u(0,−j) = mj

0
...
0
1
0
...
0
1

(2.487)
v(0, j) = mj

0
...
0
(−1)2j+1
0
...
0
−1

, v(0, j−1) = mj

0
...
(−1)2j
0
0
...
1
0

, · · · , v(0,−j) = mj

−1
0
...
0
(−1)2j+1
0
...
0

.
(2.488)
2.7.3.1 Parity
The parity-transformed field can now be written as
PΨ(x)P−1 = (2pi)−3/2
∫
d3p√
2p0
∑
σ
[
e−ip·(Px)η∗u(p, σ)a(p, σ) + eip·(Px)(−1)2j η¯v(p, σ)b†(p, σ)
]
(2.489)
where we have used the identities
u(p, σ) = Γu(−p, σ), v(p, σ) = (−1)2jΓv(−p, σ). (2.490)
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Parity is conserved when the intrinsic parity phases in eq. (2.489) satisfy the relation
η∗ = (−1)2j η¯. (2.491)
Therefore, fermions and anti-fermions have opposite intrinsic parity phases. Bosons and
anti-bosons have even intrinsic parity phases. Both the fermionic and bosonic quantum
fields satisfy
PΨ(x)P−1 = η∗ΓΨ(Px). (2.492)
2.7.3.2 Charge-conjugation
Applying charge-conjugation operator to the quantum field gives us
CΨ(x)C−1 = (2pi)−3/2
∫
d3p√
2p0
∑
σ
[
e−ip·xu(p, σ)ς∗b(p, σ) + eip·xv(p, σ)ς¯a†(p, σ)
]
.
(2.493)
Charge-conjugation is a symmetry if CΨ(x)C−1 is proportional to Ψ∗(x). Rewriting
eq. (2.465) in terms of matrices
− J∗ = CJC−1 (2.494)
with
C`¯` = −(−1)−j−`δ(−`)¯`, (2.495)
the boost matrix D(L(p)) is related to D∗(L(p)) by
CD(L(p))C−1 = D∗(L(p)) (2.496)
where
C =
O (−1)2jC
C O
 . (2.497)
Since the rest coefficients are real, we get
u(p, σ) = Cv∗(p, σ), v(p, σ) = Cu∗(p, σ). (2.498)
Substituting eq. (2.498) into CΨ(x)C−1, we see that charge-conjugation is a symmetry
when particles and anti-particles have the same charge-conjugation phases
ς∗ = ς¯ (2.499)
thus giving us
CΨ(x)C−1 = ς∗CΨ∗(x). (2.500)
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2.7.3.3 Time-reversal
Applying time-reversal operator to the quantum field gives us
TΨ(x)T−1 = (2pi)−3/2
∫
d3p√
2p0
∑
σ
(−1)j−σ
[
eip·xu∗(p, σ)%∗a(−p,−σ)
+e−ip·xv∗(p, σ)%¯b†(−p,−σ)
]
. (2.501)
Time-reversal is a symmetry if TΨ(x)T−1 is proportional to Ψ(T x). Using the identity
T D(L(Pp))T −1 = D∗(L(p)) (2.502)
where
T = (−1)2j
C O
O C
 , (2.503)
the expansion coefficients satisfy
T u(−p,−σ) = (−1)j−σu∗(p, σ), T v(−p,−σ) = (−1)j−σv∗(p, σ). (2.504)
Substituting these into TΨ(x)T−1, we see that time-reversal is a symmetry when particles
and anti-particles have identical time-reversal phases
%∗ = %¯ (2.505)
thus giving us
TΨ(x)T−1 = %∗T Ψ(T x). (2.506)
We are now ready to derive the field equation for the massive spin-j quantum field.
Following the same procedure for the Dirac field, we define the field adjoint as
Ψ(x) = Ψ†(x)Γ (2.507)
so that the dual coefficients are given by
u¯(p, σ) = u†(p, σ)Γ, v¯(p, σ) = v†(p, σ)Γ. (2.508)
The norms of the coefficients are orthonormal, satisfying
u¯(p, σ)u(p, σ′) = 2m2jδσσ′ , v¯(p, σ)v(p, σ′) = 2m2j(−1)2jδσσ′ . (2.509)
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The spin-sums are
∑
σ
u(p, σ)u¯(p, σ) = (γµ1µ2···µ2jpµ1pµ2 · · · pµ2j +m2jI) (2.510)
∑
σ
v(p, σ)v¯(p, σ) = (γµ1µ2···µ2jpµ1pµ2 · · · pµ2j + (−1)2jm2jI) (2.511)
thus giving us the following equations in the momentum space
(γµ1µ2···µ2jpµ1pµ2 · · · pµ2j −m2jI)u(p, σ) = 0, (2.512)
(γµ1µ2···µ2jpµ1pµ2 · · · pµ2j − (−1)2jm2jI)v(p, σ) = 0. (2.513)
The field equation in the configuration space is therefore[
γµ1µ2···µ2j∂µ1∂µ2 · · · ∂µ2j − (im)2jI
]
Ψ(x) = 0 (2.514)
When j = 12 , it gives us the Dirac equation. For j = 1, in the massless limit, the resulting
field equation is equivalent to the Maxwell equations.
In the literature, the representation of the constructed massive spin-j quantum field is
known as the (j, 0)⊕ (0, j) representation of the Lorentz group where (j, 0) and (0, j) are
the irreducible spin-j representations. From eq. (2.379), we see that (j, 0) and (0, j) rep-
resentations have the same rotation generator J while the boost generators are K = −iJ
and K = iJ respectively. As a result, the parity operator P maps the quantum fields
of the two representations to each other. Therefore, parity is not a symmetry of the
irreducible spin-j representation. The quantum field of the (j, 0) ⊕ (0, j) representa-
tion furnishes a reducible representation under continuous Lorentz transformation but
becomes irreducible when parity is included.
2.8 Massless quantum fields
The massless quantum fields can be constructed following the same procedure as their
massive counterpart. For massive quantum fields of the (j, 0), (0, j) and (j, 0) ⊕ (0, j)
representations, their massless limit is coincide with the massless quantum fields of those
representations. Therefore, we will only construct the massless spin-half field. Their
higher spin generalisations do not reveal further insight beyond what we have gained
from the previous section. The construction of these general massless fields are given [6].
On the other hand, the correspondence between massive and massless fields fails for the
tensor-product representation (j, j′) = (j, 0) ⊗ (0, j′) [6]. In fact, the massless quantum
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fields of the (j, j) representation with the exception of scalar fields, are not Lorentz-
covariant. This difficulty and the subsequent resolution as we will show, is the origin
of gauge invariance [33]. This issue will be discussed in the next chapter. For now, we
focus on the massless spin-half field.
2.8.1 Massless spin-half field
We divide this section to construct the massless spin-half fields of (12 , 0) and (0,
1
2) repre-
sentations. They are also known as the right-handed and left-handed fields respectively.
We will show that for the right-handed field, particles and anti-particles have only 12 and
−12 helicities. For the left-handed field, particles and anti-particles have only −12 and 12
helicities.
2.8.1.1 Right-handed field: (12 ,0)
We use the same constraints given by eqs. (2.322) and (2.323) to determine the coefficients
∑
σ¯
(uR)¯`(Λp, σ¯)D
(j)
σ¯σ (W (Λ, p)) =
∑
`
D ¯`` (Λ)(uR)`(p, σ), (2.515)
∑
σ¯
(vR)¯`(Λp, σ¯)D
(j)∗
σ¯σ (W (Λ, p)) =
∑
`
D ¯`` (Λ)(vR)`(p, σ) (2.516)
where the subscript R tells us the coefficients are right-handed. The main difference
between the massive and massless particle is the little group. The little group for massless
particle is the Euclidean group ISO(2), its unitary irreducible representation is given by
eq. (2.113) to be
Dσ′σ(W (Λ, p)) = exp[iφ(Λ, p)σ]δσ′σ. (2.517)
Therefore,
uR(Λp, σ)e
iφ(Λ,p)σ = D(Λ)uR(p, σ), (2.518)
vR(Λp, σ)e
−iφ(Λ,p)σ = D(Λ)vR(p, σ). (2.519)
In the (12 , 0) representation, J = σ/2 and K = −iσ/2. We solve the above constraints
starting with the Lorentz boost Λ = L(p). Let p = k = (κ, 0, 0, κ) be the standard
vector, then W (L(p), p) = I so that φ(L(p), p) = 0 thus giving us
uR(p, σ) = D(L(p))uR(k, σ), (2.520)
vR(p, σ) = D(L(p))vR(k, σ). (2.521)
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Now take Λ = W (α, β, φ) = S(α, β)R(φ) to be an element of the little group where
S(α, β) and R(φ) are given by eqs. (2.92) and (2.91) respectively. Setting α = β = 0,
the little group becomes a rotation about the 3-axis, W (0, 0, φ) = R(φ). Therefore, the
constraints are
uR(k, σ)e
iσφ = D(R)uR(k, σ), (2.522)
vR(k, σ)e
−iσφ = D(R)vR(k, σ) (2.523)
where φ is the angle of rotation. Finally, we take φ = 0, so that W (α, β, 0) = S(α, β) to
obtain
uR(k, σ) = D(S(α, β))uR(k, σ), (2.524)
vR(k, σ) = D(S(α, β))vR(k, σ). (2.525)
We now solve eqs. (2.522-2.525) to determine the coefficients. Under rotation, D(R) is
D(R) = exp
(
1
2
iσ3φ
)
=
e 12 iφ O
O e−
1
2
iφ
 . (2.526)
Substituting the matrix into the rotation constraints for σ = ±12 , we obtain
uR(k,
1
2) =
uR1(k, 12)
0
 , uR(k,−12) =
 0
uR2(k,−12)
 , (2.527)
vR(k,
1
2) =
 0
vR2(k,
1
2)
 , vR(k,−12) =
vR1(k,−12)
0
 . (2.528)
In the (12 , 0) representation, the matrix D(S(α, β)) is given by
D(S(α, β)) = eiαAeiβB (2.529)
where
A = K1 + J2 =
0 −i
0 0
 , (2.530)
B = K2 − J1 =
0 −1
0 0
 . (2.531)
Therefore, the explicit expression of D(S(α, β)) reads
D(S(α, β)) =
1 α− iβ
0 1
 . (2.532)
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Substituting D(S(α, β)) into the eqs. (2.524) and (2.525), we find it does not further
constrain uR(k, 12) and vR(k,−12), but for the remaining coefficients, we get
uR(k,−12) =
 0
uR2(k,−12)
 =
(α− iβ)uR2(k,−12)
uR2(k,−12)
 , (2.533)
vR(k,
1
2) =
 0
vR2(k,
1
2)
 =
(α− iβ)vR2(k, 12)
vR2(k,
1
2)
 . (2.534)
Generally α and β are non-zero, so the coefficients uR(k,−12) and vR(k, 12) must identi-
cally vanish
uR(k,−12) = vR(k, 12) = 0. (2.535)
Therefore, the right-handed massless spin-half field of the (12 , 0) representation is
ΨR(x) = (2pi)
−3/2
∫
d3p√
2p0
[
e−ip·xuR(p, 12)a(p,
1
2) + e
ip·xvR(p,−12)b†(p,−12)
]
. (2.536)
To determine the coefficients further we compute the following commutator/anti-commutator
at space-like separation
[ΨR(x),Ψ
†
R(y)]± = (2pi)
−3
∫
d3p
2p0
[
e−ip·(x−y)|uR(p, 12)|2 ± eip·(x−y)|vR(p,−12)|2
]
(2.537)
The coefficients of arbitrary momentum are obtained by eqs. (2.520) and (2.521) using
the same method described in sec. 2.2.2. First, boost kµ along the 3-axis, then rotate it
to the direction pˆ. The boost matrix D(L(p)) is then given by
D(L(p)) = D(R(pˆ))D(B(|p|)) (2.538)
= exp
(
−iσ
3
2
φ
)
exp
(
−iσ
2
2
θ
)
exp
(
σ3
2
ϕ
)
=
e−iφ/2eϕ/2 cos θ2 −e−iφ/2e−ϕ/2 sin θ2
eiφ/2eϕ/2 sin θ2 e
iφ/2e−ϕ/2 cos θ2

where ϕ = ln(p0/k0) is the rapidity parameter. Explicit computation of uR(p, 12)u
†
R(p,
1
2)
and vR(p, 12)v
†
R(p,
1
2) yields
uR(p,
1
2)u
†
R(p,
1
2) =
 cos2 θ2 12e−iφ sin θ
1
2e
iφ sin θ sin2 θ2
 eϕ|uR1(k, 12)|2, (2.539)
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vR(p,−12)v†R(p,−12) =
 cos2 θ2 12e−iφ sin θ
1
2e
iφ sin θ sin2 θ2
 eϕ|vR1(−k,−12)|2. (2.540)
Upon choosing
eϕ|uR1(k, 12)|2 = eϕ|vR1(−k,−12)|2 = 2p0 (2.541)
we get
uR1(k,
1
2) = ±
√
2k0, (2.542)
vR1(k,−12) = ±
√
2k0. (2.543)
Equations (2.539) and (2.540) can now be written in a covariant form
uR(p,
1
2)u
†
R(p,
1
2) = vR(p,−12)v†R(p,−12) = 12(Ip0 + σ · p). (2.544)
The commutator/anti-commutator becomes
[ΨR(x),Ψ
†
R(y)]± = (2pi)
−3
∫
d3p
4p0
(p0I + σ · p)
[
e−ip·(x−y) ± eip·(x−y)
]
=
1
2
i
[(
I
∂
∂t
− σi∂i
)
∓
(
I
∂
∂t
− σi∂i
)]
∆+(x− y). (2.545)
The right-hand side vanishes under anti-commutator. Therefore, by the demand of
locality, the massless right-handed field furnishes fermionic-statistics. Choosing both
expansion coefficients of momentum k to be positive, we obtain
uR(k,
1
2) = vR(k,−12) =
√
k0
1
0
 . (2.546)
At arbitrary momentum, they become
uR(p,
1
2) = vR(p,−12) =
√
p0
e−iφ/2 cos θ2
eiφ/2 sin θ2
 . (2.547)
The field equation for ΨR(x) is derived by noting that the expansion coefficients are
eigenvectors of the helicity operator σ · pˆ
σ · pˆuR(p, 12) = uR(p, 12), σ · pˆ vR(p,−12) = vR(p,−12). (2.548)
In the configuration space, the field equation for ΨR(x) is(
I
∂
∂t
+ σi∂i
)
ΨR(x) = 0. (2.549)
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Before we study the discrete symmetry of ΨR(x), it is more instructive to construct the
left-handed field ΨL(x) and investigate their discrete transformations simultaneously.
We note, the parity transformation on a massless particle |p, σ〉 given by eq. (2.161)
P|p, σ〉 = (−1)j+σησe∓iσpi|Pp,−σ〉 (2.550)
reflects both the momentum and the helicity. Since the right-handed particles and anti-
particles only have 12 and −12 helicities, we see that ΨR(x) violates parity. For similar
reason, ΨL(x) also violates parity. After constructing the left-handed field ΨL(x), we
show that parity maps the right-handed and left-handed field to each other.
2.8.1.2 Left-handed field: (0, 12)
In this representation, the rotation and boost generators are J = σ/2 and K = iσ/2
respectively. The rotation constraints on the right-handed and left-handed coefficients are
identical, since their rotation generators are the same. The difference in boost generators
means that the constraints given by D(S(α, β)) are different. Here, the generator A and
B are
A =
0 0
i 0
 , B =
 0 0
−1 0
 (2.551)
so that
D(S(α, β)) =
 1 0
−α− iβ 1
 . (2.552)
Substituting D(S(α, β)) into eqs. (2.524) and (2.525), the coefficients are
uL(k,
1
2) = 0, uL(k,−12) =
 0
uL2(k,−12)
 , (2.553)
vL(k,
1
2) =
 0
vL2(k,
1
2)
 , vL(k,−12) = 0. (2.554)
Therefore, the massless left-handed quantum field is given by
ΨL(x) = (2pi)
−3/2
∫
d3p√
2p0
[
e−ip·xuL(p,−12)a(p,−12) + eip·xvL(p, 12)b†(p, 12)
]
. (2.555)
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The boost for the left-handed coefficients can be obtained simply by mapping ϕ → −ϕ
in eq. (2.538)
D(L(p)) =
e−iφ/2e−ϕ/2 cos θ2 −e−iφ/2eϕ/2 sin θ2
eiφ/2e−ϕ/2 sin θ2 e
iφ/2eϕ/2 cos θ2
 .
Following the same calculation as we did for the right-handed field, the coefficients of
arbitrary momentum for a local left-handed field takes the form
uL(p,−12) = vL(p, 12) =
√
p0
−e−iφ/2 sin θ2
eiφ/2 cos θ2
 . (2.556)
They are eigenvectors of the helicity operator with eigenvalue −12
σ · pˆuL(p,−12) = −uL(p,−12), σ · pˆ vL(p, 12) = −vL(p, 12). (2.557)
Consequently, the field equation for ΨL(x) is(
I
∂
∂t
− σi∂i
)
ΨL(x) = 0. (2.558)
Having determined the coefficients and field equations for ΨR(x) and ΨL(x), we now
study their discrete symmetries.
2.8.1.3 Parity
Due to the discontinuity in the action of parity on the massless states with respect to
their momenta, we write the field as a sum of two terms integrating over positive and
negative momentum
ΨR(x) = (2pi)
−3/2
∫ ∞
0
d3p√
2p0
uR(p,
1
2)
[
e−ip·xa(p, 12) + e
ip·xb†(p,−12)
]
+(2pi)−3/2
∫ 0
−∞
d3p√
2p0
uR(p,
1
2)
[
e−ip·xa(p, 12) + e
ip·xb†(p,−12)
]
.(2.559)
Acting parity on ΨR(x), we get
PΨR(x)P
−1 = (2pi)−3/2
∫ ∞
0
d3p√
2p0
e
1
2
ipiuR(p,
1
2)
[
e−ip·x(−η∗1/2)a(−p,−12) + eip·xη¯−1/2b†(−p, 12)
]
+(2pi)−3/2
∫ 0
−∞
d3p√
2p0
e−
1
2
ipiuR(p,
1
2)
[
e−ip·x(−η∗1/2)a(−p,−12) + eip·xη¯−1/2b†(−p, 12)
]
. (2.560)
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For positive and negative momentum along the 2-axis, the phase is e
1
2
ipi and e−
1
2
ipi
respectively. The parity-reflected particle and anti-particle states now have helicity −12
and 12 respectively which coincide with the degrees of freedom of the left-handed field
ΨL(x). Therefore, we consider ΨL(Px) and rewrite it as
ΨL(Px) = (2pi)
−3/2
∫ ∞
0
d3p√
2p0
uL(−p,−12)
[
e−ip·xa(−p,−12) + eip·xb†(−p, 12)
]
+(2pi)−3/2
∫ 0
−∞
d3p√
2p0
uL(−p,−12)
[
e−ip·xa(−p,−12) + eip·xb†(−p, 12)
]
. (2.561)
Using the identity
uL(−p,−12) = e±
1
2
ipiuR(p,
1
2) (2.562)
where the respective top and bottom signs are for positive and negative momentum along
the 2-axis, we get
ΨL(Px) = (2pi)
−3/2
∫ ∞
0
d3p√
2p0
e
1
2
ipiuR(p,
1
2)
[
e−ip·xa(−p,−12) + eip·xb†(−p, 12)
]
+(2pi)−3/2
∫ 0
−∞
d3p√
2p0
e−
1
2
ipiuR(p,
1
2)
[
e−ip·xa(−p,−12) + eip·xb†(−p, 12)
]
.
Comparing this with PΨR(x)P−1, we see that the two are related when
η∗1/2 = −η¯−1/2 (2.563)
so that
PΨR(x)P
−1 = −η∗1/2ΨL(Px). (2.564)
Performing the same calculation for ΨL(x), under the condition
η∗−1/2 = −η¯1/2 (2.565)
we get
PΨL(x)P
−1 = η∗−1/2ΨR(Px). (2.566)
Equations (2.563) and (2.565) have opposite helicity reflect the intrinsic properties of the
right and left-handed fields. Both equations contain the same physics, that particle and
anti-particle have opposite intrinsic parity.
Therefore, parity maps ΨR(x) and ΨL(x) to each other. Consequently, parity is violated
for interacting theories containing massless right-handed or left-handed fields. A well-
known example is the SM neutrinos where it is described by a left-handed massless
spin-half field. This explains why the weak-interaction violates parity. However, the
preference of left-handed over right-handed fields in the SM remains an open question.
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2.8.1.4 Charge-conjugation
Acting the charge-conjugation operator on ΨR(x) gives us
CΨR(x)C
−1 = (2pi)−3/2
∫
d3p√
2p0
uR(p,
1
2)
[
e−ip·xς∗b(p, 12) + e
ip·xς¯a†(p,−12)
]
. (2.567)
Using the identity
iσ2u∗L(p,−12) = uR(p, 12) (2.568)
and taking the charge-conjugation phases to be the same for particle and anti-particle
ς∗ = ς¯ (2.569)
we get
CΨR(x)C
−1 = iς∗σ2Ψ∗L(x). (2.570)
Repeat the same calculation for ΨL(x),
CΨL(x)C
−1 = −iς∗σ2Ψ∗R(x). (2.571)
The charge-conjugation operator like parity, maps the ΨR(x) and ΨL(x) to each other
so it is not a conserved symmetry. Since charge-conjugation and parity interchanges the
representation of the field, the combination of CP is therefore conserved. Applying CP
on ΨR(x) and ΨL(x) yields
(CP)ΨR(x)(CP)
−1 = −i(η1/2ς)∗σ2Ψ∗R(Px), (2.572)
(CP)ΨL(x)(CP)
−1 = −i(η−1/2ς)∗σ2Ψ∗L(Px). (2.573)
2.8.1.5 Time-reversal
The time-reversal operator T acts on the massless annihilation and creation operator in
a similar way to the parity
Ta(p, σ)T−1 = %∗σe
∓ 1
2
ipia(−p, σ), (2.574)
Tb†(p, σ)T−1 = %¯σe±
1
2
ipib†(−p, σ) (2.575)
where the top and bottom signs apply when the momentum along the 2-axis are positive
and negative respectively. Performing a similar calculation as parity by writing the field
as a sum of two terms integrating over positive and negative momentum, taking into
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account of the anti-unitarity of T and equating the phases
%∗±1/2 = %¯∓1/2 (2.576)
we get
TΨR(x)T
−1 = −i%∗1/2σ2ΨR(T x), (2.577)
TΨL(x)T
−1 = i%∗−1/2σ
2ΨL(T x). (2.578)
Therefore, time-reversal is conserved. We note, since CP is a symmetry for both ΨR(x)
and ΨL(x), time-reversal must be a symmetry by the CPT theorem.
2.9 Summary
The harmony between theories and experiments in particle physics have established that
in the low energy limit (with respect to the Planck scale), on scale where gravitational
effects are negligible, the space-time symmetry is determined by the Poincaré group.
The universality of the Poincaré symmetry suggests all the known physical laws of na-
ture (except gravity) can be derived from first principle by studying its symmetries and
representations. In this chapter, we review the seminal work of Wigner [3] and Wein-
berg [57] in which this task was completed.
The main purpose of this chapter is to lay the foundation for the remaining thesis. In the
subsequent chapters, we apply and in some cases extend the formalism to our research.
The objective is to conduct these investigations in a systematic manner with emphasis
on the relevant symmetries.
The properties of the free particle states are uniquely determined by the unitary irre-
ducible representations of the Poincaré algebra while their interactions are described by
the S-matrix. Using the S-matrix, we can compute the the relevant observables for
the theory of interest and compare them with the experiments. In order to satisfy the
Poincaré symmetry and the cluster decomposition principle, a unification of quantum
mechanics and special relativity is required. As far as we know, in the low energy limit,
quantum field theory is the only formalism that offers a consistent unification.
Unlike most textbooks, where the quantum fields are derived as solutions to the field
equations, using the formalism presented in sec. 2.6, they are uniquely determined purely
through the demand of Poincaré symmetry. The corresponding field equations and La-
grangian can then be determined through the properties of the quantum fields.
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To demonstrate the formalism, we construct the massive and massless Dirac field and its
massive higher spin generalisations. In the process, we reproduced well-known general
properties of quantum field theory, namely the spin-statistics theorem and that fermions
and bosons have opposite and even intrinsic parities respectively. For the massless spin-
half fields, right (left)-handed particles and anti-particles have only 12 (−12) and −12 (12)
helicities respectively and both violate C and P but conserves CP and T.
However, the formalism also has its limitations. The particle states of definite mass and
spin are inadequate to describe experimentally observed phenomena such as neutrino
oscillation [11]. To describe neutrino oscillation, one must abandon the notion that all
particle states are mass-eigenstates and consider neutrino states as linear combination of
mass eigenstates [9, 10]. Extending this idea further, one is lead to the hypothesis that
the most general quantum states is a linear combination of particle states with different
mass and spin [8]
|ρ, λ〉 =
∑
ij,k
AρiBλj |mi, sj ; pk〉 (2.579)
where Aρi and Bλj are the unitary mass and spin mixing matrix respectively. The sum-
mation over the mass and spin is equivalent to abandoning the demand of irreducibility.
Contrary to conventional wisdom, reducible representations do lead to new physics as
we have seen in neutrino oscillation. A general investigation on the state |ρ, λ〉 and its
quantum field is beyond the scope of the thesis. Instead, in the next chapter, we study
massive vector particle states with indefinite spin containing both scalar and spin-one
degrees of freedom.
Another possible limitation of the formalism is one we have discussed at the beginning
of this chapter, that the Poincaré symmetry is a reflection of the properties of the SM
particles. Indeed, this statement by itself is meaningless and circular, since the SM
predictions are in agreement with the experiments. On the other hand, the statement
becomes meaningful if we consider the existence of particles that do not satisfy Poincaré
symmetry. Given the increasing evidence for dark matter, it is conceivable that dark
matter do not satisfy Poincaré symmetry. Depending on the properties of its symmetry
group, it may provide a first-principle explanation on their limited interactions with the
SM particles. That is, the allowed interactions between the two sectors must simultane-
ously satisfy Poincaré symmetry and the symmetry of dark matter. This possibility is
discussed in chapter 4 when we study Elko and VSR.
Chapter 3
Vector fields
Traditionally, the massive vector fields are derived from the irreducible spin-one rep-
resentations of the Lorentz group. The massive vector fields were initially used in the
intermediate vector boson model [12] to describe the weak interaction. However, the
model violates unitarity and are non-renormalisable. A serious difficulty of the theory is
the propagator
S(j=1)µν (y, x) = i
∫
d4p
(2pi)4
e−ip·(x−y)
−ηµν + pµpνm2
pλpλ −m2 + i . (3.1)
For higher-order perturbation, the momentum dependence in the numerator of the prop-
agator yields divergent integrals. Additionally, when the vector bosons are external
particles, at tree-level, the resulting cross-sections violate unitarity at about 1TeV [58,
chap. 21]. These difficulties are solved in the SM using non-Abelian gauge theory, but
it requires the introduction of the Higgs boson and spontaneous symmetry breaking for
the vector bosons to gain masses [5962].
Here, we propose an alternative solution to these problems. Our solution originates from
the observation that since the vector representation of the Lorentz group contains scalar
and spin-one degrees of freedom, the most general massive vector fields should contain
both degrees of freedom. This observation is not new, as far as we know, it was first
noted by Corben and Schwinger [63]. Also, the view that one should include all the
dynamical physical degrees of freedom was expressed by Schwinger in [64]
We construct the new massive vector field that defines its primitive state vectors to
span the eigenvalues −0 × m2 and −2m2 of the second Casimir operator C2 so that
it has both scalar and spin-one degrees of freedom.1 In doing so, we have abandoned
1Recall that the second Casimir operator is defined as C2 = W
µWµ, where Wµ =
1
2
µνρσJ
νρPσ. The
eigenvalues of WµWµ are −m2j(j + 1) where j = 0, 12 , 1, · · · .
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the irreducibility demand with respect to C2. Contrary to naive expectations, such a
construction leads to new physics. We explain why the naive expectations fail and how
certain freedom of phases in defining the dual of the expansion coefficients for the field
adjoint result in the unexpected theoretical discovery. This field has the property that
1. For certain choice of phases it leads to the Veltman propagator [65].
S(j=0,1)µν (y, x) = i
∫
d4p
(2pi)4
e−ip·(x−y)
−ηµν
pλpλ −m2 + i . (3.2)
2. The state space does not require an indefinite metric.
3. The theory is unitary preserving, with better convergent behaviour than the inter-
mediate vector boson model and Fermi theory.
4. The existence of the −0 ×m2 degree of freedom slightly alters the decay rate of
W− → ν¯` + ` while the decay rate of Z → ν¯` + ν` remains essentially unchanged.
We refer to eq. (3.2) as the Veltman propagator since to the best of our knowledge, it
was Veltman who first raised the possibility of obtaining such a propagator through the
introduction of particles with indefinite metric [65]. Here our derivation do not require
these particles. The Veltman propagator can be obtained by exploiting the freedom of
relative phases between the scalar and spin-one sector. 2
After our study of the massive vector field, we review the theory of the massless vector
field. Following the Weinberg formalism, only the derivative of a scalar field ∂µφ(x) trans-
forms as a four-vector. The field aµ(x) with non-trivial expansion coefficients transforms
as a four-vector up to a derivative term. In the words of Weinberg, the non-covariance
of aµ(x) is a blessing in disguise for it provides a first-principle explanation on the origin
of gauge-symmetry [33]. While this result is not new, its implication becomes important
in chapter 4 when we study Elko.
The first section introduces the massive vector boson state space with scalar and spin-one
degrees of freedom. This particle transforms under the reducible representation of the
Lorentz group. Later we construct the massive vector fields and their adjoint. Choosing
the appropriate phases for the dual coefficients of the adjoint, we are able to derive the
Veltman propagator. The phenomenology is studied by replacing the spin-one vector
fields with the new ones in the SM Lagrangian densities.
In the second section, we review the massless vector fields of the (12 ,
1
2) representation.
In this case, only the derivative of scalar field ∂µφ(x) is Lorentz covariant and there is
2We are grateful to the hospitality offered by Graeme Murray at Lake Tekapo where the initial part
of the work was completed.
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no consistent massless limit for the spin-one vector fields. We find, the massless spin-one
vector fields transform as four-vector up to a derivative term. As a result, the interacting
Lagrangian densities involving massless spin-one fields will transform as a scalar only if
the transformation is independent of the derivative term. We show that this demand is
equivalent to the principle of local gauge-invariance.
3.1 Massive vector fields
We now introduce a new Hilbert space for the description of massive vector particles
which superimposes eigenvalues −0(×m2) and −2m2 of C2. This is accomplished by
abandoning the demand of irreducibility of the Lorentz group with respect to C2. We
then construct the new vector field. The demand of Lorentz symmetry is applied to de-
termine the form of the expansion coefficients of the vector field and their transformation
properties.
3.1.1 One-particle states
A reducible representation with respect to C2 is obtained by constructing D(W ) as a
direct sum of two irreducible representations of spin-j and j′
D(W ) =
 D(j)(W ) O
O D(j
′)(W )
 . (3.3)
The resulting particle one-states |p, σ〉 remain eigenstate of C1 but its eigenvalues asso-
ciated with C2 are now σ-dependent,
C2|p, σ〉 =
−m
2j(j + 1)|p, σ〉, σ = −j, · · · j
−m2j′(j′ + 1)|p, σ〉, σ = −j′, · · · j′
. (3.4)
The one-particle states of such a representation then has 2[(j + j′) + 1] degeneracy with
σ = −j, · · ·+ j,−j′, · · · j′. The Lorentz transformation of the state remains the same as
eq. (2.63)
U(Λ)|p, σ〉 =
√
(Λp)0
p0
∑
σ′
Dσ′σ(W (Λ, p))|Λp, σ′〉 (3.5)
but with D(W (Λ, p)) given by eq. (3.3). Due to the direct sum of D(W ), states be-
longing to σ = −j, · · · j and σ = −j′ · · · j′ do not mix with each other under Lorentz
transformation. Therefore, the inner-product between the states remains orthonormal
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and positive-definite
〈p′, σ′|p, σ〉 = δσσ′δ3(p− p′) (3.6)
so there are no states with negative norms.
Conventional wisdom states that since all representations can be decomposed into direct
sums of irreducible representations, all the physics are encoded in the irreducible repre-
sentations. Hence, while reducible representations do not violate any physical principles,
no new physics can result from such constructions. Here, to the contrary, we will show
that the massive vector field containing both spin-one and scalar degrees of freedom de-
scribing particle states constructed via eq. (3.3) does lead to new physics. The matrix
D(W ) is taken to be a direct sum of scalar and spin-one representation
D(W ) =
 D(0˜)(W ) 0
0 D(1)(W )
 =
 1 0
0 D(1)(W )
 . (3.7)
The degeneracy label is σ = ±1, 0 and 0˜ where 0˜ denotes the scalar degree of freedom.
The rotation generator J = (J1, J2, J3) for D(W ) is given by the direct sum of the
rotation generator of scalar and the (1, 0) or (0, 1) representation of the Lorentz group,
J1 =
1√
2

0 0 0 0
0 0 1 0
0 1 0 1
0 0 1 0
 , J2 =
1√
2

0 0 0 0
0 0 −i 0
0 i 0 −i
0 0 i 0
 , J3 =

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 −1
 .
(3.8)
We now have a particle state with scalar and spin-one degrees freedom with well-defined
Lorentz transformation. The states have orthonormal and positive-definite norm. The
next step is to introduce the massive vector field describing the particle state.
3.1.2 The new massive vector field
Let V (x) be a new charged massive vector field for the above particle state3
V (x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ=±1,0,0˜
[
e−ip·xu(p, σ)c(p, σ) + eip·xv(p, σ)d‡(p, σ)
]
(3.9)
3From now on, unless otherwise specified,
∑
σ =
∑
σ=±1,0,0˜.
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where u(p, σ) and v(p, σ) are the expansion coefficients. The operators c(p, σ) and
d‡(p, σ) satisfy the commutation relations,
[c(p′, σ′), c‡(p, σ)] = [d(p′, σ′), d‡(p, σ)] = δσσ′δ3(p− p′) (3.10)
with all other combinations identically vanish and
[c‡(p, σ)]‡ = c(p, σ), [d‡(p, σ)]‡ = d(p, σ). (3.11)
The symbol ‡ represents the adjoint for the particle creation operator. The reason for not
using the usual † operation will become transparent when we construct the field adjoint.
Their action on the vacuum are defined as
c(p, σ)| 〉 = d(p, σ)| 〉 = 0,
c‡(p, σ)| 〉 = |p, σ〉, d‡(p, σ)| 〉 = |pc, σ〉 (3.12)
where |p, σ〉 and |pc, σ〉 are the particle and anti-particle states respectively. The field
contains both scalar and spin-one degrees of freedom so it sums over σ = ±1, 0 and 0˜.
Apart from the symbolic differences between ‡ and †, their action on particle states in
the Hilbert space remains identical to † as evident from eqs. (3.10) and (3.12). The only
qualitative between ‡ and † is their action on the expansion coefficients of the vector
fields. This is discussed in sec. 3.1.3.1
The vector field given are already manifestly covariant under space-time translation. The
demand of Lorentz covariance requires the field V (x) to transform as
U(Λ)V (x)U−1(Λ) = D−1(Λ)V (Λx) (3.13)
where D(Λ) is a finite-dimensional vector representation of the Lorentz group. When the
Lorentz transformation is expanded about the identity, Λ = I +ω, its finite-dimensional
presentation D(I + ω) takes the form
D(I + ω) = I − 1
2
iωµνJ µν (3.14)
where J µν is the generator of the Lorentz group. The rotation and boost generators are
identified as the components of J µν
J = (J 23,J 31,J 12) = (J 1,J 2,J 3), (3.15)
K = (J 01,J 02,J 03) = (K1,K2,K3). (3.16)
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Here, we choose to work in a different but physically equivalent basis to the four-vectors.
The finite-dimensional rotation and boost generators in this basis are [66]
J 1 = 1
2

0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0
 , J 2 =
1
2

0 −i −i 0
i 0 0 −i
i 0 0 −i
0 i i 0
 , J 3 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −1
 ,
(3.17)
K1 = 1
2

0 i −i 0
i 0 0 −i
−i 0 0 i
0 −i i 0
 , K2 =
1
2

0 1 −1 0
−1 0 0 −1
1 0 0 1
0 1 −1 0
 , K3 =

0 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 0
 .
(3.18)
The mapping between the above generators and the generators of the four-vector repre-
sentation are given by the following similarity transformation
(SJ iS−1)µν = (J i)µν , (SKiS−1)µν = (K i)µν , (3.19)
where S is a unitary matrix [66]
S =
1√
2

0 i −i 0
−i 0 0 i
1 0 0 1
0 i i 0
 (3.20)
and the generators on the right-hand side are in the four-vector basis given by eqs. (2.67)
and (2.68).
The reason for this choice of basis is that it allows us to construct the field V (x) in the
same manner as the Dirac field in the (12 , 0) ⊕ (0, 12) representation. Therefore, we do
not have to worry about the four-vector index of the field and the raising and lowering
of indices when defining the field adjoint.
The demand of Poincaré symmetry as derived from sec. 2.6, gives us the following con-
straints ∑
σ¯
u(Λp, σ¯)Dσ¯σ(W ) = D(Λ)u(p, σ), (3.21)
∑
σ¯
v(Λp, σ¯)D∗σ¯σ(W ) = D(Λ)v(p, σ). (3.22)
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Taking Λ = L(p) and p = 0, the little group element becomes W (L(p), p) = I. The
coefficients of arbitrary momentum are then given by
u(p, σ) = exp (iK ·ϕ)u(0, σ), v(p, σ) = exp (iK ·ϕ) v(0, σ) (3.23)
where K = (K1,K2,K3) and ϕ = ϕpˆ is the rapidity parameter. Taking Λ = R as
rotation and using the identity W (R, p) = R, we obtain the constraints imposed by
rotation symmetry ∑
σ¯
u¯`(0, σ¯)Jσ¯σ = J ¯`` u`(0, σ), (3.24)
∑
σ¯
v¯`(0, σ¯)J∗σ¯σ = −J ¯`` v`(0, σ) (3.25)
where J and J are given by eqs. (3.8) and (3.17). Solving eqs. (3.24) and (3.25) with
the appropriate normalisation yields
u(0, 0˜) =
1√
2

0
c1
−c1
0
 , u(0, 1) =

c2
0
0
0
 , u(0, 0) =
1√
2

0
c2
c2
0
 , u(0,−1) =

0
0
0
c2
 ,
(3.26)
v(0, 0˜) =
1√
2

0
d1
−d1
0
 , v(0, 1) =

0
0
0
−d2
 , v(0, 0) =
1√
2

0
d2
d2
0
 , v(0,−1) =

−d2
0
0
0
 ,
(3.27)
where ci and di are the proportionality constants. They will be determined by the
demand of a Lorentz covariant propagator once the field adjoint is defined.
We note, in the study of massive vector fields, the coefficients u(0, 0˜) and v(0, 0˜) are
usually projected out since they belong to the scalar sector. However, when one studies
non-Abelian gauge theory, scalar degree of freedom appears as ghost fields [67]. As we
have shown, by relaxing the condition of irreducibility, the scalar degrees of freedom can
be naturally incorporated in the particle state and the vector field. In the subsequent
sections we will show that by an appropriate definition of the field adjoint for V (x), a
renormalisable and unitarity-preserving theory of massive vector field can be obtained
without the introduction of ghosts.
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3.1.3 Field adjoint and the dual coefficients
Here, we briefly review some of the results in secs. (2.4.5) and (2.6) for the discussion
here. The inevitability of quantum field theory is that it allows us to construct consistent
Lorentz invariant S-matrix describing particle interactions. Perturbatively, the S-matrix
is expanded in powers of the interaction density V(x) using the Dyson series
S = 1 +
∞∑
n=1
(−i)n
n!
∫ ∞
−∞
d4x1 · · · d4xnT [V(x1) · · · V(xn)] (3.28)
where V(x) is a scalar in the sense that
U(Λ, a)V(x)U−1(Λ, a) = V(Λx+ a). (3.29)
Due to the time-ordered product, the S-matrix will only become Lorentz invariant if
V(x) commutes at space-like separation
[V(x),V(y)] = 0. (3.30)
The purpose of introducing the field adjoint V̂ (x) is to construct scalar interaction density
in terms of the field and its adjoint.
When V (x) and V̂ (x) are involved in an interaction, the corresponding interaction density
usually contains terms of the form V̂ (x)V (x). Since V (x) contains only bosonic degrees
of freedom, it is sufficient to demand the field and its adjoint to commute at space-like
separation
[V (x), V̂ (y)] = 0 (3.31)
to preserve the locality of the interaction density. The scalar nature of the interaction
density is realised by demanding the adjoint to transform as
U(Λ, a)V̂ (x)U−1(Λ, a) = V̂ (Λx+ a)D(Λ). (3.32)
We now define the adjoint V̂ (x) for the vector field. After constructing the adjoint, the
propagator is obtained by evaluating the vacuum expectation value of the time-ordered
product 〈 |T [V (x)V̂ (y)]| 〉. Let V̂ (x) be defined as
V̂ (x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
[
eip·xû(p, σ)c‡(p, σ) + e−ip·xv̂(p, σ)d(p, σ)
]
(3.33)
where û(p, σ) and v̂(p, σ) are the dual coefficients. From the space-time translation
phases of V̂ (x), we see that the adjoint involves complex-conjugation.
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3.1.3.1 The dual coefficients
When defining the dual coefficients for a particle corresponding to an irreducible repre-
sentation, there exists a freedom of a global phase which is later fixed by the demand of
a positive-definite free Hamiltonian.
The massive vector particle state we have constructed transforms according to a reducible
representation given by a direct sum of scalar and spin-one irreducible representation so
the quantum field sums over both degrees of freedom. As we have noted earlier, the two
irreducible sectors do not mix with each other. In terms of kinematics, this means the
resulting Hamiltonian must be a sum of the free-Hamiltonian of the scalar and spin-one
representation. The dual coefficients for the field-adjoint will then have two phases, one
for the scalar and another for the spin-one sector. They must be chosen in such a way
to ensure a positive definite Hamiltonian. Therefore, we define the dual coefficients as
û(p, σ) = u‡(p, σ)g =
ξu
†(p, σ)g, σ = 0˜
ζu†(p, σ)g, σ = ±1, 0
(3.34)
v̂(p, σ) = v‡(p, σ)g =
ξv
†(p, σ)g, σ = 0˜
ζv†(p, σ)g, σ = ±1, 0
(3.35)
where g is the metric to be determined. The operation ‡ is defined to take Hermitian
conjugate the coefficients and including the relative phases for the coefficients with σ
dependence. For complex numbers and functions, the action of ‡ is the same as Hermi-
tian conjugation. Apart from the phases, the defined adjoint is the same as Hermitian
conjugate. Therefore, successive application of the adjoint is proportional to the identity.
In sec. 3.1.4 we show that in order to obtain a positive-definite free Hamiltonian and the
Veltman propagator the phases must take the values |ξ|2 = |ζ|2 = 1 so that
[u‡(p, σ)]‡ = u(p, σ), [v‡(p, σ)]‡ = v(p, σ) (3.36)
which is the same as Hermitian conjugate.
3.1.3.2 The field adjoint
The metric η can be determined using the transformation properties of the field and its
adjoint. Since the phases ξ and ζ are momentum and space-time independent, we can
rewrite the field adjoint as
V̂ (x) = V ‡(x)g. (3.37)
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Apply the operation ‡ to eq. (3.13) then multiply from the right by η gives us
U(Λ)V̂ (x)U−1(Λ) = V̂ (Λx)g−1[D−1(Λ)]†g. (3.38)
The matrix D(Λ) has no σ dependence so D‡(Λ) = D†(Λ). Equating the above expression
to eq. (3.32) and expanding D(Λ) about the identity yields the following constraint on η
gJ µνg−1 = J †µν . (3.39)
In the finite-dimensional representation of the Lorentz group, the rotation generators are
Hermitian while the boost generators are anti-Hermitian. This allows us to rewrite the
constraints for η as
[g,J ] = {g,K} = 0. (3.40)
Substituting eqs. (3.17) and (3.18) into the above equation gives us the solution
g = λ

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 (3.41)
where λ is a proportionality constant to be determined. An alternative derivation of
the metric is by demanding the Lorentz invariance of û(p, σ)u(p, σ). The norms for the
coefficients are
û(0, σ)u(0, σ′) =

0 σ 6= σ′
−ξ|c1|2λ σ = σ′ = 0˜
ζ|c2|2λ σ = σ′ = ±1, 0
(3.42)
v̂(0, σ)v(0, σ′) =

0 σ 6= σ′
−ξ|d1|2λ σ = σ′ = 0˜
ζ|d2|2λ σ = σ′ = ±1, 0.
(3.43)
An important feature of the norm is the orthonormality between different coefficients
which becomes important when evaluating the free Hamiltonian. For now, the determi-
nation of η allows us to derive the propagator.
Before proceed to derive the propagator, we show that the definition of the dual coefficient
does not violate Lorentz symmetry. To show this, we first recall the rotation constraints
on the coefficients given by eqs. (2.328) and (2.329)
∑
σ¯
u¯`(0, σ¯)Jσ¯σ =
∑
`
J ¯`` u`(0, σ)
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∑
σ¯
v¯`(0, σ¯)J∗σ¯σ = −
∑
`
J ¯`` v`(0, σ)
Complex conjugate both sides and multiply from the right by matrix g, with some
simplification, it yields the constraints on the dual coefficients
∑
σ¯
û`(0, σ¯)J
∗
σ¯σ =
∑
`
û¯`(0, σ)J ¯`` , (3.44)
∑
σ¯
v̂`(0, σ¯)Jσ¯σ = −
∑
`
v̂¯`(0, σ)J ¯`` . (3.45)
where we have used the Hermiticity of J and eq. (3.40). We see that when J is an
irreducible representation where σ = −j, · · · , j Lorentz symmetry does not allow the
existence of local phases for individual dual coefficients of a given σ. But since the
rotation generator we have chosen in eq. (3.8) is a direct sum of scalar and spin-one
rotation generator, the dual coefficients defined in eqs. (3.34) and (3.34) satisfy the
above constraints.
The derived constraints on the dual coefficients are very general. In most cases, the
boost and rotation generators of the Lorentz group are Hermitian and anti-Hermitian
respectively so the matrix η must satisfy eq. (3.40) to construct Lorentz-invariant scalars.
3.1.4 The propagator
According to eq. (B.13), we compute the propagator by first evaluating the spin-sums.
In the process we will determine ci and di for the expansion coefficients. The relevant
spin-sums are
Π1(p) =
∑
σ
u(p, σ)û(p, σ), (3.46)
Π2(p) =
∑
σ
v(p, σ)v̂(p, σ). (3.47)
Explicit computation of Π1(p) and Π2(p) gives the covariant spin-sums quadratic in
momentum
Π1(p) = λ
[
ξ|c1|2C1 + ζ|c2|2C2 + (ξ|c1|2 + ζ|c2|2)αµνp
µpν
2m2
]
, (3.48)
Π2(p) = Π1(p)
∣∣
ci→di . (3.49)
The explicit expression of the matrices C1, C2 and αµν are not given here as they are
not important for our discussion here.
Since the spin-sums Π1(p) and Π2(p) are quadratic in momentum, so generally, it is not
possible to obtain a covariant propagator unless ci, di and the phases take particular
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values. In this case, the only way to obtain a covariant propagator is to choose the
proportionality constants and the phases of the dual coefficients such that the spin-sums
are momentum independent. Without the loss of generality, this can be achieved by the
following choice
c1 = −d1 = −i, c2 = d2 = 1. (3.50)
On the other hand, the phases ξ and ζ must be chosen as
ξ = −ζ = 1 (3.51)
in order to obtain the correct propagator and ensuring the probability for the physical
processes to be positive-definite. The coefficients now take the form
u(0, 0˜) =
1√
2

0
−i
i
0
 , u(0, 1) =

1
0
0
0
 , u(0, 0) =
1√
2

0
1
1
0
 , u(0,−1) =

0
0
0
1
 ,
(3.52)
v(0, 0˜) =
1√
2

0
i
−i
0
 , v(0, 1) =

0
0
0
−1
 , v(0, 0) =
1√
2

0
1
1
0
 , v(0,−1) =

−1
0
0
0
 .
(3.53)
The spin-sums become proportional to the identity matrix
Π1(p) = Π2(p) = −λI. (3.54)
and the norms of the coefficients become
û(0, σ)u(0, σ′) = v̂(0, σ)v(0, σ′) = −λδσσ′ . (3.55)
Substituting the spin-sums into the general propagator given by eq. (B.13) gives us
S(y, x) = 〈 |T [V (x)V̂ (y)]| 〉 = i
∫
d4p
(2pi)4
e−ip·(y−x)
−λI
pµpµ −m2 + i . (3.56)
When we transform to the four-vector basis, the identity matrix becomes proportional
to the metric ηµν .
Here it is appropriate for us to comment on the generic properties of propagators. Gen-
erally for higher-spin fields, while their spin-sums are Lorentz covariant, they are also
non-linear. As a result, the final propagators are usually not Lorentz covariant. The
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non-covariant terms can usually be cancelled by introducing appropriate local interac-
tions. Since they do not contribute to the interaction, we may introduce the T ∗-product
which has the same definition as the T -product but ignores the non-covariant terms.
3.1.5 The four-vector basis
We now transform the result to the standard four-vector basis. To this end, multiply
eqs. (3.24) and (3.25) from the left by the matrix S given by eq. (3.20), we get a set of
four-vectors that satisfy the rotation symmetry
∑
σ¯
(Su)µ(0, σ¯)Jσ¯σ =J
µ
ν(Su)
ν(0, σ), (3.57)
∑
σ¯
(Sv)µ(0, σ¯)J∗σ¯σ = −J µν(Su)ν(0, σ). (3.58)
These vectors, up to some proportionality constants, are the expansion coefficients for
the massive vector field Aµ(x) in [7, sec. 5.3]. However they were studied separately for
σ = ±1, 0 and σ = 0˜ due to the demand of irreducible representation for the particle
state. By relaxing this demand, the resulting vector field is
Aµ(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
[
e−ip·xeµ(p, σ)c(p, σ) + eip·xeµ∗(p, σ)d‡(p, σ)
]
. (3.59)
The four-vectors eµ(0, σ) are related to u(0, σ) by
u`(0, σ) = i(S
−1)`µeµ(0, σ) (3.60)
so the vector field Aµ(x) is related to V (x) by the unitary transformation
Aµ(x) = −i[SV (x)]µ. (3.61)
The four-vector coefficients are
e(0, 0˜) =

−i
0
0
0
 , e(0, 1) =
1√
2

0
−1
−i
0
 , e(0, 0) =

0
0
0
1
 , e(0,−1) =
1√
2

0
1
−i
0
 .
(3.62)
We now compute the propagator for Aµ(x) by evaluating the spin-sum
Πµν(p) =
∑
σ
eµ(p, σ)êν(p, σ). (3.63)
Chapter 3. Vector fields 110
where êν(p, σ) is the dual four-vector which can be obtained using eq. (3.60). In com-
ponent form, u†(0, σ)g is related to eµ(0, σ) by
u∗` (0, σ)g`k = −i(S−1)∗`µeµ∗(0, σ)g`k
= −ieµ∗(0, σ)[Sµ`g`m(S−1)mν ]Sνk
= iλeµ∗(0, σ)ηµνSνk. (3.64)
The second line of the equation uses the unitarity of the matrix (S−1)µk = S∗kµ and the
third line uses the identity
Sµ`g`m(S
−1)mν = −ληµν . (3.65)
Removing the matrix S from the right-hand side of equation (3.64), the dual for the
four-vector eµ(0, σ) with the inclusion of relevant phases is given by
êµ(0, σ) =
ξληµνe
ν∗(0, σ) σ = 0˜
ζληµνe
ν∗(0, σ) σ = ±1, 0.
(3.66)
The phases ξ and ζ take the values given in eq. (3.51). The norm of the coefficients in
the four-vector basis becomes
eµ(p, σ′)êµ(p, σ) = λδσσ′ . (3.67)
The field adjoint Âµ(x) is given by
Âµ(x) = (2pi)
−3/2
∫
d3p√
2p0
∑
σ
[
eip·xêµ(p, σ)c‡(p, σ) + eip·xê ∗µ(p, σ)d(p, σ)
]
. (3.68)
where we have used the demand [d‡(p, σ)]‡ = d(p, σ). Computing the spin-sum of
eq. (3.63) using eq. (3.66) yields
Πµν(p) =
∑
σ
eµ(p, σ)êν(p, σ) = −λζηµν + (ξ + ζ)
pµpν
m2
. (3.69)
By writing the spin-sum with the phases explicitly included, we see how the choice of
phases affect the spin-sum. Moreover, the masses between the scalar and spin-one sector
cannot be different if one wishes to preserve the covariance of the spin-sum. Substituting
the phases given by equation (3.51) into the spin-sum gives us
Πµν = λη
µ
ν (3.70)
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and the covariant Veltman propagator for Aµ(x)
Sµν(y, x) = 〈 |T [Aµ(x)Âν(y)]| 〉 = i
∫
d4p
(2pi)4
e−ip·(y−x)
ληµν
pαpα −m2 + i . (3.71)
The propagator for Aµ(x) can also be obtained by a similarity transformation on the
propagator for V (x) using equation (3.61).
3.1.6 The kinematics
The vector field Aµ(x) constructed in this chapter, does not have a definite spin. Con-
sequently, its Lagrangian density differs from the standard massive spin-one vector field.
In the four-vector basis, the coefficients for the spin-one sector at rest have vanishing
time-components
e0(0, σ) = 0, σ = ±1, 0 (3.72)
so the spin-one vector field is divergence-free. On the other hand, the scalar coefficient
has a non-vanishing time-component
e0(0, 0˜) = 1 (3.73)
so that the vector field, with the scalar degree of freedom, is not divergence-free [66, 68]
∂µA
µ(x) 6= 0 (3.74)
where the non-vanishing term on the right-hand side is proportional to the square of the
mass of the particle.
The propagator obtained in the previous section suggests the Lagrangian density to be
Klein-Gordon
L = −∂µÂν∂µAν +m2ÂνAν . (3.75)
The resulting Hamiltonian is given by
H =
∫
d3x [Πµ
∂Aµ
∂t
+ Π̂µ
∂Âµ
∂t
−L ] (3.76)
where Πµ(x) and Π̂µ(x) are the conjugate momenta
Πµ(x) =
∂L
∂(∂Aµ/∂t)
= −∂Âµ
∂t
, Π̂µ(x) =
∂L
∂(∂Âµ/∂t)
= −∂Aµ
∂t
. (3.77)
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Substituting all the relevant terms into the Hamiltonian and normal-ordering the creation
and annihilation operators, we get
H = −
∫
d3p (p0)
∑
σ,σ′
[
eµ(p, σ′)êµ(p, σ)c‡(p, σ)c(p, σ′)
+eµ∗(p, σ′)ê ∗µ(p, σ)d
‡(p, σ)d(p, σ′)
]
. (3.78)
The norm given in eq. (3.67), with the demand of a positive-definite free Hamiltonian
fixes the proportionality constant of the metric to be
λ = −1. (3.79)
The positivity of the Hamiltonian resulting from the Lagrangian density support our
claim that the scalar degree of freedom is physical and the importance of the relative
phases ξ and ζ. The propagator now reads
Sµν(y, x) = 〈 |T [Aµ(x)Âν(y)]| 〉 = i
∫
d4p
(2pi)4
e−ip·(y−x)
−ηµν
pλpλ −m2 + i . (3.80)
Although the propagator and the Hamiltonian suggest the Lagrangian density of the
vector field to be Klein-Gordon, these conditions are insufficient to guarantee that we
have the correct Lagrangian density. This has to do with the renormalisability of the
theory which is discussed in sec. 3.1.8.
3.1.7 Locality structure
In this section, we analyse the locality structure of the vector field by computing the
relevant equal-time commutators. So far, we have only considered the electrically charged
vector field. However, it is also possible to have electrically neutral vector field analogous
to the Majorana fermion for the Dirac field [69]. Here, the locality structure of both fields
are analysed. We divide the analysis into two subsections, one for the charged and the
other for the neutral vector field.
3.1.7.1 Charged vector field
Since the particle and anti-particle are distinct for Aµ(x), the following commutators
trivially vanish at equal-time
[Aµ(x, t), Aν(y, t)] = [Πµ(x, t),Πν(y, t)] = 0. (3.81)
Chapter 3. Vector fields 113
The equal-time commutator between Aµ(x) and Πµ(x) computed using eq. (3.10) yields
[Aµ(x, t),Πν(y, t)] = −i(2pi)−3
∫
d3p
2
∑
σ
e−ip(x−y) [eµ(p, σ)êν(p, σ) + eµ∗(−p, σ)ê ∗ν (−p, σ)]
(3.82)
Explicit computation of the spin-sum yields
∑
σ
[eµ(p, σ)êν(p, σ) + e
µ∗(−p, σ)ê ∗ν (−p, σ)] = −2ηµν (3.83)
giving us the standard commutator
[Aµ(x, t),Πν(y, t)] = iη
µ
νδ
3(x− y). (3.84)
Equations (3.81) and (3.84) show that the charged vector field is local.
3.1.7.2 Neutral vector field
Apart from the electrically charged scalar-vector field Aµ(x), one can also construct an
electrically neutral scalar-vector field aµ(x),
aµ(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
[
e−ip·xeµ(p, σ)c(p, σ) + eip·xeµ∗(p, σ)c‡(p, σ)
]
(3.85)
with the particle being identical to the anti-particle. The commutator between the
neutral vector field and its conjugate-momentum remains the same as their charged
counterpart
[aµ(x, t), piν(y, t)] = iη
µ
νδ
3(x− y). (3.86)
However, the commutators given by eq. (3.81) is now non-trivial. Explicit computation
of the commutator between the neutral vector field yields
[aµ(x, t), aν(y, t)] = (2pi)−3
∫
d3p
2p0
∑
σ
[
eip·(x−y)eµ(p, σ)eν∗(p, σ)− e−ip·(x−y)eµ∗(p, σ)eν(p, σ)
]
= (2pi)−3
∫
d3p
2p0
[
eip·(x−y)
(
−ηµν + 2p
µpν
m2
)
− e−ip·(x−y)
(
−ηµν + 2p
µpν
m2
)]
= (2pi)−3
∫
d3p
m2p0
eip·(x−y) [pµpν − (Pp)µ(Pp)ν ] (3.87)
where the second line makes use of the spin-sum
∑
σ
eµ(p, σ)eν∗(p, σ) = −ηµν + 2p
µpν
m2
. (3.88)
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When µ = ν = 0 and µ = i, ν = j the terms in the bracket cancel, giving us
[a0(x, t), a0(y, t)] = [ai(x, t), aj(y, t)] = 0. (3.89)
As for µ = 0 and ν = i, we get
[a0(x, t), ai(y, t)] =
2
(2pi)3m
∫
d3p eip·(x−y)pi
= − 2i
m2
∂iδ
3(x− y)
=
2i
m2(xi − yi)δ
3(x− y) (3.90)
where we have used the identity
∂iδ
3(x− y) = −δ
3(x− y)
xi − yi . (3.91)
Since the right-hand side is proportional to a delta function, the equal-time commutator
between the neutral vector field preserves locality.
Now we consider the commutator between the conjugate momentum. Following the same
computation procedure as we have done to obtain eq. (3.87), we get
[piµ(x, t), piν(y, t)] = (2pi)−3
∫
d3p
2
(−p0)
∑
σ
[
e−ip·(x−y)êµ(p, σ)ê ν∗(p, σ)
−eip·(x−y)êµ∗(p, σ)êν(p, σ)
]
= (2pi)−3
∫
d3p
2
(−p0)
[
e−ip·(x−y)
(
−ηµν + 2p
µpν
m2
)
−eip·(x−y)
(
−ηµν + 2p
µpν
m2
)]
= (2pi)−3
∫
d3p
m2
(−p0)e−ip·(x−y) [pµpν − (Pp)µ(Pp)ν ] . (3.92)
In the second line, we have used the identity
∑
σ
êµ(p, σ)ê ν∗(p, σ) =
∑
σ
eµ(p, σ)eν∗(p, σ). (3.93)
The purely temporal and spatial component of the commutator vanishes
[pi0(x, t), pi0(y, t)] = [pii(x, t), pij(y, t)] = 0. (3.94)
As for the temporal and spatial component of the conjugate-momentum, we get
[pi0(x, t), pii(y, t)] = 2i
δ3(x− y)
xi − yi −
2i
m2
∂j∂j
[
δ3(x− y)
xi − yi
]
. (3.95)
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Here we do not give the explicit expression of the second term involving the Laplacian of
the delta function since it is quite complicated and does not provide additional insights.
It is sufficient to see from eq. (3.91) that the second term is proportional to a delta
function so the final result is
[pi0(x, t), pii(y, t)] ∼ δ3(x− y). (3.96)
The equal-time commutators for the neutral vector field and its conjugate momentum
either vanishes or are proportional to the delta function. Therefore, the neutral vector
fields are local.
3.1.8 Phenomenologies
In the SM, the W± and Z bosons are described by the non-Abelian gauge theory with
spontaneous symmetry breaking to give them masses. Here we explore the possibility
that the W± and Z bosons are described by the massive vector field with an additional
scalar degree of freedom. We show that the decay rates of W− and Z to leptons are in
agreement with the SM predictions.
3.1.8.1 The W− → `+ ν¯` decay
The charged-current interaction is described by the following Lagrangian density
LCC =
ig√
2
e¯γµ
(I − γ5)
2
ν`Aµ (3.97)
where e(x), ν`(x) are the electron and the `-flavoured neutrino fields and Aµ(x) is the
charged vector field. Here we calculate the decay process W− → `+ ν¯` where the lepton
` is massive but anti-neutrino ν¯` is massless. For completeness, we first compute the
decay rate as predicted by SM using the spin-one (j = 1) vector field. Subsequently, we
replace the spin-one vector field with the new vector field containing scalar and spin-one
degrees of freedom (j = 0, 1).
At tree-level, the transition amplitude for W− → `+ ν¯` is
M(ν¯``)(W−) = (2pi)
−3/2 ig√
8p0`p
0
ν¯`p
0
W
u¯(p`, σ`)γ
µ
(
I − γ5
2
)
v(pν¯` , σν¯`)eµ(pW , σW ). (3.98)
This expression applies for both j = 1 and j = 0, 1. In most experiments, the initial and
final spin-projections are not measured, so we sum over all the degrees of freedom. The
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transition probability for W− when j = 1 is given by
∑
σ`σν` ,σW=±1,0
|M (j=1)
(ν¯`e−)(W−)
|2 =
∑
σ`σν` ,σW=±1,0
g2
(8pi)3p0`p
0
ν¯`p
0
W
[
u¯(p`, σ`)γ
µ(I − γ5)v(pν¯` , σν¯`)
]
×
[
u¯(p`, σ`)γ
ν(I − γ5)v(pν¯` , σν¯`)
]†
wµ(pW , σW )w
†
ν(pW , σW )
=
g2
(8pi)3p0`p
0
ν¯`p
0
Wm
2
W
Tr
[
(/p` +m`)γ
µ(I − γ5)/pν¯`γ
ν(I − γ5)
]
×
[
−ηµν + (pW )µ(pW )ν
m2W
]
(3.99)
where the fourth line is obtained using the spin-sum
∑
σ=±1,0
wµ(p, σ)w
†
ν(p, σ) = −ηµν +
(pW )µ(pW )ν
m2W
. (3.100)
Taking the W− boson to be at rest pµW = (mW ,0), the traces contributing to the
transition probability is given by
Tr
[
(/p` +m`)γ
µ(I − γ5)/pν¯`γ
ν(I − γ5)
]
(−ηµν) = 16p0ν¯`(p0` + |p`|), (3.101)
Tr
[
/pν¯`/
p
W
(I − γ5)/p`/pW (I − γ5)
]
= 8m2W p
0
ν¯`
(p0` − |p`|). (3.102)
In computing the traces, we have used the identity
Tr
[
γ5γµγνγργσ
]
= −4iµνρσ (3.103)
where µνρσ is the Levi-Civita tensor, so it vanishes upon contracting with (pW )µ(pW )ν .
Substituting the traces into the transition probability gives us
∑
σ`σν` ,σW=±1,0
|M (j=1)
(ν¯`e−)(W−)
|2 = g
2
(8pi)3p0`p
0
ν¯`p
0
W
[
16p0ν¯`(p
0
` + |p`|) + 8m2W p0ν¯`(p0` − |p`|)
]
=
g2
(8pi)3p0`p
0
ν¯`p
0
W
[
16p0ν¯`mW + 8m
2
W p
0
ν¯`
(p0` − |p`|)
]
=
[
16g2
(8pi)3p0`
+
8g2(p0` − |p`|)
(8pi)3p0`mW
]
(3.104)
where the second line is obtained by conservation of energy. The main contribution to
the probability comes from the first term. The second term makes a small but non-zero
contribution since the lepton ` is massive m` > 0.
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The average differential decay rate is obtained using eq. (2.277)
dΓ
(j=1)
avg (W
− → ν¯``) = 1
3
Γ(j=1)(W− → ν¯``)
=
2pi|k′|p0ν¯`p0`
3mW
[
16g2
(8pi)3p0`
+
8g2(p0` − |p`|)
(8pi)3p0`mW
]
dΩ (3.105)
where dΩ = sin θdθdφ is the solid angle and |k′| is
|k′| = m
2
W −m2`
2mW
. (3.106)
Integrating over the angles, and after some algebraic manipulation, the average decay
rate of W− → ν¯` + ` is
Γ
(j=1)
total (W
− → ν¯``) =
√
2GF (m
2
W −m2` )p0ν¯`
6pi
+
√
2GF (m
2
W −m2` )p0ν¯`(p0` − |p`|)
12pimW
(3.107)
where GF = (
√
2g2)/(8m2W ) is the Fermi coupling constant. This expression can be
further simplified using energy-momentum conservation,
p0` + p
0
ν¯`
= mW , pν¯` = −p`. (3.108)
Since neutrinos are considered to be massless so that p0ν¯` = |pν¯` | = |p`|, the energy and
momentum of the lepton ` are found to be
p0` =
m2W +m
2
`
2mW
, |p`| = m
2
W −m2`
2mW
. (3.109)
Substituting them into the average decay rates yields
Γ
(j=1)
avg (W
− → ν¯``) =
√
2GF (m
2
W −m2` )2
12pimW
[
1 +
1
2
(
m`
mW
)2]
. (3.110)
In our theory, the vector boson carries both scalar and spin-one degrees of freedom, which
results in a modification of the decay rate. An important issue we have to address is
whether we take average the decay rate by multiplying by a factor 1/3 or 1/4. To answer
this question, we note that the decay rate of a scalar W -boson to leptons is suppressed
by a factor O(m2`/m2W ). This situation is somewhat analogous to electrodynamics with
massive photon where the extra longitudinal degree of freedom is sterile so the effective
number of degrees of freedom taking part in the relevant interactions remains two [70,
sec. II.F].4 Since the scalar degree of freedom ofW is sterile, we propose that the average
decay rate is obtained by multiplying the decay rate by 1/3. Therefore, the deviation from
4I am grateful to Matt Visser for bringing this to my attention.
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the SM prediction originates from the fact that the spin-sum is momentum-independent
∑
σ=±1,0,0˜
wµ(p, σ)w
‡
ν(p, σ) = −ηµν . (3.111)
The two spin-sums given by eqs. (3.100) and (3.111) differs by the pµpν/m2 term. The
term pµpν/m2, upon contracting with the γ-matrices give the second term in eq. (3.110).
Therefore, the predicted average decay rate of a W− boson with scalar and spin-one
degrees of freedom is
Γ
(j=0,1)
avg (W
− → ν¯``) =
√
2GF (m
2
W −m2` )2
12pimW
. (3.112)
The ratio of the two decay rate is
Γ
(j=1)
avg
Γ
(j=0,1)
avg
(W− → ν¯``) = 1 + 1
2
(
m`
mW
)2
. (3.113)
Identifying the lepton to be electron, muon and tau, their mass ratio squared are(
me
mW
)2
∼ 10−11,
(
mµ
mW
)2
∼ 10−6,
(
mτ
mW
)2
∼ 10−4. (3.114)
We see that the deviation from the SM prediction is extremely small. The difference
ranges from one part in 1011 to one part in 104.
3.1.8.2 The Z → ν` + ν¯` decay
The neutral current interaction is describing by the following Lagrangian density
LNC =
i
2
√
g2 + g′2ν¯`γµ
(
I − γ5
2
)
ν`aµ. (3.115)
The tree-level amplitude of Z → ν` + ν¯` is given by
M(ν`ν¯`)(Z) = (2pi)
−3/2 i
√
g2 + g′2
2
√
8p0ν`p
0
ν¯`p
0
W
v¯(pν¯` , σν¯`)γ
µ
(
I − γ5
2
)
u(pν` , σν`)eµ(pZ , σZ).
(3.116)
First, we compute the average decay rate by summing over all the spin degrees of freedom
for the massive spin-one vector field. The transition probability is
∑
σZ=±1,0
|M (j=1)(ν`ν¯`)(Z)|
2 =
g2 + g′2
2(8pi)3p0ν`p
0
ν¯`p
0
Z
Tr
[
/pν`
γµ(I − γ5)/pν¯`γ
ν(I − γ5)
] [
−ηµν + (pZ)µ(pZ)ν
m2Z
]
.
(3.117)
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The neutrino mass is negligible so the traces with the momenta of Z-boson vanishes.
Therefore, the transition probability for both the j = 1 and j = 0, 1 are identical, thus
giving us ∑
σZ=±1,0,0˜
|M (j=0,1)(ν`ν¯`)(Z)|
2 =
∑
σZ=±1,0
|M (j=1)(ν`ν¯`)(Z)|
2 =
g2 + g′2
32pi3mZ
. (3.118)
In the centre of mass frame, where the Z-boson is at rest, its differential and average
decay rate to ν` and ν¯`, following the previous calculation, is given by
dΓ
(j=0,1)
avg (Z → ν`ν¯`)
dΩ
=
dΓ
(j=1)
avg (Z → ν`ν¯`)
dΩ
=
1
3
[
(g2 + g′2)mZ
128pi2
]
(3.119)
and
Γ
(j=0,1)
avg (Z → ν`ν¯`) = Γ(j=1)avg (Z → ν`ν¯`) = (g
2 + g′2)mZ
96pi
. (3.120)
Theoretically, there is a difference in the decay rate since neutrinos are massive. But
since mν`  m`  mZ , the resulting decay rate for the Z → ν` + ν¯` for all practical
purposes are the same as the SM prediction.
3.1.9 Renormalisation and the Higgs mechanism
The new vector field with scalar and spin-one degrees of freedom is an improvement of
the intermediate vector boson model in terms of unitarity and renormalisability. This
can be seen by considering the propagator of a pure spin-one massive vector field
S(j=1)µν (y, x) = i
∫
d4p
(2pi)4
e−ip·(x−y)
−ηµν + pµpνm2
pλpλ −m2 + i . (3.121)
At tree-level, the intermediate vector boson theory solves the unitarity problem for pro-
cesses such as ν¯µ + µ− → ν¯e + e− of Fermi theory [58, chap. 21]. However, the theory is
still not immune to unitarity violation. In processes where the vector bosons are either
the in or out states, the total cross-section would depend on its spin-sum which is
∑
σ=±1,0
eµ(p, σ)eν∗(p, σ) = −ηµν + p
µpν
m2
. (3.122)
Since spin-sum is quadratic in momentum, processes such as νµ + ν¯µ →W+ +W− has a
cross-section that is unbounded by energy σ ∼ (p0)2. As a result, the unitarity bound is
violated at about 1TeV. Furthermore, the integrals involving pµpν/m2 in the propagator
is divergent in higher-order processes such as fig.3.1 [58, chap. 21].
Here, we have shown that the above mentioned problems can be resolved by including an
additional scalar degree of freedom in the massive vector field with appropriately defined
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Figure 3.1: Higher-order contribution to νµ + ν¯µ → νµ + ν¯µ
field adjoint. The momentum term in the numerator of the propagator and the spin-sum
are cancelled between the scalar and spin-one sector. Therefore, the resulting propagator
given in eq. (3.71) does not contain momentum terms in the numerator so the integral
for the higher-order to νµ + ν¯µ → νµ + ν¯µ as given by fig.3.1 is now convergent.
Although our theory preserves unitarity at tree-level and the box-diagram is convergent,
it is important to note that the theory has not been proved to be renormalisable to all
orders of perturbation. The absence of the pµpν/m2 term in the spin-sum and propagator
means the theory has a better behaviour in higher-order scattering processes comparing
with the intermediate vector boson model and the Fermi theory. However, this is insuf-
ficient for renormalisability to all orders. The propagator and the Hamiltonian suggest
that the vector field is described by a Klein-Gordon Lagrangian density, but until we
can show that all the divergences associated with higher-order scattering amplitudes can
be cancelled by the relevant counter-terms generated by the renormalised Lagrangian
density, we cannot be sure whether our choice is correct.
The non-renormalisability and unitarity violation of the intermediate vector boson are
the main motivation for a non-Abelian gauge theoretic description of the electroweak
processes. As a matter of fact, 't Hooft and Veltman have shown that non-Abelian
gauge theory and hence the SM plus the Higgs boson are renormalisable [71]. Given
the recent discovery of a Higgs-like boson at the LHC [72, 73], the question of relevance
to us is what are the similarities and differences between our construct and the Higgs
mechanism, or are they equivalent? Presently, we do not have a definite answer to
this question, but we can still make some useful observations. In our construct, the
Veltman propagator is obtained by introducing an additional scalar degree of freedom
and the appropriate field adjoint provided that the scalar and spin-one sector have the
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same mass. On the other hand, in the SM, the Higgs and vector bosons have different
masses and the Veltman propagator is obtained by choosing the Feynman gauge after
spontaneous symmetry breaking [74, eq. (21.2.20)]. These observations suggest that the
scalar degree of freedom in our construct cannot be identified as the Higgs boson.
It should be noted that the idea of using the new massive vector fields to describe the
W± and Z bosons are purely phenomenological and is not based on a underlying gauge
symmetry. Nevertheless, since the description of the weak force using the massive spin-
one vector fields are unitary violating and non-renormalisable,5 it is natural to investigate
whether our construct does any better. As far as we can see, our construct passes the
initial test as the computed decay rates in sec. 3.1.8 are in agreement with the SM
predictions and the propagator has a better high energy behaviour than their spin-one
counterpart. In this thesis, we did not explore the possible connexions between the new
massive vector field and non-Abelian gauge theory. This is definitely an important issue
to be studied in the future.
3.2 Massless vector fields
The massless spin-half fields and their constraints have already been derived in sec. 2.8,
so all we need to do is to repeat the same calculation for the vector representation of the
Lorentz group. Let us define the massless vector field as6
aµ(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ=±1,0
[
e−ip·xuµ(p, σ)c(p, σ) + eip·xvµ(p, σ)c†(p, σ)
]
.
(3.123)
According to our arguments at the beginning of the chapter, the most general massless
field would sum over both the scalar and spin-one degrees of freedom. This possibility is
considered at the end of the chapter. For now, we will be content with a massless vector
field where σ = ±1, 0.
The constraints on the expansion coefficients which for momentum k = (κ, 0, 0, κ) are
uµ(k, σ)eiσφ(Λ,p) = Wµν(Λ, p)u
ν(k, σ), (3.124)
vµ(k, σ)e−iσφ(Λ,p) = Wµν(Λ, p)v
ν(k, σ). (3.125)
5Quantum electrodynamics with massive photons is unitary and renormalisable [75].
6The massless field aµ(x) is electrically neutral, but it does not affect the discussion here.
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Since the little group element for massless particle is separableW (φ, α, β) = R(φ)S(α, β),
we obtain the following constraints from R(φ) and S(α, β)
uµ(k, σ)eiσφ = Rµν(φ)u
ν(k, σ), uµ(k, σ) = Sµν(α, β)u
ν(k, σ), (3.126)
vµ(k, σ)e−iσφ = Rµν(φ)v
ν(k, σ), vµ(k, σ) = Sµν(α, β)v
ν(k, σ). (3.127)
The matrices R(φ) and S(α, β) are the elements of the little group given by
R(φ) =

1 0 0 0
0 cosφ sinφ 0
0 − sinφ cosφ 0
0 0 0 1
 , S(α, β) =

γ + 1 α β −γ
α 1 0 −α
β 0 1 −β
γ α β 1− γ
 (3.128)
with γ = 12(α
2 + β2). Since R(φ) and S(α, β) are both real matrices, without losing
generality, we make the following choice of coefficient
uµ(k, σ) = vµ∗(k, σ) = eµ(k, σ) (3.129)
so the field becomes
aµ(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ=±1,0
[
e−ip·xeµ(p, σ)c(p, σ) + eip·xeµ∗(p, σ)c†(p, σ)
]
(3.130)
and constraints we need to solve reduce to
eµ(k, σ)eiσφ = Rµν(φ)e
ν(k, σ), (3.131)
eµ(k, σ) = Sµν(α, β)e
ν(k, σ). (3.132)
For eq. (3.131), the values of σ are ±1, 0 are eigenvalues of J 3. Solving eq. (3.131) for
each σ yields
e(k,±1) = f±

0
1
±i
0
 , e(k, 0) =

g+
0
0
g−
 . (3.133)
where f± and g± are proportionality constants to be determined. Substituting the coef-
ficients into eq. (3.132), for σ = 0 we obtain one additional condition
g+ = g−. (3.134)
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However, for σ = ±1, the result is
0
1
±i
0
 =

α± iβ
1
±i
α± iβ
 . (3.135)
This equation is cannot be satisfied for all α and β, so eµ(k,±1) must identically vanish,
leaving us with e(k, 0) = g+(1, 0, 0, 1). Boosting eµ(k, 0) using L(p) given in eq. (2.115)
gives us
eµ(p, 0) =
g+
κ
pµ. (3.136)
Taking g+ = −iκ, we get eµ(p, σ) = −ipµ. Therefore, the only massless vector field that
satisfies Lorentz symmetry is the scalar field of the form a(j=0)µ (x) = ∂µφ(x).
3.2.1 Gauge-invariance
The vanishing of eµ(k,±1) is in agreement with a general theorem proven by Weinberg
in [6]. Any massless field of the (j, j′) representation of the Lorentz group can only
describe particle of spin j − j′. In this notation, the vector representation is the (12 , 12)
representation so the massless vector field is given by the derivative of scalar field. This
result can also be anticipated from eq. (3.131) since for σ = ±1, the coefficient eµ(k,±1)
does not transform as a four-vector. Their transformation under the little group is
Wµν(φ, α, β)e
ν(k,±1) = e±iφ(Λ,p)eµ(k,±1) + (α± iβ)k
µ
κ
(3.137)
where we have used W (φ, α, β) = S(α, β)R(φ). Comparing eq. (3.137) with (3.124),
the second term violates the required constraint. In spite of this, the structure of the
transformation shows the following coefficient eµ(k,±1)kν − kµeν(k,±1) is covariant
under the little group
Wµρ(φ, α, β)W
ν
λ(φ, α, β)[e
ρ(k,±1)kλ−kρeλ(k,±1)] = e±iφ(Λ,p)[eµ(k,±1)kν−kµeν(k,±1)].
(3.138)
Equation (3.138) is precisely the constraint for a second rank anti-symmetric tensor
fµν(x) with expansion coefficients proportional to eµ(k,±1)kν − kµeν(k,±1). It can be
derived following the same calculation performed in the previous chapter starting from
the usual tensor transformation law
U(Λ, a)fµν(x)U−1(Λ, a) = Λ µρ Λ
ν
λ f
ρλ(Λx+ a). (3.139)
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Therefore, a massless particle of helicity ±1 is described by the field strength tensor
fµν(x). The field strength tensor, with the appropriate normalisation is defined as
fµν(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ=±1
[
e−ip·xeµν(p, σ)c(p, σ) + eip·xeµν∗(p, σ)c†(p, σ)
]
(3.140)
where
eµν(p, σ) = i[eµ(p, σ)pν − pµeν(p, σ)]. (3.141)
The factor of i is introduced so that the field strength tensor can be expressed as
fµν(x) = ∂µaν(x)− ∂νaµ(x) (3.142)
where
aµ(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ=±1
[
e−ip·xeµ(p, σ)c(p, σ) + eip·xeµ∗(p, σ)c†(p, σ)
]
.
(3.143)
We choose the proportionality constant to be f± = 1/
√
2 so that
e(k,±1) = 1√
2

0
1
±i
0
 . (3.144)
In hindsight, we could have started with fµν(x) instead of aµ(x), side-stepping the prob-
lem of the non-covariance. However, it is the field aµ(x) and not fµν(x) that participates
in the interactions with other fields. In 3+1 dimensions, interactions involving fµν(x)
such as the Pauli term Ψ[γµ, γν ]Ψfµν is non-renormalisable whereas Ψ/aΨ is renormalis-
able. To determine the form of interactions, we need determine the Lorentz transforma-
tion of aµ(x). To this end, we consider the inverse of eq. (3.137),
(W−1)µν(φ, α, β)e
ν(k,±1) = e∓iφ(Λ,p)eµ(k,±1)− (α± iβ)k
µ
κ
. (3.145)
Substituting the definition W (Λ, p) = L−1(Λp)ΛL(p) into the above, we get
Λ µρ e
ρ(Λp,±1) = e∓iφeµ(p,±1)− (α± iβ)p
µ
κ
. (3.146)
Taking µ = 0 and use e0(p,±1) = 0, we obtain
α± iβ
κ
= −Λ
0
ρ e
ρ(Λp,±1)
p0
(3.147)
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which gives us the desired result
Λ µρ e
ρ(Λp,±1) = e∓iφ(Λ,p)eµ(p,±1) + Λ
0
ρ e
ρ(Λp,±1)
p0
pµ
= e∓iφ(Λ,p)eµ(p,±1) + pµΩ±(Λ, p). (3.148)
We can now calculate U(Λ)aµ(x)U−1(Λ). Using eqs. (2.113) and (2.303,2.304),
U(Λ)aµ(x)U−1(Λ) = (2pi)−3/2
∫
d3(Λp)√
2(Λp)0
∑
σ
[
e−iσφ(Λ,p)e−ip·xeµ(p, σ)c(Λp, σ)
+eiσφ(Λ,p)eip·xeµ∗(p, σ)c†(Λp, σ)
]
. (3.149)
Substituting eq. (3.148) into (3.149), we obtain the transformation for aµ(x)
U(Λ)aµ(x)U−1(Λ) = Λ µν a
ν(Λx) + ∂µΩ(Λ, x). (3.150)
The definition for Ω(Λ, x) can be obtained in terms of integrals of Ω±(Λ, p) but the
explicit form is not important for the discussion. The important point to note is that
the term ∂µΩ(Λ, x) is cancelled in the transformation of fµν(x).
Given an interacting field theory which satisfies Lorentz symmetry, its corresponding
Lagrangian density L (x) must be invariant under a fixed point Lorentz transformation.
However, the field aµ(x) does not transform as a four-vector, so in addition to Lorentz
invariance, we must also impose local gauge invariance so that the extra term ∂µΩ(Λ, x)
does not contribute to the Lagrangian density. Therefore, the interacting Lagrangian
density containing aµ(x) must also be invariant under a local gauge transformation
aµ(x)→ aµ(x) + ∂µ(x). (3.151)
where (x) is an arbitrary space-time dependent function. It follows that the correspond-
ing action IM must be invariant under
δIM =
∫
d4x
δIM
δaµ(x)
∂µ(x) = 0. (3.152)
Integrating by part, this amounts to
∂µ
δIM
δaµ(x)
= ∂µJ
µ(x) = 0 (3.153)
where Jµ(x) = δIM/δaµ(x) is a conserved current independent of aµ(x). By Noether's
theorem, the existence of Jµ(x) is guaranteed if the Lagrangian density of the field Ψ(x)
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involved in the interaction is invariant under the transformation
δΨ(x) = iq(x)Ψ(x) (3.154)
where q is a coupling constant.
Equations (3.151) and (3.154) are the familiar local U(1) gauge transformations. Apart
from Weinberg [7, chap. 8], most textbooks take the principle of local gauge invariance a
priori to determine the precise form of interactions. However, in doing so, the direct con-
nexion between gauge symmetry and Lorentz symmetry is no longer apparent, whereas a
systematic study on the symmetries of the massless vector fields reveals gauge symmetry
as an artefact of Lorentz symmetry.
Generally, for theories satisfying Lorentz symmetry, the principle of gauge invariance can
always be used to determine the interaction. Nevertheless there are limitations that must
be realised. Firstly, the above analysis only applies to Abelian gauge symmetries. As far
as we know, a similar derivation has not been carried out for non-Abelian gauge fields.
The case for non-Abelian gauge fields would be considerably more difficult as the field
equation is non-linear and contains self-interaction. Secondly, since gauge symmetry is a
consequence of Lorentz symmetry, there is no guarantee that it also applies to theories
with other symmetries that are not Lorentz. However our result does suggest that for
any field theories, regardless whether the underlying symmetry is Lorentz or not, the
form of the interactions, at least for Abelian gauge fields, can in principle be determined
by the underlying symmetry group.
3.3 Summary
Since this chapter is divided into two main sections, we separate the summary into
two sections on massive and massless vector fields. The main results and outstanding
questions are summarised.
3.3.1 Massive vector field
Our results show that contrary to conventional wisdom, the massive vector particles and
their fields with both scalar and spin-one degrees of freedom which transform under a
reducible representation do lead to new physics. In the SM, the massive vector fields we
have constructed present an interesting alternative description of the W± and Z boson
in the electroweak theory.
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Results obtained in this chapter shows that the difficulties faced by the intermediate vec-
tor boson model and the Fermi theory are connected to the demand of irreducibility, that
the massive vector fields must transform under the irreducible spin-one representation.
Once this demand is relaxed, these problems are circumvented by an appropriate choice
of phases for the fields and their adjoint. The resulting fields satisfy Poincaré symmetry,
are local and have positive-definite free Hamiltonian.
In physical processes where vector bosons act as mediators, we do not expect deviations
from the SM since the propagator is effectively unchanged.7 As for processes where vector
bosons appear as initial states, at the leading order, we have shown that the scalar degrees
of freedom contributes very little to the decay rate to the lepton sector. Therefore, for
the considered processes, our theory is in agreement with the SM predictions.
3.3.2 Massless vector field
The systematic study of symmetries of the massless vector fields revealed that the mass-
less particle of helicity ±1 is described by the field strength tensor fµν(x) while the field
aµ(x) transforms as a four-vector only up to a local gauge transformation.
The Weinberg formalism revealed the deep connexion between local Abelian gauge sym-
metry and Lorentz symmetry. Unless one approaches quantum field theory with an
emphasis on Lorentz symmetry, this connexion would be hidden. We would be misled
into believing the universality of gauge invariance and would be unaware of the possibility
that it may only be applicable to Lorentz-invariant field theories. For field theories with
other symmetries that is not Lorentz-invariant there is no guarantee that local gauge
invariance can be applied. In that case, if gauge symmetry is applicable, it must be
derived and not postulated.
3.3.3 Future works
The issue of gauge invariance is potentially important if we want the massive vector field
we have constructed to be fully renormalisable. Conventional wisdom tells us that gauge
invariance and renormalisation are closely related. In quantum electrodynamics, the
renormalisability of the theory not only depends on the mass-dimensionality of ieΨ/aΨ,
it also depends on the fact that the action −14
∫
d4xfµνfµν is gauge invariant and that
it generates the appropriate counter-term to cancel the divergence.
7The propagator for the massive spin-one vector boson is [i/(2pi)4](−ηµν+pµpν/m2)/(pλpλ−m2 +i)
in the momentum space. In most experiments, the vector bosons are non-relativistic so the pµpν/m
2
term can be ignored.
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We note, the mass-dimension requirement on the interaction is a necessary but not
sufficient condition for renormalisability. In the S-matrix, the high-order amplitudes
involving loop diagrams can generate divergent terms that are gauge-invariant. These
terms can only be cancelled by the counter-terms generated by the correct gauge-invariant
Lagrangian. Therefore, it is important for us to study the possible connexions between
the new massive vector fields and gauge symmetry. A possible path to explore is to
see whether the action for the massive vector field can be made gauge invariant using
the Stu¨ckelberg method. Alternatively, there may exist a different symmetry breaking
mechanism which yields the massive vector fields we have constructed.
Phenomenologically, we have only computed the decay rates for W− and Z. These
calculations are expected to reproduce the SM predictions since the masses of W± and
Z are much heavier than the leptons, so energy-momentum conservation guarantees that
the term present in the SM pµpν/m2W,Z ∼ (ml/mW,Z)2 where ml is the mass of the
relevant lepton is negligible. A potential class of processes where substantial deviation
from the SM may occur are the interactions involving W± and Z bosons only where
pµpν/m2W,Z is now of order unity even in the low energy regime.
Our discussion of the massless vector field is a review on the relationship between local
Abelian gauge symmetry and Lorentz symmetry. But upon closer inspection, there is
potentially new physics. The massless field aµ(x) and fµν(x) only contain ±1 helicity
degrees of freedom. But since the spectrum of J 3 are ±1, 0 and 0˜. A possible new
massless field is then
bµ(x) = aµ(x) + ∂µφ(x). (3.155)
Similarly, like aµ(x), bµ(x) does not transform as a four-vector, so its kinematics is also
described by an anti-symmetric second-rank tensor. Since partial derivative commutes,
we still get
hµν(x) = ∂µbν(x)− ∂νbµ(x) = fµν(x). (3.156)
Nevertheless, the interactions for bµ(x) with an extra scalar degree of freedom may now
differ from aµ(x). This construct can be generalised to higher spin tensor fields following
the prescription given in [33] and potentially modify their interactions.
Chapter 4
Elko dark matter
Quantum field theory is successful in describing the known elementary particles of the
SM. Given its success, it is natural to try and extend the existing structure to explore
the particle nature of dark matter. This chapter is devoted to study the quantum field
theoretic aspect of a spin-half dark matter particle called Elko proposed by Ahluwalia
and Grumiller [1, 2]. Elko is a German acronym for Eigenspinoren des Ladungskonjuga-
tionsoperators. In English, it means eigenspinor of the charge conjugation operator. The
precise definition of Elko is given in sec. 4.1.3.
The origin of Elko was an unexpected theoretical discovery, while trying to understand
the work of Majorana [69] and its relation to the Majorana spinors. The authors had
no intention of proposing another dark matter candidate. However, it was discovered
that Elko has mass dimension one instead of three-half so it cannot enter the SM dou-
blets. Moreover, it has a renormalisable self-interaction, a desirable property for dark
matter [76, 77]. These properties make Elko a dark matter candidate. In sec. 4.3, we
provide further evidence to support Elko as a dark matter candidate.
Elko has attracted interests from various fields of research. In cosmology, it was shown
by various authors that Elko has the properties to generate inflation [7890]. The mathe-
matical properties of Elko spinors have been studied in detail by da Rocha et al. [9196].
In quantum field theory, Fabbri has shown that Elko does not violate causality [97
99]. Wunderle and Dick have used Elko to construct supersymmetric Lagrangians for
fermionic fields of mass dimension one [100].
The main results of sec. 4.1 are taken from [35, 36] where the locality structure of Elko was
analysed and the field equation and propagator were derived. While the propagator, field
equation and mass-dimension of Elko remain unchanged from the original results [1, 2],
the Elko fields given in [35, 36] have improved locality structure. However, they are
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local only when the momentum of the particle is aligned to a preferred axis which we
called the axis of locality. The axis of locality for the Elko fields originates from the Elko
spin-sums which intrinsically contain a preferred direction and are not Lorentz-covariant.
Therefore, it was concluded that Elko violates Lorentz symmetry. Following theWeinberg
formalism presented in sec. 2.6, we show that the generalisation of Elko fields to arbitrary
spin violate Lorentz symmetry. Wunderle and Dick have also shown that Elko violates
Lorentz symmetry within a specific case of supersymmetry breaking [101].
Although Elko violates Lorentz symmetry, in our opinion, this fact along is insufficient
to rule out such a construct. In fact, since it is a dark matter candidate, it cannot be
easily dismissed on the grounds of Lorentz violation since there are no direct experimental
evidence showing dark matter must satisfy Lorentz symmetry. Furthermore, if the history
behind parity violation in the weak interaction has taught us anything, it is one of not
taking seemingly obvious but untested principles for granted [102].1
Progress has been made by Ahluwalia and Horvath to resolve the problem of Lorentz
violation [34]. Their results suggest Elko satisfies the symmetry of very special relativity
(VSR) proposed by Cohen and Glashow where the VSR groups are subgroups of the
Poincaré group [103]. They showed that the Elko spin-sums are covariant under ISIM(2)
transformations of VSR. Additionally the VSR algebra has an intrinsic preferred direction
which coincides with the axis of locality. Also, under VSR transformations, the speed
of light is the maximum attainable velocity and is invariant in all inertial reference
frames [104].
After reviewing the VSR transformations in the momentum space, we derive the particle
states and their quantum fields from the unitary irreducible representations of VSR.
We show that apart from gravity, the SM and VSR particles can only interact through
massive scalar particles thus making the VSR particles dark matter candidates.
In sec. 4.1, we review the results obtained in [35, 36]. Section 4.1.6 shows that the Elko
fields and their generalisation to arbitrary spin violate Lorentz symmetry. In sec. 4.2, we
study the symmetries of VSR and derive the corresponding particle states and quantum
fields. Section 4.3 shows that the VSR particles are dark matter candidates since they
can only interact with the SM particles through gravity and massive scalar particles.
Therefore, if Elko satisfies the VSR symmetry, they automatically qualify as a dark
matter candidate. Finally, we study the Elko scattering amplitudes and discuss the
importance of the adjoint.
1I learnt this analogy from D. V. Ahluwalia.
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4.1 The Elko quantum field
Unlike the previous chapters where the expansion coefficients for quantum fields are
derived from Poincaré symmetry, we start by defining the Elko spinors and construct the
quantum field. The reason behind the difference in our approach is due to the fact that
the Lorentz group is not the symmetry group for Elko. In sec. 4.1.6, using the Weinberg
formalism, we show that the Elko fields and their generalisation to arbitrary spin violate
Lorentz symmetry.
We begin this section by defining the Elko spinors and study their properties. In particu-
lar, since Elko originated from the study of Majorana spinors, we discuss the similarities
and differences between the two.
Presently we do not have a rigorous way to derive them. In spite of this, by choosing the
Elko spinors carefully with the appropriate phases, we show that the resulting fields and
their adjoints are local along the axis-of-locality and have positive-definite free Hamilto-
nian. Although Elko violates Lorentz symmetry, the existing properties indicate the field
describes a well-defined particle state with an underlying structure that remains to be
fully uncovered. In sec. 4.2 we study the connexion between Elko and VSR and discuss
its implications.
4.1.1 A detour to the Dirac field
Before we define the Elko spinors, we take a brief detour to present the Dirac field and
its spinors from a slightly different perspective as a motivation for Elko. The charged
Dirac field constructed in sec. 2.7.2 is
Ψ(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
[
e−ip·xu(p, σ)a(p, σ) + eip·xv(p, σ)b†(p, σ)
]
. (4.1)
Symbolically, the expansion coefficients can be written as
u(0, 12) =
↑
↑
 , u(0,−12) =
↓
↓
 (4.2)
v(0, 12) =
 ↓
− ↓
 , v(0,−12) =
− ↑
↑
 (4.3)
where
↑= √m
1
0
 , ↓= √m
0
1
 (4.4)
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in the polarisation basis. The arrows ↑ and ↓ symbolically represent the positive and
negative eigenvalues of the spinors with respect to J3 = σ3/2.
As we have shown in sec. 2.7.2, the numerical values of the coefficients and the relative
phases between the spinors are derived without reference to the Dirac equation. The
notation used here emphasises the importance of the relative phases and the eigenvalues
of the spinors as they play an important role when we define the Elko spinors. For the
Dirac field, had the phases (minus signs) been absent for the v(p, σ) coefficients, the
Majorana field defined by eq. (2.427) would be non-local and violate Lorentz symmetry.2
Although the transformations of the Dirac spinors are derived from symmetry consid-
eration, they can also be obtained by studying the finite-dimensional representations of
the Lorentz group, independent of the quantum fields. The spin-half representation of
the Lorentz group is given by
J =
J O
O J
 , K =
−iJ O
O iJ
 (4.5)
where J = σ/2. Now let ψ(0) be an arbitrary four-component spinor at rest
ψ(0) =
ψR(0)
ψL(0)
 (4.6)
where ψR(0) and ψL(0) represent the right and left-handed Weyl spinors respectively.
The spinors of arbitrary momentum are obtained by the following boost transformation
ψ(p) = D(L(p))ψ(0) (4.7)
where
D(L(p)) =
DR(L(p)) O
O DL(L(p))
 =
exp(J ·ϕ) O
O exp(−J ·ϕ)
 (4.8)
The definitions and explicit forms of the boost are given by eqs. (2.382-2.386).
Substituting the Dirac spinors for ψ(p), the Dirac equation can be derived by computing
the spin-sums for the Dirac spinors and exploiting the orthonormality relation. This
is precisely what we have done in sec. 2.7.2. However, this derivation is not entirely
satisfactory. A rigorous derivation requires us to compute the Dirac propagator given
by the vacuum expectation value 〈 |T [Ψ(x)Ψ(y)]| 〉 and find the relevant operator for
which the Dirac propagator is proportional to Green's function. Using eq. (B.13) and
2In our research group, this was first discovered by T. F. Watson in 2007
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the spin-sums, we get
〈 |T [Ψ(x)Ψ(y)]| 〉 = i
∫
d4q
(2pi)4
e−iq·(x−y)
[
γµqµ +mI
qνqν −m2 + i
]
. (4.9)
Applying the operator (iγµ∂/∂xµ −mI) from the left on eq. (4.9) yields(
iγµ
∂
∂xµ
−mI
)
〈 |T [Ψ(x)Ψ(y)]| 〉 = iIδ4(x− y). (4.10)
We see that for the Dirac field, the field equation can either be derived from the properties
of the spinors and the propagator. But as we will demonstrate in sec. 4.1.3, the field
equation derived from the Elko spinors is not entirely satisfactory. A proper derivation
of the Elko field equation requires us to compute its propagator.
4.1.2 A critique on Majorana spinors
We begin this section by defining the Majorana spinors. The Majorana spinors have the
same Lorentz transformations as the Dirac spinors but with an extra condition. Taking
φL(0) to be a left-handed Weyl spinor at rest. Its boost is given by
φL(p) = exp
(
−σ
2
·ϕ
)
φL(0) (4.11)
it is straightforward to show that ϑΘφ∗L where ϑ is an arbitrary phase and Θ = −iσ2
transforms as a right-handed spinor
ϑΘφ∗L(p) = exp
(σ
2
·ϕ
)
[ϑΘφ∗L(0)]. (4.12)
The Majorana spinor is defined as (ϑ = i) [105, eq. (1.4.52)]3
ψM (p) =
iΘφ∗L(p)
φL(p)
 . (4.13)
The matrix Θ is generally known as the Wigner time-reversal operator. For arbitrary
representation, it satisfies the general identity
ΘJΘ−1 = −J∗. (4.14)
3In [105], Ramond adopts the convention
ΨM =
(
ΨL
ΨR
)
=
(
ΨL
iΘΨ∗L
)
where ΨL and ΨR are the left and right-handed Weyl spinor.
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From the above definition, it is evident that the Majorana spinor is different from the
Majorana field. The Majorana field defined in eq. (2.427) is just a spin-half quantum field
with Dirac spinors as expansion coefficients and the additional conditions that particles
are identical with the anti-particles. Here, the Majorana spinor defined in the momentum
space is not a quantum field operator. At best, they may be taken as the expansion
coefficients for a new quantum field which is what Ahluwalia and Grumiller have done
in [1, 2] and gave birth to Elko.
Historically, the Majorana field was first introduced by Majorana in 1937 [69] but the
origin of Majorana spinors is unclear, the earliest references we have found are papers
by McLennan [106] and Case [107].
It is interesting to note that in the literature, while the Dirac spinors are treated as com-
muting numbers, the Majorana spinors are taken to be Grassmann variables (variables
that anti-commutes among themselves) [105, 108, 109]. We find this to be unsatisfactory.
While there are areas such as the path-integral formulation of quantum field theory and
supersymmetry where the Grassmann variables are an indispensable tool, for ordinary
quantum fields in the operator formalism, there is no need to introduce Grassmann vari-
ables.4 The fermionic statistics is intrinsically encoded in the anti-commutation relations
of the creation and annihilation operators.
A reasonable task to undertake is therefore to construct quantum fields with the Majo-
rana spinors as expansion coefficients. But before we can proceed, we note that there
are at most only two Majorana spinors. For massive particles, this is inconsistent with
Lorentz symmetry. A massive spin-half field, by Lorentz symmetry, must have four de-
grees of freedom equally shared between particles and anti-particles distinguished by the
spin-projection [110]. Constructing a field theory with only Majorana spinors would be
akin to projecting out the anti-particle spinors of the Dirac field. In the next section, we
show that the use of Elko spinors solves this problem by including the Majorana spinors
with two additional spinors. Together, it gives us four spinors, allowing us to construct
the Elko quantum field with Elko spinors as expansion coefficients.
4.1.3 Elko spinors
Currently the best way to construct the Elko spinors is by analogy with respect to the
Dirac spinors. In the (12 , 0)⊕ (0, 12) representation, parity operation on the Dirac spinors
4For a nice introduction on the use of Grassmann variables in path-integral, see [57, chap. II.5]. The
application of Grassmann variables in supersymmetry can be found in [108, 109].
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is implemented by the γ0 matrix
γ0u(p, σ) = u(−p, σ), γ0v(p, σ) = −v(−p, σ). (4.15)
We define the following matrix operator
S(P) = γ0R (4.16)
where for p = p(sin θ cosφ, sin θ sinφ, cos θ)
R : (φ, θ, p)→ (φ± pi,−θ + pi, p). (4.17)
The plus and minus sign apply when the momentum along the 2-axis is positive or
negative respectively. Therefore, we get
S(P)u(p, σ) = u(p, σ), S(P)v(p, σ) = −v(p, σ). (4.18)
with u(p, σ) and v(p, σ) having eigenvalues +1 and −1 respectively.
For charge-conjugation, we have the following identities
u(p, σ) = iγ2v∗(p, σ), v(p, σ) = iγ2u∗(p, σ). (4.19)
The operator
C = −γ2K =
 O iΘ
−iΘ O
K (4.20)
where K is the complex-conjugation operator maps the u(p, σ) and v(p, σ) spinors to
each other
Cu(p, σ) = iv(p, σ), Cv(p, σ) = iu(p, σ). (4.21)
The above results show that the Dirac spinors are eignespinors of the parity operator
S(P) with eigenvalues +1 and −1. In analogy to this observation, the Elko spinors
are defined to be eigenspinors of C with eigenvalues +1 and −1. To construct the Elko
spinors, let φL(p, σ) be a left-handed Weyl spinor so that under Lorentz boost, it trans-
forms as
φL(p, σ) = exp
(
−σ
2
·ϕ
)
φL() (4.22)
where  is defined as p|p→0 instead of p|p=0. Here φL(p, σ) is taken to be eigenspinors
of the helicity operator with eigenvalues σ = ±12
1
2
σ · pˆφL(p, σ) = σφL(p, σ). (4.23)
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In the previous section, it is shown that ϑΘφ∗L(p, σ) where ϑ is a phase to be determined,
transforms as a right-handed Weyl spinor. Explicit computation shows that ϑΘφ∗L(p, σ)
has opposite helicity with respect to φL(p, σ) [2, sec. 3.1]
1
2
σ · pˆ[ϑΘφ∗L(p, σ)] = −σ[ϑΘφ∗L(p, σ)]. (4.24)
We define a four-component spinor χ(p, α) as
χ(p, α) =
ϑΘφ∗L(p, σ)
φL(p, σ)
 (4.25)
where α = ∓σ represents the dual-helicity nature of the spinor with top and bottom sign
denoting the helicity of the right and left-handed Weyl spinors respectively. The spinor
χ(p, α) becomes the eigenspinors of the charge-conjugation operator C (and hence Elko)
with the following choice of phases
Cχ(p, α)|ϑ=±i = ±χ(p, α)|ϑ=±i (4.26)
thus giving us four Elko spinors. The Majorana spinors defined in eq. (4.13) now become
a subset of Elko spinors with eigenvalue +1 with respect to C.
In the helicity basis, we take the left-handed Weyl spinors at rest to be
φL(,
1
2) =
√
m
cos(θ/2)e−iφ/2
sin(θ/2)eiφ/2
 , (4.27)
φL(,−12) =
√
m
− sin(θ/2)e−iφ/2
cos(θ/2)eiφ/2
 . (4.28)
The Elko spinors at rest, are divided into the self-conjugate spinors (ϑ = i) and the
anti-self-conjugate spinors (ϑ = −i)
ξ(p,∓12)() = +χ(,∓12)|ϑ=+i, (4.29)
ξ(p,±12)() = +χ(,±12)|ϑ=+i, (4.30)
ζ(p,∓12)() = +χ(,±12)|ϑ=−i, (4.31)
ζ(p,±12)() = −χ(,∓12)|ϑ=−i. (4.32)
Section 4.1.5 shows that the above definitions of the four Elko spinors with the specific
phases are necessary for the Elko fields to be local.
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Comparing to the Dirac spinors of eqs. (4.2) and (4.3), in the polarisation basis, the Elko
spinors takes symbolic form [36]
ξ(,∓12) =
i ⇓
⇑
 , ξ(,±12) =
−i ⇑
⇓
 (4.33)
ζ(,∓12) =
i ⇑
⇓
 , ζ(,±12) = −
−i ⇓
⇑
 (4.34)
where
⇑= √m
e−iφ/2
0
 , ⇓= √m
 0
eiφ/2
 . (4.35)
The arrows ⇑ and ⇓ differ from ↑ and ↓ by the phase e±iφ/2. In the polarisation basis, it
is essential to keep the phases to preserve the locality structure of the quantum field.
The angle φ in the definitions of the Elko rest spinors intrinsically contain a preferred
plane as required by the demand of locality. The existence of a preferred plane inevitably
leads to Lorentz violation. Our task is to investigate the effects of Lorentz violation.
4.1.3.1 The dual coefficients
The explicit computation of the Lorentz-invariant norms of the Elko spinors under the
Dirac dual identically vanish
ξ¯(p, α)ξ(p, α) = 0, ζ¯(p, α)ζ(p, α) = 0. (4.36)
The above identities suggest it may not be possible to construct non-vanishing Lorentz-
invariant scalars for Elko spinors. However, it was found in [110] that Elko spinors are
bi-orthonormal under the Dirac dual
ξ¯(p,∓12)ξ(p,±12) = −2im, ξ¯(p,±12)ξ(p,∓12) = 2im, (4.37)
ζ¯(p,∓12)ζ(p,±12) = −2im, ζ¯(p,±12)ζ(p,∓12) = 2im (4.38)
with all other combinations being identically zero. Demanding the Elko spinors to have
real orthonormal norms, we define the Elko dual coefficients as
¬
ξ (p,∓12) = −iξ†(p,±12)γ0,
¬
ξ (p,±12) = iξ†(p,∓12)γ0, (4.39)
¬
ζ (p,∓12) = −iζ†(p,±12)γ0,
¬
ζ (p,±12) = iζ†(p,∓12)γ0. (4.40)
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Under the new dual, we obtain the following orthonormality relation
¬
ξ (p, α)ξ(p, α′) = 2mδαα′ (4.41)
¬
ζ (p, α)ζ(p, α′) = −2mδαα′ . (4.42)
The Elko dual also gives us the completeness relation
1
2m
∑
α
[
ξ(p, α)
¬
ξ (p, α)− ζ(p, α) ¬ζ (p, α)
]
= I. (4.43)
This establishes the fact that both self-conjugate and anti-self-conjugate spinors are
needed to include all the degrees of freedom of Elko.
4.1.3.2 Elko spinor equation
We now derive the field equation for Elko spinors in the momentum space. A more rigor-
ous derivation requires us to compute the propagator which is carried out in sec. 4.1.4.1
after constructing the Elko fields.
In the spin-half representation we have chosen, the γ-matrices are given in the chiral-
representation
γ0 =
O I
I O
 , γi =
O −σi
σi O
 (4.44)
where the Dirac spinors are eigenspinors of the Dirac operator γµpµ with eigenvalues
±m. Acting the operator γµpµ on the Elko spinors yields the following result
γµpµξ(p,∓12) = imξ(p,±12), (4.45)
γµpµξ(p,±12) = −imξ(p,∓12), (4.46)
γµpµζ(p,∓12) = −imζ(p,±12), (4.47)
γµpµζ(p,±12) = imζ(p,∓12). (4.48)
Therefore, Elko spinors do not satisfy the Dirac equation.
The Dirac operator maps the Elko spinors to each other. Applying γνpν from the left
on γµpµξ(p, α) and γµpµζ(p, α) then gives us
(pµpµ −m2)ξ(p, α) = 0, (4.49)
(pµpµ −m2)ζ(p, α) = 0. (4.50)
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Therefore, Elko spinors satisfy the Klein-Gordon but not the Dirac equation. However,
given that the Klein-Gordon equation is a statement of the dispersion relation, it is
trivially satisfied for all spinors. Therefore, to establish the proper field equation for
Elko, we need to compute its propagator.
4.1.3.3 Spin-sums and the preferred axis
Direct evaluation of the Elko spin-sums yields
∑
α
ξ(p, α)
¬
ξ (p, α) = m[G(φ) + I], (4.51)
∑
α
ζ(p, α)
¬
ζ (p, α) = m[G(φ)− I] (4.52)
where G(φ) is an off-diagonal matrix
G(φ) = i

0 0 0 −e−iφ
0 0 eiφ 0
0 −e−iφ 0 0
eiφ 0 0 0
 . (4.53)
For later reference we note that G(φ) is an odd function of p
G(φ) = −G(φ± pi). (4.54)
Multiply eqs. (4.51) and (4.52) from the left by ξ(p, α′) and ζ(p, α′) respectively and
using the orthonormality relation, we obtain the identity
[G(φ)− I] ξ(p, α) = 0, (4.55)
[G(φ) + I] ζ(p, α) = 0. (4.56)
Although [G(φ)± I] annihilates the Elko spinors, the equations contain no time depen-
dence. Consequently, they cannot be considered as field equations for Elko.
Unlike the Dirac spin-sums, the Elko spin-sums contain a preferred plane characterised
by G(φ) which is independent of the angle θ and is not Lorentz-covariant. In sec. 4.1.5,
from the equal-time anti-commutator, we will see that the direction perpendicular to the
plane defined by angle φ defines a preferred axis. The properties of the Elko spinors and
the uniqueness of the Dirac field in the (12 , 0)⊕(0, 12) representation suggests that the Elko
Chapter 4. Elko dark matter 140
fields violate Lorentz symmetry. In sec. 4.1.6, using the Weinberg formalism, we show
that the Elko fields and their generalisation to higher spin violate Lorentz symmetry.
We note, the Lorentz symmetry is violated in a specific manner. This led AH to show
that Elko satisfies the ISIM(2) symmetry of VSR [34]. For now, we confine ourselves
to construct the Elko field under the Lorentz group and study their properties before
moving onto VSR. This will help us understand the physical significance of the preferred
axis and why Elko satisfies the VSR symmetry.
4.1.4 Elko fields
We construct two Elko fields Λ(x) and λ(x). The former is defined as
Λ(x) = (2pi)−3/2
∫
d3p√
2mp0
∑
α
[
e−ip·xξ(p, α)a(p, α) + eip·xζ(p, α)b‡(p, α)
]
(4.57)
where particles are distinguishable from the anti-particle and the later is
λ(x) = Λ(x)|b‡→a‡ (4.58)
with particles being identical to the anti-particles. The ‡ symbol is used to allow for the
possibility that the underlying state space maybe different from the Dirac particle. We
assume the creation and annihilation operator satisfy the standard anti-commutation
relations
{a(p, α), a‡(p′, α′)} = {b(p, α), b‡(p′, α′)} = δ3(p′ − p)δα′α (4.59)
while all other anti-commutators identically vanish. The field adjoint
¬
Λ(x) is defined as
¬
Λ(x) = (2pi)−3/2
∫
d3p√
2mp0
∑
α
[
eip·x
¬
ξ (p, α)a‡(p, α) + e−ip·x
¬
ζ (p, α)b(p, α)
]
(4.60)
where we demand that [b‡(p, α)]‡ = b(p, α).
4.1.4.1 The kinematics of Elko
Equations (4.49) and (4.50) suggest that the Elko fields satisfy the Klein-Gordon equa-
tion. To verify this, we compute the propagator by substituting the Elko spin-sums into
eqs. (B.13) and take into account the 1/
√
m normalisation factor for the fields. Using
the fact that G(φ) is an odd function of momentum and Elko has fermionic statistics,
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the propagator is
〈 |T [Λ(x) ¬Λ(y)]| 〉 = i
∫
d4q
(2pi)4
e−iq·(x−y)
I + G(φ)
qµqµ −m2 + i . (4.61)
The Elko propagator is identical to the Klein-Gordon propagator up to a G(φ) term.
Therefore, Elko has mass-dimension one instead of three-half.
Aligning x−y to the 3-axis, a simple computation in the spherical coordinate then shows
the integral over G(φ) of eq. (4.61) identically vanishes.5 However, since Elko violates
Lorentz symmetry and the spin-sums contain a preferred plane, it is possible that the
space-time in which Elko resides has a non-trivial topology thus rendering the integral
over G(φ) non-vanishing unless x − y is aligned along the 3-axis. If this is indeed the
case, the propagator is not a Green's function of the Klein-Gordon operator ∂µ∂µ +m2
where ∂µ = ∂/∂xµ. In particular,
(∂µ∂µ +m
2)〈 |T [Λ(x) ¬Λ(y)]| 〉 = −iIδ4(x− y)− i
∫
d4q
(2pi)4
e−iq·(x−y)
G(φ)
qµqµ −m2 + i .
(4.62)
Guided by the eqs. (4.49) and (4.50) and the propagator, the simplest possible local
Lagrangian density with renormalisable self-interaction for Λ(x) and λ(x) are
LΛ = ∂
µ ¬Λ∂µΛ−m2 ¬ΛΛ− g0
4
(
¬
ΛΛ)2 (4.63)
Lλ = LΛ|Λ→λ. (4.64)
where g0 is the coupling constant.
By taking the Lagrangian densities to be Klein-Gordon, we see that whenever the Elko
propagator is involved in the interaction, the non-covariant term would make an addi-
tional non-local contribution to the interacting Hamiltonian. It is non-local in the sense
that it depends on both x0 and y0. Apart from the non-local interaction, it is shown
that the free normal-ordered Hamiltonian obtained from the Klein-Gordon Lagrangian
is positive-definite [1, sec. 7]. As a result, we can be confident that the kinematics of
Elko is described by the Klein-Gordon Lagrangian.
4.1.5 Locality structure of Elko
Similar to the preceding chapter on vector fields, we divide the locality structure analysis
into two sections for Λ(x) and λ(x).
5de Oliveira and Rodrigues have shown explicitly that the integral over G(φ) vanishes for arbitrary
direction [111].
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4.1.5.1 Charged Elko field: Λ(x)
The conjugate momentum is
Π(x) =
∂LΛ
∂(∂Λ/∂t)
=
∂
¬
Λ
∂t
(x). (4.65)
Since particles and anti-particles are distinguishable, the anti-commutators involving the
creation and annihilation operators trivially vanish thus giving us
{Λ(x, t),Λ(y, t)} = 0, {Π(x, t),Π(y, t)} = 0. (4.66)
As for the equal-time anti-commutator between field and conjugate momentum, we have
{Λ(x, t),Π(y, t)} = i
∫
d3p
(2pi)3
1
2m
eip·(x−y)
∑
α
[
ξ(p, α)
¬
ξ (p, α)− ζα(−p, α) ¬ζ (−p, α)
]
.
(4.67)
Substituting the Elko spin-sums into the anti-commutator yields
{Λ(x, t),Π(y, t)} = iδ3(x− y)I + i
∫
d3p
(2pi)3
eip·(x−y)G(φ). (4.68)
Similar to the non-covariant term in the propagator, second term also vanish along the 3-
axis yielding the standard result. Therefore, we refer to the 3-axis as the axis of locality.
Here, it is important to recall that physics is independent of the choice of basis. For
Elko, the identification of the preferred axis to be the 3-axis is basis-dependent but its
existence is an intrinsic property of Elko and is thus basis-independent.
The anti-commutator between field and field-adjoint is
{Λ(x, t), ¬Λ(y, t)} = (2pi)−3
∫
d3p
2mp0
∑
α
[
eip·(x−y)ξ(p, α)
¬
ξ (p, α) + e−ip·(x−y)ζ(p, α)
¬
ζ (p, α)
]
.
(4.69)
Substituting the spin-sums into the anti-commutator, we get
{Λ(x, t), ¬Λ(y, t)} = 0. (4.70)
4.1.5.2 Neutral Elko field: λ(x)
The equal-time anti-commutators {λ(x, t), pi(y, t)} and {λ(x, t), ¬λ(y, t)} remain unchanged.
However, the equal-time anti-commutators {λ(x, t), λ(y, t)} and {pi(x, t), pi(y, t)} require
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us to compute non-trivial spin-sums. Firstly,
{λ(x, t), λ(y, t)} =
∫
d3p
2mp0
eip·(x−y)
∑
α
[
ξ(p, α)ζT (p, α) + ζ(−p, α)ξT (−p, α)
]
.
(4.71)
The spin-sum in the bracket upon direct computation vanishes, thus giving us
{λ(x, t), λ(y, t)} = 0. (4.72)
Secondly we have,
{pi(x, t), pi(y, t)} =
∫
d3p
2mp0
e−ip·(x−y)
∑
α
[
¬
ξ
T
(p, α)
¬
ζ (p, α) +
¬
ζ
T
(−p, α) ¬ξ (−p, α)
]
.
(4.73)
The spin-sum also vanishes yielding
{pi(x, t), pi(y, t)} = 0. (4.74)
Equations (4.66,4.68) and (4.72,4.74) show that Λ(x) and λ(x) are local along the axis
of locality. These results can be obtained in both the helicity and polarisation basis. In
the polarisation basis, it is important to keep the phase e±iφ/2 for the Elko spinors at
rest to preserve the locality structure.
The existence of a preferred axis is equivalent to the existence of a preferred plane. In
this case, axis of locality conveys more information regarding the locality structure of
the field. For scattering processes, it is more informative to discuss the direction of
incoming and outgoing particles in terms of the preferred plane. Figure 4.1 shows the
two descriptions are equivalent, the preferred plane is defined by the angle φ for which
the axis of locality is perpendicular to.
4.1.6 Lorentz violation
The fact that the Elko spinors transform correctly under the (12 , 0)⊕(0, 12) representation
of the Lorentz group does not imply the fields Λ(x) and λ(x) satisfy Lorentz symmetry.
Indeed, from the non-covariance of the spin-sums and the propagator, it is sufficient
to conclude that Elko is Lorentz violating. However, to compute the spin-sums and
propagator, we have assumed the Elko spinors to take particular forms and phases.
Although these choices guarantees locality and positivity of the free Hamiltonian, they
are not derived from first principle. As a result, we cannot completely eliminate the
possibility that the Lorentz violation is a result of incorrect choices of the Elko spinors.
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Figure 4.1: The equivalence between the preferred plane and axis
To prove Elko violates Lorentz symmetry without making any assumptions on the forms
of the spinors, we turn to Weinberg formalism where the expansion coefficients of a quan-
tum field are determined by the demand of Poincaré symmetry. If the Elko fields satisfy
Lorentz symmetry, then we should be able to determine their expansions coefficients
ξ(p, α) and ζ(p, α). However, this is not possible. We now prove this for Elko and its
generalisation to arbitrary spin.
Let Ψ(x) be a general massive spin-j in the (j, 0)⊕ (0, j) representation
Ψ(x) = (2pi)−3/2
∫
d3p√
2mp0
∑
α
[
e−ip·xu(p, α)a(p, α) + eip·xv(p, α)b‡(p, α)
]
. (4.75)
We take Ψ(x) to be a generalisation of the spin-half Elko field by taking the expansion
coefficients to have the form
u(0, α) =
 ϑΘφ∗(0, σ)
φ(0, σ)
 , v(0, α) =
 ℘Θφ∗(0,−σ)
φ(0,−σ)
 (4.76)
where ϑ and ℘ are arbitrary phases and Θ is the Wigner time-reversal operator of di-
mension (2j + 1)× (2j + 1) satisfying eq. (4.14).
Taking J to be the rotation generator of the (j, 0) and (0, j) representation spaces,
rotation symmetry requires the coefficients at rest to satisfy the following equations
∑
σ¯
u`(0, σ¯)Jσ¯σ =
∑
¯`
J `¯`u¯`(0, σ), (4.77)
∑
σ¯
v`(0, σ¯)J
∗
σ¯σ = −
∑
¯`
J `¯`v¯`(0, σ) (4.78)
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where ` = 1, · · · , 2 × (2j + 1) denote the components of the coefficients. Here, without
the loss of generality, we choose the rotation and boost generators to be
J = 1
2
 J O
O J
 , K = 1
2
 −iJ O
O iJ
 (4.79)
where J is the rotation generator of dimension (2j + 1)× (2j + 1). Substituting u(0, α)
and v(0, α) into eqs. (2.328) and (2.329), we find the equalities do not hold. It follows
that Elko and its higher spin generalisations violates Lorentz symmetry.
The Lorentz violations for Elko are expected, since it was noted that its spin-sums
contain a preferred direction and the Elko spinors do not satisfy the Dirac equation
in momentum space [1, 2, 35, 36]. The above calculation generalises this result. It
shows that the massive quantum fields of the (j, 0)⊕ (0, j) representation with expansion
coefficients of the form given by eq. (4.76) also violate Lorentz symmetry.
4.2 Elko and very special relativity
In 2010, the results obtained by AH suggested that Elko satisfies the ISIM(2) symmetry
of VSR [34] proposed by Cohen and Glashow [103].6 The VSR groups are generated from
the VSR algebras summarised in tab.4.1 where7
T 1 = K1 + J2, T 2 = K2 − J1. (4.80)
The VSR groups are proper Lorentz subgroups. The VSR transformations obtained
through its generators satisfy the postulates of special relativity, namely the existence of
a maximal velocity invariant in all inertial frames [104].
Their claim is supported by the fact that
1. The SIM(2) group contains the spinor representation of Elko.
2. The VSR algebras contain a preferred direction coinciding with the axis of locality.
3. The Elko spin-sums are covariant under VSR transformations [34, 104].
4. Previously obtained results such as the mass-dimensionality and locality structure
of Elko remain unchanged.
6The ISIM(2) group is an extension of SIM(2) including space-time translation generators.
7The table and caption are taken from [34] with permissions from AH. The generators T 1 and T 2
are identical to the generators A and B introduced in sec. 2.2.2. Here we choose to follow the notation
adopted by AH.
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While these are strong evidence indicating that Elko satisfies VSR symmetry, at this
stage, we are unable to provide an ab-initio derivation of the Elko spinors as expansion
coefficients of a quantum field with VSR symmetry.
Designation Generators Algebra
t(2) T 1, T 2 [T 1, T 2] = 0
e(2) T 1, T 2, J3 [T 1, T 2] = 0, [T 1, J3] = −iT 2, [T 2, J3] = iT 1
hom(2) T 1, T 2,K3 [T 1, T 2] = 0, [T 1,K3] = iT 1, [T 2,K3] = iT 2
sim(2) T 1, T 2, J3,K3 [T 1, T 2] = 0, [T 1,K3] = iT 1, [T 2,K3] = iT 2
[T 1, J3] = −iT 2, [T 2, J3] = iT 1, [J3,K3] = 0
Table 4.1: The four VSR algebras.
There are two properties of VSR that are important for us. Firstly, the inclusion of any
of the following discrete symmetries P, T, CP or CT will yield the full Lorentz group.
This suggest that the quantum fields with VSR symmetry may violate the mentioned
discrete symmetries. Nevertheless, we still expect CPT to be conserved. Secondly, all the
VSR algebras have a preferred axis. Here, we chose the axis to be the 3-axis coinciding
with the axis of locality. While it is possible to choose alternative axis, this would require
us to transform the existing Elko spinors to a different basis. The reason for choosing
the 3-axis is that the resulting SIM(2) transformations on the existing Elko spinors
preserves all their existing properties.
In VSR, the main results for Elko remain identical to what we have presented in secs. 4.1.3-
4.1.6 so we will not reproduce them here. Detailed calculations can be found in [34, 104].
Motivated by the work of AH, after reviewing the SIM(2) transformations in the mo-
mentum space, we derive the particle states and quantum fields with VSR symmetry.8
Later, we show that the SM and VSR particles can only interact via massive scalar
particles and gravity, thus making them dark matter candidates.
Our proposal of VSR as the symmetry group for dark matter deviates from the original
goals of reproducing the SM predictions and explaining the phenomena of CP violation
as originally envisaged by Cohen and Glashow [103]. In sec. 4.2.3, by studying the repre-
sentations of the SIM(2), we show that the corresponding particle states are physically
distinct from their SM counterpart. Since no experiments thus far have shown that dark
matter must satisfy Poincaré symmetry, our proposal is not ruled out.
8Unless otherwise stated, from now on when we mention VSR, depending on the context, it refers to
either SIM(2) or ISIM(2).
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4.2.1 The VSR transformations in momentum space
The VSR transformations on momentum vectors are generated by sim(2). Here, the
finite-dimensional sim(2) generators are obtained using eq. (4.80) and the generators of
the vector representation of the Lorentz group given by eqs. (2.67) and (2.68)
J 3 =J 3, K3 = K 3, (4.81)
T 1 = K 1 +J 2, T 2 = K 2 −J 1. (4.82)
The group elements of SIM(2) are obtained by exponentiating the generators. The VSR
rotation is identical to the rotation in the Lorentz group along the 3-axis, so we have
R(φ) = exp(iJ 3φ). (4.83)
On the other hand, the VSR boost for momentum is defined as a product of all three
group elements
L(p) = eiβ1T 1eiβ2T 2eiK3ς (4.84)
where the parameters are defined as
β1 =
p1
p0 − p3 ,
β2 =
p2
p0 − p3 ,
ς = − ln
(
p0 − p3
m
)
. (4.85)
The explicit expression of L(p) is
L(p) =

p0
m
p1
p0−p3
p2
p0−p3
m2−p0(p0−p3)
m(p0−p3)
p1
m 1 0 −p
1
m
p2
m 0 1 −p
2
m
p3
m
p1
p0−p3
p2
p0−p3
m2−p3(p0−p3)
m(p0−p3)
 . (4.86)
The boost takes the momentum k = (m,0) to arbitrary momentum p = (p0,p) where
p0 =
√|p|2 +m2 so the dispersion relation remains unchanged.
Similar to the VSR algebras, the SIM(2) parameters β1, β2 and ς also contain a preferred
direction. Whenever p1 or p2 are non-zero, the parameter ς is non-zero even when p3 = 0.
For this purpose, it is instructive to write down the boost along each axis explicitly
1-axis: L(p)|p2=p3=0 = eiβ1T
1
eiK
3ς
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2-axis: L(p)|p1=p3=0 = eiβ2T
2
eiK
3ς
3-axis: L(p)|p1=p2=0 = eiK
3ς . (4.87)
Therefore, when considering a VSR boost L(p), one must always include the factor eiK3ς
whenever p1 or p2 are non-zero. We may also consider the transformation eiβiT i on the
momentum vectors by itself, but it is no longer a VSR boost.
4.2.2 Casimir invariants of isim(2)
One of the success of the Poincaré group is that the eigenvalues of the Casimir operators
have the physical interpretation of mass and spin and are invariant in all inertial frames.
Therefore, we would like emulate the success of the Poincaré group by defining the
simplest particle states of VSR as simultaneous eigenstates of the Casimir invariants of
isim(2). The isim(2) algebra has two Casimir invariants and they are given by [112,
tab.VII, row 7]
C1 = P
µPµ, C2 = J
3 − P
2
P 0 − P 3T
1 +
P 1
P 0 − P 3T
2 (4.88)
The first Casimir invariant gives the mass of the particle states. However, the physical
interpretation and eigenvalues of the second Casimir invariant are currently not known
to us. What we can extract from eq. (4.88) is that mass remains a valid description of
VSR particles but the notion of spin in the context of the Poincaré group is no longer
appropriate. Fortunately, not knowing the physical meaning of C2 does not stop us from
deriving the particle states and their transformations since the eigenvalues of Casimir
invariants are invariant in all inertial frames.
4.2.3 The one-particle state
The VSR one-particle state can be constructed by carrying out the exact same analysis as
given in sec. 2.2. For this reason, we simply write down the relevant results omitting the
intermediate details which can be found in sec. 2.2. Let kµ be the standard momentum
given in tab.4.2, we define the state |k, σ〉 of momentum kµ with the inner-product
〈k′, σ′|k, σ〉 = δσ′σδ3(k′ − k). (4.89)
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The one-particle state of arbitrary momentum is then given by applying the VSR boost
in the Hilbert space U(L(p))
|p, σ〉 =
√
k0
p0
U(L(p))|k, σ〉. (4.90)
The normalisation factor is chosen so that the inner-product remains orthonormal for
arbitrary momentum
〈p′, σ′|p, σ〉 = δσσ′δ3(p− p′). (4.91)
It follows that the VSR transformation of the one-particle state is given by
U(Λ)|p, σ〉 =
√
(Λp)0
p0
∑
σ′
Dσ′σ(W(Λ, p))|Λp, σ′〉. (4.92)
Equation (4.92) takes the same form as eq. (2.59), except this time the little group
element W(Λ, p) is defined in terms of the VSR boost
W(Λ, p) = L−1(Λp)ΛL(p) (4.93)
where Λ ∈ SIM(2) is an arbitrary VSR transformation given by eqs. (4.83) and (4.84)
Intuitively, the little group for massive particle is SO(2), the rotation about the 3-axis.
Explicit calculation of the little group element under rotation R(φ) and arbitrary boost
L(q) gives us9
W(R(φ), p) = R(φ) (4.94)
W(L(q), p) =W(eiβi(q)T i , p) = I (4.95)
where p 6= q thus confirming our intuition. As for massless particles, the little group
is the Euclidean group E(2) generated by e(2). This can be verified by checking that
k = (κ, 0, 0, κ) is invariant under the action of exp(iβiT i) and exp(iJ 3φ).
Standard kµ Little group
pµpµ = m
2, p0 > 0 (m, 0, 0, 0) SO(2)
pµpµ = 0, p0 > 0 (κ, 0, 0, κ) E(2)
Table 4.2: The little groups
9The computation was carried out using Mathematica 7.0.
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4.2.3.1 Massive particle state
The group SO(2) is infinitely connected SO(2) ∼ R/Z∞ and its universal covering group
is R, the group of real numbers under addition [113, sec. 16.24]. Therefore, all the multi-
valued unitary irreducible representations of SO(2) are [114]
Dn′n(R(φ)) = e
inφδn′n, n ∈ R (4.96)
where n is a real number that labels the representation. The irreducible representations
are one-dimensional since SO(2) is an Abelian group.
The transformation of the massive one-particle state is
U(Λ)|p, n〉 =
√
(Λp)0
p0
einφ(Λ,p)|Λp, n〉. (4.97)
When Λ = L(p), φ(L(p), p) = 0 and for Λ = R(φ), φ(R, p) = φ is the angle of rotation.
The label n, at this stage is unrestricted and is invariant under VSR transformations.
4.2.3.2 Massless particle state
The little group for massless VSR particles is the Euclidean group E(2) generated by e(2)
[T 1, J3] = −iT 2, [T 2, J3] = iT 1, [T 1, T 2] = 0 (4.98)
which is also the little group of massless particles in the Lorentz group. In sec. 2.2.2, it
is shown that massless particle states of the Lorentz group must be annihilated by T i
since they do not have continuous degrees of freedom. In VSR, there are no reasons to
impose such constraints. Therefore, there are two types of massless particles in VSR
1. Discrete degrees of freedom: T i|k, σ〉 = 0, J3|k, σ〉 = σ|p, σ〉, σ = −j, · · · j.
2. Continuous degrees of freedom: T i|k, t1, t2〉 = ti|k, t1, t2〉, ti ∈ R.
In the first case, the particle states are equivalent to their Lorentz counterpart so no
further analysis is needed. As for the second possibility, it is a topic we have not investi-
gated. For the interested reader, details on massless particles in the Lorentz group with
continuous degrees of freedom can be found in [115].
Here, a problem of immediate concern, is the kinematics of the massless particles. The
transformation exp(iβiT i) in the vector representation, leaves k = (κ, 0, 0, κ) invariant,
Chapter 4. Elko dark matter 151
the VSR boost only changes kµ along the 3-axis,
Lµν(p)kν = (eiK
3ς)µνk
ν
= (p, 0, 0, p). (4.99)
The second line is obtained using the parameter ln ς = (p/κ). Therefore, the motion of
massless particles in VSR are constrained to 1+1 dimensions. The spatial direction of
motion coincides with the preferred direction of the algebra.
Generally, due to the preferred direction in VSR, the choice of the standard vector kµ
for massless particle requires care. Here, we have chosen k = (κ, 0, 0, κ) where the
motion of the particle is along the direction specified by the VSR algebra. Under this
choice, the derivation of the transformations for the massless particle states is the same
as the derivation in the Lorentz group. If we choose the standard momentum to be
k′ = (κ, κ, 0, 0) the situation would be different. The null vector k′ is now invariant under
exp(iβiST iS−1) where k′µ = Sµνkν . While the little group remains E(2), the resulting
massless particle states are no longer described by the original generators where the 3-
axis is the preferred direction. Instead, they are now described by a new set of SIM(2)
generators where the 1-axis is the preferred direction.
Our analysis seem to have revealed a possible limitation of VSR, that the motion of
massless particles are restricted to the preferred direction. Equivalently, this seems to
imply that in a given frame, the VSR algebra can only describe massless particles moving
along the preferred direction. Currently we do not have a solution to this problem, but
we can think of two possible outcomes:
1. The VSR groups do not admit massless particles.
2. A deeper understanding on the physics of the preferred direction is required.
In the Lorentz group, there is no such restriction. The boost that takes a massless
particle of momentum k = (κ, 0, 0, κ) to arbitrary momentum is defined as a product of
rotation and boost R(pˆ)B(|p|) where B(|p|) takes k to (p, 0, 0, p) and R(pˆ) rotates this
four-vector to the direction pˆ. This is not possible for VSR, since R(pˆ) of the Lorentz
group is composed of products of two rotations about two different axis and ISIM(2),
the largest VSR group only has one rotation generator. Moreover, different choices of
standard null vector do not affect the description of massless particles in the Lorentz
group, since the group is isotropic containing all the rotation generators.
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4.2.4 Quantum fields with VSR symmetry
Due to the unresolved problem with massless particles in VSR, in this section we will
only focus on the construction of massive quantum fields with VSR symmetry.
Before we proceed with our task, it is instructive to recall why quantum field operators
are needed. As we have mentioned before, this answer was provided by Weinberg [5, 7].
Weinberg showed that quantum field theory is the only known way to unify quantum
mechanics and special relativity, it is the inevitable consequence due to the demand of
Poincaré-invariant S-matrix and the cluster decomposition principle. From an ab-initio
perspective, it is therefore necessary to examine whether quantum fields are needed to
construct VSR-invariant S-matrix.
We approach this problem by recalling that the Dyson series
S = 1 +
∞∑
n=1
(−i)n
n!
∫ ∞
−∞
d4x1 · · · d4xnT [V(x1) · · · V(xn)] (4.100)
is Poincaré-invariant if the interaction densities commute at space-like separation
[V(x),V(y)] = 0. (4.101)
In sec. 2.6 it is shown that such interaction densities can be constructed using local
Poincaré-covariant quantum field operators. Following the same line of reasoning, if the
Dyson series is manifestly VSR-invariant, the introduction of VSR-covariant quantum
field operators pertaining the properties given in sec. 2.6 would be necessary. Their
introduction would allow us to construct interaction densities satisfying eq. (4.101) and
hence VSR-invariant S-matrices.
4.2.4.1 Causal structure of VSR
For the Dyson series to be manifestly VSR-invariant, the causal structure of VSR must
be the same as special relativity. That is, the the order of time-like events must be
absolute while the order of space-like events are reversible. One would assume that the
VSR coordinate transformation obtained by making the following substitution
p0 = mγ, p = mγu (4.102)
for eq. (4.86) where u = (u1, u2, u3) is the velocity and γ = (
√
1− |u|2)−1/2 would have
the same causal structure as special relativity. However, it is shown in app. C that this
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is not the case. For certain values of u, the order of some particular time-like separated
event becomes reversible.
Here it is important to emphasise that this result does not imply the Dyson series violates
VSR-symmetry. After all, the VSR groups are subgroups of the Poincaré group, so
a Poincaré-invariant S-matrix must also be VSR-invariant. Moreover the VSR boost
given by eq. (4.86) correctly takes the massive particles at rest to arbitrary momentum.
Therefore, we shall explore the possibility that there may exist an alternative set of
parameters for eq. (4.86) than the ones given in eq. (4.85) specific to the coordinate
space that preserve the causal structure of special relativity. This is reminiscent of the
situation for the massless particles of the Lorentz group where the parameters of the
coordinate transformation differs from the parameters used to boost the particle from
k = (κ, 0, 0, κ) to arbitrary momentum.
Presently, we do not have the precise parameters which yield the transformations that
preserve the causal structure of special relativity, but we can put constraint on the
parameters. Let x = (t,x) be an arbitrary time-like vector xµxµ > 0, a general VSR
transformation on its temporal component gives us
t′ = (eiαiT
i
eiK
3ρ)0µt
µ
=
[
1
2
eρ +
1
2
e−ρ(1 + α21 + α
2
2)
]
t+ α1x
1 + α2x
2
+
[
1
2
eρ − 1
2
e−ρ(1 + α21 + α
2
2)
]
x3 (4.103)
where α1, α2 and ρ are parameters to be determined. The condition which preserve
the order of time-like event is simply t′ > 0. After some simplification, we obtain the
following inequality
t >
1
cosh ρ+ 12e
−ρ(α21 + α22)
[(
1
2
e−ρ(α21 + α
2
2)− sinh ρ
)
x3 − α1x1 − α2x2
]
. (4.104)
Admittedly this inequality is insufficient to determine the parameters and may not be
useful for this purpose. Nevertheless, any parameters must satisfy the above inequality.
For now, we assume that such a set of parameters exist and proceed to construct massive
quantum fields with VSR symmetry.
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4.2.5 Massive quantum fields
Let ψ(n)(x) be a quantum field describing a massive particle state labelled by n
ψ(n)(x) = (2pi)−3/2
∫
d3p√
2p0
[
e−ip·xu(p, n)a(p, n) + eip·xv(p, n)b†(p, n)
]
(4.105)
where u(p, n) and v(p, n) are the expansion coefficients. The operators a†(p, n) and
b†(p, n) creates massive particle and anti-particle states when acted on the vacuum state
| 〉10
a†(p, n)| 〉 = |p, n〉, b†(p, n)| 〉 = |pc, n〉. (4.106)
We assume they satisfy the standard algebraic identities
[a(p, n), a†(p′, n′)]± = [b(p, n), b†(p′, n′)]± = δnn′δ3(p− p′) (4.107)
with all other combinations identically vanish.
The field defined in eq. (4.105) is manifestly covariant under space-time translations, the
demand of VSR covariance means that it must transform as
U(Λ)ψ
(n)
` (x)U
−1(Λ) = D`¯`(Λ−1)ψ(n)¯` (Λx) (4.108)
where D(Λ) is the finite-dimensional representation of SIM(2). Equation (4.108) with
the transformations of the massive particle states given by eq. (4.97) is sufficient for us
to determine the coefficients and how they transform. Following the same derivation
performed in sec. 2.6, the coefficients of arbitrary momentum are given by
u(p, n) = D(L(p))u(0, n) (4.109)
v(p, n) = D(L(p))v(0, n) (4.110)
and the coefficients at rest u(0, n) and v(0, n) are determined by the demand of rotation
symmetry ∑
n¯
Dnn¯(R)u`(0, n¯) =
∑
¯`
D`¯`(R)u¯`(0, n), (4.111)
∑
n¯
D∗nn¯(R)v`(0, n¯) =
∑
¯`
D`¯`(R)v¯`(0, n). (4.112)
10The charge-conjugation symmetry is allowed in VSR since its inclusion does not take the VSR groups
to the full Lorentz group.
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Expanding the matrices of the above equations about the identities with D(R) = 1+iJ 3φ
and Dnn¯(R) = δnn¯(1 + inφ), we find that the coefficients at rest are eigenvectors of J 3
(J 3)`¯`u¯`(0, n) = nu`(0, n), (4.113)
(J 3)`¯`v¯`(0, n) = −nv`(0, n). (4.114)
The label n instead of being continuous, is now restricted to the eigenvalues of J 3 and
is therefore discrete.
Since the VSR generators are linear combinations of the Lorentz generators, the finite-
dimensional generators of D(Λ) can be obtained from the finite-dimensional generators of
the Lorentz group. Consequently, the rotation generator J 3 in eqs. (4.113) and (4.114)
are identical to the one in the Lorentz sector along the 3-axis.
As we have discussed in sec. 2.6, a sufficient condition to construct local interaction
densities is for the quantum fields to commute or anti-commute with its adjoint at space-
like separation. The quantum field ψ(n)(x) given by eq. (4.105) does not in general
satisfy this criteria since the expansion coefficients are non-zero. To solve this problem,
we note, the rotation generator J 3 has a spectrum of −n, · · · , n. Therefore, there exists
2n+1 fields ψ(−n)(x), · · · , ψ(n)(x) that transform according to eq. (4.108) with the same
finite-dimensional representation D(Λ). This observation suggests that different values
of n do not necessarily imply different species of particles. Here, it is possible that the
species of massive VSR particles are not completely determined by the unitary irreducible
representations of SO(2). They are fully determined only after the finite-dimensional
representation is chosen. The eigenvalues of the rotation generator then corresponds to
a 2n+ 1 degeneracy of particle state.
Interpreting n as a degeneracy index suggests there must exist a unique quantum field
with VSR symmetry for a given finite-dimensional representation D(Λ) of dimension
2n+ 1. Therefore, without the loss of generality, we define such a quantum field ψ(x) as
the sum of all fields from ψ(−n)(x) to ψ(n)(x)
ψ(x) =
n∑
α=−n
ψ(α)(x)
= (2pi)−3/2
∫
d3p√
2p0
∑
α
[
e−ip·xu(p, α)a(p, α) + eip·xv(p, α)b†(p, α)
]
. (4.115)
This field corresponds to a massive particle state |p, α〉 with degeneracy α = −n, · · · , n.
In principle, the most general possibility is
∑n
α=−n fαψ
(α), where fα are some coefficients.
But since we can always absorb fα into the expansion coefficients, this choice is physically
equivalent to eq. (4.115).
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By construction, the field ψ(x) is similar to a quantum field of spin-n representation of
the Lorentz group with the same rotation generator along the 3-axis. They have the
same number of degrees of freedom and their coefficients at rest take the same form by
virtue of eqs. (4.113) and (4.114). However, their coefficients at arbitrary momentum are
different since the VSR boost differs from the Lorentz boost. Moreover, quantum fields
with VSR and Lorentz symmetry cannot be physically equivalent since the little group
for massive particle states of VSR is SO(2) and not SU(2).
4.2.5.1 Spin-half field
As we have discussed in sec. 4.2.2, the concept of spin associated with particles of the
Poincaré group does not apply to VSR particles. Nevertheless, it remains a helpful label
which helps us to categorise the particles and fields of belonging to different representa-
tions. In the context of VSR, we define the spin of a quantum field by the eigenvalues
of the rotation generator J 3.
In the Lorentz group, given the rotation generators J, we can always find two solutions
to the boost generators given by K± = ±iJ such that the Lorentz algebra is satisfied.
The spin-half generators of the Lorentz group are
J =
σ
2
, K± = ±iσ
2
(4.116)
where σ = (σ1, σ2, σ3) are the Pauli matrices.
Since SIM(2) is a proper subgroup of the Lorentz group, we can construct two set of
generators that satisfy the SIM(2) algebra. They are given by
K3± = ±iJ3, T 1± = K1± + J2, T 2± = K2± − J1. (4.117)
Fields that transform under the above irreducible representation of SIM(2) has two
components. To compare the massive spin-half field with VSR symmetry with the Dirac
field, we take the following direct sum to obtain
J 3 =
 J3 O
O J3
 , K3 =
 K3− O
O K3+
 (4.118)
T 1 =
 T 1− O
O T 1+
 , T 2 =
 T 2− O
O T 2+
 . (4.119)
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We define the four-component field ψ(x) as
ψ(x) = (2pi)−3/2
∫
d3p√
2p0
∑
α=±1/2
[
e−ip·xu(p, α)a(p, α) + eip·xv(p, α)b†(p, α)
]
. (4.120)
According to eqs. (4.113) and (4.114) the coefficients at rest are eigenvectors of J 3
J 3u(0, α) = αu(0, α), (4.121)
J 3v(0, α) = −αv(0, α). (4.122)
Their general solutions, with the appropriate normalisation, are given by
u(0, 12) =
√
m

c+
0
c−
0
 , u(0,−12) =
√
m

0
c+
0
c−
 , (4.123)
v(0, 12) =
√
m

0
d+
0
d−
 , v(0,−12) =
√
m

d+
0
d−
0
 . (4.124)
The proportionality constants c± and d± are determined by the demand of locality
[ψ(x), ψ†(y)]± = 0. (4.125)
where x and y are separated by space-like interval. Explicit computation yields
[ψ(x), ψ†(y)]± =
∫
d3p
2p0
[
e−ip·(x−y)N(p)± eip·(x−y)M(p)
]
(4.126)
where N(p) and M(p) are the spin-sums
N(p) =
∑
α
u(p, α)u†(p, α) = D(L(p))N(0)D†(L(p)), (4.127)
M(p) =
∑
α
v(p, α)v†(p, α) = D(L(p))M(0)D†(L(p)). (4.128)
We note, the coefficients at rest given in eqs. (4.123) and (4.124) take the same form
as those in the (12 , 0) ⊕ (0, 12) representation of the Lorentz group, so their spin-sums
at rest are also of the same form. The possible point of departure is the spin-sums at
arbitrary momentum since D(L(p)) 6= D(L(p)) where L(p) is the standard Lorentz boost
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and D(L(p)) its finite dimensional representation.
Generally, spin-sums of the (j, 0) ⊕ (0, j) representation of the the Lorentz group at
arbitrary momentum are determined by D(L(p)D†(L(p)). For spin-half, we perform the
same calculation for VSR and find them to be identical
D(L(p))D†(L(p)) = D(L(p)D†(L(p)) = γ
µpµ
m
γ0 (4.129)
where
γ0 =
O I
I O
 , γi =
O −σi
σi O
 . (4.130)
Since the Dirac field is local, anti-commuting with its adjoint at space-like separation,
by taking the coefficients in eqs. (4.123) and (4.124) to be identical to Dirac spinors at
rest, we obtain a local field theory
u(0, 12) =
√
m

1
0
1
0
 , u(0,−12) =
√
m

0
1
0
1
 , (4.131)
v(0, 12) =
√
m

0
1
0
−1
 , v(0,−12) =
√
m

−1
0
1
0
 . (4.132)
The resulting spin-sums are
N(p) = (γµpµ −mI)γ0, (4.133)
M(p) = (γµpµ +mI)γ
0. (4.134)
Therefore, the massive spin-half VSR field furnishes fermionic statistics
{ψ(x), ψ†(y)} = 0. (4.135)
In order to derive the field equation we need to define the dual for the coefficients. Here
we may take the Dirac dual
u¯(p, α) = u†(p, α)γ0, v¯(p, α) = v†(p, α)γ0 (4.136)
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since the resulting norms are orthonormal and VSR invariant
u¯(p, α)u(p, α′) = −v¯(p, α)v(p, α′) = 2mδαα′ . (4.137)
It follows that the field ψ(x) we have constructed satisfies the Dirac equation
(iγµ∂µ −mI)ψ(x) = 0. (4.138)
Although the VSR spin-half fields are physically different from the Dirac field, their field
equations remain identical. Repeating the same construction for higher spin fields, we
have shown that the first equality of eq. (4.129) remains true up to the spin-two represen-
tation. This structure suggests that eq. (4.129) holds for arbitrary spin. Consequently
the coefficients of a massive spin-j quantum field with VSR symmetry can always be
chosen such that it satisfies the same field equation as their Lorentz counterpart of the
(j, 0)⊕ (0, j) representation given by eq. (2.514).
In hindsight, this result is expected. Examining Weinberg's proof for the existence of
tµ1µ2···µ2j in app. A, we see that since SIM(2) transformations are also Lorentz transfor-
mations, it follows that there must exists a symmetric traceless rank 2j tensor in which
D(L(p))D†(L(p)) may be expressed in for arbitrary spin. However, we did not prove the
VSR tensor must be identical to tµ1µ2···µ2j .
When the coordinate is aligned along the preferred direction (the 3-axis) x = (t, 0, 0, x3),
we have p = (0, 0, p3) and the boost parameter ς reduces to the rapidity parameter of
special relativity
cosh ς =
√
(p3)2 +m2
m
, sinh ς =
p3
m
. (4.139)
In this case, the VSR and Lorentz boost coincides
D(L(p3)) = D(L(p3)). (4.140)
Therefore, massive quantum fields with VSR symmetry constructed according to the
above prescription are physically equivalent to their Lorentz counterpart when their
coordinates are aligned to the preferred direction specified by the algebra.
4.2.6 Discrete symmetries
The differences between VSR and Poincaré-covariant quantum fields are best demon-
strated by examining their discrete symmetries. The VSR algebras cannot accommodate
discrete symmetry operators P, T, CP and CT. Including any one of these operators in
Chapter 4. Elko dark matter 160
the VSR algebra would yield the Poincaré algebra. Therefore, it is expected that the
VSR quantum fields would violate the said discrete symmetries but conserves charge-
conjugation.
Here we study the discrete symmetries of the massive spin-half field constructed in the
previous section as an example. Although VSR algebra does not admit P and T genera-
tors, it does not prevent us from studying the discrete transformation of spin-half VSR
fields by considering Pψ(x)P−1 and Tψ(x)T−1.
Assuming the action of P and T on the creation and annihilation operators for the VSR
particles to be identical to their Lorentz counterpart, we get
Pa(p, α)P−1 = η∗a(−p, α), Ta(p, α)T−1 = %∗(−1)1/2−αa(−p,−α) (4.141)
Pb(p, α)P−1 = η¯∗b(−p, α), Tb(p, α)T−1 = %¯∗(−1)1/2−αb(−p,−α) (4.142)
where η and % are the parity and time-reversal phases for particles and η¯ and %¯ are
the parity and time-reversal phases for anti-particles. Additionally, we also consider
charge-conjugation
Ca(p, α)C−1 = ς∗b(p, α), Cb(p, α)C−1 = ς¯∗a(p, α) (4.143)
where ς and ς¯ are the charge-conjugation phases.
4.2.6.1 Parity
Acting the parity operator on ψ(x), we get
Pψ(x)P−1 = (2pi)−3/2
∫
d3p√
2p0
∑
α
[
e−ip·xη∗a(−p, α) + eip·xη¯ b†(−p, α)
]
. (4.144)
Parity conservation requires Pψ(x)P−1 to be proportional to ψ(Px) which is equivalent
to the conditions
Pu(p, α) = η∗u(−p, α), Pv(p, α) = η¯v(−p, α) (4.145)
where P is a momentum-independent matrix. We find, eq. (4.145) cannot be satisfied
for all p, they are only satisfied when p = (0, 0, p3) with P = γ0
γ0u(p3, α) = u(−p3, α), (4.146)
γ0v(p3, α) = −v(−p3, α). (4.147)
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The two identities are identical to the ones for the Dirac spinors except for the restrictions
on the momentum.
Evidently, since eq. (4.145) is not satisfied for all momentum, parity is violated. This
is not surprising since the VSR algebra does not include the parity operator. However,
according to eqs. (4.146) and (4.147), when η∗ = −η¯, parity is conserved when the
momentum is aligned along the preferred axis (3-axis)
Pψ(t, x3)P−1 = η∗γ0ψ(t,−x3). (4.148)
This can be explained by the above observation that the field ψ(t, x3) along the preferred
direction is physically equivalent to the Dirac field.
4.2.6.2 Time-reversal
Acting the time-reversal operator on ψ(x) gives us
Tψ(x)T−1 = (2pi)−3/2
∫
d3p√
2p0
∑
α
(−1)1/2−α
[
eip·xu∗(p, α)%∗a(−p,−α)
+e−ip·xv∗(p, α)%¯ b†(−p,−α)
]
. (4.149)
For time-reversal to be a symmetry, Tψ(x)T−1 must be proportional to ψ(T x). This
requires the following identities to hold
u∗(p, α) = (−1)1/2−α%∗Tu(−p,−α), (4.150)
v∗(p, α) = (−1)1/2−α%¯ T v(−p,−α) (4.151)
where T is a momentum-independent matrix. Similar to parity, the above identities are
only satisfied when p = (0, 0, p3) with T = iγ0γ2γ5
u∗(p3, α) = (−1)1/2−αiγ0γ2γ5u(−p3,−α), (4.152)
v∗(p3, α) = (−1)1/2−αiγ0γ2γ5v(−p3,−α). (4.153)
Therefore, when %∗ = %¯, time-reversal symmetry is conserved along the preferred-axis
Tψ(t, x3)T−1 = %∗iγ0γ2γ5ψ(−t, x3) (4.154)
and is violated for general momentum whenever p1 and p2 are non-zero.
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4.2.6.3 Charge-conjugation
Acting the charge-conjugation operator on the field ψ(x) gives us
Cψ(x)C−1 = (2pi)−3/2
∫
d3p√
2p0
∑
α
[
e−ip·xu(p, α)ς∗b(p, α) + eip·xv(p, α)ς¯a†(p, α)
]
.
(4.155)
We find the coefficients u(p, σ) and v(p, σ) are related to their complex-conjugates by
u(p, α) = iγ2v∗(p, α), (4.156)
v(p, α) = iγ2u∗(p, α). (4.157)
Therefore, when
ς∗ = ς¯ (4.158)
the charge-conjugation symmetry is conserved for all momentum
Cψ(x)C−1 = iςγ2ψ∗(x). (4.159)
The above calculations show that the field violates parity and time-reversal but charge-
conjugation is conserved. This is in agreement with the original observation of Cohen
and Glashow that VSR violates parity and time-reversal but allows charge-conjugation.
Combining the above results, we see that CPT is conserved
(CPT)ψ(x)(CPT)−1 = −(η%ς)∗γ5ψ∗(−x) (4.160)
which is expected since the field is local.
Our analysis reveals a clear distinction between VSR and Poincaré-covariant quantum
fields. It highlighted the fact that the VSR coefficients for the spin-half field at arbitrary
momentum are different from the Dirac spinors since D(L(p)) 6= D(L(p)). Together,
the uniqueness of the Dirac spinors and the effect of the preferred direction in VSR are
sufficient for us to conclude that the VSR fields violate Lorentz symmetry.
4.3 Interactions between the SM and VSR particles
Cosmological observations and particles physics experiments have established that the
visible universe (with respect to us) are comprised of the SM particles satisfying the
Poincaré and not VSR symmetry. Therefore, the VSR particles have to be interpreted
as a new set of particles yet to be discovered. To put constraints on these particles, we
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Figure 4.2: A Lorentz-violating process where Ψ1, Ψ2 and γ are the SM fermions and
photon while ψ′1 and ψ
′
2 are the VSR fermions
have to determine their interactions with the SM sector and make testable predictions.
In the context of Elko, our analysis here will determine whether it qualifies as a dark
mater candidate.
Since VSR groups are subgroups of the Poincaré group, any fields with Poincaré sym-
metry automatically satisfy VSR symmetry. It follows that the interactions between the
two sectors will also satisfy VSR symmetry and is thus unrestricted and unsuppressed as
long as they are renormalisable. However, this expectation is incorrect. We show that
in order to preserve Poincaré symmetry for all observable processes (with respect to us),
the interactions between the two sectors must be limited.
Let us consider the massless field aµ(x) of the (12 ,
1
2) representation of the Lorentz group.
In sec. 3.2, we have shown that aµ transforms as
U(Λ)aµ(x)U−1(Λ) = Λ µν a
ν(Λx) + ∂µΩ(Λ, x) (4.161)
where Λ is an element of the Lorentz group. Since SIM(2) is a subgroup of the Lorentz
group, we can take Λ to be an element of SIM(2) and the transformation of aµ(x) will
remain covariant. This suggests its interaction with the massive spin-half VSR field ψ(x)
must be VSR and gauge-invariant and is therefore described by
L = −1
4
fµνfµν + ψ(i /D −m)ψ (4.162)
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where Dµ = ∂µ− iqaµ(x) is the covariant derivative and q the charge of ψ(x). The Dirac
field Ψ(x) also satisfies VSR symmetry, so a more general Lagrangian density is
L = −1
4
fµνfµν + ψ(i /D −m)ψ + Ψ(i /D −m)Ψ (4.163)
which describes the electromagnetic interactions between the SM and VSR fermions.
The Lagrangian density of eq. (4.163) gives us non-zero scattering amplitudes such as
the one depicted by fig.4.2
Ψ1 + Ψ2 → ψ′1 + ψ′2. (4.164)
This process satisfies VSR symmetry but violates Lorentz symmetry.11 Moreover, since
both the SM and VSR fermions are external particles, the effect of Lorentz violation
is observable in the SM sector. Demanding both VSR and Poincaré symmetry to be
satisfied for all observable processes, eq. (4.163) is not a viable Lagrangian density. In
fact, the two sectors cannot have direct interactions. The allowed processes, must then
only contain the SM particles or VSR particles and not a mixture of both.
A realistic scenario is for the two sectors to interact indirectly, mediated by particles that
furnish representations of both the Poincaré and VSR group. We call these particles the
mediators. Due to the kinematics problem for the massless particles in the VSR sector,
for now, we shall confine ourselves to determine the possible non-gravitational interac-
tions between the SM and VSR sectors through the exchange of massive mediators. Of
course, for the VSR particles to be dark matter candidates, they must have gravitational
interactions. Since C1 = PµPµ remains a Casimir invariant in VSR, we expect them
to have interact gravitationally. Determining the precise gravitational interactions is
beyond the scope of this thesis but it is undoubtedly an important project for future
investigation.
To determine the massive non-gravitational mediator(s), we consider the transformations
of massive particles,
SM: U(Λ)|p, σ〉 =
√
(Λp)0
p0
∑
σ′
Dσ′σ(W (Λ, p))|Λp, σ〉, (4.165)
VSR: U(Λ˜)|p, n〉 =
√
(Λ˜p)0
p0
einφ(Λ˜,p)|Λ˜p, n〉 (4.166)
11To be specific, the violation would be manifest only for the polarised cross-section. When the spin-
projections of the fermions are not measured, the cross-section would be identical to prediction of the
SM electrodynamics since the VSR fermionic spin-sums are identical to the SM counterpart.
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where Λ ∈ SO(3, 1), D(W (Λ, p)) ∈ SU(2) and Λ˜ ∈ SIM(2). Since the mediators furnish
representation of both groups, they must have the same transformations when
Λ = Λ˜ ∈ SIM(2) ⊂ SO(3, 1). (4.167)
Since SIM(2) is a subgroup of the Lorentz group, a SIM(2) transformation is also a
Lorentz transformation so we get
U(Λ˜)|p, σ〉 =
√
(Λ˜p)0
p0
∑
σ′
Dσ′σ(W (Λ˜, p))|Λp, σ〉. (4.168)
We now show that only the massive scalar particles (j = n = 0) have the same trans-
formation under both eqs. (4.166) and (4.168) thus making them the mediator. To see
this, it is sufficient to show that the transformation of particle states of non-zero spin
(j = n 6= 0) under eqs. (4.166) and (4.168) are different. Towards this end, we note that
the VSR and Lorentz boost along the 3-axis are identical
L(q)|q1=q2=0 = L(q)|q1=q2=0 (4.169)
but from eqs. (2.84) and (4.95) we see that their corresponding little group elements are
different
W(L(q)|q1=q2=0, p) = I, (4.170)
W (L(q)|q1=q2=0, p) = exp
(
i
2
ij3J iϕjpϕ
3
q
)
. (4.171)
Therefore, massive particle states in Lorentz and VSR sector of non-zero spin cannot act
mediators. By considering the particle state transformation of both sectors, we see that
the only particle state that has the same transformation under VSR and Lorentz group
is the massive scalar particle with j = n = 0. The interactions between VSR and the
SM sectors are therefore mediated by massive scalar particles.
In the SM, let us take the massive scalar particle to be the Higgs boson. Since the Higgs
is neutral, the interacting Lagrangian density for Elko and Higgs with renormalisable
interactions is
LΛφ = −g1 ¬ΛΛφ− g2 ¬ΛΛφ2. (4.172)
where φ(x) is the Higgs field. Similarly for ψ(x) constructed in sec. 4.2.5.1 we have
Lψφ = −h1ψψφ− h2ψψφ2. (4.173)
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The interactions between the VSR and SM sector is now mediated by massive scalar
particles. The general non-gravitational interacting mechanism is
VSR interactions←→ Massive scalar particles←→ SM interactions. (4.174)
Reading the equation from left to right, the VSR interactions produce the mediator which
subsequently interact with the SM particles. This process is also reversible. Since the
two sectors cannot interact directly, the probability of such a process must be calculated
in two steps, namely
P (VSR→ SM) = P (VSR→ scalar)× P (scalar→ SM). (4.175)
4.3.1 Elko scattering amplitudes and adjoint
Here we present the relevant scattering amplitudes and cross-sections computed in app. D.
The main focus of this section is on the definition of the Elko adjoint in which we have
used to calculate the cross-sections.
In sec. 4.1.3, it is shown that the Elko dual
¬
ξ (p,∓1/2) = −iξ†(p,±1/2)γ0, ¬ξ (p,±1/2) = iξ†(p,∓1/2)γ0,
¬
ζ (p,∓1/2) = −iζ†(p,±1/2)γ0, ¬ζ (p,±1/2) = iζ†(p,∓1/2)γ0.
gives us a set of orthonormal and complete set of Elko spinors. We rewrite the dual as
¬
ξ (p, α) = ξ‡(p, α)γ0,
¬
ζ (p, α) = ζ‡(p, α)γ0. (4.176)
The Elko adjoint has played an important role in uncovering the properties of Elko
spinors and fields. Its introduction ensured the locality of the Elko fields and that the
free Hamiltonian is positive-definite [1, sec. 7].12 These results suggest, we should apply
the Elko adjoint to the Elko fields when computing the transition probability.
For Elko scattering amplitudes, we take the standard definition of the S-matrix element
for the process α→ β to be
Sβα = −2piiMβαδ4(pβ − pα). (4.177)
12The Elko fields would be non-local and the Hamiltonian non-physical had we used Λ¯(x) = Λ†(x)γ0
instead of
¬
Λ(x) for the Lagrangian density.
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Taking into account of the Elko adjoint, we propose that the transition probability to be
proportional to
P (α→ β) ∝ |Mβα|2 = (M ‡βα)TMβα (4.178)
instead of M∗βαMβα where ∗ represents complex conjugation. The operator T transposes
the matrix and the operation ‡ is defined by eq. (4.176).
The standard transition probability M∗βαMβα is always positive definite. Under the new
adjoint, this property may no longer be true. In the case of the Λ1 + Λ2 → Λ′1 + Λ′2 Elko
self-interaction, eq. (D.8) yields
1
4
∑
α1,α2,α′1,α
′
2
|M(Λ′1Λ′2)(Λ1Λ2)|2 =
1
4
[
g0
128pi3m2
√
p01p
0
2p
′0
1 p
′0
2
]2
×
{
32m4
[
− cos(φ1 − φ2) + cos(φ1 − φ′1) + cos(φ2 − φ′1)
+ cos(φ1 − φ′2) + cos(φ2 − φ′2)− cos(φ′1 − φ′2)
+ cos(φ1 + φ2 − φ′1 − φ′2)
+ cos(φ1 − φ2 + φ′1 − φ′2)
+ cos(φ1 − φ2 − φ′1 + φ′2) + 3
]}
. (4.179)
One can convince oneself that the right-hand side is positive definite by fixing φ1 to
a particular value and plotting the three-dimensional graph with respect to φ′1 and φ′2
while varying φ2. In the centre of mass frame, the cross-section is given by eq. (D.13)
dσCM
dΩ
(Λ1Λ2 → Λ′1Λ′2) =
g20
8pi2(p01)
2
[
1 + cos2(φ1 − φ′1)
]
which is positive definite. Therefore, there are no difficulties at the tree-level for Elko
self-interaction. However, for the Elko-Higgs interaction Λ +
¬
Λ → φ, we find the average
probability to be
1
2
∑
α1,α2
|M
(φ′1)(Λ1
¬
Λ 2)
|2 = g
2
1
32pi3p01p
0
2p
′0
1
[cos(φ1 − φ2)− 1] ≤ 0 (4.180)
which is not physical. The transition probability should always be positive definite. Had
we computed M∗βαMβα instead of (M
‡)TM the probability would indeed be positive
definite. But this seems to be at odds with the use of ‡ for Elko which until now has
ensured that it has the desired physical properties.
In our opinion, the above results suggest that the definition of the adjoint for scattering
amplitudes involving Elko must be revised and that it is premature to study the phe-
nomenologies without first understanding the underlying symmetry. In sec. 4.2.4.1, we
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have shown that the Dyson series is not manifestly VSR-invariant since the VSR coor-
dinate transformations obtained from momentum transformations do not preserve the
order of time-like events. Therefore, we must first determine the symmetries of Elko and
the corresponding S-matrix before we can start computing the scattering amplitudes.
Generally, independent of the Elko coefficients, for a quantum field of the (j, 0) ⊕ (0, j)
representation, the definition of the Elko dual violates Lorentz symmetry. Assuming that
the u(0, α) and v(0, α) coefficients satisfy the rotation constraints given by eqs. (2.328)
and (2.329) ∑
σ¯
u`(0, σ¯)Jσ¯σ =
∑
¯`
J `¯`u¯`(0, σ), (4.181)
∑
σ¯
v`(0, σ¯)J
∗
σ¯σ = −
∑
¯`
J `¯`v¯`(0, σ). (4.182)
It follows that their dual coefficients must satisfy eqs. (3.44) and (3.45) which in this
case become ∑
α¯
u¯`(0, α¯)J
∗
α¯α =
∑
`
u¯¯`(0, α)J ¯`` , (4.183)
∑
α¯
v¯`(0, α¯)Jα¯α = −
∑
`
v¯¯`(0, α)J ¯`` (4.184)
where u¯(0, α) = u†(0, α)Γ is the Dirac dual with
Γ =
O I
I O
 (4.185)
of dimension 2(2j + 1) × 2(2j + 1). Since the constraints for the dual coefficients are
derived from the constraints on the coefficients and these equations sum over the com-
ponents of J, there can be no different local phases for each dual coefficients. Since the
Elko dual assigns a local phase for each α = ∓1/2,±1/2, it violates Lorentz symmetry.
Incidentally, the above analysis can be seen as a further evidence that Elko satisfies VSR
symmetry. The dual coefficients for the VSR fields are allowed to have local phases since
the constraints on the coefficients only demand them to be eigenvectors of J 3.
4.4 Summary
The Elko fields have positive-definite free Hamiltonians and the spinors form an orthonor-
mal and complete set. Apart from the existence of the preferred direction and Lorentz
violation, these properties suggest Elko to be a well-defined particle. Results obtained
by AH suggest that Elko satisfies the VSR symmetry [34]. Although we have not derived
the Elko spinors from first principle using VSR symmetry, we are encouraged by their
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results that the axis of locality coincides with the preferred direction of the VSR algebra
and the properties of Elko remain unchanged in VSR.
Based on the mass-dimension argument, Elko has a renormalisable self-interaction, so it
is suggested that Elko is a dark matter candidate. But strictly speaking, these properties
are desirable but not sufficient. For Elko to be a dark matter candidate, we must show
that it has limited gauge interactions with the SM particles. To this end, we show that
the VSR particles are dark matter candidates since they can only interact with the SM
particles through massive scalar particles and gravity. So if Elko satisfies VSR symmetry,
it automatically qualifies as a dark matter candidate.
4.4.1 Future works
The result obtained by AH is an important step towards understanding the symmetries
of Elko. Although we are unable to derive Elko from the VSR group, we have shown
that the VSR particles are dark matter candidate.
The VSR particles and fields we have constructed in this chapter are derived from the
irreducible representations of ISIM(2), so they have a better mathematical foundation
than Elko. In conjunction with our research on Elko, we hope to investigate their inter-
actions both within the VSR sector and with the SM particles.
Before we can study the VSR phenomenologies, we need to solve the causality prob-
lem. In app. C, it is shown that the VSR coordinate transformation obtained from the
transformation in the momentum space violates the causal structure of special relativ-
ity. Therefore, in order to use the Dyson series, we must find a different set of SIM(2)
transformation parameters that preserve the causality structure of special relativity so
that the S-matrix is manifestly VSR-invariant.
While the Elko adjoint is needed to preserve locality and positivity of the free Hamilto-
nian, in app. D, we find the transition probability for the process
¬
Λ + Λ→ φ computed
using the Elko adjoint is less than or equal to zero which is not physical. However,
such a computation is not reliable for we have no complete knowledge of the underlying
symmetry of Elko. But nevertheless, we expect this result to remain valuable for future
investgation.
An important issue we have not discussed in detail is the physical interpretation of the
preferred direction. Identifying the preferred direction for Elko was the first indication
that it violates Lorentz symmetry and consequently led to the AH result. Currently we do
not have a complete understanding of the physics of the preferred direction. Nevertheless,
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we suspect that the preferred direction to have non-trivial effects on the Elko scattering
amplitudes since the Elko spin-sums contains a preferred plane.
Ultimately, these problems converge to the need for a deeper understanding on the
symmetry of Elko. It is conceivable that once this is achieved, we will be able to derive
the Elko spinors and explain the origin of the Elko adjoint thus allowing us to compute
positive-definite transition probability.
Finding the correct symmetry group would not only put Elko on a firm mathematical
foundation, it would also allow us to study its gravitational interaction using the gauge-
theoretic formalism [2628]. Such a task is necessary to ensure Elko has the correct
gravitational interaction since Elko violates Lorentz symmetry.
Chapter 5
Conclusions
The central theme of the thesis is space-time symmetries in quantum field theory and
their applications in particle physics. Wigner [3] and Weinberg [57, 33] showed that
the particle states and the observables measured by experiments can be derived from
first-principle by studying the representations and symmetries of the Poincaré group.
The formalism shows that, in the low energy limit, quantum field theory is the only known
way that unifies quantum mechanics and special relativity and allows us to construct
Poincaré-invariant S-matrix that satisfies the cluster decomposition principle. The fact
that the SM particles are described by the particle states of this formalism reveals the
deep connexion between space-time symmetries and quantum field theory.
The observation of neutrino oscillation and evidence for dark matter suggest that the
SM, based on quantum field theory with Poincaré symmetry may be incomplete. Our
work on the massive vector fields and Elko are motivated by these problems.
5.1 The massive vector fields
Generally, the axioms of quantum mechanics allow for the existence of states that are
linear combination of the most primitive states that are eigenstates with respect to some
Hermitian operators. The phenomena of neutrino oscillation shows that the principle of
superposition applies to mass eigenstates whose eigenvalues are determined by the first
Casimir operator C1 of the Poincaré algebra. Extending this observation, it is logical to
investigate the possibility of states that are linear combination of eigenstates of C2.
In this thesis, we have realised this possibility by suggesting that the most general massive
vector fields should have both scalar and spin-one degrees of freedom. We showed that the
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additional scalar degree of freedom of the massive vector fields does not violate Poincaré
symmetry. In fact, by choosing the appropriate dual coefficients, the resulting vector
fields have the Veltman propagator and unitarity is preserved in scattering processes for
the W± and Z bosons.
On a broader picture, the important question is what are the fundamental properties of
an elementary particle? The work of Wigner suggested that elementary particles can be
uniquely defined by their mass and spin in terms of the Casimir operators of the Poincaré
group. However, the discovery of neutrino oscillation forces us to revise this definition.
In particular, it poses the possibility that the kinematical properties of the elementary
particles may be intrinsically quantum mechanical in the sense that they may not have
definite mass nor spin [8].
In order to construct particle states with indefinite spin, one must say a few words about
the topology of the Poincaré group.1 The Poincaré group is topologically the same as
R4 × SL(2, C)/Z2 where R4 is the real four-dimensional flat space, Z2 = {+1,−1} and
SL(2, C) = {M ∈ GL(2, C)|detM = 1}. (5.1)
This group is not simply connected, in fact it is doubly connected. As a result, the
product rule is intrinsically projective
U(Λ¯, a¯)U(Λ, a) = ±U(Λ¯Λ, Λ¯a+ a¯) (5.2)
where the top and bottom sign correspond to bosonic and fermionic representations. It
follows that the inner product of states that are linear combination of fermionic and
bosonic states would not be Poincaré-invariant thus imposing a superselection rule for-
bidding the existence of states with indefinite spin.
The superselection rule originates from the fact that the topology of the Lorentz group is
SL(2, C)/Z2 which is doubly connected. However, one can choose to work with SL(2, C)
instead of SL(2, C)/Z2. This extension does not violate Lorentz symmetry and preserves
the existing physics. The only new physics is that it now allows for superposition of
fermionic and bosonic states since SL(2, C) is simply connected.
Applying the principle of superposition, we propose that the most general elementary
particle state is a linear combination of states of different mass and spin. Once we have
acquired a better understanding of neutrinos and the massive vector fields, the next task
1See [7, sec.2.7] for a nice dicussion.
Chapter 5. Conclusions 173
is to explore the physics of |ρ, λ〉 given by eq. (2.579)
|ρ, λ〉 =
∑
ij,k
AρiBλj |mi, sj ; pk〉. (5.3)
5.2 The dark matter problem
The accumulation of data from astrophysical and cosmological observations since Oort
and Zwicky have made the existence of dark matter a well established fact. The agree-
ment between observation and ΛCDM model with respect to the cosmic microwave
background is one of the strongest indication for dark matter [25]. Even in models
of inhomogeneous cosmology where dark energy is absent, the amount of dark matter
still dominates over baryonic matter [116, 117].
Despite having limited knowledge of dark matter, the fact that they have limited inter-
actions with the SM particles is sufficient for theorists to propose various dark matter
candidates. As the first test, these theories must be able to explain the limited interac-
tions between the dark and the SM sector. Invariably, the majority explanations appeal
to the principle of local gauge invariance, that these particles do not participate in gauge
interactions due to the neutrality of charges.
The gauge theoretic approach is theoretically attractive. In addition to solve the dark
matter problem, they also provide extensions to the SM. But this is not the only possi-
bility. Our research on Elko and subsequent investigation on VSR have led us to consider
the possibility that dark matter need not satisfy the Poincaré symmetry. Furthermore,
no present experiments have shown that dark matter must satisfy Poincaré symmetry.
Effectively, we are proposing a new formalism to study dark matter based on the hy-
pothesis that the space-time symmetries of dark matter may not be Poincaré. Since local
gauge symmetry is a consequence of Lorentz symmetry, depending on the properties of
the symmetry group of dark matter, they may no longer admit gauge symmetry of the
SM thus limiting the interactions between the two sectors.
Our results on particles and quantum fields with VSR symmetry is a realisation of the
our hypothesis. Although we have not derived the Elko spinors from first-principle, we
have shown that the SM and VSR particles can only interact through massive scalar
particles and gravity thus making the VSR particles dark matter candidates.
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5.3 Outlook
Although the massive vector fields and Elko are not directly related, both theories extend
the existing knowledge of quantum field theory and the SM. For the massive vector field,
we realised the possibility of particles having indefinite spin. For Elko, given that it
violates Lorentz symmetry and is a dark matter candidate suggests that dark matter
may not satisfy Lorentz symmetry. For the last part of the thesis, it is later possibility
that we which to elaborate on. This can potentially not only open a new field of research
for dark matter but at the same time provide a deeper understanding on the connexion
between space-time symmetry and quantum field theory.
The real power of the formalism of Wigner and Weinberg lies in their generality. In prin-
ciple, given an appropriate symmetry group, we can derive the properties of the particle
states and quantum fields by studying its representations and symmetries. Therefore, it
provides us a systematic way to construct theories that are Lorentz violating, but are
protected by different symmetries.
Here, we are proposing the possibility that the universe is populated by particles satisfy-
ing different space-time symmetries. In this scenario, since particles of different symmetry
can only interact through mediators, it provides a natural explanation for dark matter.2
More importantly, if our hypothesis is true, it would have a much wider implication in
physics. This would allow us to address the fundamental question whether our percep-
tion of space-time is observer dependent. Specifically in the low energy limit, where the
effects of gravity are negligible, is Poincaré symmetry relative? Currently, we do not
have a definite answer to this question. But given that we are able to derive physical
particle states from ISIM(2), a subgroup of the Poincaré group that are distinct from
the SM particles, the initial answer seems to be affirmative.
Generally, this research program can be seen as an extension to the view of Brown [38]
that the space-time symmetry we perceive is a reflection of the symmetries of the SM
particles since our experimental apparatus are built from the SM particles. One may find
such a view to be circular since the theory must be self-consistent, which means that the
symmetries of the SM particles and space-time must coincide.
In our opinion, this criticism is not completely true and that the symmetries of the parti-
cles has precedence over the symmetries of classical space-time. We note, our perception
of space and time are purely based on classical physics. According to classical physics, at
the macroscopic scale (relative to us), space-time coordinates and the energy-momentum
vectors are observables. However, as we probe shorter distance at higher energy, at some
2The precise meaning of mediator is defined in sec. 4.3
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point there is a transition from classical physics to quantum mechanics and subsequently
to quantum field theory. At each stage of the transition, there is a reduction in the
number of observables.
From classical physics to quantum mechanics, the spatial-coordinate remains an observ-
able but time becomes a parameter. Preceding to quantum field theory, both the spatial
and temporal coordinates become parameters. Therefore, at the scale where quantum
field theory is required, space and time are no longer observables. On the other hand,
energy and momentum remain to be observables.
The classical picture of a deterministic space-time can be recovered from quantum field
theory by appealing to the Ehrenfest theorem of quantum mechanics (after taking the
non-relativistic limit of the Dirac equation), where the classical equation of motion
emerges in terms of expectation values
m
d2〈x〉
dt2
= −〈∇V (x, t)〉 (5.4)
where m is the mass of the particle and V (x, t) is the interaction potential. Rigorously
speaking, the classical equation of motion is only an approximation of eq. (5.4).3 The
important thing to note is that the quantity 〈x〉 on left-hand side of eq. (5.4) is what
we associate as the trajectory of a particle in classical mechanics. The Ehrenfest the-
orem therefore shows that the spatial-coordinate in classical mechanics is an emergent
phenomena from quantum mechanics.
The fact that space and time play a secondary role in quantum field theory can be
anticipated from the Poincaré algebra since the algebra does not include an explicit
space-time operator Xµ. The only explicit observable is given by the energy-momentum
operator Pµ and angular momentum operator J. Together, these operators with the
Casimir operators of the Poincaré algebra provide a natural framework to define physical
particle states. Observables such as cross-sections and decay rates can then be computed
using the S-matrix. However, it is important to note that the S-matrix formalism is
only applicable to theories with local interactions which allow us to define asymptotic
free particle states long before and after the interactions. In the presence of external
gravitational fields and background with finite-temperature, we can no longer define the
asymptotic free states [119].
It is also worthwhile to note that in the research area of non-commutative space-time,
the space-time operator Xµ is often introduced as an additional operator to the Poincaré
algebra with a generalised Heisenberg algebra [120122]. In these theories, the resulting
3See [118, chap. 3.D.1.d and chap. 3 complement GIII] for discussions on the Ehrenfest theorem.
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algebras become unstable so one needs to introduce deformations to find a stable alge-
bra.4 Such a stable algebra has been found by Chryssomalakos and Okon and is called
the stabilised Poincaré Heisenberg algebra (SPHA) [123]. However, in the SPHA, the
operator Xµ loses its original interpretation as a space-time operator.
This thesis focuses on symmetry groups where particle states are well-defined. We did
not study the physics in the presence non-trivial backgrounds and the possibility of non-
commutative space-time. While these issues are important, there remains open problems
in this thesis and new possibility to explore within the present scenario. In particular, if
classical space-time is indeed an emergent phenomena, it is not clear whether one should
introduce a space-time operator. Using existing physics, our arguments suggest that the
momentum space which defines the kinematics of the particle states is more fundamental
than the classical space-time although they obey the same symmetry.
Given that the classical space-time is an emergent phenomena, it is less objectionable to
hypothesise that space-time symmetry is observer-dependent and propose particle states
whose symmetries are not dictated by the Poincaré group. Depending on the properties
of the symmetry groups, the macroscopic space-time that emerges from the resulting
particle states is likely to differ from space-time described by special relativity. This
does not contradict with observation so long as these particles have limited interactions
with the SM particles. However, it may be difficult to justify the choice of symmetry
groups. Therefore, it is instructive to start from the Poincaré group or other well-
known symmetry groups such as the (anti) de Sitter group and study the symmetries
and representations of their subgroups.
4A unstable Lie algebra is one where small perturbation of the structure constant yields a different
Lie algebra. Conversely a stable Lie algebra is invariant under such perturbation.
Appendix A
The existence of tµ1µ2···µ2j
We reproduce two theorems proven by Weinberg in [5, app. A].
Theorem 1. There exists a rank 2j tensor tµ1µ2···µ2j in the (0, j) representation of the
Lorentz group such that
1. t is symmetric in all µ's
2. t is traceless in all µ's, that is ηµ1µ2t
µ1µ2···µ2j = 0
3. t is a tensor in the sense that
D(j)(Λ)tµ1µ2···µ2jD(j)†(Λ) = Λ µ1ν1 Λ µ2ν2 · · ·Λ
µ2j
ν2j t
ν1ν2···ν2j . (A.1)
Proof. Let ua be a 2j + 1 dimensional basis of the (0, j) representation that transforms
as
u′a =
∑
a¯
D(j)a¯a (Λ)ua¯. (A.2)
Therefore, the product uau∗b is a basis of dimension (2j + 1) × (2j + 1) and transforms
under the (j, 0) ⊗ (0, j) = (j, j) representation. This representation consists of all the
symmetric and traceless tensors of rank 2j.
The tensor Tµ1µ2···µ2j of interest can be constructed as a linear combination uau∗b
Tµ1µ2···µ2j =
∑
ab
t
µ1µ2···µ2j
ab uau
∗
b . (A.3)
By definition, Tµ1µ2···µ2j must transform as
T ′µ1µ2···µ2j = Λ µ1ν1 Λ
µ2
ν2 · · ·Λ
µ2j
ν2j T
ν1ν2···ν2j . (A.4)
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Substituting eq. (A.4) into eq. (A.3), we obtain
D(j)(Λ)tµ1µ2···µ2jD(j)†(Λ) = Λ µ1ν1 Λ µ2ν2 · · ·Λ
µ2j
ν2j t
ν1ν2···ν2j . (A.5)
Since Tµ1µ2···µ2j is symmetric and traceless, it follows that tµ1µ2···µ2j must also be sym-
metric and traceless. This completes the proof.
Theorem 2. Let Π(j)(p) = (−1)2jtµ1µ2···µ2jpµ1pµ2 · · · pµ2j be matrix. When pµpµ = m2
and p0 > 0, we have the following identity
D(j)(L(p))D(j)†(L(p)) = exp(−2J ·ϕ) = Π
(j)(p)
m2j
. (A.6)
Proof. The transformation of Π(p) is
D(j)(Λ)Π(p)D(j)†(Λ) = Π(Λp). (A.7)
Let us take p = k = (m,0) to be at rest and Λ = R = exp(iJ · θ) a rotation. Since k is
rotation invariant, we get
D(j)(R)Π(k)D(j)†(R) = Π(k) (A.8)
which amounts to
[J, t00···0] = 0. (A.9)
Since J furnishes an irreducible representation, by Schur's Lemma, the matrix must be
proportional to the identity matrix. We choose t00···0 = (−1)2jI and Π(j)(k) = m2jI.
Now let us take Λ = L(p) to be a boost such that L(p)k = p. Therefore, we get
D(j)(L(p))D(j)†(L(p)) = Π
(j)(p)
m2j
. (A.10)
This completes the proof.
Some examples. We provide explicit expression of the first two γ-matrices.
j =
1
2
: t0 = I, ti = −σi (A.11)
j = 1 : t00 = I, t0i = ti0 = J i
tij = tji = ηijI +
{
J i, J j
}
(A.12)
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where σi are the Pauli-matirces and Ji are given by
J1 =
1√
2

0 1 0
1 0 1
0 1 0
 , J2 = 1√2

0 −i 0
i 0 −i
0 i 0
 , J3 =

1 0 0
0 0 0
0 0 −1
 .
(A.13)
Generally, the matrices tµ1···µ2j can be determined by explicitly computing exp(−2J ·ϕ),
exp(−2J ·ϕ) = cosh(2J ·ϕ)− sinh(2J ·ϕ). (A.14)
Let η = 2J ·ϕ, we get the following expansions [124, eqs. (A.406-A.409)]
Integer spin: j = 1, 2, · · ·
cosh(η) = I +
j−1∑
n=0
(η)2(η2 − 22I)(η2 − 42I) · · · (η2 − (2n)2I)
(2n+ 2)!
sinh2n+2 ϕ (A.15)
sinh(η) = η coshϕ
j−1∑
n=0
(η2 − 22I)(η2 − 42I) · · · (η2 − (2n)2I)
(2n+ 1)!
sinh2n+1 ϕ (A.16)
Half-integer spin: j = 12 ,
3
2 , · · ·
cosh(η) = coshϕ
I + j−1/2∑
n=0
(η − I2)(η2 − 32I) · · · (η2 − (2n− 1)2I)
(2n)!
sinh2n ϕ
 (A.17)
sinh(η) = η sinhϕ
I + j−1/2∑
n=0
(η − I2)(η2 − 32I) · · · (η2 − (2n− 1)2I)
(2n+ 1)!
sinh2n ϕ
 (A.18)
Using the above expansions and the definition of the rapidity parameter, we see that
exp(−2J ·ϕ) is a polynomial in pµ of order 2j with matrices tµ1···µ2j as coefficients.
Appendix B
General free field propagator
We compute the most general free-field propagator. Let operator S(y, x) where x = (t,x)
and y = (t′,y) be the propagator for a general field ψ(x)
ψ(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
[
e−ip·xu(p, σ)a(p, σ) + eip·xv(p, σ)b†(p, σ)
]
(B.1)
and its adjoint
¬
ψ(x)
¬
ψ(x) = (2pi)−3/2
∫
d3p√
2p0
∑
σ
[
eip·x
¬
u(p, σ)a†(p, σ) + e−ip·x
¬
v(p, σ)b(p, σ)
]
. (B.2)
The propagator S(y, x) is defined as
S(y, x) = 〈 |T [ψ(x) ¬ψ(y)]| 〉
= θ(t− t′)〈 |ψ(x) ¬ψ(y)| 〉 ± θ(t′ − t)〈 | ¬ψ(y)ψ(x)| 〉 (B.3)
where T denotes the time-ordered product and θ(t) is the step function
θ(t) =
1 t ≥ 00 t < 0 . (B.4)
The top and bottom signs are for the bosonic and fermionic fields respectively.
Computing the vacuum expectation values, the non-vanishing matrix elements are
〈 |ψ(x) ¬ψ(y)| 〉 = (2pi)−3
∫
d3p
2p0
e−ip·(y−x)N(p), (B.5)
〈 | ¬ψ(y)ψ(x)| 〉 = (2pi)−3
∫
d3p
2p0
eip·(y−x)M(p) (B.6)
180
Appendix B. General free field propagator 181
where
N(p) =
∑
σ
u(p, σ)
¬
u(p, σ), (B.7)
M(p) =
∑
σ
v(p, σ)
¬
v(p, σ). (B.8)
Using the integral representation of the step function
θ(t) = lim
→0+
∫
dω
2pii
eiωt
ω − i (B.9)
the propagator can be written as
S(y, x) =
∫
dωd3p
2pii
1
2p0
ei(ω−p0)(t′−t)e−ip·(x−y)
ω − i N(p)
±
∫
dωd3p
2pii
1
2p0
ei(ω−p0)(t−t′)e−ip·(y−x)
ω − i M(p). (B.10)
Perform a change of integration variable, ω = p0 − q0 and p = q,
S(y, x) =
∫
d4q
(2pi)4i
1
(2
√|q|2 +m2) e
−iq·(y−x)N(q)√|q|2 +m2 − q0 − i
±
∫
d4q
(2pi)4i
1
(2
√|q|2 +m2) e
−iq·(x−y)M(q)√|q|2 +m2 − q0 − i . (B.11)
It is important to note the difference between p0 and q0. The energy p0 is on the mass-
shell satisfying the standard dispersion relation
p0 =
√
|q|2 +m2 (B.12)
whereas q0 is off the mass-shell, not constrained by any dispersion relations. The inte-
gration for q0 is unconstrained and integration measure is defined as d4q = dq0d3q.
The two terms in S(y, x) can be combined by changing q0 → −q0 and q → −q in the
second term thus giving us the general free-field propagator
S(y, x) = i
∫
d4q
(2pi)4
e−iq·(y−x)
(2
√|q|2 +m2)
[√|q|2 +m2[N(q)±M(−q)] + q0[N(q)∓M(−q)]
qµqµ −m2 + i
]
.
(B.13)
Appendix C
VSR and causality violation
The VSR boost that takes k = (m,0) to p = (p0,p) is given by
L(p) =

p0
m
p1
p0−p3
p2
p0−p3
m2−p0(p0−p3)
m(p0−p3)
p1
m 1 0 −p
1
m
p2
m 0 1 −p
2
m
p3
m
p1
p0−p3
p2
p0−p3
m2−p3(p0−p3)
m(p0−p3)
 . (C.1)
One would assume that the following substitution
p0 = mγ, p = mγu (C.2)
where u = (u1, u2, u3) is the velocity and γ = (
√
1− |u|2)−1/2 gives the corresponding
coordinate transformation
L(u) =

γ u
1
1−u3
u2
1−u3 γ
(
u3−|u|2
1−u3
)
γu1 1 0 −γu1
γu2 0 1 −γu2
γu3 u
1
1−u3
u2
1−u3 γ
(
1−|u|2
1−u3 + u
3
)
 . (C.3)
However, under such a transformation the VSR and special relativity would have different
causal structure. That is, for certain cases, the order of events separated by time-like
interval are no longer absolute under eq. (C.3).
Consider a time-like interval where 0 < |x− y| < y0 − x0. Under a general VSR boost,
we get
(y′)0−(x′)0 = γ(y0−x0)+ u
1
1− u3 (y
1−x1)+ u
2
1− u3 (y
2−x2)+γ u
3 − |u|2
1− u3 (y
3−x3). (C.4)
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We parametrise the velocity using spherical polar coordinate
u1 = |u| cosφ sin θ, u2 = |u| sinφ sin θ, u3 = |u| cos θ. (C.5)
We make the following choice y1 − x1 = y2 − x2 > 0, y3 = x3 = 0 so we get
(y′)0 − (x′)0 = γ(y0 − x0) +
[ |u| sin θ(cosφ+ sinφ)
1− |u| cos θ
]
(y1 − x1). (C.6)
Let |y1 − x1| = α(y0 − x0) where 0 < α < 1. This gives us
y1 > x1 : (y′)0 − (x′)0 =
[
γ + α
|u| sin θ(cosφ+ sinφ)
1− |u| cos θ
]
(y0 − x0), (C.7)
y1 < x1 : (y′)0 − (x′)0 =
[
γ − α |u| sin θ(cosφ+ sinφ)
1− |u| cos θ
]
(y0 − x0). (C.8)
Since y0 > x0, the ordering of events depend on the sign of the term in the bracket.
Plotting this term against the angle θ and φ with specific values of α and |u| allow us to
see whether ordering of time-like events are preserved.
In figs.C.1(a) and C.1(b), we took α = 0.95 and |u| = 0.99. In both cases, for certain
domains of θ and φ the function is negative, so order of events are reversed. Therefore,
if we want to use the Dyson series to compute scattering amplitudes in VSR, we must
find an alternative set of parameters for VSR coordinate transformation such that it has
identical causal structure as special relativity.
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Figure C.1: α = 0.95, |u| = 0.99. In both cases, there are regions where the order of
events are reversed. To make the violations apparent, the plot range for the vertical
axis ranges from -3 to 0.
Appendix D
Elko interactions
We divide the Elko phenomenologies into two parts. The first part is on the the self-
interaction and the second part is on the Elko interaction with the Higgs boson.
D.1 Elko self-interaction
The self-interaction for Elko has a similar form to the φ4-theory. The point of departure
between the two theory is that Elko is a four-component field with non-trivial expansion
coefficients so the differential cross-section is expected to have angular dependence.
We consider the two-body scattering 1 + 2 → 1′ + 2′ process at the lowest order in
perturbation. The S-matrix for the diagrams of fig.D.1 is
S(Λ′1Λ′2)(Λ1Λ2) =
−ig0
4
∫
d4x〈Λ′1Λ′2|T [
¬
Λ`(x)Λ`(x)
¬
Λk(x)Λk(x)]|Λ1Λ2〉. (D.1)
Using the Wick's theorem by summing over all possible contractions between the fields
and the particle states, we obtain
S(Λ′1Λ′2)(Λ1Λ2) =
−ig0δ4(p′1 + p′2 − p1 − p2)
64pi2m2
√
p01p
0
2p
′0
1 p
′0
2
[ ¬
ξ `(p
′
2, α
′
2)
¬
ξ k(p
′
1, α
′
1)ξ`(p2, α2)ξk(p1, α1)
−(1↔ 2)− (1′ ↔ 2′) + (1↔ 2, 1′ ↔ 2′)
]
(D.2)
where the plus and minus signs of the last three terms are determined by fermionic
statistics. Using S(Λ′1Λ′2)(Λ1Λ2) = −2piiM(Λ′1Λ′2)(Λ1Λ2)δ4(p′1 + p′2 − p1 − p2), we get
M(Λ′1Λ′2)(Λ1Λ2) =
g0
128pi3m2
√
p01p
0
2p
′0
1 p
′0
2
[ ¬
ξ `(p
′
2, α
′
2)
¬
ξ k(p
′
1, α
′
1)ξ`(p2, α2)ξk(p1, α1)
−(1↔ 2)− (1′ ↔ 2′) + (1↔ 2, 1′ ↔ 2′)
]
.(D.3)
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Figure D.1: The leading order contribution to the 1 + 2→ 1′ + 2′ Elko self-interaction.
To compute the transition probability P (α→ β) for α→ β involving Elko, we introduce
the Elko adjoint for the amplitude Mβα
P (α→ β) ∝ |Mβα|2 = (M ‡βα)TMβα (D.4)
where T transposes the matrix and ‡ represents the modified conjugate for the Elko
spinors. In terms of the Elko dual, it is defined as
ξ‡(p, α) =
¬
ξ (p, α)γ0, ζ‡(p, α) =
¬
ζ (p, α)γ0. (D.5)
Summing over all αi and α′i, the average probability is
1
4
∑
α1,α2,α′1,α
′
2
|M(Λ′1Λ′2)(Λ1Λ2)|2 =
1
4
∑
α1,α2,α′1,α
′
2
(M ‡
(Λ′1Λ
′
2)(Λ1Λ2)
)TM(Λ′1Λ′2)(Λ1Λ2). (D.6)
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The explicit form of the average probability now reads
1
4
∑
α1,α2,α′1,α
′
2
|M(Λ′1Λ′2)(Λ1Λ2)|2 =
1
4
[
g0
128pi3m2
√
p01p
0
2p
′0
1 p
′0
2
]2
×
∑
α1,α2,α′1,α
′
2
[ ¬
ξ `(p
′
2, α
′
2)
¬
ξ k(p
′
1, α
′
1)ξ`(p2, α2)ξk(p1, α1)
−(1↔ 2)− (1′ ↔ 2′) + (1↔ 2, 1′ ↔ 2′)
]
×
[
ξ`(p
′
2, α
′
2)ξk(p
′
1, α
′
1)
¬
ξ `(p2, α2)
¬
ξ k(p1, α1)
−(1↔ 2)− (1′ ↔ 2′) + (1↔ 2, 1′ ↔ 2′)
]
. (D.7)
Evaluating the spin-sums, we obtain1
1
4
∑
α1,α2,α′1,α
′
2
|M(Λ′1Λ′2)(Λ1Λ2)|2 =
1
4
[
g0
128pi3m2
√
p01p
0
2p
′0
1 p
′0
2
]2
×
{
32m4
[
− cos(φ1 − φ2) + cos(φ1 − φ′1) + cos(φ2 − φ′1)
+ cos(φ1 − φ′2) + cos(φ2 − φ′2)− cos(φ′1 − φ′2)
+ cos(φ1 + φ2 − φ′1 − φ′2)
+ cos(φ1 − φ2 + φ′1 − φ′2)
+ cos(φ1 − φ2 − φ′1 + φ′2) + 3
]}
. (D.8)
In the centre of mass frame, the average differential cross-section is given by eq. (2.278)
and the spin-sum can be simplified using the following relations
φ1 − φ2 = ±pi, φ′1 − φ′2 = ±pi. (D.9)
After some algebraic simplification, the average differential cross-section becomes
dσCM
dΩ
(Λ1Λ2 → Λ′1Λ′2) =
g20
16pi2(p01)
2
[
3 + cos(φ1 − φ′1 + φ2 − φ′2)
]
. (D.10)
To simplify this expression further, let us rewrite eq. (D.9) as
φ1 = φ2 + api, φ
′
1 = φ
′
2 + bpi, (D.11)
1The computation was carried out using Mathematica 7.0
Appendix D. Elko phenomenologies 188
where |a| = |b| = 1 but are otherwise independent of each other. Substituting the angles
into cos(φ1 − φ′1 + φ2 − φ′2), we get
cos(φ1 − φ′1 + φ2 − φ′2) = cos[2(φ1 − φ′1)] cos[(b− a)pi]
= cos[2(φ1 − φ′1)] = −1 + 2 cos2(φ1 − φ′1). (D.12)
The second line uses the fact that b− a = {±2, 0} so that cos[(b− a)pi] = 1. Therefore,
the final form of the average differential cross-section reads
dσCM
dΩ
(Λ1Λ2 → Λ′1Λ′2) =
g20
8pi2(p01)
2
[
1 + cos2(φ1 − φ′1)
]
. (D.13)
This result directly reflects the physical effect of the preferred plane. Although the
spin-sum computed in eq. (D.7) is more complicated than the original Elko spin-sums
of eqs. (4.51) and (4.52), they only have dependence on the angle in the 12-plane. As
a result, the above cross-section in arbitrary frames (not just the centre of mass frame)
are independent on the direction of motion of the particles along the 3-axis.
D.2 Elko-Higgs interaction
The lowest order S-matrix for the process Λ +
¬
Λ → φ is given by
S
(φ′1)(Λ1
¬
Λ 2)
= −ig1
∫
d4x〈φ′1|T [
¬
ΛΛφ]|Λ1 ¬Λ2〉
=
−ig1√
16pip01p
0
2p
′0
1 m
2
ξ`(p1, α1)
¬
ζ `(p2, α2). (D.14)
The amplitude M
(φ′1)(Λ1
¬
Λ 2)
is given by
M
(φ′1)(Λ1
¬
Λ 2)
=
−ig1√
64pi3p01p
0
2p
′0
1 m
2
ξ`(p1, α1)
¬
ζ `(p2, α2). (D.15)
Summing over α1 and α2, the average probability is proportional to
1
2
∑
α1α2
|M
(φ′1)(Λ1
¬
Λ 2)
|2 = g
2
1
128pi3p01p
0
2p
′0
1 m
2
∑
α1α2
ξ`(p1, α1)
¬
ξ k(p1, α1)ζk(p2, α2)
¬
ζ `(p2, α2)
=
g21
128pi3p01p
0
2p
′0
1
Tr [(I + G(φ1))(−I + G(φ2))] . (D.16)
In the second line, we have used the Elko spin-sums. Evaluating the trace, we obtain
1
2
∑
α1α2
|M
(φ′1)(Λ1
¬
Λ 2)
|2 = g
2
1
64pi3p01p
0
2p
′0
1
[cos(φ1 − φ2)− 1] ≤ 0. (D.17)
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Since the transition probability is less than or equal to zero, this result is not physical. In
our opinion, the problem is not with the process itself, but originates from our incomplete
understanding of the particle state space of Elko and the adjoint.
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