Introduction
When a superconducting slab of constant thickness, between the planes x = ?d and x = d is submitted to an exterior magnetic eld (0; 0; H), the state of the slab can be described by the real functions ( (x); A(x)) satisfying the Ginzburg-Landau system: Here, is the superconducting order parameter, which can be thought of as an averaged wave function of the superconducting electrons, and (0; A; 0) is the magnetic vector potential, so that (0; 0; A 0 ) is the magnetic eld. This model was rst introduced by Ginzburg and Landau 16] . For a more detailed description of the model, one may refer to 3], 12] or 14] and the references therein.
Notice that 0 and A = H(x + e) is always a solution for any real e. From now on, we will call this a normal solution. It is well known that when H is too large, superconductivity is destroyed and the only solution of (GL d ) is the normal solution.
Let us rst recall some basic properties of solutions of (GL d ).
Supported by a Royal Society University Research Fellowship The proof of (i) and (ii) can be found for instance in 7] and of (iii) in 1].
There are two types of physically important solutions of (GL d ): symmetric solutions and asymmetric solutions. We de ne a symmetric solution to be a solution of (GL d Figures 1 and 2 . In both gures, the branch of symmetric solutions is that bifurcating from the normal solution at the smaller value of H, and the bifurcation of the asymmetric solutions from the symmetric solution is illustrated by a square (we call this the secondary bifurcation, the bifurcation from the normal solution being the primary bifurcation).
In the case of Figure 1 the bifurcation of asymmetric solutions is subcritical and there is at most one pair of asymmetric solutions (if (x) is a solution of (GL d ) then so is (?x)) for each given H, while in Figure 2 the bifurcation is supercritical and there at most two pairs of asymmetric solutions.
In 3], the regimes of the parameters d and where each behaviour of the bifurcation diagram for asymmetric solutions holds have been classi ed. The results of these numerical investigations are shown graphically in Figure 3 . They indicate that the (d; ) plane is the union of three connected sets A 0 , A 1 and A 2 . In A 0 , there are no asymmetric solutions, in A 1 , the behaviour of the asymmetric branch of Figure 1 holds and in A 2 , the behaviour of the asymmetric branch of Figure   2 .
In 3], the authors make the following conjecture. The curve 4 (d) is the curve across which the asymmetric bifurcation disappears, while 5 (d) is the curve across which it switches from being subcritical to supercritical. The point (d ; ) is known as the quintuple point since, as shown numerically in 3], a third curve 1 (d) also passes through this point, dividing the plane into ve regions locally. This curve is the curve across which the bifurcation of the symmetric solution switches from being subcritical to supercritical, and it has been analysed asymptotically in 2]. Indeed, once we know that the curves 4 and 5 meet, it is clear that 1 must also pass through this point. The secondary bifurcation (shown as a square in Figures 1 and 2 ) in which the two asymmetric solutions and the symmetric solution reconnect to become a single symmetric solution will be our primary interest in this paper. We will be concerned with the situation in which the secondary bifurcation is close to the primary bifurcations, so that the amplitude of the solutions is still small when it takes place. Thus we will be concerned with the bifurcation diagram in the vicinity of the curve 4 
The bifurcation of the asymmetric solution from the normal solution has been widely studied. Saint-James and De Gennes 20] examined the bifurcation in a half-space, and discovered that the bifurcation of asymmetric solutions occurs at a higher eld than that of symmetric solutions in an in nite slab. They also established that the bifurcation switches from being supercritical to In Section 2, we use asymptotic analysis to study the behaviour of the symmetric and asymmetric branches when their amplitudes are small and identify the curve 4 (d) and the quintuple point. Then in Section 3, we study the response diagram in the vicinity of the quintuple point. Finally, in Section 4, we present our conclusions.
Asymptotic analysis
Since the size of the domain d is a parameter which we will want to vary, we begin by rescaling distance with d so that the domain will remain xed as ?1 < x < 1. The Ginzburg-Landau system is then A 0 ( 1) = Hd:
We wish to examine the bifurcation from the normal state to a superconducting state. Close to the bifurcation point will be small. We quantify this smallness by introducing a small parameter "
and setting = " 1=2 f; (2.5) A = Hd(x + e) + "q; (2.6) as in 4, 10, 11, 19] . The relative scaling of f and q here is motivated by the fact that we want the nonlinear term We formally expand all quantities in powers of ": f = f 0 + "f 1 + ; (2.11) q = q 0 + "q 1 + ; (2.12) e = e 0 + "e 1 + ; (2.13) h = h 0 + "h 1 :
(2.14)
Leading order
Substituting the expansions (2.11)-(2.14) into (2. This is the equation which determines e 0 (remember that 0 is a function of e 0 ). It is easy to see that e 0 = 0 is always a solution, since in this case 0 will be even. This is the symmetric superconducting solution. However, for some values of p and d (which we will determine later) there is also a nonzero solution for e 0 . Note that if ( 0 (x); e 0 ) is a solution of (2.15), (2.17) then ( 0 (?x); ?e 0 ) is also a solution. These two solutions are the asymmetric superconducting solutions.
We are interested in the secondary bifurcation in which the two asymmetric solutions and the symmetric solution reconnect to become a single symmetric solution. In particular, we will be concerned with the situation in which the secondary bifurcation is close to the primary bifurcations, so that the amplitude of the solutions is still small when it takes place (the square in Figures 1 and   2 is close to = 0). In this case we expect that e will be zero for all three solutions to leading order, but will be nonzero for the asymmetric solutions at a higher order. Therefore, we expand in powers of " as: f = f 0 + " 1=2 f 1 + "f 2 + ; (2.18) scaling on e here is di cult to give. It occurs because the solvability conditions on q at rst and second order are satis ed automatically, leaving e 1 to be determined by the third order solvability condition as we will see. Once e has assumed to be of order " 1=2 the expansion for f and q must be in powers of "
1=2
. However, we still expand h in powers of ", since we know that this is the correct scaling for the symmetric solution. Finally note that we also expand with homogeneous Neumann boundary data. Thus q 0 is determined once C is known. Note that 0 is even, while a 0 is odd, so that the solvability condition on (2.26) is automatically satis ed. As usual there are solvability conditions. Multiplying (2.47) by f 0 and integrating, using the expressions for f 1 etc., we nd after some manipulation that the only term remaining is that multiplied by C We have now determined the solution at leading and rst order. We see that the norms of the three solutions are the same to leading order. Note that e 1 is monotone decreasing to zero as C increases from zero to its value at the secondary bifurcation, so that the asymmetric solution becomes symmetric as the secondary bifurcation is approached.
The quintuple point
Suppose now that p 0 and d 0 are such that 0 = 0, corresponding to the quintuple point. Then C is not determined by (2.36). In this case (2.53) gives e 1 in terms of C for each solution, but we need to proceed to fourth order to determine C. The rst important curve is that given by p 2 = 0, which determines whether the asymmetric solution exists or not, and therefore corresponds to the curve 4 . We nd that the asymmetric solution exists only for p 2 < 0.
The second important curve is 2 = 0, since this decides whether the symmetric bifurcation is sub or supercritical, and corresponds to the curve 1 for the asymmetric branch. Since p 2 < 0 for the asymmetric branch to exist we nd that dh 4 =dC 2 is larger for the asymmetric branch than for the symmetric branch at the secondary bifurcation point. This means that the asymmetric branch lies to the left of the symmetric branch close to the secondary bifurcation point, but to the right of it near the primary bifurcation points. Hence the two branches must always cross at some point. Note that the secondary bifurcation point may be above or below the nose of the symmetric branch, and that there may or may not be a nose in the asymmetric branch. If there is a nose in the asymmetric branch, we nd it occurs at Hence, the condition for there to be a nose in the asymmetric branch is that this lies below the value of C at which the secondary bifurcation occurs, which is C Figure 14 there is no nose in the asymmetric branch there.
Conclusion
We have examined the bifurcation from the normal solution of superconducting solutions of the Ginzburg-Landau equations on a slab (GL d ), using the applied magnetic eld as the bifurcation parameter. There are bifurcation branches corresponding to both symmetric and asymmetric solutions, and their existence and behaviour depends on the additional parameters d, the slab thickness, and , the Ginzburg-Landau parameter.
It was found numerically in 3] that there are three distinct regions of the d-plane, A 0 , A 1 and A 2 , in which there are respectively no asymmetric solutions, at most one and at most two asymmetric solutions.
Here we have been concerned with the curve they labelled 4 (d), which divides A 0 from A 1 A 2 . This is the curve across which the asymmetric solution ceases to exist, and is given by (2.33). We nd it is of the form d = C, where C is constant and approximately equal to 0.90.
Close to 4 the secondary bifurcation in which the asymmetric solutions connect with the symmetric solution to form a single symmetric solution lies close to the normal solution, i.e. close to the primary bifurcations. Thus, close to 4 , we have been able to see the secondary bifurcation explicitly through our asymptotic analysis.
Since the leading-order problem corresponds to a linearization about the normal state, the amplitude of the leading-order solution is not determined at leading order but by a solvability condition at higher order. We found that along most of the curve 4 this solvability condition occurs at second order, and leads to the perturbation of the magnetic eld from the bifurcation value being quadratic in the amplitude of the leading-order solution as given by (2.36). The symmetric and asymmetric solutions are the same to leading order, and we were able to distinguish between them at rst order and identify the secondary bifurcation point.
However, at one point on 4 , (called the quintuple point and given by 0 = 0, where 0 is de ned by (2.37)) the primary bifurcations switch from being subcritical to supercritical, and at this point the amplitude of the solutions is determined by a solvability condition at fourth order, with the perturbation of the magnetic eld from the bifurcation value being quartic in the amplitude of the leading-order solution, as given by (3.59) . In this case the symmetric and asymmetric solutions have di erent amplitudes at leading order. This is the point at which A 0 , A 1 and A 2 meet, and there are ve di erent qualitative behaviours for the bifurcation diagram in the vicinity of this point. This rich structure is captured completely by our asymptotic analysis. In particular, we are able to establish that the asymmetric branch lies to the left of the symmetric branch close to the secondary bifurcation point, but to the right of it near the primary bifurcation points (near the normal solution), so that the two branches must always cross at some point. We have also determined the condition for there to be a nose in the asymmetric branch.
