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Abstract
This project was carried out to design and implement an accessible system for visually
impaired people to understand the ﬂoor plan of a building. The basis of the project
stems from the requirements of Uddingston Grammar school, who cater for visually
impaired pupils. The school was moving to a new building and requested a system
which could help in training its visually impaired pupils on how to navigate the new
building. The system was designed and developed in conjunction with the visual
impairment support department at the school. A fully working system was in place
by the end of the project and was evaluated ﬁrstly using blindfolded, sighted users
and then with one visually impaired user. The results of the evaluation were positive
and point to the system being easy to use and useful for gaining an understanding of
the layout of the building.ii
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Introduction
Reading a map or understanding the ﬂoor plan of a building are necessary tasks that
we take for granted in every day life. For those with visual impairments these types
of tasks can be very diﬃcult to accomplish. Even though they are more diﬃcult
they can be more important because someone with a visual impairment must often
understand the area they want to move around in before it is possible to do so.
Understanding a new area and learning routes around it is known as mobility training
for visually impaired people. This project focuses on developing a computer system
to help visually impaired people understand the ﬂoor plan of a building in order to
aid in their mobility training.
The focus of the project comes from the needs of Uddingston Grammar School, which
accommodates a number of visually impaired children. The school will soon be trans-
ferring to a new building in order to modernise the teaching environment for its pupils.
This means that its population of visually impaired students will have to be retrained
in order to be able to navigate the new building. Currently this is carried out with
a member of staﬀ to take the children around the building and learn routes between
classrooms, but this is time consuming for staﬀ. The school have asked if it would
be possible to develop an accessible system which could aid in retraining its existing
visually impaired pupils for the new environment and training new pupils.
The requirements for the system have been discussed with the principal teacher of the
resource centre for the school. Stemming from this, the main focus of the project is to
supplement the childrens mobility training by providing a way of understanding the
layout of the rooms in the new building and learning routes between them. Since the
system is to be used by children it must be easy to learn and operate, while providing
detailed enough information in order to help them learn.
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To understand the problem area an investigation into existing accessible systems and
technologies was carried out. The concepts and features from these were analysed in
order to develop a new system which will satisfy the requirements of the school. The
design resulting from this was then developed into a working system. Once a working
system was in place it was ﬁrst evaluated using blindfolded, sighted participants and
then with one visually impaired participant.
It is hoped that the system will successfully aid in understanding the layout of the
new building and routes around it. This would potentially reduce the amount of time
that the children would have to spend with a teacher being lead around the school
which would free up teaching time as well as letting them take control of some of their
own mobility training. The results of the evaluations were positive but there are still
improvements that can be made to the system. Ideally an evaluation with visually
impaired children will eventually be carried out and the system improved based on
the ﬁndings.
1.1 Outline
The rest of this document is laid out as follows:
Chapter 2 provides some background on the project and outlines the objectives.
Chapter 3 reviews the relevant literature for the project.
Chapter 4 documents the design of the system.
Chapter 5 documents the implementation of the system.
Chapter 6 discusses the evaluation of the system.
Chapter 7 draws conclusions on what has been learned from the project.Chapter 2
Project Background
This chapter discusses the problem this research tackled and how it came about. The
general problem area is outlined then the discussion turns to the speciﬁc problem this
research was concerned with. Finally, the requirements for the outcome of the project
are set out along with how they were arrived at.
2.1 Context
The research problem being tackled in this project is based around the needs of
Uddingston Grammar School near Glasgow. Uddingston is one of the only schools in
the area which provides dedicated support for blind and visually impaired children
of high school age and currently has around 20 of various diﬀerent ages. After the
summer break in 2008 the school will be moving its staﬀ and resources to a new
building which is currently in the ﬁnal stages of development. This will cause few
problems for the sighted children, but for the blind and visually impaired it will take
a lot of time and eﬀort to learn how to navigate around the new school building. The
school have asked if it would be possible for a computer system to be developed to
help the children understand the layout of the new building and routes around it. It
will be used in teaching the existing students and also new children who come to the
school in the future.
In order to understand the problem area and to gather requirements for the system
an initial interview was carried out with the head mobility oﬃcer for the school. The
interview was based around a series of questions which can be found in appendix A.
The questions were designed in such a way to ﬁnd out about the existing methods
used for mobility training and if it would be possible to apply any of the ideas to
34
a computer system. The interview provided a lot of useful information about the
existing methods for mobility training at the school, what they hoped to gain from a
computer system and what they wanted it to do. The mobility oﬃcer was also happy
to act as an adviser on any matters which may arise throughout the project.
Mobility training is the term used to describe teaching blind or visually impaired
people how to navigate around a new environment. The school has a team of staﬀ
who can carry out the mobility training and there are a number of diﬀerent methods
they currently use when new children come to the school. The main aim of any of
these methods is to allow the children to walk by themselves from one classroom to
another. For the visually impaired children it is possible for a member of staﬀ to
lead a group around the new environment and describe the routes as they go. For
blind children the usual procedure is to walk around individually talking through the
route and trying to ascertain landmarks along the way. Ordinarily the school would
only have to train a few ﬁrst year students each year as new ones arrive, but due to
the move all of the visually impaired children at the school will have to be retrained.
Since this was to be a major retraining eﬀort it was also pointed out that raised paper
diagrams(section 3.1.2) would be used to help the children understand the layout of
the school.
2.2 Requirements and Objectives
During the interview with the head mobility oﬃcer it emerged that the main function
of the system to be developed would be to help reinforce the childrens mobility train-
ing. All of the children at the school are experienced with computers and technology
and are all trained in how to touch type. They use computers regularly and make reg-
ular use of screen reader(section 3.2.5) software. Furthermore, they have participated
in a number of experiments with Glasgow University so have had some exposure to
research systems designed for blind people. Based on this knowledge and information
from the rest of the interview the following requirements for the system were drawn
out.
• The system must provide a way for blind and visually impaired school children
to interpret a map of a new school building.
• The primary use of the system will be in helping the children to learn the route
from one classroom to another.5
• Learning routes often involves remembering landmarks so the system must sup-
port a route based around landmarks.
• The system must provide a way for users to gain an overview of the spatial
layout of the map.
• The system should make heavy use of speech output as this can be understood
by both the blind and visually impaired.
• The system should also provide an on-screen display which can be used by the
visually impaired.
• If the system could run on the childrens personal laptops it would be beneﬁcial
but this is not essential.
This was an interesting and useful problem to tackle because if successful the project
would beneﬁt the children of Uddingston school. Currently there are very few oﬀ-the-
shelf mapping systems which cater for blind or visually impaired users. The few there
are tend not to be orientated towards helping with mobility training and the practical
aspects of being able to read a map, but rather with geographical concerns, such as
understanding a map of the world. However, some research systems have focused on
the issue being tackled here, notably [14], but these have taken a diﬀerent approach
to solving the problem. There are other systems which use GPS to help visually
impaired people navigate new surroundings but the use of these is restricted because
the users would be indoors. Mobility training traditionally requires a great deal of
human resources to carry out but is vital in order for blind and visually impaired
people to be able to go about day to day life. A system which could potentially
reduce the amount of time needed with a mobility oﬃcer would be very useful as it
could free up the oﬃcer‘s time to be spent helping more people or more diﬃcult cases.
It was also clear that, if successful, the system could be adapted and extended to
diﬀerent environments. Training blind and visually impaired people to navigate new
surroundings is a common task and making it easier to do so would give these people
more freedom and independence. However, there was a limited time scale to the
project and so some realistic objectives had to be set. The following is a summary
of the main objectives of the project based on the requirements gathered from the
school tailored to ﬁt within the scope of this research project.
• Provide a non visual representation, supplemented by a basic visual represen-
atation, of a ﬂoor plan over 3 levels.6
• Provide a way of selecting two rooms from the plan and learning the route
between them.
• Provide a way of gaining an understanding of the spatial layout of the ﬂoor plan.
• Provide an interface to the system that is accessible to blind and visually im-
paired users.
• Evaluate the system with a target user group to gauge the eﬀectiveness of the
computerised system over traditional methods.
A few weeks into the main stage of the project the school was revisited to make sure
the aims of the project ﬁtted into the requirements it had. At this point a very early
prototype version of the system was in place to demonstrate. It was shown to the head
mobility oﬃcer and also a teacher who himself was visually impaired. The feedback
from both was very positive and some useful suggestions for features and methods
were put forth. It was also agreed that the scope of the project ﬁtted in well with the
needs of the school. At this point it was possible to start ﬁnalising the design of the
system.
2.3 Conclusion
The requirements for the system were set out by discussion with staﬀ at Uddingston
Grammar School. Aims that should be within the scope of the project were then set
out based on these requirements. A very early prototype system was then developed
to demonstrate to the staﬀ to verify that the project was going in the right direction.
Feedback from the demonstration was very positive and, combined with the knowledge
gained from reviewing the relevant literature, fed into the ﬁnal stages of designing the
system.Chapter 3
Literature Review
This chapter is a survey of the relevant literature associated with this project. The
areas for research were identiﬁed and the signiﬁcant ﬁndings of this research are
presented here. The chapter is split into three main sections: the ﬁrst gives an
overview of some accessible methods and technologies which are available for use in
non-visual systems, the second examines similar mapping systems to the one being
developed in this project and the third looks at related systems for conveying spatial
data to visually impaired people. The systems and devices are analysed throughout
with respect to which features and ideas could be applied to this system.
3.1 Traditional Accessible Methods
This section looks at the traditional, non computerised, techniques that are used to
convey information to visually impaired people.
3.1.1 Braille
Braille is a tactile representation of text and is one of the main ways in which blind
people gain access to textual information. It consists of a series of raised dots which
represent sounds and words to convey the information. Although Braille is very useful
for people who can read it there is a signiﬁcant proportion of the visually impaired
population who can not. Of the 959,000 people eligible for registration as visually
impaired in the UK only 19,000 can read Braille[1].
Traditionally Braille is printed on paper, but more recently dynamic Braille devices[2]
have made an appearance. These devices are usually portable and have a mechanical
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display which raises and lowers Braille dots. They can be controlled either from within
the device itself, or from an external computer. Devices like these overcome some of
the inherent problems with Braille, such as its static nature and the volume of space
required for Braille text, but are still very expensive and therefore not widely used.
It is possible that Braille could be used in the system being developed for this project.
For those who can read Braille it is a very eﬀective way of communicating information.
It might be possible to use it for the key of a map or for instructions on how to use the
system. However, the bulky, static nature of traditional Braille makes it unsuitable for
an interactive mapping system and the expense of dynamic Braille devices would limit
the number of people who could use the system. As the system is being developed for a
school it would be ideal if the hardware used was relatively inexpensive. Furthermore
not all visually impaired people can read Braille which again would limit who could
use the system.
3.1.2 Raised Paper Diagrams
Raised paper diagrams are to spatial information what Braille is to textual informa-
tion. Diagrams are photocopied, printed or drawn onto a special type of paper which
swells to allow the marks to be felt. They are used a lot in schools to help teach
subjects like geography and also in mobility training to aid with navigation[25]. This
is a well researched area and a lot is understood about how to make visual diagrams
accessible through this method.
Yvonne Eriksson provides a useful reference[17] containing guidelines on how to do so.
She states that ”[a diagram] has to be produced in such a way that every component
of its form is distinct and easily identiﬁable”. This means that it will be necessary to
adapt the original ﬂoor plan diagram if it is to be used as a tactile diagram. She also
mentions the use of textures to discriminate between diﬀerent areas of the diagram,
which could be a useful technique in re-creating the ﬂoor plan. The role of tactile
maps in wayﬁnding tasks is also described in [37].
The major beneﬁts of raised paper diagrams are that they are relatively easy to
produce and can be felt with the whole hand, giving multiple points of contact to
provide a better overview of the information[20]. However, although the diagrams
are easy to produce, it takes time to adapt a visual diagram to be used as a tactile
diagram. Also the maps are clearly static by nature and can not adapt to show
changing information. [40] looks at the way tactile mapping has developed in recent
years from a cartographer’s perspective.9
Raised paper diagrams seem to be a useful means of communicating spatial informa-
tion and could be useful for the project. They have some downfalls, such as their static
nature, which computer systems could be used to overcome. Computers can be used
to provide dynamic feedback from a tactile map thereby enhancing its functionality.
As section 3.3.2 shows there are some systems which have used this idea and gained
positive results. It may be possible to build on some of these ideas to implement the
system for this project.
3.2 Accessible Technologies
There are a number of diﬀerent hardware technologies available for developing ac-
cessible systems. To some extent the choice of these will dictate what features can
be in the system and how it will operate. This section looks at some of the main
technologies and how they can be applied to accessible systems.
3.2.1 VT Player Tactile Mouse
The haptic mouse is a device which interacts with a computer in the same way as a
standard mouse but has two tactile arrays where the buttons on a standard mouse
would be. The arrays can be controlled by the computer to provide tactile feedback
when the mouse moves over certain areas of the screen. This can be useful in mapping
applications for interpreting geographic features by representing them as diﬀerent
shapes or patterns. Research carried out at Glasgow university[15] used this idea to
help guide users navigate around a maze non visually. Here, the direction of the path
to the exit of the maze was represented by a pattern of raised pins and movement was
handled by a Phantom haptic device (section 3.2.2). It was found that these tactile
aids were very useful in guiding the user around the maze.
The tactile mouse has potential for use in a mapping application. Its ability to repre-
sent diﬀerent geographical features by diﬀerent patterns and textures could be useful
in communicating whether the user is over a corridor or a room for example. Further-
more its dynamic nature is suited to an interactive system such as this. The drawback
may be that the user has to have a hand on the device at all times to interpret the
information, whereas it may be possible to communicate more information by taking
advantage of the hand in a diﬀerent way.10
3.2.2 Phantom Force Feedback Device
The Phantom force feedback device is a relatively modern piece of hardware for pro-
viding haptic feedback from a computer system. There are a number of diﬀerent
variations on the device, but all consist of a mechanical mechanism that can provide
force feedback in 3 dimensions. It is essentially a pen hanging from an arm attached
to a solid base. The user holds the pen and can move it around 3D space while the
computer it is attached to controls where force is applied and how strong it is. This
device was also used in [15] and [16] to provide the interaction for moving around the
maze.
The Phantom is an interesting piece of hardware and could have many uses in acces-
sible systems. It provides high resolution non-visual feedback and multiple degrees
of freedom for input and output. One possibility for this project could be in using
the device to drag a user along the path between two classrooms. However, there
are some negative aspects that make it unsuitable for this project. Firstly, it only
provides one point of contact with the object being explored which limits the amount
of information it is possible to convey (Although some researchers have tried to create
a multiple point of contact Phantom System[21]). Secondly, it is essentially a 3D
device and is best suited to 3D applications[20], whereas map reading is essentially
a 2D task. Finally the devices can be very expensive, with prices up to £40,000 for
the premium versions. With these factors in mind it seems the Phantom would not
be the best choice of hardware for this system. However it is still useful to look at
systems which have used it to see which parts were successful.
3.2.3 Mouse and Keyboard
Although not a speciﬁcally accessible technology the mouse and keyboard can be con-
sidered in designing accessible systems. These are obviously tried and tested devices
which are almost essential for people with sight. However, certain problems arise for
those without sight. In the case of using a mouse it can be very diﬃcult because the
user has no feedback as to where the mouse cursor is on the screen. This leads to
them becoming lost in the system[20] as they have no point of reference from which
to infer where the cursor is.
Keyboards are more useful for visually impaired people because they do not depend as
much on visual feedback. Since all the children at the school are taught to touch type
the keyboard is a relevant consideration for input device. It could be used to input,
for example, the names of the classrooms the user wants to ﬁnd a route between.11
However, it would not be desirable to use it for continuous input as it would require
the user to remove their hands from any other devices being used and perhaps lose
where they were.
3.2.4 Touch Tablets
Touch tablets are used for a variety of purposes; not just designing accessible systems.
A tablet is a touch sensitive surface which controls the computer it is connected to.
The computer can be programmed to respond diﬀerently depending on where the
tablet is pressed or where the stylus moves on the tablet. When combined with a
tactile overlay, as in the systems discussed in section 3.3.2, they can be a very useful
aid for visually impaired people. The absolute frame of reference of the tablet means
that they can feel where the cursor on screen is without getting lost as with a mouse,
and the tactile overlay provides a context depending on the application they are using.
A touch tablet combined with an overlay of the ﬂoor plan of the school would likely
be a very useful hardware set up for this project. This overcomes the problems with
tactile diagrams being static because a computer can be used to provide dynamic
feedback. Furthermore tablets are very cheap when compared with devices like the
Phantom and so would be suited to being used in an educational setting.
3.2.5 Screen Readers
Screen readers are one of the most widely used technologies to help visually impaired
people access computers. They convert text from the screen into synthesised speech
output, thereby giving the user an overview of what is on the screen. The school
currently uses the JAWS[3] screen reader for most of their work so the children are
familiar with these kinds of technologies.
The limitations of screen readers are that they can only access data sequentially
and it can be diﬃcult to ﬁnd the exact part of the screen that the user wants read
out. Furthermore they cannot be used for spatial data as it has no obvious textual
description. However, speech output is clearly one of the most useful forms of output
for a visually impaired person and so it is likely that the system will either integrate
with an existing screen reader or provide its own speech output.12
3.3 Accessible Mapping Systems
The technologies described in the previous section have been applied to many diﬀerent
problems in accessible systems. This section deals with the area most relevant to the
project: GIS systems and spatial data interpretation.
3.3.1 Force Feedback based Systems
One approach to designing GIS systems for visually impaired people is to use the force
feedback technology described previously. Most of these systems also give at least one
other type of feedback to provide a multimodal experience. The type of interaction
can be quite complex such as in the systems described here which use the phantom
device, or can be more simply designed as in [28].
One such system is described in [31]. The approach taken was to use the Phantom
haptic device, supported by audio cues to allow users to feel their way around a
virtual environment in order to learn a route through it. The system was evaluated to
discover how people navigate the virtual world by giving participants tasks to do and
observing how they went about them. It was found that 80 percent of the participants
were capable of navigating the virtual world easily, but more work would have to be
done to see if they could relate the virtual world to the real world.
Another system which uses the Phantom is described in [38]. Here the Phantom
device is applied to let users feel 2D maps by essentially creating a virtual raised
paper diagram of them. The system is not evaluated with visually impaired users
however, and so no ﬁnal conclusions can be drawn as to the success of it. It is
possible that users may ﬁnd it diﬃcult to use because the Phantom only gives one
point of contact, whereas much of the usefulness in tactile diagrams comes from being
able to use two whole hands. However, even if this was the case it could be a useful
system if an automated way of converting a 2D map to a Phantom readable map was
found.
A ﬁnal system which uses force feedback from a haptic mouse is discussed in [27].
This is a prototype system which provides haptic and audio feedback to allow users
to identify states on a map of the U.S.A. The state name would be spoken when the
pointer was over it while state borders and water could be felt with the haptic mouse.
The system was evaluated with visually impaired and blindfolded sighted users by
investigating whether or not the haptic feedback helped in understanding the map.
It was found that it made no diﬀerence in either group of participants. One of the13
problems found was that the users would become lost and not be able to ﬁgure out
where the cursor was due to areas on the map where no audio or haptic feedback was
provided. This is a similar problem that visually impaired users have using traditional
mice and as yet there has been no good solution to it.
From these examples it would seem that force feedback is not always the best option
for communicating map information. Each of the systems described ran into similar
problems in trying to represent spatial information with no frame of reference so
that users could determine where they were in the space. Furthermore, the one
point of contact the phantom oﬀers does not take advantage of the natural way in
which people feel objects with their whole hand. This would suggest that an absolute
frame of reference is required to communicate spatial information along with multiple
points of contact[26]. The following systems provide this by using a touch tablet and
augmenting it with feedback from the computer it is attached to.
3.3.2 Tablet Based Systems
Some of the ﬁrst systems to attempt to use a tablet style interface were Nomad[19]
and the system described in [35], but the most widely used tablet based mapping
system is the T3 Talking Tablet[42]. This is a commercial system which is most
often used in an educational setting. The tablet connects to a PC and runs software
which augments a tactile overlay. When speciﬁed areas of the overlay are pressed the
system plays pre-deﬁned audio feedback relating to that area. The system has been
well received by blind people as it retains all the beneﬁts of tactile diagrams while
adding extra functionality.
A system like this would be very useful for the project. However, the functionality
it provides is quite basic due to the fact it also allows for user generated content.
Furthermore it only responds to presses and not movement over the touch surface
which may be useful for mapping information. A similar system that was speciﬁcally
targeted at conveying ﬂoor plan information could add extra functionality to enhance
this type of learning.
A similar system to the T3 Talking Tablet is presented in [22]. This system also uses
a touch tablet but does not overlay it with a tactile diagram. The reasoning behind
this is to make the system more dynamic so that it can be used without the need to
constantly change and print new overlays. It works in the same way as the T3 but
responds to movements over the tablet and plays audio cues when the user moves
over a feature on the map. The evaluation of the system proved to be successful with14
visually impaired users and all were able to recreate the map they were interacting
with.
This seems to be a successful system, but perhaps not suited to conveying a detailed
ﬂoor plan of a building. The map used in the evaluation is quite simple with only a
few, very large features, making it relatively easy to interpret without tactile feedback.
For a detailed diagram like a ﬂoor plan it may be more useful to have a tactile
overlay. Particularly because the nature of the system for this project is that the
same information will have to be conveyed time and again when the school has new
pupils arriving, whereas this system is designed for dynamic data.
The ﬁnal system worthy of note in this section does not use a touch tablet, but
seems like it may have beneﬁted from it. The system is known as BATS[36] and
is again aimed at representing dynamic mapping data without the need for physical
artefacts. The diﬀerence is that this system uses a combination of sound and force
feedback from a mouse, gamepad or joystick. The system is designed to use data from
a GIS database, but at the moment only works with pre-deﬁned data. It provides a
number of methods for querying the map for information, which is spoken through
synthesised speech. However, the interesting feature of this system is that it uses
contextual spatial sound to help the user navigate the map. For example if the user
is between a river and a city they hear running water in the direction of the river and
traﬃc noises in the direction of the city. The audio is constantly updated as the user
moves around the map.
The spatial audio used in this system is a novel concept which seems to work, judging
from the results of a small evaluation. The concept could be applied to this project
by using diﬀerent sounds to represent diﬀerent classrooms as the user moves down a
corridor.
3.4 Related Accessible Systems
The previous section described a variety of mapping systems that have been developed
for visually impaired people. The ideas and technologies serve as a good basis for this
project but it is also useful to look at other accessible systems for visually impaired
people. The systems described here all use various diﬀerent methods for conveying
other types of spatial data. This section examines some of these with a view to
adapting the ideas that work well for use in conveying map data for this project.
The ﬁrst system, described in [9], provides a way for visually impaired people to access15
a certain type of software engineering diagram. The approach taken is to use a touch
tablet with a tactile overlay, similar to the mapping systems, which can be used to
interact with the diagram. This works because the speciﬁc type of diagram has an
automated conversion into tabular form and once in this form synthesised speech can
be used to describe the diagram. The evaluation shows that the system was well
received by the blind participants in the study. A similar system is described in [32]
for presenting technical drawings to visually impaired people.
This system shows how useful speech is in describing diagrammatical data, especially
when there is an automated way to convert from the diagram to an easy to describe
form. The problem with a system that depends too heavily on speech is the mental
load placed on the user and the slow, serial nature of speech[11]. It is diﬃcult to
gain an overview of the data and keep this in working memory. However, for a task
like learning the route between classrooms an automated speech feature which can
describe the route could be useful.
The TableVis system described in [29] tries to overcome the problems associated with
speech when obtaining a non-visual overview of data. It provides a method for gaining
a quick overview of tabular data by using a soniﬁcation technique which encodes the
table information as diﬀerent pitches depending on the values. A tablet can then be
used to browse the table using sound alone. It can be used in three diﬀerent modes
depending on the type of interaction required for browsing columns, rows or cells.
The evaluation of the system suggests that this soniﬁcation technique can give a better
overview of the information than speech alone.
TableVis is an ongoing project and more work, with positive results, has been carried
out on it since the original system was presented. The method for providing an
overview of the information may not be directly applicable for a mapping system, but
the concepts should be kept in mind as an overview of the ﬂoor the user is currently
on would be a useful feature. Another interesting feature of the TableVis system is
the diﬀerent modes of operation to provide diﬀerent levels of detail in the data. This
seems to work well for the most part, but the evaluation in [30] discovers that users
can sometimes become confused as to which mode they are in. A technique like this
could be useful in a mapping system but care would have to be taken not to make
the system overly complex to learn. A similar system for line graphs is discussed in
[41] and [10].16
3.5 Conclusion
This chapter has looked at a wide variety of diﬀerent technologies and systems for
providing access to computerised data for visually impaired people. Some appear
to work well, while others have either not been evaluated convincingly or have had
poor results. However, there are lessons to be learned from them all. Some of the
best points from each have been highlighted during the discussion and are taken into
consideration in the next chapter detailing the design for the systemChapter 4
Design
This chapter discusses the design of the system. There were three main areas to
consider when designing the system: hardware, software and interaction. These are
each dealt with in turn and discussion is given to the various factors which aﬀected the
decision in each area as well as the possible alternatives that were rejected. Finally
an overview of the design of the ﬁnal system is presented as a basis for understanding
how it was implemented.
4.1 Design Criteria
Before looking at the diﬀerent design possibilities for the system it is helpful to un-
derstand the criteria used in deciding on the suitability of the system. These were
decided on based on the requirements set out in chapter 2
The main concern was that the system should be suitable both for gaining an overview
of the ﬂoor plan and understanding more detailed information like the routes between
rooms. The hardware would have to reﬂect this in that it would have to provide this
all at once or at least make it easy to switch between modes.
To facilitate this it must take advantage of as many methods of feedback as possible
without overwhelming or confusing the user. Without the visual channel much more
load is placed on the short term memory of the user and the task of gaining a quick
overview of something becomes more complex. The methods of feedback for doing
this would have to complement each other so as not to make the system too diﬃcult
to learn or use.
Since the system would be aimed at children the learning curve would have to be
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very shallow otherwise it would not hold their attention. It should be possible for
someone to start interacting with the system with the minimum of instruction, but
ideally there should be quick ways of doing things for experienced users.
The ﬁnal consideration was that the school had requested that, if possible, the system
should be able to run on the laptops which are loaned to the children. This would mean
that ideally the system should use inexpensive hardware and also durable components
to withstand the possible rough handling from the children.
4.2 Hardware
This section looks at the hardware that was available to use in developing the system.
There were numerous types and combinations of hardware possible and a variety of
factors aﬀected the ﬁnal decision on what to use.
4.2.1 Options
At ﬁrst it seemed like the Phantom Force Feedback device would be a good choice
of hardware. It is a novel device which the children would likely ﬁnd fun to use and
their enthusiasm might help to reinforce what they learn from the system. The ﬁrst
idea was to use this to try and recreate a non-visual 3D representation of the ﬂoor
plan. The best analogy to understand this would be of someone moving a pen around
a miniature 3D maze. The user would feel the walls of the building through the
forces provided by the device and could feel landmarks through diﬀerent vibrations
or sounds. It may also have been possible to teach a route by using the device to pull
the users hand in the right direction as they move around the building.
When developing this idea further, however, it became apparent there were a number
of shortcomings. Firstly, the high memory load placed on the user due to there being
no ﬁxed points of reference. This meant that the user would have to build up and
remember a mental map of the whole ﬂoor to use the system eﬃciently. Secondly,
the nature of the Phantom means it is useful for 3D space tasks while understanding
a ﬂoor plan is essentially a 2D task[20]. The extra dimension would either remain
unused or, if used, would likely become a source of confusion for the user. Finally, the
Phantom has only one point of contact, whereas visually impaired people are used to
using their whole hand to feel things. This would turn exploration into a serial task
because only one small point on the map could be felt at any one time and greatly limit
the amount of information a user could receive. The ﬁnal point here could have been19
worked around by using two devices simultaneously, but this is diﬃcult to develop
and can be confusing for the user. Aside from the interaction issues, the Phantom is
also an expensive device which may limit its suitability for the school.
A similar system to the above but using a force feedback joystick in one hand and a
tactile mouse in the other was also brieﬂy considered. The joystick could be used in a
similar manner to the Phantom while the tactile mouse provides extra information on
landmarks or other details. As in the Phantom based option, ambient sound could be
used to inform the user of which classrooms they were nearby. The advantages of this
system would be that it uses a device children are familiar with, associate with fun
activities and also provides feedback to both hands. However, it would again suﬀer
from the same shortcomings as the Phantom based system; mainly having no ﬁxed
point of reference and no obvious way of gaining an overview of the ﬂoor plan.
4.2.2 Final Design
The ﬁnal design idea arrived at was to use a graphics tablet and stylus with a tactile
overlay to represent the ﬂoor plan. This is similar to the Talking Tactile Tablet[42]but
focused on doing one speciﬁc task well rather than providing a general system for a
wide range of tasks. Figure 4.1 shows a photograph of the hardware set up used in
the ﬁnal system. The main beneﬁt of this hardware is that it takes a concept that the
children are familiar with and enhances it using technology. Here, this is the concept
of tactile diagrams, which visually impaired children commonly use in schools, and
enhancing the concept by providing two way interactions with the diagram.
We can see that this set up satisﬁes the criteria set out in section 4.1. The overlay
provides a ﬁxed point of reference and can be used to gain a quick overview of the
ﬂoor plan, while interacting using the stylus provides more detailed feedback when
required. It also takes advantage of the most possible methods of feedback available
to a visually impaired user. Both hands, one whole hand and one holding the stylus,
can be used as well as receiving information through auditory cues. If designed well
the learning curve should not be very steep because the children are familiar both
with tactile diagrams and with using touch tablets. Finally, the hardware is relatively
cheap (A basic tablet can be bought for around £20 and the overlay was manufactured
for £4.) and durable so it would be possible to allow the children to use the system
on their home laptops.20
Figure 4.1: Hardware Setup21
4.3 Interaction
With a suitable hardware set up in place it was necessary to design how the user
would interact with the system. This was an evolutionary process and interactions
were added, removed and changed throughout the implementation of the system. This
section details the ﬁnal design and the decisions that were made in arriving at it. More
details on the reasons for some of the changes can be found in the discussion of the
results of the evaluation in chapter 6.
4.3.1 Considerations
The ﬁrst task in designing how a user would interact with the system was to come
up with a general pattern for how best to support the tasks users would mostly be
using it for. One task, gaining an overview of the ﬂoor plan, would require coarse
descriptions of the plan, while the other, ﬁnding routes and classrooms, would require
more detailed descriptions and interactions. This ﬁts in with the overview to ﬁne
detail approach Schneiderman provides for designing information systems [39][43].
The tasks are quite dissimilar and so the nature of interaction with the system would
have to reﬂect this. Some of the ideas suggested in [23], [24] and [33] were useful in
deciding on how the tasks would be carried out.
The available methods for interaction were the stylus of the graphics tablet and the
buttons at the sides of the tablet. The stylus has 2 buttons on it and can register
whether the pen nib is touching the tablet or whether the rubber on the end of the
pen is touching. The tablet itself has two sets of 4 buttons and a touch strip. Figure
4.2 shows a diagram of everything that is used in the system and what it is used
for. It was brieﬂy considered that the keyboard could also be used for interactions
but this would mean taking a hand oﬀ the tablet and possibly losing position on it.
Also it would be possible for keyboard commands to interfere with any screen reader
software the user might be running. Therefore the ﬁnal system uses only the buttons
available on the tablet and stylus for interactions.
The most important factor to consider when designing these interactions was to make
sure that every action elicited some sort of response from the system. Without the
visual channel the user has no way of knowing if the system is working or broken if
they press something and there is no response. Therefore, every possible action that
the user might carry out on the system should cause some sort of feedback.
Another important consideration was to make it possible to skip the speech descrip-22
Figure 4.2: Interactions Mapped to Controls23
tions. It could become frustrating for the user if they are forced to listen to the same
speech over and over again when they know the information it is telling them. Clearly,
for a sighted user reading information it is easy to skip things they do not want, but
a diﬀerent approach must be taken when designing for visually impaired users.
As well as being manually able to skip descriptions it was also important that the
system should know when to automatically skip them. For example, when moving
between corridors the user does not want to have to wait until the previous corridor
name is spoken before hearing the new one. It was diﬃcult to judge how the semantics
of this should work in situations where a long route is being read out because the user
may accidentally press something which could stop the route half way. This was an
aspect of the system that was experimented with extensively and was changed several
times after feedback from the pilot evaluation.
4.3.2 Final Design
The two main types of feedback from the system are speech and contextual sound
depending on the area of the plan. It seemed sensible to base the interactions around
these. Since the contextual audio sounds would be constantly in the background the
best way to handle them is to have sounds play as the stylus is moved around the
plan. It requires no other action from the user to make these sounds play. Only rooms
and their doors have contextual audio attached to them so as not to overwhelm the
user with sound as they try to ﬁnd the correct corridor. Sound is also played if the
user moves the stylus outside of the useable area of the plan.
The key to this working is the responsiveness of the system. It is vital that the user
can instantly associate their action with the sound produced by the system. Therefore
sounds must start and stop very quickly to give enough detail on what they represent.
Since the user will be building up a mental image of the map an unresponsive system
could be likened to a picture with blurry edges. However, a highly responsive system
lets the user clearly hear where the boundaries are.
The tablet can also register pressure and so an alternative would have been to have
the sounds play only when pressure is put on the appropriate place. However, this
essentially resulted in the same eﬀect because the sensitivity is so delicate that it
does not take much pressure to register on the tablet. It is possible to adjust the
pressure settings on the tablet, but even low settings are still very sensitive and this
may have confused the user as to why there was sometimes sound and sometimes not.
In handling contextual audio this way it frees the rest of the buttons on the hardware24
for providing speech descriptions on request.
At the design stage the use of 3D sound was considered to help the user orientate
themselves in a corridor. This would have been in addition to the contextual audio
from the rooms on the plan. When over a corridor the user would hear the sounds
from diﬀerent classrooms coming from diﬀerent directions depending on where they
are. This was not ﬁtted into the ﬁnal design however, for two reasons. Firstly, that it
seemed that it would not provide much extra beneﬁt because a number of the corridors
only contain one type of classroom, and secondly because that amount of sound may
confuse or distract the user from their task. It is still possible that this feature could
be added to the system but the review with a visually impaired volunteer (see chapter
6) suggested that more speech would be more useful than enhancing the contextual
sounds.
To support the diﬀerent levels of detail required in the speech descriptions there
would have to be diﬀerent ways of eliciting the required response from the system. At
a coarse level, the subjects belonging to a ﬂoor are spoken when the ﬂoor is changed.
This can be repeated at any time by tapping the rubber end of the stylus anywhere
on the tablet. This seemed like the most eﬃcient way of gaining a quick overview of
the plan. If more detail was provided the user would quickly get irritated, but any
less and an accurate overview would not be gained.
At a ﬁner level, the subjects in a corridor are spoken when the stylus enters a corridor
on the tablet. To repeat this the left click button on the stylus can be pressed when
it is over a corridor. The right click button can be used in this position to request a
spoken list of all the rooms in the corridor. This supports a mid to ﬁne level of detail
which should help the user navigate the plan but without overwhelming them with
information. The list of rooms can be quite long but can be skipped with another
press of the button so as not to irritate the user.
The ﬁnest level of detail required is a description of a room and a route. These are
not spoken automatically, but must be requested by using the stylus buttons. The
left click button when over a room will cause its name to be spoken. The right click
button will cause the room to be selected. Once selected the left click button works in
the same way, but a right click over another room will cause the route from the ﬁrst
room to the second room to be spoken. A right click on the same room will cause it
to be deselected. This ﬁne level of interaction allows the user to get the detail they
require only when they need it, while still using the coarser levels to ﬁnd their way
around the map.
The other main interaction with the system is to move between ﬂoors. Since this is25
an action that would only be carried out when the user is ﬁnished exploring a ﬂoor it
seemed appropriate that they could remove their hand from the main area to change
ﬂoor. For this reason the touch strip at the side of the tablet is used. A slide up
will cause the system to move up a ﬂoor and a slide down will cause it to move down
a ﬂoor. An alternative, or addition, to this could have been to switch ﬂoors when
clicking a set of stairs on the plan. This idea was tested but it was decided it would
make it too easy for someone to accidentally switch ﬂoors, which may confuse them.
After considering the main actions a user would be carrying out on the system it was
also necessary to accommodate for the times when they became lost. To support this
sound is played when the stylus is outside of an active area of the plan. If any button
is pressed at this point a spoken instruction explaining how to move back to the plan
is played.
To accommodate for experienced users who want to quickly select rooms and ﬁnd
routes between them the system also supports an auditory menu system operated
using the buttons beside the touch strip on the tablet. This is a hierarchical menu
system which can be used to select between ﬂoors, corridors and rooms. At each level
there is a list of the objects at that level which can be navigated using the up and
down buttons. The right and left buttons cause the menu to move between diﬀerent
levels in the hierarchy. For example at the middle corridor level, up and down would
speak the names of diﬀerent corridors on that ﬂoor, while left and right would move
between the list of rooms in that corridor and the list of ﬂoors in the building.
4.4 Software
Careful consideration of the hardware and how users would interact with it lead on to
thinking about how the software would support this. There were a number of features
which it was clear the software would need to support the system and others which
would make the system more useful in the long term in a wider context. As with any
software product these could roughly be categorised by essential parts and ‘would like
to have’ features. This section details the process of designing the software for the
system.
4.4.1 Core Functionality
The core functionality the software would have to have would be the ability to interact
with the tablet and respond to the movements and button presses the user makes.26
Fortunately the driver for the tablet provides a layer so that these interactions can just
be treated as standard mouse clicks or movements and keyboard button presses. Due
to this the interactions can just be handled in the usual way a Windows application
handles these events.
To cater for users with partial sight a visual display was also a core component.
This did not have to be in great detail, more important was that it should use high
contrasting colours and clear shapes. Since no complex graphics are required the
display can just drawn programmatically using the standard 2D drawing library of a
programming language. Figure 4.3 shows the visual display used in the ﬁnal system.
Figure 4.3: Screenshot of the Visual Display in the Final System
The ﬁnal main task the software had to perform was to handle the contextual audio
and speech output from the system. These tasks are not standard features of most
programming languages so external libraries are used to provide the functionality.
The core of the software would just have to detect the correct movements and button
presses and handle these appropriately.
4.4.2 Extra Features
The core functionality would have to be implemented simply to make the system work
but there were some extra features which could be added to enhance the functionality
and usefulness of the software.27
The ﬁrst of these was to design the software so that it could be adapted easily to
another building, and possibly even diﬀerent areas of learning. Ideally it would be
possible for someone with no programming experience to do this and create their own
plans of diﬀerent buildings using their own sound eﬀects and instructions. Clearly
this would have to be done by designing an appropriate format for the building data
to be stored in.
The ﬁrst option considered was to use GML[4]. This is an XML dialect which specif-
ically caters for storing geographical data. It is widely used in mapping applications
and as such there is a lot of information and support available on the internet for
it. The downside of it is that although relatively simple, it could be hard for some-
one non-technical to learn to create a ﬂoor plan using GML. Furthermore the dialect
speciﬁes a lot more information, such as latitude and longitude coordinates, than
would actually be needed by this application. GML is more geared towards real world
mapping applications, rather than creating simple representations of a space.
Although GML was too complex for this task, using XML but deﬁning a custom
structure to the document seemed appropriate. The beneﬁts of using it are that it
is easy to parse programmatically and extract the appropriate data, but equally easy
to edit by hand in order to create the ﬂoor plan. With an appropriate and easy to
understand layout for the XML data a non-programmer would easily be able to edit
the building plan and, if necessary, create a new one from scratch. This is the method
used in the ﬁnal system and the details of the actual implementation of it are covered
in section 5.3.3.
Another factor to consider when designing the software was that there would likely be
a lot of changes made to the way a user interacts with the system as it was developed.
It could be very time consuming to make these changes if the software was not designed
to separate the interactions from the rest of the system. The ﬁnal piece of software
is designed so that the interaction handling code is easy to change and doing so will
not aﬀect any of the rest of the system.
4.4.3 Final Design
The ﬁnal design of the software part of the system manages to take into account all
of the diﬀerent factors mentioned in the previous section. The software is split into
several components designed to be as self contained as possible to make it easy to
make changes as the system develops and adapts. What these are and how they can
communicate can be seen in the diagram in appendix C and are discussed in section28
5.4.
These components capture the full functionality required by the system. The main
function of the software is clearly to drive interaction between the user and tablet, but
it also handles the storage of building data and capturing of usage information. The
design should fully accommodate the changeable nature of the system being developed
and allow it to be adapted to uses beyond the scope of this project.
4.5 Conclusion
This chapter has set out the ﬁnal design for each part of the system and discussed
how the decision at each stage was made. Firstly suitable hardware was chosen to
provide the user with the necessary equipment to interact with the system easily.
From this the interactions themselves were designed based on the functionality of the
hardware. Finally, the software needed to support interaction with the hardware was
designed. The next chapter looks at the implementation details of the major parts of
the system.Chapter 5
Implementation
This chapter looks at the details of some of the main tasks in implementing the system.
A large part of the discussion is given to the software which drives the system as this
was what took the majority of the implementation time. However, the other signiﬁcant
tasks of creating the overlay and contextual sounds are also detailed.
5.1 Overlay
One of the ﬁrst main tasks in implementing the system as a whole was to design the
overlay to go on top of the tablet. The shape of it and how it would be used would
aﬀect the way the software had to work to support it. A number of diﬀerent ideas
and shapes were considered before arriving at a ﬁnal decision.
5.1.1 Design Considerations
The decision on how to actually make the overlay was made quite simple due to the
fact a colleague had access to a precision cutting machine which could cut the overlay
from hard plastic based on a template diagram. At this point diﬀerent materials, such
as rubber or soft plastic, were considered to enhance the durability or the feel of the
overlay. However, it eventually seemed that hard plastic was the best material which
balanced cost against durability as it was quite cheap to produce but would withstand
the rough treatment expected from the children who would be using it.
To construct the overlay a template diagram which the machine could cut from was
required. This meant the next task was to design how the template would feel.
The discussion in [28] provided some background for doing this. The level of detail
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included had to be suﬃcient to provide users with enough information to understand
the ﬂoor plan without confusing them with too many features. The task was made
more diﬃcult due to the fact that although the three ﬂoors of the building are the
same shape, the upper ﬂoors do not have the same ﬂoor space as the ground ﬂoor.
This can be seen in the diagrams provided by the school and attached in appendix B.
It is most evident, and most problematic, around the main corridor/dining area of the
plan. The ground ﬂoor uses this whole space as an assembly and dining area whereas
the upper ﬂoors have only a narrow corridor joining the three legs of the building.
Even more complex is the way the left leg of the building joins to the main corridor as
it is diﬀerent between the ground ﬂoor and the upper two ﬂoors. Lastly, the ground
ﬂoor uses the north-east and north-west corners of the plan whereas there is nothing
in these areas on the upper ﬂoors. Clearly these diﬀerences would make it diﬃcult to
design one overlay which could be used for each ﬂoor of the building.
The obvious alternative would have been to use three separate overlays which could
easily take into account the diﬀerences between ﬂoors. However there are a number of
reasons that it was decided against doing this. First and foremost is the diﬃculty in
usability that would ensue from taking this approach. One of the main requirements
of the system is that the visually impaired children should be able to use it themselves
without any assistance from anyone else. Using multiple overlays would mean that
the overlay would need to be changed each time the ﬂoor is changed, which would be
very diﬃcult for someone with no vision to do. The overlays would have to be aligned
properly each time to match up with where the software thought rooms and corridors
were otherwise the system would not work correctly. There are methods which could
be used to achieve this non-visually, but it would have been diﬃcult to apply these
accurately in the time available. It was decided that it would be better to concentrate
on getting a system that, although perhaps did not provide 100 percent of the details,
would provide a suﬃcient overview of the building using one overlay.
It seemed the best approach to designing such an overlay would be to extract the
features common to every ﬂoor and work from these. This strategy works well in
terms of the three legs of the building which do not change much between ﬂoors.
The diﬃculty arises in representing the other parts of the building which are only
present on the ground ﬂoor and ﬁrst ﬂoor. Since all of the main classrooms are in the
three legs it would have been possible to exclude the other parts of the building from
the system, but for completeness sake it was decided to try and include all the main
features of the building at a basic level of detail at least.31
5.1.2 Design Alternatives
The ﬁnal overlay design therefore includes all the diﬀerent sections of the building,
excluding the oﬃces in the north-east part of the ﬁrst ﬂoor which would never need
to be visited by the children. This satisﬁed the requirements (detailed in chapter 2)
gathered during discussion with staﬀ at the school. The decision then lay in how
much detail to include in the overlay. Two designs were considered as can be seen in
the ﬁgures in appendix F
Figure F.1 shows the more detailed of the designs. This most accurately represents
the plans provided by the school, however, there are a number of problems. Firstly,
the rooms in each of the three legs are not uniform between ﬂoors and so the repre-
sentations on this overlay are only an indication of the rough area where rooms are,
not where they really are. This has the beneﬁt of conveying the general meaning that
rooms are here, but might have confused the user because feeling one rectangle may
not necessarily mean only one room. The only ﬁxed points would be the stairs which
are represented as rough textured rooms. It was also considered that sections of the
wall between corridor and room could be removed to represent doors, but again this
may even further confuse the user. This type of design was rejected for the purposes
of this project, but if multiple overlays were to be used it may be more appropriate.
Figure F.2 shows the ﬁnal design that was used for the overlay. Clearly, it is much
more simply designed than the previous version, but at a cost of perhaps not providing
as much information. The beneﬁt however, is that there can be any number of rooms
along a corridor because there are no barriers to be felt between dividing walls. Since
the stairs are obviously in a ﬁxed position between ﬂoors they are represented by an
indented portion of the corridor wall with a textured feel. This provides a ﬁxed point
of reference for the user to remember where rooms are along a corridor. Boundaries
between corridors are represented as thin ridges in the plastic which are supposed to
be easy to run over with the stylus, but noticeable enough to indicate a move between
corridors. The white space in the diagram is the highest level of plastic, the black
edge lines are cut away to half the thickness of the plastic and the grey areas are cut
away completely. The idea behind this is that when the stylus is moved up onto the
half thickness at the edge of a corridor the user will start to hear the sounds of the
rooms on that side of the corridor.
There were many possibilities for the design of the overlay and the ﬁnal one was
chosen based on a number of factors such as cost, durability, ease of use and accuracy
of representation. Chapter 7 discusses how well this design worked and the possibilities
for further development.32
5.2 Conextual Sounds
Creating the contextual sounds that would represent diﬀerent classrooms in the school
was an important task during the implementation of the system. These sounds would
be a ﬁrst indicator of where in the plan of the building the user was currently situated.
For this reason they had to be designed and created carefully.
5.2.1 Design Considerations
The sounds would be used in a similar way to auditory icons. These are essentially
icons as we are used to, but instead of viewing them with our eyes we hear them with
our ears. Ideally the icon has a natural mapping between the sound and the thing it
is representing, but this does not always exist. [18] describes auditory icons as being
designed to remind the user of a concept in the real world in this case diﬀerent classes
in a school building. This would be the main inﬂuence in designing the sounds used
in the system.
There is not much literature on designing auditory icons, but one particularly useful
paper was [34]. The author identiﬁes four factors which aﬀect the usability of auditory
icons:
• Identiﬁability – How easy it is for the user to identify the sound they are hearing
compared to the other sounds being used in the same context.
• Conceptual Mapping – How well the sound maps to the thing it is representing.
• Physical Parameters – The properties of the sound such as length, intensity and
quality.
• User Preference – What the user feels when they hear the sound and how well
they like it.
She then goes on to identify a methodology for designing auditory icons based on
these factors. The design of the sounds in this system is loosely based around the
methodology set out here, but missing out the parts that were thought to be too time
consuming, or not required for this project.
The factors to consider in the design seemed to be mostly common sense, but it
was useful to have them set out as guidelines. Taking these into consideration, and
taking advice from the generic guidelines for augmenting tactile diagrams with sound33
in [13], the ﬁrst task was to try and identify sounds which represent the diﬀerent
subjects. These could either be actual sounds which might be heard in the classroom
or representative sounds which cause the user to think of a particular subject. An
example of each might be the sound of kitchen utensils for home economics as a
real sound, or the sound of the countryside for geography as a representative sound.
Clearly some subjects have very obvious sounds which could be used while others
required more thought.
The most diﬃcult rooms to represent were the subject bases, which are essentially the
staﬀrooms for each subject, and storage rooms. There are no obvious sounds which
represent either of these very well. The workaround to this was to decide that, since
these were rooms that the children would not need to know as well as the classrooms
themselves, there could be one sound which would represent a room of no interest.
This would indicate that a room exists in a certain place, and the name of it would
still be available on request, but it would instantly tell the user that they do not need
to bother with it.
As well as room sounds there were the issues of representing doors, and what the
area outside of the plan should sound like. The door sound had to be very short and
quickly distinguishable because the user may quickly skim the stylus over a number
of them. The sound of a door being closed is used to represent this as it ﬁts these
criteria well. When the stylus is outside of the ﬂoor plan a static sound is played so
that the user knows there is nothing there. It is played noticeably quieter than other
sounds because static can be quite an irritating noise to hear a lot of. However, it was
chosen because it should be instantly recognisable as a sound representing blankness.
5.2.2 Creating Auditory Icons
To create the sounds themselves it was necessary to mix together various diﬀerent
sound eﬀects to create an auditory icon. Many diﬀerent software programs are avail-
able for this, but for the purposes of this project Sony Acid Studio[5] was used. It
provides an easy to use interface for editing relatively simple audio ﬁles. Its main use
was to mix the sounds together and adjust the diﬀerent volume levels of each eﬀect
within the whole sound. Furthermore to normalise the volume level of the whole
sound across the range of icons that were created.
The strategy for designing each sound was to start with a background sound which
continues for the duration of the sample and then layer extra sound eﬀects on top of
this. Going back to the home economics example, the background sound is running34
water from a tap and layered on top are the sounds of pans banging and gas stoves
being lit. The most easily recognisable sound eﬀects were put at the very start of a
sample so that the subject could be identiﬁed quickly by an expert user. Clearly it
was also important to have the sound start instantly within the sample because the
user may be moving the stylus very quickly over the map.
The sound eﬀects used in the auditory icons mainly came from a user generated
collection of royalty free samples called the ‘freesound project’[6]. This is a web site
where audio enthusiasts can share sounds they have recorded or created and is a
good source of high quality samples. Not every sound eﬀect that was required was
available and so compromises had to be reached with respect to some icons and some
could certainly be improved if the time was available to record relevant sound eﬀects.
However, it was important to ascertain whether the icons were recognisable enough
to be used in the system.
5.2.3 Evaluating Auditory Icons
To test this, a short, informal evaluation was carried out using 5 participants. Each
was informed that they would hear diﬀerent sounds relating to diﬀerent classes in a
school and asked to write down which class they thought the sound represented. Each
of the twelve auditory icons completed by this point were then played to them one after
the other with a pause in between to allow time for writing. The participants were
deliberately not given any options to choose from when giving their answer because
the icon should be easy enough to identify without prompting. If this was not the
case then there was a problem with them.
The results of the evaluation were positive with the participants identifying on average
85% of the auditory icons correctly. The results were useful because a few of the
participants had got the same ones incorrect which indicated there was a problem
with the icon. The other incorrect answers were diﬀerent between participants which
could be put down to individual diﬀerences in perception. Feedback was received as
to what would make the diﬃcult icons easier to recognise and this was used to modify
them for the ﬁnal system.
The ﬁnal set of contextual sounds used takes into account the factors described previ-
ously and uses these to produce easily identiﬁable auditory icons. Chapter 6 goes into
more detail on how the icons were perceived and used when the system was evaluated.35
5.3 Data Structure and Route Finding
The ﬁrst task in developing the software for the system was to design a data structure
to hold the details of the building in. This was fundamental to the design of the
software as it had to be able to support a number of diﬀerent tasks eﬃciently.
5.3.1 Design Considerations
The most important task, and the one the data structure would make the most dif-
ference to, was route ﬁnding between classrooms. A user should be able to select any
two rooms in the building and the system should then speak the route between them.
Obviously, to do this the system must have some sort of internal representation of
the building that it can use to determine the route between the two rooms. It must
also be able to translate this route into something the user can understand when it
is spoken to them. Furthermore, due to the fact that visually impaired people often
navigate using landmarks (see chapter 2), the system has to know which landmarks in
the building will be passed on the way to a room. Taking all of this into account the
system should be able to work out and describe the route between two classrooms.
A further consideration when designing the data structure was that there would also
be a visual representation of the building which would have to be generated from the
building data. It would have been possible to use a pre-generated image, but this
would limit the adaptability and extensibility of the system. To dynamically generate
the visual plan of the building then would require drawing sizes and coordinates to
be used. In theory these could be worked out by the system to ﬁt the available screen
space, but this seemed like an unnecessarily diﬃcult task which would reduce the time
available to work on more important parts of the system. Therefore the system would
somehow have to store drawing information for the building.
Underlying the data structure would be the method used to store it, which had already
been decided as using XML. The fact that the XML should also be editable by a non-
programmer had to also be taken into account when designing the data structure.
This would mean exposing the minimum amount of information to the user, but still
allowing them full control to create new building plans. Ideally this would be done
in a manner in which it would be diﬃcult to make a mistake which would cause the
system not to work when creating a new building plan.36
5.3.2 Design Alternatives
A number of diﬀerent possibilities for the data structure were considered. The two
broad ideas were to either base everything on the coordinate system of the visual
representation or to try and abstract a tree/graph type of data structure which avoided
the visual aspect completely.
At ﬁrst an abstracted tree based structure seemed ideal to represent the building.
This is intuitive as a building could be split into ﬂoors, which each contain corridors,
which each contain rooms. Each of the nodes would store information that describes
how that part of the plan is drawn and interacted with.
The diﬃculty arises when trying to come up with a method of using this kind of
structure to ﬁnd routes between rooms. Suddenly the structure becomes very complex
because each link between, say room and corridor, must contain information on how
to get between the two. Then to get to another room in the same corridor another link
must be followed which again has to have more information stored in it. Each corridor
also has to have links which describe how to get to either another corridor or another
ﬂoor. Furthermore, all the links can be followed in both directions, doubling the
amount of information to keep track of. This has now lost the clean tree structure we
started with and that is before we have even looked at the issue of storing landmarks.
Given that starting with a tree structure we seem to end up with a messy graph it
seemed possible that by designing the structure slightly diﬀerently it might be possible
to organise the data into a manageable graph structure. In this manner each node
in the graph could be a room, corridor or door. Each link could then have a list
of landmarks associated with it so that we know what we have passed on the way
to our destination. It would then be possible to use a standard shortest path graph
algorithm to ﬁgure out how to get from the starting point to the destination.
This seemed like the best balance of eﬃciency against simplicity, and testing showed
that a shortest path algorithm could indeed ﬁnd an appropriate route between rooms.
The diﬃculty here was that, although it could return a list of the nodes and landmarks
which are passed through on the way to the destination, it had no way of translating
the list into a useful route because it had no concept of directions. So, for instance, it
could return ‘room1 to corridor3 to corridor4 to room2’, but had no way to translate
this into ‘Exit room1 and turn left, walk to the end of corridor 3 etc...’
One way around this problem would have been to store directional information with
each of the edges in the graph. This would give the system the knowledge it required
to output an understandable route. However, there would be no way for the system to37
work out this information without being told it. It would require the person creating
the building plan to input a lot of information before anything would work. It would
also mean that a small error in entering that information would result in a user being
sent in completely the wrong direction.
Having seemingly run into a major problem using abstracted methods, a method
which relied purely on the coordinate system of the visual diagram was considered.
This would provide the required directional information to correctly describe the route
because it could be worked out from the positions of the diﬀerent rooms on the map.
The diﬃculty now would be in ﬁnding a way to work out the route using only the
coordinate information. In the end this proved too diﬃcult because of the complex
calculations required to ﬁgure out where turns needed to be made and which corridors
to go down.
5.3.3 Final Implementation
The ﬁnal implementation of the data structure and route ﬁnding part of the system
uses a hybrid of the two approaches described above.
It is most helpful to look at the storage of the data ﬁrst. As already mentioned the
data is stored in XML format. The structure of the XML ﬁle came about from a
balance between the data needed by the system and the ease of editing the XML to
create new buildings. Figure 5.1 shows an example of a basic ﬂoor.
Essentially the ﬂoor tag contains all the rooms, corridors and doors on a ﬂoor. Each
room and corridor must have a position, a breadth and a length. Corridors can also
contain landmark tags which specify a position along a certain wall of the corridor
where the landmark is located. Doors link corridors and must have a position and two
attributes specifying which corridors they join. They are only used to join corridors;
rooms do not have door objects, but rather the position of the door is speciﬁed. The
reason for this is that the corridor doors are necessary for route ﬁnding whereas room
doors are only required for displaying on the map.
Other information must be speciﬁed for objects, such as names and descriptions which
are used in creating the map. Each room can also specify a sound ﬁle which will be
the contextual sound for that room. The ﬁlename here must match one of the sound
ﬁles in the applications sounds directory.
In all, the format works well for the purposes of this project. It is reasonably easy to
understand and with some training a novice user should be able to create a simple
building plan. However, there are a number of points which could be improved upon38
Figure 5.1: Example of XML Structure Used to Store Building Data
to make it easier to create a new building. In a future version of the system it is
hoped that the XML representation could be made simpler.
The data is read from the XML ﬁle into a hierarchical structure which can be rep-
resented as in ﬁgure 5.2. A building has a collection of ﬂoors. Each ﬂoor has a
collection of corridors. Each corridor has a collection of rooms, a collection of doors
and a collection of landmarks. The collection of doors represents the links a corridor
has to other corridors on that ﬂoor. Stairs to move between ﬂoors are represented as
a special case of a room. Each object stores the data required in order to describe it
both visually and in terms of sound and speech for the non-visual aspect.
This is the main data structure used by the system for route ﬁnding around a building.
It serves as a useful representation for using a simple graph search algorithm to work
out the route around the building. The algorithm used in the system works in the
following way.
A route can be provided between any two rooms in the school is described in terms
of which way to walk and when to turn. It is also possible to specify which side to
hear landmark information for either all landmarks that can be felt to the left, or all
landmarks which can be felt to the right. Any route can be broken down into three
cases: the destination is in the same corridor, the destination is on the same ﬂoor but39
Figure 5.2: Visual Representation of Datastructure
diﬀerent corridor or the destination is on a diﬀerent ﬂoor. We can determine which
case applies by searching the data structure to discover where the start point and
destination are located.
In the simplest case where the room is in the same corridor we just have to process
that corridor to extract a descriptive route between the doors of the two rooms. The
method for doing this looks at the x-y positions of the doors of each room and from
this works out which way to turn and which way to walk to get to the destination
door. Since the corridor contains a collection of landmarks with speciﬁc x-y points
the method can work out which ones lie in between the origin and the destination.
From this information a descriptive route between two rooms in the same corridor
can be derived.
The case where the destination room is on the same ﬂoor, but in a diﬀerent corridor
to the starting room must make use of a graph search algorithm to determine which
corridors to pass through to arrive at the destination corridor. The algorithm used
is a slightly modiﬁed best-ﬁrst search. This was chosen because it was simple to
implement and the performance was not an issue due to the small amount of data
being processed. The algorithm returns a list of the corridors which must be passed
through to arrive at the corridor containing the destination room. This can then be
treated as multiple cases of rooms in the same corridor, only using the corridor doors40
instead of room doors as start and end points.
The most complex case is where the destination room is on a diﬀerent ﬂoor to the
starting room. The ﬁrst problem is how to get from one ﬂoor to another. Clearly, the
route should go through the nearest staircase, which is just the previous case where
the start and destination are on the same ﬂoor but (possibly) diﬀerent corridors. The
only diﬀerence is that the system must ﬁrst work out which is the nearest staircase.
A staircase must then be treated as a special object so that the system can work out
that it should now start at the same staircase but on a diﬀerent ﬂoor. From this point
it is then another case of same ﬂoor, diﬀerent corridor to work out how to get to the
ﬁnal destination.
The ﬁnal algorithm for working out the route between rooms works well for the pur-
poses of this project. It would also work well for any single ﬂoor plan that could be
created by someone else; assuming they correctly input the data in the XML ﬁle. The
only situation where it may not work correctly is in custom created buildings with
multiple ﬂoors. The method used for traversing ﬂoors is not ideal and is tied to the
name given to each staircase which must be of a speciﬁc format otherwise the system
will not be able to process it. In retrospect, a better implementation of this small
aspect would beneﬁt the adaptability of the system and would not be a very diﬃcult
change to make. However, the algorithm can ﬁnd the route between any two rooms
in the building used here so serves its purpose well.
5.4 Software Overview
With a good data structure to support the functionality of the system the rest of the
components could be put in place. The methodology used was to try and split the
tasks the software had to perform into logical packages. The diagram in appendix C
shows the logical organisation of the components of the system.
Following good object oriented design techniques the tasks were further split into
manageable classes which hid as much of the implementation detail as possible. This
was important when implementing the system because at any point it could be discov-
ered that a part would need to be completely reimplemented due to a design change.
Keeping the classes as self contained as possible came in very useful at later stages
when this did actually happen.
Most of the code was written from scratch in C#. C# was chosen because it is well
supported and relatively easy to code in compared to some languages. Also, most of41
my experience is in coding Java and the C# syntax is relatively similar. To provide
speech and sound functionality external libraries were used which are discussed further
in the following section.
This section overviews the main components of the software. As an overview there
is little technical detail; the focus is on what each component does and not how it
does it. The actual implementation follows good design and coding practises where
appropriate, but does cut some corners in order to get a working system in the time
available. The names of classes and packages refer to the diagram in appendix C.
5.4.1 Components
The DataHandler package handles the data structure and logging functionality of the
system. It provides an interface for the rest of the system to use this functionality for
tasks such as ﬁnding rooms or logging mouse movements. The diﬀerent components
of the package are as follows.
The Parser parses the external XML ﬁle containing building information and stores it
in the form described previously. Some computation must be carried out to do this for
example translating landmark tags, which just specify a corridor side and a distance
along that side, into objects with an absolute x-y location. The more computation
the parser is forced to do the easier the XML ﬁle would be to create, and the less
detail would have to be provided. However, due to time constraints the Parser does
not work out much by itself, and relies on a detailed XML ﬁle.
The RouteProcessor contains the algorithm for working out the route between two
rooms in a building as described previously. The logic is self contained and uses the
main data structure to process the route. An interface is provided for other parts of
the software to use.
The logging facilities capture mouse movements and mouse clicks made on the main
map window. This had to be captured as part of the evaluation process detailed in
chapter 6. It stores each session in a text ﬁle.
The Display package handles the visual display and low level interaction with the
tablet. It makes use of the functionality provided by the Windows Forms packages to
display a map of the building and handle low level events.
The MapWindow is the main Windows Form which receives all of the events caused
by the tablet, mouse or keyboard. The tablet driver works in such a way that the
stylus movements appear as mouse movements and the stylus clicks as mouse clicks42
which makes it possible to handle events simply as if it was a mouse causing them.
The buttons on the tablet can be mapped through the driver software to keyboard
buttons and so these events can be handled in the same way keyboard events would
be. The Form contains all the controls used to display the map and reacts to diﬀerent
mouse and keyboard events on them.
The ControlLibrary is a library of custom Windows controls used to display the visual
map and capture interaction events. They are essentially custom versions of standard
Windows buttons and so receive all the events, such as mouse down or mouse over,
which would be expected. Each type of control relates to a diﬀerent feature of the map,
such as room or corridor and is attached to diﬀerent event handlers to appropriately
handle interactions. Each also has contains code which describes how to draw the
control onto a canvas and a contextual sound that is played on appropriate events.
The Renderer uses the main data structure to create instances of the appropriate
controls and display these in the correct positions on the visual display. It can be
created with a scale factor in order to ﬁt the display to diﬀerent screen sizes. This
means that the XML ﬁle can be created to ﬁt one coordinate system but the actual
map can be displayed at any size. It was necessary to do this because the childrens
personal laptops which may be used to run the system would likely be diﬀerent sizes.
The InteractionHandler package handles and processes events at a higher level than
the main window. To do so it requires functionality provided by external packages to
provide sound and speech. It also must make use of the main data structure in order
to correctly identify routes and parts of the building.
The InteractionProcessor contains the event handlers for each of the custom controls
deﬁned in the Display package. Several diﬀerent types of events must be handled for
each control to provide rich and responsive feedback to the user. The Interaction-
Processor must also store the state of the map with respect to what has been clicked
or moved over previously in order to play sounds or speech at the correct points.
Handling all the events in one class like this makes it easy to change the behaviour of
the system to test diﬀerent styles of interaction.
When events are handled the InteractionProcessor uses two external libraries to pro-
vide sound and speech feedback.
Speech is provided by the Microsoft Speech API[7] which integrates easily with the
.NET platform. It provides a number of functions for speech recognition and text to
speech functionality. The SpeechProcessor provides an interface for the rest of the
application to access speech functionality through this API.43
Sound is provided by the open source FMOD[8] package. It provides numerous meth-
ods for dealing with sound playback in a fast and eﬃcient manner. It also provides
support for 3D sound, which was not used here but may be useful in future versions of
the software. The SoundProcessor provides an interface for the rest of the application
to access sound playback functionality.
The ﬁnal component of the InteractionHandler package is the audio menu system.
This handles events from the InteractionProcessor relating to the audio menu which
can be accessed through the buttons on the tablet. It allows the user to browse all of
the rooms and corridors in the building non-visually.
5.5 Conclusion
This chapter has detailed the implementation of the system. The main tasks were to
create the overlay, create the contextual sounds, design a data structure to support
route ﬁnding and ﬁnally implement the software. The ﬁnal implementation has a few
ﬂaws which could be improved upon, but on the whole supports the system very well
and provides the functionality required by the requirements set out in chapter 2.Chapter 6
Evaluation
This chapter discusses the evaluation of the ﬁnal system. The evaluation was split
into two parts - an initial pilot evaluation and a review style evaluation with a visu-
ally impaired volunteer. Originally the evaluation should have been carried out with
visually impaired children from Uddingston Grammar School, but ethical approval
was not received in time so this was not possible. After the ﬁrst evaluation the sys-
tem was modiﬁed slightly to remove bugs and change certain things participants had
found diﬃcult. The ﬁnal evaluation was then carried out using the revised version
of the system with a visually impaired volunteer. The results of both evaluations are
discussed with respect to what can be learned from this study.
6.1 Initial Evaluation
This section discusses the initial evaluation which was carried out on the system during
its ﬁnal stages of implementation. Justiﬁcation of the design of the experiment is
provided along with a discussion of the results. The results of this evaluation helped
to tailor the ﬁnal version of the system before the ﬁnal evaluation.
The reasons for carrying out this initial pilot evaluation were to show up any bugs in
the system and highlight any major usability problems. Visually impaired participants
were not available at this point so instead, blindfolded sighted participants were used.
The way they use the system was likely to be diﬀerent than a truly visually impaired
person, but for the purposes of this experiment that was allowable. The important
aspects being tested were that the system would stand up to the unanticipated things
that users would do to it, and also that the experimental design was sound. This was
supposed to be a pilot evaluation to test the suitability of the experiment before the
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ﬁnal evaluation.
6.1.1 Experimental Setup
The experiment was set up as ﬁgure 6.1 shows. A blindfolded user would sit at a desk
with the tablet in front of them and the stylus placed in their hand. A video camera
on a tripod was then set up so that it was pointing at the users hands over the tablet.
Nothing in the video would identify the user. The visual display was in front of the
user but was unused as the user was blindfolded. Speakers connected to the laptop
running the software provided the audio feedback.
Figure 6.1: Experimental Setup
Six blindfolded, sighted students between the ages of 22 and 24 participated in this
experiment. Participants were ﬁrst informed of how the experiment would be run.
They were asked to read the introduction script and were permitted to see the tablet,
but not the visual display, before being blindfolded. The controls of the tablet were
explained and the participant given a chance to experiment with them. They were
then asked to carry out a series of ﬁve tasks which simulated the variety of tasks the
system would be used for. The task was read out to the user before beginning it
and they were free to ask for clariﬁcation at any time. Participants were encouraged
to talk about what they were doing as they carried out the tasks. In general the
evaluator did not provide any help with using the system, but on occasion when a
bug caused a problem help was provided.46
As the participants carried out the tasks a number of things were being recorded. The
video camera was set to record the audio of the participant thinking aloud and the
video of their hands moving over the tablet. The software recorded mouse movements
and clicks and timed how long each participant took to complete each task. After
the participant had ﬁnished all of the tasks they were asked a few short questions to
capture their views on the system. The question sheet used can be seen in appendix
E.
For the purposes of the initial evaluation this experimental set up seemed like the best
way to capture the information required. The audio track of the participant thinking
aloud could be compared with the video of their hands moving over the tablet to
easily see any problems with the overlay. This could also be compared against the
cursor log and where the user had clicked to discover any confusing areas of the map.
The cursor log could also be used to analyse the strategy the participant had used
in completing the tasks. Finally, the questionnaire would provide a clear indication
of how easy to use the participant perceived the system to be, along with what they
liked or disliked about it.
The experiment was run without any major problems and all of the required data was
captured. The only technical problems arose from bugs in the software. At this point
the evaluator had to step in and stop the task. For this reason some of the timing
information for the tasks had to be discarded. However, this was to be expected as
the nature of the experiment was to show up any bugs in the system.
6.1.2 Recorded Results
Tables of results for the average time for each task and the answers given in the
questionnaire are shown in appendix D. Where the data was invalidated the average
has been taken over the times of the participants who managed to complete the
task successfully without any system errors. The numerical answers to the ﬁrst three
questions are averaged over all the participants and the results shown in tabular form.
The questions were answered on a scale of 1 to 6, with 6 being the best score. The
other answers provided more detailed feedback which is discussed in the next section.
Looking at ﬁgure D.1 in appendix D, we can see that the average answer given for
each question is above the mid point of the scale. This shows positive results for these
aspects of the system.
The ﬁrst question asked the participant how well they felt they understood the layout
of the school. This was asked to gain an understanding of whether the map could47
be understood in terms of the real world. Although some participants felt quite
conﬁdent about the layout of the map, others were much less so. The ones who felt
less conﬁdent expressed that they would need more time with the system before rating
their conﬁdence on the layout higher. The participants who answered higher on this
question tended to be the ones who used a very fast strategy for navigation and so
were quickly feeling all over the map and hearing descriptions of all the diﬀerent areas
of the school.
The second question asked the participant if they found the contextual sounds helpful.
There was a mixed response on this question, which again, seemed to depend on the
strategy used to navigate the map. It seems all the participants found the sounds
useful in some way, but the ones who rated higher tended to be the people who used
the sounds instead of the speech for navigating the map.
The third question asked the participant how easy they found the system to use.
Every participant rated 5 on a scale of 6 here so this shows promising results. Some
said that although they were slightly confused to begin with, due to never having used
a similar system before, they quickly grasped the concepts of how it worked.
Figure D.2 in appendix D shows the average completion times for each task. These
give a good idea of the approximate times it took for people to complete the tasks, but
are not meant as accurate results. The reason for this is that bugs interrupted some of
the tasks causing them to either take slightly longer or be stopped before completion.
However, as a rough guide to how long tasks took the ﬁgures are promising. Most of
the tasks were completed within about 2 to 3 minutes and this was only after a short
training period with the system. As users get more experienced it is most likely that
they will be able to complete tasks much faster.
6.1.3 Observations
Aside from the empirical data provided by the measurements and questionnaires, a lot
of anecdotal information was gathered from observing the participants and from the
answers to the more freeform questions asked in the questionnaire. This is discussed
here and served as a basis for making some ﬁnal changes to the system.
The ﬁrst thing that became apparent when listening to the participants think aloud
process was that there was some information the system was providing that was con-
fusing or conﬂicting. For example when clicking a certain corridor the system would
say Home economics corridor, but the classrooms inside the corridor were called Food1,
Food2 etc. Also when trying to ﬁnd the library users would become confused because48
the ﬂoor description speciﬁed that the library was on a particular ﬂoor, but none of
the corridor descriptions mentioned a library. A number of these small inconsistencies
arose and were noted to be changed after the evaluation.
In terms of the feedback given from the system, most users were happy with the
sounds used. Most were able to identify the contextual sounds when over certain
rooms in the building and liked the fact they could clarify by getting the name of
the room read out. Some participants mentioned that they did not understand the
meaning of the sound used to represent an inaccessible room, however, after it was
explained what it meant they felt it was a useful sound to have. This shows, as one
would expect, that there is a learning curve to understanding the feedback from the
system, but that for the most part it is quite shallow.
Some participants expressed annoyance at the amount of speech used in some of the
corridor descriptions and longer routes. The participants who felt this could be linked
by the type of strategy they used to navigate the map. Those who used a lot of
rapid clicks and movements were more annoyed by it than the participants using
more careful, thought out strategies. More on the strategies adopted by diﬀerent
participants is provided in section 6.3.
Some annoyance was also expressed regarding the way doors are represented. Par-
ticipants who moved the stylus very quickly over the map complained that the door
sounds all merged into one and could so they could not identify how many doors they
had passed. Also, when clicking a door, the room does not become selected, which
confused some participants. This could be because when moving quickly over the map
the user has no way of detecting that the door is actually a physical object and not
just a sound played at certain points. Although the door sound is played when the
stylus moves over a door object it could be perceived that clicking should still provide
the same response as clicking a room.
The ﬁnal observation made about the way the software works was that participants
had trouble detecting where room boundaries were. For example, when moving down
a corridor containing all of the same type of classroom, the only way to know that
the pointer has entered a new room is that the contextual sound starts again. When
moving quickly across rooms this may not be immediately obvious. Some participants
adopted a strategy of clicking very quickly as they moved down a corridor in order to
determine where a new room started. This works but is not ideal for a system such
as this.
The main observation made about the hardware of the system was that the partic-
ipants would never think about using the menu system to ﬁnd a particular room or49
a route between two rooms. Each one preferred to navigate the map using the sty-
lus to ﬁnd their target. There could be a number of reasons for this. Firstly, the
menu system may not have been explained clearly enough during the introduction.
Secondly, the participants may just not have remembered about it - or felt that they
were supposed to use the stylus to interact with the system. Thirdly, it could have
been because the participants found it diﬃcult to feel where the buttons were and
remember what they did.
The ﬁnal reason stems from the observation that a number of participants had prob-
lems ﬁnding where the slider bar was to change ﬂoors. The buttons on the tablet
are all smooth and are diﬃcult to distinguish between without sight. Furthermore, it
seemed awkward for the participants to swap the hand they were holding the stylus
in to use the slider bar. Some even tried to use the stylus to activate the slider which
is likely due to poor explanation of how the slider works.
Another few problems stemmed from the way the overlay is constructed. The ﬁrst is
the trouble some participants had in feeling the ridges which the stylus should be on
to hear room descriptions. This refers to the sections at the sides of corridors where
the overlay is cut to half thickness. Often the user would think they were on this
ridge, when, in fact, they were on the highest level of the overlay and would become
lost because they moved the stylus too far. The fact that the stylus is held like a pen
contributed to this because the angle at which it is held made it more diﬃcult to feel
ridges on the right hand side due to the body of the stylus getting in the way (for the
right handed participants).
The second problem surfaced when discussing the system with some participants after
the experiment. Some felt that the small ridges to represent changes in corridors were
confusing because without sight they just felt like another wall. Furthermore the ridges
built into the walls which represent staircases caused the users frustration for the same
reason. Some mentioned that it would feel much more natural to be able to move the
stylus around without worrying about bumping into anything except main walls. It
was expressed that this broke their concentration because they had to deal with the
possibility that they were moving the wrong way. This could be because sighted users
are not used to feeling for tactile representations of map objects. However, it should
be taken into consideration because the corridor dividers may not be required given
that the system speaks a corridor name when moving between them.
The third problem concerned the way the plan is laid out on diﬀerent ﬂoors. Due to
the fact that most of the upper portion of the map is not used on ﬂoors 1 and 2 users
became confused that clicking on what seemed like a useable area of the tablet would50
result in a response indicating they were outside of the map. Some users thought the
system was broken at this point and the evaluator had to explain what was happening.
Others ignored it and carried on, but expressed their confusion later upon seeing the
visual display after the experiment.
Even though some participants disliked the tactile representations of corridor bound-
aries and staircases, a few found the staircase representations useful as landmarks for
detecting the edge of a corridor properly. These participants also expressed interest
in being able to feel each door along a corridor as a raised bump or slightly indented
wall.
On the whole the feedback from users was positive despite the problems described
here. The strategy used by the participant to navigate the map seems to make a
diﬀerence to how they felt about the system as a whole. Some of the problems
observed were things that might not cause annoyance or confusion to someone with a
visual impairment who is used to accessible technology. However, there were a number
of minor changes to be made to the system before the ﬁnal evaluation.
6.1.4 Changes Made
After the initial evaluation some minor changes were made to the system in order to
improve the usability and usefulness of it. This section details these.
One aspect which seemed to particularly annoy users was the fact that once a route
had been selected there was no way to stop it being read out. A long route can take
quite a few seconds to be spoken so if the wrong one is selected this can be quite
frustrating for the user. It was a design decision initially not to have a button to skip
the route because it might be pressed accidentally, but after observing users of the
system it was felt one was needed. The long description button on the stylus can now
be pressed in order to skip the route being read out.
Another aspect which seemed diﬃcult for the participants in the evaluation was being
able to tell when they had crossed a room boundary. At the design stage it had been
considered that there should be a sound played when the stylus moves between rooms,
but this was not implemented because it was felt it might overwhelm the user with
sound. Depending on the strategy taken by the user this may be the case, because
moving the stylus very quickly will cause a lot of sounds to played in quick succession.
However, it was decided that it would improve the usability of the system to indicate
when the stylus had moved between rooms. The change made was to play a ‘thud’
sound as it does so. This is a short sound so as not to confuse the user and is also51
easily distinguishable from the other sounds that may be playing at the time.
Some other very minor changes were made. These mostly involved bug ﬁxes which
had been shown up by the evaluation and changes to the descriptions of some parts
of the building to make them more consistent.
6.2 Final Evaluation
The ﬁnal evaluation should have been with the children of Uddingston Grammar
School, but because ethical approval was not received in time this was not possible.
Instead, a volunteer from the Glasgow Royal National Institute for the Blind agreed
to evaluate the system from a visually impaired persons perspective. The volunteer
has been completely blind for a number of years and has a lot of experience in helping
evaluate accessible systems for Glasgow University.
The evaluation was carried out in an exploratory manner. No set tasks were given,
but the system was explained to the volunteer and he was asked for his opinions on it.
Since the volunteer had a lot of experience with accessible systems and was an adult,
this did not provide the same results as evaluating with visually impaired children
might have, but was very useful in gathering new ideas for the system.
6.2.1 Discussion of Results
The ﬁrst remarks made by the volunteer concerned the overlay. He found the two
depth levels confusing and seemed to ﬁnd the ridges at the sides of the corridors quite
diﬃcult to ﬁnd and put the stylus on to. His expectation was to ﬁnd indentations
representing rooms and doors instead of just a smooth wall and also said that perhaps
the overlay should be inversed so that corridors are raised but rooms are indented.
Also the small ridges which represent ﬁre doors between corridors were thought to be
oﬀ-putting because they felt too much like a full wall. The idea was put forward that
the system should perhaps speak an instruction when the stylus reaches one of these
so that the user knows they are doors and not walls. The main point to be taken from
these remarks seemed to be that he would prefer 3 diﬀerent overlays to represent the
diﬀerent ﬂoors so that more detail could be provided on each overlay.
The next aspect the volunteer picked up on was the contextual sounds. He thought the
sounds were mostly good representations, but did not ﬁnd them very useful. Instead
it was expressed that he would rather just hear the room name being spoken out as52
the stylus moved between room boundaries. However, on further discussion he agreed
that the sounds made the system more interesting and could be appropriate for an
educational setting where the target users would be children.
There were some aspects that the volunteer found confusing when using the system.
At one point he was talking while moving the stylus over the tablet, but not actually
touching it, and did not understand why the system was still responding. This is due
to the way in which the tablet works; it can detect the position of the stylus even if it
is around a centimetre oﬀ the surface. The tablet driver does not allow the sensitivity
to be conﬁgured. It may be beneﬁcial to try the system with a diﬀerent tablet that
is not quite as sensitive.
The other confusing aspect for the volunteer was trying to understand the route.
His natural instinct was to try and trace the route with the stylus as it was spoken,
but the route was spoken too quickly, even at the slowest reading rate, to do this.
The simplest way to solve this would be to slow down the speech some more, but
other suggestions to allow control of the playback of the route were made which are
discussed in the further work section in chapter 7.
The ﬁnal point discussed during the review was the device used for interaction. Al-
though the volunteer could use the stylus to interact with the system, he suggested
that a diﬀerent device might be easier. Ideally, he would like a stylus that could attach
to a ﬁngertip and buttons that could be held in the other hand. This kind of device
would feel more natural to him in the way he is used to exploring tactile diagrams. If
such a device exists it may be useful to try the system with it and carry out another
evaluation.
Despite these problems being pointed out the volunteer thought the system would be
very useful for teaching children. He approached the review from a very critical point
of view so a lot of the feedback gained referred to things which might cause problems.
This will be useful for developing the system further at a later date. However there
were a number of positive aspects he also picked up on.
In general he thought the choice of hardware for the system was good for the purposes
of the system. He liked the fact that he could ﬁrst get an overview of the plan using
his whole hands. This is the natural way in which a visually impaired person will
use a tactile diagram and so is very useful in the system. He also liked the fact one
hand is still free to explore the rest of the map while one hand holds the stylus. This
seemed to make it easy for him to understand where one object was in relation to
another.53
In terms of the feedback from the system he found the diﬀerent levels of detail in the
descriptions very useful. This was particularly evident when moving between ﬂoors
for the ﬁrst time or in trying to remember what was on a ﬂoor. Also the sounds
the doors make as the pointer moves over them would be useful to him in ﬁnding
his way down a corridor. He expressed that it would be also useful to have a sound
for landmarks along a corridor in the same way. This was something that is actually
implemented in the system but was not in the demo version because the school could
not provide information about the actual positions of landmarks such as radiators and
ﬁre extinguishers yet.
Overall the volunteer thought that the system would work for teaching children routes
with only some minor modiﬁcations. The combination of intuitive hardware and useful
feedback lead him to believe that he could use the system to ﬁnd his way around a
building.
6.3 Usage Strategies
When observing participants in the evaluation it was noticed that there are a number
of diﬀerent strategies people use to work with the system. These could have an eﬀect
on the way such a system is designed and so it is useful to discuss some of these
ﬁndings.
The blindfolded participants used diﬀerent strategies to that of the visually impaired
participant. This is most likely due to the fact they are not used to accessible tech-
nologies such as Braille or raised paper diagrams and so have not developed eﬃcient
methods for using them.
The two main strategies employed by this group could be categorised by those that
preferred to use the speech feedback to ﬁnd their way around, and those that preferred
to listen to the contextual sounds.
Those that preferred speech output tended to move the stylus around the map very
slowly and methodically clicking on each corridor or room until they found the appro-
priate one. Most discovered that the best way to detect room boundaries was to keep
clicking and moving the stylus very slowly down the corridor until the speech changed
to say the new room name. The people who performed best using this strategy were
the ones who made use of the diﬀerent levels of descriptions. They would start with
a ﬂoor description then listen to corridor descriptions, before ﬁnally selecting the cor-
rect corridor and ﬁnding the correct room. The ones who did not grasp this concept54
as quickly had more trouble in completing the tasks.
The participants that tended to use the contextual sounds to ﬁnd their way around
were much less methodical in their approach. They would tend to move the stylus
quickly around the map and jump from corridor to corridor without paying attention
to the full description. Also, they would not make many clicks, preferring to ﬁnd the
correct contextual sound and then start clicking to ﬁnd the correct room. Most did
not make use of the coarse to ﬁne detail level either. However, despite the lack of a
methodical approach most of these participants still managed to complete the tasks
quite quickly.
The blindfolded users all had slightly diﬀerent strategies towards using the system,
but these are the general approaches. One other observation was that most of these
participants did not use their free hand to feel the map. Instead they would just use
the stylus to trace routes around the useable area of the tablet, and this could be
why some became frustrated with the small ridges between corridors. It is interesting
to note that, although many only used one hand, they still managed to complete the
tasks relatively quickly.
The visually impaired user was not asked to perform any speciﬁc tasks, but his strategy
could still be observed. At ﬁrst he explored the whole overlay with both hands to get
a general overview of the plan and then used the stylus to move around and explore
the detail. As he moved the stylus he would feel with his free hand to help guide
the stylus towards the ridges at the edges of corridors or the doors between corridors.
He also preferred to use whatever speech based cues were available, rather than the
contextual sounds to navigate.
6.4 Conclusion
Although the ﬁnal evaluation did not run as planned two useful experiments were car-
ried out and provided interesting results. Both evaluations highlighted some usability
problems with the system and provoked suggestions for further work on the system.
However, on the whole the feedback from the participants was positive and most were
capable of using the system eﬃciently.Chapter 7
Conclusion
This chapter draws a conclusion to the work on this project. The success of the project
and system are ﬁrst evaluated with respect to the requirements and objectives set out
previously. Some guidelines for designing similar systems are then set out based on
what has been learned from this research. Finally suggestions for further work and
how the system could be developed are set out and discussed.
7.1 Achievements
This section looks at how successful the project has been in terms of its original goals.
These are set out as system requirements and project objectives in chapter 2.
On the whole, this project has run smoothly with no major problems. The system
has been fully designed implemented and evaluated and the results analysed.
Looking ﬁrstly at the system requirements gathered through discussion with staﬀ at
the school we can see that the system completely satisﬁes most of the list. Each of
the tasks and features set out here has been implemented in the ﬁnal system and
work correctly. Furthermore a great deal of eﬀort has been put in to making these
features easy to use for a visually impaired person. The requirement that the children
should be able to run the system on their own laptops has been partially satisﬁed. It
is possible for them to do this, but they will require the tablet, overlay and a teacher
to install the system.
Looking at the project objectives we can again see that they have all been satisﬁed
during the course of the project. Most of these objectives relate to the functionality
of the system which has been implemented and works correctly. The objective to
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provide an accessible user interface has been completed and the evaluation of the
system provides some idea of how successfully it has been fulﬁlled.
The results of the evaluation of the system were, on the whole, positive. A few minor
usability problems were pointed out and a number of suggestions for enhancements
were gathered, but in general people found the system easy to use and thought it
would be useful for the task it is designed for. Unfortunately the ﬁnal evaluation
could not be run as planned due to not receiving ethical approval in time, but this
will be carried out in the near future.
7.2 Guidelines for similar systems
In evaluating the system a number of lessons have been learned as to what works
well when designing a system such as this. Observing people using the system and
gathering their feedback makes it possible to set out some guidelines for designing
future mapping system for visually impaired people. These are as follows:
• The system should always produce feedback for whatever action the user carried
out. No feedback confuses the user and can make them think the system is not
working. Evaluation participants were very grateful of the instructions on how
to get back to the map when they clicked outside it.
• The user should always be made aware of what they are clicking on. Without
a visual display there has to be a way for the user to know what kind of map
object their cursor is over and the boundaries of that object. This became
evident when users moved between rooms or over doors as described in chapter
6.
• An overlay should allow for continuous movement around the map. Too much
detail on an overlay will likely cause the user confusion and make the system
diﬃcult to use. It should also be entirely consistent with the audio/speech
feedback. A source of confusion in this system was that the same overlay was
used for ﬂoors which were very slightly diﬀerent.
• Controls for the system should all have tactile icons so that the user knows
where they are. This system did not and it was one of the major complaints
made by participants in the evaluation.
• Design to allow experienced users to do things quickly otherwise it is likely they
will quickly become frustrated. In the evaluation users understood how to use57
the system a lot more quickly than anticipated and so it is possible the control
system could have been more complex and eﬃcient without reducing the ease
of use.
• Be aware that diﬀerent users will employ diﬀerent strategies for tasks using the
system and design to accommodate this. The evaluation showed many diﬀerent
strategies for achieving the same goals.
• Contextual sounds should start immediately because some users will move very
quickly over the map. Sounds that must be distinguishable from each other and
represent numerous objects on the map (i.e. the doors in this system) must be
kept very short for the same reason.
7.3 Further Work
7.3.1 Changes
Although the system was successful in the context of this project there are a number
of improvements which could be made and new features which could be added to
enhance the system. Some of these are ideas that there was no time to implement
during this project and others stem from the evaluation results. This section details
some of the main recommendations for future work on the system.
The ﬁrst recommendation, and the one most likely to make the most immediate
diﬀerence to usability of the system, regards the overlay used on the tablet. Due to
the diﬃculties of having a visually impaired person change overlays between ﬂoors only
one was used to represent all of the ﬂoors. The ﬂoors were slightly diﬀerent in layout
and this lead to some confusion for participants in the evaluation. An improvement to
this could be to use three diﬀerent overlays and attach markers to the tablet so that a
visually impaired person could ﬁt them properly. The overlays could have embedded
RFID chips so that the system knew which one was on the tablet and therefore could
tell which ﬂoor to switch to.
This may beneﬁt the system because the overlay will be more exact in its represen-
tation of a ﬂoor. However, it may be annoying for the user to be constantly having
to change overlays. If this was the case it would be possible to use a simpler overlay
which only represented the three wings of the building where most of the classrooms
are located. This would be suitable for the purposes of this system, but clearly does
not solve the more general problem.58
Another change to the tactile nature of the system could be to attach a vibro-tactile
device to the stylus to provide an extra medium for feedback. Previous work similar
to this has been carried out at Glasgow University and is detailed in [12], [11] and
[29]. This system could employ a similar method for providing extra information
using tactons. The most obvious place for this kind of feedback would be in moving
between rooms on the map. A vibration could be felt instead of a sound being heard
to reduce the amount of sound coming from the system. This would be beneﬁcial
because too many sounds may overwhelm the user, but if the feedback could be split
between sounds and vibrations it may make it easier.
From the evaluation with a visually impaired volunteer it became clear that work
needs to be done to improve upon the route description functionality. The main
criticism was that the route is spoken too fast, which would be simple to change, but
the problem runs slightly deeper. The initial reaction from this user when hearing
the route was to try and trace it on the map with the stylus. However, he could
not manage this because the route was to fast. Two ideas were discussed on how to
improve the route functionality.
Firstly, would be to have a button which cycles forwards and backwards through
sections of the route description. This idea was discussed during the design stage, but
there was no time to implement it and also it was felt that it might complicate the
controls too much. However, in light of this evaluation it may be very beneﬁcial to
implement such a feature to make learning a route easier.
The second idea was put forward by the visually impaired user. He suggested having
a feature that allows the user to trace the route section by section and have the next
directions read out upon reaching certain checkpoints with the stylus. For example
the system may say turn right and continue to the end of the corridor and would not
speak the next part of the route until the user had traced this with the stylus. This
idea could be developed in a future version of the system and would likely help users
to discover and remember rotues.
7.3.2 New Features
Aside from the changes to the system and its interactions there are some additional
features which could be added. The main one which would be very useful in extending
the functionality of the system would be to implement an editor for the maps used
in the system. As described in chapter 5, the storage format for the map ﬁle is XML
and is designed to be easy to understand and edit. This means that it is possible59
for someone to create a new map by hand and design an overlay for it. However,
it is perhaps slightly too technical for the average user to achieve this. Designing
a graphical editor for the map ﬁles would be a worthwhile extension to the system.
This would be likely used by sighted users to create maps of areas to teach visually
impaired users about. Ideally, teachers could use it to create maps which help in their
lessons. The editor could be designed in such a way that the user just drags and
drops controls onto a representation of the overlay which they will use. In this way
the system could also generate a template for the overlay to be either cut from card
by hand or sent to a workshop to be cut from plastic as in this project.
Another useful teaching aid may be to develop, along with the editor, an application
which could be used to create interactive lessons using the system. This could be
a simple application whereby the teacher sets up questions and answers which the
pupils use the map to answer. The children could be provided with feedback as to
whether they gave the correct answer and help for when they did not. This would be
a useful and fun addition for the children using the system and would help teachers
make sure they understand the maps being used properly.
The ﬁnal main addition to the system was suggested by the visually impaired volun-
teer. His opinion was that an interactive tutorial on how to use the system would be
very beneﬁcial. Clearly, the tutorial would have to be audio based and would lead
the user through the main tasks they could use the system for. It would also have
a reference section which informed the user what a certain sound meant if they did
not immediately understand it. This would be another very useful addition because
the system would be used in an educational environment. It reduces the need for any
teachers to be involved in showing the pupil how to use the system.
7.4 Conclusion
To conclude, this project has run smoothly with no major problems and has suc-
cessfully completed its objectives. Unfortunately, the ﬁnal evaluation with visually
impaired children could not be carried out due to not receiving ethical approval in
time. However, an evaluation with one visually impaired person and a group of blind-
folded, sighted users was carried out. The feedback from participants in the evaluation
was positive and all signs point to the system being easy to use and useful for its pur-
pose. The next stage should be to further evaluate the system with visually impaired
people and develop additional features to make the system useful in a more general
context.Appendix A
Requirements Gathering Interview
Questions
1. Can you describe the problem you are hoping the system we develop will solve in
a few sentences?
2. How do you currently carry out mobility training when you get new pupils at the
school?
3. Are there any major diﬃculties or problems in doing it this way?
4. In general, how do visually impaired people ﬁnd their way around a known building?
5. And how do they learn the way around a new building?
6. Do the visually impaired children here have any sight or are they completely blind?
7. Can the children read braille?
8. Do the children have much experience using computer systems and/or accessible
technologies?
9. If so what kind of things do they use and ﬁnd helpful?
10. Are you familiar with any of the projects Glasgow universtiy has run with the
school before?
11. If so what, in your opinion, worked well and what did the children enjoy using?
12. Do you have any ideas on how you envisage the system working and could you
describe them?
13. Could you describe three main features you would like to see in the system?
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Original Floor Plans
On the following pages are images of the architectural plans of the three ﬂoors of the
new school building. These were the basis for designing the system.
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Figure B.1: Ground Floor Architectural Plan63
Figure B.2: First Floor Architectural Plan64
Figure B.3: Second Floor Architectural PlanAppendix C
Class Diagram
The diagram on the following page is an abstract representation of the components
of the software for the system.
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Figure C.1: Class DiagramAppendix D
Pilot Evaluation Result Tables
Figure D.1: Table of Average Answer to Numerical Questionnaire Questions
Figure D.2: Table of Average Times (in minutes) to Complete Tasks in Pilot Evalu-
ation
67Appendix E
Questionnaire
68Appendix F
Overlay Template Designs
Figure F.1: Alternative Design for Overlay
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Figure F.2: Final Design for OverlayBibliography
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