In this paper, we obtain a blow-up result for solutions to a semi-linear wave equation with scale-invariant dissipation and mass and power non-linearity, in the case in which the model has a "wave like " behavior.
Introduction
The goal of the present paper is to prove a non-existence result for global (in time) solutions of the Cauchy problem for semi-linear wave equation with scale-invariant dissipation and mass and power non-linearity, i.e., for solutions to the following model:
assuming in some sense that the damping and the mass terms make the equation hyperbolic-like from the point of view of the critical exponent diving the set of admissible exponents into one set which allows to prove a blow-up behavior for global (in time) solutions and a second set which allows to prove a (global) in time result of at least small data Sobolev solutions. The previous model is called scale-invariant, since the corresponding linear model is invariant under the so-called hyperbolic scaling v(τ, y) = v(λ(1 + τ ) − 1, λy), λ > 0.
Email addresses: reissig@math.tu-freiberg.de (Michael Reissig ), alessandro.palmieri.math@gmail.com (Michael Reissig ) Let us formulate analytically, in terms of µ 1 and µ 2 2 , the assumption that we require for our model in this paper.
If we define δ := (µ 1 − 1) 2 − 4µ As it is explained in [22] , the quantity δ describes in some sense the interplay between the damping and the mass term in (1.1) and in the corresponding linear problem. In other words, the qualitative properties of the solutions to (1.1) are different for different ranges of δ (see for example [22, 25, 23] ).
Considering the transformation u(t, x) = (1 + τ )
where
then we find that u solves the following Cauchy problem:
for suitable u 0 , u 1 .
In particular, we see that condition (1.2) allows the choice of a nonnegative ℓ. Therefore, we consider the Cauchy problem (1.5) for general ℓ ≥ 0, k > −2 and nonnegative compactly supported data u 0 and u 1 . We will clarify the condition on k after the statements of the main results in Section 1.2.
Since, we can derive a non-existence result for global (in time) solutions to this last Cauchy problem, then using the inverse transformation in (1.3) we obtain a blow-up result for (1.1) provided that (1.2) is satisfied.
Let us sketch the historical background of blow-up results for solutions to the Cauchy problem      w tt − ∆ x w + b(t)w t + m 2 (t)w = |w| p , t > 0, x ∈ R n , w(0, x) = w 0 (x), x ∈ R n , w t (0, x) = w 1 (x), x ∈ R n , (1.6) that are related somehow to our scale-invariant model (1.1). For the classical free wave equation with power nonlinearity on the right-hand side (which corresponds to the case b(t) = m 2 (t) ≡ 0 in the notations of (1.6)), the critical exponent is the so-called Strauss exponent p 0 (n), which is defined as the positive root of the quadratic equation (n − 1)p 2 − (n + 1)p − 2 = 0.
In particular, we refer to the classical works [16, 17, 8, 27, 26, 15, 39, 41] and references therein for blow-up results when 1 < p ≤ p 0 (n).
In [30] and [40] the massless case with constant coefficients in the linear part is considered. While in [30] the authors have proved the blow-up of solutions in the case of sub-Fujita exponents (that is, for 1 < p < p Fuj (n) := 1 + 3.1]), in [40] it has been shown the same result (however, working in the more general frame of complete noncompact Riemannian manifold and including the critical case) introducing the nowadays called test function method.
On the other hand, we have drastically less blow-up results concerning classical Klein-Gordon equations with power nonlinearity on the right-hand side. In [18] , for example, a blow-up result has been proved in space dimensions n = 1, 2, 3 and for sub-Fujita exponents.
Let us now recall some results to semi-linear wave models (1.6) with time-dependent dissipation b(t)w t and without any mass term, where b(t) = µ 1 (1 + t) −β with β ∈ (−1, 1] and µ 1 > 0. A blow-up result is proved in [20] by using the test function method, if β ∈ (−1, 1) and provided that 1 < p ≤ p Fuj (n). Later in [5] the authors generalized this blow-up result to more general damping terms b(t)w t by using a modified test function method (cf. [3] ). More precisely, the dissipation b(t)w t , that is considered in [5] , is effective according to the classification given in [32, 33] .
Afterwards the case β = 1 was considered in [31] . In this paper the author proves two blow-up results for the scale-invariant case, for 1 < p ≤ p Fuj (n) if µ 1 > 1 and for 1 < p ≤ p Fuj (n + µ 1 − 1) if 0 < µ 1 ≤ 1, assuming a suitable integral sign condition for the Cauchy data. Also in this case the test function method is used in order to prove these results. In particular, for µ 1 > 1 the same result has been substantially already proved with the modified test function method in [3] .
Then in [6] the special value µ 1 = 2 is studied in the scale-invariant case. More specifically, assuming nonnegative, non-trivial and compactly supported data, it is shown that the solution has to blow up in finite time for
The proof of this result is based on Kato's lemma and it relies heavily on the fact that for this special value of the coefficient µ 1 the structure of the model is somehow "wave-like ". Indeed, through the so-called dissipative transformation
it is possible to transform this special scale-invariant model with power non-linearity in a free wave equation with non-linearity (1 + t) [19] the authors took into consideration the scale-invariant wave equation with damping in the case in which, in some sense, we call the model hyperbolic-like. They have shown a nonexistence result for global (in time) solutions for
where the upper bound for µ 1 guarantees the non-emptiness of the range for p, by using an improved version of Kato's lemma, which allows to control the life-span of the solution from above (see [29] ). Finally, let us mention blow-up results which are known for the scale-invariant case when also the mass term is present. In [22, 23] it is proved that the solution blows up for
assuming δ ≥ 0 and suitable sign conditions for the initial data (moreover, in [23] , also the compactness of the supports of data is required). Although the range of p, for which the solution is not globally in time defined, is the same in both results, a different approach is used in the corresponding proofs. While in [22] the test function method is considered, in [23] it is employed a proper modification of the blow-up result for ordinary differential inequalities introduced first in [30] for the constant coefficients case and adapted then in [21] for coefficients b(t) = µ 1 (1 + t) −β , where β ∈ [0, 1). Furthermore, in [22] a further nonexistence result is shown in the case in which the coefficients of the damping and mass term satisfy δ = 1. In more detail, it is proved that the solution blows up in finite time (using Kato's lemma) provided that
and the data are nonnegative and compactly supported. In particular the case µ 1 = 2, µ 2 2 = 0 (already considered in [6] ) is included as a special case there.
In the present paper our goal is to prove blow-up results that generalize or partially improve the results from [31, 6, 22, 19, 23] . After the completion of this paper we received the preprint [14] , where a blow-up result for the semi-linear wave equation with just scale-invariant damping is improved by using a different method. Indeed, as we will explain in the concluding remarks, in that paper the authors develop a technique in the special case µ 2 = 0 which provides a result that covers also cases that we are not able to investigate with the approach of the present paper.
Notations
In this paper, we write f g, when there exists a constant C ≥ 0 such that f ≤ Cg. On the one hand we write f ≍ g when g f g. On the other hand we write f ≃ g when f = Cg for some positive constant C.
As in the introduction we denote throughout the article by p Fuj (n) and p 0 (n) the Fujita exponent and the Strauss exponent, respectively.
For sake of brevity, we put
Moreover, if a(t) := (1 + t) ℓ is the time-dependent speed of propagation for the transformed Cauchy problem (1.5), then we denote by A(t) the primitive of a that vanishes for t = 0, namely
We will employ the notations B r and B r (x) for the open ball with radius r > 0 centered at the origin and at a point x ∈ R n , respectively. Furthermore, we denote by M (u) the Hardy-Littlewood maximal function for any u ∈ L
Finally, by L p,∞ (X) it will be denoted the weak L p space on the measure space (X, M, µ) (see Section C).
Main results
Let us state the main blow-up results that we are going to prove in the present article.
If the exponent p > 1 satisfies one of the following conditions:
where p 1 (n; ℓ, k) := (ℓ + 1)n + k + 1 (ℓ + 1)n − 1 and p 0 (n; ℓ, k) is the positive root of the quadratic equation 10) then u blows up in finite time, that is, T < ∞.
Remark 1.2.
Using the same notations of the previous statement, we find in particular that for ℓ = k = 0 the exponent p 0 (n; ℓ, k) coincides with the Strauss exponent p 0 (n). Moreover, since p 1 (n; 0, 0) = n+1 n−1 < p 0 (n) for any n ≥ 2, we find the well-known blow-up result for the free wave equation with power non-linearity in the special case ℓ = k = 0. Remark 1.3. Let us underline that the discriminant of the second order equation (1.10) is always positive. Therefore, thanks to Descartes' rule it follows that equation (1.10) has one positive root and one negative root. Consequently, the second order inequality
gives actually an upper bound for p > 1. Moreover, we can observe with the same type of argument that p 0 (n; ℓ, k) > 1 since k > −2.
Using the transformation (1.3) we may derive from Theorem 1.1 the following corollaries for the scaleinvariant model with power non-linearity. 
Then v blows up in finite time, that is, T < ∞.
The condition on k in Theorem 1.1 implies that the upper bound for the exponent p in (1.5) is actually larger than 1. Nevertheless, when we consider (1.1) and, consequently, ℓ and k are defined through (1.4), the condition k > −2 makes no sense anymore, since k depends on p. Indeed, the inequalities, which imply the conditions on p in (1.1), are different from those, that imply the conditions for p in (1.5) for k independent of p. More precisely, for ℓ and k are defined by (1.4) the conditions p < p 0 (n; ℓ, k) and p < p 1 (n; ℓ, k) can be written as p < p 0 (n + µ 1 ) and p < p Fuj n + 
(1.12)
5 Corollary 1.6. Let n ≥ 1 and µ 1 ∈ [0, 1). Let us assume that p > 1 satisfies one of the following conditions: 
Remark 1.7. In Corollary 1.6 we used the property p 0 (n) > p Fuj (n − 1) for any n > 1 to show that for
Moreover, in the special case n = 1 and µ 1 = 0 we introduce as usual p 0 (1) = ∞, since solutions blow up, in general, for any p > 1.
. Let us assume that p > 1 satisfies one of the following conditions:
classical solution to the Cauchy problem (1.12) with nontrivial and compactly supported initial data
(v 0 , v 1 ) ∈ C 2 (R n ) × C 1 (R n ) such that v 0 ≥ 0, v 1 + (µ 1 − 1)v 0 ≥ 0.
Then v blows up in finite time, that is, T < ∞.
Remark 1.9. In Corollaries 1.6 and 1.8 the exponent p µ1 (n) is nothing but the exponent p µ1,µ2 (n) for µ 2 = 0.
Overview on our approach
Throughout this article we will consider the time-dependent function
where u is a classical solution of (1.5).
Since we require compactly supported data, by the property of finite speed of propagation it follows that also u is compactly supported with respect to the spatial variables for any time up to its life-span. Therefore, if we prove that G blows up in finite time, then u blows up in finite time as well.
A fundamental tool to estimate the blow-up dynamic of the function G (t) is the so-called Kato's Lemma.
(i) If it holds the inequality
For the proof of the previous result one can see [27, 35] for the subcritical case and [39, 6] for the critical case.
The strategy in the proof of Theorem 1.1 is to apply Kato's lemma to the function G (t) in order to prove that the life span of such a function and, consequently, the life span of the solution u, has to be necessarily finite for p as in the statement. We prove the sub-critical and the critical case of Theorem 1.1 in Sections 3 and 5, respectively. In Section 4 we derive an explicit integral representation formula for solutions to the inhomogeneous linear Cauchy problem in 1d related to (1.5). Here we strongly follow Yagdjian's Integral Transform Approach of the papers [34, 38, 36, 37] . Finally, in Section 6 we prove Corollary 1.4. Some concluding remarks and open problems (see Section 7) complete the paper.
Subcritical case
Let us prove the blow-up result for (1.5) in the subcritical case, that is, when we employ Kato's lemma for the case in which the exponent a in (2. In the following we will employ the functions A = A(t) and φ = φ(t) are introduced in Section 1.1. Thanks to the property of finite speed of propagation, we have
where in the last equality we used the divergence theorem and (3.1).
In particular, from the previous equality we can derive the positivity of G . Indeed, using the convexity of G we get
By using Jensen's inequality we find for large t
In order to apply Lemma 2.1 we need to derive a lower bound for G for large times. To get this bound from below we shall introduce a second time-dependent function G 1 = G 1 (t) defined as the integral over R n 7 of the product between u and a function ψ = ψ(t, x). Therefore, let us choose the t-dependent factor and the x-dependent factor of ψ.
For this reason we consider the function λ = λ(t) with
where K ν denotes the modified Bessel function of second kind (cf. [1, Section 9.6]) and the multiplicative constant C ℓ is chosen in such a way that λ(0) = 1. The function λ = λ(t) is a slight modification of the corresponding function considered in [10] . More specifically, the function λ is a translation of the function which is considered there (of course with different multiplicative constants).
The function λ, defined by (3.3), satisfies the equation
This is a consequence of the fact that K ν is a solution of the modified Bessel differential equation
Furthermore, the function λ satisfies the following properties:
• λ and −λ ′ are decreasing functions and lim
For the proof of these two properties one can see [13] (even though there is only the case ℓ ∈ N considered, the same proof is valid for any real number ℓ ≥ 0). Let us choose the function
The function ϕ has the following properties:
x·ω dσ ω for any multi-index α, and in particular ∆ϕ = ϕ;
The first property follows by the compactness of the unit sphere S n−1 , while Cauchy-Schwartz inequality and the monotonicity of the exponential function imply the second one.
Finally, we introduce the function
Due to the properties of both functions λ and ϕ we obtain that ψ is a solution of the homogeneous linear equation
As we anticipated, we define
So, using Hölder's inequality to estimate
We estimate separately the two factors that appear in the right-hand side of (3.4). Let us start with the integral
According to [39, page 364] the following asymptotic estimate holds:
The continuity of the function ϕ implies the estimate
For the integral over [0, (R + A(t))/2] it is possible to find the same estimate we got for the integral over [(R + A(t))/2, R + A(t)].
Indeed,
Summarizing, we proved
Then, using the asymptotic behavior of modified Bessel function of second kind
(see for example [1, formula 9.7.2]), then for large t we may estimate
Thus,
Let us derive now a lower bound for G 1 (t). We point out that this estimate is slightly easier in our case than that one in [10, Lemma 2.3] because of the non zero behavior of the speed of propagation a(t) = (1 + t) ℓ in a neighborhood of 0.
Integrating by parts we get
where in the second equality for the integration by parts with respect to x we may neglect the boundary integral because of (3.1).
Since we have assumed nonnegative data (the first data is not identically zero) and λ
On the other hand
We have already mentioned the inequality |λ ′ (t)| ≤ C 1 λ(t)(1 + t) ℓ for t ≥ 0 which holds for some positive constant C 1 . Therefore,
Multiplying both sides of the previous inequality by e 2C1A(t) we get
After integration over [0, t] it follows
Hence,
Summarizing, for large t we have
Combining (3.4), (3.5) and (3.6), then for large t we arrive at
Integrating twice the previous relation, we get
for large t.
Finally, we can apply Kato's lemma. So from (3.2) and (3.8) we obtain that G (t) (and, consequently, u) blows up provided that at least one of the following condition is fulfilled:
Since the condition (3.9) is equivalent to the quadratic inequality (1.11) and (3.10) corresponds to p < p 1 (n; ℓ, k). The proof is completed.
Remark 3.1. Let us underline explicitly that in the previous proof the case ℓ = 0 can also be included. In this case it is enough to consider λ(t) = e −t instead of the function defined by (3.3) . Indeed e −t satisfies all properties that we used in the proof for ℓ = 0. Moreover, this special case coincides exactly with the proof of Theorem 1.1 in [39] .
Remark 3.2.
In the previous proof we applied Lemma 2.1 (i), and, consequently, we do not need to take care of the multiplicative constant in (3.8). However, when we are in the critical case, that is, we shall apply Lemma 2.1 (ii), the situation is quite different. Thus, rather than to estimate quantitatively the unexpressed multiplicative constant in (3.8), following the approach of [39] we will obtain an improved version of (3.8) with a further logarithmic factor. In such a way we can immediately apply the second part of Lemma 2.1, since we can make the logarithmic term arbitrarily large considering sufficiently large times. However, before proving this improvement of (3.8), we derive firstly an integral representation formula for a one spatial dimensional problem related to (1.5), that will be helpful in the proof of the case (1.9).
An integral representation formula for solutions to an inhomogeneous linear wave equation in 1d
The goal of this section is to provide an explicit representation formula for solutions to the Cauchy problem
via integral transformations and to investigate the properties of the corresponding kernel functions.
In the further considerations we will follow the approach of [34] and [38] , where an explicit representation formula is derived through integral transformations for solutions to a Cauchy problem for a generalized Tricomi equation (containing the Gellerstedt operator) and for solutions to a Cauchy problem for the KleinGordon equation in the de Sitter spacetime, respectively.
Inhomogeneous case with zero data
The first step is to construct a family of fundamental solutions for the operator
related to the point (t 0 , x 0 ), where t 0 ≥ 0 and x 0 ∈ R, and supported in the forward cone
In other words, we are looking for a distributional solution E + (t, x; t 0 , x 0 ) of the equation
with support contained in D + (t 0 , x 0 ). For this purpose, introducing the so-called characteristic coordinates
and, following the approach of [34, 38] , we get the representation
and
where γ = ℓ 2(ℓ+1) and F (γ, γ; 1; ·) denotes the Gauss hypergeometric function (cf. Section A). Let f = f (t, x) ∈ C 2 (R 2 ) be a source term in (4.1) having the properties
• supp f (t, ·) is compact for any t ≥ 0.
Then, following the approach of [34, 38] we may write a solution of the Cauchy problem (4.1) with vanishing data u 0 = u 1 = 0 in the following form:
Using the property E(t, −y; b, 0) = E(t, y; b, 0) we may also write
It is important to underline that the kernel function of the previous integral is nonnegative on the domain of integration. Indeed, the argument of the Gauss hypergeometric function is an element of the interval [0, 1) for any (b, y) in the domain of integration and, consequently, the function F (γ, γ; 1, ·) is there always positive, since the parameters (γ, γ; 1) are all positive. Actually, for the limit case ℓ = 0 we have γ = 0, but also in this case the Gauss function, which is just the constant function 1, is nonnegative.
The previously defined function u is a solution of (4.1) in the classical sense (even in the weak sense if all integrals are defined).
Homogeneous case
Up to now we derived a representation formula for the solution of the linear inhomogeneous Cauchy problem (4.1), in the case in which the initial data u 0 , u 1 are identically zero. The next step is to derive a representation formula for solutions to the linear homogeneous Cauchy problem
We shall study separately the cases u 0 = 0 and u 1 = 0. The strategy to derive these representations is to reduce the corresponding homogeneous linear Cauchy problem to a suitable inhomogeneous Cauchy problem. Then, applying the result from Section 4.1 and rewriting the obtained expressions in a appropriate way, we will get the desired representation formulas.
But first we are going to prove the following preliminary lemma which is helpful in next sections. In the further consideration we use the abbreviation A(t) := φ(1 + t) − φ(1).
Lemma 4.1. Let E = E(t, x; t 0 , x 0 ) be the function defined by (4.2). Then, the following formulas are valid:

E(t, x; b, y) = E(b, x; t, y), (4.4) E(t, x; b, y) = E(t, y; b, x),
(4.5)
Proof. Properties (4.4) to (4.7) follow directly from the definition of E(t, x; b, y). Since F (γ, γ; 1; 0) = 1 we get for
and, thus, (4.8). The partial derivative of E(t, y; b, 0) with respect to y is
where we used the rule (A.1) for the derivative of F (γ, γ; 1; ·). The partial derivative with respect to y in the last line of the previous formula is
This implies
Consequently, combining the previous relations we derive (4.9) in the following way:
be the inverse function of A. Let us evaluate E(b, y; t, 0) and
we may conclude
that is (4.10).
On the other hand, the partial derivative of E(b, y; t, 0) with respect to b is 13) where in the second term we used again the rule (A.1) and
In particular, since for b = A −1 (A(t) − y) the relations
and (4.12) are satisfied, we obtain the following relation for this value of b in (4.13):
This is exactly (4.11) and the proof is completed.
Homogeneous case with vanishing first data Theorem 4.2. The solution u = u(t, x) of the Cauchy problem
x ∈ R, (4.14)
with u 1 ∈ C ∞ 0 (R) can be represented as follows:
where the kernel
Proof. If u is the classical solution to (4.14), then w(t, x) = u(t, x) − tu 1 (x) is the classical solution to
Therefore, since we have an explicit representation formula for solutions to the inhomogeneous Cauchy problem related to (4.14) with vanishing data we can directly derive a representation formula for u. Indeed, using the same notations of the previous section we have
∂y 2 (x − y) and applying twice the integration by parts with respect to the variable y we obtain
Since the function E(t, y; b, 0) is even with respect to y and, consequently, ∂E ∂y (t, y; b, 0) is odd with respect to y, we find
Using the expressions (4.8) and (4.9) in (4.17) we obtain
Let us go back to the representation formula for u = u(t, x). Using (4.18) we can write u(t, x) as a sum of five terms in the following way:
Let us remark that
Therefore, we can rewrite J 1 as follows:
In particular, we see that thanks to this representation there is a cancelation of the term tu 1 (x) in the expression for u(t, x) and that the second integral on the right-hand side is proportional to J 2 .
Let us define the kernel
Then, we can write u(t, x) as
Now we want to write the integral J 4 in a more suitable way. Firstly, we observe that
is an even function in y, and then, by using Fubini's theorem, we arrive at
On the other hand, E(t, y; b, 0) is symmetric with respect to the variables t and b (see (4.4) ). Thus, using the fact that E is a fundamental solution for the operator T , we have in D + (t, 0) the identity
Consequently, a further integration by parts and the fundamental theorem of calculus provide 
Let us perform the change of variable y = A(t) − A(b) for the first addend in the last representation of J 4 we may conclude
Since for y = A(t) − A(b) the relations
and (4.12) are fulfilled, then, we can write Q 1 (t, A(t) − A(b)) as follows:
Consequently, in (4.20) there are cancelations between several terms and at the end, we obtain
is defined by (4.16).
Remark 4.3.
In the last integral the kernel 
Homogeneous case with vanishing second data Theorem 4.4. The solution u = u(t, x) of the Cauchy problem
where the kernel 
From this point we can proceed analogously as in the previous case. Indeed, we have an explicit representation formula for solutions to the inhomogeneous Cauchy problem related to (4.23) with vanishing data, which provides a representation formula for u(t, x) = w(t, x) + u 0 (x).
Hence, using the notations of the previous sections we have
Let us remark that the integral with respect to y in the previous relation can be estimated exactly as we did in the case u 0 = 0. Thus, we arrive at
Using (4.25) we can write u(t, x) as a sum of five terms in the following way:
Using analogous relations as in (4.19) for u 0 , we can rewrite I 1 as follows:
In particular, we see that thanks to this representation there is a cancelation of the term u 0 (x) in the expression for u(t, x) and that the last integral is proportional to I 2 . Let us define the kernel
Then, we may rewrite u(t, x) as follows:
As we did for the term J 4 in the previous case, now we are going to rewrite I 4 in a suitable way, in order to have a cancelation of several terms between I 4 and the last integral with kernel Q 0 (t, b) in (4.26).
Since
is an even function in y, because of Fubini's theorem, we arrive at
By using (4.21) and the fundamental theorem of calculus we get 
Representation formula
Summarizing, with the same notations as before, we derived in the previous sections the representation formula u(t, x) = Remark 4.8. Because of the nonnegativity of the kernels K 0 = K 0 (t, y) and K 1 = K 1 (t, y) for t ∈ [−A(t), A(t)], after assuming additionally nonnegative initial data u 0 , u 1 we may conclude that classical solutions (even weak solutions) of the linear homogeneous Cauchy problem (4.3) are everywhere (almost everywhere) nonnegative. In particular, under the assumption of nonnegativity of the data u 0 , u 1 , we can estimate from below the solution of the corresponding inhomogeneous Cauchy problem (4.1) by the solution of the inhomogeneous Cauchy problem with the same source but with vanishing initial data.
Critical case
Let us prove the blow-up result for (1.5) in the critical case, that is, when we employ Kato's lemma for the case in which the exponent a in (2.3) satisfies a = q−2 p−1 and k 0 = k 0 (k 1 ) > 0 is sufficiently large. This condition corresponds to the requirements (1.8) and (1.9) in the statement of Theorem 1.1.
Proof of Theorem 1.1 in the critical case. In this section we complete the proof of Theorem 1.1 in the critical case p = p NE (n; ℓ, k). Let us start with the first case p = p 1 (n; ℓ, k), or in other terms, when − k + 2 p − 1 + (ℓ + 1)n = 1.
From (3.8) it follows
G (t) (R + t).
Therefore, by (3.2) we get
