Federated learning refers to a distributed learning scenario in which users/nodes keep their data private but only share intermediate locally computed iterates with the master node. The master, in turn, shares a global aggregate of these iterates with all the nodes at each iteration. In this work we consider a wireless federated learning scenario where the nodes communicate to and from the master node via a wireless channel. Current and upcoming technologies such as 5G (and beyond) will operate mostly in a non-orthogonal multiple access (NOMA) mode where transmissions from the users occupy the same bandwidth and interfere at the access point. These technologies naturally lend themselves to an "over-the-air" superposition whereby information received from the user nodes can be directly summed at the master node.
Introduction
There has been extensive recent work on solving ML problems in a federated setting [1, 2, 3] . However, all these assume a perfect transmission channel between the peer nodes and the master. This is a valid assumption in settings where the master perfectly decodes individual peer transmissions; such schemes typically require appropriate channel coding at the lower layers of the network. In these settings channel noise is not a concern for the underlying ML problem. However, advances in wireless communication (e.g., improved synchronization) allow for the usage of ideas such as non-orthogonal multiple access (NOMA) in upcoming technologies such as 5G [4] . These allow for an alternate computation paradigm where the aggregating step previously performed by the master node can be seamlessly done "over-the-air" [5, 6, 7] . Assuming K peer nodes, this "over-the-air" aggregation can be up to K-times more time-or bandwidthefficient than the traditional transmission mode. But, over-the-air aggregation also means that channel noise can corrupt the algorithm iterates at the time of aggregation at the master. This introduces a new, and very different, set of challenges in ML algorithm design and analysis compared to what has been explored in existing literature. The reason is that channel noise corrupts each algorithm iterate and not the data.
tracking with missing entries in the data (ST-miss) that satisfies the federated over-the-air constraints specified above. It borrows the overall algorithm idea from a recently studied approach for centralized ST-miss [12] . At each time (and iteration time) t, it involves solving a projected least squares (LS) problem for each individual data vector to try to estimate its missing entries (done locally), followed by computing the top r singular vectors of the resultant global matrix across all the nodes, in order to obtain an updated estimate of the data subspace. This step uses the federated over-the-air PM (FedPM) approach from the first part. By carefully combining the result that we prove in the first part for FedPM with an existing result for centralized PCA in sparse data-dependent noise, we can prove the following guarantee. Fed-ST-Miss tracks time-varying subspace(s) to ǫ accuracy with a short delay of just order log(1/ǫ) time instants if (i) channel noise is small enough; (ii) the subspace does not change for at least Ω(log(1/ǫ)) time instants, and the number of data points at time t, α = Ω(r log n); (iii) the number of missing entries in any row of this matrix is at most O(1) times α, while the number in any column is (1/r) times n; (iv) the subspaces satisfy the standard µ-incoherence assumption, and the subspace coefficients are i.i.d., zero mean, and bounded random vectors.
To our best knowledge, this work provides the first provable guarantee for a federated over-the-air learning solution for subspace learning and tracking from incomplete data. While there have been a few recent works on algorithms that exploit over-the-air aggregation [6, 13] , to our best knowledge there has not been any attempt to obtain recovery error guarantees for the resulting algorithm. This may thus be the first result for federated over-the-air learning for any ML problem. The key technical challenge is to quantify the effect of the extra noise introduced by the channel on each algorithm iterate, and to ensure that the overall algorithm still converges quickly to the correct solution. This is a very different type of corruption than noise, corruptions, or other distortions of the data because channel noise modifies the algorithm itself.
Related Work. In terms of problem setting, the work closest to our work is the recent array of preprints and papers on developing distributed stochastic gradient descent (SGD) algorithms in the federated over-theair aggregation setting [6, 13] . But all these works focus on optimizing resource allocation to satisfy transmit power constraints and not on performance guarantees for the overall perturbed algorithm. For instance, [6] developed a distributed over the air stochastic GD algorithm and used compressive sensing ideas to try to reduce the amount of data to be transmitted.
The effective algorithm that we need to analyze when studying the federated over-the-air PM (FedPM) is similar to one that has been studied in a very different context under the label of "Noisy Power Method" [10, 11] . This line of work assumes that the PM is perturbed at each iteration for two different sets of reasons than ours. (i) Solutions for many other problems, e.g., for streaming PCA, can be understood as perturbed versions of Noisy PM. (ii) For solving the private PCA problem, carefully designed random noise is added at each PM iteration in order to ensure that the source of data cannot be identified. In the case of (i), no statistical model can be assumed on the noise and one needs worst-case bounds. In the case of (ii), the algorithm deliberately simulates and adds just enough noise so that an attacker cannot distinguish two data points from one another. Our problem setting considers channel noise which can be modeled as independent and identically distributed (i.i.d.) across each channel use. It is thus easier than setting (i), but is harder than (ii) because we cannot design the noise statistics ourselves. As we will explain later, one special case of our result for FedPM is comparable to the results obtained in these works. To our knowledge, there is no work on studying similar perturbations of algorithms for either for solving either the problem of ST-miss or the related problem of low rank matrix completion (LRMC). Thus, we cannot directly compare our second and main contribution (provable federated over-the-air ST-miss) with anything from existing work.
There has also been work on developing an adaptive federated PCA algorithm but not in over-the-air mode (does not consider channel noise), and here again there are no theoretical algorithm performance bounds [14] . There is of course a large amount of literature on distributed PCA algorithms, see [15] and references therein. There are also algorithmic heuristics for distributed LRMC or subspace tracking (ST) but without any guarantees and not in the over-the-air setting [16] (distributed robust ST), [17] , [16] (distributed LRMC without and with Byzantine users), [18, 19] (byzantine SGD). Other tangentially related work includes [20] and [9] . These develop approximate algorithms for distributed LRMC and distributed PCA respectively, with the goal of parallelizing the task to make it faster, while not losing too much in terms of approximation error. Here distribution means computing approximate intermediate algorithm estimates at different computing nodes in parallel and then combining them in a careful fashion to ensure that the final result is not much worse than what can be done in a centralized setting.
Federated Over-the-Air Subspace Learning
Problem setting. There are K distributed worker or peer nodes and one master node. Each node k observes a set of d k n-length data vectors. Let d := K k=1 d k . The goal is to compute an r-dimensional subspace approximation of the entire n × d data matrix, Y , where
and Y k is the n × d k sub-matrix of data observed at node k. We wish to compute the span of the top r left singular vectors of Y in the following setting. Denote this span by an n × r "basis" matrix 3 , U .
• At algorithm iteration l, the master node broadcasts the previous global estimate of the subspace, denotedQ l−1 (which is a "basis" matrix estimate of the span of U ), to all the nodes.
• Each node uses this estimate and its local data matrix Y k to compute a new local estimate denoted U k,l .
• All the K nodes synchronously transmitŨ k,l to the master node. The master node observes the sum of all the transmissions ( "over-the-air addition"); but, the sum is corrupted by channel noise, W l . Thus, the master receivesÛ
We assume that each entry of the channel noise is i.i.d. Gaussian, zero-mean with variance σ 2 c .
• The master processesÛ l to getQ l by QR decomposition and broadcastsQ l to all the K worker nodes for use at the next (l + 1)-th iteration.
Federated Over-the-air Power Method(FedPM)
The simplest algorithm that can easily be distributed is the power method (PM) [8] . The distributed federated PM is already well known, but all previous works that describe it assume the noise-free setting, e.g., see the review in [15] . It proceeds as follows: at each iteration l, each node k computes
and transmits it to the master which computes their sum followed by QR decomposition of the sum. But since we are assuming over-the-air summation, the sum itself is corrupted by channel noise.
where W l is the channel noise. The master computes a QR decomposition ofÛ l either at every iteration l or after every τ iterations. The latter helps improve noise robustness. This is broadcast back to all the user nodes for use in the next iteration. We summarize the complete approach in Algorithm 1. Notice that it can either use an available initial subspace estimate or random initialization. The former is easy to get in the tracking setting to be discussed later and helps speed up algorithm convergence significantly. ∼ N (0, I) n×r ;Q 0 ←Û 0 , transmit to all K workers. Input: K worker nodes, for each i ∈ I k , data y i 2: for l = 1, . . . , Lτ do
3:
At k-th worker node, doŨ k,l = Y k Y T kQ l−1
4:
All k nodes transmitŨ k,l synchronously to the master.
5:
Master receives the sum of the K transmissions corrupted by channel noise, denotesÛ l which satisfieŝ
Master broadcastsQ l to all nodes 11: end for 12: All k nodes compute Y k Y T kQ L , transmit synchronously to master node 13:
Subspace recovery guarantee
As is common in most existing work, use the sine of the maximum principal angle as the metric to quantify the distance between subspaces. For two subspaces that correspond to the spans of two n × r basis matrices U 1 , U 2 (both have orthonormal columns), this angle is computed as
Here and below T denotes matrix transpose and . denotes the operator norm (induced 2-norm) of a matrix. We use dist l to denote dist(Q l , U ). We reuse the letter C to denote different numerical constants in each use. Let λ i denote the i-th eigenvalue of Y Y T . Also, define the following quantities: the ratio of (r + 1)-th to r-th eigenvalue, R := λ r+1 /λ r , the noise to signal ratio, NSR := σ c /λ r , and two other auxiliary quantities
Also defineR := max(R, 1/λ r ). The following lemma bounds the reduction in error from iteration (l − 1)τ to lτ . Recall τ is the number of iterations after which the QR decomposition is computed. 
By recursively applying the above lemma at each iteration, we have the following theorem. It assumes that the initial subspace estimate has error dist 0 := dist(Û 0 , U ). The proof is provided in Appendix B. Theorem 2.2. Consider Algorithm 1 with τ = 1 and with initial subspace estimation errors dist 0 . Assume that R < 0.99. If, at each iteration, the channel noise W l satisfies NSR < c min ǫ √ n , 0.2
then the above conclusion holds.
To understand the above theorem, first consider τ = 1. In this case, we require NSR √ n < ǫ to achieve ǫ-accurate recovery of the subspace. In this setting, our result is not too different from that of [10, 11] . But we can choose to pick τ > 1. To understand its advantage, suppose that λ r > 1.5 (this is easy to satisfy by assuming that all the data transmitted is scaled by a large enough factor). Then, clearly, Γ num ≤R τ −1 √ τ , and Γ 2 denom ≤ λ 2 r /(λ 2 r − 1) < 3. Thus, as τ is increased, the numerator multiplier of NSR decreases significantly but the denominator multiplier grows at most 3 times. Thus, a larger τ means we can allow the noise variance to be larger. We cannot pick τ too large because it will lead to numerical problems (bit overflow problems) and may also result in violation of the transmit power constraint. As an example, if we set τ = C log n, for a constant C that is large enough (depends onR), then the numerator NSR term decreases to NSR(log n)/n but the denominator one increases only a little. Finally, observe that the number of iterations needed, L, depends on the initialization. If dist 0 < c 0 with c 0 being a constant, then we only need L = Ω 1 log(1/R) log(1/ǫ) iterations. But if a good initial estimate is not available and we use random initialization, then we need to use the following standard guarantee for it. Thus, in case of random initialization, we need L = Ω 1 log(1/R) log(nr/ǫ) , i.e., at least log n more iterations.
We also have the following corollary for the eigenvalue estimate (Lines 12, 13 of Algorithm 1) Corollary 2.4 (Eigenvalue convergence). Consider Lines 10,11 of Algorithm 1 (with τ = 1). Assume that R < 0.99 and pick L = Ω 1 log(1/R) · log(n/ǫ) . Under the assumptions of Theorem 2.2, with probability at least 1 − L exp(−cr),
Finally, even if R = 1, the upper bound still holds.
Observe that the lower bound in Corollary 2.4 is positive because it can be further lower bounded by λ r (1 − 4ǫ 2 ) − λ r+1 ǫ 2 and it is assumed that λ r+1 /λ r < 0.99.
Discussion. As noted earlier, the works of [10, 11] study an algorithm that is equivalent to Algorithm 1 when we set τ = 1 and use random initialization, but study it in a different context. Our assumptions on the channel noise (iteration noise) W l are different since we are not allowed to design it (unlike in case of private PCA), but we are allowed to assume that it is i.i.d. Gaussian (unlike in case of perturbed power method). We also study two simple generalizations: normalizing every τ iterations and using an available initial subspace estimate. Since [11] improves upon the result of [10] , we compare with its result in Table  1 . Both these papers attempt to learn an r ′ ≥ r dimensional subspace in order to try to improve the noise robustness of their approach. Observe that when τ = 1 and r ′ = r, we are able to essentially recover the results of [11] up to constant factors. When r ′ > r, our result does not apply. But when considering approximate low rank matrices so that gap 1 ≈ gap q ≈ λ r , our result is still comparable in this case. When
Noisy Power Method
This Work [11] c and on number of iterations L. We use gap 1 = λr − λr+1, gap q = λr − λq+1 for some r ≤ q ≤ r ′ . Also, we assume ǫ ≤ c/r. using τ > 1, we need a weaker bound on channel noise than what [10, 11] need. We demonstrate this through numerical experiments in Sec. 4 ( Fig. 1 ). Finally, observe that, when a good initialization available, the required number of iterations reduces by a constant times log n.
Federated Over-the-Air ST-miss
Problem setting.
We use a time index t to reference the data matrix at node k at time t. Also, in this section, we use α k to denote the number of data points at node k at time t and α := k α k to denote the total number at time t 4 . Thus, Y k,(t) is an n × α k incomplete data matrix at node k at time t and
is of size n × α. Node k gets data from a new set of α k users at each time t (or an independent set of ratings of from an old user). Here t can be every hour or every day depending on the particular application. We denote the "true" matrix of user preferences by L (t) . We would like to learn its column span at each time t, or every so often, in order to be able to recommend relevant products to them.
We use y i to denote column i of the matrix Y k,(t) . We use M i to denote the set of missing entries in it, so that (M i ) c (complement set of M i w.r.t. [n]) is the set of observed entries. We set to zero the unobserved entries (as is commonly done in the literature). Then y i satisfies
where P is a binary mask, ℓ i is one column of L (t) (the rank r matrix whose column span we would like to track), and v i is the modeling error in this assumption. The set I k,(t) denotes the set of vectors observed by k-th node at time t. Thus,
where P ∈ R n×r is the subspace basis matrix that we would like to track, and a i ∈ R r are the subspace coefficients. To explain ideas simply first, we are assuming that the subspace P is fixed with time. We consider the setting of P changing every so often in Sec. 3.2.
The tracking algorithm: fixed subspace case
There is a large amount of literature on LRMC [21, 22, 23, 24] to name a few. But it is not possible to come up with provably correct federated over-the-air versions of most of those approaches; in fact it is not even clear if a federated over-the-air version can even be developed for the alternating minimization based solutions We choose to instead use the overall idea of the approach from [12] . The interesting part about this approach is that it can be easily modified to develop a federated over-the-air subspace tracking algorithm. At each time t, it consists of (i) a least squares (LS) step applied to each individual incomplete data vector, y i , in order to fill in its missing entries and get an estimate of ℓ i denotedl i , followed by (ii) computing the top r singular vectors of the matrix formed by the entire batch ofl i 's at all the nodes at the current time instant. The LS problem is a column-wise operation that can be solved for each y i at each node individually. The singular vectors' computation can be estimated using the FedPM algorithm from the previous section. The complete proposed algorithm is summarized in Algorithm 2. At all time instants t > 1, it proceeds as follows. Assume first that the subspace P is fixed. LetP (t−1) denote its (t − 1)-th estimate (this matrix has orthonormal columns) and let Ψ := I −P (t−1)P T (t−1) denote a matrix to project orthogonal to it. The first step at time t is to use the following projected LS step to get "an" estimate of the missing entries:
The above step uses the fact that y i can be rewritten as y i = −I Mi (I T Mi ℓ i ) + ℓ i + v i and that ℓ i = P a i . Projecting y i orthogonal toP (t−1) helps mostly nullify ℓ i but gives projected measurements of the vector of missing entries, (I T Mi ℓ i ). These are then recovered via LS while treating Ψℓ i + v i as the "noise" seen by the LS step. It is easy to see that the estimated complete vectorl i satisfieŝ
The above is done for each data vectorl i , i ∈ I k (t) at each node k. After this step, we have the estimates' sub-matrixL k,(t) at node k. The second part of the algorithm is uses the FedPM algorithm from the previous section to estimate the span of the top r singular vectors of the n × α matrixL (t) := [L 1,(t) ,L 2,(t) ,L K,(t) ] .
Observe that the error/noise e i in the estimatel i is sparse with support equal to M i and it depends linearly on the true data ℓ i . The problem of recovering the subspace of ℓ i from this type of data is one of PCA (technically subspace learning) in sparse data-dependent noise. This problem has been studied in recent work [25] . We can use the main result from this work to argue that (i)L (t)L(t) T has good eigengap, in fact its (r + 1)-th singular value is very small. Thus Theorem 2.2 implies that, assuming small enough channel noise, the FedPM algorithm returns the correct estimate of the span of the top r singular vectors of L (t) . Moreover, we also show that the estimated span is a better approximation of the span of columns of P than the previous one. This proof requires using the max-miss-frac-row bound and the fact that the error e i is sparse with changing support carefully.
At t = 1, one starts with a zero initialization of the subspace and the projected LS step does not do anything. Thus at t = 0, one just solves the problem of subspace learning with missing data. One computes the top r singular vectors ofL (0) = Y (0) using FedPM. A combination of the two results described above is used to show that this step returns a good enough estimate of P , i.e., that dist(P (1) , P ) ≤ 0.1. One then uses this estimate to solve projected LS at t = 2 to fill missing entries followed by a second subspace estimation step to get a better estimate of the subspace. One can argue that each new subspace estimate is better than the previous one because the errors e i in the estimatesl i are smaller at t than at t − 1.
Assumptions needed for identifiability. It is well known from the LRMC literature [21, 22, 23] that if the data matrix L (t) is both sparse and low-rank it is impossible to recover the matrix by only observing a few of its entries. One way to ensure that this does not happen is to assume incoherence (w.r.t. the standard basis) of the left and right singular vectors of the low-rank matrix. This can be imposed in one of two ways. The first is to assume that the following holds for a µ that is at most constant: max i P (i) 2 2 ≤ µr/n where P (i) denotes the i-th row of P . In the subspace tracking scenario, a more natural set of assumptions involves Algorithm 2 Wireless Federated Subspace Tracking with Missing Entries. DefineL k,t = [l i,t , ∀i ∈ I k ] and 3: for all t > 0 do 4: at each worker node k, for each i ∈ I k (t) do 5:
if t = T then 10:P ←P (T )
11:
end if 12: end for Output:P assuming µ-incoherence as defined above for the subspace matrix P (spans the same basis as the top r left singular vectors), but imposing the following statistical model on the subspace coefficients in lieu of right µ-incoherence.
. Assume that all the a i 's are zero mean; mutually independent; have identical diagonal covariance matrix Λ, i.e., that E[a i a T i ] = Λ with Λ diagonal; and are bounded such that max i a i 2 ≤ µrλ max (Λ).
A significantly more restrictive version of the above was used in [12] .
Moreover, if a few complete rows (columns) of the entries are missing, it is impossible to recover the underlying matrix. This can be avoided by either assuming bounds on the number of missing entries in any row and in any column, or by assuming an i.i.d. Bernoulli(ρ) model on the set of missing entries (each entry is missing with probability ρ independent of all others). While most work assumes the Bernoulli model, in this work we assume the former which is a much weaker requirement. We need the following definition.
at time t across all the K nodes. We use max-miss-frac-col (max-miss-frac-row) to denote the maximum of the fraction of missing entries in any column (row) of this matrix.
Finally, in order to be able to estimate the subspace(s) correctly, we need enough number (α) of data points at each time t, and we need the subspace to be constant for enough time instants T cons (this will be used in Sec. 3.2 where we allow the subspaces to change). A necessary requirement is α ≥ r but this suffices only in the fully observed case (need to observe at least nr scalars to compute an r-dimensional subspace estimate in R n . As will show in Theorem 3.3, α ∈ Ω(r log n) suffices even with missing entries (as long as they are not too many and spread out).
Before stating the main result, we need to define a few quantities. Recall that Λ := E[a i a i T ]. Let λ + := λ max (Λ), λ − := λ min (Λ), Also assume for simplicity in stating the results that the condition number of the covariance matrix of the data, f := λ + /λ − is a numerical constant. 3. Channel Noise: the channel noise seen by each FedPM iteration is mutually independent at all times, isotropic, and zero mean Gaussian with variance σ 2
then, with probability at least 1 − 10dn −10 − cγ,
for all i and t (these are only recovered locally at each node). Time complexity at node k: O(nα k r log n log(1/ε)).
To state the above result simply we assumed zero modeling error, i.e., v i = 0. We now state the v i = 0 case. Corollary 3.4 (nonzero modeling error). Assume that the modeling error, v i,(t) , is bounded, i.i.d., is independent of the true low rank matrix, and is zero mean 
Dynamic (time-varying) subspace tracking
Now consider the case when the subspace can change over time. Recall that to ensure identifiability, we assume that the subspace follows a piecewise constant subspace change model, i.e., the the subspace remains constant for O(r log n log(1/ǫ)) frames. We still perform a projected LS step to interpolate for the missing entries, but the algorithm now further toggles between two stages: the subspace update stage, and the subspace detect stage. The subspace update stage is exactly as done in the static subspace setting. We summarize this as Algorithm 3 in the supplementary and an experimental result for this can be seen in Fig.  2 .
Assume that the j-th subspace, P j has been estimated to ǫ-accuracy, i.e. we have completed T subspace update steps. The key idea for detecting change is the following. Consider the matrix B := (I−P j,TP T j,T )L (t) . The intuition about why it works is as follows. If the subspace has not changed, this matrix will be nearly zero while if it has it will not be. We explain this idea in detail in Appendix A. Thus, a simple way to detect change is to compute any of the first r singular values of B and check if it is above a threshold or not. In the federated over-the-air setting, this can be implemented by broadcastingP j,T to all the nodes, which then project their localL k,(t) matrices orthogonal to it and then implementing FedPM with r = 1 to compute the top eigen-vector and value of BB T . Even if there is no, or very little, gap between the first and second or in fact all the first r singular values, one can show that this will return a value that is very close to its r-th eigenvalue at least.
We can prove the following corollary for this case. ing the "gap" helps achieve faster, better convergence.
Discussion
Since there are no other guarantees for our setting, we instead provide a brief comparison with centralized LRMC or ST-miss literature. First consider the LRMC literature. (i) Unlike these guarantees, our result does not require a uniform or i.i.d. Bernoulli or in fact, any probabilistic model on the set of observed entries, however the disadvantage is it needs many more observed entries at the initial some set of time instants than LRMC methods. The probabilistic model is often an impractical requirement in many applications such as recommendation system design. (ii) A key advantage of our approach is that we are able to detect subspace changes in near real-time. In many applications such as when studying dynamic social network connectivity patterns, this is the most important information needed. (iii) Speed-wise, our algorithm compares with the best non-convex LRMC approaches and is much faster than the older approaches based on convex optimization. In comparison to the result of [12] , our algorithm is online (and not mini-batch), and it respects the federated over-the-air constraints specified above. This meant significant changes to the algorithm design; in particular for the change detection step. Moreover, our guarantee uses a significantly weaker version of statistical right incoherence than what was used in [12] . Finally, we need extra assumptions on channel noise and we need to ensure the eigen-gap condition needed by our FedPM result holds. Other algorithms for ST-miss include [26, 27, 28] . These do not come with complete guarantees or cannot provably detect subspace changes.
Numerical Experiments
Experiments are performed on a Desktop Computer with Intel R Xeon 8-core CPU with 32GB RAM and the results are averaged over 50 independent trials. The codes are available at https://github.com/praneethmurthy/distribut Federated Power Method. Consider FedPM. We generate the data as follows: We set n = 1000, r = 50 and X First we illustrate the claims of Lemma 2.1 and show that choosing a larger value of τ indeed increases robustness to noise. We set R = 0.91, and consider τ = 1, 10 and σ c = 10 −4 , 10 −8 . Notice from Fig. 1 that increasing τ has a similar effect as that of reducing σ c (the τ = 10, σ c = 10 −8 plot overlaps with τ = 1, σ c = 10 −8 ). We also study the effect of varying the gap, R = {0.91, 0.30} and observed that choosing a smaller value of R helps us achieve exponentially faster convergence, while also letting us obtain a better estimate of U as indicated by Theorem 2.2.
Federated ST-Miss. Here we illustrate the performance of Algorithm 3. We generate the data as done in most subspace tracking literature. We set ℓ i = P j a i with one subspace change at t = t 1 = 1500. We generate P 1 and P 2 by orthonormalizing a standard Gaussian matrix of size n × r with n = 1000 and r = 30. The entries of a i are chosen i.i.d. from a uniform distribution, U[−1, 1]. Thus, all assumptions of Theorem 3.3 as satisfied. We do not generate modeling noise in this experiment (v i = 0). For the implementation of Algorithm 3, we additionally simulate channel noise, W l ∼ N (0, σ 2 c ) with σ c = 10 −6 . We compare the proposed method with 3 state-of-the-art (centralized) methods for ST-Miss: NORST [12] , PETRELS [26] , and GROUSE [27] .
We implemented Algorithm 3 with α = Cf 2 r log n = 60, ω evals = 2ǫ 2 λ + = 7 × 10 −4 , T = 25. Notice that our algorithm converges to the noise level (channel noise) whereas NORST and PETRELS are able to track the subspace to approximately 10 −12 . GROUSE has a slower convergence (since this is a first order method) and thus it also tracks to only 10 −6 . As can be seen from Fig. 2 , all algorithms are able to satisfactorily track the underlying subspace while PETRELS has the best performance. Despite the addition of channel noise, our method is comparable to GROUSE.
Appendices
In Appendix A, we provide the the complete algorithm for Federated Over The Air Dynamic Subspace Learning (Algorithm 3), the key idea of change detection, and the proofs for Theorem 3.3 (Static Subspace, noise-free ST-miss), Corollary 3.4 (Static subspace, noisy ST-miss) and Corollary 3.5 (Time-Varying Subspaces, Noisy ST-miss).
In Appendix B we provide the proof for the convergence analysis of FedPM (Algorithm 1), i.e., we prove Lemma 2.1, Theorem 2.2, and the the random initialization lemma (Lemma 2.3). In Appendix C, we state and prove a result to analyze the problem of PCA in Sparse and Data-Dependent Noise (PCA-SDDN), which is a critical tool in the convergence analysis of the Federated STMiss problem.
Appendix A Federated Over-the-Air Subspace Tracking with Missing Entries
The subsection below provides the proof for the static subspace setting. In Appendix A.2, we explain the subspace change detection idea in detail and explain why it works, give the stepwise algorithm, and then prove the key new lemma needed for detecting subspace chanfge.
To keep notation simple, we will use y i to denote y i,(t) (since the dependence on t is implicit).
A.1 Proof of Theorem 3.3 and Corollary 3.4
Throughout this section, we denote the FedPM algorithm output (Line 8 of Algorithm 2) byP (t) . Recall from Theorem 3.3 (and Corollary 3.4) that ǫ t = max(0.01(0.3) t , ǫ v ) where ǫ v = c λ + v /λ − and we assume that ǫ v ≤ 0.2 and thus, at all times t, it follows that ǫ t ≤ 0.2. Additionally, in Theorem 3.3 we stated that max-miss-frac-row = O(1) and max-miss-frac-col = O(1/µr) to keep the statement simple but in the supplement, we will use max-miss-frac-row ≤ (0.01/f ) 2 and max-miss-frac-col ≤ 0.1/µr. Again, f = λ + /λ − is the condition number and we treated f , µ, the incoherence parameter as constants. There are the following two parts in the proof:
1. First, we need to show thatP (t) is close toP (t) whereP (t) , by definition is the top r left singular vectors ofL (t) . In particular, in the t-th subpsace update step, we show that dist(P (t) ,P (t) ) ≤ ǫ t /2.
2. Next, we use the above result, and a result for Principal Components Analysis in Sparse, Data-Dependent Noise (PCA SDDN) to show that dist(P (t) , P ) ≤ dist(P (t) ,P (t) ) + dist(P (t) , P ) ≤ ǫ t .
Key Results Needed. The above two steps rely on the following key results. The lemma below is a restatement of Theorem 2.2 with τ = 1, and using random initialization (Lemma 2.3). The following result is used to analyze the PCA-SDDN problem in a centralized setting. It is a significant generalization of the result proved in [25] where this problem was first studied: the result below holds under a weaker statistical right incoherence assumption than what was needed in [25] . We only require a bound on a i and not on each entry of it. The proof given in Appendix C uses the Davis-Kahan sin θ theorem [29] to bound the subspace distance between the column spans ofP and of P , followed by using the Matrix Bernstein inequality [30] to obtain high probability bounds on each of the terms in the Davis-Kahan bound.
Lemma A.2 (PCA-SDDN). For i = 1, · · · , α, suppose that y i = ℓ i + e i + v i with e i = I Mi M 2,i ℓ i being sparse, data-dependent noise with support M i ; ℓ i = P a i where P is a n × r basis matrix which satisfies µ left incoherence and and a i 's satisfy the µ-statistical right-incoherence assumption given in Definition 3.1; and v i is small bounded noise with λ + v := E[v i v T i ] be the noise power and let max i v i 2 ≤ Crλ + v . LetP be the matrix of top r eigenvectors of 1 α i y i y T i . Assume that max i M 2,i P ≤ q for a q ≤ 3 and that the fraction of non-zeros in any row of the matrix [e 1 , · · · , e α ] is bounded by b. Pick an ǫ SE > 0. If
and if α ≥ α * where
then, w.p. at least 1 − 10n −10 , dist(P , P ) ≤ ǫ SE . Furthermore, as long as α ≥ α * , we have that with probability at least 1 − 10n −10 ,
Proof. The proof follows from Theorem C.1 by setting M 1,i = I Mi . Thus, b = 1 α i I Mi I T Mi is equal to the maximum fraction of missing entries in any row of [e 1 , · · · , e α ]. ⊠
We first use Lemma A.1 with Y = 1 √ αL (t) to bound dist(P (t) ,P (t) ). To apply the result, we need to first lower bound its r-th eigenvalue and upper bound its r + 1-th eigenvalue. Recall thatl i = ℓ i + e i +ṽ i with
as shown in (3) (noise-free case) and Ψ = I −P (t−1)P
We will use the following simple facts in various places in our proof. 3. At all times t, since we assumeed that ǫ t ≤ 0.2, and using µ-incoherence and the bound on max-miss-frac-col, we have that for Ψ = I −P (t−1)P T (t−1) ,
We now bound the eigen-ratio for the matrixL (t)L T (t) /α using Weyl's inequality, and Lemma A.2. In the notation of Lemma A.2,
T t−1 for t > 1. Thus b = max-miss-frac-row ≤ (0.01/f ) 2 and q is an upper bound on M 2,i P . For t = 1, using the µ-incoherence assumption and the bound on max-miss-frac-col, we get
The approach for obtaining q for t > 1 is slightly different. Since Ψ = I −P (t−1)P T (t−1) we have that ΨP = dist(P (t−1) , P ) ≤ ǫ t−1 . Thus, using Fact A.3, we get that M 2,i P ≤ 1.2ǫ t−1 = q. Thus,
Thus, R = λ r+1 /λ r ≤ 1/20 for all t ≥ 1 and this ratio becomes smaller since λ r+1 decreases with each subspace update step. Additionally, since the channel noise is bounded as assumed in Theorem 3.4, Lemma A.1 can be applied with ǫ PM = ǫ t /2. Finally, notice that in the first subspace update step, we need L = (C/ log 20)·log(nr) iterations to obtain ǫ PM = 0.1 accuracy. This is because, we are randomly initializing FedPM, we incur the log(nr) factor. In the subsequent subspace update steps, we initialize FedPM with the estimate from the previous subspace update, P (t−1) , and since dist(P (t−1) , P ) ≤ ǫ t−1 , and we only need to ensure that dist(P (t) ,P (t) ) ≤ ǫ t /2 = (0.3/2)ǫ t−1 , the number of iterations required is a constant as described by Lemma A.1. More precisely, we need to perform just L = (C/ log 20) · (log C 2 ) iterations.
We now prove the second part, i.e., we show that dist(P (t) , P ) ≤ ǫ t /2. This uses Lemma A.2 and the following simple facts.
In the application of Lemma A.2, we will analyze each interval separately. Consider the first α frames, P (t−1) = 0 (zero initialization) and so, during this time, Ψ = I. Now we apply Lemma A.2 to thel i 's. Recall thatl i = ℓ i + e i +ṽ i with e i satisfying (3) and, and it is thus, sparse, and data-dependent. In addition,ṽ i satisfies the conditions under the assumptions of Theorem 3.4. In the notation of Lemma A.2, y i ≡l i , e i ≡ e i , v i =ṽ i , M i ≡ M i (recall that this is the index set of missing entries), ℓ i ≡ ℓ i ,P =P (1) ,
Thus, using the µ-incoherence assumption and the bound on max-miss-frac-col, we get M 2,i P = I T Mi P ≤ |M i | max j I T j P ≤ max-miss-frac-col · µr/n ≤ 0.1 = q 0 ≡ q. Notice that b ≡ max-miss-frac-row ≤ 0.001/f 2 , and the assumption on v i ensures that we can apply Lemma A.2 with ε SE = 0.5 max(q/4, ǫ v ). Under the conditions of Theorem 3.3, α = Cf 2 r log n satisfies α ≥ α * since the assumption on v i 's ensures that the two terms in the α * expression are equal upto numerical constants. Furthermore, because max-miss-frac-row = 0.001/f 2 , and the assumption on v i ensures that (4) holds 5 . Thus, we conclude that dist(P (1) , P ) ≤ ε SE = 0.5 max(ǫ v , q/4) := q 1 := ǫ 1 /2 whp.
In the subsequent subspace update steps, we use almost the same approach as done in the first α frames, t = 1. The difference is in how we bound I T Mi ΨP . Recall that t-th subspace update step, Ψ = I −P (t−1)P T (t−1) . We know that ΨP = dist(P (t−1) , P ) ≤ ǫ t−1 now. Thus, M 2,i P ≤ 1.2ǫ t−1 = q t ≡ q. Now we can apply Lemma A.2 with ε SE = 0.5ǫ t = 0.5 max(ǫ v , 1.2q/4) = 0.5 max(ǫ v , 0.3q t−1 ).
Note: Observe that Lemma A.2 requires independence of a i,(t) 's, and the set of missing entries, M i,(t) 's. We have assumed a i,(t) 's are independent over i and over t. NoticeP (t−1) is computed using a i,(t−1) 's and older data. Thus,P (t−1) is independent of a i,(t) 's. At iteration t, we apply Lemma A.2 by conditioning on P (t−1) , and thus all the matrices being summed are mutually independent conditioned onP (t−1) . if phase = update then 8:P (j,t) ← FedPM(L (t) , r, L,P (j,t−1) ) 9: ift = T then 10:P j =P j,T , phase = detect 11: end if 12: if phase = detect then 13:Û det ,λ det ← FedPM(ΨL (t) , r, L det ) {(projected) FedPM} 14:t =t + 1 15: ifλ det ≥ ω evals then end if 20: end for Output:P
Algorithm 3 FedSTMiss: Federated

A.2 Subspace change detection
Main idea of change detection and why it works. We summarize the complete algorithm with the change detection step in Algorithm 3.
First we briefly recall the algorithm for fixed subspace case. At each time t, this (Algorithm 2) consists of (i) a least squares (LS) step applied to each individual incomplete data vector, y i , in order to fill in its missing entries and get an estimate of ℓ i , denotedl i , followed by (ii) computing the top r singular vectors of the matrix formed by the entire batch ofl i 's at all the nodes at the current time instant, denotedL (t) . The LS problem is a column-wise operation that can be solved for each y i at each node individually. The singular vectors' computation needs to be done in a federated fashion and this is done using the FedPM algorithm explained in Sec. 2. Now consider the case when the subspace can change over time. We still perform a projected LS step to interpolate the missing entries, but the subspace update step now toggles between the "update phase", and the "detect" phase. Initially it starts in the update phase. After T iterations of update, with T set proportional to log(1/ǫ), w.h.p., the first subspace has been accurately estimated. At this point the algorithm enters the "detect" phase. It remains in detect phase until a change is detected after which it enters the update phase again.
The main idea for detecting change is the following. Consider the j-th change and let B := ΨL (t) where Ψ := (I −P j−1P T j−1 ) whereP j−1 =P j−1,(T ) is the final estimate of the previous subspace. Very briefly, if the subspace has not changed, this matrix will be nearly zero while if it has it will not be. Thus, we can detect change by checking if the top eigenvalue of BB T is above a threshold. More precisely, it is possible to show that, if the subspace has changed, then λ max (BB T ) ≥ cdist 2 (P j−1 , P j )λ − w.h.p. where as if there is no change, then λ max (BB T ) ≤ 2ǫ 2 λ − . Thus by setting the threshold to anywhere between these bounds, one can guarantee correct detection and no false alarms whp.
We now explain how to accurately approximate λ max (BB T ) in a federated fashion. This can be done as follows. • In the final iteration, we also have the nodes output BB TQ L = k B k B T kQ L .
• The master then uses this and computesQ T L BB TQ L and computes its top eigenvalue.
It can be shown that λ max (Q T L BB TQ L ) lies between 0.9λ max (BB T ) and λ max (BB T ) w.h.p. and this what allows use to use this as a surrogate for λ max (BB T ). This is a corollary of the FedPM guarantee, see Corollary 2.4.
Notice that the above approach to approximate the first (top) eigenvalue of BB T via FedPM does not require any assumptions on gap between its first and second eigenvalues. Just assuming gap between r-th and (r + 1)-th eigenvalues is enough.
A.3 Proof that subspace change detection works
We quantify the above intuition in the following lemma.
Lemma A.4 (Subspace Change Detection). Consider α data vectors in the j-th subspace so that ℓ i := P j a i . For this proof, let L = L det = C log nr and letQ L denote the output of (projected) FedPM -line 13 of Algorithm 3. Recall from the algorithm that the detection threshold ω evals = 2ε 2 λ + . Then, under the assumptions of Corollary 3.5, the following holds.
1. If Ψ := I −P j−1P T j−1 and dist(P j−1 , P j−1 ) ≤ ε, with probability at least 0.99 − 10n −10 ,
2. If Ψ := I −P jP T j and dist(P j , P j ) ≤ ε, with probability at least 0.99 − 10n −10 , 
where the last line follows from Lemma C.2 with q ≡ dist(P j−1 , P j ) ≤ dist(P j−1 , P j−1 ) + dist(P j−1 , P j ) ≤ ε + dist(P j−1 , P j ) and b 0 ≡ max-miss-frac-row ≤ 0.001/f 2 . Next consider the first term. We define ΨP j = E j R j as the reduced QR decomposition. Then,
additionally, from Lemma C.2, we know that with high probability λ min ( 1 α i a i a T i ) ≥ λ − − ǫ and thus,
where the last term in the r.h.s. follows from Weyl's inequality. Additionally, since σ i (R j ) = σ i (ΨP j ) we have
Simplifying the above and under the assumptions of Corollary 3.5 with high probability,
Thus, under the assumptions of Corollary 3.5, λ r+1 (BB T )/λ r (BB T ) ≤ 0.5 which ensures convergence of FedPM. To be precise, we can use Lemma A.1 to conclude thatQ L is within ǫ-accuracy of the top r left singular vectors of B. Next, we use Corollary 2.4 to lower bound the largest eigenvalue ofΛ = Q T L BB TQ L +Q T L W L . In the case that the subspace has changed, we showed above that λ max (BB T ) ≥ λ r (BB T ) ≥ 0.28λ − dist 2 (P j−1 , P j ) and λ r+1 (BB T ) ≤ 0.1λ − dist 2 (P j−1 , P j ) hence picking ǫ = 0.01, with high probability,
Finally, when the subspace has not changed, all eigenvalues of the matrix, BB T are of the order of ε 2 λ + (the proof is same as [31] and thus we do not repeat this here) and now using the result of Eigenvalue Convergence,
A.4 Proof of Corollary 3.5 (time-varying subspaces)
The only difference in the proof of Corollary 3.5 with the proof of Theorem 3.4 is the subspace change detection step. We showed in Lemma A.4 that the (projected) FedPM algorithm is provably capable of detecting subspace changes. In fact, the subspace change is detected within 1 time periods 6 . The idea for this is as follows. Suppose the subspace changed from P j−1 to P j at time t j . Then, all the data vectors at time t j + 1 are now generated from the subspace P j , but we have a good estimate for the previous subspace which satisfies dist(P j−1,(T ) , P j−1 ) ≤ ε, and thus, as explained in Lemma A.4, the matrix, k B k = k (I −P j−1,(T )Pj−1,(T ) L k will have all top r singular values Ω( √ αλ − dist(P j−1 , P j )) and thus the detection steps provably works. In case the subspace has not changed, all the singular values of the matrix are O( √ αλ + ε). Choosing the threshold, ω evals carefully as specified in Algorithm 3 ensures that there are no false subspace change detections.
Finally, after a subspace change is detected, Algorithm 3 returns to the update phase. In the first time instant (t = 1) of the j-th subspace interval we start with a different initialization compared to the static case and thus we need to show that the e i 's follow all the required conditions. Since we start withP (j−1,T ) and since dist(P j−1,(T ) , P j ) ≤ dist(P j−1,(T ) P j−1 ) + dist(P j−1 , P j ) ≤ ε + dist(P j−1 , P j ). Thus, again, the conditions of Lemma A.2 (condition on M 2,i P j = (Ψ T Mi Ψ Mi ) −1 dist(P j−1,(T ) , P ) < 3) is satisfied. Everything else: conditions on M i , the channel noise W l , the modeling error v i is exactly the same.
Appendix B Convergence Analysis for FedPM
B.1 Proof of Lemma 2.1 and Theorem 2.2
Proof of Lemma 2.1. Consider the setting where we normalize our subpsace estimates every t 0 iterations. Essentially we start with a basis matrix estimate at t 0 , and then analyze the subspace error after t iterations, i.e., τ = t − t 0 un-normalized iterations. The subspace estimate can be written aŝ
We also have that
We define dist(U ,Û t0 ) = dist(U , Q t0 ) = dist t0 and R = λ r+1 /λ r , ν = max(1, λ r+1 )/λ r and thus we have
) and we apply Theorem B.1 to M . We can apply this theorem because we know that each entry of M is a weighted sum of τ indepdendent Gaussian r.v.'s. In other words
Recall that there is a factor of λ −τ r multiplying M so effectively, the sub-Gaussian norm is
= NSR · Γ num (τ ). Now, using Theorem B.1, we get that with probability at
and now picking ǫ = 0.01 √ n followed by simple algebra yields
Next consider the denominator term. Again, we notice that the matrix M = τ i=1 Λ −i U T W t0+i has entries that are gaussian r.v.'s and are independent. Moreover, the sub Gaussian norm bound is
Now we apply Theorem B.1 to get that with probability 1 − exp(−ǫ 2 ) the denominator is positive. Next, to achieve an ǫ-accurate estimate, we note that the second term in the numerator is the larger term (since R < 1 and this goes to 0 with every iteration) and thus as long as NSR ≤ ǫ √ n we can ensure that the numerator is small enough. Combining the two bounds, followed by a union bound over L iterations gives the final conclusion.
Finally, consider the case of τ > 1 and the l-th iteration. Assume that λ r > 1. This is used to simplify the Γ denom (τ ) expression as follows: Γ 2 denom (τ ) = (1 + λ 2 r + · · · + λ 2τ −2 r )/λ 2τ −2
Using the same reasoning as in the τ = 1 case, as long as
the denominator is positive. We also have that Γ 2
Thus, as long as NSR ≤ ǫ √ n · 1 √ τ R τ −1 the first term of the numerator is small enough and this gives us the final result. ⊠
B.2 Eigenvalue Convergence
Proof of Corollary 2.4. We now wish to compute the error bounds of in convergence of eigenvalues. To this end, at the end of L iterations, we computeΛ =Q T L AQ L +Q T L W L . The intuition is that if the eigenvectors are estimated well, then this matrix will be approximately diagonal (off diagonal entries ≈ ǫ), and the diagonal entries will be close to the true eigenvalues. Furthermore, in the application of this result for the Subspace Change detection problem, we will only consider the largest eigenvalue ofΛ and thus we have 
The first term above can be bounded as and since dist 2 (Q L , U ) = 1 − σ 2 r (Q T L U ) ≤ ǫ 2 and thus we get that σ r (Q T L U ) ≥ √ 1 − ǫ 2 ≥ 1 − ǫ 2 . Finally, the assumption on the channel noise implies that with high probability, W L ≤ C √ nσ c ≤ 1.5λ r ǫ. Thus,
We also get
B.3 Random Initialization Lemma
Proof of Lemma 2.3. The proof follows by application of Theorem B.1, B.2 to a standard normal random matrix, and definition of principal angles. Recall that (Û 0 ) ij iid ∼ N (0, 1) and consider its reduced QR decomposition,Û 0 =Q 0 R 0 . We know that
where (a) follows from Ostrowski's Theorem (Theorem 4.5.9, [32] ) and the last relation follows since reduced qr decomposition preserves the singular values. It is easy to see that (U TÛ 0 ) ij ∼ N (0, 1). We can apply Theorem B.2 to get that with probability at least 1 − exp(−cr) − (c/γ), σ min (U TÛ 0 ) ≥ c( √ r − √ r − 1)/γ and we also know that √ r − √ r − 1 = O(1/ √ r). Additionally, the denominator term is bounded using Theorem B.1 as done before and thus, with probability 1 − exp(−ǫ 2 ),
and now picking ǫ = 0.01 √ n we get that with probability at least 1 − exp(−cn) − exp(−cr) − (1/cγ), dist 2 (Û 0 , U ) ≤ 1 − 1 γnr which proves the lemma. ⊠
B.4 Preliminaries
The following result is Theorem 4.4.5, [33] Theorem B.1 (Upper Bounding Spectral Norm). Let A be a m × n random matrix whose entries are independent zero-mean sub-Gaussian r.v.'s and let K = max i,j A i,j ψ2 . Then for any ǫ > 0 with probability at least 1 − 2 exp(−ǫ 2 ),
The following result (Theorem 1.1, [34] ) bounds the smallest singular value of a random rectangular matrix.
3. e i e T i term. We again apply matrix Bernstein and proceed as above. In this case, R = 2ηrq 2 λ + and σ 2 = ηrq 4 (λ + ) 2 . Set ǫ = ǫ 2 λ − with ǫ 2 = c √ ηq 2 f r log n α . Then again, the probability of the bad event is bounded by 2n −10 .
4. v i v T i term. We again apply matrix Bernstein. In this case, R = 2Crλ + v and σ 2 = 2Cr(λ + v ) 2 . Set ǫ = ǫ 2 λ − with ǫ 2 = c √ ηf r log n α . Then again, the probability of the bad event is bounded by 2n −10 .
5. ℓ i v T i , and e i v T i terms. We again apply matrix Bernstein as done before. ⊠
