A fast and accurate method is developed to compute the natural frequencies and scattering characteristics of arbitrary-shape two-dimensional dielectric resonators. The problem is formulated in terms of a uniquely solvable set of second-kind boundary integral equations and discretized by the Galerkin method with angular exponents as global test and trial functions. The log-singular term is extracted from one of the kernels, and closed-form expressions are derived for the main parts of all the integral operators. The resulting discrete scheme has a very high convergence rate. The method is used in the simulation of several optical microcavities for modern dense wavelength-division-multiplexed systems.
INTRODUCTION
Dielectric and semiconductor optical microcavities of various shapes have become popular wavelength-selective optical components for filtering, switching, lasing, modulation, and spectroscopy. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] One of the attractive features of such microcavities is that they can support several types of natural eigenmodes that have significantly different Q factors and radiation characteristics. They are therefore suitable for different filter and laser applications. The fabrication of large (10-100-m-sized) optical cavities based on the waveguide structures with low refractive-index contrast has long been achieved with standard photolithography techniques. These large lowconfinement cavities can be simulated with acceptable accuracy by use of approximate techniques such as geometrical optics, billiard theory, and paraxial approximation. However, the free spectral range (FSR) of large cavities, which is inversely proportional to the cavity size, is limited to 0.1-10 nm. 9, 11 Furthermore, the weak optical confinement means that they are not very suitable for spontaneous emission control in laser applications. 4 Therefore, for future wavelength-division-multiplexed (WDM) systems, very compact microcavity resonators with a wide FSR and the potential for high-density integration and the accommodation of many channels are highly desirable. Modern nanofabrication techniques allow fabrication of very small (1.5-5 m in diameter) passive and active high-index-contrast semiconductor microcavities with large mode spacing and low threshold currents. [3] [4] [5] Such nanoscale microresonator structures are promising candidates for WDM integrated components with very high packing density and offer potential advantages in performance, size, and cost. However, accurate simulation and optimization of such wavelengthscale high-confinement cavities of various shapes calls for fast, robust, and flexible algorithms based on the rigorous formulation of scattering or eigenvalue problems.
Despite being flexible simulation tools, popular numerical techniques such as finite-difference methods or finiteelement methods have several major drawbacks in the present context. Optical microcavities are often placed into infinite space domains, in which case a discretization of the problem requires large computational and memory resources and can lead to errors caused by nonphysical backreflections from the edge of the computational window. Furthermore, for complicated geometrical shapes, staircasing errors may play a significant role in the accuracy of the resulting solution. In this paper we present an efficient full-wave analysis of arbitrary-shape optical microcavities on the basis of the boundary integral equation (BIE) technique. The advantage of the BIE formulation is that the problem is moved from the open infinite domain to a finite one (the contour of the cavity), thus reducing the required computational effort. The use of artificial absorbers at the edge of the computational window is avoided by a proper choice of the kernel (Green's) functions satisfying the radiation condition at infinity. All this leads to very efficient numerical algorithms.
However, BIEs need a certain caution in their imple-mentation. To reduce the original scattering or eigenvalue problem to a set of coupled BIEs, one can either apply the Green's second identity to the field functions and the Green's functions 9 or, alternatively, use single-or double-layer surface-potential field representations. 2, 6 Both procedures lead to the so-called elementary integral equations, which are known to have nonunique solutions at a countable set of real-valued defect frequencies f i * . 9, [13] [14] [15] For wavelength-scale bodies such frequencies are widely spaced and, in many cases, can be distinguished from physical resonant frequencies, and thus elementary integral equations can still be used as an accurate simulation tool. 2, 6, 9, 16 However, it can be shown 13, 16 that the integral operators are not only singular at f ϭ f i * but also ill conditioned for values of f in a domain around f i * . The width of this domain is determined by the complexity of the problem and the accuracy of the numerical scheme. Moreover, the larger the cavity and/or the higher the operational frequency, the smaller the distance between unknown defect frequencies. All the aforementioned problems make the use of elementary integral equations for modeling and especially optimization purposes at best questionable. Though various formulations of uniquely solvable improved BIEs have been developed for acoustic and microwave scattering problems, [14] [15] [16] [17] their applications to the analysis of optical components have been limited. 18, 19 The most promising of the improved BIE formulations is the one derived first by Muller 20 and used later by several other authors. 14, 21, 22 The merit of the set of Muller integral equations (MIEs) is twofold: First, they are free of defects related to the loss of uniqueness, and, second, they have smooth or integrable kernels and thus are of the Fredholm second kind. Once formulated, MIEs have to be solved numerically for all but a few canonical structures. Among the most popular discretization techniques are the Galerkin and collocation methods. 23, 24 Since MIEs are the Fredholm second-kind equations, any discretization technique should work well. However, as one of the kernels of the MIEs is singular, special care should be taken when a discretization scheme is applied because the accuracy of the singular integral evaluation is crucial for the convergence rate of the algorithm and overall accuracy of the numerical solution. Furthermore, the presence of high-Q resonances, which are a dominant feature in the electromagnetic field behavior in dielectric cavities, can affect the accuracy of the numerical algorithm. A failure of a local-basis discretization method and finitedifference time-domain (FDTD) techniques to reproduce high-Q resonances in dielectric cavities has been reported, 25, 26 especially for high-contrast scatterers. In this paper we discretize MIEs with the global trigonometric Galerkin basis. We decompose each of the integral operators into a sum of a main part given by the explicit Fourier representation and the remaining part with a smooth kernel that is integrated numerically. Such a procedure leads to the exponentially fast convergence of the solution, 27 in contrast to the polynomial convergence rates of the finite-difference method, finite-element method, or collocation method. We study the performance of the developed algorithm and demonstrate its application by analyzing the resonant spectra of several types of dielectric microcavities used in modern optical WDM systems.
PROBLEM FORMULATION
Consider a two-dimensional (2-D) arbitrary-shape homogeneous dielectric cavity with complex medium parameters c , c as shown in Fig. 1 . An original threedimensional microcavity problem was converted into an equivalent 2-D formulation in the x -y plane by use of the effective-index method. 4 Experiments show that the electric field of a mode in an optical microdisk cavity is mostly either perpendicular to the plane of the microdisk (TM mode) or lies in the disk plane (TE mode). Thus we assume that the microdisk modes have the same spatial dependence in the vertical direction as guided modes of an equivalent slab waveguide at the same frequency (see Fig. 2 ). The propagation constant of the corresponding TE-or TM-guided mode of the slab was used as an effective refractive index of the cavity in the following 2-D computations.
For simplicity of formulation, the external region is considered to be uniform and is characterized by the complex medium parameters e , e , though the method can easily be generalized to consider layered dielectric media. 2, 6, 28 The total field can be characterized by a single scalar function U, which represents either the E z or the H z component for the case of TM or TE polarization, respectively. The whole space is separated into two homogeneous regions (several regions if multiple microcavities are considered), and in each region the function U is written as follows:
where U 0 (r ជ ) either represents the field generated by exterior sources or should be assumed zero if eigenfrequencies of the microcavity are being sought.
For the uniqueness of the solution, the total field must satisfy the following conditions: (1) the Helmholtz equation with the coefficients k c 2 ϭ c c k 2 and k e 2 ϭ e e k 2 inside and outside the cavity, respectively; (2) a set of continuity conditions on L S that characterizes a transparent boundary:
and (3) the Sommerfeld radiation condition for the scattered field at r ϭ (x 2 ϩ y 2 ) 1/2 → ϱ. Here k ϭ /c ( is the angular frequency, and c is the light velocity in the vacuum); ‫‪n‬ץ/ץ‬ is the normal derivative; and n are the tangential and inward normal unit vectors to L S at the point r, respectively; and the coefficient ␣ j is equal to either j in the TM-polarization case or j in the TEpolarization case ( j ϭ e or c). Time dependence is adopted as exp(Ϫit) and omitted throughout the paper.
BOUNDARY INTEGRAL EQUATIONS A. Muller Integral Equation Formulation
The integral representations for the fields in each region can be obtained by applying the Green's second identity to the field function at the contour of the dielectric scatterer and the corresponding Green's function,
where dlЈ is an elementary arc along L S , and the expressions for the 2-D Green's functions and their derivatives can be found in Appendix A. By placing the observation point at the contour, r ជ L S , one obtains a pair of coupled BIEs that can be solved numerically. 9 However, the solution of this set is not unique, and if the frequency of the incident field coincides with defect frequencies of the structure, undesired spurious resonances appear. To avoid this problem, we reformulate the problem in terms of a set of the second-kind MIEs. To this end, we add two BIEs formulated in the regions inside and outside the cavity, and their normal derivatives, and impose the boundary conditions [Eqs. (2)] to obtain the following set of coupled integral equations:
Here the unknowns (r) and (r) are the limit values of the field function and its normal derivative, respectively, if approaching the contour L S from the inner region of the cavity. Equations (5) and (6) are the classical BIEs of the Fredholm second kind, which are uniquely solvable for any incident field function twice continuous on L S . Note that the kernels of MIEs tend to zero if the contrast between the cavity and the outer medium gets smaller. Therefore one can conclude that the MIE technique relates to the family of the analytical regularization methods 29 based on the inversion of the low-contrast limit form of BIEs.
Having solved the set of Eqs. (5) and (6), we can compute the far-field scattering characteristics as well as the near-field portraits. Large-r evaluation of the integral in the expression for the scattered field [Eq. (4)] reduces it to U e (r) ϭ (1/r) 1/2 exp(ik e r)⌿(). Here the last factor is the far-field scattering pattern given as
where k ϭ ͕k e cos ,k e sin ͖ and is the observation angle. The total scattering cross section is then defined as follows:
A partial verification of the numerical solution can be done by checking the power conservation law, which for the case of a lossless microcavity illuminated by a plane wave incident at an angle ␥ takes the following form: s ϭ Ϫ8 Re͓⌿(␥)͔.
B. Trigonometric-Trigonometric Galerkin Method
To obtain a discrete form of the MIEs (5) and (6), we apply a Galerkin method with angular exponents as global test and trial functions, known as the trigonometrictrigonometric Galerkin method. It has been demonstrated 2, 6, 27, 29 that successful implementation of such a technique strongly depends on the specific Fourier representation of the discretized integral operator. If the operator decomposes into a main part that has an explicit Fourier representation and a remaining part, that is an integral operator with a smooth kernel, then the application of the trigonometric Galerkin method yields discrete numerical schemes with optimal convergence rates. Although the integral operators in Eqs. (5) and (6) do not have such convolutional parts a priori, they can be decomposed into two parts: the same operators defined on a circular contour of radius a and the ones obtained as differences between the original and the circular-case operators. If applied to the discretization of the singular BIEs of the first kind, this procedure enables one to treat the singularities analytically and regularize BIEs by converting them into a Fredholm second-kind block-matrix equation. 2, 6, 29 For brevity, we present the details of the discretization procedure for the case of the TM-polarized plane-wave scattering from a microcavity with a dielectric permittivity c , assuming that c ϭ e ϭ 1. If the curve L s has an analytical parameterization, x ϭ x(s), y ϭ y(s), and 0 р s р 2, the set of Eqs. (5) and (6) can be rewritten as follows:
where
. Using the small-argument approximations of the cylindrical functions, it can be proved 6 that the function F(s, sЈ) and its first-order normal derivatives are regular functions if L S is smooth. The secondorder normal derivative, however, has a logarithmic singularity at s ϭ sЈ:
To obtain a discrete form of Eqs. (9) and (10) A) . Expanding all the functions in Eqs. (9) and (10) in terms of the Fourier series with angular exponents as global basis functions as (12) and testing against the same set of functions yield the following set of linear algebraic equations: 
with J m j ϭ J m (k j a) and H m j ϭ H m (1) (k j a) as the Bessel and Hankel functions, respectively, and the prime representing the derivative with respect to the argument. The matrix coefficients are defined as follows:
A mn
where ␦ m,n is the Kronecker delta function. Note that all the functions expanded into the double Fourier series are constructed as the differences between the original kernels and the circular-case ones and thus are regular at s ϭ sЈ:
The right-hand functions are defined as one-dimensional integrals,
and together with 2-D integrals in Eq. (17) (13) and (14) are reduced to the following final canonical form, a 2 ϫ 2 block-type infinite-matrix
DETAILS OF COMPUTATIONS AND CONVERGENCE ANALYSIS A. Matrix Truncation Error
The Fredholm nature of the final block-matrix equation (19) guarantees that the computational error of the approximate solution can be progressively minimized by increasing the matrix truncation number N. However, it is important to see what the rate of the error decrease is and its dependence on the microcavity material and geometrical parameters. The results of the mathematical studies of log-singular integral equations of potential theory show that application of the trigonometric-trigonometric Galerkin technique together with the product integration method guarantees the optimal order convergence rate. 27 As only one equation [Eq. (10)] of our set is (logarithmically) singular, the numerical convergence rate estimate is the same as in the aforementioned studies: If intermediate calculations, like numerical integration, have been performed with ''infinite'' accuracy, then the approximate numerical solution converges to the exact one exponentially as the truncation number of each block of the matrix is increased. In practice, however, the integrals in Eqs. (17) and (18) are not computed exactly, which leads to the discrete Galerkin method, the convergence of which will be discussed in the following section.
In general, the solution error is defined as ʈz Ϫ z N ʈ, where z N are the unknowns computed by solving Eq. (19) with each block truncated after N equations. As we do not know the exact solution z, we compute the normalized error, in the sense of the l 2 2 norm, between two neighboring solutions versus the block truncation number N:
To study the dependence of the computational error decrement on the problem parameters, we consider a cavity with a super-elliptical cross-sectional contour described by the formula (x/a c ) 2 ϩ ( y/a c ) 2 ϭ 1, where 1 р Ͻ ϱ is the elongation and 0 Ͻ Ͻ ϱ is a cornersharpness parameter. If ϭ 1, the contour becomes an ellipse, and, if → ϱ, it turns into a rectangle of sides a c and a c and rounded corners with a peak curvature proportional to /a c .
In Fig. 3(a) we present e(N) graphs computed for the problem of the plane-wave scattering from two ellipses with ϭ 1.1 and c ϭ 10.24 ϩ 0.001i, one larger than the other. The error plots are generated for the parameters corresponding to the excitation of the whisperinggallery (WG) modes in the cavity: in the WG 4,1 -mode resonance (ka c ϭ 1.845) and just off this resonance (ka c ϭ 1.93) and in and off the WG 11,1 -mode resonance (ka c ϭ 4.279 and ka c ϭ 4.3, respectively). One can see that a rapid decrement of the error starts after N becomes larger than the value of a characteristic optical size of the cavity (k c a c ) [ Fig. 3(a) ], and the rate of this decrement depends strongly on the peak curvature of the corners [ Fig.  3(b) ]. It is important to study the behavior of the algorithm in the regions of the high-Q cavity resonances, as it has been shown that local-basis discretization methods may fail to provide an acceptable level of accuracy when the same number of unknowns is used as for the offresonance solution. 25, 26 Furthermore, it was observed that the errors in the internal field computation in the region of sharp internal field resonances in the spherical cavity were located mostly on the sphere surface and depended strongly on the refractive index of the cavity. 25 However, as the WG-mode field is mostly located in the area close to the cavity surface, a high accuracy of the field computation in this region is highly desirable. The results shown in Fig. 3 (a) convincingly demonstrate that our algorithm converges rapidly in the high-Q cavity resonances. We have also computed a matrix condition number as a function of the problem size and observed that it does not grow with the increase of N but tends to a constant limit value N cond as N → ϱ. This limit value depends on the problem parameters and is larger for cavities with sharper corners. For the parameters of Fig.  3(b) , it was as follows: N cond ϭ 163 ( ϭ 1), N cond ϭ 222 ( ϭ 3), and N cond ϭ 323 ( ϭ 5). Our experiments with local-basis (pulse, linear, and second-order polynomial) discretization schemes 23 have shown much slower convergence rates with noticeably worse convergence for the resonance than the off-resonance points. 
B. Fast-Fourier-Transform Algorithm for the Computation of Matrix Elements
In the practical implementation of the algorithm, there are other sources of computational errors besides the matrix truncation. As follows from Eq. (17), the matrix elements in Eq. (19) are calculated as double integrals over the interval [0, 2] , which is the most time-consuming part of the algorithm. For a standard Galerkin method, converting the BIEs into a dense N ϫ N matrix has a computational complexity of the order N 3 . However, the use of exponential basis and testing functions has an important computational merit. It enables us to calculate matrix elements with the aid of the fast Fourier transform (FFT), thus reducing the computation complexity of the algorithm and hence CPU time. In this case the total number of multiplications in performing a 2-D FFT for an N-unknowns problem does not exceed N 2 log 2 N. Furthermore, as it has been demonstrated in subsection 4.A., owing to the exponential convergence of the method, N can be chosen to be small. To achieve higher accuracy, we combine the FFT algorithm with higher-order GaussLegendre quadratures. 30 Thus the Fourier coefficients of a function f(s) are evaluated as (21) where ŝ l ϭ (s l ϩ 1)/M and s l , w l denote the abscissas and weights, respectively, for the Gaussian quadrature on the interval [Ϫ1, 1] with Q nodal points. The last sum in expression (21) is computed with the FFT algorithm.
C. Overall Convergence Rate
According to Ref. 31 , we have the following estimate for the N-unknowns final approximate solution after the numerical integration has been performed:
, where d is a degree of precision of the numerical quadrature. However, small values of N acceptable for a projection scheme are always smaller than the FFT size M required for an acceptable level of aliasing errors. Therefore in practical computations we use an FFT of size M Ͼ N and then truncate the result. Finally, we can conclude that, though a final fully discretized scheme does not have the exponential convergence rate, this rate can be progressively improved by increasing the order of the Gaussian quadrature.
The error estimate for the local-basis Galerkin method by use of test and trial functions that are polynomials of degree p and a numerical quadrature of degree d is as follows:
). 31 This estimate shows that to maintain the accuracy of the Galerkin method, an integration technique accurate to the order of the error in the discretization scheme must be employed. On the other hand, it can be seen that it is pointless to increase d to a value higher than p Ϫ 1, since the overall convergence rate is limited by the order of the test and trial functions used. This represents the most serious limitation to achieving arbitrary accuracy with standard local-basis discretization algorithms.
NUMERICAL SIMULATIONS
When studying dielectric and semiconductor microcavities for laser and integrated optics applications, we are interested in computing the spectrum of natural modes supported, together with the mode's near-and far-field distributions, Q factors, and FSR. These characteristics enable one to estimate and tune practical design and performance parameters such as laser pump threshold, maximum output power, emission directionality, filter operational frequencies, efficiency of coupling to bus waveguides, and single-or multimode operation within an optical communications window. For achieving a single-mode operation at a 1.55-m wavelength, an FSR of the microcavity larger than the 30-nm-wide optical communications window supported by erbium-doped amplifiers is required. This calls for the use of very small (1-5-m radius) semiconductor microcavities. Thus in this section we study the characteristics of several 1-5-m-sized high-confinement optical microcavities frequently used as compact filters and laser resonators in dense WDM systems in the 1.55-m wavelength band.
To study the optical spectra of microcavities, one can excite them by the 2-D complex-source-point (CSP) beam. 32 CSP is a line field source with complex coordinates:
(1) (k͉r Ϫ r cs ͉), r cs ϭ ͕x cs , y cs ͖ ϭ r 0 ϩ ib, r 0 ϭ ͕x 0 , y 0 ͖, and b ϭ ͕b cos ␤, b sin ␤͖. Such a source produces a beam field in real space, and the greater the imaginary part of the source coordinate, the narrower the beam. This field is an exact solution of the Helmholtz equation at any observation point, unlike the Gaussian-type exponents frequently used to approximate the beam fields in paraxial domains. For each cavity, the beam incident angle and/or a separation between the beam center and a cavity sidewall (beam impact parameter) have been tuned to achieve the most efficient coupling into the highest-Q cavity modes.
Before applying our method to the analysis of general microcavity shapes, we verify our results by comparing them with data obtained by other methods, keeping a uniform accuracy of computations of 10 Ϫ4 . As a first test example, we chose a circular microdisk. Not only is such a structure used in many practical optoelectronic applications, but also its 2-D equivalent problem has an analytical solution as a series of cylindrical functions. A frequency scan of the total scattered power of the TEpolarized CSP beam field from a circular microcavity with a radius a c ϭ 1.5 m and permittivity c ϭ 6.0614 ϩ 0.001i is shown in Fig. 4 . The values of the total scattered power are normalized to the power of the free-space CSP beam. The minima in the plot (cavity resonances) are observed owing to the absorption of the beam energy in the cavity material when the frequency of the incident beam coincides with the real part of the cavity's complex natural frequency. To keep the formulation general, the radius of the extracted circular contour in the MIEs algorithm implementation was chosen to be different from the radius of the circular cavity under analysis (a a c ). In the wavelength range of 963-982 nm, we observe one sharp minimum and one wide minimum corresponding to the excitation of two WG modes of different Q factors in the microcavity. A very good agreement of the results with the series solution is demonstrated for all points of the graph, including the sharp resonance position and depth. The inset shows the measured emission spectra of a 3-m-diameter and 90-nm-thick GaAs microdisk. 33 The wavelength of the sharp peak was measured to be 970.2 nm, and the corresponding value in our 2-D calculations was 970.24 nm. A small difference in the resonance position is likely due to an effective-index approximation of the original three-dimensional problem.
As a second example, we study a microgear cavity studied numerically by the FDTD method 7, 8 and then experimentally. 34 The microgear cavity is essentially a circular microdisk with a sinusoidal corrugation of the disk radius that can be described parametrically as follows: r(s) ϭ a c ͓1 ϩ ␦ sin(s)͔. Here a c is a radius of an unperturbed circular cavity, is a corrugation period, and ␦ is the relative corrugation amplitude. Such a specific contour deformation allows efficient splitting of a doubledegenerate WG n,1 WG mode of the microdisk, for which the number of the azimuthal field variations is n ϭ /2, as well as enhancing a lasing mode and suppressing a parasitic mode. 7, 8, 32 Owing to many variations of the contour, numerical results obtained by FDTD techniques may suffer from staircasing errors, and the BIE method appears to be an optimal computer-aided-design tool providing higher accuracy with less computational effort.
The complex natural wavelengths ( ϭ ϩ iЈ) of the microcavities were found as the wavelengths at which the determinant of the block matrix [Eq. (19) ] vanishes. Once the mode's natural wavelength is found, the modalfield distribution can be computed, and the Q factor can be obtained as follows: Q ϭ /2Ј. In Fig. 5 we show the resonant wavelengths and Q factors (curves) of TEpolarized WG 5 Next, we study resonant spectra, the FSR, and modalfield portraits of three popular optical microcavity shapes: an ellipse, a racetrack, and a square. The wavelength dependence of the total scattered power of the TMpolarized CSP beam field from an elliptical microcavity (x ϭ a c cos s and y ϭ a c sin s) with a c ϭ 0.95 m, c ϭ 10.24 ϩ 0.001i, and ϭ 1.1 is shown in Fig. 6 . Two families of WG-mode resonances can be seen, corresponding to the first-and second-radial-order modes. The WG n,1 have the highest optical confinement and lowest material losses and therefore higher values of the Q factors and lower thresholds. All the higher-radial-order modes are usually considered parasitic, and for certain applications need to be suppressed. 2, 6 The near-field portraits, resonant wavelengths, and Q factors of the WG 11,1 and WG 7,2 modes are presented in Fig. 7 .
Another microcavity shape that finds many applications in integrated optics is a racetrack (quadrupole) resonator 1 with the cross-section contour defined as x ϭ a c r(s), y ϭ a c r(s), and r(s) ϭ ͓1ϩ e cos(2s)͔/ ͱ1 ϩ e 2 /2. The normalized scattered power of the CSP beam scattering from a racetrack microcavity is shown in Fig. 8 . Within the computed wavelength range the highest-Q resonances of this cavity are again first-radialorder WG modes.
Along with the WG modes, bow-tie resonances are excited in the racetrack microcavity. They demonstrate a strong spatial directionality of the output light that is very important for laser applications. 1 Near-field intensity patterns of a WG mode and a bow-tie mode are presented in Figs. 9(a) and 9(b), respectively.
Finally, the wavelength dependence of the total scattered power for a CSP beam incident at an angle ␤ ϭ 45°to the sidewall of a square microcavity is plotted in Fig. 10 . The square shape of the microcavity has been approximated by the superelliptic parametric formula: x ϭ a c cos sr(s), y ϭ a c sin sr(s), and r(s) ϭ (͉cos s͉ 2 ϩ ͉sin s͉ 2 ) Ϫ1/2 . A square resonator supports standingwave modes of various types, as previously observed, 12 and the highest-Q factor modes are the ones having the nulls of the electric field along the diagonals [ Fig. 11(a) ]. It can be seen that though the mode spacing of the highest-Q modes is rather large, the spectrum of the resonances corresponding to the modes of different types [see Fig. 11(b) as an example] is very dense. This suggests that to achieve a single-mode operation of the square microcavity one should either decrease the size of the cavity even further or introduce a deformation to suppress the parasitic cavity modes.
CONCLUSIONS
A set of boundary integral equations for calculating optical modes in high-confinement resonant cavities has been used. The BIEs are guaranteed to have a unique solution for any set of cavity design parameters unlike various elementary formulations suffering from the appearance of spurious numerical resonances. The BIEs have been discretized by the Galerkin method with global trigonometric test and trial basis functions to minimize the size of the numerical problem and achieve the stability and superior convergence of the final fully discrete numerical scheme. The algorithms developed have enabled us to accurately and efficiently compute the characteristics of arbitrary-shape lossy dielectric and semiconductor microcavities with various types of excitation. Our results were found to be in good agreement with FDTD simulations available in the literature and shown to provide higher accuracy. The speed, flexibility, and robustness of the algorithms create a framework for efficient design and optimization of novel-shape microcavities with improved spectral characteristics. ϫ (k j a) are the Bessel and first-kind Hankel functions of order m, respectively, and the prime represents the derivative with respect to the argument.
