In an arbitrary metric vector space. ./ may fail to be closed with respect to subsets. Nevertheless, these set systems retain many interesting properties, in particular: (i) if all subsets of E of cardinality n and II + I are not in .a. then no subset of cardinality exceeding n + I is in ./; (ii) if F and G are in .I and the cardinality of F is less than that of G. F may be augmented to a set F' in .f by the addition of at most two elements from G: (iii) all maximal subsets in .f have the same cardinality, and form the bases of a linearly representable matroid: (iv) if G c_ Fz E and if F is contained in the linear span of G, then there exists some Ic G with It./ such that the cardinality of I is #I= max(#I'II'sFand 1'~.Bi. In this paper. we introduce a set of axioms for a new class of set systems called wwrroids. and show that these axioms assure that these and other essential properties of the set systems associated with metric vector spaces hold in metroids generally.
It is further shown that another recent generalization of matroids known as bimatroids are a special class of metroids. although the converse is not true.
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1. INTROOUCT~~~V
Some Basic Notatiotls
Let Y. be a (finite dimensional') vector space over some commutative field X' and let d: Y x Y + X be a symmetric bilinear form on Y -; thus ( Y ', .?A) is a metric uector space, as studied, for instance, in [S] .
As usual, for any subset FEN:= (Xl Xc'/') of Y', we let (F) denote the subspace generated by F and FL denote its orthogonal sup-plernent, i.e., the subspace of all .YE $. with B(J x) = 0 for all ,f~ F. The intersection (F) n FL is called the radical Rad( F) of F, and F is called lzondegenerute if Rad(F) = 0, in which case one has "I'= (F)@F'.
F is called isotropic if FG FL, and I -is called (semi-) anisotropic
if any isotropic subset is contained in { 0; (or in Rad( Y"), respectively).
Let [F] denote the quotient space (F)/Rad(F) and let p,,(F) denote its dimension.
Let (s:', .g) denote the non-degenerate metric vector space YY := ['I '1 = Y '/Rad( Y ') with g;: Y: x YY + X well-defined by 2(.x + Rad( Y .), J' + Rad( Y ')) := !#(.Y, ,r). For any FG Y put F= {x + Rad(% ') 1 .x E Fi c fy, and note that p.,(F) = p,#(F).
The Basic Problem
It is clear that p,#( F) = dim (F) for all Fc Y if and only if Y is anisotropic, in which case p,#: 9( Y -) + N: FH p,,(F) has all the properties of a matroidal rank function, i.e., it satisfies 062,p,,(F, nF,)dp.,(F,nFz)+p.a (F, uF,) <p.iR(F,)+p.r(Fz)< #F, + #F, (Ml (cf. [6] ). In general, however, p,# will lack those properties. In the following note, which was motivated by problems concerning the embedding of metric spaces into euclidean spaces (cf. [ 1, 31 and a forthcoming paper by the authors), we want to study various properties of p 19 which can be used as a substitute for (M), and we want to demonstrate that these properties deserve to be studied in just the same way as the combinatorial properties of linear dependence and independence deserved to be studied in terms of matroid theory (cf. [6, 71) .
I .3. Some Further Notutions
For any F, Xc %', let 'p,#(F 1 A') denote the dimension of (F)/(Rad(F)nX'), so that RAF) = (P.AF I FL and let 6 JF I X) := cp.J F 1 A') -p,#( F) = dim( Rad( F)/Rad( F) n A" )) denote the defect qf F relutiae to A'. Put 'pJF 1 ? .) =: q,,(F), and note that p,,J F) = cp,J F) for all Fc $" if and only if ,Y -is semi-anisotropic.
Note also that, as in Section 1 .I, we can compute cp,J F I A') and 6JF I X) modulo Rad( d '), i.e., for F, XL 'I -we have cp,#( F I X) = cp,(F I x) and 6 *(F 1 X) = 6,,(F 1 2).
Since when F c X one has Rad(F) n XL = ( (F) n FL ) n XL = (F) n XL and therefore 'p.JF I X) = dim( ( (F) + XL l/X' 1, the function (p.#(... 1 X): 9(X) -+ N : FH Q.#(F 1 X) satisfies (M), and hence defines a matroid on X of rank cp,#( X 1 X) = p #(X). Similarly, the pairing (X) x Rad( F) + X': (x, f') H W(.u, f) induces an isomorphism between Rad(F)/(Rad(F) n XL ) and the dual space of (X>/((X>nRad(F)')=((X)+(F)+F')/((F)+F'), so for fixed F the mapping S,,(F 1 . ..). Y( f -) + N: X H 6 a( F I X) defines a matroid on Y of rank 6,,(F) := 6 d( F I f .) = dim( I! '/( (F) + F' ) ), the defect of F.
Finally, let FE Y be called ,free if F is linearly independent and Rad(F) = 0, i.e., if p.(F) = #F.
I .4. Basic Properties yf p 'B. cp #. and 6 19
The following observations are well-known and immediate consequences of (bi) linear algebra: for all SE I'. Since one has always P,~( F) < cp JF I X) 6 (p,#( F) 6 #F, the assumption p J F) = #F implies q.#( F) = cp a( F I A') = #F for all X E Y ', i.e., the linear independence of (the canonical image of) F in any space [A'] with FE XG Y '. Since for any subset FG X which is maximal linearly indepcndent in [Xl, one has J,(F) =: discriminant ([Xl ) # 0. i.e., y JF) = #F. the following statements also hold:
(iii) A subset FG X is linearly independent in [X] if and only if it is a subset of a free subset of X, i.e. # F= max( # (In F) / 1~ X, / free ).
(iv) Any free subset F of Xc Y. can be extended to a free subset IsX with #I=~J/)=Q~(,Y).
Moreover, if we define a subset FE f to be uirtuulf~.jkr relutice to some XL Y .--or, for short, just X;frer -if F is linearly independent in [ Fu A'], i.e., if #F= cp #(F / A'), we get:
(v) If I G FG Y is a maximal X-free subset of F, then I is a basis of (F)/Rad(F)nX') and one has #I=cp.(FI X) as well as pI(I)=pIB(F). So in the case that X= Y ', we get in particular:
(vi) (F)+Rad($') = jx~~'~cp~(Fu.~) = q#(F)) = [.YEY"I p,,(Fu.uuX)=p,, (FuX) for all XL Y'f. Since 6( F 1 X) is the difference between cardinalities of maximal X-free and free subsets of F, another simple but important observation is:
(vii) ForF~~'and. 
with dim(X)=cp.,(XI Y) and dim(Xu Y)/(X>> dim f '/( (A') + X1 ) = 6 #(X I Y) by Section 1.3. 
.I. The Main Result
We are now ready to state our main result. So let E be a finite set and let p: g(E) + N be a map with p(0) = 0. Define a subset IC E to be free if P(O = #I, and for any F, XL E define cp(Fl X):= max(#(ZnF) I ZcFuX, I free) and 6(FI X):=cp(FI X)-p(F). Then the following holds:
Continuing \llith the uho~e notutions, u~.wnze that, us in metric vector spuces:
For FG E und xE E one has o(F)dp(Fux)<p(F)+2. (iii) lf' FE XG E is ,/ire, then there exists u ,/ire mhset Is X \t,ith The rest of the paper is devoted to proving these and related statements. It is organized in four sections, the first and second dealing with elementary generalities on set systems and rank functions, in particular those satisfying (M 1) and (M2). The third section deals with the specific rank functions which satisfy our axioms (Ml )-(M4), and the last section with relations to bimatroids and general sesquilinear forms.
GENERALITIES ON SET SYSTEMS AND RANK FUNCTIONS

The Rarlk Function qf a Set System
Let E be a finite set and let .f G 9(E) be a set s?'sten? on E, i.e., a collection of subsets of E such that @E .P. Obviously, 3 is completely determined by its associated rank ,function since FE .a if and only if p(F) = #F. The subsets Z in .f will also be called the,frrr subsets of E.
Rank functions of set systems are characterized among the maps p: b(E) + Z by the following two properties: (Sl') p(F)dp(G) for FsGEE.
It is obvious that (MI ) and (M2) together with p(a) = 0 imply (Sl ) and (S2), respectively, so the rank functions considered in Theorem 1.7 are necessarily rank functions of set systems.
Virtually Free Sets and Dqfects
Given a set system .a on E and a subset XL E we define a subset V of some FL E to be virtually free with respect to X-or, for short, just Xfree-if there exists some free subset ZE Fu X with VG I. We define the virtual rank of F with respect to X as cp(F 1 X) :=max( # V 1 VC F, V X-free) and we define the defect of F MYth respect to X as
If X= E, we write also q(F) and b(F) instead of cp(F 1 E) and 6(F 1 E) and call these numbers the virtual rank and the defect of F. The following observations are obvious or easily established for all F, XG E:
(iii) If FLGsE and XsYzE, then cp(FIX)<y(GIY) and
Proof:
Choose Proof:
(vii ) If I G E is free, then 6(I) = 0.
Th Dqfkt Indrs of' a Set System
We can sharpen some of these results by introducing the defkcr inder d,, of a set system 9 c 9(E) as max(G(F I .u) I FL E; .X-E E). Using this concept, we can state the following LEMMA.
Given u set s~~stprn (E, .f, p) and a rzatzrral nuder d. the,fidlowing staternents are equioalent: i.e.,
(ii)*(v): According to (2.2)(iv) we have 
i.e., &F(.u)<d, too.
A Proof of' Theorem ( 1.7 )( vi )
We can also show now that any map p: 9(E) + N, satisfying (Ml ) and (S2) and hence representing the rank function of a set system .a = .<, of defect index d, < 1, has the property (1.7)(vi), i.e., it satisfies 6(FI X)= #Xop(FuX)=p(F)+2.
#X.
For this purpose we show first the result which sharpens (2.2)(v):
LEMMA.
[f (E, 9, p ) bus dt$ct indes d I 6 d # 0, then for all F, XL E one has p(FuX)>cp(F( X)+ Proofi Choose some free Zc_ Fu X with #(In F) = q(F 1 A'). Then by (2.3)(ii) with X=Qr: 6(Fl X)=S(FI (Z\F))<d. #(Z\F), i.e., #(Z\F)> r6(F 1 X)/cfl, and therefore
Now, if d= I, we get-combining this result with (2.2)(iv) and (2.3)(ii)Pp(F)+2.6(FI X)=cp(FI X)+6(FI X)dp(FuX)d p(F) + 6( F I X) + #X 6 p(F) + 2. #X for all F, XE E. So, in particular,
#X. It follows that d,, 6 1, YE X, and fi(F I A') = #A' imply 6(F I Y) = # Y, since these assumptions imply p(
Smooth Set Systems
We define a set system .a on E to be smooth, if for any F, Xc E one has 6(FI X)=0 if and only if 6(FI x)=0 for all SEX.
The following observation will be useful later on:
A set system 9 on E is smooth if und only iffor any F G E and any x,, xx, xj E E the assumption 6(F I x, ) = 6(F 1 x2) = 6(F 1 .x3) = 0 implies 6(FI (s,,s2,xj})=0.
Proqf: Necessity is obvious. So assume F. Xc E and 6(F I x) = 0 for all .K E A'. We will first use induction with respect to #A' to prove that p( Fu X) < p(F) + #A'. If #X6 3, then our assumption implies 6(F I X) = 0 and therefore p(Fu X) 6 p(F) + #X by (2.2)(iv). If there exists some X, J'EX with p(Fu (x, y})=p(F)+2, then p((Fu {x, y})uz)= p(Fu lx, ~1, z) )<p(F)+3=p(Fu (x, y})+ 1 for all ZEX since #{.u, y, z} < 3. So our induction hypothesis, applied with respect to Y := X\{X, y}, implies p(FuX)=p((Fu {x, y;)u Y)dp(Fu ix, y})+ #Y =p(F)+2+ #Y=p(F)+ #X Otherwise p(Fu (x, ~1) d p(F) + 1 for all x, JJ E X, so--choosing some fixed XE X and applying our induction hypothesis with respect to Y := X\s-we get again
But now also p(Fu Y) <p(F) + # Y for all YL X and therefore S(F I X) =0 by (2.2)(v).
Some Further Results on Defects in Smooth Set Systems
Another useful characterization of smooth set systems is given in the following THEOREM.
For a set system (E, 9, p) the ,following statements are equivalent:
(i) .f is smooth;
(ii) ,/or anl' F, XC E with 6(F / X) = 1, there exists some I E X wlith 6(FI .u)= 1; 
.). g(E) + N: A'--+ 6(F I X)
is the rank ,function of a set system dqfined on E (i.e., S( F 1 . ..) satisfies (Sl ) and (S2) from (2.1)), in ushich case the set system associated with 6(F I . ..) has dqfect index 0, i.e., it is closed with respect to subsets, and one has 6(F(X)=#X~fandonlyifp(FuX)=p(F)+2~#X.
Proof We show (ii) * (i) 3 (iii) 3 (ii).
(ii) j (i): Assume F, XG E and 6(F I X) > 0. We use induction with respect to #F to show that there exists some I E Xv F with 6(F I x) > 0. Using (ii), we may assume s(F I X) > 1. Choose some free I& Fu X with #(ZnF)=cp(FI X)>p(F). Vice versa, if 6( F I . ..) satisfies (Sl ) and (S2), then it satisfies in particular (ii) and it satisfies 6( F I X) < # {X i = 1, i.e., d, < 1. The rest follows from (2.4).
Clmrre Operators
Let (E, J, p) be a set system. Then for any FG E define the closure g(F)=a,(F) as o,(F):={e~EIp(FueuX)=y(FuX)forall X&E).
The following observations are obvious:
(ii) FE G implies o(F) G a(G).
(iii) a(a(F))=o(F).
(iv) p(a(F)uX)=p(FuX) for all Xc E, in particular, p(dF)) = P(F). i.e., cp(F I X) = cp(F u e I X).
A Connection Mith Matroid Theory
The following observation, though not being used in the proof of the Theorem in (1.7), seems to be of some independent interest in this context: LEMMA. Let (E, 3, p) be a set system szrch that a(F) = [PEEI cp(Fue)=dOi f or all F G E. Then cp is a matroidal rank ,function on E, o is the associated closure operator, and { V z E I V virtually free} is the associated set system of independent sets.
Proof. It is enough to show that G, FL E and q(G u X) = q(G) for all XEF implies q(F)<cp(G).
But cp(Gu.u)=cp(G) implies x~g(G) by our assumption, so we have FL a(G) and therefore cp( F) d cp( CJ( G)) = cp( G).
Restrictions, Contractions, and Truncations qf Set S,vstems
Given a set system 9 s 9'(E) and a subset F c E, we define the restriction of 9 to F as the intersection 9' := .a n g(F). Note that P,~(X) = pi,(X), cp ,(X1 Y) = 'pl,(X I Y), and 8.,(X I Y) = 8.,(X I Y) for all A', YC F.
Similarly, if I E .P c g(E), we define the contraction of .f with respect to Z as the set system (E\Z, iJ\Z / .ZE.~, ZcJ}).
For any Tc I% with OE T let 9r := {ZE.~ 1 #ZE TJ denote the T-truncation of 9. Note that in general one cannot expect simple relations between p = P,~ and p7 := p,,,--except that <aTc 9 implies, of course, p r( F) < p(F) for all Fc E-unless .% is closed with respect to subsets in which case one has P&F)=max(t 1 tETand t<p(F)).
The Poljltop Spanned b?j the Characteristic Vectors of Free Subsets
Another perhaps interesting remark is that for a set system .f c 9(E) of defect index 6 1 a subset XE E is free if and only if for any two subsets F, E F2 c_ E one has #(F,nX)<cp(F,/F,)+ #(X\F,).
Proqf If X is not free, choose a maximal free subset I in X and some s E x\ I.
Then for F, = Iv.u and for F,= X we have #(F, nX)= #F, = #I+ 1, but cp(F,IFz)dp(F,)=p(X)= #I and #(X\F,)=O.
Conversely, assume X to be free and assume F, G F, L E. Then p(X)= #x=l.,((xnF,)u(X\Fz))dp(XnF,)+2. Q.E.D.
It follows that for any map (or vector) .f': E -+ [0, I] E R in the convex polytope spanned by the characteristic vectors of free subsets of E all of the 3 # " inequalities must hold, and that any ,f with integral values satisfying these inequalities must be the characteristic vector of a free subset.
It seems interesting to ask for a nice characterization of those set system .F of defect index d 1 for which the above inequalities define the convex span of the characteristic vectors of free subsets. If F, = E, then our inequalities are just Edmonds' inequalities which are known to define the convex span if the set system is the independence system of a matroid (cf. C81).
BALANCED SET SYSTEMS
Balanced Set Systems
A set system (E, 9) is defined to be balanced if for any Fz E all maximal free subsets of F have the same cardinality, namely, p ,(F). Balanced set systems are characterized in the following PROPOSITION.
For a set system (E, 9) with rank ,fitnction p = p-9 the following statements are equivalent: In particular, .f is the independence s?atem of a matroid defined on E !f and onI?! if it is balanced and has defect inde.v 0.
Proof: The proof is straightforward and is left to the reader. One can also easily verify that a map p: d(E) + N with p(G) = 0 is the rank function of a balanced set system if and only if p is monotonous (i.e., it satisfies (Sl') and it satisfies (M2). In particular, such a map p satisfies (M 1) and (M2) if and only if it is the rank function of a balanced set system of defect index < 1.
Sets qf Defect 0 in Balanced Set SJ1stem.s
Generalizing the characterization of sets of defect 0, given in (2.2)(v), we have the following PROPOSITION.
[f (E, 9, p) is a balanced set system and FL E, then the ,following statements are equivalent: In particular, if 6(F) = 0, we can introduce the set system (E, 9,. pp) associuted kth pp which is cafled the contraction qf .% n*ith respect to F.
Proqf1
We know already (i)o(ii) (by (2.2)(v)), while (iii)*(iv)=(v)* (i) is trivial. To show that (ii)-(iii), choose some free ZE F with #I=p(/)=p (F) and extend it to some free JG FuX with #J = p(J) = p(Fu A'). Since 6(F) = 0, one necessarily has J n F= I and therefore JcZuXwhich implies p(FuX)= #J<p(luX)<p(FuX).
i.e., p(FuX)=p(luX). 
Proyf: Since (E, ,f, p) is balanced, there exists at least some non-empty K E G with 0 < #K and p( F u K) 3 p(F) + # K by Proposition (3.1 )(iv).
Now assume K to be minimal subject to these conditions. Then for any .Y E K we have necessarily p(Fu (K\x)) = p(F) and therefore we have p(F)+ #K<p(FuK)<p(Fu(K\.u))+d+I =p(F)+d+l, i.e., #K<d+ 1.
Some Trltncations Which Are Matroids
LEMMA. [f' (E, .P, p) is balanced qf d@ct indes d and lj" ,for some fixed n E N ani' s~hset qf any I E .P b&h # 16 n + d is in 9, too, then the (0, I,..., I; 1 -truncation of' .f is the independence s?~stem oJ' a matroid, defined otl E.
Proof:
It is enough to show that for any I, JE 9 with #J < #I< n there exists some .YE Z\J with Ju XE.F. But by Lemma 3.3 there exists some KsI with 0~ #K<d+ 1 and p(JuK)>p(J)+ #K= #J+ #K, which implies Ju KE .f and Jn K= 0. Since # (Ju K) < n + d, we may now choose any I E K _c I\J and get J u x E 9.
Remark.
It follows, in particular, that we can construct matroids from subsets E c f of a metric vector space f. = (^I ', 98) in the following way: if for some fixed n the subspace (X) generated by any subset XE E of cardinality bn + 1 is semi-anisotropic or, more generally, if for any subset XsE with #X=p(X)<n+l one has #Y=p(Y) for any subset Y c X, then the subsets XC E of cardinality fl which generate an n-dimensional non-degenerate subspace (A') of I. form the bases of a matroid defined on E.
It was this observation which provided the initial impetus for the investigations presented in this paper. Note that the matroids, derived in this way from metric vector spaces, are not necessarily linearly representable. In particular,. it might be an interesting question whether the Vamos matroid can be constructed in this way.
3.6. Some Exatnples. (i) If (E, J) and (E', 9') are balanced set systems then (E w E, .f @.a') with Y@O' := {Z CI I' ( ZEN, Z'E~') is a balanced set system of defect index max (d,, d,. ).
(ii) If (E. 9) is a matroid OE TG N and J,.= (Ze.9 1 #ZE T} is its T-truncation, then (E, 9,) is balanced. Moreover, if T= {O= t,, t,, I~,...), with t,,<t,~t~< ... <f,,<p(E)and Ii=max(t(+,-t,-1 1 i=O,...,n-1). then (E, X,) has defect index ci.
(iii) If (E, 9) and (E', 9') are two matroids, then (E u E', .f xrm 9') with 9 x F,d 9' = i Z c, I' ( ZE 9, I' E .f', #I= #I' ) is balanced of defect index I.
PROOF OF THE MAIN RESULT
An Outline of the Proof
We know already that a map p: 9'(E) + N with p(D) = 0 satisfying (Ml ) and (M2) is the rank function of a balanced set system 9 of defect index 8, < 1, so it satisfies (1.7)(iii), which just restates the balancedness of 9, and it satisfies (1.7)(vi), as was shown in (2.4).
To prove the remaining results stated in (1.7), we consider first maps p:@(E)+ N with p(B)=0 which satisfy (Ml), (M2), and (M3) and show that such maps-or rather the associated maps cp(... 1 Xtsatisfy (1.7)(i) and therefore they satisfy the inequalities stated in (1.7)(vii) as well as the second inequality stated in (1.7)(viii). Then we show that the associated set system ,P =.a,, is smooth, so-according to (2.6)-6(F 1 . ..) is a rank function of a set system of defect index 0 defined on E.
Finally, we assume that p as above also satisfies (M4), and show that in this case also (1.7)(iv) holds from which statement the remaining ones are easily deduced.
Because of their close connection with metric vector spaces, the name tnetroid has cropped up in our private discussions as a short name for a set system (E, 9, p) in which p satisfies some or all of the properties of (M 1) through (M4). This seemed rather suggestive, and we want to propose to call a set system (E, 9, p) for which p satisfies (Ml ) through (M4) a metroid, while a set system satisfying (Ml ), (M2), and (M3) only might be called a setni-metroid.
Semi-metroids Are Smooth
Assume (E, .a, p) to be a semi-metroid and assume e,, ez, ej E E, Fc E and p(Fu e,) < p(F) + 1 for i= 1, 2, 3. Assume also e, #ez fe, fe,. If ~ (Fu(e,,e~}) ,fEF\%Z and, as before, ZuJ Zu if;@,), Zu (,f;ezi, Zu{,f;e3)$9. So, applying (M3) with u=.f; h=e,, c=e?, and d=e, again gives the contradiction J $9.
Thus by Lemma 2.5, (E, 9, p) is smooth.
The Virtual Rank oj' a Semi-metroid Is Matroidal
As above, let (& J, p) be a semi-metroid. To show that the associated maps q(... 1 X): 9(X) + N are matroidal, one may assume w.1.o.g. that X= E, in which case it is enough to show that the set .a,,, of maximal free subsets of E is the set of bases of a matroid of rank n := p(E) defined on E, i.e., that Z, JE &,,, and XE Z implies the existence of some -v E J with To show that the second inequality of (1.7)(vii) also holds, i.e.,
for all X, Y s E, we may assume w. Q.E.D.
Mrtroids
Sutisfv (1.7)(iv)
We now come to the decisive property of metroids which says that for a metroid (E, 9, p) and for F, XG E any maximal X-free subset VG F has rank p(V) = p(F). Again, w.1.o.g. we may assume Fu X= E. Assume Vr F to be a maximal virtually free subset of F. Since the contraction of a metroid with respect to any free subset is again a metroid, we can use contraction with respect to some maximal free subset of V to conclude that w.1.o.g. we may assume p( V) = 0. We have to show that then p(F) = 0, too, which we do by induction with respect to #(E\F). If #(E\F) =O, i.e., if E = F, then any maximal virtually free subset of F is free, so in this case we have indeed p(F) = # P'= p( V) = 0. Otherwise for any e E E\F there exists some maximal virtually free subset W of 
If p(F) = 0, we are done. Otherwise by (2.2)(vi), p(Fu e) ,< p(F) + 1 for all e E E and therefore, using the smoothness of 9, 6(F) = 0, i.e., p(F) = q)(F) = # v.
If p(F) = 1, then V = (u ] and S( V) = 1 so, using (2.6), there exists some GEE with p({ U, e ) ) = p( { 11) ) + 2 # {r ) = 2, i.e.. i L', e ) E 9. Obviously, e 4 F. Since p(F) = 1, there exists some ,f'~ F with i,/'j EX. Necessarily, [v,,f]$.9.
Hence we may apply (M3) with I=@. u=r, h=c=,f; and d= e to conclude (~1, .L e 1 E .f, contradicting the maximality of V= ir ).
Hence we may assume p(F) = 2 and V= (I:, 1~) with 6( r) = 2. Again, using (2.6), we can find X=j.u,yi~E with p(I'uX)=p(L')+2.#X= 4 = # ( Vu X) and we have necessarily Xn F= a by the maximality of P'. If there exists some #'E F with {t:, ,f) E 9, we may apply (M4) with I= 0, CI = U, h = K', c = ,j; d= X, and e = J' to conclude that ( u, II', J .Y ) E .f or (L', it', ,f; J') E .f, both contradicting the maximality of k'= ( I', 1~). Hence [r. .f') $9 for all J'E F and, similarly, {IV, ,f) $ .f for all f'~ F. Assume 
Some Corollaries, Conduding the Proof
Again assume (E, ,P, p) to be a metroid. We have to show that (1.7)(ii), (1.7)(v), and the first inequality in (1.7)(viii) hold.
(1.7)( ii): To show that d(F 1 . ..) is a matroidal rank function for all FG E, it is enough (in view of (2.6)) to show that p( Fu A') = p(F) + 2. #X>p(Fu Y)=p(F)+2. #Y for some X, YGE with Xu Y=E implies the existence of some XEX with p(Fu Yu.u)=p(F)+2. #Y+2= p(Fu Y) + 2, i.e., that S(Fu Y) # 0. Choose a maximal free subset I G Fu X so that, since tl, = 1, again by (2.6), #I=p(F)+2#X=cp(FI X)+ #X, which in view of # (/\X) < cp(F 1 X) implies I= (In F) v X and #(In F) = q( F 1 X) = p(F) + #X. Since In FG F is virtually free we may extend it to a maximal virtually free subset C's Fu Y. For this V we have 2.#Y+p(F)
(1.7)(v): By (2.7)(v) we have a(F)g {Ed E 1 qn(Fup)=p(F)). Vice versa, since for any metroid the virtual rank cp is matroidal, for subsets FLGzE with rp(G)=cp(F) we have q(GuX)=q(FuX) for all XsE. Hence any maximal virtually free subset V of Fu X is also maximal virtually free in G u X, so we have also p(G u X) = p( V) = p(Fu X) by (1.7)(iv). In particular, if G=Fur and cp(F)=cp(Fue), then p(FuX)= p(FuXur) for all X~Eand therefore ego.
(1.7)(viii):
We have to show that for a metroid (E, 9, p) and subsets F, X, Y z E we have always
We may assume E = F u Xu Y. Let VE F be maximal virtually free, so # V = cp( F) = cp( 
Metroids and Bimatroich
In the following theorem it is shown that for a given partition E = A w B of E into two disjoint subsets A and B there is a one-one correspondence between metroidal rank functions p defined on S(E) and satisfying the special condition P(A ) = p(B) = 0, and bimatroidal rank functions defined on :?'(A) x .jp( B) (which, of course, is canonically isomorphic to :p( E) via the map (X, Y) H X u Y). In the representable case, this theorem follows from the oneone correspondence between matrices M and certain symmetric matrices M* given by [j' b: .9'(E) x .9'(E) -+ N is a q~znznetric birnatroidal rank ,fiznc.tion on E, then p: :'p( E) + N: X H fi(X I X) is u metroidul rmzk jiznction 011 E. Q.E.D.
Rank Functions Induced by Sesquilinear Maps
As in Section 1 let f denote a finite-dimensional vector space over some commutative field X'. Let X -+ 3': a H ii denote an automorphism of .X withd=u,letEESrbeanelementwithc.E=l,andlet~:~"x~"-t~be a map such that for fixed 11 E $ -the map .?A( . . . . u): $. + X: M' H 8(w>, u) is linear and for U, 121 E f one has .8(t), bc) = t:. :#(~t', v). Then for any finite subset E z f ', we define the map p: 9(E) + N: FH rank(.$ (F, F) x,y~ 1 s, y E E; x # ~1; {x, y ; # [a. h) ), and p = p,$. Then one can verify-using a case by case procedure--that p satisfies (Ml), (M2), and (M3), while by its very construction it does not satisfy (M4).
This last example is interesting because it follows from (a slight modification of) the proof of the theorem in (5.2) that a map p: d(E) -+ N satisfying (M 1). (M2), and (M3) satisfies (M4) as well once there exist A, B G E with E = A u B and p(A) = y(B) = 0. Hence it follows that while the theory of bimatroidal rank functions can be derived as a corollary of the theory of metroids, there does not seem to exist an obvious procedure to derive, vice versa, the theory of metroids as a corollary from the theory of bimatroidal rank functions-the class of metroids (E, .a, p), for which A, B c E with E = A u B and p(A) = p(B) = 0 exist, seems to be just too special to conclude theorems concerning metroids in general from theorems concerning those special metroids.
