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Abstract
This paper describes a part of the factorization theory of the family
of all the entire functions with non vanishing derivatives. In particular
it proves that this family of mappings contains primes. This assures
that this family of entire functions has two non degenerate fractal
representations.
1 Introduction
We consider the class of all the entire functions f : C → C with a non
vanishing derivative and normalized by f
′
(0) = 1. We denote this class
by elh(C) (the class of entire local homeomorphisms). It contains all the
normalized holomorphic C-automorphisms, z + a, a ∈ C. This subclass of
elh(C) we denote by Aut(C). The set of all the prime entire functions in
elh(C) is denoted by M. Here the notion of primeness is with respect to
composition of mappings as the binary operation.
The main result (from our view point) is that M 6= ∅ (Theorem 7.15).
In fact, all the functions of the form f(z) =
∫ z
ep(t
2)dt, where p(t) ∈ C[t]−C,
belong to elh(C) − Aut(C), satisfy f(C) = C (using a beautiful idea of E.
Calabi) and are prime entire mappings (Corollary 7.14).
We also prove that a function of the form f(z) =
∫ z
ep(t)dt, where p(t) ∈
C[t]−C, is a prime entire mapping, if and only if f(C) = C (Theorem 7.13).
Moreover, a function of such a form f(z) =
∫ z
ep(t)dt has no non degenerate
factorization of the type f(z) = g(L(z)), where L(z), g(z) ∈ elh(C)−Aut(C)
and where L has no Picard exceptional value, i.e. L(C) = C (Theorem 7.11).
Another general result we prove is that if f ∈ elh(C) has a Picard excep-
tional value, then f is not a prime entire function (Theorem 7.3).
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In fact such a function has a factorization that includes the logarithm func-
tion of a non vanishing entire function which by itself belongs to elh(C). In
the special case in which f(z) =
∫ z
ep(t)dt (p(t) ∈ C[t] − C) has a Picard
exceptional value, f(z) has one more factorization. It uses the fractional
power f(z)1/(N+1) for some N ∈ Z+ (See the proof of Theorem 7.13).
Our tools include, among other things, certain systems of initial value prob-
lems of some functional-differential equations. As differential equations they
are non linear and of order 1. Those systems have entire solutions if and only
if the given mapping f(z) ∈ elh(C) is factorisable (i.e. non prime). In fact,
if f(z) =
∫ z
eF (t)dt ∈ elh(C), where F (z) 6≡ Const. is entire, then we inquire
when is f(z) = g(L(z)), where L(z) ∈ elh(C) − Aut(C), and where g(z)
is an entire non C-automorphism. The dynamical systems of initial value
problems that control the factorization of f(z) are of two possible types:
Type 1: If L(C) = C (no Picard exceptional value), then g ∈ elh(C) and
hence g(z) =
∫ z
eG(t)dt for some G(t) 6≡ Const. entire. The system is:{
L
′
(z) = eF (z) · e−G(L(z))
L(α) = a
.
Type 2: If L(C) = C − {a} (a is a Picard exceptional value), then g(z) =∫ z
eG(t) · (t− a)Ndt for some N ∈ Z+ ∪ {0}. The system is:{
L
′
(z) = eF (z) · (L(z) − a)−N · e−G(L(z))
L(α) = a
.
All this is explained in Section 4 and in Section 3.
Thus an important question is to understand when those two dynamical
systems have entire solutions G and L. Our approach is to fix arbitrary
entire G(z) and analyze the structure of the singular locus of L(z). This
locus is empty if and only if L(z) is also entire, in which case we have our
factorization over elh(C).
The geometric and the topological structures of sing(L), are given in Theo-
rem 7.1 and in Theorem 7.2. We make a novel use of the generating initial
value systems above by varying the data α and a in an appropriate manner,
in order to construct the Riemann surface that uniformizes L(z). These re-
sults and technique are of independent interest of the factorization problem.
In fact our motivation for this research originated in the two fractal repre-
sentations (right an left) of elh(C) (Theorem 3.8):
elh(C) =WR ∪
⋃
p∈M
Rp(elh(C)),
2
elh(C) =WL ∪
⋃
p∈M
Lp(elh(C)).
The main result of this paper from our view point, M 6= ∅ (Theorem
7.15) assures that the fractal representations of elh(C) do not degenerate
to elh(C) =WR or elh(C) =WL.
Our methods do not seem to work for functions f(z) =
∫ z
eF (t)dt where
F (t) 6∈ C[t]− C. Here is a typical problem left open:
Consider an example of Rolf Nevanlinna f(z) =
∫ z
0 e
etdt. Nevanlinna shows
that f(C) = C. Is that f(z) a prime? In other words can we extend Theorem
7.13 to non polynomial exponents?
2 Definitions and back ground
Definition 2.1. We start by recalling few definitions and notations that
were used in [10].
elh(C) = {f : C→ C : f is entire, ∀ z ∈ C, f
′
(z) 6= 0, f
′
(0) = 1},
Aut(C) = {z + a : a ∈ C}.
For f ∈ elh(C), A(f) = {α ∈ C | ∃ γ : [0,∞)→ C continuous, such that : limt→∞ |γ(t)| =
∞ ∧ limt→∞ f(γ(t)) = α}. The curve γ is called an asymptotic tract of the
asymptotic value α. A(f) is called the asymptotic variety of the mapping
f ∈ elh(C).
Tf (f) = {γ : [0,∞)→ C | γ is continuous, lim t→∞|γ(t)| =∞∧ limt→∞ f(γ(t)) ∈
C}. Tf (f) is the set of all the asymptotic tracts of finite asymptotic values
of the mapping f ∈ elh(C).
Two asymptotic tracts γ, β ∈ Tf (f) of f ∈ elh(C) are equivalent if:
a. limt→∞ f(γ(t)) = limt→∞ f(β(t)).
b. γ and β are homotopic via an homotopy that fixes ∞. Thus ∃H(s, t) :
[0, 1]×[0,∞) → C continuous in (s, t) and satisfyingH(0, t) = γ(t), H(1, t) =
β(t), ∀ t ≥ 0, and limt→∞ |H(s, t)| =∞, limt→∞ f(H(s, t)) = limt→∞ f(γ(t)),
∀ 0 ≤ s ≤ 1. This is an equivalence relation on Tf (f).
T0f (f) will denote the set of all the equivalence classes of Tf (f) modulo
the above equivalence relation.
For f ∈ elh(C), the right shift mapping on elh(C) induced by f is:
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Rf : elh(C)→ elh(C), Rf (g) = g ◦ f .
The left shift mapping on elh(C), induced by f is:
Lf : elh(C)→ elh(C), Lf (g) = f ◦ g.
Results from [10]:
1. If f, g ∈ elh(C) then Tf (g) ⊆ Tf (f ◦ g), f(A(g)) ⊆ A(f ◦ g).
2. If f, g ∈ elh(C), then γ ∈ Tf (f ◦ g) implies that either γ ∈ Tf (g) or
else limt→∞ |g(γ(t))| =∞.
3. If f, g ∈ elh(C), then A(f ◦ g) = A(f) ∪ f(A(g)).
4. Let f ∈ elh(C). If ∃ g ∈ elh(C) such that Tf (g) = Tf (f ◦ g), then
f(C) = C.
5. The following are equivalent: (a) f 6∈ Aut(C). (b) Rf (elh(C) ⊂ elh(C)−
Aut(C). (c) Lf (elh(C)) ⊂ elh(C)−Aut(C).
6. ∀ f ∈ elh(C), Rf is injective.
7. ∀ f, g, h ∈ elh(C), if Lf (g) = Lf (h) for some g 6= h, then there exists
an entire function ψ(z), such that g(z) = h(z) + eψ(z).
8. Lexp(2piiz) is not injective.
Definition 2.2. Let (Y, d) be a metric space and let X be a topological
space. For a compact set K ⊆ X, ǫ > 0 and f ∈ Y X , we define BK(f, ǫ) =
{g : X → Y | d(f(x), g(x)) < ǫ, ∀x ∈ K}. The sets BK(f, ǫ) form a basis for
a topology on Y X , called the topology of compact convergence (on compact
subsets of X). It is denoted by τcc.
9. (a) The topological space (elh(C), τcc) is a path connected space. (b) For
a fixed f ∈ elh(C), Rf (elh(C)) is a closed subset of (elh(C), τcc).
10. ∀ f ∈ elh(C)−Aut(C), we have the identity ∂Rf (elh(C)) = Rf (elh(C))
in (elh(C), τcc).
11. ∀ f, g ∈ elh(C) we have L−1f (Lf (g)) = {g(z)+kje
ψ(z) | j = 0, . . . , N, k0 =
0} where N ∈ Z+ ∪ {0,∞}. Moreover, we have, N ∈ {0,∞}.
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12. The set {kje
φ(z) | j ∈ I, k0 = 0} is a cyclic subgroup of (C,+). (I is
countable).
13. If f ∈ C[z], then Lf is injective.
14. ∀ f ∈ elh(C)− C[z], g ∈ elh(C) if |L−1f (Lf (g))| > 1, then there exist an
entire φ(z) in z and an entire h(z, w) in (z, w) so that f(g(z) + weφ(z)) =
f(g(z)) + eh(z,w) sinπw. In that case there exists an entire k(z, w) in (z, w)
so that:
∂h(z, w)
∂w
· sinπw + π cos πw = ek(z,w).
15. ∀ f ∈ elh(C) − C[z], g ∈ elh(C) if |L−1f (Lf (g))| > 1 then there ex-
ist three entire functions φ(z), h(z) and L(w) so that f(g(z) + weφ(z)) =
f(g(z)) + eL(w)+h(z) sinπw. Also we have:
a. L
′
(w) sin πw + π cos πw never vanishes.
b. The function−h
′
(z)f(g(z)+weφ(z))+(g
′
(z)+wφ
′
(z)eφ(z))f
′
(g(z)+weφ(z))
is independent of w.
c. −h
′
(z)f(g(z)) + g
′
(z)f
′
(g(z)) ≡ g
′
(z)− g(z)φ
′
(z).
d. (φ
′
(z)−h
′
(z))f
′
(g(z)+weφ(z))+(g
′
(z)+wφ
′
(z)eφ(z))f
′′
(g(z)+weφ(z)) ≡ 0.
16. Let f ∈ elh(C). Then Lf is not injective if and only if f(z) = (1/b)e
bz+a
for a ∈ C and b ∈ C×.
This is Theorem 3.33 in [10]. ERRATUM: This theorem can not be true
and needs a correction of the following form:
Lf is note injective if and only if f(z) = s(z)◦((1/b)e
bz+a) where s ∈ elh(C),
a ∈ C and b ∈ C×.
The reason is the following simple principle.
Proposition 2.3. Let X be any set, and let (G, ◦) be a semi-group of map-
pings X → X. The binary operation ◦ is composition of mappings. Let
N(G) = {f : X → X | f is non− injective f ∈ G}. Then if f ∈ N(G), then
the f -right orbit G ◦ f , satisfies G ◦ f ⊆ N(G).
Proof.
By the definition of N(G) and by the assumption that f ∈ N(G) it fol-
lows that there are x1, x2 ∈ X, x1 6= x2 such that f(x1) = f(x2). Let
g ∈ G and h = g ◦ f . Then h ∈ G (because G is a semi-group) and
h(x1) = (g ◦ f)(x1) = g(f(x1)) = g(f(x2)) = (g ◦ f)(x2) = h(x2). Hence
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h = g ◦ f ∈ N(G). Hence G ◦ f ⊆ N(G).
The parameters that are relevant to Theorem 3.33 are: X = elh(C), G =
{Lg | g ∈ elh(C)} and Lf ∈ N(G). By Proposition 2.3 we have G ◦ Lf ⊆
N(G). We note that Lg ◦ Lf = Lg◦f . Hence ∀ g ∈ elh(C), Lg◦((1/b)ebz+a) is
not injective. We note that if IN(G) = {f : X → X | f is injective f ∈ G}
then:
a. Both (IN(G), ◦) and (N(G), ◦) are sub-semi-groups of (G, ◦).
b. IN(G) ∩N(G) = ∅, IN(G) ∪N(G) = G.
c. G ◦ N(G) = {g ◦ f | g ∈ G, f ∈ N(G)} ⊆ N(G) and if idX ∈ G, then
G ◦N(G) = N(G).
The list of the 16 results quoted above is from the paper [10]. We now
would like to apply the ideas that were introduced in the preprint [11] and
prior to that in the paper [12]. In [12, 11] the semi-group et(C2) of e´tale poly-
nomial mappings F : C2 → C2 ∈ C[X,Y ]2 such that det JF (X,Y ) ≡ 1 takes
the place of the semi-group elh(C) in the current manuscript. The group
Aut(C2) of polynomial automorphisms of C2 takes the place of Aut(C) in
the current manuscript.
Proposition 2.4. ∀ f ∈ elh(C), ∀n ∈ Z+ ∪ {0} we have A(f◦(n+1)) =
A(f) ∪
⋃n
k=1 f
◦k(A(f)).
Proof.
For n = 0 the left side is A(f) and the right side is also A(f). We will use
induction on n and assume that A(f◦(n+1)) = A(f)∪
⋃n
k=1 f
◦k(A(f)). Hence
we obtain f(A(f◦(n+1))) = f(A(f) ∪
⋃n
k=1 f
◦k(A(f))) =
⋃n+1
k=1 f
◦k(A(f)).
Hence:
A(f) ∪ f(A(f◦(n+1))) = A(f) ∪
n+1⋃
k=1
f◦k(A(f)). (2.1)
Using result number 3 above (quoted from [10]), we have A(f ◦ g) = A(f)∪
f(A(g)) and with (f, g) = (f, f◦(n+1)) we get A(f ◦ f◦(n+1)) = A(f) ∪
f(A(f◦(n+1))), or equivalently:
A(f◦(n+2)) = A(f) ∪ f(A(f◦(n+1))). (2.2)
By equations (2.1) and (2.2) we get A(f◦(n+2)) = A(f) ∪
⋃n+1
k=1 f
◦k(A(f)).
The inductive argument is completed.
We would like to point out that result number 7 above (from [10]) has,
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in fact a topological origin. For that we will state it a bit differently and
give a corresponding proof.
Proposition 2.5. Let f ∈ elh(C) be such that Lf is not injective. Then
∀ g 6= h, g, h ∈ elh(C) such that Lf (g) = Lf (h) and ∀ z ∈ C we have
g(z) 6= h(z).
Proof.
By the assumptions we have f ◦ g = f ◦ h, and there are points z ∈ C for
which g(z) 6= h(z). Suppose, in order to get a contradiction, that there is
a point w ∈ C for which g(w) = h(w). Then we have two types of points
in C. Those z ∈ C for which g(z) 6= h(z) and the complementary set,
where both sets are non-empty. Let us denote by N the first subset of C,
i.e.: N = {z ∈ C | g(z) 6= h(z)}. The subset N of C is an open subset
in the strong topology because g and h are local homeomorphisms and so
if g(z) 6= h(z) then ∃O, an open neighborhood of z in the strong topol-
ogy such that g(O) ∩ h(O) = ∅. So the complementary subset to N is a
closed non-empty subset of C. Let w ∈ N c, be a boundary point of N c, i.e.
w ∈ ∂N c. Let wn ∈ N satisfy limwn = w. Then ∀n ∈ Z
+, g(wn) 6= h(wn),
f(g(wn)) = f(h(wn)), and g(w) = h(w). This implies that in any strong
neighborhood of g(w) = h(w) there are different points, say g(wn) 6= h(wn),
∀n ∈ Z+ large enough, so that f(g(wn)) = f(h(wn)). Hence f is not injec-
tive in any strong neighborhood of g(w) = h(w) and hence f 6∈ elh(C), a
contradiction.
Definition 2.6. Let f ∈ elh(C). The number of irreducible components of
A(f) will be denoted by comp(f).
Proposition 2.7. The following are true:
a. ∀ f, g ∈ elh(C) we have comp(f ◦ g) ≤ comp(f) + comp(g).
b. Let f ∈ elh(C), k ∈ Z+, and fk = comp(f
◦k). Then the following
inequality holds fk ≤ comp(f) · k.
c. Let f ∈ elh(C), then we have:
|
∞∑
k=1
fkz
k| ≤ comp(f) ·
(
|z|
(1− |z|)2
)
, |z| < 1.
Thus the function under the absolute value on the left hand side of this
inequality, is analytic in the unit disk, |z| < 1, and is majorized by a multiple
(by comp(f)) of the Koebe function.
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Proof.
a. This follows by fact number 3, quoted above from [10]. We have A(f◦g) =
A(f) ∪ f(A(g)), and by definition 2.6, of comp(f).
b. By part a above, and an inductive argument we have ∀ k, n ∈ Z+, fk+n ≤
fk + fn.
c. This follows by f1 = comp(f), by part b above, and by the fact that the
Koebe function, k(z), is given by:
k(z) =
∞∑
k=1
kzk.
3 Splitting elh(C) in a natural way
We define a relation on pairs f, g ∈ elh(C) as follows: f and g are R-related
if and only if f 6∈ Rg(elh(C)) and g 6∈ Rf (elh(C)). We will denote the fact
that f and g are so related by writing f ∼R g. Clearly f ∼R g implies
that g ∼R f . We consider subsets of elh(C) that are composed of pairwise
R-related functions. The family of all such subsets will be denoted by FR.
Thus: FR = {A ⊆ elh(C) | ∀ f, g ∈ A, f ∼R g}.
Similarly, We define a second relation on pairs f, g ∈ elh(C) as follows: f and
g are L-related if and only if f 6∈ Lg(elh(C)) and g 6∈ Lf (elh(C)). We will
denote the fact that f and g are so related by writing f ∼L g. Clearly f ∼L g
implies that g ∼L f . We consider subsets of elh(C) that are composed of
pairwise L-related functions. The family of all such subsets will be denoted
by FL. Thus: FL = {A ⊆ elh(C) | ∀ f, g ∈ A, f ∼L g}.
Definition 3.1. A mapping c ∈ elh(C) will be called composite, if there
are two entire functions f, g 6∈ Aut(C2) such that c = f ◦ g. If p ∈ elh(C) is
not composite, then it will be called a prime function. We will identify two
primes p and q, if ∃L,M ∈ Aut(C2), such that p = L ◦ q ◦M , and we will
write p
.
= q.
We denote: PR = {A ∈ FR | ∀ g ∈ A, g is a prime} and PL = {A ∈ FL | ∀ g ∈
A, g is a prime}.
Remark 3.2. We note that if p and q are primes and if p 6
.
= q, then f ∼R g
and hence {p, q} ∈ PR. Also f ∼L g and hence {p, q} ∈ PL. It is true
that the relations ∼R and ∼L are not an equivalence relations (they are
clearly not reflexive), but the relation
.
= is an equivalence relation. Hence
we identify any prime p with its equivalence set in {elh(C)/
.
=}. Clearly the
equivalence class of a prime p can not contain a prime q such the q 6
.
= p.
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PR is partially ordered by set inclusion and Zorn’s Lemma implies that it
contains a maximal element M. Hence M equals exactly the set of all the
(equivalence classes of the) primes. Likewise, the maximal element of PL is
the same M.
Our hope should have been to have the very simple situation where we have
the following presentation of elh(C):
elh(C) =
⋃
p∈M
Rp(elh(C)),
and where for any pair of primes p and q, p 6
.
= q =⇒ Rp(elh(C))∩Rq(elh(C)) =
∅. This unfortunately is false for at least two pivotal reasons which we now
elaborate. Similarly we would have liked to have the following simple situ-
ation:
elh(C) =
⋃
p∈M
Lp(elh(C)),
and where for any pair of primes p and q, p 6
.
= q =⇒ Lp(elh(C))∩Lq(elh(C)) =
∅. However unfortunately also this is false for similar two pivotal reasons.
Remark 3.3. The theory of factorization of entire function (with respect to
composition of mappings, as the binary operation) is not as simple as that for
Z. It is wild. We do not have at this point a theorem on the existence and on
the uniqueness of the factorization in elh(C). Well known simple examples
such as zez◦ez = ez◦(z+ez) indicate the wildness of the factorization theory
of elh(C). True, in the example above we have zez, z+ ez 6∈ elh(C), but still
such examples make it plausible that the factorization theory of elh(C) is
probably wild. We note, though that zez ◦ ez = ez ◦ (z + ez) ∈ Rz+ez ∩Rez ,
while it is not difficult to see that Lz+ez ∩ Lez = ∅.
We now list few more questions that come up if we want to proceed with
the factorization theory of elh(C). To start with one could have thought
that an appropriate definition for the notions of a composite mapping, and
a prime mapping in elh(C) should be the following:
Definition 3.4. A mapping c ∈ elh(C) will be called composite, if there
are two entire functions f, g ∈ elh(C) − Aut(C2) such that c = f ◦ g. If
p ∈ elh(C) is not composite, then it will be called a prime function. We will
identify two primes p and q, if ∃L,M ∈ Aut(C2), such that p = L ◦ q ◦M ,
and we will write p
.
= q.
The difference between definition 3.4 and our original definition 3.1 is that
in the original definition we allow for a composite mapping in elh(C) to
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have a composition of non-automorphisms entire functions, not necessarily
within elh(C) only. If these definitions are not equivalent, we somehow feel
better with definition 3.1. One reason is that otherwise we might end up
calling a composite entire function, a prime within the elh(C) theory. It
will be the analog of calling all the numbers in 2Z, except for 0,±1 and ±2
primes. Thus we adopt definition 3.1. Having said that we find our selves
with basic questions that need to be answered. For example: are there any
prime mappings in elh(C)? In other words, is there an entire function f(z)
which is prime and which satisfies ∀ z ∈ C, f
′
(z) 6= 0? In theory, we might
have all the mappings in elh(C) being composite but their decompositions
involve entire primes outside our semi-group. Another well known result
that demonstrates how wild can be the factorization theory of the entire
functions, is the result of Patrick Tuen Wai NG, [14]. It constructs an entire
function which is the the composition of infinitely many prime mappings of
the form c · ez + z, for carefully chosen positive numbers c. Namely, there
exists a sequence of positive real numbers {cn}
∞
n=1 such that the sequence of
functions Fn(z) = (cne
z+z)◦ . . .◦(c1e
z+z) converges uniformly on compact
subsets of C to an entire function F (z). Furthermore, for each n ∈ Z+,
F (z) = Hn(z) ◦ (cne
z + z) ◦ . . . ◦ (c1e
z + z) for some entire function Hn.
Hence, there is no uniform bound on the number of prime factors cne
z + z
in different decompositions of F through the family of transcendental entire
functions. In trying to prove that elh(C) =
⋃
p∈MRp(elh(C)), one needs
a lemma of the following form: If g ∈ elh(C) then there exist an entire m
and a prime p ∈ elh(C) such that g = m ◦ p. We note that the result of
Tuen Wai NG does not determine (excludes) if the above type of lemma
is valid. Similarly, in trying to prove that elh(C) =
⋃
p∈M Lp(elh(C)), one
needs a lemma of the following form: If g ∈ elh(C) then there exist an entire
m, p ∈ elh(C), p a prime, such that g = p◦m. Here it might be that a result
of the form of that proved by Tuen Wai NG will be relevant. Namely, if we
could construct an entire function of the form F (z) = . . .◦pn(z)◦ . . . ◦p1(z),
where the factors pn(z) are primes in elh(C), and where the limiting function
F (z) ∈ elh(C) then maybe such a function were a candidate for one that
have no representation of the form p ◦m.
The following is basically Tuen Wai NG’s result, in which the sides left and
right are flipped.
Proposition 3.5. (Tuen Wai NG) There exists a sequence of positive real
numbers {cn}
∞
n=1 such that the sequence of functions Fn(z) = (c1e
z + z) ◦
. . . ◦ (cne
z + z) converges uniformly on compact subsets of C, to an entire
function F (z)
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Proof.
We define the positive real numbers {cn}
∞
n=1 inductively. Take c1 = 1 and
suppose that c1, . . . , ck were defined. Then we have the following estimate:
max
|z|≤k
|Fk+1(z)−Fk(z)| = Fk+1(k)−Fk(k) = Fk(ck+1e
k+k)−Fk(k)→ck+1→0+ 0,
becauseGk(w) = Fk(we
k+k)−Fk(k) is an entire function of w which satisfies
Gk(0) = 0. We choose ck+1 > 0 that satisfies max|z|≤k |Fk+1(z) − Fk(z)| ≤
2−k. It follows that {Fn}
∞
n=1 converges uniformly on each fixed closed disk
|z| ≤ R and so it converges uniformly on compact subsets of C to a function
F (z) which must be an entire function. Clearly F (n) > n and so F (z) is
not a constant function. The rest of the proof is as in [14], for compositions
that start on the right and extend indefinitely to the left.
Definition 3.6. We define two subsets of elh(C):
WR = {f ∈ elh(C) | if f = p◦q, where p and q are entire, p, q 6∈ Aut(C), then q is not a prime},
WL = {f ∈ elh(C) | if f = p◦q, where p and q are entire, p, q 6∈ Aut(C), then p is not a prime}.
Remark 3.7. Aut(C) ∪M ⊆WR and Aut(C)∪M ⊆WL. Also ∀ p ∈ M we
have WR ∩ (Rp(elh(C)−Aut(C))) =WL ∩ (Lp(elh(C)−Aut(C))) = ∅.
Theorem 3.8. We have the following two representations of elh(C):
elh(C) =WR ∪
⋃
p∈M
Rp(elh(C)),
and
elh(C) =WL ∪
⋃
p∈M
Lp(elh(C)).
Proof.
We will prove the first identity by getting a contradiction to the assumption
that there is a g ∈ (elh(C)−WR)−
⋃
p∈MRp(elh(C)). Since g ∈ elh(C)−WR
it follows by the definition of WR that there is at least one pair m and q of
entire functions, not linear, such that q is a prime, and such that g = m ◦ q.
Thus we deduce that g ∈ Rq(elh(C)) where q ∈ M. This contradicts the
assumption that g 6∈
⋃
p∈MRp(elh(C)). This proves the first identity. The
second identity can be proved in a similar manner.
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The next simple example shows that the subsets WR and WL in the two
representations, respectively are not a redundant component. They must
be there.
Proposition 3.9. ez ∈WR− (Aut(C)∪M), and also e
z ∈WL− (Aut(C)∪
M).
Proof.
We note the simple identity ez = z2 ◦ z3 ◦ . . . ◦ zn ◦ ez/n!. It implies that
ez 6∈ M. Next let us assume that ez = m(z) ◦ p(z) for some entire m(z)
and some prime mapping p(z). Then ez = p
′
(z) ·m
′
(p(z)). So p
′
(z) never
vanishes and hence there exists an entire function G(z) so that p
′
(z) = eG(z).
By order of growth considerations we deduce that G(z) must be linear and
hence p(z) = eaz+b, a 6= 0. But we noticed at the beginning of the proof that
eaz+b 6∈ M, which contradicts the assumption we started with. A similar
argument proves the result for left compositions.
Remark 3.10. One criticism to the simple example given in Proposition 3.9
is that indeed ez is not a prime but it is a pseudo-prime. Thus it is of
interest to find an example which is not even a pseudo-prime that belongs
to WR − (Aut(C) ∪M) and one that belongs to WL − (Aut(C) ∪M). Also
we note that Theorem 3.8 does not prevent the degenerate situations where
we might be having: elh(C) = WR or elh(C) = WL. These might be true
in the unfortunate case in which M = ∅, i.e. there are no prime mappings
within elh(C). Even though such a result is interesting, from our point of
view the interesting parts in the two representations of Theorem 3.8 are⋃
p∈MRp(elh(C)) and
⋃
p∈M Lp(elh(C)).
Remark 3.11. It is worth comparing the representations we have for the semi-
group elh(C) (in Theorem 3.8) to the representations we have in the algebraic
setting of the semi-group et(C2) in [12] and in [11]. Any F ∈ et(C2) −
Aut(C2) can always be represented as a composition of at most dF primes
in et(C2), where dF is the geometric degree of the mapping F . Thus in the
algebraic representations of et(C2) the place of the complicated subsets WR
andWL is taken by Aut(C
2). The representations in the algebraic setting of
et(C2) even tough seem to be driven by factorization into primes are divided
naturally into two parts that have geometric flavor. One part contains the
automorphisms (which over C2 coincide with the injective mappings) and
the second part contains the e´tale mappings which are not injective. The
Jacobian Conjecture speculates that this second part is void. In a sense the
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parallel of that would be (if true) a theorem that will show that there are
no prime mappings in the semi-group elh(C). This question was indeed our
motivation in the research described in this paper.
4 What is the structure of a composite mapping
in elh(C)?
Proposition 4.1. The mapping f(z) ∈ elh(C) is a composite mapping if
and only if there exist two entire functions H(z) and G(z) that satisfy:
if
ℑ
{∫ z
0
eH(t)dt
}
= C,
then
f(z) =
∫ ∫ z
0 exp{H(w)}dw
0
exp{G(t)}dt,
and if
ℑ
{∫ z
0
eH(t)dt
}
= C− {a}, for some a ∈ C,
then
f(z) =
∫ ∫ z
0
exp{H(w)}dw
0
(t− a)N exp{G(t)}dt.
Here N ∈ Z+∪{0}, and the entire function H(z) is not a constant function,
and if N = 0 then also G(z) is not a constant function.
Proof.
The function f(z) is a composite function if and only if there exist two
entire but not linear functions g and h such that f = g ◦ h. For f(z) to
belong to the semi-group elh(C) the following condition must be fulfilled:
f
′
(z) never vanishes and f
′
(0) = 1. We can assume without losing the
generality that f(0) = 0. Since f
′
(z) = g
′
(h(z)) · h
′
(z), it follows that both
h
′
(z) and g
′
(h(z)) never vanish, and also that g
′
(h(0)) · h
′
(0) = 1. We
deduce that there exists an entire but not a constant function H(z), such
that h
′
(z) = exp{H(z)} and so we can assume that h(z) =
∫ z
0 exp{H(t)}dt
(for assuming that h(0) = 0 is not a significant restriction). Also, g
′
(w) can
not have a zero on the image of h, i.e. on h(C). By the Picard Theorem
we either have h(C) = C, or h(C) = C − {a} for some a ∈ C. In the
first case, where h(C) = C, the entire function g
′
(w) never vanishes on C
and so there exists an entire but not a constant function G(z) such that
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g
′
(w) = exp{G(w)} and this time we must have g(w) =
∫ w
0 exp{G(t)}dt by
h(0) = 0 and by f(0) = g(h(0)) = 0. In the second case there exists an
entire function G(z) such that g
′
(w) = (w−a)N exp{G(w)}, where N is the
order of the zero of g
′
(w) at w = a. If N = 0 then necessarily the function
G(z) can not be a constant function. If N > 0 then G(z) can be any entire
function. Finally we substitute the representations of the factors h(z) and
g(z) into the equation f = g ◦ h. In the case where h(C) = C, we saw that
we have:
h(z) =
∫ z
0
exp{H(t)}dt, and g(z) =
∫ z
0
exp{G(t)}dt.
In this case we obtain:
f(z) = g(h(z)) =
∫ ∫ z
0 exp{H(w)}dw
0
exp{G(t)}dt.
If, on the other hand we have h(C) = C− {a}, for some number a ∈ C, we
saw that we have:
h(z) =
∫ z
0
exp{H(t)}dt, and g(z) =
∫ z
0
(t−a)N exp{G(t)}dt for some a ∈ C.
In this case we obtain:
f(z) = g(h(z)) =
∫ ∫ z
0 exp{H(w)}dw
0
(t− a)N exp{G(t)}dt.
The factor h is an entire non-linear function if and only if the entire func-
tion, H is non-constant. The factor g is an entire non-linear function if and
only if the entire function (t − a)N exp{G(t)} is non-constant and this is
equivalent to: either N > 0 and G is any entire function, or N = 0 and G
is an entire non-constant function.
5 Factorization within elh(C), and a certain func-
tional non-linear ode of order one
Case 1: If ℑ
{∫ z
0 e
H(t)dt
}
= C, then f(z) =
∫ ∫ z
0 e
H(w)dw
0 e
G(t)dt, whereH,G 6≡
Const.
Case 2: If ℑ
{∫ z
0 e
H(t)dt
}
= C−{a}, then f(z) =
∫ ∫ z
0 e
H(w)dw
0 (t−a)
N ·eG(t)dt,
14
where H 6≡ Const., N ∈ Z+ ∪ {0} and in case N = 0, then also G 6≡ Const..
In both cases both H and G are entire functions. If elh(C), then f(z) =∫ z
0 e
F (t)dt for some entire function F . Hence we get:
∫ z
0
eF (t)dt =
∫ ∫ z
0 e
H(w)dw
0
eG(t)dt, in case 1,
and ∫ z
0
eF (t)dt =
∫ ∫ z
0
eH(w)dw
0
(t− a)N ·G(t)dt, in case 2.
On differentiating we get:
eF (z) = eH(z) · eG(
∫
z
0 e
H(w)dw), in case 1,
and
eF (z) = eH(z) ·
(∫ z
0
eH(w)dw − a
)N
· eG(
∫
z
0 e
H(w)dw), in case 2.
Comparing exponents we get:
F (z) = H(z) +G
(∫ z
0
eH(w)dw
)
+ 2πik, in case 1,
and (5.3)
F (z) = H(z)+G
(∫ z
0
eH(w)dw
)
+N log
(∫ z
0
eH(w)dw − a
)
+2πik, in case 2.
The problem we face is the following: Given an entire function F (z) can we
find two entire functions H(z) and G(z) or at least prove that they exist?
More explicitly, in order to prove that elh(C) contains no prime mapping,
we need to show that any f(z) ∈ elh(C) can be factored (non-trivially).
This is equivalent to the following: For any entire function F (z) there exist
solutions, H(z) and G(z) which are entire functions, for the equation (5.3),
and not trivial (as required in case 1 and in case 2). If we differentiate
equation (5.3) we get:
F
′
(z) = H
′
(z) + eH(z) ·G
′
(∫ z
0
eH(w)dw
)
, in case 1,
and (5.4)
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F
′
(z) = H
′
(z) + eH(z) ·G
′
(∫ z
0
eH(w)dw
)
+
(
NeH(z)∫ z
0 e
H(w)dw − a
)
, in case 2.
We simplify now the compositions G(
∫ z
0 e
H(w)dw) and G
′
(
∫ z
0 e
H(w)dw) in
equations (5.3) and equations (5.4) respectively by introducing the function
L(z) =
∫ z
0 e
H(w)dw. Then L(z) ∈ elh(C) and L
′
(z) = eH(z) or equivalently
H(z) = logL
′
(z). The equation which corresponds to case 1 becomes:
eF (z) = L
′
(z)eG(L(z)), instead of eF (f) = eH(z) · eG(
∫
z
0
eH(w)dw).
So:
L
′
(z) = eF (z) · e−G(L(z)). (5.5)
The first case in equation (5.3), F (z) = H(z) + G
(∫ z
0 e
H(w)dw
)
+ 2πik,
becomes:
F (z) = logL
′
(z) +G(L(z)) + 2πik. (5.6)
If we differentiate this we obtain F
′
(z) = L
′′
(z)/L
′
(z) + L
′
(z)G
′
(L(z)), i.e.:
L
′′
(z) + (L
′
(z))2G
′
(L(z))− L
′
(z)F
′
(z) = 0. (5.7)
So in order to prove that f(z) ∈ elh(C) can be factored, i.e., is not a prime,
we need to show that given the entire function F (z) (where f
′
(z) = eF (z)),
there exist two entire functions G(z) and L(z) such that equation (5.5) (or
(5.6) or (5.7) or other variants) is satisfied. The equation is a functional dif-
ferential equation and we look for entire solutions G and L for this equation.
The problem of finding a local holomorphic solution is well known. One can
find a set of results for the first order ordinary differential equations in the
complex domain. We will use the book [5] as our reference book. We quote
a few results from chapter 2 of [5]. Existence and Uniqueness Theorems,
pages 40-75. Section 2.2: The fixed point method: We are concerned with
the equation w
′
= F (z, w), where (z, w) → F (z, w) is holomorphic in the
dicylinder given by: D : |z − z0| ≤ a, |w − w0| ≤ b. It is required to find a
function z → w(z; z0, w0), holomorphic in some disk |z − z0| < r ≤ a, such
that {
w
′
(z; z0, w0) = F (z, w(z; z0 , w0))
w(z0; z0, w0) = w0.
This is done with the aid of Banach fixed-point theorem on contractions on
complete metric spaces. F satisfies two conditions, namely, |F (z, w)| < M ,
and |F (z, u) − F (z, v)| < K · |u − v|, for suitably chosen K and M and for
(z, w), (z, w) and (z, v) in D.
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Theorem 2.2.1 (in [5]) Under the stated assumptions on F , in the disk
D0 : |z − z0| < r, where
r < min
(
a,
b
M
,
1
K
)
,
the equation w
′
= F (z, w) has a unique holomorphic solution satisfying the
initial value condition w(z0; z0, w0) = w0.
If we consider equation (5.5): L
′
(z) = eF (z)e−G(L(z)) where the entire func-
tion F (z) is given and if we fix non-constant entire function G(z) (arbitrary
and completely to our choice), then in the notations of Theorem 2.2.1 of [5],
we have L(z) = w(z) and F (z, w) = eF (z)e−G(w). The function F (z, w) is
an entire function and hence the radii a, b of our dicylinder are completely
arbitrary positive real numbers. The optimal constants M and K are given
by:
M = max
D
|eF (z)e−G(w)| = max
|z−z0|≤a, |w−w0|≤b
eℜF (z)e−ℜG(w),
K = min{k | |eF (z)e−G(u) − eF (z)e−G(v)| < k · |u− v|, ∀ (z, u), (z, v) ∈ D} =
= min{k | |e−G(u) − e−G(v)| < k · e−ℜF (z) · |u− v|, ∀ (z, u), (z, v) ∈ D}.
Since L(z) =
∫ z
0 e
H(w)dw it follows that L(0) = 0 and we can choose, for
example (z0, w0) = (0, 0). We note that in general L(z) will not be an entire
function. By H(z) = logL
′
(z) we see that also H(z) is in general not entire.
If it were, then this would have proved the factorization:
f(z) =
∫ ∫ z
0 e
H(w)dw
0
eG(t)dt =
∫ L(z)
0
eG(t)dt.
If we define (as we did in the entire case), g(w) =
∫ w
0 e
G(t)dt and h(z) =∫ z
0 e
H(w)dw = L(z), then we obtain the factorization: f(z) = g(h(z)), |z| <
r. This completes the proof of the following:
Proposition 5.1. Let f(z) ∈ elh(C). Let g(z) ∈ elh(C). Then there exist
an r > 0 and an h(z) ∈ H({z ∈ C | |z| < r}) such that f(z) = g(h(z)),
|z| < r. The radius r can be any positive real number smaller than or equal
to min (a, b/M, 1/K), where a, b > 0 are arbitrary. Once a and b were chosen
we have:
M = max
|z|≤a, |w|≤b
∣∣∣∣∣ f
′
(z)
g′(w)
∣∣∣∣∣
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and
K = min
{
k |
∣∣∣∣∣f
′
(z)
g′(u)
−
f
′
(z)
g′(v)
∣∣∣∣∣ < k · |u− v|, ∀ |z| ≤ a, |u| ≤ b, |v| ≤ b
}
.
Remark 5.2. This proposition is not surprising for it is the claim of the
implicit function theorem, except that we have here quantitative estimate
for the radius r in which circle the factorization takes place. We note that
even though a, b > 0 are arbitrary, we do not want them to be too large
because:
lim
(a,b)→(∞,∞)
b
M
= lim
(a,b)→(∞,∞)
1
K
= 0.
Section 2.3 (of [5]): The method of successive approximations, by E´mile
Picard adds the information that in fact in Proposition 5.1 we can take
r < min (a, b/M). The condition rk < 1 is no longer imposed.
Section 2.4 (of [5]): Majorants and majorant methods, uses the idea that
apparently was due to Issac Newton. The result is the following: Let
F (z, w) =
∑∞
j=0
∑∞
k=0 cjkz
jwk, and let G(z, w) =
∑∞
j=0
∑∞
k=0Cjkz
jwk be
both analytic in |z| ≤ a, |w| ≤ b. Also we assume that G is a majorant
of F , designated by F (z, w) ≪ G(z, w) and defined by the infinite set of
inequalities: |cjk| ≤ Cjk, ∀ j, k ∈ {0, 1, 2, 3, . . .}. Suppose that:
W
′
(z) = G(z,W (z)), W (0) = 0,
has a solution W (z) =
∑∞
j=1Cjz
j convergent for |z| < r. Let: w(z) =∑∞
j=1 cjz
j , be a formal solution of w
′
(z) = F (z, w(z)), w(0) = 0. Then
Theorem 2.4.1 (in [5]) asserts that if w(z)≪W (z) and the series of w(z) is
absolutely convergent for |z| < r and is the unique solution of it’s system.
Section 2.5 (of [5]): The Cauchy majorant: is a specific construction of
Cauchy that uses the general result of section 2.4. Also in this section we
consider the system: w
′
(z) = F (z, w(z)), w(0) = 0, and it is proved that
this has a series solution
∑∞
n=1 cnz
n, which is absolutely convergent in the
disk |z| < R, where Theorem 2.5.1 (of [5]) asserts that,
R = q
(
1− exp
(
−
b
2aM
))
,
where: M ≡M(a, b) =
∑∞
j=0
∑∞
k=0 |cjk|a
jbk, with F (z, w) =
∑∞
j=0
∑∞
k=0 cjkz
jwk.
This might tempt to be used as follows: Let f(z) ∈ elh(C) and let f
′
(z) =
eF (z) for some entire function F (z). If we could have found an entire func-
tion G(z) satisfying the following two conditions:
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1. eF (z)e−G(w) =
∑∞
j=0
∑∞
k=0 cjkz
jwk where cjk ≥ 0, ∀ j, k ∈ {0, 1, 2, 3, . . .}.
2. limb→∞ be
ℜG(b) =∞.
Then f(z) has a factorization f(z) = g(h(z)), where g
′
(w) = eG(w).
Proof.
By condition 1 we have M(a, b) = eF (a)e−G(b) for any a, b > 0. This is
because our differential equation is:
L
′
(z) = F (z, L(z)) = eF (z)e−G(L(z)),
where, since L(z) =
∫ z
0 e
H(w)dw, it follows that L(0) = 0, just like in the
system of Theorem 2.4.1 of [5]. Thus the function F (z, w) = eF (z)e−G(w) is
a product of two entire functions, hence is itself is an entire function and
hence we can freely choose any a, b > 0 to define our dicylinder: D : |z| ≤ a,
|w| ≤ b. We define the formal solution by
∑∞
n=1 cnz
n and we would like to
estimate its radius of convergence. As Cauchy suggests we take:
M ≡M(a, b) =
∞∑
j=0
∞∑
k=0
|cjk|a
jbk =
∞∑
j=0
∞∑
k=0
cjka
jbk = eF (a)e−G(b).
The one before the last equality follows by condition 1. We deduce from
Theorem 2.5.1 that the formal solution converges for:
|z| < R = a
(
1− exp
(
−
b
2aM
))
= a
(
1− exp
(
−
beG(b)
2aeF (a)
))
.
We will show that ∃ ǫ > 0, a constant (i.e. independent of a and b) such
that:
1− exp
(
−
1
2
·
beG(b)
aeF (a)
)
≥ ǫ > 0,
for appropriate choice of (a, b) for which (a, b)→∞. In fact b = b(a) where
lima→∞ b(a) = ∞. It will show that, then R = ∞ and hence the formal
solution is in fact an entire function L(z) =
∫ z
0 e
H(w)dw =
∑∞
n=1 cnz
n. This
would prove what we wanted. Thus we need:
exp
(
−
1
2
·
beG(b)
aeF (a)
)
≤ 1− ǫ, so −
1
2
·
beG(b)
aeF (a)
≤ log(1− ǫ).
Thus we need:
b · eG(b)
a · eF (a)
≥ −2 log(1− ǫ).
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Let us denote δ = −2 log(1 − ǫ), then δ > 0 is a constant (independent
of a and b) provided that 0 < ǫ < 1 exists. By condition 2 we have:
limb→∞ |be
G(b)| = limb→∞ b|G(b)| = limb→∞ be
ℜG(b) = ∞. Hence, we can
indeed define a function b = b(a), which is positive and increasing and
satisfies for a→∞ the equation b(a)→∞ and also, say,
beG(b)
aeF (a)
≥ 1. (5.8)
Thus we can take δ = 1, i.e. 0 < ǫ = 1 − e−1/2 < 1. The reason for the
existence of such a b = b(a) for which inequality (5.8) is satisfied follows by
the following reasoning: If φ(x) and ψ(x) are strictly increasing functions
such that limx→∞ φ(x) = limx→∞ ψ(x) = ∞, then there exists a function
θ(x) which is increasing and satisfies limx→∞ θ(x) =∞ and φ(θ(x))/ψ(x) ≥
1. We can simply take θ(x) = φ−1(ψ(x)). φ−1 exists because φ is an
increasing function. Our functions φ(b) = beG(b) and ψ(a) = aeF (a) satisfy
the requirements.
Remark 5.3. Condition 1 above can be written more explicitly. If eF (z) =∑∞
j=0 αjz
j and e−G(w) =
∑∞
k=0 βkw
k, then the variables z and w are sepa-
rated and the product of the functions eF (z)e−G(w) behaves like the standard
scalar product in the following sense:
eF (z)e−G(w) =

 ∞∑
j=0
αjz
j

( ∞∑
k=0
βkw
k
)
=
∞∑
j=0
∞∑
k=0
αjβkz
jwk.
In other words ∀ j, k ∈ {0, 1, 2, 3, . . .} we have cjk = αjβk and condition 1 is
equivalent to: αjβk ≥ 0, ∀ j, k ∈ {0, 1, 2, 3, . . .}. In particular, since α0, β0 6=
0 and since ∀ j ∈ {0, 1, 2, 3, . . .} we have αjβ0 ≥ 0 and ∀ k ∈ {0, 1, 2, 3, . . .}
we have α0βk ≥ 0 it follows that we must have:
argα0 = argα1 = argα2 = . . . = − arg β0 = − arg β1 = − arg β2 = . . . .
We interpret arg 0 as argα0 if αj0 = 0 and as arg β0 if βk0 = 0 (argαj0 =
argα0, arg βk0 = arg β0). In particular, if ∀ j ∈ {0, 1, 2, 3, . . .}, αj ≥ 0,
then also ∀ k ∈ {0, 1, 2, 3, . . .}, βk ≥ 0. In that case G(b) = ℜG(b) for
b ≥ 0. This, unfortunately, implies that conditions 1 and 2 contradict one
another. Hence no such an entire function G(w) exists. Thus we have
no factorization of f(z) as g(h(z)) where g
′
(w) = eG(w). The reason is
the following: We have just seen that condition 1 could be written as fol-
lows: e−G(w) =
∑∞
k=0 βkw
k where ∀ k ∈ {0, 1, 2, 3, . . .}, βk ≥ 0. Hence, if
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G(w) is not a constant function (as must be the case in factorization), then
limb→∞, b∈R e
−G(b) = limb→∞, b∈R
∑∞
k=0 βkb
k =∞, for the coefficients βk ≥ 0
and at least two are non-zero. Thus: limb→∞, b∈R e
G(b) = 0, and since G(w)
is a non-constant entire function, we have, in fact, 0 = limb→∞, b∈R be
G(b) =
limb→∞, b∈R be
ℜG(b). This violates condition 2. Thus such a straight forward
application of the majorant method of Cauchy, fails.
6 A recursion induced by factorization
Let us assume that we have the following factorization in entire functions:
f(z) = g(h(z)). We differentiate once and obtain: f
′
(z) = g
′
(h(z))h
′
(z),
and hence f
′
(z)/h
′
(z) = g
′
(h(z)). This means that the quotient f
′
(z)/h
′
(z)
is an entire function (and not merely a meromorphic function), and it shares
the same right factor h(z) with f(z). This motivates the following definition
of a recursive sequence:
f0(z) = f(z), fn+1(z) =
f
′
n(z)
h
′
(z)
for n ∈ {0, 1, 2, 3, . . .}. (6.9)
A simple inductive argument proves the following:
Proposition 6.1. Let f, g and h be entire functions that satisfy the com-
position relation f(z) = g(h(z)). Let the sequence {fn(z)}
∞
n=1 be defined by
the recursion in equation (6.9). Then,
1. ∀n ∈ {0, 1, 2, 3, . . .}, h
′
(z) divides f
′
n(z) within the entire functions.
2. ∀n ∈ {0, 1, 2, 3, . . .}, fn(z) = g
(n)(z).
Thus all the functions in the sequence {f0, f1, f2, f3, . . .} share the right fac-
tor h(z), i.e., fn(z) ∈ Rh(E) = {φ ◦ h |φ ∈ E = {entire functions}}.
Remark 6.2. 1. Here are the first four elements in the sequence {f0, f1, f2, f3, . . .}:
f0 = f, f1 =
f
′
h′
, f2 =
f
′′
h
′
− f
′
h
′′
h′3
,
f3 =
f
′′′
h′2 − 3f
′′
h
′
h
′′
+ f
′
· (3h
′′
− h
′′′
h
′
)
h′5
.
2. In the case that f ∈ elh(C) and f = g ◦ h, it follows (by the chain rule
f ′ = (g′ ◦ h) · h′) that also h ∈ elh(C) and hence h′(z) 6= 0 ∀ z ∈ C, and we
can divide by h′(z).
3. We note that
fn+1 · fn =
f ′nfn
h′
=
(
1
2f
2
n
)′
h′
,
21
where we have:
1
2
f(z)2 =
1
2
g(h(z))2 = g2(h(z)),
where g2 = g
2/2. So f1f0 also has a factorization g2(h(z)) with the same
right factor, h(z).
7 A first order non-linear ordinary differential equa-
tion related to factorization over elh(C)
Our problem is the following: Given an entire function F (z) such that
F (z) 6≡ Const., find two entire functions G(w) and L(z) such that G(w) 6≡
Const., L(z) 6≡ az + b for any a, b ∈ C, and such that:{
L′(z) = eF (z)e−G(L(z))
L(0) = 0
, (7.10)
or prove that such entire functionsG(w) and L(z) do not exist. This problem
seems to be related to analytic continuation (i.e. holomorphic extension).
There are a variety of results on this topic. For example here is Theorem
17.0.6, on page 431 of [9]. It is a classical result:
Theorem. (Painleve’s Theorem) Let E be a closed set of linear mea-
sure zero in a domain Ω ⊆ C. Then every bounded holomorphic function
f : Ω → C extends to a bounded holomorphic function f : Ω → C. In
particular, if Ω = C, then f is constant.
By the standard theory of ode’s we know the following: If we pick any en-
tire function G(w), G(w) 6≡ Const., then there exists a unique solution L(z)
for the system (7.10), where L(z) ∈ H(D(0, R(G))) for some R(G) > 0,
but ∀ ǫ > 0, L(z) 6∈ H(D(0, R(G) + ǫ)), unless R(G) = +∞, i.e. unless
L(z) is an entire function, in which case our problem is solved. Thus we
will assume that R(G) < ∞, in which case we know that there is a point
α ∈ ∂D(0, R(G)), beyond which the holomorphic function L(z), can not be
analytically continued.
Theorem 7.1. Let F (z) and G(w) be entire functions such that F (z), G(w) 6≡
Const. and let L(z) be a solution to the system (7.10) such that L(z) ∈
H(D(0, R(G))) for some 0 < R(G) <∞, and ∀ ǫ > 0, L(z) 6∈ H(D(0, R(G)+
ǫ)). Let f(z) =
∫ z
0 e
F (t)dt and g(w) =
∫ w
0 e
G(w)dw be the two induced entire
functions in elh(C). Then:
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(1) There is no sequence {zn}
∞
n=1 ⊆ D(0, R(G)), such that lim zn = α ∈
D(0, R(G)), {L(zn)}
∞
n=1 is a bounded sequence but limL(zn) does not exist.
(2) There is a subset A∞ of ∂D(0, R(G)), such that ∀α ∈ ∂D(0, R(G))−A∞
the limit limz→α, z∈D(0,R(G)) L(z) = a exists and is a complex number.
(3) ∀α ∈ ∂D(0, R(G)) − A∞ there is an analytic continuation of L(z) to a
small enough disk, D(α, ǫα), ǫα > 0. This, of course, implies part (2), but
part (2) is needed in order to prove this much stronger claim.
(4) The set A∞ ⊆ ∂D(0, R(G)) has the following properties:
(a) A∞ 6= ∅.
(b) ∀α ∈ A∞, limz→α, z∈D(0,R(G)) |L(z)| =∞
and limz→α, z∈D(0,R(G)) g(L(z)) = f(α).
(c) f(A∞) ⊆ Ag (Ag is the set of all the finite asymptotic values of the
entire function g(w)).
(d) A∞ is a closed subset of ∂D(0, R(G)).
(e) |A∞| = 0, i.e. the one dimensional linear Lebesgue measure of A∞
is 0.
Proof.
(1) Let us suppose that the claim is false and that {zn}
∞
n=1 is a coun-
terexample. Then lim zn = α, {L(zn)}
∞
n=1 is a bounded sequence, but
limL(zn) does not exist. We will derive a contradiction. This will prove
(1). By the assumptions on F (z), G(w), L(z), f(z) and g(w) we have the
local factorization f(z) = g(L(z)), ∀ z ∈ D(0, R(G)). We can find two sub-
sequences {an}
∞
n=1 and {bn}
∞
n=1 of the convergent sequence {zn}
∞
n=1 such
that limL(an) = a, limL(bn) = b and a 6= b. Let ClL(α) be the set of all
the possible limits limL(cn) over all of the sequences {cn}
∞
n=1 ⊆ D(0, R(G))
such that lim cn = α. Then a, b ∈ ClL(α), a 6= b. The set ClL(α) is called
the cluster set of the function L at α. It is known that in our case ClL(α) is a
continuum. Hence |ClL(α)| = ℵ1. For any sequence {cn}
∞
n=1 ⊆ D(0, R(G)),
such that lim cn = α and limL(cn) = c ∈ ClL(α) we have:
f(cn) = g(L(cn))→ g(c) = f(α).
Hence g(CLL(α)) = {f(α)}. Since g(w) is an entire function, we deduce
that g(w) ≡ f(α). But g(w) ∈ elh(C) and in particular can not be constant.
This is a contradiction.
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(2) Let us denote by A∞ the set complementary with respect to ∂D(0, R(G))
of the set of points α we dealt with in part (1). By what we proved in
part (1), ∀α ∈ ∂D(0, R(G)) − A∞ we have no two sequences {an}
∞
n=1 and
{bn}
∞
n=1 contained in D(0, R(G)) so that lim an = lim bn = α, but the two
limits a = limL(an) and b = limL(bn) exist but differ from one another,
a 6= b. Thus, indeed, for any such an α we have limz→, z∈D(0,R(G)) L(z) = a,
the same limit. We only need to remark that this is also true when one
limit, say a is a finite complex number but |b| = +∞. The argument in the
proof of part (1) can be adjusted to imply also this case.
(3) Let us take an α ∈ ∂D(0, R(G)) − A∞. Then by part (2) we have
limz→α, z∈D(0,R(G)) L(z) = a ∈ C. Let us look at the following system:{
L
′
(z) = eF (z)e−G(L(z))
L(α) = a
. (7.11)
The general theory of ode’s imply that there is a positive radius ǫα > 0,
such that in the disk D(α, ǫα) the system (7.11) has a unique holomorphic
solution L(z). We used the same notation L(z) as for the solution of the
system (7.10) because this is indeed an analytic continuation of the original
L(z) to the disk D(α, ǫα).
(4) (a) If A∞ = ∅, then by part (3) it follows that the solution L(z) of
the system (7.10) belongs to H(D(0, R(G) + ǫ)) for some ǫ > 0. This con-
tradicts our assumptions on L(z) and on R(G) <∞.
(b) If α ∈ A∞, then by parts (1) and (2) it follows that for any sequence
{an}
∞
n=1 in D(0, R(G)) such that lim an = α, we must have lim |L(an)| =∞.
We have a second interpretation of our functions, not as related by an ode,
but by composition of mappings: f(z) = g(L(z)). So: f(an) = g(L(an)) →
f(α. Hence limz→α, z∈D(0,R(G)) g(L(z)) = f(α).
(c) This follows by the definition of the asymptotic set, Ag, of the entire
function g(w), and by part (4)(b).
(d) A∞ is closed because its complementary set with respect to ∂D(0, R(G))
is an open subset of ∂D(0, R(G)) (by part (3)).
(e) By part (4)(b) we have: ∀α ∈ A∞, limz→α, z∈D(0,R(G)) |L(z)| = ∞.
By standard results on the boundary values of holomorphic functions we
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deduce that if |A∞| > 0, then L(z)| ≡ ∞, ∀ z ∈ D(0, R(G)).
Theorem 7.1 deals with non-entire solution L(z) of the system (7.10). It
gives the boundary values of the solution on the maximal disk in which L(z)
is holomorphic. The disk is centered at the point at which the initial value
condition is given. In the theorem we used the notation D(0, R(G)). The
assumption was that the functions F (z) and G(w) are fixed entire functions.
However, these two mappings have non identical roles. Namely the entire
function F (z) is given in the system (7.10). On the other hand the func-
tions G(w) and L(z) are entire functions that satisfy G(w) 6≡ Const. and
L(z) 6≡ az + b for any a, b ∈ C. Our method is to fix (arbitrarily) an entire
function G(w) (subject only to the restriction G(w) 6≡ Const.) and see how
large could the maximal disc of holomorphy of L(z) be. It’s radius clearly
depends on G(w) and hence the notation R(G). We also investigated the
obstacles that prohibit L(z) from being an entire function, i.e. the nature
the singularities of L(z) on the boundary ∂D(0, R(G)). This set was de-
noted in Theorem 7.1 by A∞. Also A∞ depends on G(w), and we could
have denoted it by A∞(G). This set of singularities is described in parts
(4)(a)(b)(c)(d). It is characterized by the following two limits:
α ∈ A∞ ⇔ lim
z→α, z∈D(0,R(G))
|L(z)| =∞ and lim
z→α, z∈D(0,R(G))
g(L(z)) = f(α),
where f(z) =
∫ z
0 e
F (t)dt and g(w) =
∫ w
0 e
G(t)dt. Thus f(A∞) ⊆ Ag. We also
proved that A∞ is a closed subset of ∂D(0, R(G)) with a one dimensional
linear Lebesgue measure 0, i.e. |A∞| = 0. Our next intention is to try
and understand the way in which the radius R(G) or the set of singularities
on L(z), A∞(G) depend on G(w). Hopefully there exists an appropriate
perturbation G → G0 such that r(G) → R(G0) = ∞, or, equivalently
A∞(G)→ A∞(G0) = ∅. For that purpose we define now a maximal analytic
continuation of L(z) (for a fixed G(w)). A main ingredient will be the trick
introduced in the proof of part (3), that of ”moving” the system (7.10) to a
new location centered at a point α ∈ ∂D(0, R(G))−A∞. This perturbation
of the system (7.10) changes only the center and the initial value. The
center, as mentioned is α, and the initial value is determined by the limit
a = limz→α, z∈D(0,R(G)) L(z) ∈ C. We will now take the largest possible
radius of holomorphy of the solution L(z) of the perturbed system (7.11).
This new largest disk of holomorphy can be denoted by D(α1, R1(G)). We
will call it a generation 1 disk. Any point of ∂D(0, R(G))−A∞ is the center
of a generation 1 disk. Along these lines we will call the first maximal
disk D(0, R(G)), the generation 0 disk and write sometimes D(0, R(G)) =
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D(0, R0(G)). The singular set of the solution L(z) of a generation 1 system
(7.11), is a closed subset of ∂D(α1, R1(G)), which is non-empty and of one
dimensional linear Lebesgue measure 0. This generation 1 singular set can
be denoted by A1,∞. The generation 0 singular set is the non-empty set
A∞ = A0,∞ which is a subset of ∂D(0, R0(G)) and which was described in
Theorem 7.1. Note that also the generation 1 singular set is characterized
by two limits:
α ∈ A1,∞ ⇔ lim
z→α, z∈D(0,R1(G))
|L(z)| =∞ and lim
z→α, z∈D(0,R1(G))
g(L(z)) = f(α).
Also A1,∞ is a closed subset of ∂D(α1, R1(G)) which has one dimensional
linear Lebesgue measure 0. The process can now be continued indefinitely
(but only ℵ0 times because of area considerations) to produce any gen-
eration of analytic continuation in the the maximal disk of holomorphy
D(αk, Rk(G)) where αk ∈ ∂D(0, Rk−1(G)) − Ak−1,∞. If we denote: ak =
limz→αk, z∈D(αk−1,Rk−1(G)) L(z), where by an application of Theorem 7.1 part
(2) the last limit exists and is a finite complex number, then the k’th gen-
eration initial value problem is:{
L
′
(z) = eF (z)e−G(L(z))
L(αk) = ak
, k = 0, 1, 2, 3, . . . . (7.12)
It defines L(z) uniquely in D(αk, Rk(G)) so that 0 < Rk(G) < ∞, and
∀ ǫ > 0, L(z) 6∈ D(αk, Rk(G) + ǫ). The totality of the singular sets of any
generation, namely
sing(L) =
∞⋃
k=0
(∪Ak,∞),
is the singular set of L(z). We note that sing(L) is a non-empty closed
subset of the maximal Riemann surface that uniformizes L(z). It is not
clear if it has linear Lebesgue measure 0. It is the closure of countably many
sets of measure 0 and hence in principle might have non zero measure. The
point is that the geometric structure of those sets if very special. They lie
on the boundaries of the maximal holomorphy disks, and the contribution
of the k’th generation, i.e. the sets Ak,∞ is outside the the union of all the
maximal holomorphy disks up to and including those of generation k − 1.
Also, any point:
α ∈
∞⋃
k=0
(∪Ak,∞) ,
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(not the closure of this set!) lies on the boundary of some finite generation
maximal disk of holomorphy, α ∈ ∂D(αk, Rk(G)). In fact, α ∈ Ak,∞ and so
is characterized by the two limits characterization:
lim
z→α, z∈D(αk,Rk(G))
|L(z)| =∞ and lim
z→α, z∈D(αk ,Rk(G))
g(L(z)) = f(α).
Thus f(sing(L)) ⊆ Ag (where the asymptotic tract is taken on one of the
branches of the total Riemann surface that uniformizes L(z)).
Theorem 7.2. The set sing(L) of all the singular points of a maximal holo-
morphic extension, L(z) of the solution L(z) of the system (7.10), is a perfect
subset of the uniformizing Riemann surface.
Proof.
Suppose that α ∈ sing(L) is an isolated point (of sing(L)). Then since
sing(L) is the closure (on the uniformizing Riemann surface of L(z)) of the
countable union
⋃∞
k=0 (∪Ak,∞) where each Ak,∞ is a closed and null subset
of a circle ∂D(αk, Rk(G)), it follows that α ∈
⋃∞
k=0 (∪Ak,∞) and does not
belong to the portion of the derived set of
⋃∞
k=0 (∪Ak,∞) which lies outside
the set
⋃∞
k=0 (∪Ak,∞) itself. Hence ∃ k ∈ Z
+ ∪ {0} such that α ∈ Ak,∞. We
conclude that α is an isolated singular point of the holomorphic mapping
L(z), and also that limz→α, z∈D(αk,Rk(G)) |L(z)| = ∞. By the classification
theorem of isolated singularities of an holomorphic function, we deduce that
either α is a pole of L(z) of some order k0, or α is a principle singularity of
L(z). If α is such a pole of L(z), then there is a punctured neighborhood of
α, V (α) and a bounded holomorphic function m(z) ∈ H(V (α) ∪ {α}), such
that m(α) 6= 0, so that ∀ z ∈ V (α), L(z) = m(z) · (z−α)−k0 . Here k0 ∈ Z
+.
We recall that the entire function g(w) =
∫ w
0 e
G(u)du is in elh(C) and can
not be a polynomial, so g(w) is a a transcendental entire function. Hence
by f(z) = g(L(z)) = g(m(z) · (z − α)−k0), ∀ z ∈ V (α) it follows that f(z)
has an essential singularity at z = α. This contradicts the fact that f(z)
is an entire function. If, on the other hand, z = α is an essential singular
point of L(z), then the composition g(L(z)) has an essential singular point
at z = α (we recall that g(w) ∈ elh(C)), but f(z) = g(L(z)) so we obtain
the same contradiction. Now the assertion is proved.
Theorem 7.3. If f ∈ elh(C) has a Picard exceptional value, then f is not
a prime entire function.
Proof.
Let us suppose that the number a ∈ C is a Picard exceptional value of f(z).
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This means that f(C) = ℑ{f} = C − {a}. Equivalently, this means that
the function f(z)− a is an entire function that has no zeroes. Since C is a
simply connected domain, it follows that we can define L(z) = log(f(z)−a)
as an entire function. By the assumption that f has a Picard exceptional
value, it follows that f(z) 6≡ c · z + d for any c ∈ C× and d ∈ C. Thus
f(z) is a transcendental entire function. If the entire function L(z) is an
affine function, say L(z) = c · z + d, then c · z + d = log(f(z) − a). So
f(z) = a + edec·z and this function is not a prime entire function. For
example, we have ez = z2 ◦ ez/2, ec·z = z2 ◦ ec·z/2 and hence:
f(z) = (a+ edz) ◦ (z2 ◦ ec·z/2),
a non trivial factorization of f(z). On the other hand, if L(z) is not
an affine function, then it is a transcendental entire function. The rea-
son is that L
′
(z) = f
′
(z)/(f(z) − a) and so L
′
(z) 6= 0 ∀ z ∈ C. Thus
L(z) ∈ elh(C) − Aut(C) which implies that L(z) is a transcendental func-
tion. By f(z) = a + eL(z) it follows that f(z) = (a + z) ◦ ez ◦ L(z), a non
trivial factorization of f(z).
Thus if f(z) ∈ elh(C) is a prime entire function, then f(z) has no Picard
exceptional value. This means that f(C) = C. Using the result on page
251 of the book [13] we know that a Picard exceptional value of an entire
function (i.e. an omitted value of an entire function) is an asymptotic value.
Thus in our case, when f ∈ elh(C), f(C) = C, has asymptotic values, then
these are not omitted values of f .
In order to find out if elh(C) contains primes, it follows, by Theorem
7.3 that it is sufficient to consider only functions f(z) ∈ elh(C), such that
f(C) = C. For such a function, if there is a factorization f(z) = g(L(z)) by
entire functions then necessarily g(z) has no omitted values, i.e. g(C) = C.
Also by f
′
(z) = L
′
(z)g
′
(L(z)), it follows that L
′
(z) 6= 0 ∀ z ∈ C and that
g
′
(z) 6= 0 ∀ z ∈ L(C). Thus L ∈ elh(C). Now, either L(C) = C in which case
also g(z) ∈ elh(C), or L(C) = C−{a}, in which case g(z) =
∫ z
0 (t−a)
NeG(t)dt
for some N ∈ Z+ ∪ {0} and an entire function G(t). Using the equations
before equation (5.3), we note that when L(C) = C− {a}, then
eF (z) = eH(z) ·
(∫ z
0
eH(w)dw − a
)N
· eG(
∫
z
0
eH(w)dw),
where we have: f(z) =
∫ z
0 e
F (w)dw, g(z) =
∫ z
0 (w − a)
NeG(w)dw and L(z) =∫ z
0 e
H(w)dw. So instead of the system (7.10) or the system (7.11) we have
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the following system:{
L
′
(z) = eF (z)(L(z) − a)−Ne−G(L(z))
L(α) = a0
.
Next we recall that when f(z) = g(h(z)) for entire functions, then there are
some quantitative restrictions among the orders of growth of these functions,
or among their radial maximum modulus functions. We will quote results
du to Clunie and to Po´lya. We refer the reader to the book [1] (See also
[4]). On page 207 we find the following:
Theorem A.2. (Clunie) Let f(z) and g(z) be entire functions with g(0) =
0. Let ρ satisfy 0 < ρ < 1 and let c(ρ) =
(
1−ρ2
4ρ
)
. Then for R ≥ 0,
M(R, f ◦ g) ≥M (c(ρ)M(ρR, g), f) .
On Page 208 we find:
Corollary A.1. (Po´lya) Let f(z), g(z) and h(z) be entire functions with
h(z) = f(g(z)). If g(0) = 0, then there exists an absolute constant c,
0 < c < 1 such that for all r > 0 the following inequalities holds:
M(r, h) ≥M
(
cM
(r
2
, g
)
, f
)
.
On page 209 we find:
Theorem A.3. If f(z) and g(z) are two entire functions such that f(g) is
of finite order (lower order), then
(i) either g(z) is a polynomial and f(z) is of finite order (lower order),
or
(ii) g(z) is not a polynomial but a function of finite order (lower order) and
f(z) is of zero order (lower order).
On page 210:
Theorem A.4. Let f and g be two transcendental entire functions. Then:
lim
r→∞
logM(r, f ◦ g)
logM(r, f)
=∞,
and
lim
r→∞
logM(r, f ◦ g)
logM(r, g)
=∞.
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On page 213:
Theorem A.7 (Edrei and Fuchs) Let f(z) be an entire function that is
not of zero order and g(z) be a transcendental entire function, then f(g) is
of infinite order.
We recall that by Theorem 7.1 part 4(c) it follows that f(A∞) ⊆ Ag. In
particular, if it were possible to find a function g ∈ elh(C) − Aut(C), for
which Ag is small (for example Ag = ∅), then necessarily the singular lo-
cus, A∞ of L(z) on ∂D(0, R(G)) had to be small (say A∞ = ∅). We know
that the asymptotic variety Ag tends to be small when the order of g is
small. For example, by the well known result of the Wiman-Valiron the-
ory, if the order ρ(u) of an entire function u(z) satisfies ρ(u) < 1/2, then
Au = ∅. However, the well known result of J. Hadamard, [3], implies that
for any g ∈ elh(C) − Aut(C) we must have Ag 6= ∅. Thus by the result
mentioned above of the Wiman-Valiron theory it follows immediately that
if g ∈ elh(C) − Aut(C) then necessarily ρ(g) ≥ 1/2. In fact, one can state
more accurate estimates along these lines. We refer to the paper [2]. On
page 8 we find the following result of Clunie, Eremenko, Langley and Rossi:
Theorem 3. ([2]) (Clunie, Eremenko, Langley and Rossi) Let f be a
transcendental meromorphic function of order ρ.
(a) If ρ < 1, then f
′
has infinitely many zeroes.
(b) If ρ < 1/2, then f
′
/f has infinitely many zeroes.
(c) If f is entire, and ρ < 1, then f
′
/f has infinitely many zeroes.
So the order of growth ρ of functions in elh(C)−Aut(C) can not be smaller
than 1. We now refer to the paper [8] for results on asymptotic values
of functions in elh(C) − Aut(C). Firstly, few examples for functions g ∈
elh(C)−Aut(C) such that g(C) = C. We refer to the two examples in that
paper, on page 640:
Example 7.4. Set:
h(z) =
∞∑
n=1
zn
n · n!
=
∫ z
0
eξ − 1
ξ
dξ.
Then h is a transcendental entire function and 1+zh
′
(z) = ez. The function
g(z) = z · eh(z) is also a transcendental entire function and g
′
(z) = exp(z +
h(z)). In particular, g ∈ elh(C) − Aut(C). Because g has an essential
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singularity at ∞, Picard’s Big Theorem assures that g assumes every finite
complex value infinitely often with at most one exception. Since g takes the
value 0 exactly once, every nonzero complex number is assumed infinitely
often by g. Therefore g(C) = C.
Example 7.5. (Attributed to E. Calabi) Let g(z) =
∫ z
0 e
−ξ2dξ, then g
′
(z) =
e−z
2
, so g ∈ elh(C)−Aut(C), g(0) = 0 and g is an odd function. If g omits
the value w0, then w0 6= 0 and by Picard’s Theorem g cannot omit −w0. But
g(z0) = −w0 implies that g(−z0) = w0, a contradiction. Thus g(C) = C.
The following is a natural question:
Problem 7.6. Is any of the functions:
z · exp
(∫ z
0
eξ − 1
ξ
dξ
)
,
∫ z
0
e−ξ
2k
dξ, for k ∈ Z+,
a prime entire mapping?
Next, we recall three results that are given on page 641 of [8].
Proposition. ([8]) Suppose that g ∈ elh(C). Given a ∈ C set b = g(a).
Let fa denote the branch of g
−1 which is defined in a neighborhood of b and
satisfies fa(b) = a. The radius of convergence of the Taylor series expansion
of fa about b is designated by ra.
(i) If ra =∞, then g ∈ Aut(C).
(ii) If ra < ∞, then every singular point on the circle of convergence
{w | |w − b| = ra} of fa is an asymptotic value of g.
Corollary 1. ([8]) If g ∈ elh(C), then either g ∈ Aut(C) or g has at
least one finite asymptotic value (i.e. Ag 6= ∅).
Corollary 2. ([8]) If g ∈ elh(C) and g(C) = C, then either g ∈ Aut(C) or
g has at least two finite asymptotic values (i.e. |Ag| ≥ 2).
Finally, on page 642 of [8] we find:
Proposition. ([8]) (i) An entire function g ∈ elh(C) belongs to Aut(C) if
and only if g has no finite asymptotic value (i.e. Ag = ∅).
(ii) g ∈ elh(C) and Ag = {α} (α ∈ C) if and only if there are a ∈ C
× and
b ∈ C such that g(z) = α+ exp(a · z + b).
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Remark 7.7. Part (i) of the last proposition follows by the theorem of J.
Hadamard, [3], on local diffeomorphisms F : Rn → Rn.
Example 7.8. Next, we refer to page 268 of the book, [6]. Let f(z) =∫ z
0 e
etdt. It’s Picard exceptional value ∞ is of deficiency δ(∞) = 1. It has
infinitely many finite asymptotic values, all of which have deficiency zero, so
the total deficiency reduces to 1, and does not make it to the maximal value
2. The reduction in the total deficiency in this example is a consequence
of the fact that the finite asymptotic values are all approximated by the
function f(z) at asymptotically the same rate. Because of this symmetry,
the asymptotic values (the finite ones) must all have equal deficiencies. Since
their number is infinite, while the total deficiency is bounded by 2, these
deficiencies must all vanish. In particular there is no finite Picard exceptional
value of f(z). In other words f(C) = C.
We recall that we would like to know if elh(C) contains prime entire map-
pings. By Theorem 7.3 it follows that such mappings have no Picard excep-
tional value. At this point using Example 7.5 of E. Calabi we are close to
answer that question.
Theorem 7.9. The function f(z) =
∫ z
0 e
−t2dt belongs to elh(C)− Aut(C).
It satisfies f(C) = C. It has no non degenerate factorization of the type
f(z) = g(L(z)), where L(z) ∈ elh(C) − Aut(C) satisfies L(C) = C, and
g(z) ∈ elh(C)−Aut(C).
Remark 7.10. Clearly g(z) must also satisfy g(C) = C.
Proof.
The function f(z) is the construction of E. Calabi we described in Example
7.5. Thus the only thing we need to prove is the claim that f(z) has no non
degenerate factorization of the type above. In the case that the inner factor
L(z) satisfies L(C) = C, the system which is equivalent to this factorization
is of the type in equation (7.10) or more generally in equation (7.11), i.e.:{
L
′
(z) = eF (z)e−G(L(z))
L(α) = a
.
Thus the differential relation is L
′
(z) = eF (z)e−G(L(z)), where the entire
function G(w) 6≡ Const.. We note that by L ∈ elh(C), it follows that
logL
′
(z) is an entire function and the differential equation above can also
be written as follows:
logL
′
(z) = F (z)−G(L(z)).
32
If L(z) is an entire function of a finite order, then also L
′
(z) is an entire
function and of the same order (as that of L(z)). This can be found in
Theorem 1.7 on page 115 of the book [7]. A stronger theorem, is Theorem
2.1 on page 120 of [7]. Since the order of growth of the composition G(L(z))
is at least as large as that of L(z) (G is a non constant entire function), and
since the order of logL
′
(z) equals that of logL(z) which is strictly smaller
than that of L(z), the difference of the entire functions F (z) − G(L(z))
produces cancellation in the order of growth of G(L(z)), with an error term
which equals logL
′
(z) ≈ logL(z). Coming back to the function that was
suggested by E. Calabi, we have F (z) = −z2. Thus
−z2 −G(L(z)) = logL
′
(z) ≈ logL(z).
We remark that this implies that G(L(z)) has zero order. By Theorem A.3
(quoted above from [1]) it follows that:
(i) either L(z) is a polynomial and G(z) is of zero order,
or
(ii) L(z) is not a polynomial but a function of zero order and also G(z) is of
zero order.
Since the only polynomials in elh(C) are the functions in Aut(C), but L(z)
is not in Aut(C), it follows that in our situation only case (ii) is possible. By
Theorem A.4 in [1] it follows that if G(z) and L(z) are two transcendental
entire functions, then:
lim
r→∞
logM(r,G ◦ L)
logM(r,G)
= lim
r→∞
logM(r,G ◦ L)
logM(r, L)
=∞.
In our case (assuming that L(z) ∈ elh(C) − Aut(C)) we have the following
equations:
lim
r→∞
M(r,G(L(z)))
r2
= lim
r→∞
M(r,G(L(z)))
M(r, log L′(z)
=∞.
Note these equations do not include the logarithms. Hence, the equation
−z2 −G(L(z)) = logL
′
(z) can not have a solution where G(w) 6≡ Const. is
an entire function and where L(z) ∈ elh(C) − Aut(C). This concludes the
proof of the theorem
It is clear that the equation:
limr→∞
M(r,G(L(z)))
r2
=∞,
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can be generalized as follows:
lim
r→∞
M(r,G(L(z)))
rN
=∞, ∀N ∈ Z+.
Thus, in fact we have proved the following more general:
Theorem 7.11. The function f(z) =
∫ z
0 e
p(t)dt, where p(t) ∈ C[t] − C,
belongs to elh(C) − Aut(C). It has no non-degenerate factorization of the
type f(z) = g(L(z)), where L(z) ∈ elh(C)−Aut(C) satisfies L(C) = C, and
where g(z) ∈ elh(C)−Aut(C).
Remark 7.12. The claim in Theorem 7.11 can not be strengthened to the
following: f(z) is a prime entire function. The exponential function shows
that. I.e. if p(t) ≡ t then f(z) =
∫ z
0 e
tdt = ez − 1 = (z2 − 1) ◦ ez/2. We note
that in this example L(z) = ez/2 has a Picard exceptional value.
Clearly, we now investigate the last possible case, namely that of which we
allow the inner factor L(z) ∈ elh(C)−Aut(C) to have a Picard exceptional
value, say a.
Theorem 7.13. The function f(z) =
∫ z
0 e
p(t)dt, where p(t) ∈ C[t] − C,
belongs to elh(C) − Aut(C). It is an entire prime mapping if and only if
f(C) = C.
Proof.
By Theorem 7.11 we know that f(z) has no non degenerate factorization of
the type f(z) = g(L(z)) where L(z) and g(z) belong to elh(C) − Aut(C),
and where L(z) has no Picard exceptional value, i.e. L(C) = C. It remains
to deal with the possibility that f(z) has a non degenerate factorization in
which L(C) = C−{a}. In this case the differential relation that characterizes
this situation is:
ep(z) = L
′
(z) · (L(z) − a)N · eG(L(z)),
where as always:
f(z) =
∫ z
0
ep(t)dt+c, g(z) =
∫ z
0
eG(t) · (t−a)Ndt+d where N ∈ Z+∪{0},
and where G is entire which is non constant if N = 0, but which might be
constant if N ∈ Z+. Thus:
L
′
(z) · (L(z)− a)N = ep(z) · e−G(L(z)),
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logL
′
(z) +N log(L(z)− a) = p(z)−G(L(z)).
As in the proof of Theorem 7.11, this can not have a solution in which
G(z) 6≡ Const.. So G(z) ≡ Const. (it can even be equal to 0) and hence
necessarily N ∈ Z+. Our equation becomes:
L
′
(z) · (L(z)− a)N = ω0 · e
p(z), ω0 ∈ C
×.
Hence by integrating we get:(
1
N + 1
)
· (L(z)− a)N+1 = f(z). (7.13)
This has a solution which is an entire function if and only if f(z) 6= 0 ∀ z ∈ C,
i.e. f(z) has a Picard exceptional value (by our normalization it is a = 0).
In this case:
L(z) = (N + 1)1/(N+1) · f(z)1/(N+1) + a, (7.14)
is indeed in elh(C)−Aut(C) (by differentiating equation (7.14) and L(C) =
C − {a}. Equation (7.13) gives a different factorization (of f(z)), then the
one given in Theorem 7.3. Namely:
f(z) =
(
z
N + 1
)
◦ zN+1 ◦ (z − a) ◦ L(z). (7.15)
Theorem 7.13 is now proved.
Corollary 7.14. The functions f2k(z) =
∫ z
0 e
−t2kdt, k ∈ Z+, belong to
elh(C)−Aut(C), satisfy f2k(C) = C, and are prime entire mappings.
We recall that after Definition 3.1 and within Remark 3.2 we denoted byM
the set of all the (equivalence classes of the) primes in elh(C). In Theorem 3.8
we gave the two (right and left) fractal representations of elh(C). Namely:
elh(C) =WR ∪
⋃
p∈M
Rp(elh(C)) =WL ∪
⋃
p∈M
Lp(elh(C)).
We have seen (in Proposition 3.9) that ez ∈ WR − (Aut(C) ∪M), and also
ez ∈WL− (Aut(C)∪M). Remark 3.10 suggested the unpleasant possibility
that the fractal representations of Theorem 3.8 might degenerate to:
elh(C) =WR or elh(C) =WL.
This happens exactly when elh(C) contains no primes, i.e. whenM = ∅. In
fact the investigation of this possibility was the author’s main motivation
to conduct the research in this manuscript. We can now finally deduce that
these two non desirable situations can not occur:
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Theorem 7.15.
M 6= ∅. (7.16)
Proof.
This follows by Corollary 7.14.
References
[1] Chi-Tai Chuang and Chung-Chun Yang, Fix-Points and Factorization
of Meromorphic Functions, World Scientific, Singapore, New Jersey,
London, Hong Kong, 1990.
[2] Alexandre Eremeko, Singularities of inverse functions, May 29, 2013.
[3] J. Hadamard, Sur les transformations pontuelles, Bull. de la Soc. Math.
de France, t 34, 1906.
[4] W. K. Hayman, F.R.S., Meromorphic Functions, Oxford at the
Claderon Press, 1964.
[5] Einar Hille, Ordinary differential equations in the complex domain,
John Wiley and Sons, New York, London, Sydney, Toronto, 1976.
[6] Rolf Nevanlinna, Analytic Functions, Translated from the second Ger-
man Edition by Phillip Emig, Springer-Verlag, Berlin, Heidelberg, New
York, 1970.
[7] Staford Segal, Nine Introductions in Complex Analysis, North-Holland,
Mathematics Studies 53, 1981.
[8] David Styer and C. D. Minda, The Use of the Monodromy Theorem and
Entire Functions with Nonvanishing Derivative, The American Mathe-
matical Monthly, Volume 81, No. 6, pp. 639-642, June-July, 1974.
[9] Tadeusz Iwaniec and Gaven Martin, Geometric Function Theory and
Non-linear Analysis, Claderon Press, Oxford, 2001.
[10] Peretz, Ronen, On the structure of the semigroup of entire e´tale map-
pings, Complex Analysis and Operator Theory, Volume 7, Issue 5, pp
1655-1674, 2013.
[11] Peretz, Ronen, Fractals and the two dimensional Jacobian Conjecture,
arXiv:1408.2378v5,e October 19, 2015.
36
[12] Peretz, Ronen, Injectivity of the composition operators of
e´tale mappings, Algebra, Volume 2014, Article ID 782973,
http://dx.doi.org/10.1155/2014/782973, 2014.
[13] W. Rudin, Real and Complex Analysis, McGraw-Hill, New York, 1971.
[14] Tuen Wai Ng, Patrick, An example concerning infinite factorizations of
transcendental entire functions, Expositiones Mathematicae, 18(2), pp
127-130, 2000.
Ronen Peretz
Department of Mathematics
Ben Gurion University of the Negev
Beer-Sheva , 84105
Israel
E-mail: ronenp@math.bgu.ac.il
37
