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BEURLING-FOURIER ALGEBRAS ON COMPACT
GROUPS: SPECTRAL THEORY
JEAN LUDWIG, NICO SPRONK AND LYUDMILA TUROWSKA
Abstract. For a compact group G we define the Beurling-Fourier al-
gebra Aω(G) on G for weights ω : Ĝ → R>0. The classical Fourier
algebra corresponds to the case ω is the constant weight 1. We study
the Gelfand spectrum of the algebra realizing it as a subset of the com-
plexification GC defined by McKennon and Cartwright and McMullen.
In many cases, such as for polynomial weights, the spectrum is simply
G. We discuss the questions when the algebra Aω(G) is symmetric and
regular. We also obtain various results concerning spectral synthesis for
Aω(G).
1. Introduction
Let G be a compact abelian group with discrete dual group Ĝ. A weight
is a function ω : Ĝ→ R>0 for which ω(στ) ≤ ω(σ)ω(τ) for σ, τ in Ĝ. Given
such an ω, the Beurling algebra on Ĝ is given by
ℓ1ω(Ĝ) =
(f(σ))σ∈Ĝ ⊂ C : ∑
σ∈Ĝ
|f(σ)|ω(σ) <∞

and is easily verified to be a commutative Banach algebra under convolution.
We say ω is bounded if infσ∈Ĝ ω(σ) > 0. In this case ℓ
1
ω(Ĝ) is a subalgebra
of the group algebra ℓ1(Ĝ). In particular we can apply the Fourier transform
to obtain an algebra Aω(G) of continuous functions on G. Beurling algebras
been studied by several people, e.g. Domar [4], Reiter [21]. If ω ≡ 1 we get
the classical Fourier algebra A(G), i.e. the space of transforms of ℓ1(G).
For any locally compact group G the Fourier algebra was defined by Ey-
mard [5] as the algebra of matrix coefficients of the left regular represen-
tation. In the case that G is compact it is well-known that A(G) can be
identified with the space of operator fields indexed over the set irreducible
2000 Mathematics Subject Classification. Primary 43A30, 43A77, 43A45; Secondary
46M20, 22E30. Key words and phrases. Beurling-Fourier algebra, spectral synthesis.
Research of the second named author supported by NSERC Grant 312515-05. Research
of the third named author supported by the Swedish Research Council and the NordForsk
Research Network Operator Algebras and Dynamics grant 11580.
1
2 JEAN LUDWIG, NICO SPRONK AND LYUDMILA TUROWSKA
representations:(f(π))pi∈Ĝ ∈ ∏
pi∈Ĝ
L(Hpi) :
∑
pi∈Ĝ
dpi ‖f(π)‖1 <∞
 .
where L(Hpi) is the space of linear operators on the Hilbertian representation
space Hpi, and ‖·‖1 is the trace norm. In light of the definition of Beurling
algebras, above, it is natural to define a weight on Ĝ as a function ω :
Ĝ→ R>0 which satisfies ω(σ) ≤ ω(π)ω(π′), whenver σ may be realised as a
subrepresentation of π⊗π′. Thus it is natural to define the Beurling-Fourier
algebra Aω(G) so it may be identified with the space of operator fields(f(π))pi∈Ĝ ∈ ∏
pi∈Ĝ
L(Hpi) :
∑
pi∈Ĝ
‖f(π)‖1 dpiω(π) <∞
 .
We show that this definition always provides a semi-simple commutative
Banach algebra; moreover, when ω is bounded — i.e. infpi∈Ĝ ω(π) > 0 —
this is a subalgebra of the Fourier algebra.
To describe the spectrum of Aω(G) we require an abstract Lie theory
which is built from Krein-Tanaka duality and was formalised separately by
McKennon [17] and Cartwright and McMullen [2] in the 70s. This Lie theory
allowed to develop the complexification GC even for non-Lie groups G. The
Gelfand spectrum of Aω(G) is shown to be a subset of GC. In contrast to
the Fourier algebra A(G) for which the spectrum is G, Aω(G) can have a
larger spectrum Gω. Examples of such weights and groups G are given in
Section 4. We explore conditions for which Gω = G. In Section 4 we prove
that for symmetric weights ω the equality holds if and only if the algebra
Aω(G) is symmetric. In Section 4 we define the notion of exponential growth
for a weight ω and showed that Gω = G if ω is of non-exponential type.
Examples of weights of non-exponential growth are polynomial ones defined
in Section 5. For such weights we could introduce a smooth functional
calculus and use this to show that Aω(G) is a regular algebra. This gives us
a possibility to study the property of spectral synthesis. Adapting arguments
from [19] on the Fourier algebra of compact Lie groups we prove that if E
is a compact subset of a Lie group G, then E is a set of weak synthesis if it
is of smooth synthesis. Moreover we give an estimate of the corresponding
nilpotency degree in terms of the degree of the polynomial weight ω. As a
consequence we obtain conditions for a one-point set to be a set of spectral
synthesis for Aω(G). Finally in the last subsection we study a connection
between spectral synthesis and operator synthesis in the spirit of [23].
We note that Lee and Samei in [16] suggest a more general approach to
the notion of weight on Ĝ. Their central weights for compact groups turn
out to coincide with our notion of weight. However in their paper they
mainly study the properties of operator amenability and Arens regularity.
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2. An abstract Lie theory for compact groups
In this section we remark on some consequences of the Krein-Tannaka
duality theory for compact groups which allow us to define a “complexifica-
tion” GC for any compact group G. This object will be necessary for us to
develop a description of the spectrum of general Beurling-Fourier algebras.
The theory in this section was thoughourghly developed by McKennon [17]
and Cartwright and McMullen [2]. We shall be requiring it to an extent that
a summary is warranted.
Let G be a compact group with dual object Ĝ, which, by mild abuse of
notation, we treat as a set of unitary irreducible representations: π : G →
U(Hpi). We let dpi = dimHpi. For representations σ, π of G, we will use the
notation σ ⊂ π to denote that σ is unitarily equivalent to a subrepresentation
of π.
We let Trig(G) denote the space of trigonometric polynomials, i.e. the
span of matrix coefficients of elements of Ĝ, which is well-known to be an
algebra of functions under pointwise operations. We note that Trig(G) =⊕
pi∈Ĝ
Trigpi(G), where Trigpi(G) is the span of matrix coefficients of π. For
u in Trig(G), we let
uˆ(π) =
∫
G
u(s)π(s−1)ds
which may be understood to be an element of the space of linear operators
L(Hpi). We caution the reader that our notation differs from that in [10,
(28.34)]. We shall make an identification between two linear dual space
Trig(G)† and the product
∏
pi∈Ĝ L(Hpi) via
(2.1)
〈
u, (Tpi)pi∈Ĝ
〉
=
∑
pi∈Ĝ
dpiTr(uˆ(π)Tpi).
It follows from the orthogonality relations between matrix coefficients that
for a matrix coefficient πξ,η(s) = (π(s)η, ξ)
〈πξ,η, (Tpi)pi∈Ĝ〉 = (Tpiη, ξ).
In the notation of (2.1), we will write for any T in Trig(G)† and π ∈ Ĝ
(2.2) π(T ) = Tpi in L(Hpi).
In particular, we identify G, qua evaluation functionals on Trig(G), with
{(π(s))pi∈Ĝ : s ∈ G}. Thus we gain the Fourier inversion
(2.3) 〈u, s〉 =
∑
pi∈Ĝ
dpiTr
(
uˆ(π)π(s)
)
= u(s).
Moreover, by [10, (30.5)], for example
(2.4) G ≃ {T ∈ Trig(G)† : π(T ) ∈ U(Hpi) for each π in Ĝ}.
We note that Trig(G)† ≃∏pi∈Ĝ L(Hpi) has an obvious product and involu-
tion which respects the formulas π(TT ′) = π(T )π(T ′) and π(T ∗) = π(T )∗ for
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π in Ĝ and T, T ′ in Trig(G)†. Moreover the action of Trig(G)† on Trig(G)
given by T̂ · u(π) = π(T )uˆ(π) for π ∈ Ĝ satisfies 〈T ′, T · u〉 = 〈T ′T, u〉. We
note that the involution satisfies 〈T ∗, u〉 = 〈T, u∗〉, where u∗(s) = u(s−1).
With the notation above we define
GC =
{
θ ∈ Trig(G)† : 〈θ, uu′〉 = 〈θ, u〉 〈θ, u′〉 for u, u′ in Trig(G)}
=
{
θ ∈ Trig(G)† : θ · (uu′) = (θ · u)(θ · u′) for u, u′ in Trig(G)
}
(2.5)
gC =
{
X in Trig(G)† :
〈X,uu′〉 = 〈X,u〉 u′(e) + u(e) 〈X,u′〉
for all u, u in Trig(G)
}
=
{
X in Trig(G)† :
X · (uu′) = (X · u)u′ + u(X · u′)
for all u, u in Trig(G)
}
(2.6)
and g = {X ∈ gC : X∗ = −X}
where the equivalent descriptions (2.5) and (2.6), of GC and gC respec-
tively, can be checked by straightforward calculation. We observe that it
is immediate from (2.5) that GC is closed under the product in Trig(G)
†.
It is a standard fact, see [10, (30.26)] for example, that GC is closed un-
der inversion and hence a group. Moreover, from (2.6) it is immediate
that gC is a complex Lie algebra under the usual associative Lie bracket:
[X,X ′] = XX ′−X ′X. In particular g is a real Lie subalgebra. It is obvious
that Trig(G)† ≃ ∏pi∈Ĝ L(Hpi) is closed under analytic functional calculus.
Thus by standard calculation we find that for X in Trig(G)†, X ∈ gC if and
only if exp(tX) ∈ GC for each t in R; see [2, Prop. 3] (or see comment after
(2.10)) for one direction, and differentiate t 7→ exp(tX) · (uu′) to see the
other. Moreover, by further employing (2.4), we see for X in Trig(G)† that
X ∈ g if and only if exp(tX) ∈ G for each t in R.
We record some of the basic properties of the group GC and the Lie
algebras gC and g.
Proposition 2.1. (i) GC admits polar decomposition: each θ in GC can be
written uniquely as θ = s|θ|, i.e. π(θ) = π(s)|π(θ)| for each π in Ĝ. Hence,
each such |θ| is an element of GC.
(ii) If θ ∈ GC, then θ∗ ∈ GC too. If θ ∈ G+C = {T ∈ GC : π(T ) ≥
0 for π ∈ Ĝ}, then for each z ∈ C, θz ∈ GC too; moreover if t ∈ R≥0, then
θt ∈ G+C .
(iii) If the connected component of the identity Ge is a Lie group, then g
is isomorphic to the usual Lie algebra of G and gC is its complexification.
(iv) We have exp(g) ⊂ Ge and is dense, and exp(ig) = G+C . The map
(s,X) 7→ s exp(iX) : G × g → GC is a homeomorphism, where g and GC
have relativised topologies as subsets of Trig(G)† whose topology is the weak
topology induced by (2.1).
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Proof. Part (i) and the second part of (ii) can be found in [17, Cor. 1 &
Thm. 2]. We note that the proof can be conceptualised a bit differently, the
ideas of which we sketch below.
It is well known that Ĝ×G is given by Kronecker products {π×π′ : π, π′ ∈
Ĝ}, and hence Trig(G×G) ≃ Trig(G) ⊗ Trig(G). We let m : Trig(G×G)→
Trig(G) denote pointwise multiplication and
m† : Trig(G)† → Trig(G×G)† ≃
∏
pi,pi′∈Ĝ
L(Hpi ⊗Hpi′)
denote its adjoint map. For each π, π′ in Ĝ and each σ in Ĝ there are
m(σ, π⊗π′) (this number may be 0) partial isometries Vσ,i : Hσ →Hpi⊗Hpi
with pairwise disjoint ranges, for which
(2.7) π ⊗ π′ =
∑
σ∈Ĝ
m(σ,pi⊗pi′)∑
i=1
Vσ,iσ(·)V ∗σ,i
where we adopt the convention that an empty sum is 0. Then we may
calculate for T in Trig(G)† that
(2.8) π × π′(m†T ) =
∑
σ∈Ĝ
m(σ,pi⊗pi′)∑
i=1
Vσ,iσ(T )V
∗
σ,i.
It follows readily that m† is a ∗-homomorphism; in fact it is the well-known
coproduct map, see [24, Ex. 1.2.5]. In particular, it is easy to calculate from
the definitions of GC and gC that
GC =
{
θ ∈ Trig(G)† : θ ⊗ θ = m†(θ)
}
(2.9)
gC =
{
X ∈ Trig(G)† : X ⊗ I + I ⊗X = m†(X)
}
(2.10)
Where I is the identity element of Trig(G)†. We note that it is easy to check
that exponentiating elements of gC is (2.10) gives elements of the form (2.9).
Now (i) follows from (2.8), (2.9), (2.4) and the uniqueness of polar decom-
position. Any multiplicative analytic function ψ : R>0 → C 6=0, (respectively,
multiplicative anti-analytic function ψ : C→ C) will thus satisfy
ψ(θ)⊗ ψ(θ) = ψ(θ ⊗ I I ⊗ θ) = ψ(θ ⊗ θ) = ψ(m†(θ)) = m†(ψ(θ))
for θ ∈ G+C (respectively, θ ∈ GC). Hence, again by (2.9), ψ(θ) ∈ GC;
moreover ψ(θ) ∈ G+C if ψ(R>0) ⊂ R>0. Thus we obtain (ii).
Part (iii) is [2, Cor. 4], while part (iv) is [2, Prop. 4] (see also [17, Thm.
3]. 
If H is another compact group, and σ : G→ H is a continuous homomor-
phism then σ induces a ∗-homomorphism σ : Trig(G)† → Trig(H)†. Indeed,
if we assign Trig(G)† ≃∏pi∈Ĝ L(Hpi) the linear topology from the dual pair-
ing (2.1) then spanG is dense in Trig(G)†, since spanπ(G) = L(Hpi) for
6 JEAN LUDWIG, NICO SPRONK AND LYUDMILA TUROWSKA
each π by Schur’s lemma. The map
∑n
j=1 αjsj 7→
∑n
j=1 αjσ(sj) : spanG→
spanH is well defined, being the relative adjoint of u 7→ u◦σ : Trig(G) →
Trig(H), and is clearly a ∗-homomorphism. Hence this map extends as
claimed. It follows that σ|GC : GC → HC is a homomorphism of groups,
while σ|gC : gC → hC is a homomorphism of C-Lie algebras, and σ|g : g→ h
is a homomorphism of R-Lie algebras, where h is the Lie algebra of H. More-
over it is immediate that exp(σ(X)) = σ(exp(X)) for X in gC. Finally, if K
is a third compact group and τ : H → K is a continuous homomorphism,
then τ◦σ : G→ K extends to a ∗-homomorphism τ◦σ : Trig(G)† → Trig(K)†
and restricts to a group, respectively Lie algebra, homomorphism where ap-
propriate.
If π ∈ Ĝ, we denote the linear dual space of Hpi by Hp¯i. For A in L(Hpi),
let At in L(Hp¯i) denote its linear adjoint. For s ∈ G we define π¯(s) =
π(s−1)t. Then π¯ is a unitary representation on Hp¯i called the conjugate
representation of π.
Corollary 2.2. For any θ in G+C and π in Ĝ we have π¯(θ) = π(θ
−1)t.
Proof. Let U(Hpi) denote the unitary group onHpi and u(Hpi) its Lie algebra,
which we may regard in the classical sense by (iii) of the proposition, above.
Let γ : U(Hpi) → U(Hp¯i) be given by γ(u) = (u−1)t. The map U 7→ −U t :
u(Hpi) → u(Hp¯i) is a Lie algebra homomorphism. Moreover, if we write
U = iH where H is hermitian we have
exp(−U t) = exp(−iHt) = (exp(iH)−1)t = γ(exp(U)).
We see that dγ(U) = −U t, U ∈ u(Hpi) and hence its unique C-linear exten-
sion to the complexification satisfies dγ(X) = −Xt for X ∈ u(Hpi)C.
We shall regard π : G → U(Hpi) as a homomorphism, as above, so π¯ =
γ◦π. If θ ∈ G+C , we use (iv) in the proposition above to write θ = exp(iX)
where X ∈ g (so iX is hermitian). Thus we compute
π¯(θ) = exp(iπ¯(X)) = exp(iγ◦π(X)) = exp(−iπ(X)t) = π(θ−1)t
as desired. 
3. Beurling-Fourier algebras. Definition.
Let G be a compact group. A weight on Ĝ is a function ω : Ĝ → R>0
such that
ω(σ) ≤ ω(π)ω(π′) whenever σ ⊂ π ⊗ π′.
We say that ω is bounded if infpi∈Ĝ ω(π) > 0, and symmetric if ω(π¯) =
ω(π) for each π in Ĝ. Note that since 1 ⊂ π ⊗ π¯, any symmetric weight is
automatically bounded with ω(π)2 = ω(π)ω(π¯) ≥ ω(1). Of course, ω(1) ≥ 1
since 1⊗ π = π for each π.
We let Trig((G)) =
∏
pi∈ĜTrigpi(G) denote the space of formal trigonomet-
ric series. For u ∈ Trig((G)) and π in Ĝ, the definition uˆ(π) can be regarded
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as a formal integral. If ω is a weight on Ĝ, we define
Aω(G) =
u ∈ Trig((G)) : ‖u‖Aω = ∑
pi∈Ĝ
‖uˆ(π)‖1 dpiω(π) <∞
 ,
where, for each π in Ĝ, dpi = dimHpi. It is obvious that Aω(G) is a Banach
space with norm ‖·‖Aω . We call Aω(G) the Beurling-Fourier algebra with
weight ω. We will see that it is a Banach algebra, below. Note that if ω is
the constant weight 1, then A1(G) = A(G) is the Fourier algebra of G.
Proposition 3.1. For any weight ω, Aω(G) is a Banach algebra under the
product extending pointwise multiplication on Trig(G). If ω is bounded, then
Aω(G) ⊂ A(G), and hence is an algebra of continuous functions on G.
Proof. It is clear that Trig(G) is ‖·‖Aω -dense in Aω(G), hence it suffices to
verify that ‖·‖Aω is an algebra norm on Trig(G). Let us first consider a pair
of basic coefficients, u = 〈π(·)ξ, η〉 and u′ = 〈π′(·)ξ′, η′〉, where π, π′ ∈ Ĝ,
ξ, η ∈ Hpi, and ξ′, η′ ∈ Hpi′ . Note that by the Schur orthogonality relations
‖〈π(·)ξ, η〉‖Aω = ‖uˆ(π)‖1 dpiω(π) = ‖ξ‖ ‖η‖ω(π)
and similar holds for any basic matrix coefficient. There exist, not neces-
sarily distinct, σ1, . . . , σm in Ĝ such that V π⊗ π′(·)V ∗ =
⊕m
j=1 σj for some
unitary operator V , and, with those, associated pairwise orthogonal projec-
tions onto the reducing subspaces, p1, . . . , pm on V (Hpi ⊗Hpi′). Let for each
i, Vi = piV (so Vi = V
∗
σi,j
in the notation of (2.7). Hence we have
uu′ = (π ⊗ π′(·)ξ ⊗ ξ′, η ⊗ η′)
=
 m⊕
j=1
σj(·)
m∑
j′=1
Vj′(ξ ⊗ ξ′) ,
m∑
j′′=1
Vj′′(η ⊗ η′)

=
m∑
j=1
(σj(·)Vj(ξ ⊗ ξ′), Vj(η ⊗ η′))
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Hence, since ω is a weight, we have∥∥uu′∥∥
Aω
≤
m∑
j=1
∥∥(σj(·)Vj(ξ ⊗ ξ′), Vj(η ⊗ η′))∥∥Aω
=
m∑
j=1
∥∥Vj(ξ ⊗ ξ′)∥∥∥∥Vj(η ⊗ η′)∥∥ω(σj)
≤
 m∑
j=1
∥∥Vj(ξ ⊗ ξ′)∥∥ ∥∥Vj(η ⊗ η′)∥∥
ω(π)ω(π′)
≤
 m∑
j=1
∥∥Vj(ξ ⊗ ξ′)∥∥2
1/2 m∑
j=1
∥∥Vj(η ⊗ η′)∥∥2
1/2 ω(π)ω(π′)
=
∥∥ξ ⊗ ξ′∥∥ ∥∥η ⊗ η′∥∥ω(π)ω(π′) = ‖u‖Aω ∥∥u′∥∥Aω .
Since for each π, each T in L(Hpi) with ‖T‖1 ≤ 1 is in the convex hull of
rank one operators, it follows that the convex hull of
{(π(·)ξ, η) : π ∈ Ĝ, ξ, η ∈ Hpi, ‖ξ‖ ‖η‖ = 1/ω(π)}
is the ‖·‖Aω -unit ball of Trig(G). Hence it follows that ‖·‖Aω is sub-multi-
plicative on Trig(G).
Now if ω is bounded, with C = inf
pi∈Ĝ
ω(π) > 0, then we have for
u in Trigpi(G) that u is contained in A(G) and that
‖u‖A =
∑
pi∈Ĝ
‖uˆ(π)‖1 dpi
≤
∑
pi∈Ĝ
‖uˆ(π)‖1
1
C
ω(π)dpi(3.1)
=
1
C
‖u‖Aω .
Thus Aω(G) is contained in A(G) and is therefore a space of continuous
functions. 
Example 3.1. (1) If ω ≡ 1 then Aω(G) = A(G), the Fourier algebra of G.
(2) If ω(π) = dpi, π ∈ Ĝ (we say that ω is the dimension weight) then
Aω(G) = Aγ(G), an algebra studied by B.E. Johnson ([8]) and which is the
image of the map from A(G)⊗γ A(G) to A(G) given on elementary tensors
by f ⊗ g 7→ f ∗ gˇ, where gˇ(t) = g(t−1); or, as shown in [6], is the image of
the map f ⊗ g 7→ f ∗ g from A(G×G) to A(G).
(3) If G = Tn and ω is a weight on T̂n ≃ Zn, then Aω(G) ≃ l1(Zn, ω) is a
Beurling algebra (see [21]).
Remark 3.2. For a bounded weight ω on a compact group G we can ex-
tend the Fourier inversion formula (2.3) to elements u ∈ Aω(G), since then
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Aω(G) ⊂ A(G), and series from elements of the latter are summable. That
is for u ∈ Aω(G) and s ∈ G we have that
u(s) =
∑
pi∈Ĝ
Tr(π(s)uˆ(π))dpi.
Let ρ denote the right translation on Trig(G), i.e. for an element u in Trig(G)
we let
ρ(t)u(s) := u(st), s, t ∈ G,
and let λ be the left translation on Trig(G) defined by
λ(t)u(s) := u(t−1s), s, t ∈ G.
Proposition 3.3. For every weight ω on Ĝ, right and left translations ex-
tend to isometries of Aω(G).
Proof. Indeed, for an element u in Trig(G) and t in G we have that
̂(ρ(t)u)(π) = π(t)û(π), ̂(λ(t)u)(π) = û(π)π(t−1), π ∈ Ĝ
and therefore
‖ρ(t)u‖Aω =
∑
pi∈Ĝ
‖π(t)û(π)‖1dpiω(π) =
∑
pi∈Ĝ
‖û(π)‖1dpiω(π) = ‖u‖Aω
and similarly
‖λ(t)u‖Aω = ‖u‖Aω .

Let for a bounded weight ω on Ĝ
L2ω(G) =
ξ ∈ Trig((G)) : ‖ξ‖22,ω := ∑
pi∈Ĝ
‖ξˆ(π)‖22dpiω(π) <∞
 ,
where ‖ξˆ(π)‖2 denotes the Hilbert-Schmidt norm of the operator ξˆ(π). The
assumption that ω is bounded gives us that L2ω(G) ⊂ L2(G).
It is well-known that the Fourier algebra A(G) coincides with the family
of functions
A(G) =
{
s 7→ (f ∗ g)(s) =
∫
G
f(t)g(t−1s)dt : f, g ∈ L2(G)
}
.
We observe that the product ω1ω2, of two weights ω1, ω2, is a weight; and
if ϕ : R>0 → R>0 is a non-decreasing sub-multiplicative function, then ϕ◦ω
is a weight for any weight ω.
Proposition 3.4. Let ω1, ω2 be bounded weights on Ĝ and ω = (ω1ω2)
1/2.
Then
Aω(G) =
{
s 7→ (f ∗ g)(s) =
∫
G
f(t)g(t−1s)dt : f ∈ L2ω1(G) and g ∈ L2ω2(G)
}
.
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Proof. Let u ∈ Aω(G). For each π ∈ Ĝ consider the polar decomposition of
uˆ(π): uˆ(π) = V (π)|uˆ(π)|. Let a(π) =
(
ω1(pi)
ω(pi)
)1/2
V (π)|uˆ(π)|1/2 and b(π) =(
ω2(pi)
ω(pi)
)1/2 |uˆ(π)|1/2. We have∑
pi∈Ĝ
dpiω(π)‖a(π)‖22 ≤
∑
pi∈Ĝ
dpiω1(π)‖|uˆ(π)|1/2‖22 =
∑
pi∈Ĝ
dpiω1(π)‖uˆ(π)‖1 <∞
and similarly ∑
pi∈Ĝ
dpiω(π)‖b(π)‖22 ≤
∑
pi∈Ĝ
dpiω2(π)‖uˆ(π)‖1 <∞.
Thus if f, g ∈ L2(G) are such that gˆ(π) = a(π) and fˆ(π) = b(π) then
f ∈ L2ω1(G), g ∈ L2ω2(G) and u = f ∗ g. Hence Aω(G) ⊂ L2ω1(G) ∗ L2ω2(G).
Take now f ∈ L2ω1(G), g ∈ L2ω2(G) and let u = f ∗ g. Then∑
pi∈Ĝ
dpiω(π)‖uˆ(π)‖1 =
∑
pi∈Ĝ
dpiω(π)‖gˆ(π)fˆ (π)‖1
≤
∑
pi∈Ĝ
dpiω1(π)
1/2ω2(π)
1/2‖gˆ(π)‖2‖fˆ(π)‖2
≤
∑
pi∈Ĝ
dpiω1(π)‖gˆ(π)‖22
1/2∑
pi∈Ĝ
dpiω2(π)‖fˆ (π)‖22
1/2
= ‖f‖2,ω1‖g‖2,ω2
Thus u ∈ Aω(G). 
4. The spectrum of a Beurling-Fourier algebra
It follows from the identification Trig(G)† ≃ ∏
pi∈Ĝ
L(Hpi) given in (2.1)
that for a weight ω, Aω(G) has continuous dual space
(4.1) Aω(G)
∗ =
{
T ∈ Trig(G)† : ‖T‖A∗ω = sup
pi∈Ĝ
‖π(T )‖op
ω(π)
<∞
}
.
The definition of GC then immediately gives Gelfand spectrum
(4.2) Gω = Âω(G) =
{
θ ∈ GC : sup
pi∈Ĝ
‖π(θ)‖op
ω(π)
<∞
}
where <∞ may be replaced by ≤ 1, by well-known theorem of Gelfand that
multiplicative functionals on Banach algebras are automatically contractive.
Proposition 2.1 provides that GC is closed under polar decomposition, and
that for θ in GC and π ∈ Ĝ, ‖π(θ)‖op = ‖|π(θ)|‖op = r(|π(θ)|), where the
latter is the spectral radius.
The terminology below is motivated by [15].
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Proposition 4.1. If ω is a bounded weight on Ĝ then Gω is a compact
subset of GC which contains G and enjoys the following properties:
(i) Gω is G-Reinhardt: for s in G and θ ∈ Gω we have sθ, θs ∈ Gω; and
(ii) Gω is log-convex: for θ, θ
′ ∈ G+ω = Gω ∩G+C and 0 ≤ s ≤ 1, we have
θsθ′(1−s) ∈ Gω.
In particular, (θ, s) 7→ θs : G+ω ×G→ Gω is a homeomorphism.
(iii) If ω is symmetric then Gω is inverse-closed.
Proof. (i) This is immediate from Proposition 3.3 and the fact that operators
of translation are multiplicative.
(ii) It follows from Proposition 2.1 that θsθ′(1−s) ∈ GC (though not nec-
essarily in G+C ). It is a standard fact of functional calculus that ‖π(θ)s‖op =
‖π(θ)‖sop for each π in Ĝ, and hence we have
sup
pi∈Ĝ
∥∥π(θ)sπ(θ′)(1−s)∥∥
op
ω(π)
≤ sup
pi∈Ĝ
‖π(θ)‖sop ‖π(θ′)‖1−sop
ω(π)
≤ sup
pi∈Ĝ
max(‖π(θ)‖op , ‖π(θ′)‖op)
ω(π)
<∞.
It is immediate from (4.2) that θsθ′(1−s) ∈ Gω.
The homeomorphism identifying G+ω × G ≃ Gω is an immediate conse-
quence of (i), (ii) and Proposition 2.1 (iv).
(iii) If ω is symmetric, then for θ in GC, Corollary 2.2 shows that
sup
pi∈Ĝ
∥∥π(θ−1)∥∥
op
ω(π)
= sup
pi∈Ĝ
‖π¯(θ)‖op
ω(π)
,
and hence θ−1 ∈ Gω if and only if θ ∈ Gω. 
If ω is bounded, then it is clear from Proposition 3.1 that Aω(G) is
semisimple. If ω is not bounded this is not as clear, but still true. The
following is motivated by [13, 2.8.2].
Theorem 4.2. The algebra Aω(G) is semisimple.
Proof. We first note that the constant function 1 is in Aω(G). Hence the
spectrum Gω is non-empty. Let θ ∈ Gω.
We note that if u ∈ Aω(G) and T ∈ Aω(G)∗ then T · u ∈ A(G). Indeed
‖T · u‖A =
∑
pi∈Ĝ
‖π(T )uˆ(π)‖1 dpi ≤
∑
pi∈Ĝ
‖π(T )‖op ‖uˆ(π)‖1 dpi
≤
∑
pi∈Ĝ
‖π(T )‖op
ω(π)
‖uˆ(π)‖1 dpiω(π) ≤ ‖T‖A∗ω ‖u‖Aω <∞.
Thus for θ in Gω, as above, θ · u ∈ A(G) for u in Aω(G). Suppose u 6= 0.
Since u = θ−1 · (θ ·u) (formally, in Trig((G))), we have that θ ·u 6= 0 in A(G),
12 JEAN LUDWIG, NICO SPRONK AND LYUDMILA TUROWSKA
and hence there is some s in G for which
〈u, sθ〉 = θ · u(s) 6= 0.
Since sθ ∈ Gω for all s in G by Proposition 4.1, it follows that Aω(G) admits
no radical elements, and thus is semisimple. 
The following fact, which will be useful for the following examples, is
well-known. If ω˜ : N→ R>0 is a weight, i.e. ω˜(n+m) ≤ ω˜(n)ω˜(m), then
(4.3) ρω˜ = lim
n→∞
ω˜(n)1/n = inf
n∈N
ω˜(n)1/n.
See, for example, [3, A.1.26]. Furthermore, if ω˜ is bounded below, then
ρω˜ ≥ 1.
Example 4.3. Let G = Tn and ω be a bounded weight on Zn ≃ Ĝ. Let
ℓ1(Zn, ω) =
f : Zn → C : ‖f‖1,ω = ∑
µ∈Zn
|f(µ)|ω(µ) <∞

with convolution as multiplication. The Fourier transform identifies ℓ1(Zn, ω)
with Aω(Tn) (formally, in the case that ω is not bounded). Let ε1, . . . , εn
denote the standard integer basis of Zn. Since δε1 , . . . , δεn and their in-
verses generate Zn, any character χ ∈ ̂ℓ1(Zn, ω) ≃ Tnω is determined by the
values zj = χ(δεj ), j = 1, . . . , n. Hence the Gelfand transform converts
f in ℓ1(Zn, ω) into a Laurent series∑
µ∈Zn
f(µ)zµ (zµ = zµ11 . . . z
µn
n ).
These series converge, simultaneously for all f in ℓ1(Zn, ω), if and only if
|zµ|k = |zkµ| ≤ ω(kµ) for each µ in Zn. Thus it follows from an application
of (4.3) that
Tnω ≃ {z ∈ Cn : 1/ρω(−µ) ≤ |zµ| ≤ ρω(µ) for all µ ∈ Zn}
where ρω(µ) = limk→∞ ω(kµ)
1/k. If n ≥ 2 the family of defining inequalities
can be simplified to choices of µ for which gcd(µ1, . . . , µn) = 1. However if
n = 1 we obtain the usual annulus of convergence with inner radius 1/ρω(−1)
and outer radius ρω(1).
We observe that in the case that n ≥ 2 and ω(µ) = λµ1 for some λ > 1,
then Tnω ) T
n, but is not an open subset of Cn. For any λ in (R≥1)n with
λ1 . . . λn > 1, the weight ω(µ) = λ
µ defines an exponential weight.
If α > 0, the weight ωα(µ) = (1+ ‖µ‖1)α is a classical polynomial weight.
these weights will be generalised in (5.2).
Example 4.4. Let G = T ⋊ Z2 = {(s, a) : s ∈ T, a ∈ Z2} with multipli-
cation ((s, a)(t, b) = (sta, ab), where Z2 = {1,−1}. It is a straightforward
application of the “Mackey machine” that Ĝ = {1, σ, πn, n ≥ 1}, where σ is
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a one-dimensional representation given by σ((s, a)) = a and πn, n ≥ 1 is a
two-dimensional representation defined by
πn((s, a)) =
(
sn 0
0 s−n
)(
0 1
1 0
)(1−a)/2
.
We have that the corresponding characters are
χσ((s, a)) = a, χpin((s, a)) =
{
sn + s−n, a = 1,
0, a = −1.
Taking into account that χpi⊗ρ = χpiχρ, we obtain that 1⊗ σ = σ, 1⊗ πn =
πn, σ ⊗ σ = 1, σ ⊗ πn ≈ πn, πn ⊗ πm ≈ πm+n ⊕ π|m−n| if m 6= n and
πn ⊗ πn ≈ π2n ⊕ 1 ⊕ 1. Hence any weight ω on Ĝ is governed only by the
relations that ω(1), ω(σ) ≥ 1, and ω˜(n) = ω(πn) defines a weight on {0}∪N
which satisfies ω˜(0) = ω(1) and ω˜(|n −m|) ≤ ω˜(n)ω˜(m). Since π¯ ≈ π for
each π in Ĝ, any weight ω is automatically symmetric.
We observe that GC ≃ C∗ ⋊ Z2. Indeed, we appeal to [2, Prop. 9] to
see that (GC)e ≃ (Ge)C ≃ C∗, as Ge ≃ T, and that GC/(GC)e ≃ (G/Ge)C,
where (G/Ge)C ≃ (Z2)C ≃ Z2 by definition of the complexification. In
particular we can identify G+C = {(λ, 1) : λ > 0} and we have GC = GG+C .
Thus for λ > 0 and s in T, the corresponding element θ in GC is by 1(θ) = 1,
σ(θ) = σ(s) and πn(θ) = πn(s)Λ(n), where Λ(n) =
(
λn 0
0 λ−n
)
, so Λ(n) =
πn(|θ|).
Let ω : Ĝ→ R>0 be any weight and ρω = limn→∞ ω(πn)1/n. For example
if α > 1, let ω(1) = ω(σ) = 1 and ω(πn) = α
n, and then ρω = α. For θ as
above, ‖πn(θ)‖op = ‖Λ(n)‖op = max(λn, λ−n). For each n in N (4.3) implies
ω˜(n) ≥ ρnω and hence
sup
n∈N
‖πn(θ)‖op
ω˜(n)
≤ sup
n∈N
max(λn, λ−n)
ρnω
<∞ ⇔ max(λ, λ−1) ≤ ρω.
Hence Gω ≃ {(z, a) : a ∈ Z2, z ∈ C, 1/ρω ≤ |z| ≤ ρω}. In particular, if
ρω > 1, then Gω ) G.
Example 4.5. Let G = SU(2). We have that Ĝ = {πn : n ∈ {0}∪N} where
π0 = 1 and π1 is the standard representation. The representations satisfy
the well-known tensor relations
πn ⊗ πn′ ≈
(n+n′−|n−n′|)/2⊕
j=0
π|n−n′|+2j.
Thus any weight ω : Ĝ→ R>0 is given by a weight ω˜ : {0}∪N→ R>0 which
satisfies ω˜(|n − n′| + 2j) ≤ ω˜(n)ω˜(n′) for j = 0, . . . , (n + n′ − |n − n′|)/2.
For example, any exponential weight ω˜(n) = λn for some λ > 0, suffices We
have for every n that π¯n ≈ πn, so every weight is automatically symmetric.
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It is well-known that su(2)C = sl2(C). It follows Proposition 2.1 (iii) that
SL2(C) ≃ π1(isu(2))π1(G) = π1(GC). Then, since π1 generates Ĝ, we find
from (2.7) that π1(GC) determines GC. Hence SL2(C) ≃ GC.
Now given a weight ω, let ρω = limn→∞ ω˜(n)
1/n. Any element of SL2(C)+
is, up to unitary equivalence, Λ =
(
λ 0
0 λ−1
)
for some λ > 0. Taking
successive tensor products Λ⊗n ≈⊕(n+n′−|n−n′|)/2j=0 π|n−n′|+2j(Λ), we see by
induction that ‖πn(Λ)‖op = max(λn, λ−n). Thus, using reasoning as in the
example above, and then (4.2) and comments thereafter, we see that
Gω ≃
{
x ∈ SL2(C) : σ(|x|) = {λ, λ−1}, 1/ρω ≤ λ ≤ ρω
}
.
Example 4.6. Suppose Ge is non-trivial so GC ) G. If θ ∈ GC \ G let
ωθ(π) = ‖π(θ)‖op = ‖π(|θ|)‖op. It is immediate from (2.7) that ωθ is a
weight, and from Proposition 2.1 (i) we may choose θ to be positive. It fol-
lows Corollary 2.2 that ωθ is symmetric if and only if
∥∥π(θ)−1∥∥
op
= ‖π(θ)‖op
for each π ∈ Ĝ. For the cases in Examples 4.3, 4.4 and 4.5 above, these
weights generalise the exponential weights.
We can take advantage of Proposition 4.1 to see that Gω contains some
analytic structure when it is bigger than G. We note that by Proposition
4.1 G+ω is logarithmically star-like about e: for θ in G
+
ω and 0 ≤ s ≤ 1,
θs = θse1−s ∈ G+ω . We will call θ in G+ω \ {e} a relative interior point of G+ω
if θ1+ε ∈ G+ω for some ε > 0. If Gω ) G, then G+ω always admits relative
interior points.
Theorem 4.7. Suppose that ω is bounded and Gω ) G. Then for any
relative interior point θ in G+ω \ {e} there are real numbers α < β such that
for every u in Aω(G), uθ(z) = 〈θz, u〉 defines a holomorphic function on
Sα,β = {z ∈ C : α < Rez < β}.
Proof. We let α = inf{s ∈ R : θs ∈ Gω} and β = sup{s ∈ R : θs ∈ Gω}.
Proposition 2.1 (iv) provides X ∈ ig, for which exp(X) = θ. We note for
z = s + it in Sα,β, that θ
z = θs exp(itX) ∈ Gω. Now, if u ∈ Trigpi(G) then
uθ(z) = Tr(uˆ(π) exp(zπ(X)))dpi defines a holomorphic function on Sα,β for
which
sup
z∈Sα,β
|uθ(z)| ≤ sup
θ′∈Gω
| 〈θ′, u〉 | ≤ ‖u‖Aω = ‖uˆ‖1 dpiω(π).
Hence if we consider u in Aω(G), we see that
uθ(z) =
∑
pi∈Ĝ
Tr(uˆ(π)π(θ)z)dpiω(π)
converges uniformly on Sα,β and hence defines a holomorphic function. 
Remark 4.8. We will say that the unit e of G is a relative interior point
of G+ω if there is θ in G
+
ω \ {e} such that θ−ε ∈ G+ω for some ε > 0. We
note that if ω is symmetric and Gω ) G, then it follows from Corollary 2.2
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if θ ∈ G+ω then θ−1 ∈ G+ω showing that e is a relative interior point of G+ω .
Even in the case that e is a relative interior point, the above procedure,
applied to e produces only constant holomorphic functions. If θ in G+ω \ {e}
is a relative interior point, for which θ−ε ∈ Gω, the holomophic function uθ
satisfies uθ(0) = u(e).
Definition 4.9. An involutive Banach algebra is called symmetric if for
every self-adjoint element u, the spectrum σ(u) ⊂ R.
If ω is a symmetric weight then u 7→ u¯ defines an isometric involution on
Aω(G), where u¯(s) = u(s) for s in G. Indeed, it is easy to check that for
every π in Ĝ, and u in Aω(G) that
∥∥̂¯u(π)∥∥
1
= ‖uˆ(π¯)‖1. It is then immediate
from the definition of the norm that ‖u¯‖Aω = ‖u‖Aω .
Theorem 4.10. Let ω be a symmetric weight on G. The Beurling-Fourier
algebra Aω(G) is symmetric if and only if Gω = G.
Proof. If G = Gω, then it is obvious that Aω(G) is symmetric.
If Gω ) G, then by Theorem 4.7, for any relative interior point θ in G+ω \
{1}, the function u 7→ uθ is a homomorphism from Aω(G) into Hol(Sα,β),
the space of holomorphic functions on an open strip Sα,β. Since for z 6= 1
but sufficiently close to 1, θz 6= θ, there is u in Aω(G) for which 〈u, θz〉 6=
〈u, θ〉. Moreover, since Aω(G) is generated by its self-adjoint elements, i.e.
2u = (u+ u¯)+ (u− u¯) for each u, there must be a self-adjoint element u for
which 〈u, θz〉 6= 〈u, θ〉 for some z. Hence uθ is a non-constant holomorphic
function, whence uθ(Sα,β) is open in C. Since uθ(Sα,β) ⊂ σ(u), the latter
cannot be contained in R. 
In the end of this section we give general conditions on weights ω for
which the spectrum Gω of Aω(G) coincides with (is different from) G.
Some functorial properties. The Beurling-Fourier algebras admit natu-
ral Beurling-Fourier algebras when restricted to subgroups. If H is a closed
subgroup of G and ω : Ĝ→ R>0 then we define ωH : Ĥ → R>0 by
ωH(σ) = inf
pi∈Ĝ
σ⊂pi|H
ω(π).
Proposition 4.11. ωH is a weight on Ĥ.
Proof. Let σ, σ′, τ ∈ Ĥ with τ ⊂ σ ⊗ σ′ and ε > 0 be given. Find π, π′ in Ĝ
such that σ ⊂ π|H with ω(π) < ωH(σ) + ε and σ ⊂ π′|H with ω(π′) <
ωH(σ
′) + ε. Then τ ⊂ π ⊗ π′|H and hence
ωH(τ) ≤ inf
ρ⊂pi⊗pi′
τ⊂ρ|H
ω(ρ) ≤ ω(π)ω(π′) ≤ (ωH(σ) + ε)(ωH(σ′) + ε).
Since ε > 0 can be chosen arbitrarily and independently of σ, σ′, it follows
that ωH(τ) ≤ ωH(σ)ωH(σ′). 
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Let ι : H → G denote the injection map which, as in Section 2, extends
to a homomorphism ι : Trig(H)† → Trig(G)†.
Proposition 4.12. (i) The “restriction” map u 7→ u◦ι is a Banach algebra
quotient map from Aω(G) onto AωH (H).
(ii) The spectrum HωH of AωH (H) is isomorphic to Gω ∩ ι(HC).
Proof. (i) The extension ι : Trig(H)† → Trig(G)†, satisfies
π◦ι(T ) ≃
⊕
σ∈Ĥ
σ⊂pi|H
σ(T )⊕m(σ,pi)
where m(σ, π) is the multiplicity of σ in π|H . We have that ι
(
AωH (H)
∗
) ⊂
Aω(G)
∗. Indeed σ ⊂ π|H implies ωH(σ) ≤ ω(π) and hence ‖σ(T )‖opωH(σ) ≥
‖σ(T )‖op
ω(pi) so we have
‖ι(T )‖A∗ω = sup
pi∈Ĝ
‖π◦ι(T )‖op
ω(π)
= sup
pi∈Ĝ
max
σ∈Ĥ
σ⊂pi|H
‖σ(T )‖op
ω(π)
≤ sup
σ∈Ĥ
‖σ(T )‖op
ωH(σ)
.
Hence ι|AωH (H)∗ : AωH (H)∗ → Aω(G)∗ is contractive. Moreover, ι|AωH (H)∗
is an isometry. Indeed, given T in AωH (H)
∗ and ε > 0, there is σ in Ĥ such
that
‖σ(T )‖op
ωH(σ)
> ‖T‖A∗ωH − ε. Moreover there is π ∈ Ĝ such that σ ⊂ π|H
and ω(π) < ωH(σ) + ε. Then
‖ι(T )‖Aω ≥
‖σ(T )‖op
ω(π)
>
‖σ(T )‖op
ωH(σ) + ε
≥ (‖T‖A∗ωH − ε) 11 + εωH (σ)
from which it follows that ι|AωH (H)∗ is an isometry.
Since Trig(G) is dense in Aω(G), it follows that the preadjoint u 7→ u◦ι =
u|H of ι|AωH (H)∗ extends to a quotient map from Aω(G) onto AωH (H).
(ii) It is noted in [2, Cor. 3] that the map ι|HC : HC → GC is a topological
embedding. Also, HωH = HC ∩AωH (H)∗. Hence ι(HωH ) = GC ∩Aω(G)∗ =
Gω. 
The connected component of the identity warrants particular considera-
tion.
Corollary 4.13. The connected component of Gω containing e, (Gω)e is
naturally isomorphic with (Ge)ωGe . In particular, in the case that ω is
bounded, Gω ) G if and only if (Gω)e ) Ge.
Proof. It follows from Proposition 4.1 (ii) that G+ω ⊂ (Gω)e. The same
proposition shows that (θ, s) 7→ θs : G+ω × G → Gω is a homeomorphism,
and hence G+ωGe = (Gω)e. However, since G
+
CGe = ι(Ge)C, we get, from
Proposition 4.12 above, that G+ωGe = Gω ∩ ι(Ge)C = (Ge)ωGe .
If ω is bounded, we have Gω ) G if and only if G+ω ) {e}. Hence this
condition is equivalent to (Gω)e ) Ge. 
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Let N be a normal subgroup of G and q : G → G/N be the quotient
map. The map π 7→ π◦q : Ĝ/N → Ĝ clearly preserves decomposition into
irreducible components. Thus if ω : Ĝ → R>0 is a weight we may define a
weight ωN : Ĝ/N → R>0 by
ωN (π) = ω(π◦q).
As above, we let ι : N → G denote the injection which extends naturally
to a map ι : Trig(N)† → Trig(G)†. We note that since N is normal in G,
n = {X ∈ g : exp(tX) ∈ N for all t ∈ R} is a Lie ideal in g, whence nC
is a Lie ideal in gC, from which it follows that NC ∼= ι(NC) = N exp(in) is
normal in GC.
Proposition 4.14. (i) The map u 7→ u◦q : AωN (G/N) → Aω(G) is an
isometric homomorphism.
(ii) On Gω, let θ ∼NC θ′ if θ−1θ′ ∈ ι(NC) Then the quotient space Gω/NC
may be identified with a closed subset of (G/N)ωN .
Proof. (i) Define PNu(s) =
∫
N u(sn)dn. Then, since by Proposition 3.3
translations are isometries on Aω(G), we have that PN defines a bounded
linear operator on Aω(G). Moreover, P
2
N = PN and PN
(
Aω(G)
)
= Aω(G :
N), the subalgebra of elements constant n cosets of N . It remains to prove
the latter is isometrically isomorphic to AωG/N (G/N).
Let us note that if π ∈ Ĝ \ (Ĝ/N ◦q) then π|N never contains the trivial
representation of N . Indeed if for ξ ∈ Hpi we have π(n)ξ = ξ for all n in N ,
then for any s in G and any n in N , we have π(n)π(s)ξ = π(s)π(s−1ns)ξ =
π(s)ξ. Then either ξ = 0, or ξ is a cyclic vector for π(G), in which case
π(n) = I for all n in N , but this contradicts our assumption about π.
Thus if u ∈ Aω(G) we have for π in Ĝ, s in G
PNTr(uˆ(π)π(s)) = Tr
(
uˆ(π)π(s)
∫
N
π(n)dn
)
=
{
0 if π 6∈ Ĝ/N ◦q
Tr(uˆ(π)π(s)) if π ∈ Ĝ/N ◦q
by the Schur orthogonality relations. Thus
Aω(G :N) =
{
u ∈ Trig((G)) : uˆ(π) = 0 for π ∈ Ĝ \ Ĝ/N ◦q and∑
pi∈Ĝ/N◦q
‖uˆ(π)‖1 dpiω(π) <∞
}
which is clearly isometrically isomorphic to AωG/N (G/N).
(ii) We consider the extended map q : Trig(G)† → Trig(G/N)†. We have
that ker q|GC = ι(NC). Indeed, we note that since q(N) = {e}, q(n) = {0},
and hence q◦ι(NC) = q(N exp(in)) = {e}. Conversely, if θ = s|θ| ∈ ker q|GC ,
then q(s)q(|θ|) is the polar decomposition of q(θ) = e, hence q(s) = e =
q(|θ|). Thus s ∈ N . Moreover we write |θ| = exp(iX) for some X in g. We
see for t, t0 ∈ R that e = q(|θ|)tto = q(exp(itt0X)) = exp(itq(t0X)), and,
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taking derivative at t = 0 we obtain that iq(t0X) = 0. Thus we see that
X ∈ n, hence θ = s exp(iX) ∈ ι(NC).
Now, from (i) above, q(Gω) will be a closed subset of (G/N)ωN . We see
that for θ, θ′ in Gω ⊂ GC, q(θ) = q(θ′) if and only if q(θ−1θ′) ∈ ι(NC), i.e.
θ ∼NC θ′. 
That q : G → G/N extends to an open quotient map q|GC : GC →
(G/N)C is noted in [2, Cor. 3] and requires the somewhat delicate lifting
one-parameter subgroup result [17, Theo. 4]. It is unclear that this result
preserves the rate of growth of positive elements.
Conjecture 4.15. In (ii), above, we have that Gω/ ∼NC= (G/N)ωN . In
particular, if for some Lie quotient G/N of G, (G/N)ωN ) G/N , then
Gω ) G.
Growth of weights. We wish to find conditions on the weight ω which
characterise when Gω ) G and Gω = G.
We begin with some notation. If S ⊂ Ĝ we let
S⊗n = {π ∈ Ĝ : π ⊂ σ1 ⊗ · · · ⊗ σn where σ1, . . . , σn ∈ S}, 〈S〉 =
⋃
n∈N
S⊗n.
We say that Ĝ is finitely generated if Ĝ = 〈S〉 for some finite S ⊂ Ĝ.
Proposition 4.16. G is a Lie group if and only if Ĝ is finitely generated.
Proof. This is [10, (30.48)]. 
We let for any continuous unitary representation ρ of G, and any finite
subset S of Ĝ
ω(ρ) = sup
σ∈Ĝ,σ⊂ρ
ω(σ) and ω(S) = sup
σ∈S
ω(σ)
so that ω(ρ) = ω({π ∈ Ĝ : π ⊂ ρ}). We note that if S is a finite subset of
Ĝ, then S⊗(n+m) = S⊗n ⊗ S⊗m, i.e. any π in S⊗(n+m) may be realised as a
subrepresentation of π′ ⊗ π′′ for some π′ in S⊗n and π′′ in S⊗m. Hence the
function ω˜ : N → R>0 given by ω˜(n) = ω(S⊗n) is a weight. Thus we can
appeal to (4.3) to define
ρω(S) = lim
n→∞
ω(S⊗n)1/n
and for a single π in Ĝ, we define ρω(π) = limn→∞ ω(π
⊗n)1/n.
We say that ω is nonexponential if for every π ∈ Ĝ
ρω(π) = 1(4.4)
and we say that ω has exponential growth otherwise.
Proposition 4.17. Let ω be a bounded weight on Ĝ. Then the following
are equivalent:
(i) ω has exponential growth; and
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(ii) there is some finite subset S of Ĝ for which ρω(S) > 1.
Further, if G is a Lie group then (i) and (ii) are equivalent to:
(iii) ρω(S) > 1 for every generating set S ⊂ Ĝ.
Proof. Recall that a bounded weight always has ρω(π) ≥ 1; see remark after
(4.3). That (i) implies (ii) is obvious. In the case that G is a Lie group it
is obvious that (iii) implies (ii). For a Lie group G, if S′ is a generating set,
then for some m, S′⊗m ⊃ S and hence
ρω(S
′) = lim
n→∞
ω(S′
⊗n
)1/n ≥ lim
n→∞
ω(S′
⊗mn
)1/mn = ρω(S
′⊗m)1/m ≥ ρω(S)1/m.
Hence (ii) implies (iii). It remains to show that (ii) implies (i), in general.
Let S = {σ1, . . . , σm}. Suppose ρω(S) > 1. By (4.3) we have that
ω(S⊗n) ≥ ρω(S)n, and hence there is a sequence (πn)n∈N such that
πn ∈ S⊗n for each n, and ω(πn) ≥ ρω(S)n.
Then for each n there are l1,n, . . . , lm,n in {0} ∪ N such that πn ∈ σ⊗l1,n1 ⊗
· · · ⊗ σ⊗lm,nm and l1,n + · · ·+ lm,n = n. We have
ω(πn) ≤ ω(σ⊗l1,n1 ) . . . ω(σ⊗lm,nm )
It follows from the “pigeon-hole principle” that for some j = 1, . . . ,m that
there is a sequence n1 < n2 < . . . for which ω(πnk)
1/m ≤ ω(σ⊗lj,nkj ). Since
ρω(S)
nk/m ≤ ω(σ⊗lj,nkj ), we may assume n1, n2, . . . are chosen so lj,n1 <
lj,n2 < . . . . Thus, since lj,nk ≤ nk and ω(σ
⊗lj,nk
j ) > 1, we have
ω(πnk)
1/mnk ≤ ω(σ⊗lj,nkj )1/nk ≤ ω(σ
⊗lj,nk
j )
1/lj,nk
and we find
1 < ρω(S)
1/m = lim
k→∞
ω(πnk)
1/mnk ≤ lim
k→∞
ω(σ
⊗lj,nk
j )
1/lj,nk
where the latter is ρω(σj), again by (4.3). 
Example 4.18. (1) Consider exponential weights ωθ of Example 4.6. As
θ ∈ GC we may appeal to (2.8) and (2.9) to see that
ωθ(π
⊗n) = max
σ⊂pi⊗n
‖σ(θ)‖op =
∥∥π⊗n(θ)∥∥
op
=
∥∥π(θ)⊗n∥∥
op
= ‖π(θ)‖nop
and hence ρωθ (π) = ‖π(θ)‖op. In particular such a weight is bounded only
if inf
pi∈Ĝ
‖π(θ)‖op ≥ 1, and of nonexponential growth only if ‖π(θ)‖op = 1
for all π in Ĝ.
Corollary 2.2 shows that ωθ is symmetric exactly when, for each π, the
smallest and largest eigenvalues µpi, λpi of |π(θ)| satisfy λpi = µ−1pi .
(2) Let G be a compact group and let ω(π) = dpi, π ∈ Ĝ, be the dimension
weight. The weight ω is nonexponential by Example 5.3 and Proposition 5.4
below.
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Other examples of weights of nonexponential growth are given in the next
section.
Proposition 4.19. Let ω be a nonexponential symmetric weight on Ĝ. Then
Gω = G.
Proof. Assume Gω 6= G. Then by Proposition 4.1 there exists θ ∈ G+ω such
that suppi∈Ĝ
‖pi(θ)‖op
ω(pi) ≤ 1 and ‖π(θ)‖op > 1 for some π ∈ Ĝ. Then
ω(π⊗n)1/n = sup
σ⊂pi⊗n
ω(σ)1/n ≥ sup
σ⊂pi⊗n
‖σ(θ)‖1/nop = ‖π(θ)⊗n‖1/nop = ‖π(θ)‖op
giving limn→∞ ω(π
⊗n)1/n > 1, a contradiction. 
Question 4.20. Is it true in general that if a weight ω is exponential then
Gω 6= G?
5. Polynomial weights
In this section we introduce the polynomial weights which are of funda-
mental importance. For ease we will always assume that a weight ω on Ĝ is
symmetric. In particular these weight are bounded and thus G ⊂ Gω.
Definition and basic theory. The following description of the dual space
of a connected compact Lie group G has been taken from [25]. Let g be the
Lie algebra of G. Then g = z ⊕ g1 with z the center of g and g1 = [g, g]
a compact Lie algebra. Let 〈·, ·〉 be an inner product on g satisfying (1)
〈g1, z〉 = (0) and (2) 〈·, ·〉|g1×g1 = −Bg1 (here Bk denotes the Killing form of
a Lie algebra k).
Let X1, · · · ,Xn be an orthonormal basis of g, such that {X1, · · · ,Xr} is
a basis of z. Set
(5.1) Ω =
∑
i
X2i ∈ Trig(G)†.
Then Ω is independent of the choice of the orthonormal basis of g and Ω
is central in Trig(G)†. (Normally, the element Ω is defined in the universal
enveloping algebra U(g) of g, but for our purposes it is sufficient regard its
image in the associative algebra Trig(G)†.)
Let t be a maximal abelian subalgebra of g1 and let T = exp t. Let
also λ1, · · · , λr be complex valued linear forms on z defined by λj(Xi) =
2π(−1)1/2δi,j . Let P be a Weyl chamber of T . Let Λ1, · · · ,Λl be defined by
2Λi(Hαj )
αj(Hαj )
= δi,j , where α1, · · · , αl are the simple roots relative to P and the
Hαj the corresponding vectors in t. To every γ in the dual space Ĝ of G
corresponds a unique element Λγ =
∑
i niλi+
∑
j mjΛj with the ni integers
and the mj nonnegative integers. Set
‖γ‖ = sup{|Λγ(X)| : ‖X‖ = 1,X ∈ P}
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and
‖γ‖1 =
∑
i
|ni|+
∑
j
mj.
We let now πi = χi be the character of the group G associated to the
highest weight λi, i = 1 · · · , r; and let γj be the irreducible representation
associated to the weight Λj , j = 1, · · · , l.
Let S = {±χi, γj , i = 1, · · · , r, j = 1, · · · , l}. It is well known that for two
irreducible representations πΛ, πM of G the tensor product representation
πΛ⊗πM contains the representation πΛ+M exactly once and all its irreducible
components πN satisfy the relation N ≤ Λ +M , i.e., 0 ≤ N(X) ≤ Λ(X) +
M(X) for every X in the Weyl chamber (see [14, p. 111]). Note that
‖γ‖ ≤ ‖π‖ if Λγ ≤ Λpi and since ‖·‖ and ‖·‖1 are equivalent we have also
‖γ‖1 ≤ C ‖π‖1 for some constant C.
Therefore S generates Ĝ. This allows us to define the function τS on Ĝ
τS(π) = k, if π ∈ S⊗k \ S⊗(k−1).(5.2)
Now for any highest weight Λγ =
∑
i niλi +
∑
jmjΛj corresponding to
the irreducible representation γ of G we see that
γ ⊂
∏
i
χnii ⊗
∏
j
γ
⊗mj
j ⊂ S⊗‖γ‖1
and
γ 6⊂ S⊗(‖γ‖1−1).
This shows that we have the relation:
τS(γ) = ‖γ‖1, γ ∈ Ĝ.(5.3)
We shall work with the fundamental polynomial weight
ωS = 1 + τS.
Then for every power α (α ∈ R>0) the function ωα = ωαS is also a weight on
Ĝ. We observe that if S and S′ are both generating sets for Ĝ, then there are
constants k1, k2 such that k1ωS ≤ ωS′ ≤ k2ωS. For example, if k is such that
S′ ⊂ S⊗k, then τS′ ≤ kτS and hence ωS′ ≤ kωS. Hence AωS (G) = AωS′ (G).
We know from [25, Lemma 5.6.4] (with the notations of that lemma) that
for every γ ∈ Ĝ
(5.4) − γ(Ω) = (〈Λγ + ρ,Λγ + ρ〉 − 〈ρ, ρ〉)IHγ =: c(γ)Iγ
where ρ is half the sum of the positive roots of G related to the Weyl chamber
of T . Then by [25, Lemma 5.6.6], there are positive constants c1, c2 such
that
(5.5) c1‖γ‖2 ≤ c1‖γ‖21 ≤ c(γ) ≤ c2‖γ‖2 ≤ c2‖γ‖21
and by [25, Lemma 5.6.7], the series
(5.6)
∑
γ∈Ĝ
d2γ(1 + ‖γ‖21)−s
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converges if s > d(G)2 . Here d(G) denotes the the dimension of the group G.
We say that function u : G → C is 2n-times Ω-differentiable if u ∈
L2ω2n , (n ∈ R>0). The space L2ω2n(G) coincides with the space
{g ∈ L2(G) : (1− Ω)ng ∈ L2(G)}.
In fact u is on the domain of the operator (1− Ω)n, since for every γ ∈ Gˆ
γ(Ω(u)) = −c(γ)γ(u)
and so by (5.3)∑
γ∈Ĝ
dγ(1 + c(γ))
n‖γ(u)‖22 ≤
∑
γ∈Ĝ
c2dγw
2n
S (γ)‖γ(u)‖22
≤
∑
γ∈Ĝ
c1dγ(1 + c(γ))
n‖γ(u)‖22.
With some abuse of notation we write here γ(f) instead of fˆ(γ) for f ∈
L2(G) and γ ∈ Ĝ.
Proposition 5.1. Let α > 0. Then L2ω2n(G) ⊂ Aωα(G) if n > d(G)4 + α2 .
Proof. Using the Plancherel theorem, one can find an L2-function Em on G,
such that
γ(Em) =
1
(1 + c(γ))m
Iγ ,∀γ ∈ Ĝ,
for all real m > d(G)4 . Then for g ∈ L2ω2n(G), n > d(G)4 + α2 we have
(5.7) En ∗ (1− Ω)ng = g.
Since (1− Ω)ng ∈ L2(G) to see that g ∈ Aωα(G) it is enough to prove that
En ∈ L2ω2α(G). By (5.5) we have∑
γ
d2γωα(γ)
2 ‖γ(En)‖22 =
∑
γ
d2γωα(γ)
2
(1 + c(γ))2n
≤ C
∑
γ
d2γ
(1 + c(γ))2n−α
and by (5.6) the series is convergent if 2n− α > d(G)2 . 
Definition 5.2. Let G be a compact Lie group. A weight ω on Ĝ is said
to have polynomial growth, if ω is bounded by ωα for some α ∈ R>0, i.e. if
ω(π) ≤ C(1 + τS(π))α, π ∈ Ĝ (for some constant C > 0).
If G is any compact group with a weight ω on Ĝ then we say that ω is of
polynomial growth if for every normal subgroup N such that G/N is a Lie
group the restriction weight ωN has polynomial growth.
Example 5.3. Let G be a connected compact group and let ω be the di-
mension weight, i.e. ω(π) = dpi. Then ω is of polynomial growth. In fact, if
N is a normal subgroup such that G/N is a Lie group, then for γ ∈ Ĝ/N we
have ωN (γ) = ω(γ ◦ q) = dγ . Since by (5.6), dγ ≤ C(1 + ‖γ‖1)(d(G/N)/2)+ε
for some ε > 0 and C > 0, and we can appeal to (5.3).
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Proposition 5.4. A polynomial weight ω on Ĝ is nonexponential and hence
Gω = G.
Proof. We assume first that G is a Lie group. Then since ‖σ‖1 ≤ Cn ‖π‖1
for each σ ⊂ π⊗n we have
ω(π⊗n)1/n = sup
σ⊂pi⊗n
ω(σ) ≤ sup
σ⊂pi⊗n
C(1 + ‖σ‖1)α/n
≤ C ′(1 + n ‖π‖1)α/n
n→∞−→ 1.
for some constant C ′.
Let G be an arbitrary compact group with polynomial weight on its dual
space Ĝ. Take π ∈ Ĝ. Then G/ker(π) is a Lie group. Let N = ker(π) and
let πN be the representation of G/N on Hpi corresponding to π. We have
ω(π⊗n)1/n = ωN (π⊗nN )
1/n.
By the previous argument, limn→∞ ω(π
⊗n)1/n = 1. That Gω = G follows
from Proposition 4.19. 
We observe the following, which was also proved in [20].
Corollary 5.5. Let G be a compact group and let ω be the dimension weight.
Then Gω = G.
Proof. Follows from Example 5.3 and Proposition 5.4. 
Proposition 5.6. Let G be a compact Lie group, let ω be a symmetric
weight such that a = infγ∈Ĝ ω(γ)
1/‖γ‖1 > 1. Then Gω 6= G.
Proof. LetX1, · · · ,Xn and Ω be as in (5.1). Since each Xi is skew-Hermitian
we have from (5.4) that 0 ≤ −γ(Xi)2 ≤ c(γ)Iγ for any γ ∈ Ĝ. Moreover,
there exists γ ∈ Ĝ such that γ(Xn) 6= 0. Set θ = exp iλXn. Then, as in
Proposition 2.1, we have θ ∈ G+C . Since iπ(Xn) ≤ c(π)1/2Ipin ≤ c ‖π‖1 Ipin
(the last inequality is due to (5.5)), we have for π ∈ Ĝ that
‖π(θ)‖op
ω(π)
≤ ‖expiλπ(Xn)‖op
a‖pi‖1
≤ e
λc‖pi‖1
a‖pi‖1
for each π ∈ Ĝ. Taking now λ such that eλc ≤ a we obtain that ‖pi(θ)‖opω(pi) ≤ 1,
and hence θ ∈ Gω \G. 
A smooth functional calculus and regularity of Aω(G).
Definition 5.7. For π ∈ Ĝ denote by χpi the normalized character of π i.e.
χpi(s) = dpiTr(π(s)), s ∈ G.
Then we have for any σ ∈ Ĝ
σ(χpi) =
{
0 if σ 6= π
Ipi if σ = π.
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Let Qω denote the linear operator on Trig(G) defined by
Qω(u) =
∑
Ĝ
√
ω(π)χpi ∗ u, u ∈ Trig(G),
and let Rω be its inverse:
Rω(u) =
∑
Ĝ
1√
ω(π)
χpi ∗ u, u ∈ Trig(G).
Then we can extend the linear operator Qω (resp. Rω) to an isometry
Qω : L
2
ω(G) → L2(G) (resp. Rω : L2(G) → L2ω(G)) and for ξ ∈ L2(G) we
have that
ξ ∈ L2ω(G)⇔ Qω(ξ) ∈ L2(G).
and
‖ξ‖2,ω = ‖Qω(ξ)‖2.
We can consider Qω (resp. Rω) as a convolution operator with the central
distribution qω =
∑
pi∈Ĝ
√
ω(π)χpi (resp. with the central distribution rω =∑
pi∈Ĝ
1√
ω(pi)
χpi) and we shall write Qω and Rω as convolution operators and
then
Qω ∗ u = u ∗Qω, Rω ∗ u = u ∗Rω, u ∈ Trig(G).
For a real number a, let [a] be the entire value of a and let d(G) denote
the dimension of the group G. Let for α > 0
r(G,α) =
[
d(G)
2
+ α
]
+ 1.(5.8)
The following theorem is an adaptation of Theorem 3.1 in [19].
Theorem 5.8. Let G be a connected compact Lie group, let ω ≤ cωαS be a
symmetric polynomial weight on Ĝ and let u = u be a self-adjoint element
of A(G)
ω
r(G,α)
S
. Then there exists a positive constant C = C(u) such that
(5.9) ‖eitu‖Aω(G) ≤ C(1 + |t|)d(G)/2+α, t ∈ R.
Proof. By (5.5) and (5.6), we know that
(5.10)
∑
γ∈Ĝ
d2γ
(1 + c(γ))s
<∞, ∀s > d(G)
2
.
Take N ∈ N∗ and let
ĜN = {γ ∈ Ĝ; ‖γ‖ ≤ N}.
Take an L2-function Em on G, such that
γ(Em) =
1
(1 + c(γ))m
Iγ , ∀γ ∈ Ĝ,
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for all real m > d(G)4 . We have
(5.11) Em ∗ (1− Ω)mg = g
for every g ∈ L2ω2m on G. Denote also by FN the element in L2(G), for which
γ(FN ) = Iγ , ∀γ ∈ ĜN , γ(FN ) = 0 otherwise,
and by Em,N the element in L
2(G), for which
γ(Em,N ) = γ(Em),∀γ 6∈ ĜN , γ(Em,N ) = 0 otherwise.
Write now gt for e
itu, t ∈ R. We decompose gt into
gt = at,N + bt,N ,
where at,N and bt,N are defined by
γ(at,N ) = γ(gt),∀γ ∈ ĜN , γ(at,N ) = 0 otherwise,
γ(bt,N ) = 0,∀γ ∈ ĜN , γ(bt,N ) = γ(gt) otherwise.
Then at,N is a C
∞-vector and so bt,N = gt − at,N is of class r(G,α). By the
definition of FN , we have that
FN ∗ at,N = at,N = FN ∗Qω ∗Rω ∗ at,N .
Hence, by Proposition 3.4,
‖at,N‖Aω(G) ≤ ‖FN ∗Qω‖2,ω‖Rω ∗ at,N‖2,ω ≤ ‖FN‖2,ω2‖gt‖2
≤ ‖FN‖2,ω2‖gt‖L∞(G).
Now, by [25, proof of 5.6.7], if we set n = d(G) for simplicity, we have
‖FN‖22,ω2 =
∑
‖γ‖≤N
ω2(γ)d2γ
≤ c3N2α
N∑
j=0
j(n−l−r)(2r + l)(2j + 1)(r+l−1)
≤ c4N2α
N∑
j=0
jn−1 ≤ c5Nn+2α.
Hence, since u is a continuous real-valued function, we have that gt =
eitu ∈ L∞(G), t ∈ R, and ‖gt‖∞ = 1 and we see that
‖at,N‖Aω(G) ≤ CN
d(G)
2
+α
for a certain constant C > 0. Now for the norm of the element bt,N we get,
using (5.11) for g = bt,N and m =
1
2([
d(G)
2 ] + 1) (which is easily checked to
be strictly larger than d(G)4 ),
Em ∗ (1− Ω)mbt,N = Em,N ∗ (1− Ω)mgt
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and so
‖bt,N‖Aω(G) = ‖Em,N ∗ (1− Ω)mgt‖Aω(G)
= ‖Qω ∗ Em,N ∗Rω ∗ (1− Ω)mgt‖Aω(G)
≤ ‖Em,N‖2,ω2‖(1 − Ω)mgt‖2.
The arguments in [19, Proof of Theorem 3.1] give the following estimate:
‖(1 − Ω)mgt‖2 ≤ C(1 + |t|2m), t ∈ R,
for some constant C > 0 and for all m ∈ 12N.
Therefore we get the following estimate of the Aω(G)-norm of bt,N : for
t ∈ R,
‖bt,N‖Aω(G) ≤ C1
 ∑
‖γ‖>N
d2γω(γ)
2
(1 + c(γ))2m
1/2 (1 + |t|)2m
≤ C2
∑
j>N
j(n−1)
j2α
(1 + j)4m
1/2 (1 + |t|)2m
≤ C3 1
N2m−
n+2α
2
(1 + |t|)2m.
Hence, if we let N to be the smallest integer ≥ |t| we obtain
‖eitu‖Aω(G) ≤ ‖at,N‖Aω(G) + ‖bt,N‖Aω(G)
≤ C
2
(1 + |t|)(d(G)/2)+α + C
2
(1 + |t|)(d(G)/2)+α
for a new constant C > 0. 
Theorem 5.9. Let G be a connected compact group and let ω be a polyno-
mial weight on Ĝ. Then Aω(G) is a regular Banach algebra.
Proof. Let E,F be two closed subsets of G such that E ∩ F = ∅. We must
find an element v ∈ Aω(G), such that v = 0 on E and v = 1 on F . Since
G is connected, we can find a normal subgroup N of G, such that G/N is a
Lie group and such that EN ∩ FN = ∅. Hence, since AωN (G/N) ⊂ Aω(G)
we can assume that G is a connected compact Lie group. The algebra
Trig(G) is uniformly dense in C(G). Hence there exists a trigonometric
polynomial u on G, such that u = u and such that |u(x)| < 110 , x ∈ E and
u(y) > 910 , y ∈ F . We apply now the functional calculus of Ck functions to u.
Choose a function ϕ : R → R with compact support of class C(d(G)/2)+α+2,
vanishing on the interval [− 210 , 210 ] and taking the value 1 on the interval
[ 810 ,
12
10 ]. Then the integral
v =
∫
R
ϕˆ(t)e2piitudt
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converges in Aω(G) by Theorem 5.8 and v has the property that
v(x) =
∫
R
ϕˆ(t)e2piitu(x)dt = ϕ(u(a)) = 0, x ∈ E,
v(y) =
∫
R
ϕˆ(t)e2piitu(y)dt = ϕ(u(y)) = 1, y ∈ F.

6. Spectral synthesis
Let A be a semisimple, regular, commutative Banach algebra with XA as
spectrum; for any a ∈ A we shall denote then by aˆ ∈ C0(XA) its Gelfand
transform. Let also E ⊂ XA be a closed subset. We then denote by
IA(E) = {a ∈ A | aˆ−1(0) contains E},
J0A(E) = {a ∈ A | aˆ−1(0) contains a nbhd of E} and JA(E) = J0A(E).
It is known that IA(E) and JA(E) are the largest and the smallest closed
ideals with E as hull, i.e., if I is a closed ideal such that {x ∈ XA : f(x) =
0 for all f ∈ I} = E then
JA(E) ⊂ I ⊂ IA(E).
We say that E is a set of spectral synthesis for A if JA(E) = IA(E) and of
weak synthesis if the quotient algebra IA(E)/JA(E) is nilpotent (see [26]).
Let A∗ be the dual of A. For a ∈ A we set supp(a) = {x ∈ XA : aˆ(x) 6= 0}
and null(a) = {x ∈ XA : aˆ(x) = 0}. For τ ∈ A∗ and a ∈ A define aτ in A∗
by aτ(b) = τ(ab) and define the support of τ by
supp(τ) = {x ∈ XA : aτ 6= 0 whenever aˆ(x) 6= 0}.
It is known that supp(τ) consists of all x ∈ XA such that for any neighbour-
hood U of x there exists a ∈ A for which supp(a) ⊂ U and τ(a) 6= 0. Then,
for a closed set E ⊂ XA
JA(E)
⊥ = {τ ∈ A∗ : supp(τ) ⊂ E}
and E is spectral for A if and only if τ(a) = 0 for any a ∈ A and τ ∈ A∗
such that supp(τ) ⊂ E ⊂ null(a).
We say that f ∈ A admits spectral synthesis if f ∈ JA(null(f)).
Let G be a Lie group, ω be a symmetric weight on Ĝ of polynomial
growth and let Aω(G) be the corresponding Beurling-Fourier algebra. Then
XAω(G) = G by Proposition 5.4, and Aω(G) is a semisimple regular commu-
tative Banach algebra of functions on G by Theorem 5.9 and Theorem 4.2.
In what follows we write Iω(E) for IAω(G)(E) and Jω(E) for JAω(G)(E). Let
D(G) be the space of smooth functions on G. For a closed subset E of G,
we denote by JD(E) the space of all elements of D(G) vanishing on E. Note
that D(G) ⊂ Aω(G) by virtue of Proposition 5.1.
Smooth synthesis.
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Definition 6.1. The closed subset E of G is said to be of smooth synthesis
for Aω(G) if JD(E) = Iω(E).
The proof of the next theorem is similar to one of [19, Theorem 4.3].
Theorem 6.2. Let G be a Lie group of dimension n. Let M be a smooth
submanifold of dimension m < n and let E be a compact subset of M . Let
ω be a bounded weight on Ĝ such that ω ≤ CωαS for some C, α > 0. Then
JD(E)
[m
2
+α]+1
= Jω(E).
Proof. As Jω(E) is the smallest closed ideal whose null set is E, in order to
prove the statement it is enough to see that JD(E)
[m
2
+α]+1 ⊂ Jω(E). Let f ∈
JD(E). We note first that denoting by ρ(t) the right translation by t we have
that the mapping t 7→ ρ(t)f ∈ Aω(G) is C∞. In fact, since for m > d(G)4 + α2 ,
we have Em ∈ L2ω2(G) and f = Em ∗ gˇ, where g = ((1 − Ω)mf )ˇ ∈ D(G).
Hence, for t ∈ G, we have that
ρ(t)f(x) = f(xt)
=
∫
G
Em(u)g(t
−1x−1u)du
=
∫
G
Em(u)λ(t)g(x
−1u)du
= Em ∗ (λ(t)g)ˇ(x).
This shows that the mapping t 7→ ρ(t)f from G to the Banach space Aω(G)
is smooth.
For 0 < ε < ||f ||∞ let
Wε = {x ∈ G : ‖ρ(x)f − f‖Aω(G) < ε}
and
Ωε = {x ∈ G : ‖ρ(x)f − f‖∞ < ε}.
If A = inf
pi∈Ĝ
ω(π) then by (3.1)
Wε ⊂ Ωε/A.
Since the mapping g 7→ ρ(g)f ∈ Aω(G) is C∞, there exists a constant
K > 0, an open neighbourhood W of 0 in the Lie algebra g of G, such that
‖ρ(expX)f − f‖Aω(G) ≤ K‖X‖
for every X ∈ g and some fixed norm ‖ · ‖ on g. Let for ε > 0, Vε = expBε,
whereBε denotes the ball of radius
ε
2K of center 0 in g. There exist constants
C1 > C2 > 0 such that for every ε > 0
C1ε
n > |Vε| > C2εn
BEURLING-FOURIER ALGEBRAS 29
and Vε ⊂ Wε ⊂ Ωε/A. In particular, for every x = x0v ∈ EVε, x0 ∈ E,
v ∈ Vε, we have that f(x0) = 0 since f ∈ JD(E) and therefore
|f(x)| = |f(x0v)|
≤ |f(x0v)− f(x0)|+ |f(x0)|
= |(ρ(v)f − f)(x0)|
≤ ‖(ρ(v)f − f)‖∞ < εA−1.
Hence
(6.1) |f [m2 +α]+1(x)| ≤ (εA−1)[m2 +α]+1.
Let ν = f [
m
2
+α]+1 on EVε and ν = 0 elsewhere. Take a nonnegative
function b(X) ∈ C∞c (g) supported in B1 and let bε(X) = b(X/ε), X ∈ g.
Set u(x) = Cbε(log x), where C is a constant such that
∫
G u(x)dx = 1. Then
supp(u) ⊂ Vε. Since
||u||2,ω2 =
∑
γ∈Ĝ
dγω(γ)
2||uˆ(γ)||22 ≤ C
∑
γ∈Ĝ
dγ(1 + c(γ))
α||uˆ(γ)||22
= C
∑
γ∈Ĝ
dγ || ̂((1 − Ω)α/2u)(γ)||22 = C||(1− Ω)α/2u||22
we have u ∈ L2ω2(G) and ||u||2,ω2 behaves like ε−n/2−α if α/2 is an integer,
i.e.,
‖(1− Ω)mu‖22 =
∑
pi∈Ĝ
(1 + c(π))2m ‖uˆ(π)‖22 dpi ≤ Cmε−n−4m
for some constant Cm depending on non-negative integer m.
This gives
∑
pi∈Ĝ
(ε2(1 + c(π)))2m ‖uˆ(π)‖22 dpi ≤ Cmε−n.
30 JEAN LUDWIG, NICO SPRONK AND LYUDMILA TUROWSKA
Let α > 0 be arbitrary. Then for nonnegative integers l, m such that
2l ≤ α < 2m we have
ε2α
∥∥∥(1− Ω)α/2u∥∥∥2
2
=
∑
pi∈Ĝ
(ε2(1 + c(π)))α ‖uˆ(π)‖22 dpi
=
∑
pi:ε2(1+c(pi))<1
(ε2(1 + c(π)))α ‖uˆ(π)‖22 dpi
+
∑
pi:ε2(1+c(pi))≥1
(ε2(1 + c(π)))α ‖uˆ(π)‖22 dpi
≤
∑
pi∈Ĝ
(ε2(1 + c(π)))2l ‖uˆ(π)‖22 dpi
+
∑
pi∈Ĝ
(ε2(1 + c(π)))2m ‖uˆ(π)‖22 dpi
≤ Clε−n + Cmε−n ≤ Cε−n,
and hence ∥∥∥(1− Ω)α/2u∥∥∥2
2
≤ Cε−n−2α
for some C > 0.
Consider now the function
ϕ(s) = (f [
m
2
+α]+1 − ν) ∗ uˇ(s) =
∫
G
(f [
m
2
+α]+1 − ν)(st)u(t) dt.
By Proposition 3.4, ϕ ∈ Aω(G), and ϕ(s) = 0 if s · supp(u) ⊂ EVε. As
E ⊂ {s : s · supp(u) ⊂ EVε} and the set {s : s · supp(u) ⊂ EVε} is open,
supp(ϕ) is disjoint from E and therefore ϕ ∈ Jω(E). We have
f [
m
2
+α]+1 − ϕ = (f [m2 +α]+1 − f [m2 +α]+1 ∗ uˇ) + ν ∗ uˇ.
As supp(u) ⊂ Vε ⊂ Wε, and ||f [m2 +α]+1 − ρ(x)f [m2 +α]+1||Aω(G) ≤ Kε for all
x ∈ Wε and some constant K = K(m) > 0 which is independent of ε, it
follows that
||f [m2 +α]+1 − f [m2 +α]+1 ∗ uˇ||Aω(G)
= ||
∫
G
(f [
m
2
+α]+1 − ρ(x)f [m2 +α]+1)u(x)dx||Aω(G)
≤
∫
G
||f [m2 +α]+1 − ρ(x)f [m2 +α]+1||Aω(G)u(x)dx ≤ Kε.
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We have also ||ν ∗ uˇ||Aω(G) ≤ ||ν||2 · ||u||2,ω2 . As ||u||2,ω2 ≤ C|ε|−n/2−α for
some constant C, we obtain
dist(f [
m
2
+α]+1, JA(E)) ≤ ‖f [
m
2
+α]+1 − ϕ‖Aω(G)
≤ Kε+ Cε−n/2−α
(∫
EVε
|f [m2 +α]+1(x)|2dx
)1/2
≤ Kε+ Cε−n/2−α sup
x∈EVε
|f [m2 +α]+1(x)||EVε|1/2
≤ Kε+ C ε
−n/2−α
C
1/2
2
ε[
m
2
+α]+1|EVε|1/2.
The following estimation of |EVε| was obtained in [19]: for every small
ε > 0
|EVε| = Cεn−m.
Hence, for ε > 0 small enough,
dist(f [
m
2
+α]+1, Jω(E)) ≤ Kε+ C ′′ε−n/2−αε[
m
2
+α]+1ε(n−m)/2
= Kε+ C ′′ε[
m
2
+α]+1−m/2−α
for a new constant C ′′ which does not depend on ε. Thus f [
m
2
+α]+1 ∈ Jω(E).
It follows now from standard arguments that JD(E)
[m
2
+α]+1 ⊂ Jω(E).

Corollary 6.3. Let E be a compact subset of a smooth m−dimensional sub-
manifold of the Lie group G. If E is a set of smooth synthesis, then E is of
weak synthesis with Iω(E)
[m/2+α]+1 = Jω(E).
The following corollary is a generalization of the Beurling-Pollard theorem
for A(T) (see [11]) and for its weighted analog Aω(Tn), where ω is a weight
on Zn defined by ω(k) = (1 + |k|)α for α > 0 (see [22]).
Corollary 6.4. Let E be a compact subset of a smooth m-dimensional sub-
manifold of the Lie group G. Suppose that f ∈ Aω(G) satisfies the condition
(6.2) |f(x)| ≤ K inf{‖X‖ : X ∈ g, x exp(−X) ∈ E}r
for some fixed norm ‖ · ‖ on g and K > 0. Then f admits spectral synthesis
for Aω(G) if r > m/2 + α.
Proof. If f satisfies (6.2) then f vanishes on E. Let Vε = expBε, where Bε is
the ball of radius ε of center 0 in g. Let ν = f on EVε and ν = 0 elsewhere
and let u(x) = uε(x) ∈ D(G) be family of functions from the proof of
Theorem 6.2 such that uε(x) ≥ 0,
∫
G uε(x)dx = 1 and supp(uε) ⊂ Vε. Using
arguments in the proof of Theorem 6.2 we can see that ϕε = (f − ν) ∗ uˇε ∈
Jω(E) ⊂ Jω(null(f)), f = ϕε + (f − f ∗ uˇε) + ν ∗ uˇε and
lim
ε→0
‖f − ϕε‖Aω(G) = limε→0 ‖ν ∗ uˇε‖Aω(G)
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while
‖ν ∗ uˇε‖Aω(G) ≤ ε−n/2−α sup
x∈EVε
|f(x)||EVε|1/2 ≤ Cε−n/2−αεrεn/2−m/2.
Hence if r > m/2 + α, then limε→0 ‖f − ϕε‖Aω(G) = 0 and hence f ∈
Jω(E) ⊂ Jω(null(f)). 
Theorem 6.5. Let G be a Lie group and ω be a bounded weight on Ĝ
such that ω ≤ CωαS for some C, α > 0. Let B be a group of affine trans-
formations of G which preserves Aω(G), i.e. u(b(x)) ∈ Aω(G) for each
u(x) ∈ Aω(G) and each b ∈ B. Let O ⊂ G be a closed m-dimensional B-
orbit in G. Then O is a set of smooth synthesis and hence of weak synthesis
with Iω(O)
[m/2+α]+1 = Jω(O).
Proof. The proof repeats the arguments of the proof of [19, Theorem 4.8 and
Corollary 4.9], the affine transformations of G (see [19] for the definition)
are assumed to preserve the algebra Aω(G). 
Corollary 6.6. Let G be a Lie group and ω be a symmetric weight on Ĝ.
(i) If ω ≤ CωαS for some C, 0 < α < 1 then each one-point set is a set of
spectral synthesis for Aω(G).
(ii) If ω ≥ CωαS for some C, α ≥ 1 then no one-point set is a set of
spectral synthesis for Aω(G)
Proof. Thanks to Proposition 3.3, it is enough to prove the statements for
the set {e}, where e is the identity element in G.
(i) We first note that {e} is a 0-dimensional set of smooth synthesis.
Indeed, D(G) is dense in Aω(G) and hence for u ∈ Iω({e}) there exists a
sequence {un} ⊂ D(G) which converges to u. Letting u′n = un − un(e) we
have u′n ∈ JD({e} and ‖u− u′n‖Aω(G) ≤ ‖u− un‖Aω(G)+‖un(e)− u(e)‖∞ ≤
2 ‖u− un‖Aω(G). Hence it follows form Theorem 6.2 that
Iω({e}) = JD({e}) = JD({e})[α+1] = Jω({e}).
Alternatively, we note that {e} is an orbit under the group B = {s 7→
tst−1} of inner automorphisms, and we can appeal directly to Theorem 6.5.
(ii) Assume now α ≥ 1. Let X1, . . . ,Xn and Ω be as in (5.1). Then for
π ∈ Ĝ we have by virtue of (5.4), and the fact that each Xi is skew-hermitian,
that
‖π(Xi)‖op
ω(π)
≤ C (1 + c(π))
1/2
(1 + ‖π‖1)α
≤ C ′ (1 + ‖π‖1)
(1 + ‖π‖1)α
≤ C ′′
for some constants C,C ′, C ′′, and hence Xi ∈ Aω(G)∗. Thus g ⊂ Aω(G),
where each element of g defines a bounded point derivation at e. We note
for each non-zero X in g, Iω({e}) 6⊂ ker(X) (indeed JD({e}) 6⊂ ker(X)), but
Iω({e})2 ⊂ ker(X). Hence Iω({e})2 ( Iω({e}). 
Remark 6.7. (1) Corollary 6.6 is a generalization of the result about spec-
tral synthesis of one-point sets for Aω(Tn), where ω is the weight on Zn
defined by ω(k) = (1 + |k|)α (see [21, Ch.6.3]).
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(2) For the dimension weight ω(π) = dpi = ωS (S = {π1}) on G = SU(2),
the failure of spectral synthesis for Aω(G) at {e} was noted in [8].
Operator synthesis and spectral synthesis for Aω(G). We let, again
G denote a compact group and ω be a bounded weight. For a function
u ∈ Aω(G) and t, s ∈ G define
(Nu)(s, t) = u(st−1).
Consider the projective tensor product L2ω(G)⊗ˆL2ω(G). Every Ψ =
∑
i fi⊗
gi ∈ L2ω(G)⊗ˆL2ω(G) can be identified with a function Ψ : G×G→ C which
admits a representation
Ψ(s, t) =
∞∑
i=1
fi(t)gi(s),
∑
i ‖fi‖2,ω ·‖gi‖2,ω <∞. Such a representation defines a function marginally
almost everywhere (m.a.e), i.e. two functions which coincide everywhere
apart a marginally null set are identified. Recall that a subset E ⊂ G × G
is marginally null if E ⊂ (M ×G)∪ (G×N) and m(M) = m(G) = 0, where
m is the Haar measure on G.
Proposition 6.8. Nu ∈ L2ω(G)⊗ˆL2ω(G).
Proof. Using the Fourier inversion formula we have
Nu(s, t) =
∑
pi∈Ĝ
Tr(π(s)π(t−1)uˆ(π))dpi .
Let {epii : i = 1, . . . dpi} be an orthonormal basis in Hpi. Consider for each
π ∈ Ĝ the polar decomposition uˆ(π) = V (π)|uˆ(π)|. Then
Nu(s, t) =
∑
pi∈Ĝ
dpi∑
i=1
(|uˆ(π)|1/2π(s)epii , |uˆ(π)|1/2V (π)∗π(t)epii )dpi
=
∑
pi∈Ĝ
dpi∑
i,j=1
(|uˆ(π)|1/2π(s)epii , epij )(epij , |uˆ(π)|1/2V (π)∗π(t)epii )dpi
Let
ϕpii,j(s) = (|uˆ(π)|1/2π(s)epii , epij )d1/2pi
and
ψpii,j(t) = (e
pi
j , |uˆ(π)|1/2V (π)∗π(t)epii )d1/2pi .
In order to show the statement we have to prove that∑
pi∈Ĝ
dpi∑
i,j=1
∥∥ϕpii,j∥∥2H <∞ and ∑
pi∈Ĝ
dpi∑
i,j=1
∥∥ϕpii,j∥∥2H <∞.
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Using the orthogonality property of matrix coefficients one can see that
(ϕˆpii,j(ρ)e
pi
k , e
pi
l ) =
1
d
1/2
pi
(epik , |uˆ(π)|1/2epij )δilδpiρ.
Hence∥∥ϕˆpii,j(π)∥∥22 = dpi∑
k=1
∥∥ϕˆpii,j(π)epik∥∥2 = dpi∑
k,l=1
(ϕˆpii,j(π)e
pi
k , e
pi
l )(e
pi
l , ϕˆ
pi
i,j(π)e
pi
k )
=
dpi∑
k=1
(ϕˆpii,j(π)e
pi
k , e
pi
i )(e
pi
i , ϕˆ
pi
i,j(π)e
pi
k )
=
1
dpi
dpi∑
k=1
(epik , |uˆ(π)|1/2epij )(|uˆ(π)|1/2epij , epik)
=
1
dpi
(|uˆ(π)|epij , epij )
and ∥∥ϕpii,j∥∥22,ω = ω(π)(|uˆ(π)|epij , epij )
giving ∑
pi∈Ĝ
dpi∑
i,j=1
∥∥ϕpii,j∥∥22,ω = ∑
pi∈Ĝ
dpi∑
i,j=1
ω(π)(|uˆ(π)|epij , epij )
=
∑
pi
dpiω(π) ‖uˆ(π)‖1 = ‖u‖Aω(G)
Similar arguments shows that∑
pi∈Ĝ
dpi∑
i,j=1
∥∥ϕpii,j∥∥22,ω = ‖u‖Aω(G) .
The statement is proved.

Let H = L2ω(G). Then the projective tensor product H⊗ˆH can be identi-
fied with the trace class operators on H. The space L(H) of linear bounded
operators on H is a dual space of H⊗ˆH with the duality given by
〈T, f ⊗ g〉 = (Tf, g¯).
Let T ∈ Aω(G)∗. Define a linear bounded operator S(T ) on H by
Ŝ(T )f(π) = 1ω(pi) fˆ(π)π(T ), where π¯ is the conjugate representation. Since
sup
pi∈Ĝ
‖pi(T )‖op
ω(pi) <∞, S(T ) is bounded.
Lemma 6.9. Let u ∈ Aω(G), T ∈ Aω(G)∗. Then
〈T, u〉 = 〈S(T ), Nu〉.
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Proof. It is enough to show the statement for a matrix coefficient u(t) =
(π(t)epii , e
pi
j ) =: c
pi
ji, where {epii , i = 1, . . . dpi} is an orthonormal basis in Hpi.
We have 〈T, u〉 = (Tpiepii , epij ).
Nu(s, t) = u(st−1) = (π(t−1)epii , π(s
−1)epij ) =
dpi∑
k=1
(π(s)epik , e
pi
j )(e
pi
i , π(t)e
pi
k ).
Hence
〈S(T ), Nu〉 =
dpi∑
k=1
(S(T )cpijk, c
pi
ik) =
dpi∑
k=1
∑
ρ∈Ĝ
dρTr(cˆ
pi
jk(ρ)Tρcˆ
pi
ik(ρ)
∗).
Since (cˆpijk(ρ)e
pi
m, e
pi
l ) =
1
dpi
δpiρδklδjm and
dpi∑
k=1
cˆpiik(π)
∗cˆpijk(π)(f) =
1
dpi
(f, epij )e
pi
i
we have
〈S(T ), Nu〉 = (Tpiepii , epij ).

Let E ⊂ G. We set
E∗ = {(s, t) ∈ G×G : st−1 ∈ E}.
Definition 6.10. If S ∈ L(L2ω(G)),we define the support of S (written
suppL(S)) as the set of all points (s, t) ∈ G×G with the following property:
for any neighbourhoods U of s, V of t, there are f , g in L2ω(G) such that
supp(f) ⊂ V , supp(g) ⊂ U and (Sf, g) 6= 0.
Lemma 6.11. Let T ∈ Aω(G)∗. Then suppL(S(T )) ⊂ supp(T )∗.
Proof. The proof is similar to one given in [23, Theorem 4.6], we include it for
the completeness. It follows from the definition that (S(T )f, g) = 〈T, f ∗ ¯ˇg〉
for f , g ∈ L2ω(G), where gˇ(s) = g(s−1).
If (s, t) ∈ suppL(S(T )) but st−1 /∈ supp(T )∗, find neighbourhoods U
of s and V of t such that UV −1 ∩W = ∅, where W is a neighbourhood of
supp(T ), and then take f , g ∈ L2ω(G) supported in U and V respectively and
(S(T )f, g) 6= 0. As (S(T )f, g) = 〈T, u〉, where u = f ∗ ¯ˇg, supp(u) ⊂ UV −1,
so u vanishes in a neighbourhood of supp(T ) and hence 〈T, u〉 = 0 giving a
contradiction. 
Proposition 6.12. let S be an operator on L2ω(G) and let E, F ⊂ G be
closed. Then if E×F is disjoint from suppL(S) then (Sf, g) = 0 for any f ,
g ∈ L2ω(G) supported in F and E respectively.
Proof. The proof is similar to [1, Proposition 2.2.5]. 
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Definition 6.13. We say that E ⊂ G × G is a set of operator synthe-
sis with respect to the weight ω if 〈S,F 〉 for any S ∈ L(L2ω(G)) and F ∈
L2ω(G)⊗ˆL2ω(G) with suppLT ⊂ E and F |E = 0 m.a.e.
Proposition 6.14. Let E ⊂ G be closed. If E∗ is a set of operator synthesis
with respect to a weight ω on Ĝ then E is a set of spectral synthesis for
Aω(G).
Proof. Let T ∈ Aω(G)∗, u ∈ Aω(G) such that supp T ⊂ E ⊂ nullu. Then
Nu = 0 on E∗ and by Lemma 6.11 suppL(S(T ) ⊂ E∗. The statement now
follows from the equality 〈T, u〉 = 〈S(T ), Nu〉 which is due to Lemma 6.9.

Corollary 6.15. Let G be a compact Lie group and let D = {(x, x) : x ∈ G}.
If ω is a symmetric polynomial weight on Ĝ such that ω ≥ CωαS for some
C > 0, α ≥ 1 then D is not of operator synthesis with respect to the weight
ω.
Proof. If E = {e} then E∗ = D. The statement now follows from Corol-
lary 6.6 and Proposition 6.14. 
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