The generalized Hamming weights (GHWs) of linear codes are fundamental parameters, the knowledge of which is of great interest in many applications. However, to determine the GHWs of linear codes is difficult in general. In this paper, we study the GHWs for a family of reducible cyclic codes and obtain the complete weight hierarchy in several cases. This is achieved by extending the idea of Yang et al. into higher dimension and by employing some interesting combinatorial arguments. It shall be noted that these cyclic codes may have arbitrary number of nonzeros.
I. INTRODUCTION
L ET C be an [n, k] linear code over the finite field F q of order q, that is, C ⊂ F n q is a k-dimensional vector space over F q . For any (linear) subcode D ⊂ C, the support of D is defined to be supp(D) = {i : 0 ≤ i ≤ n − 1, c i = 0 for some (c 0 , c 1 , . . . , c n−1 ) ∈ D}. Here |supp(D)| denotes the cardinality of the set supp(D). The set {d r (C) : 1 ≤ r ≤ k} is called the weight hierarchy of C. Note that d 1 (C) is just the minimum distance of C.
The concept of GHWs was introduced by Helleseth et al. [22] and Kløve [32] and was first used by Wei [56] in cryptography to fully characterize the performance of linear codes when used in a wire-tap channel of type II [40] or as a t-resilient function. The GHWs can be used to characterize the performance of certain secret sharing schemes based on linear codes [33] . Recently, the concept of GHWs has been extended to linear network codes [39] , where they were used to characterize the security performance of linear network codes in a wiretap network [42] . Apart from these cryptographic applications, the GHWs also provide detailed structural information of linear codes, the knowledge of the GHWs can be used to 1). compute the state and branch complexity profiles of linear codes [14] , [31] ; 2). indicate efficient ways to shorten linear codes [24] ; 3) . derive subtle upper bounds on the covering radius of linear codes [30] ; 4). determine the erasure list-decodability of linear codes [18] ; 5). provide bounds on the list size in the list decoding of certain codes [15] , etc. In conclusion, the GHWs of linear codes provide fundamental information of linear codes which are important in many applications.
The study of GHWs has attracted considerable attention in the past two decades, and many results have been obtained in the literature. For example, general lower and upper bounds on GHWs were derived [1] , [8] , [21] , [23] , [56] , an efficient algorithm to compute the GHWs of cyclic codes was proposed [29] , and the GHWs have been determined or estimated for many series of linear codes such as Hamming codes [56] , Reed-Muller codes [19] , [56] , binary Kasami codes [24] , Melas and dual Melas codes [48] , BCH codes and their duals [5] , [7] , [12] , [13] , [36] , [45] , [49] , [51] , [52] , [55] , trace codes [6] , [17] , [46] , [50] , [53] , product codes [20] , [35] , [41] , [43] , [44] , [57] and algebraic geometry codes [2] , [3] , [9] , [26] , [27] , [37] , [38] , [59] , etc. However, generally speaking, computing the GHWs of linear codes is difficult, and the complete weight hierarchy is known for only a few cases (see for example [2] , [24] - [26] , [41] , [54] , [56] , [57] , [59] , [60] ). Interested readers may refer to Section 7.10 of the excellent textbook [28] for a brief introduction to GHWs, and to [47] for a comprehensive survey of GHWs via a geometric approach.
In a recent interesting paper [60] , the authors employed some new ideas from number theory to study the GHWs of irreducible cyclic codes and obtained the weight hierarchy for several cases. Their results extend some previous works [25] , [54] . Inspired by this work, in this paper we study the GHWs of a family of reducible cyclic codes which were introduced in [58] where the weight distribution was obtained in several cases. This family of cyclic codes may be characterized as having arbitrary number of nonzeroes and contain as special cases many subfamilies of cyclic codes 0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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whose weight distribution was investigated in the literature, and in particular contain the irreducible cyclic codes considered in [60] . We determine the weight hierarchy of this family of cyclic codes in several cases by extending the ideas of [60] into higher dimension and by employing some interesting combinatorial arguments. We organize the paper as follows. In Section II, we introduce the family of reducible cyclic codes we are interested in and state the main results Theorems 1 and 2. In Section III we briefly introduce some basic concepts and notions which will be used in the proofs. In Section IV we derive an expression of GHWs in terms of Gauss periods. Sections V and VI are devoted to the proofs of Parts (i) and (ii) of Theorem 1 respectively. We prove Theorem 2 in Section VII. Section VIII concludes the paper.
II. MAIN RESULTS
Let q = p s , Q = q m where p is a prime number, s, m are positive integers. Let γ be a primitive element of the finite field F Q . Assume the following three assumptions:
Here h a (x) denotes the minimal polynomial of γ −a over F q . Let us define δ = gcd(Q − 1, a 1 , a 2 , . . . , a t ),
It is clear that δ | Q−1 e and hence eδ | N(q − 1).
Under the above three assumptions, we define C to be the cyclic code of length n over F q with parity check polynomial given by t i=1 h a i (x), where a i 's are specified according to the assumptions. It is known that C is an [n, tm] cyclic code with t nonzeroes.
We remark that this family of cyclic codes was originally defined in [58] in which the weight distribution was obtained in several cases. There is an abundance of C in the family, given the flexibility of parameters e, t, i 's. We observe that this family contains some interesting codes. For instance, when q = 2, a = −3, e = Q−1 2 , t = 2 and i = i for i = 1, 2, we obtain the dual code of the double error-correcting BCH code. When q is odd, a = −1, e = Q−1 2 , t = 2 and i = i for i = 1, 2, we have the dual code of the q-ary Melas code. In addition, according to the codetable maintained by Grassl [16] , this family includes some cyclic codes which have the best known parameters (see Table I ).
In this paper, we focus on several subfamilies of codes belonging to the above family, where N ∈ {1, 2}. The numbertheoretic method introduced in this paper is also helpful to the further investigations concerning other cases with larger N. It was observed in [58, Lemma 6] that Assumption iii) always holds true if N ≤ √ Q, which is trivially true for N = 1, 2. The main results of the paper are as follows:
Theorem 1: Let C be the cyclic code defined as above with e = t ≥ 1. Let d r := d r (C) be the r -th GHW of C. (i). If N = 1, then we have
then the GHWs are displayed on the first top section of the next page. Theorem 2: Let C be a cyclic code defined as above with e > t ≥ 1 and N = 1. Suppose { 1 (mod e), . . . , t (mod e)} is an arithmetic progression. Let d r := d r (C) be the r -th GHW of C. Then the GHWs are displayed on the second top section of the next page.
We remark that when t = 1, Theorems 1 and 2 reduce to [60, Corollary 3.2 and Th. 4.1] respectively. When t ≥ 2, the results are new.
Next, to illustrate the correctness of Theorems 1 and 2, we provide some numerical examples, which are obtained by using Magma.
Example 3: For q = 3, m = 3, e = t = 2 and a = 1, this is a [26, 6, 9] cyclic code over F 3 with N = 1. By using Magma we find
which coincide with the result of (i) of Theorem 1. Note that it is too time-consuming to compute d 3 , d 4 and d 5 . Therefore, we can only obtain part of the weight hierarchy in this case.
Example 4: For q = 5, m = 2, e = t = 2 and a = 2, this is a [12, 4, 4] cyclic code over F 5 with N = 2. By using Magma we find
which coincide with the result of (ii) of Theorem 1.
Example 5: For q = 4, m = 2, e = 3, t = 2, a = 1, 1 = 0 and 2 = 1, this is a [15, 4, 8] cyclic code over F 4 with N = 1. By using Magma we find
which coincide with the result of Theorem 2.
III. PRELIMINARIES
In this section, we introduce some preliminary results which will be used later in the paper.
A. Cyclic Codes
Let C be an [n, k] linear code over F q . Assume that (n, q) = 1. C is called cyclic, if in additional to be linear, C satisfies the property that the cyclic shift
For such a cyclic code C, each codeword c = (c 0 , . . . , c n−1 ) can be associated with a polynomial
has the smallest degree among the elements in C. The g(x) is called the generator polynomial of C, and h(x) =
is called the parity check polynomial of C. When R n is specified, a cyclic code is uniquely determined by either the generator polynomial or parity check polynomial. C is said to have i zeroes if its generator polynomial can be factorized into a product of i irreducible polynomials over F q . When the dual code C ⊥ has i zeroes, we call C a cyclic code with i nonzeroes. Thus, the cyclic codes defined in Section II may have arbitrary number of nonzeroes.
B. Group Characters, Gauss Sums and Gauss Periods
Let q = p s where p is a prime number. The canonical additive character ψ q of F q is given by
where ζ p = exp 2π √ −1/ p is a primitive p-th root of unity of C, and Tr q p is the trace function from F q to F p . If Q is a power of q, by the transitivity of trace functions we have
We may extend the definition of χ to F q by setting χ(0) = 0. The corresponding Gauss sum G(χ) is defined by
where ψ q is the canonical additive character of F q . If the order of χ equals two, χ is called the quadratic character of F q and the corresponding Gauss sum is the quadratic Gauss sum. The explicit values of quadratic Gauss sums are known and are recorded as follows.
Lemma 6 [34, Th. 5.15] : Let q = p s and χ be the quadratic character of F q (hence p is odd). Then
Let γ be a primitive element of F Q . For N | (Q − 1), denote by γ N the multiplicative subgroup generated by γ N . Then for any 0
IV. AN EXPRESSION OF THE GHWS
Let C be the cyclic code defined in Section II. By Delsarte's Theorem [10] , elements of C can be represented uniquely by
In other words, the map
is an isomorphism between two F q -vector spaces F t Q and C, hence induces a 1-1 correspondence between r -dimensional F q -subspaces of F t Q and r -dimensional subcodes of C for any
and for any 1 ≤ r ≤ tm, define
Since is an isomorphism, by definition, the r -th GHW of C can be expressed as
As before we use ψ Q (resp. ψ q ) to denote the canonical additive character of F Q (resp. F q ). By using orthogonality of ψ q we have
where H * r = H r \{0}. Recall that γ a j = γ a+ Q−1 e j . By setting
Noting that e | Q−1 δ = n, any 1 ≤ i ≤ n can be expressed as i = ej + h with 0 ≤ j ≤ n e − 1 and 1 ≤ h ≤ e. Thus, the second term on the right can be written as
where we use l * A to denote a multiset whose elements are those of the set A, each repeating l times. Consequently, we have
Setting g = γ a , we have the equation displayed on the top of the next page. That is,
Therefore, to compute the GHWs for the cyclic code C, it suffices to determine the maximal value of the above sum of the Gauss periods for all H r ∈ F t Q r . The problem is difficult in general. However, when the Gauss periods in the sum take only a few values, it is hopeful to determine the GHWs completely. Thus, the value N is one of the key points in the computation and we will consider below the simplest cases where N ∈ {1, 2}. We first deal with the case that e = t.
Since β t j = 1 for each 1 ≤ j ≤ t and β j 's are distinct, we can assume without loss of generality that β j = β j , 1 ≤ j ≤ t. We may make a change of variables
It is easy to see that this defines an
Thus Equation (2) can be written as
Hence, we can focus on the determination of
where
Now we are ready to prove (i) of Theorem 1.
A. Proof of (i) of Theorem 1: N = 1
Proof: Since N = 1, by (1), we have eδ | (q − 1) and hence e = t ≤ q − 1. Recall that
For any H r ∈ F t Q r and any 1 ≤ h ≤ t, define
Then, by Equation (4),
Hence, for any r -dimensional subspace H r , the tuple (v 1 (H r ), . . . , v t (H r )) completely determines F(H r ).
, we may assume that v 1 ≥ v 2 ≥ · · · ≥ v t , since the ordering of v h 's does not affect the value. We perform the following procedure successively: first we find H r 's that maximize the value v 1 = v 1 (H r ); once v 1 , . . . , v i are determined for i ≥ 1, then among the H r 's we find the ones that maximize v i+1 . Since t ≤ q − 1, it is easy to see that this procedure will produce the desired H r which maximizes F(H r ).
we may take v 1 = . . . = v s = r , which are obviously maximal. This means that
Under this configuration, H r is of the form
Therefore we obtain
This completes the proof of (i) of Theorem 1.
VI. PROOF OF (II) OF THEOREM 1: N = 2
For t = e ≥ 1 and N = 2, the situation is more difficult. We first adopt a new strategy that works for any N ≥ 2. This strategy was inspired by [60] .
A. A New Strategy
Let ·, · : F t Q × F t Q → F q be the non-degenerate bilinear form given by
We have the following lemma.
. If x ∈ H , then x, y = 0, ∀y ∈ H ⊥ . Hence, A = 1. If x ∈ H , then there exists y ∈ H ⊥ such that x, y = 0. In particular, there exists y 0 ∈ H ⊥ , such that ψ q ( x, y 0 ) = 1. Thus,
Hence A = 0. This completes the proof.
By the above lemma, we can compute F(H r ) in Equation (4) as follows.
For any H r ∈ F t Q r and 1 ≤ h ≤ t, define
Then we have
Therefore for t = e ≥ 1 and N ≥ 2, to compute the GHWs, it suffices to determine the maximal value of t
We remark that since H ⊥ r = t h=1 U h , the spaces H ⊥ r and H r can be uniquely recovered from
Setting r = tm − r and letting u h = dim F q (U h ), the u h 's satisfy the condition that t h=1 u h = r . So to find the maximal value of t h=1 |U h ∩ W h |, we consider the following two steps: 1). for each eligible tuple (u 1 , . . . , u h 
. consider all eligible tuples (u 1 , . . . , u h ) and find the maximal. Now we focus on the case that N = 2.
B. A Working Lemma
Since N = 2, q is odd and m is even. Note that Q = q m . We need the following lemma.
Lemma 8: Let 0 ≤ l ≤ m and H ⊂ F Q be an l-dimensional F q -subspace. Let γ be a primitive element of F Q . Define a function
where i ∈ {0, 1}. Furthermore, the subspace H ⊂ F Q that achieves the maximal value can be chosen as follows:
where χ is the quadratic character of F Q . Then we can choose H satisfying H ⊥ ⊂ C (2,Q) i+ j ∪{0}, here H ⊥ is the orthogonal complement of H with respect to the non-degenerate bilinear form ·, · : F Q × F Q → F q given by
Proof: We will only prove the lemma for the case i = 0. The case of i = 1 is analogous.
Note that a∈H
This is clearly the largest value of a∈H χ(a). Therefore,
is the maximal value when m 2 ≤ l ≤ m. This finishes the proof of Lemma 8.
C. Proof of (ii) of Theorem 1
We can now start the proof of (ii) of Theorem 1. Recall that H r can be recovered from (U 1 , . . . , U t ) where U h 's are subspaces of dimension u h such that t h=1 u h = r = tm − r . For any eligible fixed tuple (u 1 , . . . , u t ), Lemma 8 tells us how to choose (U 1 , . . . , U t ) so that |U h ∩ W h | attains the maximal value f (u h ) for each 1 ≤ h ≤ t. Hence it remains to determine which tuple (u 1 , . . . , u t ) will give the maximal value t h=1 f (u h ), here (u 1 , . . . , u t ) satisfies the condition that 0 ≤ u h ≤ m, ∀h and t h=1 u h = r . We may assume without loss of generality that u 1 ≥ · · · ≥ u t .
The following lemma is useful to determine the maximal value of t h=1 f (u h ). We define a finite set L = {(l 1 , . . . , l t ) | 0 ≤ l 1 , . . . , l t ≤ m, l 1 ≥ l 2 ≥ · · · ≥ l t } and for each 0 ≤ s ≤ tm a subset L s = {(l 1 , . . . , l t ) ∈ L | t i=1 l i = s}. We can define a partial order on L s as follows: for any l = (l 1 , . . . , l t ), l = (l 1 , . . . , l t ) ∈ L s , we say l l if there is an index i (1 ≤ i ≤ t), such that l j = l j , ∀1 ≤ j ≤ i − 1 and l i > l i . It is easy to see that gives a total order on L s . Lemma 9: For any l, l ∈ L s , if l l , then t
For simplicity define l 0 := m. Suppose l i < l i−1 and l j ≥ 1 for some i, j such that 1 ≤ i < j ≤ t. Then we can define an operation S i, j on l as follows:
Clearly S i, j (l) ∈ L s and S i, j (l) l. We claim that f S i, j (l) ≥ f (l).
It suffices to prove that 1) . A routine computation shows easily that g is an increasing function. Therefore, the above inequality (6) holds. Hence the claim is proved. Finally, Lemma 9 is proved by realizing that for any l l , l can be obtained from l by a series of operations S i, j for some i, j 's.
By Lemma 9, we can prove (ii) of Theorem 1 as follows:
is of the form
where Y h is an F q -subspace of F Q . We can further require that for each 1 ≤ h ≤ t, Y h ∩ (−C (2,Q) 0 ) achieves the maximal value as discussed in Lemma 8. Therefore, by Equation (5), F(H r ) = t h=1 f (u h ), where u 1 = · · · = u s = m, u s+1 = r − sm = (t − s)m − r and u s+2 = · · · = u t = 0. Clearly u = (u 1 , . . . , u t ) ∈ L r is the maximum according to the order . Then by Lemma 9, the value F(H r ) is maximal, namely, this H r is the r -dimensional subspace that maximizes F(H r ) for all H r ∈ F t Q r . By Equation (3) and Lemma 8, we obtain
This completes the proof of (ii) of Theorem 1.
VII. PROOF OF THEOREM 2
In this section, we consider the case e > t and N = 1. If t = 1, the code C is irreducible which was considered in [60] . So we may assume that e > t ≥ 2. Recall that for 1 ≤ r ≤ tm and H r ∈ F t Q r , by Equation (2) (1,Q) 
where g = γ a , β = γ Q−1 e and β j = β j for 1 ≤ j ≤ t.
Then each W h is an F q -vector space of dimension (t − 1)m. Let
Since η (1,Q) 
To find max N(H r ) :
, we may assume without loss of generality that w 1 ≥ w 2 ≥ . . . ≥ w e . We make a change of variables
Since { 1 (mod e), . . . , t (mod e)} is an arithmetic progression, it is known that λ h,i = 0, ∀ h, i where t +1 ≤ h ≤ e, 1 ≤ i ≤ t (see [58] ).
Thus Equation (7) can be written as
Here
and
Since e ≤ q −1, to find the H r that maximizes N(H r ), similar to the case that e = t and N = 1, the first priority is to make w 1 as large as possible, once this is done, then we make w 2 as large as possible, etc, and finally we make w e as large as possible. s) m, similar to the case that e = t and N = 1, N(H r ) achieves the maximal
If 0 ≤ s ≤ t −2, it is easy to check that w 1 = · · · = w s = r , w s+1 = (t − s − 1)m and w s+2 = · · · = w t = r − m. For t + 1 ≤ h ≤ e, w h , by definition, is the F q -dimension of the space of (y s+1 , . . . , y t ) such that λ h,s+1 y s+1 + λ h,s+2 y s+2 + · · · + λ h,t y t = 0, where y s+1 ∈ T and y s+2 , . . . , y t ∈ F Q . Since ∀ h, i , λ h,i = 0, it is easy to see w h = r − m for t + 1 ≤ h ≤ e. Therefore this H r maximizes e h=1 q w h whose value is given by
If s = t − 1, we can see that w 1 = · · · = w s = r and w s+1 = 0. Hence for any s + 2 ≤ h ≤ e, by the inequality 0 ≤ w h ≤ w s+1 , we also have w h = 0 for s + 2 ≤ h ≤ e. That is, the H r maximizes e h=1 q w h whose value is given by e h=1 q w h = sq r + e − s.
Then a routine computation completes the proof.
VIII. CONCLUDING REMARKS
The generalized Hamming weights (GHWs) are fundamental parameters of linear codes. They convey the structural information of a linear code and determine its performance in various applications. However, the computation of the GHWs of linear codes is difficult in general. In this paper, we study the GHWs of a family of reducible codes introduced in [58] and obtain the weight hierarchy in several cases. This is achieved by extending the idea of [60] into higher dimension and by employing some interesting combinatorial arguments. It shall be noted that these cyclic codes may have arbitrary number of nonzeroes.
The family of codes considered in the paper is highly structured, which makes the computation of the weight hierarchies possible. We studied the case where N ∈ {1, 2} and the method used here is helpful to other cases with larger N. We remark that when N = 1, many of the codes have two nonzero weights and the dual codes have minimum distance at least three. Therefore, we essentially constructed many strongly regular graphs in the way of [4] .
We observe that the structure of the codes can provide more precise information about the codes, which is very useful in practice. For instance, consider the construction of authentication codes using linear codes. Following the framework and notations in [11] , we use P I (resp. P S ) to denote the maximum success possibility of the impersonation (resp. substitution) attack against the authentication codes. To construct an authentication code, our aim is to make P I and P S as small as possible. Given an [n, k, d] q linear code C, by [11, Th. 1], we can construct an authentication code with
where N(c, u) is the number of element u ∈ F q in the codeword c. In general, the value of P S is hard to compute. We only have a lower bound 1 − d n , which is not very useful since we need an upper bound to give an estimation on the worst case. However, we can compute the exact value of P S if a more structured code is used. For example, when q = 4, m = 2, e = 3, t = 2, a = 1, 1 = 0 and 2 = 1, we get a [15, 4, 8] 4 code with N = 1 belonging to our family. Note that its weight distribution has been computed in [58, Th. 19] . With a little bit more effort, we can also compute its complete weight distribution. More precisely, we set F 4 = {0, 1, α, α 2 } for some primitive element α and the code has complete weight distribution , where the exponent of x 0 represents the number of element 0 in a codeword and the exponent of x i , 1 ≤ i ≤ 3, represents the number of element α i−1 , 1 ≤ i ≤ 3, in a codeword. Therefore, it follows immediately that P S = 7 15 , which achieves the lower bound in (8) . This example shows the benefit of using highly structured code in the construction of authentication code, where the more precise information of the code is crucial to determine the parameters of the authentication code.
