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ON THE CHOW RING OF THE STACK OF
RATIONAL NODAL CURVES
DAMIANO FULGHESU
Abstract. The goal of this paper is to compute the rational Chow
ring of the stack M≤3
0
consisting of nodal curves of genus 0 with at
most 3 nodes: it is a Q-algebra with 10 generators and 11 relations.
1. Introduction
1.1. General Background. Intersection theory on moduli spaces of
stable curves started at the beginning of the ’80’s with Mumford’s
paper [Mum2], where he laid the foundations and carried out the first
calculations. Many people have contributed to the theory after this
(such as Faber [Fab], Witten and Kontsevich), building an imposing
structure.
The foundations of intersection theory on Deligne-Mumford stacks have
been developed by Gillet [Gil] and Vistoli [Vis]. The first step towards
an intersection theory on general Artin stacks (like those that arise from
looking at unstable curves) was the equivariant intersection theory that
Edidin and Graham [Ed-Gr] developed, following an idea of Totaro
[Tot]. Their theory associates a commutative graded Chow ring A∗(M)
with every smooth quotient stack M of finite type over a field.
Unfortunately many stacks of geometric interest are not known to be
quotient stacks (the general question of when a stack is a quotient
stack is not completely understood; anyway there is a first answer in
[EHKV]). Later, A. Kresch [Kre] developed an intersection theory for
general Artin stacks; in particular, he associates a Chow ring A∗(M)
with every smooth Artin stack M locally of finite type over a field, pro-
vided some technical conditions hold, which are satisfied in particular
for stacks of pointed nodal curves of fixed genus.
Since there is not yet a theory of Chow rings of such stacks that extends
the theory of stacks of stable curves, there does not seem to be much
else to do than look at specific examples. The first example is the stack
M0 of nodal connected curves of genus 0. However, even this case turns
out to be extremely complicated.
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1.2. Description of contents. We start with giving a brief descrip-
tion of the Artin stack M0 of nodal connected curves of genus 0. In
(2.3) we give an example of a smooth projective surface S with a family
C → S of nodal curves of genus 0 with at most 2 nodes in each fiber,
in which C is an algebraic space not scheme-like.
Then we introduce one of the basic tools: the stratification by nodes.
Denote by Mn0 the smooth locally closed substack of M0 consisting of
curves with exactly n nodes. For each n, the closed substack M≥n0 :=⋃
i≥nM
i
0 (consisting of families of curves whose geometric fibers have at
least n nodes) admits a regular embedding intoM0 and it has codimen-
sion n (see Proposition 2.10). This gives a stratification of M0. Each
stratum has a decomposition into irreducible substacks that classify
the topological type of a rational nodal curve.
We can represent this topological type by a tree, with the vertices corre-
sponding to components and edges corresponding to nodes. Therefore
for each tree Γ, there is a natural smooth locally closed substack MΓ0
defined as the category of families of curves whose fibers have topolog-
ical type corresponding to Γ.
In Section 2.3 we give an explicit description of stacksMΓ0 for particular
Γ: if Γ comes from a curve whose components have no more that 3
nodes, then we have MΓ0 = BAut(C).
In particular we can stratify M≤30 with smooth quotient stacks. This
allows to apply Kresch’s theory and define a Chow ring A∗(M≤30 ).
Our technique is to compute A∗(M≤n0 )⊗ Q for n ≤ 3 by induction on
n. For n = 0 we have M00 = BPGL2, and this case is well understood.
The inductive step is based on the following fact: if n ≤ 4, then the
top Chern class of the normal bundle of Mn0 into M
≤n
0 is not a 0-
divisor in A∗(Mn0)⊗Q. As a consequence, by an elementary algebraic
Lemma (2.23) we can reconstruct the ring A∗(M≤n0 )⊗Q from the rings
A∗(M≤n−10 )⊗Q and A
∗(Mn0 )⊗Q (Proposition 3.4), provided that we
have an explicit way of extending each class in A∗(M≤n−10 ) ⊗ Q to a
class in A∗(M≤n0 )⊗Q (Section 3.2), and then computing the restriction
of this extension to A∗(Mn0 )⊗Q.
We are able to describe completely two kinds of classes in A∗(M≤30 ):
Strata classes. For each tree Γ with δ edges and maximal multiplicity
3, we get a class γΓ of codimension δ in M0: the class of the closure
of MΓ0 in M0. We also compute the restriction of each γΓ to all the
rings A∗(MΓ
′
0 ) ⊗ Q for any other tree Γ
′ with maximal multiplicity 3
(Proposition 3.25).
Mumford classes. These should be defined as follows (Section 3.3):
let C
Π
−→ M0 be the universal curve. Call K ∈ A
1(C) ⊗ Q the first
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Chern class of the relative dualizing sheaf ωC/M0 , and set
ki = Π∗(K
i+1).
However, here we encounter an unfortunate technical problem: the
morphism C →M0 is not projective (not even represented by schemes,
as Example 2.3 shows) and in Kresch’s theory one does not have ar-
bitrary proper pushforwards, only pushforwards along projective mor-
phisms.
We are able to circumvent this problem only for curves with at most
3 nodes. This works as follows. We show in Proposition (2.20) that
the pushforward Π∗ω
∨
C/M0
is a locally free sheaf of rank 3 on the the
open substack M≤30 (this fails for curves with 4 nodes). Hence we have
Chern classes c1, c2 and c3 of Π∗ω
∨
C/M0
in A∗(M≤30 ).
We have a pushforward Π∗A
∗(CΓ) ⊗ Q → A∗(MΓ0 ) ⊗ Q along the
restriction CΓ
Π
−→ MΓ0 of the universal curve, because the stacks in-
volved are quotient stacks, and arbitrary proper pushforwards exists
in the theory of Edidin and Graham. This allows, with Grothendieck-
Riemann-Roch, to compute the restriction of the Mumford classes to
each A∗(MΓ0 ) ⊗ Q (Proposition 3.29), even without knowing that the
Mumford classes exist. It turns out that for each tree Γ with at most
3 nodes, the Mumford classes in A∗(MΓ0 ) ⊗ Q are polynomials in the
restrictions of c1, c2 and c3, thought of as elementary symmetric polyno-
mials in three variables. Then we define the classes ki ∈ A
∗(M≤30 )⊗Q
as the suitable polynomials in the c1, c2 and c3 (Definition 3.30).
Since A∗(M≤30 )⊗Q injects into the product of A
∗(MΓ0 )⊗Q over trees
with at most three nodes (Proposition 3.11), this gives the right defi-
nition.
In the last Section we put everything together, and we calculateA∗(M≤30 )
(Theorem 4.7). We find 10 generators: the classes γΓ for all trees Γ
with at most three nodes (they are 5), plus the Mumford class k2. The
remaining 4 generators are somewhat unexpected.
Unfortunately there are two problems in going beyond the case of three
nodes, the one mentioned above with the Mumford classes, and the fact
that the inductive technique will break down for curves with five nodes,
because the top Chern class of the normal bundle to M50 in M
≤5
0 is a
0-divisor in A∗(M50)⊗Q (Remark 3.10).
Acknowledgments. I am grateful to my thesis advisor Angelo Vistoli
for his patient and constant guidance.
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haripande who suggested the problem to my advisor.
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2. Description of the stack M0
Let SchC be the site of schemes over the complex point SpecC equipped
with the e´tale topology.
Definition 2.1. We define the category of rational nodal curves M0
as the category over SchC whose objects are flat and proper morphisms
of finite presentation C
pi
−→ T (where C is an algebraic space over C and
T is an object in SchC) such that for every geometric point SpecΩ
t
−→ T
(where Ω is an algebraically closed field) the fiber Ct
Ct
✷
t′
//
pi′

C
pi

SpecΩ
t
// T
is a projective reduced nodal curve such that
h0(Ct,OCt) = 1 (that is to say Ct is connected;)
h1(Ct,OCt) = 0 (thus the arithmetic genus of the curve is 0).
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Morphisms in M0 are cartesian diagrams
C ′
✷
//
pi′

C
pi

T ′ // T
The projection pr : M0 −→ SchC is the forgetful functor
pr :

C ′
✷
//
pi′

C
pi

T ′ // T
 7→ {T ′ −→ T}
We refer to [Fulg, Proposition 1.10] for the proof that M0 is an Artin
stack in the sense of [Art] (the proof uses standard arguments).
Here we describe more precisely the geometric points of M0. Given
an algebraically closed field Ω, let us define a rational tree (on Ω)
to be a connected nodal curve with finite components each of them is
isomorphic to P1Ω and which has no closed chains. Classical cohomology
argument ([Fulg, Proposition 1.3]) allows us to state that geometric
points of M0 are rational trees.
Remark 2.2. It is important to notice that by definition geometric
fibers of a family of curves C
pi
−→ T in M0 are projective and therefore
are schemes. Moreover it is further known (see [Knu] V Theorem 4.9)
that a curve (as an algebraic space) over an algebraically closed field
Ω is a scheme.
Notwithstanding the fact that we consider families of curves whose
fibers and bases are schemes we still need algebraic spaces because, as
we show below, there exist families of rational nodal curves C
pi
−→ T
where C is not a scheme.
Example 2.3. Let us consider the following example which is based
on Hironaka’s example [Hir] of an analytic threefold which is not a
scheme (this example can be found also in [Knu], [Hrt] and [Shf ]).
Let S be a projective surface over C and i an involution without fixed
points. Suppose that there is a smooth curve C such that C meets
transversally the curve i(C) in two points P and Q. Let M be the
product S × P1C and let e : S → M be the embedding S × 0. On
M − e(Q), first blow up the curve e(C − Q) and then blow up the
strict transform of e(i(C)−Q). On M − e(P ), first blow up the curve
e(i(C) − P ) and then blow up the strict transform of e(C − P ). We
can glue these two blown-up varieties along the inverse images of M −
e(P )− e(Q). The result is a nonsingular complete scheme M˜ .
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We have an action of C2 (the order-2 group generated by the involution
i) on M induced by the action of C2 on S and the trivial action on P
1
C.
Furthermore we can lift the action of C2 to M˜ such that we obtain an
equivariant map
M˜
pi
−→ S;
we still call i the induced involution on M˜ . We have an action of C on
M˜ which is faithful and we obtain geometric quotients f and g
M˜
pi

f
// M˜/C2
epi

S
g
// S/C2
Now we notice that pi is a family of rational nodal curves. In particular
the generic geometric fiber is isomorphic to P1C. Geometric fibers on
the two curves C and i(C) have one node except those on P and Q
which have two nodes. Similarly we have that also pi is a family of
rational nodal curves whose fibers with a node are on g(C) = g(i(C))
and there is only one fiber on g(P ) = g(Q).
Since C2 acts faithfully on S and S is projective we have that S/C2
is a scheme. Furthermore we mention (see [Knu] Chapter 4) that
the category of separated algebraic spaces is stable under finite group
actions. Consequently the family pi belongs toM0(S/C2). But M˜/C2 is
not a scheme (to prove this we can follow the same argument of [Hrt]
Appendix B Example 3.4.2).
In order to complete our example, we have to exhibit a surface which
satisfies the required properties. Take the Jacobian J2 = Div
0(C) of
a genus 2 curve C. Let us choose on C two different points p0 and q0
such that 2(p0 − q0) ∼ 0. Let us consider the embedding
C → J2
p ∈ C 7→ |p− q0|.
We still call C the image of the embedding. Let i be the translation
on J2 of |p0− q0|. By definition i is an involution such that C and i(C)
meets transversally in two points: 0 and |p0 − q0|.
2.1. Stratification of M0 by nodes. For every object C
pi
−→ T inM0,
we are going to define the relative singular locus of C, which will be
denoted as Crs: roughly speaking it is the subfamily of C whose geo-
metric fibers have nodes. Its image to the base T is a closed subscheme.
Moreover it is possible to define on T closed subschemes {T≥k → T}k≥0
where for each integer k ≥ 0 the fiber product T≥k ×T C is a family
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of rational curves with at least k nodes. In order to give a structure
of closed subspaces to Crs and to the various subschemes T
≥k, we will
describe them through Fitting ideals.
Definition 2.4. We construct the closed subspace Crs and the T
≥k
locally in the Zariski topology, so we consider a family of rational nodal
curve C
pi
−→ SpecA for some C−algebra A.
Now we follow [Mum1] Lecture 8.
As the map pi has relative dimension 1 the relative differential sheaf
ΩC/T has rank 1 as a sheaf over C. Further because pi is a map of finite
presentation and A is a Noetherian ring, we have that the sheaf ΩC/T
is coherent. For every point p ∈ T we set
e(p) = dimk(p)(ΩC/T,p ⊗ k(p))
where k(p) is the residual field of p.
Choose a basis {ai}i=1,...,e(p) of ΩC/T,p⊗k(p), they extend to a generating
system for ΩC/T,p. Furthermore we have an extension of this generating
system to ΩC/T restricted to an e´tale neighborhood of p. So we have a
map
O
⊕e(p)
C → ΩC/T
which is surjective up to a restriction to a possibly smaller neighbor-
hood of p. At last (after a possibly further restriction) we have the
following exact sequence of sheaves
O
⊕f
C
X
−→ O
⊕e(p)
C → ΩC/T → 0
where X is a suitable matrix f × e of local sections of OC . Let us
indicate with Fi(ΩC/T ) ⊂ OC the ideal sheaf generated by rank e(p)− i
minors of X . These sheaves are known as Fitting sheaves and they
don’t depend on the choice of generators (see [Lang] XIX, Lemma
2.3).
We define the relative singular locus to be the closed algebraic subspace
Crs ⊆ C associated with F1(ΩC/T ).
Remark 2.5. Let us fix a point t ∈ T , we have that t belongs to T≥k
iff
Fk−1(pi∗(OCrs)t) = 0⇐⇒ dimk(t)(pi∗(OCrs)t ⊗ k(t)) ≥ k
so T≥k is the subscheme whose geometric fibers have at least k nodes.
Definition 2.6. Set
T 0 := T − T≥1 (1)
T k := T≥k − T≥k+1 (2)
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Remark 2.7. We have that for every k ∈ N the subscheme T k is
locally closed in T , further, given a point t ∈ T and set
k := dimk(t)(pi∗(OCrs)t ⊗ k(t)) ≥ 0
we have that t belongs to a unique T k.
Consequently, given a curve C
pi
−→ T where T is an affine Noetherian
scheme, the family
{T k|T k 6= ∅}
defined above is a stratification for T .
Now let S be an Artin stack over SchC. A family of locally closed
substacks {Sα}α∈N represents a stratification for S if, for all morphisms
T → S
where T is a scheme, the family of locally closed subschemes
{T α := Sα ×S T 6= ∅}
is such that every point t ∈ T is in exactly one subscheme T α, that is
to say that {T α} is a stratification for T in the usual sense.
Definition 2.8. We define M≥k0 as the full subcategory of M0 whose
objects C
pi
−→ T are such that T≥k = T .
We further define Mk0 to be the subcategory whose objects C
pi
−→ T are
such that T k = T .
Remark 2.9. We have from definition that for every morphism T →
M0
T≥k = M≥k0 ×M0 T
consequently {Mk0}k∈N is a stratification for M0.
Proposition 2.10. For each k ∈ N the morphism
M
≥k
0 −→M0
is a regular embedding of codimension k.
Proof. Let us consider a smooth covering
U
f
−→M0
and let C
pi
−→ U be the associated curve. we have to prove that the
morphism
Uk = Mk0 ×M0 U → U
is a regular embedding of codimension k (we already know that Uk is
a closed embedding).
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Fix a point p ∈ Uk ⊂ U and let A := ÔshU,p be the completion of the
strict henselisation of the local ring OU,p. (see [EGA IV] Definiton
18.8.7). Consider the following diagram
CA
✷pi

// C
pi

SpecA // U
As p is a point of Uk we have that CA,rs is the union of k nodes q1, . . . , qk.
For each i = 1, . . . , k we have
ÔCA,qi = AJx, yK/(xy − fi)
with f1, . . . , fk ∈ A. So we can write
M := OCA,rs =
k∏
i=1
(A/fi).
Let us consider M as an A−module, we have the following exact se-
quence of A−module
Ak
D
−→ Ak −→M → 0
where D is the diagonal matrix f1 · · · 0... . . . ...
0 · · · fk
 (3)
So we have Fk−1(M) = (f1, . . . , fk) and this means that
B := ÔshU≥k,p = A/(f1, . . . , fk).
From deformation theory we have that {f1, . . . , fk} is a regular se-
quence, consequently the map U≥k → U is regular of codimension k as
claimed. 
2.2. Combinatorical version of rational nodal curves. Now let
us fix a useful notation. Given an algebraically closed field Ω and
an isomorphism class of C (still denoted with C) in M0(SpecΩ), we
define the dual graph of C, denoted Γ(C) or simply Γ, to be the graph
which has as many vertices as the irreducible components of C and two
vertices are joined by an edge if and only if the two corresponding lines
meet each other.
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For example we have the following correspondence
7→
•
•
nn
nn
nn
n
PP
PP
PP
P
• •
We can associate at least one curve with every tree by this map, but
such a curve is not in general unique up to isomorphism; an example
is the following tree
•
• • •
•
In the following we think of a tree Γ as a finite set of vertices with a
connection law given by the set of pairs of vertices which corresponds
to the edges.
Definition 2.11. Given a graph Γ we call multiplicity of a vertex P the
number e(P ) of edges to which it belongs and we call E(P ) the set of
edges to which it belongs. Furthermore we call themaximal multiplicity
of the graph Γ the maximum of multiplicities of its vertices. We also
call ∆n the set of vertices with multiplicity n and δn the cardinality of
∆n.
Remark 2.12. We can associate an unique isomorphism class of curves
in M0(SpecΩ) to a given tree Γ if and only if the maximal multiplicity
of Γ is 3.
Tree graphs classify the topological type of rational nodal curves.
Now let us fix a stratum Mk0, there are as many topological types of
curves with k nodes as trees with k + 1 vertices.
Purely topological arguments show the following
Lemma 2.13. Given a curve C
pi
−→ T in Mk0 where T is a connected
scheme, the curves of the fibers are of the same topological type.
So we can give the following:
Definition 2.14. For each tree Γ with k + 1 vertices we define MΓ0 as
the full subcategory of Mk0 whose objects are curves C
pi
−→ T such that
on each connected component of T we have curves of topological type
Γ.
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For each Γ, MΓ0 is an open (and closed) substack of M
k
0 and we can
consequently write
M
k
0 =
∐
Γ
M
Γ
0
where Γ varies among trees with k + 1 vertices.
2.3. Description of particular strata. From now on we focus on
graphs (and curves) with maximal multiplicity equal to 3.
Lemma 2.15. Let Γ be a graph with maximal multiplicity equal to 3
and C an isomorphic class of curves of topological type Γ, then we have
the equivalence
M
Γ
0 ≃ BAut(C). (4)
Proof. From Remark (2.12) we have that all curves of the same topo-
logical type Γ are isomorphic. 
We have a canonical surjective morphism
Aut(C)
g
−→ Aut(Γ)
which sends each automorphism to the induced graph automorphism.
Proposition 2.16. There is a (not canonical) section s of g
Aut(C)
g
// Aut(Γ)
s
oo
Proof. Let us fix coordinates [X, Y ] on each component of C such that
• on components with one node the point [1, 0] is the node,
• on components with two nodes the points [0, 1] and [1, 0] are
the nodes,
• on components with three nodes the points [0, 1], [1, 1] and [1, 0]
are the nodes.
Let us define on each component
0 := [0, 1] 1 := [1, 1] ∞ := [1, 0]
In order to describe the section s, let us notice that, given an element
h of Aut(Γ), there exists a unique automorphism γ of C such that:
• γ permutes components of C by following the permutation of
vertices given by h
• on components with one node, γ makes correspond the points
0, 1
• on components with two nodes, γ makes correspond the point
1.

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Proposition 2.17. We have
Aut(C) ∼= Aut(Γ)⋉
(
(Gm)
∆2 × E∆1
)
.
where E is the subgroup of PGL2 that fixes∞ and Gm the multiplicative
group of the base field.
Proof. Let us consider the normal subgroup g−1(id) of automorphisms
of C which do not permute components. It is the direct product of
groups of automorphisms of each component that fixes nodes.
On components with one node the group of automorphisms is the sub-
group E of PGL2 that fixes ∞. E can be described as the semidirect
product of Gm and Ga (the additive group of the base field), moreover,
having fixed coordinates, we can have an explicit split sequence
0 // Ga
ϕ
// E
ρ
// Gm
ψ
oo
// 1.
On components of two nodes we have that the group of automorphisms
is Gm.
At last only identity fixes three points in P1Ω. So we can conclude that
g−1(id) = E∆1 ×G∆2
m
and we have a (not canonical) injection
E∆1 ×G∆2
m
→ Aut(C)
Then Aut(C) is the semi-direct product given by the exact sequence
1 // G∆2
m
× E∆1 // Aut(C) // Aut(Γ)
oo
// 1 (5)
and we write it as
Aut(Γ)⋉ (Gm)
∆2 × E∆1.

So we can explicit
M
Γ
0 = B
(
Aut(Γ)⋉ (Gm)
∆2 ×E∆1
)
. (6)
2.4. Dualizing and normal bundles. In this section we briefly give
the description of basic bundles over M0 and its strata M
k
0. In partic-
ular we point out their restriction to M≤30 .
The dualizing bundle. On M0 we consider the universal curve C
Π
−→
M
Γ
0 . defined in the following way:
Definition 2.18. Let C be the fibered category on SchC whose objects
are families C
pi
−→ T of M0 equipped with a section T
s
−→ C and whose
arrows are arrows in M0 which commute with sections.
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Let U → M0 be a smooth covering (M0 is an Artin stack) and let us
consider the following cartesian diagram
CU
✷Π

// C
Π

U //M0
Definition 2.19. We define the relative dualizing sheaf ω0 of C
Π
−→M0
as the dualizing sheaf ωCU/U on CU .
This is a good definition because for each curve C
pi
−→ T in M0 there
is the dualizing sheaf ωC/T and its formation commutes with the base
change.
For each curve C
pi
−→ T in M≤k0 we have the push forward pi∗ω
∨
C/T . If
we wish to have a well defined push forward of (ω0)
∨ we need to prove
that for each curve in M≤k0 the sheaf pi∗ω
∨
C/T is locally free of constant
rank and it respects the base change. We can do it when k is 3. In
particular we have the following
Proposition 2.20. Let C
pi
−→ T be a curve in M≤30 . Then pi∗ω
∨
C/T is
a locally free sheaf of rank 3 and its formation commutes with base
change.
Proof. First of all we prove that it is locally free and its formation
commutes with base change. It is enough to show that for every geo-
metric point t of T
H1(Ct, ω
∨
Ct/t) = 0.
From Serre duality
H1(Ct, ω
∨
Ct/t) = H
0(Ct, ω
⊗2
Ct/t
)∨.
When the fiber is isomorphic to P1 we have
ω⊗2Ct/t = (O(−2))
⊗2 = O(−4)
and we do not have global sections different from 0.
When Ct is singular we have that the restriction of ω
⊗2
Ct/t
to components
with a node is (O(−1))⊗2 = O(−2) and consequently the restriction of
sections to these components must be 0. The restriction to components
with two nodes is O(0) (so restriction of sections must be constant)
and restriction to components with three nodes is O(2) (in this case
the restriction of sections is a quadratic form on P1).
Given these conditions, global sections of ω⊗2Ct/t on curves with at most
three nodes (as they have to agree on the nodes) must be zero.
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Similarly we verify that h0(Ct, ω
∨
Ct/t
) = 3 and conclude by noting that
(pi∗(ω
∨
C/T ))t = H
0(Ct, ω
∨
Ct/t).

We notice that in M≤40 there are curves C
pi
−→ SpecΩ for which there
are global sections for ω⊗2C/SpecΩ. When we have a curve of topological
type
•
• • •
•
the restriction of global sections on the central component are quartic
forms on P1Ω which vanishes on four points, thus we have
H0(C, ω⊗2C/SpecΩ) = Ω.
In conclusion we have a well defined bundle Π∗ (ω0)
∨ on M≤30 and we
refer to it as the dualizing bundle of M≤30 .
The normal bundles. Given a tree Γ we consider the (local) regular
embedding (see Proposition 2.10)
M
Γ
0
in
−→M≤δ0
where δ is the number of edges in Γ. From [Kre] Section 5 we have
that there exists a relative tangent bundle Tin on M
Γ
0 which injects in
in∗(T
M
≤δ
0
).
Definition 2.21. Let us consider the following exact sequence of sheaves
0→ Tin → in
∗(T
M
≤δ
0
)→ in∗(T
M
≤δ
0
)/Tin → 0.
We define the normal bundle as the quotient sheaf on MΓ0
Nin := in
∗(T
M
≤δ
0
)/Tin
When Γ has maximal multiplicity at most 3, we can describe it as
the quotient of the space of first order deformations by Aut(C) in the
following way. Let us consider the irreducible components CΓ of C.
The space of first order deformations near a node P where two curves
Cα and Cβ meet is (see [Ha-Mo] p. 100)
TP (Cα)⊗ TP (Cβ).
Consequently we have the following:
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Lemma 2.22. The space NΓ of first order deformations of C is⊕
P∈E(Γ)
TP (Cα)⊗ TP (Cβ).
On NΓ there is an action of Aut(C) which we will describe in Section
3.1.
2.5. Algebraic lemmas. Here we state and prove two algebraic lem-
mas for future reference.
The first one is Lemma 4.4 [Ve-Vi]:
Lemma 2.23. Let A,B and C be rings, f : B → A and g : B → C ring
homomorphism. Let us suppose that there exists an homomorphism of
abelian groups φ : A→ B such that the sequence
A
φ
−→ B
g
−→ C −→ 0
is exact; the composition f ◦ φ : A → A is multiplication by a central
element a ∈ A which is not a 0-divisor.
Then f and g induce an isomorphism of ring
(f, g) : B → A×A/(a) C,
where the homomorphism A
p
−→ A/(a) is the projection, while C
q
−→
A/(a) is induced by the isomorphism C ≃ B/ ker g and the homomor-
phism of rings f : B → A.
Proof. Owing to the fact that a is not a 0-divisor we immediately
have that φ is injective. Let us observe that the map (f, g) : B →
A×A/(a) C is well defined for universal property and for commutation
of the diagram:
B
g
//
f

C
q

A
p
// A/(a)
Now let us exhibit the inverse function A×A/(a)C
ρ
−→ B. Given (α, γ) ∈
A ×A/(a) C, let us chose an element β ∈ B such that g(β) = γ. By
definition of q we have that f(β)− α lives in the ideal (a) and so (it is
an hypothesis on f ◦ φ) there exists in A an element α˜ such that:
f(β)− α = f(φ(α˜))
from which:
f(β − φ(α˜)) = α
we define then ρ(α, γ) := β − φ(α˜). In order to verify that it is a good
definition, let us suppose that there exist an element β0 ∈ B such that
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(f, g)(β0) = 0, to be precise there exists an element α0 ∈ A such that:
φ(α0) = 0 and furthermore
0 = f(φ(α0)) = aα0
but we have that a is not a divisor by zero, so necessary we have α0 = 0
and β0 = 0. we conclude by noting that from the definition of ρ we
have immediately that it is an isomorphism. 
Remark 2.24. The Lemma 2.23 will be used for computing the Chow
ring of M≤k+10 when the rings A
∗[M≤k0 ] ⊗ Q and A
∗[Mk+10 ] ⊗ Q are
known. As a matter of fact, given an Artin stack X and a closed Artin
substack Y
i
−→ X of positive codimension, we have the exact sequence
of groups (see [Kre] Section 4)
A∗(Y)⊗Q
i∗−→ A∗(X)⊗Q
j∗
−→ A∗(U) −→ 0
By using the Self-intersection Formula, it follows that:
i∗i∗1 = i
∗[Y] = ctop(NY/X),
when ctop(NY/X) is not 0-divisor we can apply the Lemma.
We will also use the following algebraic Lemma:
Lemma 2.25. Given the morphisms
A1
p1
−→ A1 −→ B ←− A2
p2
←− A2
in the category of rings, where the maps p1 and p2 are quotient respec-
tively for ideals I1 and I2. Then it defines an isomorphism
A1 ×B A2 ∼=
A1 ×B A2
(I1, I2)
.
Proof. Let us consider the map
(p1, p2) : A1 ×B A2 → A1 ×B A2,
by surjectivity of p1 e p2 this map is surjective, while the kernel is the
ideal (I1, I2). 
3. Fundamental classes on M0
In this Section we work on a fixed tree Γ with maximal multiplicity k
and δ edges. We indicate with ∆1,∆2, . . . ,∆k the sets of vertices that
belongs respectively to one, two and three edges (and with δ1, δ2, . . . , δk
their cardinalities).
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3.1. Chow rings of strata. We restrict the universal curve C →M0
to MΓ0
CΓ
Π
−→MΓ0 .
and consider the normalization (see [Vis] Definition 1.18)
ĈΓ
N
−→ C .
Remark 3.1. Given a curve C
pi
−→ T in MΓ0 (that is to say a morphism
T
f
−→ MΓ0 ) we define Ĉ as T ×MΓ
0
ĈΓ0 . We have the following cartesian
diagram
Ĉ
✷
//
n

ĈΓ
N

C
✷pi

// C
Π

T
f
//MΓ0 .
We notice that when T is a reduced and irreducible scheme Ĉ
n
−→ C is
the normalization.
The map pin : Ĉ → T is proper as ΠN : CΓ → MΓ0 is. Then there
exists a finite covering T˜ −→ T (see [Knu] Chapter 5, Theorem 4.1)
such that we have the following commutative diagram
Ĉ
g














n

C
pi

T˜ // T
where the map g has connected fibers.
Definition 3.2. We define M˜Γ0 as the fibered category on SchC whose
objects are rational nodal curves C
pi
−→ T in MΓ0 equipped with an
isomorphism ϕ :
∐Γ T → T˜ over T and maps are morphisms in MΓ0
that preserve isomorphisms.
Straightforward arguments show the following
Lemma 3.3. The forgetful morphism
M˜
Γ
0 →M
Γ
0
is representable finite e´tale and surjective.
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We have a more explicit description of M˜Γ0 : if we call M
n
0,i the stack of
rational curves with n nodes and i sections, we can exhibit an equiva-
lence
M˜
Γ
0
∼=
∏
α∈Γ
(M00,e(α)) (7)
where, for each α ∈ Γ, e(α). The proof of this is straightforward,
anyway in the following we assume that the maximal multiplicity k of
Γ is at most 3. In this case, as we have seen in Section 2.3:
M
Γ
0 = BAut(C)
where Aut(C) is the group Aut(Γ) ⋉
(
E∆1 ×G∆2
m
)
. Let us call σ the
order of AutΓ.
The e´tale covering of degree σ
M˜
Γ
0
φ
−→ MΓ0
becomes
BH
φ
−→ BAut(C)
where H is the group E∆1 ×G∆2
m
.
In order to compute the Chow ring on each stratum we only need
equivariant intersection theory.
Proposition 3.4. Let Γ be a tree of maximal multiplicity at most 3
and let C be the unique isomorphism class of curves of topological type
Γ. Let us fix on C coordinates as in the proof of Proposition 2.16.
Then the Chow ring A∗(MΓ0 ) is
A∗Aut(C) ⊗Q
∼= (Q[t∆1 , r∆2])
Aut(Γ)
where the action of an element g ∈ Aut(Γ) on Q[x∆1 , y∆2] is the obvious
permutation on the ∆1 ∪ ∆2 variables together with multiplication by
(-1) of r-variables corresponding to components of which g exchanges
0 and ∞.
Proof. The group E∆1 ×G∆2
m
is a normal subgroup of Aut(C).
So we can apply the following
Lemma 3.5. [Vez] Given an exact sequence of algebraic groups over
C
1 // H
φ
// G
ψ
// F // 1.
with F finite and H normal in G, we have
A∗G ⊗Q
∼= (A∗H ⊗Q)
F
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and conclude that
A∗Aut(C) ⊗Q
∼= (A∗E∆1×(Gm)∆2 ⊗Q)
Aut(Γ)
So we have reduced to compute A∗
E∆1×(Gm)∆2
and the action of Aut(Γ)
on it.
Claim 3.6. The ring A∗
E∆1×(Gm)∆2
⊗Q is Q[x∆1 , y∆2], that is to say it
is algebraically generated by ∆1 ∪∆2 independent generators of degree
1.
We use the following fact ([Vez] Proposition 2.8):
Lemma 3.7. For every linear algebraic group G, we have
A∗G×Gm
∼= A∗G ⊗Z A
∗
Gm
.
By recalling that A∗Gm ⊗ Q is isomorphic to Q[r], where r is an order
one class, we have
A∗E∆1×(Gm)∆2 ⊗Q
∼= A∗E∆1 ⊗Q Q[y∆2].
Using the fact that the group E is the semidirect product
0 // Ga
ϕ
// E
ρ
// Gm
ψ
oo
// 1,
we can explicit that
A∗E∆1 ⊗Q
∼= Q[x∆1 ].
Now we describe the action of Aut(Γ) on
A∗
E∆1×G
∆2
m
∼= Q[x∆1 , y∆2].
In order to do this we need a more explicit description of the classes
x∆1 , y∆2 through the equivalence (7)
(M00,1)
∆1 × (M00,2)
∆2 × (M00,3)
∆3 ∼= M˜Γ0 .
Since M00,3 ≃ SpecC we have
(M00,1)
∆1 × (M00,2)
∆2 φ−→ MΓ0 .
Moreover we have
M00,1 ≃ BE
M00,2 ≃ BGm.
Let α be a vertex of Γ such that e(α) = 1 or 2. On the component
M00,e(α) let us consider the universal curve
C
α eΠ−→M00,e(α).
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On P1C we fix coordinates and we define the points
z∞ := [1, 0]
z0 := [0, 1]
We can write
• Cα ≃ [P1C/E] when e(α) = 1
• Cα ≃ [P1C/Gm] when e(α) = 2
Let us consider on P1C the linear bundles O(z∞) and O(z0). We have
a natural action of Gm on global sections of both of them induced by
the action of Gm (that, we recall, fixes z∞ and z0) on P
1
C. Similarly
we have an action of the group E on global sections of O(z∞). When
e(α) = 1 set
ψ1∞,α := c
E
1 (H
0(O(z∞),P
1
C));
while, if e(α) = 2 set
ψ2∞,α := c
Gm
1 (H
0(O(z∞),P
1
C))
ψ20,α := c
Gm
1 (H
0(O(z0),P
1
C)).
Clearly, when e(α) = 2, we have
ψ2∞,α + ψ
2
0,α = 0
Now we define
tα := ψ
1
∞,α when e(α) = 1
rα := ψ
2
∞,α when e(α) = 2
We can write for each α such that e(α) = 2
rα =
ψ2∞,α − ψ
2
0,α
2
.
Clearly all the classes t∆1 and r∆2 are of order one and indepen-
dent. From what we have seen above these classes generates the ring
A∗(M˜Γ0 )⊗Q and we have
A∗(M˜Γ0 )⊗Q ≃ Q[t∆1 , r∆2].
Now we can describe the action of AutΓ on Q[t∆1 , r∆2]. An element
g ∈ Aut(Γ) acts on C with a permutation g1 on the components with
one node and a permutation g2 of components with two nodes. As we
have chosen coordinates on C0 such that ∞ corresponds to the node
of the terminal components, we make g1 act directly to the set {t∆1}.
We make g2 act similarly on the set {r∆2} but we have in addition to
consider the sign, that is to say that when g2 sends a vertex P of Γ to
another vertex β (such that e(α) = e(β) = 2), we have two possibilities
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• the automorphism g exchange coordinates 0 and ∞ and so we
have
g(rα) = g
(
ψ2∞,α − ψ
2
0,α
2
)
=
ψ20,β − ψ
2
∞,β
2
= −rβ
• the automorphism g sends 0 in 0 and ∞ in ∞; in this case we
have
g(rα) = rβ.

Definition 3.8. We define γi as the class in A
∗(M≤i0 ) of M
i
0. We will
indicate with γi ∈ A
∗(M0) also the class of the closure of M
i
0 in M0.
Similarly we define γΓ as the class of the closure of M
Γ
0 in M0.
Proposition 3.9. Let Γ be a tree of maximal multiplicity at most three
(except the single point) and C be the curve of topological type Γ. Let
us consider the e´tale covering
M˜
Γ
0
φ
−→MΓ0
Let CΓ be the components of C (which we see as vertex of Γ). Let E(Γ)
be the set of edges. If (α, β) ∈ E(Γ) we call zαβ the common point of
Cα and Cβ. Then, by following notation of Proposition 3.4, we have
φ∗γΓ =
∏
(α,β)∈E(Γ)
(
ψ
e(α)
zαβ |α,α
+ ψ
e(α)
zαβ |β ,β
)
.
In particular the classes of each stratum of M≤30 after fixing coordinates
on C and ordering components of ∆1 and ∆2, are:
Graph (Γ) class of stratum φ∗γΓ
• • t1 + t2
• • • (t1 − r1)(t2 + r1)
• • • • (t1 − r1)(r1 + r2)(t2 − r2)
•
•
nn
nn
nn
n
PP
PP
PP
P
• •
t1t2t3
Proof. For every tree Γ of maximal multiplicity at most three (except
the single point), let us consider the regular embedding
M
Γ
0 = BAut(C)
in
−→M≤δ0
where δ is the number of edges of Γ.
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Let us consider the normal bundle
NΓ := NMΓ
0
/M≤δ
0
.
As we have recalled in Section 2.4 we have that NΓ = defΓ is the space
of first order deformations of MΓ0⊕
(α,β)∈E(Γ)
Tzαβ(Cα)⊗ Tzαβ(Cβ).
As usual let us consider the e´tale covering
M˜
Γ
0
φ
−→MΓ0
BH → B(Aut(Γ)⋉H)
and set N˜Γ = φ
∗NΓ. We notice that, given coordinates as in Section
2.1, the point zαβ on each component Cα (which we call zαβ |α) is 0, 1
or ∞.
By using notation of Proposition 3.4 we have on M˜Γ0
cGα1 (Tzαβ(Cα)) = ψ
e(α)
zαβ |α,α
where Gα = E if e(α) = 1, Gα = Gm if e(α) = 2 and Gα = id if
e(α) = 3 Notice that cGα1 (Tzαβ is zero when e(α) = 3, consequently
cHtop(N˜Γ) =
∏
(α,β)∈E(Γ)
(
ψ
e(α)
zαβ |α,α
+ ψ
e(β)
zαβ |β ,β
)
.
We have the following relation in A∗(MΓ0 )
in∗in∗[M
Γ
0 ] = c
H
top(NΓ) ∩ [M
Γ
0 ]. (8)
and so
φ∗γΓ = c
H
top(N˜Γ)

Remark 3.10. Given a choice of coordinates the class φ∗γΓ is invariant
for the action of Aut(Γ) given in Proposition 3.4, so we actually can
see it as the class γΓ in M
Γ
0 .
Moreover we have shown that these classes are not 0-divisor in A∗(MΓ0 )
for each Γ corresponding to a stratum in M≤30 , so we can apply Lemma
2.23.
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This fails if we consider more than four nodes. For example if we
consider the following graph Γ
• •
• •
• •
we have φ∗γΓ = 0.
For future reference we can now state the following
Proposition 3.11. The Chow ring A∗(M≤30 )⊗Q injects into the prod-
uct of A∗(MΓ0 )⊗Q over trees with at most three edges.
Proof. From Proposition 3.9 and Remark (3.10), we have, for each
δ ≤ 3, the following exact sequence of additive groups
0→ A∗(Mδ0)⊗Q
iδ∗−→ A∗(M≤δ0 )⊗Q
j∗δ
−→ A∗(M
≤(δ−1)
0 )
where
iδ : Mδ0 →M
≤δ
0
jδ : M
≤(δ−1)
0 →M
≤δ
0
are the natural closed embeddings.
Let us consider the morphism
A∗(M≤30 )⊗Q
ψ
−→
3∏
δ=0
A∗(Mδ0)⊗Q
as the product of the maps i3∗, i2∗j3∗, i1∗j2∗j3∗ and j1∗j2∗j3∗. Let a
be an element of A∗(M≤30 ) ⊗ Q different from zero. If ψ(a) is zero
then it cannot be in the image of i3∗ consequently j
3∗(a) ∈ A∗(M≤20 )
is different from zero. We can continue till we obtain that j1∗j2∗j3∗ is
different from zero: absurd. 
3.2. Restriction of classes to strata. Let us consider two trees Γ
and Γ′ with maximal multiplicity at most 3 and number of edges re-
spectively equal to δ and δ′.
Definition 3.12. Given two graphs as above we call an ordered de-
formation of Γ into Γ′ any surjective map of vertices d : Γ′ → Γ such
that
(1) for each P,Q ∈ Γ′ we have d(P ) = d(Q) = A ∈ Γ′ only if for
each R in the connected path from P to Q we have d(R) = A;
(2) for each edge (P,Q) ∈ Γ′ such that d(P ) 6= d(Q) there must be
an edge in Γ between d(P ) and d(Q).
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We denote by defo(Γ,Γ
′) the set of deformations.
Example 3.13. Let Γ and Γ′ be the following graphs
•
A
•
B
•
P
TTT
TTT
T
•
R
•
S
•
T
•
Q
jjjjjjj
we have the following 8 ordered deformations
1)(P,R, S, T ) 7→ A Q 7→ B 5)Q 7→ A (P,R, S, T ) 7→ B
2)(Q,R, S, T ) 7→ A P 7→ B 6)P 7→ A (Q,R, S, T ) 7→ B
3)(P,Q,R) 7→ A (S, T ) 7→ B 7)(S, T ) 7→ A (P,Q,R) 7→ B
4)(P,Q,R, S) 7→ A T 7→ B 8)T 7→ A (P,Q,R, S) 7→ B
There exist two different equivalence relations in defo(Γ,Γ
′). We say
that two elements d1, d2 are in ∼Γ if there exists a γ ∈ Aut(Γ) such
that d2 = γd1. Similarly we say that two elements d1, d2 are in ∼Γ′ if
there exists a γ′ ∈ Aut(Γ′) such that d2 = d1γ
′.
Definition 3.14. We call Γ−deformations (or simply deformations)
from Γ to Γ′ the set
defΓ(Γ,Γ
′) := defo(Γ,Γ
′)/ ∼Γ .
We call Γ′−deformations from Γ to Γ′ the set
defΓ′(Γ,Γ
′) := defo(Γ,Γ
′)/ ∼Γ′ .
In the above example we can take as representatives of Γ−deformations
the first 4 ordered deformations. On the other hand we have 1 ∼Γ′ 2
and 5 ∼Γ′ 6.
Topological arguments let us state the following
Proposition 3.15. Let C
pi
−→ T be a family of rational nodal curves
over an irreducible scheme T . Suppose further that the generic fiber has
topological type Γ, then there exists a fiber of topological type Γ̂ only if
there exists an ordered deformation of Γ into Γ̂.
Now let us consider the e´tale map
M˜
Γ
0
φ
−→MΓ0 .
We have given above a description of A∗M0 as the subring of poly-
nomials of A∗(M˜Γ0 ) in the classes (corresponding to sections of M˜
Γ
0 )
t1, . . . , tδ1 , r1, . . . , rδ2 invariant for the action of Aut(Γ).
We call M0,i the stack of rational nodal curves with i sections. Let(
M˜
Γ
0
)≤δ′−δ
be the substack of
(M0,1)
∆1 × (M0,2)
∆2 × (M0,3)
∆3
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whose fibers have at most δ′− δ nodes (the sum of nodes is taken over
all the connected components). Polynomials in Q[t1, . . . , tδ1 , r1, . . . , rδ2]
has a natural extension to
(
M˜
Γ
0
)≤δ′−δ
. Let us fix one of such polyno-
mials a which are invariants for the action of AutΓ.
The e´tale covering
M˜
Γ
0
φ
−→MΓ0
is obtained by gluing sections in a way which depends on Γ.
By gluing sections in the same way we obtain a functor(
M˜
Γ
0
)≤δ′−δ Π
−→Mδ
′
0 .
Corollary 3.16. With the above notation we have that the closure M
Γ
0
of MΓ0 in M
≤δ′
0 is
Π
((
M˜
Γ
0
)≤δ′−δ)
.
Proof. From Proposition 3.15 we have
M
Γ
0 ⊆ Π
((
M˜
Γ
0
)≤δ′−δ)
.
On the other hand let CΩ
pi
−→ SpecΩ be the image in Mδ
′
0 of a geometric
point of
(
M˜
Γ
0
)≤δ′−δ
. The dual graph ΓΩ of CΩ is a deformation of Γ.
In order to show that CΩ
pi
−→ SpecΩ is a geometric point of M
Γ
0 , we fix
a deformation d : ΓΩ → Γ. For each vertex A of Γ, the set d
−1(A) is a
subtree of ΓΩ. We can give a deformation CA
pi
−→ T of CΩ such that the
generic fiber is P1. Furthermore we can define on CA
pi
−→ T a family of
E(A) that respect d. At last we glue all CA along sections and obtain
a deformation C
pi
−→ T of CΩ
pi
−→ SpecΩ in M
Γ
0 (SpecΩ). 
Definition 3.17. We call the image of Π:
M
def(Γ,δ′)
0 := Π
((
M˜
Γ
0
)≤δ′−δ)
⊂M≤δ
′
0 .
Proposition 3.18. The map
Π :
(
M˜
Γ
0
)δ′−δ
→M≤δ
′
0
is finite.
Proof. (sketch) We have to prove that Π is representable, with finite
fibers and proper. The not trivial property to verify is properness. We
can prove it through the valutative criterion (see [Hrt] p.101). 
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Therefore the map Π is finite hence projective, so we have the push-
forward [Kre]
Π∗ : A
∗
((
M˜
Γ
0
)δ′−δ)
→ A∗
(
M
def(Γ,δ′)
0
)
Definition 3.19. Let Γ be a tree with maximal multiplicity ≤ 3 and
Γ′ a deformation of Γ (with maximal multiplicity ≤ 3) with δ′ edges.
Let a be a class in A∗(MΓ0 )⊗ Q and a˜ its δ
′-lifting. With reference to
the cartesian diagram
M
Γ′
0 ×Mδ′
0
(
M˜
Γ
0
)δ′−δ
✷
pr2
//
pr1

(
M˜
Γ
0
)≤δ′−δ
Π

M
Γ′
0
in
//
M
≤δ′
0
we define
Ψ(Γ,Γ′) := MΓ
′
0 ×Mδ′
0
(
M˜
Γ
0
)δ′−δ
.
Topological arguments show the following
Proposition 3.20. Ψ(Γ,Γ′) is a disjoint union of components that we
write as
Ψ(Γ,Γ′) =:
∐
ξ∈def
Γ′(Γ,Γ
′)
Ψ(Γ,Γ′)ξ
where the union is taken over the set of ordered deformations up to
∼Γ′.
Example 3.21.
Let Γ and Γ′ be the graphs of the Example 3.13. We have δ′ − δ = 3
and
M˜
Γ
0 = M
0
0,1 ×M
0
0,1
with a double covering
M˜
Γ
0
φ
−→MΓ0 .
Clearly Ψ(Γ,Γ′) is an inclusion of components in∐
i,j:i+j=3
(
Mi0,1 ×M
j
0,1
)
(9)
We have that Ψ(Γ,Γ′) has 6 components which corresponds to defor-
mations (enumerated in Example 3.13) up to ∼Γ′ , with the following
inclusions:
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• deformation 1 (which is Γ′-equivalent to 2) and 4 correspond to
two connected components of M30,1 ×M
0
0,1
• deformation 3 corresponds to a connected component of M20,1×
M10,1
• deformation 7 corresponds to a connected components ofM10,1×
M20,1
• deformation 5 (which is Γ′-equivalent to 6) and 8 corresponds
to two connected components of M00,1 ×M
3
0,1
Definition 3.22. Let us consider a class a in A∗(MΓ0 ) ⊗ Q. With
reference to the e´tale covering
M˜
Γ
0
φ
−→MΓ0
we define the lifting of a
a˜ :=
φ∗a
σ
∈ A∗(M˜Γ0 )⊗Q,
this means that φ∗(a˜) = a. Since a˜ can be written as a polynomial in
the classes ψ defined in Proposition 3.4 that depends only on Γ, it has
a natural extension to A∗
((
M˜
Γ
0
)δ′−δ)
⊗Q that we call δ′-lifting of a
and we still write a˜.
For every ξ ∈ defΓ′(Γ,Γ
′) we have the related commutative diagram
Ψ(Γ,Γ′)ξ
prξ
2
//
prξ
1

(
M˜
Γ
0
)≤δ′−δ
Π

M
Γ′
0
in
//
M
≤δ′
0
The map prξ2 is a closed immersion of codimension δ
′ − δ. Let us still
call a˜ the pullback of the polynomial a˜ through prξ2. By the excess
intersection formula (Section 6.3 [?, ?, ful] similar arguments show it
for algebraic stacks) we have
in!(a˜) =
∑
ξ∈def
Γ′(Γ,Γ
′)
(a˜ · ctop[N
ξ]).
where Nξ := (prξ∗1 Nin)/Nprξ
2
.
For each ξ ∈ defΓ′(Γ,Γ
′) we have an e´tale covering
fξ : M˜
Γ′ → Ψ(Γ,Γ′)ξ
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that glue along sections.
For every ξ ∈ defΓ′(Γ,Γ
′) let us call σ′ξ the degree of pr
ξ
1.
We have the following commutative diagram
M˜
Γ′
0
fξ
//
φ′ !!C
CC
CC
CC
C
Ψ(Γ,Γ′)ξ
prξ
1zzvv
vv
vv
vv
v
M
Γ′
0
from which we have
ordφ′ = ordfξ · ordσ
′
ξ.
Remark 3.23. The order of fξ is the number of g ∈ Aut(Γ
′) such
that for each deformation d associated to ξ the deformation d ◦ g is
Γ′-equivalent to d.
We want to explicit φ′∗pr1∗in
!(a˜) in A∗(M˜Γ
′
0 )⊗ Q: being invariant for
the action of Aut(Γ′) we can see it as a class in MΓ
′
0 which is the
restriction of the extension of the class a ∈ A∗
(
M
Γ
0
)
⊗Q.
Proposition 3.24. We have
φ′
∗
pr1∗in
!(a˜) =
∑
ξ∈def
Γ′(Γ,Γ
′)
σ′ξf
∗
ξ (a˜) · ctop(N˜
ξ)
where
N˜ξ := f ∗ξN
ξ.
Proof. Putting together all the above remarks and definitions we have
φ′
∗
pr1∗in
!(a˜) = φ′
∗
pr1∗
∑
ξ∈def
Γ′(Γ,Γ
′)
(a˜ · ctop[N
ξ])
= φ′
∗
∑
ξ∈def
Γ′(Γ,Γ
′)
prξ1∗(a˜ · ctop[N
ξ])
=
∑
ξ∈def
Γ′(Γ,Γ
′)
f ∗ξ pr
ξ∗
1 pr
ξ
1∗(a˜ · ctop[N
ξ])
=
∑
ξ∈def
Γ′(Γ,Γ
′)
σ′ξf
∗
ξ (a˜) · ctop(N˜
ξ)

We explicit now the computation of classes corresponding to strata.
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Proposition 3.25. Given a tree Γ with maximal multiplicity ≤ 3, let
γΓ be the class of M
Γ
0 in M0 and let Γ
′ be another tree with maximal
multiplicity ≤ 3.
If Γ′ is a deformation of Γ, then the restriction of γΓ to A
∗
(
M
Γ′
)
⊗Q
is (following the above notation)∑
ξ∈def
Γ′(Γ,Γ
′)
σ′ξ
σ
ctop(N˜
ξ).
If Γ′ is not a deformation of Γ then the restriction is 0.
Proof. In case Γ′ is a deformation of Γ, the polynomial a of Proposition
(3.24) is 1, consequently a˜ is 1/σ. With reference to the e´tale covering
M˜
Γ′
0
φ
−→ MΓ
′
0 and the inclusion M
Γ′
0
in
−→ Mδ
′
0 , from Proposition 3.24 we
obtain ∑
ξ∈def
Γ′(Γ,Γ
′)
σ′ξ
σ
ctop(N˜
ξ).
If Γ′ is not a deformation of Γ then using Corollary 3.16 and basic
topological arguments, we have that MΓ
′
0 does not intersect the closure
of MΓ0 in M0, so the restriction of the class must be 0. 
Remark 3.26. For each ξ ∈ defΓ′(Γ,Γ
′), we have an exact sequence of
sheaves
0→ f ∗ξNprξ
2
→ φ′
∗
Nin → N˜
ξ → 0.
We have seen in Proposition 3.9 how to compute ctop(φ
′∗Nin), simi-
larly we can compute ctop(f
∗
ξNprξ
2
) and finally we consider the following
relation (that follows from the exact sequence)
ctop(φ
′∗Nin) = ctop(f
∗
ξNprξ
2
) · ctop(N˜
ξ).
We carry on the calculation for trees with at most three nodes in the
last Section.
3.3. Mumford classes. Given a tree Γ with at most four vertices, we
have the restriction of the dualizing sheaf ω0 := ωC/M0 on the universal
curve CΓ of MΓ0 (see Section 2.4). We call ω
Γ
0 := ωCΓ/MΓ
0
its restriction.
We consider two kinds of classes on A∗Aut(C0) induced by the sheaf ω
Γ
0 :
(1) the pushforward of polynomials of the Chern class K := c1(ω
Γ
0 );
(2) the Chern classes of the pushforward of ω0.
The first kind will give us the equivalent of Mumford classes, but on
M
≤3
0 we can only define classes of the second type (see Section 2.4).
The aim of this section is to compute classes of the first kind for Γ with
at most three nodes and to describe them as polynomials in classes of
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the second kind. If this description is independent from the graph Γ
then we can define them as elements of A∗(M≤30 ).
First of all we define on CΓ and MΓ0 the following classes
K := c1(ω
Γ
0 ) ∈ A
1(CΓ),
ki := Π∗(K
i+1) ∈ Ai(MΓ0 ).
Such classes ki (introduced in [Mum2] for the moduli spaces of stable
curves) are called Mumford classes.
Mumford classes on M00
The stack M00 is BPGl2.
Let us consider the universal curve
[P1C/PGl2]
Π
−→ BPGl2.
We call Π the induced map P1C → SpecC and ω
0
0 a lifting of ω
0
0 on P
1
C.
We notice that (ω00)
∨
= TΠ (TΠ is the relative tangent bundle along Π),
we set
K := cPGl21 (TΠ) = −c
PGl2
1 (ω
0
0).
Furthermore Π∗(TΠ) = H
0(P1C, TΠ) = sl2 seen as adjoint representation
of PGl2.
By applying the equivariant Grothendieck-Riemann-Roch Theorem we
obtain
ch(Π∗(ω
∨
0 )) = Π∗(Td(TΠ)ch(ω
∨
0 ))
chPGl2(sl2) = Π∗(Td
PGl2(TΠ)ch
PGl2(TΠ))
3− cPGl22 (sl2) = Π∗
[(
e−(K)
)( −K
1− eK
)]
By applying GRR to the trivial linear bundle we obtain:
1 = Π∗
[
−K
1− eK
]
If we subtract the second equation from the first, we obtain
2− cPGl22 (sl2) = Π∗
[(
1− eK
eK
)(
−K
1− eK
)]
= Π∗
[
−Ke−K
]
,
from which we get the following
Proposition 3.27. On M00 we have
k0 = −2, k2 = 2c
PGl2
2 (sl2), k1 = k3 = 0.
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Mumford classes on strata of singular curves
Now let us consider the following cartesian diagram (see Section 3.1)
[
δ+1∐
P1C/H ]
✷
eF
  
ξ
//
eN

ĈΓ
F

N

[C0/H ]
✷eΠ

// CΓ
Π

BH
φ
// BAut(C0)
(10)
where N : ĈΓ → CΓ is the normalization of CΓ described in Section 2.4.
In the following we call ω˜Γ0 the sheaf
ξ∗N∗(ωΓ0 ).
and K˜ := c1(ω0).
Proposition 3.28. Using the above notation, the Mumford classes ki ∈
Ai(BF ⋉H)⊗Q are described by the following relation
φ∗F˜∗(K˜
i+1) = σki,
Proof. Let us fix an index i ∈ N. Since the map N is finite and
generically of degree 1 we have N∗N
∗ = id therefore ki := Π∗K
i+1 =
Π∗(N∗N
∗)Ki+1 = F∗(N
∗Ki+1), since F is projective and φ is e´tale we
can apply the projection formula and obtain
φ∗F∗(N
∗Ki+1) = F˜∗ξ
∗(N∗Ki+1).
Furthermore the map N ◦ ξ is finite and so
ξ∗N∗c1(ω
Γ
0 )
i+1 = c1(ξ
∗N∗(ωΓ0 ))
i+1 = K˜i+1.
We conclude by noting that φ∗φ
∗ is multiplication by σ. 
Proposition 3.29. Following notation of Proposition 3.9 and order
elements of ∆1 from 1 to δ1, we have
km = −φ∗
tm1 + · · ·+ t
m
δ1
σ
. (11)
Proof. From Proposition 3.28, we have reduced the problem to com-
puting K˜ and then writing pushforward along F˜ . With respect to each
component of the stack
ĈΓ =
δ+1∐
[P1C/Aut(C0)]
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we fix coordinates on P1C which are compatible with coordinates chosen
on C. By forgetting the action of Aut(Γ) we keep the same system of
coordinates on
δ+1∐
P1C when we consider
δ+1∐
[P1C/H ].
Giving a bundle on a quotient stack [X/G] is equivalent to giving a
bundle U → X equivariant for the action of G. By abuse of notation
we still call ω˜Γ0 any lifting of ω˜
Γ
0 on
δ+1∐
P1C.
In order to make computations we need to render explicit the action of
H := E∆1 ×G∆2
m
on
F˜∗(ω˜0) = H
0
(
δ+1∐
P1C, ω˜
Γ
0
)
.
Set ∆ := ∆1 ∪ ∆2, from the inclusion Gm → E we have a cartesian
diagram of stacks
B(Gm)
∆
✷
φ
//
Ψ

B(Aut(Γ)⋉ (Gm)
∆)
Ψ

BH
φ
// BAut(C0)
Roughly speaking we can say that we obtain the stacks in the top row
by fixing the point 0 on components with a node. The functor Ψ forgets
these points. We have the following ring isomorphisms
A∗H
Ψ∗
−→ A∗(Gm)∆
A∗Aut(C0)
Ψ∗
−→ A∗Aut(Γ)⋉(Gm)∆ .
We have defined the classes t∆1 , r∆2 in A
∗
H . By using the same notation
of Section 3.1, the map Ψ∗ is the identity on r∆2 . For each vertex P in Γ
such that e(P ) = 1 the map Ψ∗ sends tP to c
Gm
1 (H
0(P1C,O(z∞))) of the
same component, which we still call tP . Consequently, with reference
to the following diagram
[
∆∐
P1C/(Gm)
∆]
eF

B(Gm)
∆
φ
// B(Aut(Γ)⋉ (Gm)
∆)
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we have reduced the problem to consider the action of (Gm)
∆ on
F˜∗(ω˜
Γ
0 ) = H
0
(
∆∐
P1C, ω˜
Γ
0
)
where, again with abuse of notation, we call ω˜Γ0 the sheaf Ψ
∗(ω˜Γ0 ).
The map F˜ is the union of maps
F˜P := [P
1
C/(Gm)
∆]→ B(Gm)
∆
where only the component of (Gm)
∆ corresponding to P ∈ ∆ does not
acts trivially on P1C and the action is
γ : Gm × P
1
C → P
1
C
(λ, [X0, X1]) 7→ [X0, λX1].
Set
P0 := [0, 1], P1 := [1, 1], P∞ := [1, 0].
We have that F := (ω˜0)
∨ is the sheaf on
∆∐
P1C such that restricted:
• to the components with one node it is FP := (ω ⊗ O(z∞))
∨
• to the components with two nodes it is FP := (ω⊗O(z∞+z0))
∨
• to the components with three nodes it is FP := (ω ⊗ O(z∞ +
z0 + z1))
∨
where ω is the canonical bundle on P1C.
In the following, Chern classes will be equivariant for the action of Gm.
For each P ∈ ∆ let us indicate with KP the class c
Gm
1 (ω) ∈ A
1
Gm
(P1C)
on each component, with RP the class c
Gm
1 (O(z∞)) ∈ A
1
Gm
(P1C), and
with QP the class c
Gm
1 (O(P0)) ∈ A
1
Gm
(P1C).
We have
cGm1 (F∆1) = −K∆1 − R∆1
cGm1 (F∆2) = −K∆2 − R∆2 −Q∆2 .
In order to determine Mumford classes it is then necessary to compute
the pushforward classes
F˜∆1∗(−K∆1 −R∆1)
h and
F˜∆2∗(−K∆2 −R∆2 −Q∆2)
h
for every natural h.
Let us start with computing the push-forward along F˜∆ of every power
of K∆ = c
Gm
1 (ω).
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We have
F˜∆1∗(ω
∨) = H0(P1C, ω
∨).
Now it is necessary to determine the action of (Gm) on global sec-
tions of ω∨. Let z := X1/X0 be the local coordinate around z∞, the
global sections of ω∨ are generated as a vectorial space by ∂
∂z
, z ∂
∂z
, z2 ∂
∂z
.
Relatively to this basis, the action of Gm is given by
γ : Gm ×H
0(P1C, ω
∨) → H0(P1C, ω
∨)
(λ, a
∂
∂z
+ bz
∂
∂z
+ cz2
∂
∂z
) 7→ (aλ
∂
∂z
+ bz
∂
∂z
+ c
1
λ
z2
∂
∂z
)
the multiplicity of the action is therefore (1, 0,−1), so the Chern char-
acter of F˜∆∗(ω
∨) is et∆ + 1 + e−t∆ .
Let us observe that ω∨ is the tangent bundle relative to F˜∆, so by
applying the GRR Theorem we get
1 + et∆ + e−t∆ = F˜∆∗
[(
e−(K∆)
)( −K∆
1− eK∆
)]
By applying GRR to the trivial linear bundle we obtain:
1 = F˜∆∗
[
−K∆
1− eK∆
]
If we subtract the second equation from the first, we obtain
et∆ + e−t∆ = F˜∆∗
[(
1− eK∆
eK∆
)(
−K∆
1− eK∆
)]
= F˜∆∗
[
−K∆e
−K∆
]
,
from this, by distinguishing between even and odd cases, it follows that
F˜∆∗K
2h
∆ = 0
F˜∆∗K
2h+1
∆ = −2t
2h
∆
Let us notice that there exist two equivariant sections of F˜∆ given by
the fixed points z0 and z∞, that we will call respectively s0 and s∞
B(Gm)
∆
s0
//
s∞
// [P1C/(Gm)
∆]
From the self intersection formula we have
s∗0(Q∆) = −t∆, s
∗
0(R∆) = 0, s
∗
0(K∆) = t∆
s∗∞(Q∆) = 0, s
∗
∞(R∆) = t∆, s
∗
∞(K∆) = −t∆;
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then by applying the projection formula (see [Ful] p.34) for every cycle
D ∈ A∗(Gm)∆(P
1) we have
Q∆ ·D = s0∗(1) ·D = s0∗(s
∗
0D)
R∆ ·D = s∞∗(1) ·D = s∞∗(s
∗
∞D).
With reference to the previous relations, the Mumford classes are deter-
mined on every component (we separate between even and odd cases)
F˜∆∗(−K∆ −R∆)
2h = F˜∆∗ (K∆)
2h +
2h∑
a=1
(
2h
a
)
F˜∆∗(R
a
∆ ·K
2h−a
∆ )
=
2h∑
a=1
(
2h
a
)
(F˜∆∗s∞∗)s
∗
∞(R
a−1
∆ ·K
2h−a
∆ )
=
2h∑
a=1
(
2h
a
)
(−1)a−1t2h−1∆ = −t
2h−1
∆
and in a completely analogous way, we have the following relations
F˜∆1∗(−K∆1 − R∆1)
2h+1 = t2hi
F˜∆2∗(−K∆2 − R∆2 −Q∆2)
h = 0.
The last relation allows us to ignore components with two nodes. By
following the notation of Proposition 3.28 we notice that
F˜∗K˜
m+1 =
∑
P∈∆1
F˜P∗(−1)
m+1(−KP − RP )
m+1
and consequently, if we order elements of ∆1 from 1 to δ1, we have
km = −φ∗
tm1 + · · ·+ t
m
δ1
σ
. (12)

Definition of Mumford classes on M
≤3
0 Now we consider the uni-
versal curve
C
≤3 Π−→M≤30 .
We have seen in Section 2.4 that the pushforward Π∗
(
ω≤30
)∨
is a well
defined rank three vector bundle. Consequently from [Kre] Section 3.6
we have that ci(Π∗
(
ω≤30
)∨
) = 0 for i > 3. We fix the following notation
c1 := c1(Π∗
(
ω≤30
)∨
), c2 := c2(Π∗
(
ω≤30
)∨
), c3 := c3(Π∗
(
ω≤30
)∨
).
We still call c1, c2, c3 their restriction to each stratum of M
≤3
0 .
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Definition 3.30. We define in A∗(M≤30 ) Mumford classes k1, k2, k3 as
follows
k1 := −c1, k2 := 2c2 − c
2
1 , k3 := −c
3
1 + 3c1c2 − 3c3.
Remark 3.31. From Proposition 3.11, the Chow ring A∗(M≤30 ) ⊗ Q
injects into the product of A∗(MΓ0 ) ⊗ Q over trees with at most three
edges. Consequently in order to verify that the above is a good defini-
tion we only need to prove that the restrictions of Mumford classes to
each stratum are the given polynomials.
Proposition 3.32. Let Γ be a tree with at most three edges. Set
c1(Γ) := c1(Π∗
(
ωΓ0
)∨
), c2(Γ) := c2(Π∗
(
ωΓ0
)∨
), c3(Γ) := c3(Π∗
(
ωΓ0
)∨
).
and
n1(Γ) := c1(Γ), n2(Γ) := c
2
1(Γ)− 2c2(Γ),
n3(Γ) := c
3
1(Γ)− 3c1(Γ)c2(Γ) + 3c3(Γ).
Then we have
k1 = −n1(Γ) k2 = −n2(Γ) k3 = −n3(Γ)
Proof. We consider first of all the case MΓ0 = M
0
0. Here we have
n1(Γ) = c
PGl2
1 (sl2) = 0
n2(Γ) = −2c
PGl2
2 (sl2)
n3(Γ) = 0
and we can conclude because on M00 we have that k1 = k3 = 0 and
k2 = 2c
PGl2
2 (sl2) (Proposition 3.27).
Now let us consider any other tree Γ with at most three edges. With
reference to diagram (10), as Chern classes commutes with base chang-
ing, we have
φ∗ci(Π∗
(
ωΓ0
)∨
) = ci(Π˜∗
(
ω˜Γ0
)∨
).
Given Γ we order elements of ∆1 from 1 to δ1. By putting together the
above relation and the equation (12), we reduce to show
ch(Π˜∗
(
ω˜Γ0
)∨
) = 3 +
∞∑
m=1
tm1 + · · ·+ t
m
δ1
m!
.
We recall that the universal curve C˜Γ on M˜Γ0 = B(E
∆1 × G∆2
m
) is the
quotient stack [C0/E
∆1 ×G∆2
m
].
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Since we have a morphism Ψ : B(Gm)
∆ → M˜Γ0 such that Ψ
∗ : A∗(M˜Γ0 )→
A∗(Gm)∆ is an isomorphism, with reference to the cartesian diagram
[C0/G
∆
m
]
✷
Ψ
//
eΠ

[C0/E
∆1 ×G∆2
m
]
bΠ

BG∆
m
Ψ
// BE∆1 ×G∆2
m
we reduce to consider the pullback sheaf Ψ∗
(
ω˜Γ0
)∨
which we still call(
ω˜Γ0
)∨
as its lifting to C0. As H
1(C0,
(
ω˜Γ0
)∨
) = 0 (see proof of Preposi-
tion 2.20), we have
ch(Π˜∗
(
ω˜Γ0
)∨
) = chG
∆
m(H0(C0,
(
ω˜Γ0
)∨
))
On curves of topological type
• •
• • •
• • • •
we have that global sections of
(
ω˜Γ0
)∨
are sections of OP1
C
(1) on extremal
components and OP1
C
on the other components, which agree on nodes.
Since H0(P1C,OP1C(0)) = C, global sections of
(
ω˜Γ0
)∨
are sections of
OP1
C
(1) on the two extremal components which are equal on nodes.
On each extremal component we fix coordinates [X ′0, X
′
1] and [X
′′
0 , X
′′
1 ].
Sections on OP1
C
(1) are linear forms
a1X
′
0 + b1X
′
1
a2X
′′
0 + b2X
′′
1
which agree at z∞ = [1, 0]. This happens if and only if a1 = a2. We
have only (Gm)
∆1 which does not acts trivially on H0(C0,
(
ω˜Γ0
)∨
) and
the action is
γ : (Gm ×Gm)×H
0(C0,
(
ω˜Γ0
)∨
) → H0(C0,
(
ω˜Γ0
)∨
)
(λ1, λ2), (a, b1, b2) 7→ (a, λ1b1, λ2b2)
so the Chern character of Π˜∗ω
∨
0 is
1 + et1 + et2 = 3 +
∞∑
m=1
tm1 + t
m
2
m!
as we claimed.
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The last case to consider is when Γ equals to
•
•
nn
nn
nn
n
PP
PP
PP
P
• •
We have that global sections of
(
ω˜Γ0
)∨
are sections of OP1
C
(1) on ex-
tremal components and OP1
C
(−1) on the central component which agree
on nodes. Since H0(P1C,OP1C(−1)) = 0, global sections of
(
ω˜Γ0
)∨
are
sections of OP1
C
(1) on the three extremal components which are zero
on nodes. On each extremal component we fix coordinates [X ′0, X
′
1],
[X ′′0 , X
′′
1 ] and [X
′′′
0 , X
′′′
1 ]. Sections on OP1C(1) are linear forms
a1X
′
0 + b1X
′
1 a2X
′′
0 + b2X
′′
1 a3X
′′′
0 + b3X
′′′
1
which are zero on nodes if and only if a1 = a2 = a3 = 0. We have that
only (Gm)
∆1 does not acts trivially on H0(C0,
(
ω˜Γ0
)∨
) and the action is
γ : (Gm ×Gm ×Gm)×H
0(C0,
(
ω˜Γ0
)∨
) → H0(C0,
(
ω˜Γ0
)∨
)
(λ1, λ2, λ3), (b1, b2, b3) 7→ (λ1b1, λ2b2, λ3b3)
so the Chern character of Π˜∗ω
∨
0 is
et1 + et2 + et3 = 3 +
∞∑
m=1
tm1 + t
m
2 + t
m
3
m!
as we claimed. 
4. The Chow ring of M≤30
In this Section we calculate A∗(M≤30 )⊗Q.
4.1. The open substack M00. Γ := •
From the equivalence (4)
M
Γ
0 ≃ BAut(C). (13)
we have that the stack M00 is the classifying space of PGl2. Owing to
the fact that PGl2 ∼= SO3 and following [Pan] we have
A∗(M00)⊗Q
∼= Q[c2(sl2)].
Since (see Proposition 3.27) c2(sl2) = (1/2)k2, we can write
Proposition 4.1.
A∗(M00)⊗Q = Q[k2].
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4.2. The first stratum. Γ := • •
We order the two components. The automorphism group is C2 ⋉ (E ×
E), (where C2 is the order two multiplicative group) and the action of
its generator τ over E × E exchanges the components.
Then the induced action of τ on the ring A∗E×E ⊗ Q
∼= Q[t1, t2] (see
Proposition 3.6) exchanges the first Chern classes t1 and t2. The in-
variant polynomials are the symmetric ones which are algebrically gen-
erated by: {(t1 + t2)/2, (t
2
1 + t
2
2)/2}. By recalling the description (12)
of Mumford classes, we have A∗(M10)⊗Q = Q[k1, k2]. Let us consider
the two inclusions i and j (respectively closed and open immersions)
and the e´tale covering φ
M˜
1
0
φ
//M10
i
!!C
CC
CC
CC
C
M
0
0 j
//M
≤1
0
(14)
we obtain the following exact sequence
A∗(M10)⊗Q
i∗−→ A∗(M≤10 )⊗Q
j∗
−→ A∗(M00)⊗Q −→ 0
for what we have seen we have:
Q[k1, k2]
i∗−→ A∗(M≤10 )⊗Q
j∗
−→ Q[k2] −→ 0.
Now with reference to the paragraph (2.4) we have that the first Chern
class of the normal bundle NM1
0
(M≤10 ) is
i∗i∗[M
1
0] = φ∗
1
2
(t1 + t2) = −k1
Since A∗M10 is an integral domain we can apply Lemma (2.23) and
obtain the ring isomomorphism
A∗(M≤10 )⊗Q
∼= Q[k1, k2]×Q[k2] Q[k2]
∼= Q[k1, k2].
where the map q : Q[k2] → Q[k1, k2]/(k1) = Q[k2] tautologically sends
k2 into k2.
So we have
Proposition 4.2.
A∗(M≤10 )⊗Q
∼= Q[k1, k2].
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4.3. The second stratum. Γ := • • • We order the two com-
ponents with one node.
In this case the group of automorphism of the fiber is
Aut(CΓ) ∼= C2 ⋉ (Gm × E × E) =: C2 ⋉H,
where the action of τ sends an element g ∈ Gm into g
−1 and exchange
the components isomorphic to E.
We can identify A∗(B(Gm)
3) with A∗(M˜Γ0 ) and A
∗(BAut(Γ)⋉ (Gm)
3)
with A∗(MΓ0 ). Following the notation of Section 3.1 set
t1 = ψ
1(∞, 1) t2 = ψ
1(∞, 2) r = ψ2(∞)
the action induced by τ on these classes is τ(r, t1, t2) = (−r, t2, t1).
With reference to the map
B(Gm)
3 φ−→ BAut(Γ)⋉ (Gm)
3
we recall that φ∗ is an isomorphism between A∗(M10)⊗Q andA
∗(B(Gm)
3)C2
(see Proposition 3.5).
We can describe A∗(BH) ⊗ Q = Q[r, t1, t2] as the polynomial ring in
r with coefficients in Q[t1, t2], so we write a polynomial P (r, t1, t2) as∑k
i=0 r
iPi(t1, t2).
The polynomial P is invariant for the action of τ if and only if the
coefficients of the powers of r in P (r, t1, t2) are equal to those of the
polynomial P (−r, t2, t1).
That is to say that Pi with even index are invariant for the exchange
of t1 and t2, while those with odd index are anti-invariant. An anti-
invariant polynomial Q is such that Q(t1, t2) + Q(t2, t1) = 0 and con-
sequently it is the product of (t1 − t2) by an invariant polynomial. It
is furthermore straightforward verifying that any such polynomial is
invariant for the action of τ .
So an algebraic system of generators for (A∗(Gm)3 ⊗Q)
C2 is given by
u1 := t1 + t2 u2 := t
2
1 + t
2
2, u3 := r(t1 − t2), u4 := r
2.
We know that (see Sections 3.3 and 3.1)
φ∗k1 = −u1
φ∗k2 = −u2
φ∗(γ2) = (t1 − r)(t2 + r) =
1
2
(u21 − u2) + u3 − u4
where γ2 = c2(NM2
0
/M≤2
0
), and there exists a class x ∈ A2M20 ⊗ Q such
that u3 = pi
∗x.
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Claim 4.3. The ideal of relations is generated on Q[k1, k2, γ2, x] by the
polynomial
(2x+ (2k2 + k
2
1 ))
2 − (2k2 + k
2
1 )(4γ2 − k
2
1 ) = 0. (15)
Proof. From direct computation we have that relation (15) holds and
the polynomial is irreducible. On the other hand let us consider the
map f : A3Q → A
4
Q defined as (t1, t2, r) 7→ (u1, u2, u3, u4). If the generic
fiber of f is finite then f(A3Q) is an hypersurface in A
4
Q and we have
done. Now for semicontinuity it is sufficient to show that a fiber is
finite. Let us consider the fiber on 0. We have that u1, u2, u3, u4 are
simultaneously zero iff t1 = t2 = r = 0. 
NOTE: In the following we do not explicit the argument above.
Now set η := 2x+ (2k2 + k
2
1), we have that A
∗(M20)⊗Q is isomorphic
to the graded ring Q[k1, k2, γ2, η]/I where the ideal I is generated by
the polynomial η2 − (2k2 + k
2
1 )(4γ2 − k
2
1 ). Since φ
∗φ∗ is multiplication
by two, we also have the following relation
η = φ∗
(
1
2
(t1 − t2)(2r − t1 + t2)
)
.
Let us consider the cartesian diagram
A∗(M≤20 )⊗Q
✷
j∗
//
i∗

Q[k1, k2]
q

Q[k1, k2, γ2, η]/I
p
// Q[k1, k2, η]/I
where I is the ideal generated by η2 + (2k2 + k
2
1 )k
2
1 .
The map q is injective so i∗ is injective too.
We set in A∗(M≤20 )⊗Q the classes γ2 := i∗1 and q := i∗η, the ring we
want (from injectivity of i∗) is isomorphic to the subring of A∗(M20)⊗Q
generated by k1, k2, γ2, γ2η so we have
Proposition 4.4.
A∗(M≤20 )⊗Q =
Q[k1, k2, γ2, q]
(q2 + γ22(2k2 + k
2
1 )(k
2
1 − 4γ2))
4.4. The third stratum. The third stratum splits into two compo-
nents.
The first component
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Γ′3 :=
•
•
nn
nn
nn
n
PP
PP
PP
P
• •
We order components in ∆1. Let us note that the component corre-
sponding to the central vertex has three points fixed by the other three
components, consequently, given a permutation of the external vertices,
there is an unique automorphism related to the central vertex.
The group Aut(CΓ
′
3) is therefore isomorphic to S3 ⋉ (E
3).
As usual from proposition (3.6) it follows that
A∗E3 ⊗Q
∼= Q[w1, w2, w3],
on which S3 acts by permuting the three classes
w1 := ψ
1
∞,1 w2 := ψ
1
∞,2 w3 := ψ
1
∞,3
So we have
φ∗k1 = −(w1 + w2 + w3),
φ∗k2 := −(w
2
1 + w
2
2 + w
2
3),
φ∗k3 := −(w
3
1 + w
3
2 + w
3
3);
conesequently
A∗(M
Γ′
3
0 )⊗Q
∼= Q[k1, k2, k3].
As we have seen in Section 3.2 we fix the following notation
M˜
Γ′
3
0
φ
++
f
// Ψ(Γ2,Γ
′
3)
pr2
//
pr1

(
M˜
Γ2
0
)≤2
Π

M
Γ′
3
0
in
//M
≤3
0
where f is the union of all fα.
First of all let us notice that the class φ∗γ′3 := pi
∗c3(Ni) = w1w2w3
depends on Mumford classes in the following way 6γ′3 = −(k
3
1 −3k1k2+
2k3) so we can write
A∗(M
Γ′
3
0 )⊗Q = Q[k1, k2, γ
′
3].
The restriction of γ2 to A
∗(M
Γ′
3
0 )is
γ2 := pr1∗
1
2
c2(pr
∗
1(Nin)/Npr2) = φ∗f
∗ 1
2
c2(pr
∗
1(Nin)/Npr2)
=
1
2
pi∗(w1w3)
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from which φ∗γ2 = w1w3+w1w2+w2w3 consequently, by writing 2γ2 =
k 21 − k2 we have
A∗(M
Γ′
3
0 )⊗Q = Q[k1, γ2, γ
′
3].
In order to restrict the class q let us notice that we can write
f ∗r = 0 f ∗t1 = w1 f
∗t2 = w3
from which we have
f ∗
(
1
2
(t1 − t2)(2t− t1 + t2)
)
= −
1
2
(w1 − w3)
2
and so
φ∗q = φ∗φ∗
(
−
1
2
(w1 − w3)
2w1w3
)
= −((w1 − w3)
2w1w3 + (w1 − w2)
2w1w2 + (w2 − w3)
2w2w3)
we can therefore write q = −γ2(k
2
1 − 4γ2) + 3γ
′
3k1. With reference to
the inclusions
M
Γ′
3
0
i
−→M≤20 ∪M
Γ′
3
0
j
←−M≤20
we have the fiber square:
A∗(M≤20 ∪M
Γ′
3
0 )⊗Q
✷
j∗
//
i∗

Q[k1, k2, γ2, q]/I
ϕ

Q[k1, γ2, γ
′
3]
p
// Q[k1, γ2]
where I is the ideal generated by the polynomial q2−γ22(2k2−k
2
1 )(k
2
1 −
4γ2) and the map ϕ is surjective and such that
kerϕ = (q + γ2(k
2
1 − 4γ2), k2 + 2γ2 − k
2
1 ).
Now let us observe that from Lemma (2.25) the ring in question is
isomorphic to
A/(0, I) :=
Q[k1, γ2, γ
′
3]×Q[k1,γ2] Q[k1, k2, γ2, q]
(0, I)
.
Set, with abuse of notation
k1 := (k1, k1) γ2 := (γ2, γ2) γ
′
3 := (γ
′
3, 0)
k2 := (k
2
1 − 2γ2, k2) q := (−γ2(k
2
1 − 4γ2), q)
Straightforward arguments lead us to state the following
Lemma 4.5. The classes k1, γ2, γ
′
3, k2, q generate the ring A.
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Let us compute the ideal of relations. Let T (k1, γ2, γ
′
3, k2, q) be a polyno-
mial inQ[k1, γ2, γ
′
3, k2, q], it is zero inA iff T (k1, γ2, γ
′
3, k
2
1 −2γ2,−γ2(k
2
1 −
4γ2)) and T (k1, γ2, 0, k2, q) are respectively zero in Q[k1, γ2, γ
′
3] and
Q[k1, γ2, k2, q]: in particular this imply that T is in the ideal of γ
′
3.
Consequently the polynomial T =: γ′3T̂ is zero in A iff T̂ (k1, γ2, γ
′
3, k
2
1 −
2γ2,−γ2(k
2
1 − 4γ2)) is zero in Q[k1, γ2, γ
′
3]. The ideal of relations in A
is so generated by γ′3(−k2 + 2γ2 − k
2
1 ) and γ
′
3(q + γ2(k
2
1 − 4γ2)).
Finally let us notice that the ideal (0, I) is generated in A by the
polynomial q2 + γ22(2k2 + k
2
1 )(k
2
1 − 4γ2). So we can conclude that
A∗(M≤20 ∪M
Γ′
3
0 )⊗Q = Q[k1, k2, γ2, γ
′
3, q]/J,
where J is the ideal generated by the polynomials
q2 + γ22(2k2 + k
2
1 )(k
2
1 − 4γ2)
γ′3(−k2 + 2γ2 − k
2
1 )
γ′3(q + γ2(k
2
1 − 4γ2))
The second component
Γ′′3 := • • • •
The group of Aut(CΓ
′
3) is C2 ⋉ (E × E ×Gm × Gm). The action of τ
on this group exchange simultaneously the components related to Gm
and those related to E.
We have the isomorphism
A∗E×E×Gm×Gm ⊗Q
∼= Q[v1, . . . , v4]
where
v1 = ψ
1
∞,1 v2 = ψ
1
∞,2 v3 = ψ
2
∞,1 v4 = ψ
2
∞,2
by gluing curves such that the two central components corresponds in
the point at infinity.
It follows that the action induced by τ is τ(v1, v2, v3, v4) = (v2, v1, v4, v3).
Since C2 has order 2, the invariant polynomials are algebraically gener-
ated by the invariant polynomials of degree at most two (see. Theorem
7.5 [CLO]). It is easy to see that a basis for the linear ones is given
by u1 := v1 + v2, u2 := v3 + v4. For the vector subspace of invari-
ant polynomials of degree two, we can compute a linear basis by using
Reynolds’ operator
u3 := v
2
1 + v
2
2, u6 := v1v3 + v2v4,
u4 := v
2
3 + v
2
4, u7 := v1v2,
u5 := v1v4 + v2v3, u8 := v3v4
now we note that
u6 = u1u2 − u5, u7 = (u
2
1 − u3)/2, u8 = (u
2
2 − u4)/2
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Consequently we can write
A∗M
Γ′
3
0 ⊗Q
∼= Q[u1, . . . , u5]/I,
where I is the ideal generated by the polynomial
2u3u4 + 2u1u2u5 − u
2
2u3 − u
2
1u4 − 2u
2
5 (16)
With reference to the degree two covering M˜
Γ′
3
0
φ
−→M
Γ′
3
0 we have: −u1 =
φ∗k1 − u3 = φ
∗k2. In order to compute the restriction of the closure
of the classes γ2 and q of M
≤2
0 let us fix the notation of the following
diagram
M10,1 ×M
0
0,2 ×M
0
0,1
pr
′
2
))TT
TTT
TTT
TTT
TTT
TTT
T
M˜
Γ′
3
0
f1
55kkkkkkkkkkkkkkkkkkk
f3
))SS
SSS
SSS
SSS
SSS
SSS
SS
φ
))
f2
// (M00,1 ×M
1
0,2 ×M
0
0,1)
I
pr
′′
2
//
(
M˜
Γ2
0
)≤2
Π

M00,1 ×M
0
0,2 ×M
1
0,1
pr1

pr
′′′
2
55jjjjjjjjjjjjjjjjjj
M
Γ′′
3
0
i
//M
≤3
0
where (M00,1×M
1
0,2×M
0
0,1)
I is the component where the marked points
of the central curve (which is singular) are on different components.
As φ∗ is an isomorphism to the algebra of polynomials which are invari-
ants for the action of C2, let us choose in A
∗(M
Γ′′
3
0 ) ⊗ Q classes ρ, λ, µ
such that u2 = φ
∗ρ , u4 = φ
∗λ , u5 = φ
∗µ.
First of all let us compute the restriction of the closure of γ2 ∈ A
∗(M≤20 )⊗
Q, the polynomial in the classes ψ is 1
2
, we have c3(φ
∗(Ni)) = (v1 −
v3)(v3+ v4)(v2− v4), c1(f
∗
1 (Npr′
2
)) = (v1− v3), c1(f
∗
2 (Npr′′
2
)) = (v3+ v4)
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and c1(f
∗
3 (Npr′′′
2
)) = (v2 − v4) from which we obtain the following rela-
tions
φ∗γ′3 = (v1 − v3)(v3 + v4)(v2 − v4)
= φ∗
(
ρ
(
1
2
(
k 21 + ρ
2 − k2 − λ
)
− µ
))
φ∗γ2 = ((v3 + v4)(v2 − v4) + (v1 − v3)(v2 − v4) + (v1 − v3)(v3 + v4))
= −ρk1 − µ+
1
2
(k 21 − ρ
2 + k2 − λ)
In order to have γ2 among the generators, set
λ = −2ρk1 − 2µ+ k
2
1 − ρ
2 + k2 − 2γ2;
the equation (16) becomes
K : σ2 − (2k2 + k
2
1 )((−k1 + 3ρ)(k1 + ρ)− 4γ2) (17)
where we have set σ = 2µ − 2k2 − k
2
1 + k1ρ. Then we can write the
ring A∗(M
Γ′′
3
0 ) ⊗ Q as Q[k1, ρ, k2, γ2, σ]/K. In the new basis we have
γ′3 = ρ(ρ
2 − ρk1 + γ2). Let us restricts the closure of q ∈ A
∗(M≤20 )⊗Q
to MΓ10 . We recall that the related polynomial in classes ψ of M˜
Γ2
0 is
1
2
(t1−t2)(2r−t1+t2). OnM
1
0,1×M
0
0,2×M
0
0,1 we have f
∗
1 t1 = v3 f
∗
1 t2 =
v2 f
∗
1 r = −v4, on (M
0
0,1 ×M
1
0,2 ×M
0
0,1)
I we have f ∗2 t1 = v1 f
∗
2 t2 =
v2 f
∗
2 r =
ψ2∞−ψ
2
0
2
= v3−v4
2
, and in the end onM00,1×M
0
0,2×M
1
0,1 we have
f ∗3 t1 = v1 f
∗
3 t2 = v4 f
∗
3 r = v3, consequently the polynomials related
to the three components of Ψ(Γ2,Γ
′′
3) are P1 =
1
2
(v3−v2)(v2−v3−2v4),
P2 =
1
2
(v1 − v2) (v4 − v3 − v1 + v2) and P3 =
1
2
(v4 − v1)(v1 − 2v3 − v4)
from which
φ∗q = 2
3∑
α=1
(PαNα) = φ
∗((3ρ+ k1)γ
′′
3 + (ρ
2 − γ2)σ)
this means that the image of q in B := A∗(M
Γ′′
3
0 )⊗Q/γ
′′
3 is (ρ
2 − γ2)σ.
Further let us notice that the image of γ′3 in B is 0.
In order to compute A∗(M≤30 )⊗Q, let us consider its isomorphism with
the fibered product
A∗(M≤30 )⊗Q
✷
j∗
//
i∗

Q[k1, k2, γ2, γ
′
3, q]/J
ϕ

Q[k1, ρ, k2, γ2, σ]/K
p
// B
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With reference to the fiber square
A
✷
j∗
//
i∗

Q[k1, k2, γ2, γ
′
3, q]
ϕ

Q[k1, ρ, k2, γ2, σ]/K
p
// B
we have that the ring in question is isomorphic to the quotient A/(0, J).
Now we look for generators of the ring A.
Again a straightforward argument leads us to state
Lemma 4.6. The following elements of A
k1 := (k1, k1); k2 := (k2, k2); γ2 := (γ2);
γ′3 := (0, γ
′
3); q := ((ρ
2 − γ2)σ, q); γ
′′
3 := (γ
′′
3 , 0);
r := (γ′′3ρ, 0); s := (γ
′′
3σ, 0) t := (γ
′′
3ρ
2, 0);
u := (γ′′3ρσ, 0)
are generators of the ring.
Now let us call A˜ the ring Q[k1, k2, γ2, γ
′
3, γ
′′
3 , q, r, s, t, u]. We have by
fact defined a surjective homomorphism a : A˜ → A; we call again j∗
and i∗ their composition with a, we have ker a = ker i∗ ∩ ker j∗. Now,
for what we’ve seen, we have:
ker i∗ =

γ′3;
r2 − γ′′3 t;
rs− γ′′3u;
s2 − (γ′′3 )
2(2k2 + k
2
1 )((−k1 + 2ρ)(k1 + ρ) + 4γ2)

ker j∗ = (γ′′3 , r, s, t, u)
and so:
ker a =
 γ′3γ′′3 ; γ′3r; γ′3s; γ′3t; γ′3u;r2 − γ′′3 t; rs− γ′′3u;
s2 − (γ′′3 )
2(2k2 + k
2
1 )((−k1 + 2ρ)(k1 + ρ) + 4γ2)

We make the quotient of A = A′/ ker a by the ideal (0, J) and we obtain
the following:
Theorem 4.7. The ring A∗(M≤30 )⊗Q is: Q[k1, k2, γ2, γ
′
3, γ
′′
3 , q, r, s, t, u]/L,
where L is the ideal generated by the polynomials
γ′3(−k2 + 2γ2 − k
2
1 ); γ
′
3(q + γ2(k
2
1 − 4γ2));
γ′3γ
′′
3 ; γ
′
3r; γ
′
3s; γ
′
3t; γ
′
3u;
r2 − γ′′3 t; rs− γ
′′
3u;
q2 + (γ2)
2(2k2 + k
2
1 )(k
2
1 − 4γ2);
s2 − (2k2 + k
2
1 )((−k1γ
′′
3 + 2r)(k1γ
′′
3 + r) + 4γ2(γ
′′
3 )
2)
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