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Abstract 
 
Entropy estimation is an important technique to summarize the uncertainty of a distribution 
underlying a set of samples. It ties to important research problems in fields such as statistics, 
machine learning and so on. The k-nearest neighbor (kNN) estimator is one widely used classical 
nonparametric method although it suffers bias issue especially when the dimensionality of the data 
is high. 
  
In this thesis, an improved kNN entropy estimator is developed. The proposed method has the 
advantage of a learning a local ellipsoid to be used in the estimation, in order to mitigate the bias 
issue which results from the local uniformity. Several numerical experiments have been conducted 
and the results have shown that the proposed approach can efficiently reduce the bias especially in 
when the dimension is high. 
 
Another studied topic in this thesis is the evaluation of the correctness of the posterior samples 
when conducting Bayesian inferences. This thesis demonstrates that the proposed estimator can be 
applied to such a task. We show that the simulation-based approach is more efficient and 
discriminative than a lower bound based method by one simple experiment, and the proposed kNN 
estimation can improve the accuracy of the state-of-the-art simulation-based approach. 
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1. Introduction 
Entropy has been one of the most important numerical quantities in statistics, machine learning and 
other disciplines such as Physics. It provides a summary measurement of the degree of uncertainty 
of a system, and the notion is also perceived as mean “information” provided by locations of 
individual samples. In theory, to obtain the value of Entropy of a system, the definition of the 
underlying probability distribution is required, that is, the probability density function (PDF) needs 
to be available. However, in most of the real-world cases, it is common that the underlying PDF is 
not always available, that is, only the samples are observed. This raises the research problem of 
estimating entropy without a clear definition of the underlying PDF of the observed data which is 
known as non-parametric entropy estimation.  
 
The main challenge of non-parametric entropy estimation is how to estimate the underlying 
probability density of data points as accurately as possible with solely the observed data in hand. 
Many estimators such as k-nearest neighbor (kNN; Kozachenko, L. F., & Leonenko, 1987) 
estimator and kernel density estimator (KDE, Silverman, 1986) or hybrid methods such as the 
Orava’s approach(Orava, 2011) have been proposed. This research focuses on the kNN and its 
relevant approaches. 
 
For the classical kNN method, it has been shown that the method is able to deliver promising results 
in lower dimensional cases, whereas in higher dimensional cases the classical kNN estimator often 
yields biased results. One possible explanation of the phenomena is that it is due to the basic 
assumption of kNN, which considers the data points are almost uniformly distributed inside of the 
hypersphere around the interested data point. The hypersphere structure is not capable of capturing 
the twisted shape of the observed data especially in higher-dimensional cases.  
 
There are several approaches aiming at solving the bias problem of the classical kNN estimator. In 
this thesis, the current developed works on this issue are discussed. A simulation-based comparative 
study is also provided. This research further provides a solution called the ellipsoidal corrected kNN 
(EC-kNN) estimator to ease the problem resulting from the above-mentioned assumption. The 
notion of ellipsoidal correction has been proposed by Gao et al.’s work (Gao et al., 2015), however, 
the procedure provided in Gao’s work is not designed for kNN. More details of Gao’s work will be 
discussed in other sections. 
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One of the applications of non-parametric entropy estimation is assessment of the correctness of 
posterior samples when conducting Bayesian inference. This research therefore discusses the basic 
notion of the usage of non-parametric entropy estimation in posterior samples evaluation. A 
demonstration of how to apply the proposed EC-kNN to the problem is provided. 
 
The rest of this thesis is organized as follows. The background of the research including entropy, 
kNN estimator, related previous works and MCMC posterior samples evaluation are discussed in 
the next section. The notion of the proposed method and proposed algorithm are presented in 
Section 3. Section 4 provides the simulation-based experiments. Section 5 demonstrates the usage 
of the proposed estimator in a task of evaluating the correctness of MCMC posterior samples with a 
Bayesian linear regression example. The conclusions and discussion are given in Section 6.
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2. Background 
 
2.1 Entropy  
Entropy is one of the most well-known approaches to quantify the uncertainty (or the amount of 
“information”) of the data in hand. In this thesis, the main focus is on the Shannon’s entropy 
(Shannon, 1948), named after Claude Shannon. It can be dated back to the middle of the twentieth 
century. It was first proposed in information theory and it has been applied in a variety of research 
areas such as such as statistics (e.g. Dudewicz et al., 1981; Joe, 1989), machine learning (e.g. 
Berger et al., 1996), finance (e.g. Gulko, 1999; Philippatos and Wilson, 1972), genetics (e.g. 
Fuhrman et al., 2000; Hampe et al., 2003) and so on. Mathematically, for a discrete random variable 𝑿 generated from a probability distribution 𝑃, the Shannon’s entropy is defined as 
 𝐻(𝑿) = −(𝑝(𝒙𝒊) log𝑝(𝒙𝒊)/  
 
where 𝐻 is named after Boltzmann’s H-theorem and 𝑝 denotes the probability mass function and 
where the 𝒙𝒊 are the possible values of the random variable. On the other hand, while 𝑿 is a 
continuous random variable with the probability distribution 𝑃, the differential entropy is then 
defined as  
 𝐻(𝑿) = −0𝑝(𝒙) log𝑝(𝒙) 𝑑𝒙 
 
where 𝑝 denotes the probability density function. This thesis focuses on the differential entropy, 
that is, the entropy of continuous variables. 
 
Other than being a measure of uncertainty, the entropy is also related to other important measures in 
probability theory and information theory such as mutual information (see, e.g., Cover and Thomas, 
2006) which measures the mutual dependence of two random variables and Kullback-Leibler 
divergence (KL divergence; Kullback and Leibler, 1951) which measures the dissimilarity between 
two random variables. 
 
Mutual information measures the amount of mutual dependence of two random variables (the 
average information provided about one variable by knowing the value of the other variable) by 
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measuring the expected similarity of the joint probability distribution 𝑝(𝒙, 𝒚) and the factored 
marginal distribution 𝑝(𝒙)𝑝(𝒚). The Mutual information of two random variables 𝑋 and 𝑌 is 
defined as: 
 
 𝐼(𝑿,𝒀) = ∫∫𝑝(𝒙, 𝒚) log 9(𝒙,𝒚)9(𝒙)9(𝒚) 𝑑𝒙 𝑑𝒚, (2.1.1) 
 furthermore, the equation (2.1.1) can be written as  
 𝐼(𝑿, 𝒀) = 00𝑝(𝒙, 𝒚) log 𝑝(𝒙, 𝒚)𝑝(𝒙)𝑝(𝒚) 𝑑𝒙	B 𝑑𝒚
	
C = 00𝑝(𝒙, 𝒚) log𝑝(𝒙, 𝒚)𝑝(𝒚) 𝑑𝒙	B 𝑑𝒚
	
C − 00𝑝(𝒙, 𝒚) log 𝑝(𝒙) 𝑑𝒙
	
B 𝑑𝒚
	
C= 00𝑝(𝒙, 𝒚) log𝑝(𝒚|𝒙)𝑑𝒙	B 𝑑𝒚
	
C − 0 log𝑝(𝒙)0𝑝(𝒙, 𝒚)𝑑𝒚
	
C 𝑑𝒙
	
B= 00𝑝(𝒙, 𝒚) log𝑝(𝒚|𝒙)𝑑𝒙	B 𝑑𝒚
	
C − 0 log𝑝(𝒙) log𝑝(𝒙)𝑑𝒙
	
B = −𝐻(𝒀|𝑿) + 𝐻(𝑿). 
 
Therefore, it’s can be seen as the difference between the conditional entropy 𝐻(𝑌|𝑋) and the 
marginal entropy	𝐻(𝑋). 
 
On the other hand, the KL divergence, which is also known as “relative entropy”, has been one of 
the most well-known measure of the dissimilarity between two probability distributions. For two 
probability distributions 𝑃 and 𝑄 with density functions 𝑝 and 𝑞 correspondingly, the KL 
divergence from 𝑄 to 𝑃 is defined as:  
 
 𝐾𝐿(𝑃||𝑄) = ∫ 𝑝(𝒙) log 9(𝒙)K(𝒙) 𝑑𝒙. (2.1.2) 
 
Note that, equation (2.1.2) can be written as  
 𝐾𝐿(𝑃||𝑄) = −0𝑝(𝑥) log𝑞(𝑥)𝑑𝑥 +0𝑝(𝑥) log𝑝(𝑥)𝑑𝑥	= 𝐻(𝑃,𝑄) − 𝐻(𝑃) 
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and the decomposition shows that the KL divergence can be seen as the difference between two 
entropy measures where 𝐻(𝑃, 𝑄) is the cross entropy of 𝑃 and 𝑄 and 𝐻(𝑃) is the entropy of 𝑃. KL 
divergence is usually taken as the measurement of the dissimilarity between two probability 
distributions, since it is always positive by definition, the zero occurs when the distributions 𝑃 and 𝑄 are identical. Note that, the KL divergence is not always symmetric, which means 𝐾𝐿(𝑃||𝑄) is 
not always equivalent to 𝐾𝐿(𝑄||𝑃), in practice, another symmetrized divergence  
 𝐾𝐿(𝑄||𝑃) + 𝐾𝐿(𝑃||𝑄) 
 
based on KL-divergence is often used. 
 
The KL divergence has been utilized for a variety of applications of Bayesian inference. In 
approximation-based inference approaches, it has been the foundation of the variational Bayes 
method (see Blei et al., 2017) and Expectation Propagataion (Minka, 2001). On the other hand, in 
sampling-based approaches, KL divergence has been used to evaluate the correctness of the 
posterior samples (Chauveau and Vandekerkhove, 2014; Cusumano-Towner and Mansinghka, 
2016) in the sense of how well the set of samples represents the underlying posterior distribution. 
Chauveau et al. measure the KL divergence from the samples to the true posterior distribution 
whereas the work of Cusumano-Towner and Mansinghka takes advantage of the symmetric KL 
divergence. 
 
2.2 K Nearest Neighbor Estimator 
It’s common that in some situations, only the generated data points {𝒙N, 𝒙O, … 𝒙/, … 𝒙Q} are 
observed but the underlying probability distribution 𝑃 as well as the probability density function 𝑝(𝒙) are unknown. Under such a circumstance, several approaches have been proposed to obtain an 
estimation of the entropy value in nonparametric ways. Among them, one of the most well-known 
methods so far has been the k-nearest-neighbor (kNN) estimator, which was first proposed by 
Kozachenko and Leonenko (1987). 
 
The classical kNN estimator begins with a Monte-Carlo estimator 
 
 6 
𝐻(𝑿) ≈ − 1𝑁(log𝑝(𝒙/)Q/VN  
 
where the probability density 𝑝 is unknown.  
 
The kNN estimator then approximates the probability density 𝑝(𝒙/) by creating an 𝜀-ball centered 
at 𝒙/, in a Euclidean space, which exactly contains 𝑘 nearest neighbors of 𝒙/, thus the distance from 𝒙/ to its 𝑘th nearest neighbor is the radius 𝜀. The volume of the opened 𝜀-ball is  
 𝑉Z = 	 𝑐Z𝜀Z 
 
where	𝑐Z = \]^_`Na]^b, 𝐷 is the dimension, Γ is the Gamma function and 𝑐Z is the volume of a D-
dimensional unit ball (𝜀 = 1).  
 
The classical kNN estimator assumes the density to be uniform inside of the unit ball, which means 
the probability density function 𝑝 inside of the small enough 𝜀-ball is considered everywhere a 
constant. Mathematically, the above-mentioned notions can be written as,  
 
 𝑝(𝒙/) × 𝑉Z ≈ 𝑝𝒙f(𝜀) (2.2.1) 
 
Furthermore, consider the probability distribution 𝑃𝒙f(𝜀) of 𝜀 where 𝜀 represents the distance from 
the 𝒙/ to its 𝑘th nearest neighbor. The value of  𝑃𝒙f(𝜀)𝑑𝜀 is the probability that the 𝑘th nearest 
neighbor is right on the surface of the ball, more accurately, the value of 𝑃𝒙f(𝜀)𝑑𝜀 is the probability 
of the condition that the distance from the 𝒙/to its 𝑘th nearest neighbor is between 𝜀 and 𝜀 + 𝑑𝜀; in 
the meanwhile, there are 𝑘 − 1 other points are falling inside of the ball and 𝑁 − 𝑘 − 1 other points 
are falling outside of the ball. The above-mentioned condition can be depicted by a trinomial 
formula 
 
 𝑃𝒙f(𝜀)𝑑𝜀 = `𝑁 − 11 b `𝑁 − 2𝑘 − 1b𝑑𝑝𝒙f(𝜀)𝑑𝜀 𝑑𝜀 `𝑝𝒙f(𝜀)bhiN `1 − 𝑝𝒙f(𝜀)bQihiN (2.2.2) 
 
or  
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 𝑃𝒙f(𝜀) = 𝑘 `𝑁 − 1𝑘 b 𝑑𝑝𝒙f(𝜀)𝑑𝜀 𝑑𝜀 `𝑝𝒙f(𝜀)bhiN `1 − 𝑝𝒙f(𝜀)bQihiN (2.2.3) 
 
 
where 𝑝𝒙f(𝜀) denotes the probability mass inside of the unit ball such that 
 𝑝𝒙f(𝜀) = 0 𝑝(𝒙)	ℬ(𝒙f,k) 𝑑𝒙 
 
Then the expectation of the logarithm of the right-hand side of the equation (2.2.1), can be obtained 
by inserting the equation (2.2.3), thus, 
 
 𝐸mlog𝑝𝒙f(𝜀)n = 0 𝑑𝜀op 𝑃𝒙f(𝜀) log 𝑝𝒙f(𝜀)= 𝑘 `𝑁 − 1𝑘 b0 𝑑𝑝op 𝑝hiN(1 − 𝑝)QihiN log𝑝 = 	𝜓(𝑘) − 𝜓(𝑁) (2.2.4) 
 
where 𝜓 is the digamma function, which is defined as:  
 𝜓(𝑥) = logrΓ(𝑥)s = Γ′(𝑥)Γ(𝑥) . 
 
Therefore, after taking the logarithm and computing the expectation on the both sides of the 
equation (2.2.1), it becomes 
 
 log 𝑝(𝒙/) + log𝑉Z ≈ 𝜓(𝑘) − 𝜓(𝑁) (2.2.5) 
 
and after simple algebra, the classical kNN estimation of entropy can be obtained as: 
 
𝐻(𝑿) ≈(− log𝑝(𝒙/)Q/VN = 𝜓(𝑁) − 𝜓(𝑘) + log(𝑐Z) + 𝐷𝑁(log𝜀/Q/VN . 
 
The classical estimator has been widely applied in many different research problems. Since the 
entropy is related to other probability measurements such as the above-mentioned mutual 
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information and KL divergence, the classical kNN estimator has been also adopted to estimate 
Mutual Information (e.g. Kraskov et al., 2004) and KL divergence (e.g. Pérez-Cruz, 2008; Wang et 
al., 2009) nonparametrically when the underlying probability distribution is unknown.  
 
However, one problem of the classical kNN estimator is that the uniformity assumption doesn’t 
always hold especially when dimensionality grows. As a result, the kNN estimation of entropy has 
been found biased especially in higher dimensional cases (e.g. Noh et al; 2014). 
 
Note that the 𝑑𝜀 is cancelled out from equation (2.2.2) to (2.2.5), which implies ono can replace the 𝜀-ball with any shape which is controlled by some set of parameters 𝜺 = {𝜀N, 𝜀O, 𝜀v,… } where the 
data points are assumed uniformly distributed in side of the defined hyper-region. It can also imply 
that the uniformity of the data points inside of the region influences the performance of the 
estimator. 
 
2.3 Previous Work on Bias Reduction 
The bias of the kNN estimator has attracted much attention. One group of approaches is to 
approximate the bias analytically and the other group of approaches solve the problem by 
conducting a shape correction locally. 
 
Noh et al. (2014), in the context of estimating the KL divergence, have analytically approximated 
the bias by using a Taylor expansion of the probability density of the nearest neighbor 𝑝(𝒙/QQ) 
around 𝒙/, so that 
 𝑝(𝒙/QQ) ≈ 𝑝(𝒙/) + ∇𝑝(𝒙/)x(𝒙/QQ − 𝒙/) + 12 (𝒙/QQ − 𝒙/)x∇∇𝑝(𝒙/)(𝒙/QQ − 𝒙/) 
 
where ∇∇𝑝(𝒙/) denotes the Hessian of 𝑝(𝒙/). 
 
Through complicated derivation, they obtained the bias of the estimated probability estimation as 
 𝐵𝑖𝑎𝑠[?̂?(𝒙/)] = 𝐸[𝑝(𝒙/QQ)] − 𝑝(𝒙/) ≈ 𝛼∇O𝑝(𝒙/) 
and 
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𝛼 = 12𝐷(𝛾𝑁𝑝(𝒙/))O/Z 
 
where ∇O𝑝(𝒙/) = 𝑡𝑟(∇∇𝑝(𝒙/)) denotes the Laplacian of 𝑝(𝒙/). When estimating the KL 
divergence, they further apply the approximation log	(1 + 𝑠) ≈ 𝑠, which yields 
 
 log ?̂?(𝒙/)𝑞(𝒙/) = log𝑝(𝒙/) + 𝛼9∇O𝑝(𝒙/)𝑞(𝒙/) + 𝛼K∇O𝑞(𝒙/)= log𝑝(𝒙/)𝑞(𝒙/) + log𝑝(𝒙/) + 𝛼9∇O𝑝(𝒙/)𝑝(𝒙/) − log 𝑞(𝒙/) + 𝛼K∇O𝑞(𝒙/)𝑞(𝒙/) ≈ log 𝑝(𝒙/)𝑞(𝒙/) + rlog𝛼9∇O𝑝(𝒙/) − log 𝛼K∇O𝑞(𝒙/)s 
(2.3.1) 
 
Thus, the bias of the KL divergence estimation is obtained 
 𝐵𝑖𝑎𝑠 log ?̂?(𝒙/)𝑞(𝒙/) ≈ log𝛼9∇O𝑝(𝒙/) − log𝛼K∇O𝑞(𝒙/). 
 
After approximating the bias term, they have developed a metric learning approach to reduce the 
bias. The distance measure between 𝒙/ and 𝒙/QQis redefined as a Mahalanobis distance with a real-
valued symmetric matrix 𝐴, such as 
 
 𝑑(𝒙/, 𝒙/QQ) = (𝒙/QQ − 𝒙/)xA(𝒙/QQ − 𝒙/) (2.3.2) 
 
and the matrix 𝐴 is learned via a semidefinite program  
 
 min	(𝑡𝑟[𝐴iN𝐵])O (2.3.3) 
 
where 
 
 𝐵 = 𝛼9 ∇∇9(𝒙f)9(𝒙f) − 𝛼K ∇∇K(𝒙f)K(𝒙f) . (2.3.4) 
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They claimed that the matrix 𝐴 which minimizes the (𝑡𝑟[𝐴iN𝐵])O can minimize the bias and the 
solution to 𝐴 is  
 
 
 
𝐴 = 𝛽[𝑈a 𝑈i] 𝑑aΛa 00 𝑑iΛi [𝑈a 𝑈i]x (2.3.5) 
 
where Λa and Λi are diagonal matrices contains positive and negative eigenvalues of the matrix 𝐵 
whereas 𝑑a and 𝑑i are the corresponding numbers of the eigenvalues; 𝑈a and 𝑈i are consist of 
eigenvectors corresponding to Λa and  Λi. Since the probability density function and the Hessian 
are unknown, Gaussian models are applied to obtain the matrix 𝐵, so that the first term of 𝐵 in 
(2.3.4) can be obtained via 
 ∇∇𝑝(𝒙/)𝑝(𝒙/) = ΣiN(𝒙/ − ?̂?)(𝒙/ − ?̂?)xΣiN − ΣiN 
 
where ?̂? and Σ are mean vector and covariance matrix of the whole data obtained by maximum-
likelihood estimation, and the second term can be handled similarly. 
 
Note that, in theory, the notion should be also applicable in entropy estimation, similar to equation 
(2.3.1), the bias term for the entropy alone can be obtained via  
 log ?̂?(𝒙/) = log`𝑝(𝒙/) + 𝛼9∇O𝑝(𝒙/)b = log𝑝(𝒙/) + log𝑝(𝒙/) + 𝛼9∇O𝑝(𝒙/)𝑝(𝒙/) ≈ log𝑝(𝒙/) + log𝛼9∇O𝑝(𝒙/). 
 
Now the bias-reduction becomes a metric learning process similar to the above-mentioned 
procedure but with a different 𝐵 matrix (only the first term remains). The procedure becomes 
solving the semidefinite program from equation (2.3.3) to (2.3.5) with a difference matrix 𝐵 where 
 𝐵 = 𝛼9 ∇∇9(𝒙f)9(𝒙f) . 
 
Analytically approximating bias via a Taylor expansion can also be found in literature of related 
other nonparametric methods such as kernel density estimation (KDE) (e.g. Calonico and Cattaneo, 
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2015). For example, in Calonico and Cattaneo’s work, similar to Noh et al.’s work, the bias is 
obtained by a second-order Taylor expansion and is expressed in the form of a Laplacian function. 
However, one problem of that approach is that the bias is expressed as a degree of the curvature 
(Laplacian) of the underlying probability distribution, however, in some cases, it is possible that the 
underlying distribution is even more complicated so that the complexity is not well described by the 
curvature alone.  
 
The other issue in Noh et al.’s (2014) approach is that there are some potentially unrealistic 
approximations. One is the log	(1 + 𝑠) ≈ 𝑠 approximation used while obtaining the bias. The 
similarity only holds when 𝑠 is a very small number. Besides, the 𝑠 which replaces of the log(1 + 𝑠) is in fact the upper bound of log	(1 + 𝑠) since 
 Na ≤ log(1 + 𝑠) ≤ 𝑠. 
 
Therefore, the usage of the similarity approximation results in an over estimation of the bias. The 
other one is the Gaussian approximation of the underlying distribution. This assumption can be 
unrealistic in some real-world cases especially when the underlying distribution is asymmetric. 
Recently, Sasaki et al. (2016) have proposed a novel approach based on Noh et.al’s (2014) work to 
estimate KL divergence; the approach nonparametrically estimates the Hessian and density ratio 
without assuming any underlying distribution, however, Sasaki et al.’s method can be only applied 
to KL divergence estimation and not to entropy estimation.  
 
Another approach is to relax the uniformity assumption (Gao et al., 2015; Lord et al., 2017). Instead 
of approximating the bias term, this approach assigns another local shape which is believed to hold 
more uniformly distributed data points inside.  Gao et al.’s method, although it doesn’t focus on a 
kNN estimator but another estimator called KSG estimator (Kraskov et al., 2004), has been one of 
the representative examples. The KSG estimator is similar to a kNN estimator but unlike a kNN 
estimator, the KSG estimator utilizes the max-norm distance and it assumes a uniformly distributed 
hypercube instead of the Euclidean distance and uniformly distributed 𝜀-hypersphere used in a kNN 
estimator.  
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Gao et al. therefore assume that instead of having uniformity inside the 𝑉/Z-volumed 𝜀-hypercube, 
the uniformity holds in a subset of the 𝜀-hypercube, which is a hypercube with the volume 𝑉/Z. The 
local nonuniformity correction (LCN) term 𝐻Q(𝑿) is  
 
𝐻Q(𝑿) = 𝐻 (𝑿) − 1𝑁(log𝑉/Z𝑉/ZQ/VN  
 
where 𝐻 (𝑿) denotes the KSG estimator and the the 𝑉/Z is learned via performing a local 
principle component analysis (PCA). 
 
Gao et al. have further introduced a test procedure to avoid over-correction. For each 𝒙/, the 
correction term log ¡¢f]¡f] has to be smaller than a pre-defined constant 𝛼h,Z; if the correction term is 
not smaller than 𝛼h,Z , the correction is considered not necessary and discarded. The 𝛼h,Z is 
determined by sampling 𝑁 (Gao et al. suggest 5 × 10¤) sample sets from a 𝐷-dimensional uniform 
distribution, then calculating the correction term ¡¢f]¡f] of each sample set, and then selecting the 𝜖𝑁-th 
smallest ¡¢f]¡f] as the constant 𝛼h,Z , where 𝜖 is a small probability (Gao et al. suggest 5 × 10iv). 
 
As mentioned before, Gao et al.’s work focuses on the KSG estimator, and the same notion of 
adjustment hasn’t been successfully done on kNN estimators. Besides, the determination of the 
testing constant 𝛼h,Z is arbitrary, the choice of 𝑁 as well as 𝜖 can influence the selected constant 𝛼h,Z and furthermore influence the quality of the correction. 
 
2.4 MCMC posterior samples evaluation 
In Bayesian inference, the form of the posterior distribution can sometimes be unknown or not 
analytically computable especially in complicated model settings. The simulation approach such as 
Markov chain Monte-Carlo (MCMC), or Approximate Bayesian Computation (ABC) enable 
researchers to circumvent derivation of the posterior form directly but allow simulating samples 
from the posterior for inference. 
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In sampling-based inference, the ability of the posterior samples to reveal the features of the true 
posterior is surely important. Biased posterior samples can lead to inaccurate inference influencing 
decision making.  
 
This problem has been considered as a convergence assessment task and many approaches have 
been proposed (e.g. Gelman and Rubin, 1992; Roberts, 1992, 1994). One group of methods focus 
on assessing whether the samples are representative of the underlying stationary distribution 
(Cowles and Carlin, 1996).  For more detailed information, Cowles and Carlin (Cowles and Carlin, 
1996) and El Adlouni et al. (El Adlouni et al., 2006) have made systematic review articles. 
 
One instance of a convergence assessment approach is Gelman and Rubin’s method, where they 
have proposed monitoring a shrinkage factor based on running 𝑚 parallel MCM chains e.g., from 
different initializations and computing a statistic defined as 
 
√𝑅 = ©𝑛 − 1𝑛 + 𝑚 + 1𝑚𝑛 𝐵𝑊 𝑑𝑓𝑑𝑓 − 2 
 
where 𝑛 is the number of iterations so far, 𝐵 is the variance between the means of the 𝑚 chains and 𝑊 is the average with-in variances of the 𝑚 chains. Gelman and Rubin suggest that the samples 
become better converged as the √𝑅 shrinks to one.  
 
Another example is Robert’s approach (Roberts, 1992, 1994) which is based on the regularity 
condition that  
 ­𝑓(®) − 𝑓­ ®→o°⎯⎯²0 
 
where 𝑓 is the targeted distribution, 𝑓(®) the distribution at the 𝑛-th iteration and ‖	. ‖ is a norm 
related to a particular inner product. The monitor procedure is then developed, by defining: 
 𝜒®µ9 = 𝑘(𝜃µ(p), 𝜃9(®))𝑓(𝜃(O®iN))  
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𝐷® = 1𝑚( 𝜒®µµ·µVN  
 𝐼® = 1𝑚(𝑚 − 1)(𝜒®µ9µ¸9  
 
where 𝑘 is a backward kernel in a Gibb’s sampler, 𝑙 and 𝑝 are indices of different samplers and 𝜃9(®) 
denotes the obtained value after 𝑛 iterations from the 𝑝th chain. 𝐷® is defined as dependent term 
and 𝐼® is defined as the interactive term. Roberts showed that 𝐸[𝐷®] = 𝐸[𝐼®] when the chain has 
been converged. He then suggests using 𝑚 = 10 to 20 initializations and monitoring the values of 𝐷® and 𝐼® until they are close enough. 
 
One potential issue with these kinds of approaches is that they cannot detect if the samples are 
converging to another incorrect probability distribution instead of the true posterior distribution. 
Another issue with these kinds of approaches is that some of the approaches are often limited to 
certain types of samplers, for example, Raftery and Lewis’s approach (Raftery and Lewis, 1992) is 
specific to Gibbs samplers and Robert’s approach is limited to symmetric Gibbs samplers. This 
limitation restricts the potential of comparing the performances of different samplers together. 
 
The other group of approaches for evaluation of the posterior samples (Chauveau and 
Vandekerkhove 2014; Gorham and Mackey, 2015; Cusumano-Towner and Mansinghka, 2016; 
Grosse et al, 2016) solve the problem by approximaing the divergence or deviance between the 
samples and the true posterior distribution.  
 
Gorham and Mackey (2015) have proposed an approach to estimate the maximum deviance using 
Stein’s method. However, in the one of the simulation experiments in this thesis, this approach, 
probably due to their choice of the measurement (maximum deviance), it has been found poor 
discriminative with a simple univariate experiment which can be found in the Section 4; in detail it 
requires more samples to discern which of the two samplers is better than a divergence-based 
approach does.  
 
Grosse et al. (2016) have also proposed a framework to estimate the symmetric KL-divergence 
between the posterior samples and the true posterior. Grosse et al.’s approach is specific for AIS 
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(Annealed Slice Sampler, Neal, 2001) based samplers, therefore, the application of the approach is 
limited.  
 
Cusumano-Towner and Mansinghka’s (2016) work also focuses on the symmetric KL divergence 
between the “golden standard” oracle sampler and the evaluated sampler. However, an oracle 
sampler in real-world cases is not always available, in fact, in most of the cases, the true posterior or 
the best sampler is unknown. Therefore, the application of this approach is again restricted. 
 
Chauveau and Vandekerkhov (2014) have proposed an approach measure the KL divergence from 
the true posterior to the posterior samples. However, the porposed approach utilize the classical 
kNN for the entropy estimation which makes the evaluation suffer from the bias issues in high-
dimensional cases. More details of their work and the proposed improvement will be further 
discussed in Section 3.4. 
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3. Method 
In this section, the kNN estimator with Ellipsoidal correction (EC-kNN) is developed. The 
algorithm comprises two parts, one is the local Ellipsoidal correction where a local ellipsoid is 
learned via performing a local PCA algorithm, the other part is the acceptance testing procedure 
which is performed in a boot-strapping manner. 
 
The local ellipsoid is approximated via performing a local PCA using the neighbors of the 
interested sample point. After performing the local PCA, the ratios of axes are utilized for the local 
volume correction. 
 
On the other hand, the acceptance procedure simulates samples from a uniform distribution 
(assumed by the classical kNN estimator) with the same setting of 𝑁 samples and the number of 
neighbors set to k in order to compute a corresponding correction for the random sample. The 
acceptance is determined based on whether the observed correction is greater than the random 
generated correction. 
 
3.1 Ellipsoidal Correction 
Here a correction is presented for the bias caused from uniformity assumption based on ellipsoidal 
approximation. The basic idea is to construct a local ellipsoid so that inside of it data are assumed to 
be more uniformly distributed than inside local ball-shaped structure. 
 
For learning the local ellipsoid structure, the local PCA algorithm is adopted in this work to learn 
the local ellipsoidal structure around the sample of interest point 𝒙/. The local PCA first computes 
the covariance matrix of the neighborhood of 𝒙/ (𝒙/ is included) and rotate the neighborhood to a 
new coordinate system by projecting the data onto the eigenvectors of the obtained covariance 
matrix. The axes of the local ellipsoid are then computed via searching for the maximum distance 
along each coordinate axis. 
 
After performing the local PCA, the sum of the log of ratios of the longest axis to other each of the 
axes of the estimated ellipsoid is then taken as the logarithmic volume correction term; additionally, 
the number of neighbors is recounted based on the ellipsoid.  
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Figure 2.1: (a) The 𝜀-ball of the classical kNN estimator. (b) Local ellipsoid learned via local PCA 
 
Since the volume of an ellipsoid with axes 𝑟N, 𝑟O, … , 𝑟º is defined as  
 43𝜋¾ 𝑟ºZºVN  
 
, we assume that the longest axis 𝑟N, the distance from the origin to the farthest data point alone the 
longest axis, represents the original radius, thus, the correction term can be obtained as 
 ∆𝑉(𝒙/, 𝑿) = ÀÁ]∏ ÀÃ]ÃÄÁ = ∏ (𝑟N/𝑟º)ZºVN . 
 
An alternative option can be using the original radius of the hypersphere (𝜀), however, we found 
that option to have poor performance in simulation experiments. 
 
Note that, in high dimensional cases, it can happen that when the number of neighbors inside the 
new ellipsoid are counted, it turns out that in that there are no points inside of the ellipsoid. When 
encountering this issue, the axes of the ellipsoid are increased slightly until there is at least one data 
point inside of the ellipsoid. Here, in the proposed algorithm, every one of the axes is lengthened by 
multiplying the 𝑟º by a small ratio (e.g., 1.01). The volume correction is changed accordingly.  
 
By definition, one of the points 𝒙/ = [𝑥/,O, 𝑥/,O, … 𝑥/,º, … 𝑥/,Z] is inside of the ellipsoid if  
 
((𝑥/,º − 𝑐º)O𝑟ºO ≤ 1ZºVN  
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where 𝒄 = [𝑐N, 𝑐O … 𝑐º,… 𝑐Z] denotes for origin of the ellipsoid. 
 
Algorithm 1: local ellipsoid-based volume correction 
Input:  
• 𝒙/: sample point 
• 𝑿 = 𝒙N, 𝒙O, … , 𝒙/,… 𝒙Q: other sample points 
• 𝐷: dimension 
• 𝑘: number of neighbor points 
 
Output: ∆𝑉h(𝒙/, 𝑿): local ellipsoid-based volume correction 
 
Find 𝑘th nearest neighbors of 𝒙/ (typically by Euclidean 
distance), get the distance 𝜀/ to the 𝑘th neighbor sample 
 
Perform a PCA on the set of 𝑘 + 1 points including the its 𝑘 
neighbors and 𝒙/. Then project 𝒙/ and its 𝑘 neighbors to the new 
coordinate system. Get the new center by averaging all the 
projected points. 
 
Find the lengths 𝑟N, 𝑟O,… 𝑟Z of the axes of the projected ellipsoid 
through computing the maximum difference of data points from 
the center along each PCA projection axis. 
 
While there are no points inside of the ellipsoid Do 
lengthen every axis by multiplying each 𝑟º with a small 
ratio (e.g., 1.01) 
Until at least one point is inside of the ellipsoid 
 
Compute the volume changing ratio 
 ∆𝑉(𝒙/, 𝑿) = ∏ (𝑟N/𝑟º)ZºVN  
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3.2 Bootstrap test of correction acceptance 
Due to the fact that the nonuniform distribution of data along different coordinate axes can also 
happen due to of the random sample variation, that is, the nonuniform distribution of a particular 
data subset can be observed even under the uniformity assumption, it can happen that the 
corrections from some points are not necessary and the over-correction problem occurs if the 
correction is performed in every sample point. 
 
To address this problem, an acceptance procedure is introduced. For each sample point, an auxiliary 
variable 𝑉Æ is generated as an acceptance variable to amend the potential over-correction issue. The 
variable is simply a volume correction term obtained from a set of 𝑘 + 1 samples generated inside 
of a uniformly distributed 𝜀-ball around the 𝒙/.  The details of generating the 𝑉Æ is shonwn in 
Algorithm 2. 
 
Since the data point 𝒙/ is itself randomly generated, in order to simulate a true random 
configuration, the randomness of that the 𝒙/ is the center of the 𝜀-ball should also be taken into 
account. Therefore, after simulating the 𝑘 + 1 points inside of the 𝜀-ball, the center of the ball is not 
necessary the 𝒙/but redefined by choosing the point which is closest to the original point. The 
correction term for the 𝑘 + 1 points is then computed by the Algorithm 1. If the originally obtained 
correction 𝑉Ç/ is smaller than 𝑉Æ, the twist around the sample point is considered to likely be due to 
randomness, and the correction 𝑉Ç/ is discarded. Note that the role that the variable 𝑉Æ plays is 
similar to the 𝛼h,º parameter in Gao’s work, but instead of an arbitrary, pre-assigned parameter, the 
variable 𝑉Æin the proposed algorithm is determined by sampling based on the observed data. 
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Algorithm 2: Acceptance variable  
Input:  
• 𝐷: dimension 
• 𝑘: number of neighbor points 
• 𝜀: the radius 
 
Output: 𝑉Æ:  acceptance variable 
Generate random samples 𝑼 = 𝒖N, 𝒖O, … , 𝒖haN from a 𝐷-
dimensional uniformly distributed 𝜀-ball. 
 
Take the point 𝒖Ê which is closest to the original among 𝑼 as the 
new center. 
 
Compute the correction term 𝑉Æ = ∆𝑉(𝒖Ê, 𝑼) 
 
 
3.3 KNN estimator with ellipsoidal correction 
The proposed kNN estimator with ellipsoidal correction (EC-kNN) is simply a combination of the 
above-proposed algorithms. In the proposed algorithm, for each sample point 𝒙/, a local ellipsoidal 
correction is performed with a bootstrap acceptance test. The correction term 𝑉Ç/ and the referenced 
correction term 𝑉Æ are generated by Algorithm 1. and Algorithm 2. Respectively. Then the bootstrap 
acceptance test is conducted via comparing the values of 𝑉Ç/ and 𝑉Æ. The correction Is accepted if 𝑉Ç/ < 	𝑉Æ, otherwise the algorithm uses the result of the classical kNN estimator. 
 
After going through every data point in the data set, the algorithm produces the final corrected 
result by averaging the corrected entropies from each data point from the data set. Note that, since 
the bootstrap acceptance test procedure is a result of a randomly generated value 𝑉Æ, therefore, the 
result of the computation can be slightly different every time. 
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Algorithm 3: EC-kNN  
Input:  
• 𝑿 = 𝒙N, 𝒙O, … , 𝒙Q: samples 
• 𝐷: dimension 
• 𝑘: number of neighbor points 
 
Output: 𝐻(𝑿): corrected entropy estimation  
 
for each 𝒙/ do 
Find its 𝑘 neighbors, get the distance 𝜖/ to the 𝑘th neighbor 
sample and compute volume of the 𝜀/-ball  
 𝑉/ = \]^_(Na]^). 
 
Compute the reference volume correction 𝑉Ç/ = ∆𝑉h(𝒙/, 𝑿) 
Generate the acceptance variable  𝑉Æ 
 
If  𝑉Ç/ < 	𝑉Æ do 
Find the number of the neighbor points 𝑘/ inside of the projected 
ellipsoid 
 𝐻(𝒙/) = 𝜓(𝑁) − 𝜓(𝑘/) + log(𝑉/) + log	(𝑉Ç/) 
 
else 𝐻(𝒙/) = 𝜓(𝑁) − 𝜓(𝑘) + log(𝑉/) 
end for 
 
𝐻(𝑿) = 1𝑁(𝐻(𝒙/)Q/VN  
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3.4 Divergence-based evaluation of MCMC posterior samples with EC-kNN 
Let us take a closer look at the KL divergence. Let 𝜃 denote the parameter and 𝑦 denote the data. In 
general, Bayesian inference aims to find the posterior distribution, 
 𝜋(𝜃|𝑦) = 𝜋(𝜃)𝑝(𝑦|𝜃)𝑝(𝑦)  
 
which combines the information of the prior distribution 𝜋(𝜃) and the likelihood 𝑝(𝑦|𝜃). The 
normalizing constant 𝑝(𝑦) can be obtained by 
 𝑝(𝑦) = 0𝜋(𝜃)𝑝(𝑦|𝜃)𝑑 𝜃. 
 
Since the exact form of the posterior 𝜋(𝜃|𝑦) is not always available especially when dealing with 
complicated models, in practice, an approximating distribution 𝑞(𝜃) is employed to circumvent 
deriving the exact form of the posterior distribution. The approximating distribution 𝑞(𝜃) can be 
obtained by simulation tools such as MCMC (Monte Carlo Markov Chain) or approximation 
techniques such as Variational Bayes method  
 
The KL from the true posterior distribution 𝜋(𝜃|𝑦) to the approximating distribution 𝑞(𝜃) can be 
written as 
 𝐷r𝑞(𝜃), 𝜋(𝜃|𝑦)s= `𝐷r𝑞(𝜃), 𝜋(𝜃)s − 𝐷r𝜋(𝜃|𝑦), 𝜋(𝜃)sb− `Í𝐸K(Î)[log𝑝(𝑦|𝜃)] − 𝐸\(Î|Ï)[log𝑝(𝑦|𝜃)]Ðb 
 
where the divergence between the true and approximated posterior distribution has been 
decomposed into the difference of their own Kullback-Leibler divergence to the prior distribution 𝜋(𝜃) and the difference of the expected log-likelihood. The KL divergence to the prior distribution 
is also called Bayesian surprise (Itti and Baldi, 2005). The above divergence can also be written as  
 𝐷r𝑞(𝜃), 𝜋(𝜃)s − 𝐸K(Î)[log𝑝(𝑦|𝜃)] − 𝐸\(Î)[𝑝(𝑦|𝜃)]= 𝐻r𝑞(𝜃)s − 𝐸K(Î)[log𝜋(𝜃)𝑝(𝑦|𝜃)] − 𝐸\(Î)[𝑝(𝑦|𝜃)] 
 23 
 
where 𝐸\(Î)[𝑝(𝑦|𝜃)] is the normalizing constant which is always greater than zero; the value of this 
term can be obtained by techniques such as annealed importance sampling (AIS, Neal, 2001), 
however, since the term has nothing to do with the 𝑞(𝜃), when comparing two different samplers, 
the term can be ignored.  
 
The negative of the term  
 𝐷r𝑞(𝜃), 𝜋(𝜃)s − 𝐸K(Î)[log𝑝(𝑦|𝜃)] 
 
is also called the evidence lower bound (ELBO) in variational Bayes (Blei et al., 2016), and the 
variational Bayes inference algorithm is aiming at optimizing the ELBO value. In Chauveau and 
Vandekerkhove’s (2014) work, the term  
 
 𝐻r𝑞(𝜃)s − 𝐸K(Î)[log𝜋(𝜃)𝑝(𝑦|𝜃)] − 𝐸\(Î)[𝑝(𝑦|𝜃)] (3.4.1) 
 
is calculated to evaluate the MCMC posterior samples. Chauveau and Vandekerkhov have used the 
classical kNN estimator to estimate the entropy 𝐻r𝑞(𝜃)s from the posterior sample and then have 
used Monte-Carlo intergration to obtain the term 𝐸K(Î)[𝜋(𝜃)log𝑝(𝑦|𝜃)]. However, they haven’t 
dealt with the above-mentioned bias issue of the classical kNN estimator, therefore, the 
applicability of their convergence assessment method is limited to low dimensional cases.  
 
In this thesis, we then suggest using the proposed EC-kNN entropy estimator to estimate the value 
of 𝐻r𝑞(𝜃)s in the equation (3.4.1). Using the EC-kNN can surely address the bias issue caused by 
the classical kNN and enhance the correctness when evaluating the quality (deviance from the true 
posterior distribution) of MCMC posterior samples evaluation. In the Section 5., we demonstrate 
working examples and clarify the improvement.  
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4. Simulation Study 
To verify the usability of the proposed approach and to demonstrate that the proposed approach can 
really contribute to the research community, a simulation study is conducted in a comparative 
manner. The naïve kNN estimator is used as the baseline approach. The method proposed by Noh et 
al. (2015) is also selected to compare with the proposed algorithm. For the naïve kNN estimator 
(kNN), Noh et al.’s (2014) estimator (Noh) and the proposed estimator (EC-kNN), we fix the 
number of the neighbors to be  𝑘 = 25. 
 
4.1 Symmetric Gaussian Case 
In this simulation task a multivariate Gaussian distribution is selected to be the ground truth 
distribution, because the entropy 𝐻(𝑿) of a multivariate Gaussian distribution with mean vector 𝝁 
and covariance matrix 𝚺 can be analytically obtained. When 
 𝑿~𝑵(𝝁,𝚺). 
 
The corresponding entropy is 
 𝐻(𝑿) = NO logdet(2𝜋𝑒𝚺). 
 
Since the entropy 𝐻(𝑿) does not depend on the value of the mean vector	𝝁, it is then fixed to a zero 
vector, so that 
 𝝁 = ×0⋮0Ù. 
 
In this symmetric Gaussian case, the covariance is designed as  
 
𝚺 = Ú1 00 1 	 		 		 		 	 ⋱ 00 1Ü 
 
where the variance of each dimension is fixed to 1 and the increase of the dimensionality doesn’t 
influence the symmetry of the distribution.  
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While conducting the experiment, for each iteration, 500 data points are sampled from the 
distribution to estimate the entropy and 10 iterations are repeated for each dimension. For each 
iteration the estimated entropy is compared to the true entropy and the squared error between the 
estimate and the true value is computed. The root mean of the 10 squared error values (RMSE) over 
the iterations is used to compare the performances of different approaches. 
 
  
Figure 4.1. Performance comparison in symmetric mixture case. The EC-kNN (green) outperforms 
kNN (black) and Noh et al.’s approach (red). 
 
 
As shown in Figure 4.1. The RMSE values grow as the dimensionality becomes higher. The 
performances of the three approaches are similar with relatively small RMSE in lower dimensions 
(from 5 to 10), however, as the dimension grows, the proposed EC-kNN estimator starts to 
outperform other approaches. The approach of Noh et al. (2015) performs the worst among all 
approaches. 
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4.2 Asymmetric Gaussian Case 
Following the symmetric case, an experiment on a more complicated asymmetric Gaussian case is 
provided here. In this case, the mean vector is still fixed to a zero vector 
 𝝁 = ×0⋮0Ù 
 
but unlike the previous case, the values in the diagonal of the covariance matrix increases as the 
dimensionality grows, so that for dimensionality 𝐷 we set. 
 
𝚺 = Ú1 00 2 	 		 		 		 	 ⋱ 00 𝐷Ü. 
 
Like the previous case, 500 data points are sampled for each experiment and the experiment repeats 
10 times in each dimension and the RMSE is taken to compare the performances.  
 
 
Figure 4.2. Performance compared in asymmetric mixture case. The EC-kNN (green) outperforms 
kNN (black) and Noh et al.’s approach (red). 
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As shown in Figure 4.2., compared to the previous case, the RMSE value is bigger when the 
underlying distribution is asymmetric and the advantage of the proposed EC-kNN algorithm is more 
obvious, especially in higher dimensional spaces. The approach of Noh et al. (2015) still suffers 
from over-correction. 
 
4.3 Mixture Gaussian Case 
In the third simulation experiment, a mixture of two Gaussian distributions is selected to evaluate 
the performance of the proposed method in a scenario which is more complicated than the previous 
two cases. The probability density function of a mixture of two Gaussian distributions is defined as  
 𝑝(𝑥) = 𝜋𝑝(𝒙|𝝁N, 𝚺N) + (1 − 𝜋)𝑝(𝒙|𝝁O, 𝚺O). 
 
where 𝝁N and 𝝁O are mean vectors and 𝚺N and 𝚺O are covariance matrices of the two Gaussian 
distributions and the 𝜋 is the mixture weight. 
 
The parameter setting is as follows 𝜋 = 0.4 
 
𝝁N = ×0⋮0Ù, 	𝚺N = Ú
1 00 2 	 		 		 		 	 ⋱ 00 𝐷Ü, 
 
 
𝝁O = ×10⋮10Ù, 𝚺O = Ú
1 00 1 	 		 		 		 	 ⋱ 00 1Ü. 
 
The above-defined distribution is a combination of two different Gaussian distributions, where one 
of them is an asymmetric Gaussian distribution and the other one is a symmetric Gaussian 
distribution.  
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Since the entropy of a mixture Gaussian distribution cannot be obtained analytically, for each 
dimension, 100000 samples are simulated from the designed distribution and are taken to estimate 
the entropy through a Monte-Carlo integration, so that 
 𝐻(𝑿) = ∫−𝑝(𝒙)log𝑝(𝒙) 𝑑𝑥 ≈ − NQ ∑ log𝑝(𝒙/)Q/VN . 
 
The result of the Monte-Carlo integration is then taken to represent the true value of the entropy. 
Like the previous experiments, 500 data points are generated in each iteration and for each 
dimension, 10 iterations are conducted, the average of the 10 RMSE values is still taken as the 
performance measurement. 
 
 
Figure 4.3. Performance comparison in Mixture Gaussian Case. The EC-kNN (green) outperforms 
kNN (black) and Noh et al.’s approach (red). 
 
As shown in Figure 4.3., the result in the mixture Gaussian case is similar to the two previous cases. 
The approach of Noh et. al. (2015) has the poorest performance and the proposed approach 
outperforms other approach, which implies that it is suitable when the underlying distribution is 
complicated.  
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In the previous 3 cases, the EC-kNN outperforms the other approaches. Note that both the naïve 
kNN and Noh’s method are sensitive to the dimensionality, their error increases while the 
dimensionality grows whereas the performance of EC-kNN is relatively stable when the dimension 
grows.  
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5. Application to MCMC Posterior Samples Evaluation 
 
5.1 Application Example 1. Univariate Normal-Normal conjugate case 
In this section, a comparison is done between two approaches to estimate divergence between 
MCMC samples and the true posterior distribution, the approach of Gorham and Machey (2015) 
and the divergence-based approach. The simulation task is conducted based on a univariate Normal-
Normal conjugate example. 
 
The model setting is as follows 
 𝑌/~𝑁(𝜃, 10) 𝜃~𝑁(0, 10) 
 
and the observed data consists 9 values with the average of zero. This is the case of a univariate 
Gaussian distribution with known variance and unknown mean with a conjugate prior. The 
posterior can be simply obtained following the known posterior equations for this case committed 
for brevity, and the result is 
 𝜃|𝑦~𝑁(0,1) 
 
Then assume there are two samplers in hand, one generates samples from a student-t distribution 
with 𝑑𝑓 = 20 degree of freedom, zero mean and variance equals to OpNÞ ~1.11, the other sampler 
generates samples from a Gaussian distribution with zero mean and variance equal to 1, in other 
words from the correct posterior distribution. 
 
The method of Gorham and Mackey (2015) and the divergence-based method are further applied to 
compare the two samplers. Since this a is univariate example, the classical kNN estimator is utilized 
as in the univariate case the proposed EC-kNN estimator reduces to the classical kNN estimator.  
 
As shown in Figure 5.1 and Figure 5.2, the Gorham et al.’s approach starts to distinguish the 
difference between two samplers while the sample size is greater than 2000 whereas the 
divergence-based approach requires only around 200 samples. This indicates that the latter 
approach is promising. Next we demonstrate a high-dimensional working example. 
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Figure 5.1: The approach of Gorham and Mackey (2015). No obvious difference between the 
samples from Normal distribution (black bots) and student-t distribution (red triangles) when 
sample size is small (less than 2000). 
 
 
Figure 5.2: Divergence-based approach. Obvious difference between the samples from Normal 
distribution (black bots) and student-t distribution (red triangles) can be found in early iterations. 
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5.2 Application Example 2. Bayesian Linear Regression 
Here a Bayesian linear regression example is demonstrated. The model setting is as follows: 
 𝑌/~𝑁(𝜷x𝑿/, 100) 𝛽Ê~𝑁(0, 𝛼) 𝛼~𝐺𝑎𝑚𝑚𝑎(10, 1) 
 
where 𝑌/ denotes the dependent variable, 𝑿/ is a vector of independent variables, the parameter 
vector 𝜷 is a vector of the coefficients and the model noise, for simplicity, is fixed to 100. 
 
The wage dataset from an R package statsr (Rundel et al.) is used, the dataset contains the wage of 
randomly sampled 935 respondents and also other 15 variables including working hours per week, 
IQ score and years of education and so on. In this Bayesian linear regression model, the wage 
variable is taken as the dependent variable, whereas the other 15 variables are taken as predictors 𝑿. 
Therefore. there are 16 coefficients 𝛽Ê (including the intercept) and the posterior distribuend is 17-
dimensional (𝛼 is also included). The rows containing NA values are ruled out. In total, 663 
complete cases are used for model building. 
 
Two sampling strategies are evaluated, one is a pure Metropolis-Hasting sampler (MH sampler, 
Hasting, 1970) and the other one is a combination of the MH sampler and ESS (Elliptical Slice 
sampler; Murray, 2010). The Metropolis-Hasting sampler is a classical sampler, whereas the ESS is 
a sampler designed for Bayesian models with Gaussian priors.  
 
To evaluate the performances of the above-mentioned samplers, two sampling algorithms are 
designed. The parameters are Θ = {𝛼, 𝜷}. For the first one, 𝛼 is obtained with the MH algorithm 
with a Gaussian proposal distribution and the 𝜷 is obtained with an elliptical slice sampler. For 
second algorithm, both 𝛼 and 𝜷 are obtained by the MH sampler with Gaussian proposal 
distributions  
 
A better initialization is given to the second algorithm. The first sampler (the one which includes 
the ESS ) is executed first and the 1000th posterior sample is taken as the initialization for the 
second algorithm. 
 
Both sampling algorithms run 10000 iterations. For each algorithm, the ELBO value 
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 𝐻r𝑞(𝜃)s − 𝐸K(Î)[log𝜋(𝜃)𝑝(𝑦|𝜃)] 
 
is computed from the 701th iteration onwards. The kNN and EC-kNN estimators taking the previous 
500 posterior samples are applied to estimate the entropy term 𝐻r𝑞(𝜃)s and the term 𝐸K(Î)[𝜋(𝜃)log𝑝(𝑦|𝜃)] is estimated via Monte-Carlo integration, that is, 
 N¤pp ∑ log𝜋r𝜃(â)s𝑝r𝑦ã𝜃(â)sâ  
 
where   𝜋r𝜃(â)s = 𝐺𝑎𝑚𝑚𝑎(𝛼(â)|10,1)¾𝑁𝑜𝑟𝑚𝑎𝑙(𝛽Ê(â)|𝛼(â))Ê  
 𝑝r𝑦ã𝜃(â)s =¾𝑁𝑜𝑟𝑚𝑎𝑙(𝑦/|𝜷(â)x𝒙/(â), 100)/  
 
As Shown in Figure 4.3, although the algorithm with solely MH samplers is starting from a better 
initialization, the two types of ELBO estimations are leading to the same results, and they both 
favor the algorithm comprising the elliptical slice sampler. It has already been proven in the 
previous section that in general, the EC-kNN estimator is more accurate than the classical kNN 
estimator. Furthermore, in this case, the estimated ELBO computed via the EC-KNN estimator 
distinguishes the difference of the two algorithms in already earlier iterations (the improved 
performance of the ESS included algorithm is obvious after the 2000th iteration while the kNN 
based estimate reveals the difference only after the 3300th iteration).  
This demonstrated working example shows the advantage of the EC-KNN and can be also a 
framework to evaluate other sampling algorithms. 
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Figure 5.3 (a): Performance comparison between two sampling algorithms using the EC-kNN 
estimated ELBO values. (b) Performance comparison between two sampling algorithms using the 
kNN estimated ELBO values. Sampler 1 (black dots) generates samples based on pure MH 
samplers whereas Sampler 2 (red triangles) generates 𝛼 with a MH sampler but generates	𝜷 with a 
elliptical slice sampler.  Both ELBO evaluation methods show that Sampler 2 out performs Sampler 
1, however, the EC-kNN estimated ELBO is more discriminative than teh kNN estimated ELBO 
since it distinguishes the two samplers in earlier iterations.
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6. Discussion and Conclusion 
The contribution of the thesis is that it has proposed a novel approach for entropy estimation called 
the EC-kNN estimator which reduces the bias of the kNN estimator. The proposed EC-kNN 
comprises the local PCA learning and the boot-strap style correction acceptance procedure which 
together address the bias resulting from the uniformity assumption.  
 
The EC-kNN has been shown to be useful in several simulation experiments from simple to 
complicated cases. The advantage of the EC-kNN has been shown to be prominent especially when 
the data set is high-dimensional and complicated. The experiments have implied that the local 
ellipsoidal correction and the boot-strap type acceptance procedure can properly capture the local 
uniformity region. 
 
In this research, the EC-kNN estimator has been further applied to evaluation of MCMC posterior 
samples evaluation. It was shown to be a comparatively useful tool to not only monitor the 
convergence but also the correctness of the MCMC posterior samples. The proposed framework has 
been shown to be an appropriate tool to compare different samplers. Moreover, there are more 
applications other than evaluation of MCMC posterior samples requiring entropy estimation. The 
potential applications of this estimator can be extended in other research fields in the future. 
 
One future direction of this research is exploring other potentials of modeling the local shape. This 
research utilizes an ellipsoid shape, which can be inflexible to catch the local structure in some 
complicated cases. Other shapes such as a convex hull can be potential candidates in further 
research. 
 
Another potential route for the further research is the choice of number of neighbors 𝑘. An optimal 
choice of 𝑘 should be capable of capturing the local non-uniformity, a smaller 𝑘 can improve the 
efficiency but the learned local ellipsoid can be unrealistic, whereas a too big 𝑘 can lead to poor 
efficiency and also an unrealistic local ellipsoid. In the simulation experiments of this research, the 𝑘 is fixed to 25 in every dimension, and it turns out that the choice of 𝑘 has worked well. However, 
a more sophisticated procedure of choosing of 𝑘 can potentially improve the efficiency and the 
accuracy of the estimator. 
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