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Abstract. Training recurrent neural networks is hard. Recently it has
however been discovered that it is possible to just construct a random
recurrent topology, and only train a single linear readout layer. State-of-
the-art performance can easily be achieved with this setup, called Reservoir
Computing. The idea can even be broadened by stating that any high di-
mensional, driven dynamic system, operated in the correct dynamic regime
can be used as a temporal ‘kernel’ which makes it possible to solve complex
tasks using just linear post-processing techniques.
This tutorial will give an overview of current research on theory, applica-
tion and implementations of Reservoir Computing.
1 Introduction
In machine learning, feed-forward structures, such as artificial neural networks,
graphical Bayesian models and kernel methods, have been extensively studied
for the processing of non-temporal problems. These architectures are well un-
derstood due to their feed-forward and non-dynamic nature. Many applications
are however temporal, such as prediction (weather, dynamic systems, finan-
cial data), system control or identification, adaptive filtering, noise reduction,
robotics (gait generation, planning), vision and speech (recognition, processing,
production). In short, many real-world tasks.
It is possible to solve temporal problems using feed-forward structures. In
the area of dynamical systems modeling, Takens [55] proposed that the (hidden)
state of the dynamical system can be reconstructed using an adequate delayed
embedding. This explicit embedding converts the temporal problem into a spa-
tial one. The disadvantages of this approach is the artificially introduced time
horizon, many parameters are needed when a long delay is introduced and it is
not a ‘natural’ way to represent time.
A possible solution to this problem is adding recurrent connections to the
feed-forward architectures mentioned above. These recurrent connections trans-
form the system into a potentially very complex dynamical system. In the
ground-breaking work of Hopfield [16], the dynamics of a Recurrent Neural Net-
work (RNN) were controlled by constructing very specific topologies with sym-
metrical weights. Even though this system is - in general - chaotic, the Hopfield
architecture depends critically on the presence of point attractors. It is also used
in an autonomous, oﬄine way: an initial state is imposed, and then the dynamic
system is left running until it ends up in one of its many attractors.
Another line of research, initiated by the back-propagation-through-time
learning rule for recurrent networks by Werbos [61, 62] (which was later re-
discovered in [42]), is to train all the weights in a fully (or sparsely) connected
recurrent neural network. The literature describes many possible applications,
including the learning of context free and context sensitive languages [41, 11],
control and modeling of complex dynamical systems [54] and speech recognition
[40, 12]. RNNs have been shown to be Turing equivalent [25] for common acti-
vation functions, can approximate arbitrary finite state automata [33] and are
universal approximators [10]. So, theoretically, RNNs are very powerful tools
for solving complex temporal machine learning tasks. Nonetheless, the applica-
tion of these rules to real-world problems is not always feasible (due to the high
computational training costs and slow convergence) [14] and while it is possible
to achieve state-of-the-art performance, this is only reserved for experts in the
field [38]. Another significant problem is the so-called fading gradient, where the
error gradient gets distorted by taking many time steps at once into account, so
that only short examples are usable for training. One possible solution to this
is a specially constructed Long Short Term Memory (LSTM) architecture [44],
which nonetheless does not always outperform time delayed neural networks.
In early work of Buonomano [3], where a random network of spiking neu-
rons with short-term plasticity (also known as dynamic synapses) was used, it
was shown that this plasticity introduces much slower dynamics than can be
supported by the recurrent topology. He used a supervised correlation-based
learning rule to train a separate output layer to demonstrate this. The idea of
using a random recurrent network, which is left untrained, and which is pro-
cessed by a simple classification/regression technique was later independently
reinvented by Jaeger [17] as the Echo State Network and Maass [29] as the
Liquid State Machine.
The Echo State Network (ESN) consists of a random, recurrent network of
analog neurons that is driven by a (one- or multi-dimensional) time signal, and
the activations of the neurons are used to do linear classification/regression. The
ESN was introduced as a better way to use the computational power of RNNs
without the hassle of training the internal weights, but from this viewpoint
the reservoir acts as a complex nonlinear dynamic filter that transforms the
input signals using a high-dimensional temporal map, not unlike the operation
of an explicit, temporal kernel function. It is even possible to solve several
classification tasks on an input signal by adding multiple readouts to a single
reservoir. Jaeger proposed that for ESNs the reservoir should be scaled such
that they operate on the edge of stability, by setting the spectral radius1 of the
connection matrix close to, but less than one.
The Liquid State Machine (LSM) by Maass [29] was originally presented
as a general framework to perform real-time computation on temporal signals,
but most description use an abstract cortical microcolumn model. Here a 3D
structured locally connected network of spiking neurons is randomly created
using biologically inspired parameters and excited by external input spike trains.
The responses from all neurons are projected to the next cortical layer where
1The magnitude of the largest eigenvalue. This is also a rough measure of the global scaling
of the weights in the case of an even eigenvalue spread.
the actual training is performed. This projection is usually modeled using a
simple linear regression function, but the description of the Liquid State Machine
supports more advanced readout layers such as a parallel perceptron which is
then trained using the P-delta learning rule. Also, descriptions of Liquid State
Machines using other node types are published, such as a network of threshold
logic gates [26]. In the LSM literature it has been shown that reservoir perform
optimally if the dynamic regime is at the edge of chaos [27].
Yet other research by Steil [53] showed that the current state-of-the-art
learning rule for RNNs (Athya-Parlos recurrent learning [1]) actually has the
same weight dynamics as what was proposed by Jaeger and Maass: the outputs
weights are trained, and the internal weights are only globally scaled up or down
a bit (which can be ignored if the weights are initially well scaled). This lead to
a learning rule for RNNs called Backpropagation Decorrelation (BPDC) where
again only the output weights are trained, but in this case the output nodes are
nonlinear and the training is done in an on-line manner.
The fact that this idea was independently discovered several times, and that it
is also discovered based on the theoretical study of state-of-the-art RNN learn-
ing rules, underlines the importance of the concept. However, the literature
concerning these ideas was spread across different domains, and ESN and LSM
research did not really interact. In [58], the authors of this tutorial proposed
that the ideas should be unified2 into a common research stream, which they
propose to call Reservoir Computing (RC). The RC field is very active, with
a special session at IJCNN 2005, a workshop at NIPS 2006, a special issue of
Neural Network which will appear in April 2007 and the ESANN 2007 special
session.
The ideas behind Reservoir Computing can be approached grounded in the
field of recurrent neural network theory, but a different and equally interesting
view can also be presented when reservoirs are compared to kernel methods [46].
Indeed, the key idea behind kernel methods is to pre-process the input by ap-
plying a form of transformation from the input space to the feature space, where
the latter is usually far higher-dimensional (possibly even infinite-dimensional)
than the former. The classification or regression is then performed in this feature
space. The power of kernel methods lies mainly in the fact that this transforma-
tion does not need to be computed explicitly, which would be either too costly
or simply impossible. This transformation into a higher-dimensional space is
similar to the functionality of the reservoir, but there exist two major differ-
ences: first, in the case of reservoirs the transformation is explicitly computed,
and second kernels are not equipped to cope with temporal signals.
2 Theory
In this section we will present the general RC setup, learning rules, reservoir
creation and tuning rules, and theoretical results concerning the computational
2In that paper they showed that this unification by experimental validation and by pre-
senting a MATLAB toolbox that supports both ESNs and LSMs.
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Fig. 1: The Figure a) shows the general model of an RC system, and Figure b)
shows the exact timing setup in case of teacher-forced operation.
power and optimal dynamic regime.
General model Although there exist some variations of the global setup of an
RC system, a generic architecture is depicted in Figure 1a. During training with
teacher forced the state equations are:
x(t + 1) = f
(








ŷ(t + 1) = W outres x(t + 1) + W
out
inp u(t) + W
out
out y(t) + W
out
bias.
Here, all weights matrices to the reservoir (W res
·
) are initialized at random,
while all connections to the output (W out
·
) are trained. The exact timing of
all the different components in these equations is important, and has been used
differently in many publications. We propose, from a logical and functional point
of view, the timing presented in Figure 1b. When using the system after training
with the W resout connections, the computed output ŷ is fed back into the reservoir.
When using spiking neurons (a LSM), the spikes need to be converted to
analog values before they can be processed using for example linear regression.
This conversion is usually done using an exponential filtering [26] and resampling
of the spike train. If a readout would be implemented using a spiking learning
rule, this conversion using filtering could be dropped, but as of now, no such
readout function has been described.
Node types Many different neuron types have already been used in literature:
linear nodes, threshold logic gates, hyperbolic tangent or Fermi neurons (with or
without an extra leaky integrator) and spiking neurons (with or without synaptic
models and dynamic synapses). There is yet no clear understanding on which
node types are optimal for given applications. For instance, the network with
the best memory capacity3 consists of linear neurons, but on most other tasks,
this node type is far from optimal. There has been some evidence [58] that
spiking neurons might outperform analog neurons for certain tasks. And for
spiking neurons, it has been shown that synapse models and dynamic synapses
improve performance [13].
Adding node integration to analog neurons makes it possible to change the
timescale at which the reservoir operates [22]. When making the transition from
a continuous time-model to a discrete time-model using Euler integration, a
time constant is introduced, that has the effect of “slowing” down the reservoir
dynamics compared to the input.
Theoretical capabilities Besides the promising performance on a variety of prac-
tical applications, some work has also been done on the theoretical properties of
reservoirs. Specifically, the first contributions on LSM and ESN both formulate
and prove some necessary conditions that - in a general sense - reservoirs should
possess in order to be good reservoirs.
The concept of the LSM - while strongly inspired by ideas from neuroscience
- is actually rather broad when formulated theoretically [29]. First, a class of
filters is defined that needs to obey the point-wise separation property, a quite
nonrestrictive condition (all linear filters or delay lines obey it, but also spiking
neurons with dynamic synapses). Next, a readout function is introduced that
operates on the outputs of these filters and that needs to have the universal
approximation property, a requirement that seems quite hard but which is for
instance satisfied by a simple linear regression function. When both these con-
ditions are satisfied, the resulting system can approximate every real-time (i.e.
immediate) computation on temporal inputs. Thus, at least in theory, the LSM
idea is computationally very powerful because in principle it can solve the ma-
jority of the difficult temporal classification and regression problems. Similarly,
theoretical requirements for the ESN have been derived in [17]. In particular,
necessary and sufficient conditions for a recurrent network to have echo states
are formulated based on the spectral radius and largest singular value of the
connection matrix. The echo state property means - informally stated - that the
current state of the network is uniquely determined by the network input up
to now, and, in the limit, not by the initial state. The network is thus state
forgetting.
While these theoretical results are very important and necessary to add cred-
ibility to the idea of reservoir computing, unfortunately they do not offer any
immediate indications on how to construct reservoirs that have certain ‘desirable’
properties given a certain task, nor is there consensus on what these desirable
properties would be. Therefore, a lot of the current research on reservoirs fo-
cuses on reducing the randomness of the search for a good reservoir and offering
heuristic or analytical measures of reservoir properties that predict the perfor-
mance.
3Memory capacity (MC) is a measure of how much information contained in the input can
be extracted from the reservoir after a certain time. See [18].
Reservoir creation and scaling Reservoirs are randomly created, and the exact
weight distribution and sparsity has only a very limited influence on the reser-
voir’s performance. But, in the ESN literature, the reservoirs are rescaled using
measures based on stability bounds. Several of these measures have been pre-
sented in literature. Jaeger proposed the spectral radius to be slightly lower than
one (because the reservoir is then guaranteed to have the echo state property).
However, in [2] a tighter bound on the echo state property is described based on
ideas from robust control theory, that is even exact for some special connection
topologies. In LSM literature such measures do not exist, which makes it harder
to construct reservoirs with a given desired dynamic ‘regime’ - an issue made
even harder due to the dynamic properties of even simple spiking neurons (e.g.
refractoriness).
In [36] it was shown that when no prior knowledge of the problem at had is
given, it is best to create the reservoir with a uniform pole placement, so that all
possible frequencies are maximally covered, an idea which originated from the
identification of linear systems using Kautz filters.
The random connectivity does not give a clear insight in what is going on
in the reservoir. In [9] a reservoir was constructed consisting out of nodes that
only have a random self-connection. This topology, called Simple ESN, consists
effectively of a random filter bank and it was shown that its performance on
several tasks is only slightly worse than a full ESN.
Training The original LSM concept stated that the dynamic reservoir states
can be processed by any statistical classification or regression technique, rang-
ing form simple linear models to kernel based techniques. The ESN literature
however only uses linear regression as a readout function. Given the ‘revival’ of
linear techniques (like kernel methods, Gaussian processes, ...) which are very
well understood, and that adding other non-linear techniques after a reservoir
makes it unclear what the exact influence of the non-linear reservoir is, we chose
to only focus on linear processing.
The readout can both be trained using off-line (batch) or on-line learning
rules. When performing off-line training, teacher forcing is used when the output
is fed into the reservoir and readout. A weight matrix must be found that
minimizes (Aw−B)2 where the A matrix consists of a concatenation of all inputs
to the readout (reservoir states, inputs, outputs and bias) and the B matrix
consists of all desired outputs. Weights can be found using the Moore-Penrose
pseudo inverse. In the original papers of Jaeger, added noise to the A matrix was
used for regularization. It is however better to use e.g. ridge regression where
the norm of the weights is also minimized using a regularization parameter. The
regularization parameter can then be found using cross-validation.
On-line training of reservoirs using Least Mean Squares learning algorithm is
quite inefficient due to a poor eigenvalue spread of the cross-correlation matrix.
The Recursive Least Squares learning rule is better suited as has been shown in
[19].
Reservoir Adaptation Although that the original RC concept uses fixed ran-
domly created reservoirs, and this is considered to be its main advantage, there
now is quite some research done on altering the reservoirs to improve perfor-
mance on a given application.
One train of thought is to find an optimal reservoir given a certain task. This
idea is based on the fact that the performance of randomly chosen reservoirs form
a distribution. Given some search algorithm it is thus easy to perform better
than average by choosing the right reservoir. This has been done with Genetic
Algorithms [57], Evolino [45]. Another possibility is to start out with a large
reservoir, and to prune away ‘bad’ nodes given a certain task. This idea is
presented in Dutoit et al. in this session.
Maybe the purest idea of reservoir adaptation are techniques where the reser-
voir parameters are changed using an unsupervised learning rule, given an input,
not the expected output! This way the dynamics can be tuned on the given input
without explicitly specializing to an expected response. The first idea would be
to use Hebbian based unsupervised learning rules, but in [20] Jaeger stated that
these cannot significantly improve performance. This is probably because the
simple correlation or anti-correlation from Hebbian rules is to limited to improve
the reservoir dynamics.
Recently, a new way of adapting the reservoir parameters have been pre-
sented based on imposing certain output distributions on each of the reservoir
nodes. This can be achieved by only changing global neuron parameters like
gain and threshold, not all individual weights. These type of learning rules are
called Intrinsic Plasticity, originally discovered in real neurons [64], derived for
analog neurons by Triesch [56], and first used in RC by Steil [52]. IP is able to
very robustly impose a given dynamic regime, whatever the network parameters.
Certain tasks become tractable with reservoirs only when IP is used as shown in
the contribution of Steil to this session. And tuning the IP distributions param-
eters has a smaller final performance variance than when setting the spectral
radius as shown in the contribution by Verstraeten et al. in this session.
Structured reservoirs Initially, reservoirs were uniform structures with no spe-
cific internal structure. If we look at the brain, it is obvious that a specific
structure is present, and is important. Recently, Haeussler et al. [13] showed
that when creating an LSM with the global, statistical structure as what is dis-
covered in the brain, the performance significantly increases as compared to an
unstructured reservoir.
It has been theorized that a single reservoir is only able to support a limited
number of ‘timescales’. This can be alleviated by using a structured reservoir
as in [63]. Here several reservoirs are interconnected with sparse inhibitory
connections with as aim to decorrelate the different sub-reservoirs. This way the
different timescales can ‘live’ in their own sub-reservoir.
Measures of dynamics The performance of a reservoir system is highly depen-
dent on the actual dynamics of the system. However, due to the high degree
of nonlinear feedback, a static analysis of the dynamic regime based on stabil-
ity measures is bound to be inaccurate. In the original work on ESNs, Jaeger
frequently uses the spectral radius of the reservoir connection matrix as a way
of analyzing or controlling reservoir dynamics. Also, for linear systems a spec-
tral radius is a hard limit for the stability of the dynamics, but this is only an
approximation for nonlinear systems such as reservoirs and even then only for
very small signal values (around a zero total input to the sigmoid, where it is
somewhat linear). The actual reservoir dynamics, when applied to a specific
task, are highly dependent on the actual inputs, since a reservoir is an input-
driven system that never reaches a steady state. In [36] is was shown that the
effective spectral radius of the linearized system that models the reservoir is very
dependent on a constant bias input or the scaling of the input: large inputs or
bias leads to a smaller effective spectral radius. It is even possible to construct
a chaotic reservoir, which becomes transiently stable when driven by a large
enough external signal [35].
These considerations, along with the quest for an accurate measure or pre-
dictor of reservoir performance, have lead to the development of a measure of
reservoir dynamics that also takes the actual task-dependent input into account.
In [58], the application of a local Lyapunov-like measure to reservoir dynamics
is introduced and its usability as a performance predictor is evaluated. It seems
that for the tasks considered there, the pseudo-Luyapunov measure offers a good
measure for the task-dependent reservoir dynamics and also links static param-
eters (such as the spectral radius) of reservoirs performing optimally on certain
tasks to their actual dynamics.
3 Applications
Reservoir computing is generally very suited for solving temporal classification,
regression or prediction tasks where very good performance can usually be at-
tained without having to care to much about specifically setting any of the
reservoir parameters. In real-world applications it is however crucial that the
‘natural’ time scale of the reservoir is tuned to be in the same order of magnitude
as the important time scales of the temporal application.
Several successful applications of reservoir computing to both ‘abstract’ and
real world engineering applications have been reported in literature. Abstract
applications include dynamic pattern classification [18], autonomous sine gener-
ation [17] or the computation of highly nonlinear functions on the instantaneous
rates of spike trains [31]. In robotics, LSMs have been used to control a simulated
robot arm [24], to model an existing robot controller [5], to perform object track-
ing and motion prediction [4, 28], event detection [20, 15] or several applications
in the Robocup competitions (mostly motor control) [34, 37, 43]. ESNs have been
used in the context of reinforcement learning [6]. Also, applications in the field
of Digital Signal Processing (DSP) have been quite successful, such as speech
recognition [30, 60, 49] or noise modeling [21]. In [39] an application in Brain
Machine Interfacing is presented. And finally, the use of reservoirs for chaotic
time series generation and prediction have been reported in [18, 19, 51, 50].
In many area’s such as chaotic time series prediction and isolated digit recog-
nition, RC techniques already outperform state-of-the-art approaches. A strik-
ing case is demonstrated in [21] where it is possible to predict the Mackey-Glass
chaotic time series several orders of a magnitude farther in time than with classic
techniques!
4 Implementations
The RC concept was first introduced using an RNN as a reservoir, but it actually
is a much broader concept, where any high dimensional dynamic system with the
right dynamic properties can be used as a temporal ‘kernel’, ‘basis’ or ‘code’ to
pre-process the data such that it can be easily processed using linear techniques.
Examples of this are the use of a real bucket of water as reservoir to do speech
recognition [8], the genetic regulatory network in a cell [7, 23] and using the
actual brain of a cat [32].
Software toolbox Recently, an open-source (GPL) toolbox was released4 that
implements a broad range of RC techniques. This toolbox consists of functions
that allow the user to easily set up datasets, reservoir topologies, experiment
parameters and to easily process results of experiments. It supports analog
(linear, sign, tanh, ..) and spiking (LIF) neurons in a transparent way. The
spiking neurons are simulated in an optimized C++ event simulator. Most of
what is discussed in this tutorial is also implemented in the toolbox.
Hardware At the time of writing, already several implementation of RC in hard-
ware exist, but they all focus on neural reservoirs. A SNN reservoir is already
implemented in digital hardware [47], while in EU FP6 FACETS project they
are currently pursuing a large scale aVLSI implementation of a neuromorphic
reservoir. An ANN reservoir has already been implemented on digital hardware
using stochastic bit-stream arithmetic [59], but also in aVLSI [48].
5 Open research questions
RC is a relatively new research idea and there are still many open issues and
future research directions. From a theoretical standpoint, a proper understand-
ing of reservoir dynamics and measures for these dynamics is very important.
A theory on regularization of the readout and the reservoir dynamics is cur-
rently missing. The influence of hierarchical and structured topologies is not yet
well understood. Bayesian inference with RC needs to be investigated. Intrinsic
plasticity based reservoir adaptation needs also be further investigated. From an
implementation standpoint, the RC concept can be extended way beyond RNN,
and any high-dimensional dynamical system, operating in the proper dynamical
4It is freely available at http://www.elis.ugent.be/rct.
regime (which is as of now theoretically still quite hard to define), can be used
as a reservoir.
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