With the advent of automated machine learning, automated hyperparameter optimization methods are by now routinely used in data mining. However, this progress is not yet matched by equal progress on automatic analyses that yield information beyond performanceoptimizing hyperparameter settings. In this work, we aim to answer the following two questions: Given an algorithm, what are generally its most important hyperparameters, and what are typically good values for these? We present methodology and a framework to answer these questions based on meta-learning across many datasets. We apply this methodology using the experimental meta-data available on OpenML to determine the most important hyperparameters of support vector machines, random forests and Adaboost, and to infer priors for all their hyperparameters. The results, obtained fully automatically, provide a quantitative basis to focus efforts in both manual algorithm design and in automated hyperparameter optimization. The conducted experiments confirm that the hyperparameters selected by the proposed method are indeed the most important ones and that the obtained priors also lead to statistically significant improvements in hyperparameter optimization.
INTRODUCTION
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Based on these methods, it is now possible to build reliable automatic machine learning (AutoML) systems [12, 39] , which -given a new dataset D -determine a custom combination of algorithm and hyperparameters that performs well on D. However, this recent rapid progress in hyperparameter optimization and AutoML carries a risk with it: if researchers and practitioners rely exclusively on automated methods for finding performance-optimizing configurations, they do not obtain any intuition or information beyond the single configuration chosen. To still provide such intuition in the age of automation, we advocate the development of automated methods that provide high-level insights into an algorithm's hyperparameters, based on a wide range of datasets.
When using a new algorithm on a given dataset, it is typically a priori unknown which hyperparameters should be tuned, what are good ranges for these, and which values in these ranges are most likely to yield high performance. Currently these decisions are typically made based on a combination of intuition about the algorithm and trial & error. While various post-hoc analysis techniques exist that, for a given dataset and algorithm, determine what were the most important hyperparameters and which of their values tended to yield good performance, in this work we study the same question across many datasets. For many well-known algorithms, there already exists some intuition about which hyperparameters impact performance most. For example, for support vector machines, it is commonly believed that the gamma and complexity hyperparameters are most important, and that a certain trade-off exists between these two. However, the empirical evidence for this is limited to a few datasets and therefore rather anecdotal.
In this work, given an algorithm, we aim to answer the following two questions:
(1) Which of the algorithm's hyperparameters matter most for empirical performance? (2) Which values of these hyperparameters are likely to yield high performance? We will introduce methods to answer these questions across datasets and demonstrate these methods for three commonly used classifiers: support vector machines (SVMs), random forests and Adaboost. Specifically, we apply the post-hoc analysis technique of functional ANOVA [22] to each of the aforementioned classifiers on a wide range of datasets, drawing on the experimental data available on OpenML [43] . Using the same available experimental data, we also infer prior distributions over which hyperparameter values work well. Several experiments demonstrate that the trends we find (about which hyperparameters tend to be important and which values tend to perform well) generalize to new datasets.
Our contributions are as follows: (1) We present a methodology and a framework that leverage functional ANOVA to study hyperparameter importance across datasets. (2) We apply this to analyze the importance of SVMs, random forests and Adaboost on 100 datasets from OpenML, and confirm that the hyperparameters determined as the most important ones indeed are the most important ones to optimize. (3) Using the same experimental data, we infer priors over which values of these hyperparameters perform well and confirm that these priors yield statistically significant improvements for a modern hyperparameter optimization method. (4) In order to make this study reproducible, all experimental data is made available on OpenML. The results of all analyses are available in a separate Jupyter Notebook. (5) Overall, this work is the first to provide quantitative evidence for which hyperparameters are important and which values should be considered, providing a better scientific basis for the field than previous knowledge based mainly on intuition. The remainder of this paper is organized as follows. In Section 2 we position our contributions with respect to similar works in the field. Section 3 covers relevant background information about functional ANOVA. Section 4 formally introduces the methods that we propose, and Section 5 defines the algorithms and hyperparameters upon which we apply them. We then conduct two experiments: Section 6 covers the experiments that show which hyperparameters are important across datasets; and Section 7 covers the experiments that show how to use the experimental data on OpenML to infer good priors. Section 8 concludes.
RELATED WORK
We review related work on hyperparameter importance and priors.
Hyperparameter Importance. Various techniques exists that allow for the assessment of hyperparameter importance. Breiman [7] showed in his seminal paper how random forests can be used to assess attribute importance: if removing an attribute from the dataset yields a drop in performance, this is an indication that the attribute was important. Forward selection [21] is based on this principle. It predicts the performance of a classifier based on a subset of hyperparameters that is initialized empty and greedily filled with the next most important hyperparameter. Ablation Analysis [3, 11] requires a default setting and an optimized setting and calculates a so-called ablation trace, which embodies how much the hyperparameters contributed towards the difference in performance between the two settings. Functional ANOVA (as explained in detail in the next section) is a powerful framework that can detect the importance of both individual hyperparameters and interaction effects between arbitrary subsets of hyperparameters. Although all of these methods are very useful in their own right, none of these has yet been applied to analyze hyperparameters across datasets. We will base our work in this realm on functional ANOVA since it is computationally far more efficient than forward selection, can detect interaction effects, and (unlike ablation analysis) does not rely on a specific default configuration. The proposed methods are, however, by no means limited to functional ANOVA.
In a preliminary study, we already reported on important hyperparameters of random forests and Adaboost [42] .
Priors. The field of meta-learning (e.g., Brazdil et al. [6] ) is implicitly based on priors: a model is trained on data characteristics (so-called meta-features) and performance data from similar datasets, and the resulting predictions are used to recommend a configuration for the dataset at hand. These techniques have been successfully used to recommend good hyperparameter settings [30, 35] , to warm-start optimization procedures [13] or prune search spaces [44] . However, it is hard to select an adequate set of meta-features. Moreover, obtaining good meta-features comes at the cost of run time. This work can be seen as an alternative approach to meta-learning that does not require the aforementioned meta-features.
Multi-task Bayesian optimization [38] offers a different approach to meta-learning that alleviates meta-features. A multi-task model (typically a Gaussian Process [5] ) is fitted on the outcome of classifiers to determine correlations between tasks, which can be exploited for hyperparameter optimization on a new task. However, this approach suffers from the cubic complexity of Gaussian processes. While a recent more scalable alternative for multi-task Bayesian optimization is to use Bayesian neural networks [37] , to the best of our knowledge, this approach has not been evaluated at large scale yet.
The class of Estimation of Distribution (EDA) algorithms (e.g. Larraanaga and Lozano [27] ) optimizes a given function by iteratively fitting a probability distribution to points in the input space with high performance and using this probability distribution as a prior to sample new points from. Drawing on this, the method we propose determines priors over good hyperparameter values by using hyperparameter performance data on different datasets.
BACKGROUND: FUNCTIONAL ANOVA
The functional ANOVA framework for analyzing the importance of hyperparameters introduced by Hutter et al. [22] is based on a regression model that yields predictionsŷ for the performance of arbitrary hyperparameter settings. It determines how much each hyperparameter (and each combination of hyperparameters) contributes to the variance ofŷ across the algorithm's hyperparameter space Θ. Since we will use this technique as part of the proposed method, we now discuss it in more detail.
Notation. Algorithm A has n hyperparameters with domains Θ 1 , . . . , Θ n and configuration space Θ = Θ 1 × . . . × Θ n . Let N = {1, . . . , n} be the set of all hyperparameters of A. An instantiation of A is a vector θ = ⟨θ 1 , . . . , θ n ⟩ with θ i ∈ Θ i (this is also called a configuration of A). A partial instantiation of A is a vector θ U = ⟨θ i , . . . , θ j ⟩ with a subset U ⊆ N of the hyperparameters fixed, and the values for other hyperparameters unspecified. (Note that from this it follows that θ N = θ ).
Efficient marginal predictions. The marginal performancê a U (θ U ) is defined as the average performance of all complete instantiations θ that agree with θ U in the instantiations of hyperparameters U . To illustrate the concept of marginal predictions, Figure 1 shows marginal predictions for two hyperparameters of SVMs and their union. We note that such marginals average over all instantiations of the hyperparameters not in U , and as such depend on a very large number of terms (even for finite hyperparameter ranges, this number of terms is exponential in the remaining number of hyperparameters N \ U ). However, for the predictionsŷ of a tree-based model, the average over these terms can be computed exactly by a procedure that is linear in the number of leaves in the model [22] .
Functional ANOVA.. Functional ANOVA [18, 19, 25, 36] decomposes a functionŷ : Θ 1 × · · · × Θ n → R into additive components that only depend on subsets of the hyperparameters N :
The componentsf U (θ U ) are defined as follows:
where the constantf ∅ is the mean value of the function over its domain. Our main interest is the result of the unary functionŝ f {j } (θ {j } ), which capture the effect of varying hyperparameter j, averaging across all possible values of all other hyperparameters. Additionally, the functionsf U (θ U ) for |U | > 1 capture the interaction effects between all variables in U (excluding effects of subsets W ⊊ U ). Given the individual components, functional ANOVA decomposes the variance V ofŷ into the contributions by all subsets of hyperparameters V U :
where 1 | |Θ U | | is the probability density of the uniform distribution across Θ U .
To apply functional ANOVA, we first collect performance data ⟨θ i , y i ⟩ K k =1 that captures the performance y i (e.g., accuracy or AUC score) of an algorithm A with hyperparameter settings θ i . We then fit a random forest model to this data and use functional ANOVA to decompose the variance of each of the forest's treesŷ into contributions due to each subset of hyperparameters. Importantly, based on the fast prediction of marginal performance available for tree-based models, this is an efficient operation requiring only seconds in the experiments for this paper. Overall, based on the performance data ⟨θ i , y i ⟩ K k =1 , functional ANOVA thus provides us with the relative variance contributions of each individual hyperparameter (with the relative variance contributions of all subsets of hyperparameters summing to one).
This leads to the notion of hyperparameter importance. When a hyperparameter is responsible for a large fraction of the variance, setting this hyperparameter correctly is important for obtaining good performance, and it should be tuned properly. When a hyperparameter is not responsible for a lot of variance, it is deemed less important.
Besides attributing the variance to single hyperparameters, functional ANOVA also determines the interaction effects of sets of hyperparameters. This potentially gives insights in which hyperparameters can be tuned independently and which are dependent on each other and should thus be tuned together. In the hypothetical case where there are no interaction effects between any of the hyperparameters, all hyperparameters could be tuned individually by means of a simple hill-climbing algorithm.
By design, functional ANOVA operates on the result of a single hyperparameter optimization procedure on a single dataset. This leaves room for questions, such as: (i) Which hyperparameters are important in general? (ii) Are the same hyperparameters often important, or does this vary per dataset? (iii) Given a new dataset, on which a hyperparameter procedure is to be ran, which hyperparameters should be optimized and what are sensible ranges? We will investigate these questions in the next section.
METHODS
We address the following problem. Given
• an algorithm with configuration space Θ • a large number of datasets D (1) , . . . , D (M ) , with M being the number of datasets • for each of the datasets, a set of empirical performance mea- 
Important Hyperparameters
Current knowledge about hyperparameter importance is mainly based on a combination of intuition, own experience and folklore knowledge. To instead provide a data-driven quantitative basis for this knowledge, in this section we introduce methodology for determining which hyperparameters are generally important, measured across datasets.
Determining Important Hyperparameters. For a given algorithm A and a given dataset, we use the performance data ⟨θ i ,
collected for A on this dataset to fit functional ANOVA's random forests to. Functional ANOVA then returns the variance contribution V j /V of every hyperparameter j ∈ N , with high values indicating high importance. We then study the distribution of these variance contributions across datasets to obtain empirical data regarding which hyperparameters tend to be most important.
It is possible that a given set of hyperparameters is responsible for a high variance on many datasets, but the best performance is typically achieved with the same set of values. We note that this method will flag such hyperparameters as important, although it could be argued that they have appropriate defaults and do not need to be tuned. Whether this is the case can be determined by various procedures, for example the one introduced in Section 4.2.
For some datasets, the measured performance values y i are constant, indicating that none of the hyperparameters are important; we therefore removed these datasets from the respective experiments.
Verification. Functional ANOVA uses a mathematically clearly defined quantity (V j /V) to define a hyperparameter's importance, but it is important to verify whether this agrees with other, potentially more intuitive, notions of hyperparameter importance. To confirm the results of functional ANOVA, we therefore propose to verify in an expensive, post-hoc analysis to what extent its results align with an intuitive notion of how important a hyperparameter is in hyperparameter optimization.
One intuitive way to measure the importance of a hyperparameter θ is to assess the performance obtained in an optimization process that leaves θ fixed. However, similar to ablation analysis [11] , the outcome of this approach depends strongly on the value that θ is fixed to; e.g., fixing a very important hyperparameter to a good default value would result in labelling it not important (this indeed happened in various cases in our preliminary experiments). To avoid this problem and to instead quantify the importance of setting θ to a good value in its range, we perform k runs of the optimization process of all hyperparameters but θ , each time fixing θ to a different value spread uniformly over its range; in the end, we average the results of these k runs. Leaving out an important hyperparameter θ is then expected to yield worse results than leaving out an unimportant hyperparameter θ ′ . As a hyperparameter optimization procedure for this verification procedure, we simply use random search, to avoid any biases.
Formally, for each hyperparameter θ j we measure y * j, f as the result of a random search for maximizing accuracy, fixing θ j to a given value f ∈ F j . (For categorical θ j with domain Θ j , we used F j = Θ j ; for numeric θ j , we set F j to a set of k = 10 values spread uniformly over θ j 's range.) We then compute y * j = 1 |F j | f ∈F j y * j, f , representing the score when not optimizing hyperparameter θ j , averaged over fixing θ j to various values it can take. Hyperparameters with lower y * j are then judged to be more important, since performance deteriorates more when they are set sub-optimally.
Priors for Good Hyperparameter Values
Knowing what are the important hyperparameters, an obvious next question is what are good values for these hyperparameters. These values can be used to define defaults, or to sample from in hyperparameter optimization.
Determining Useful Priors. We aim to build priors based on the performance data observed across datasets. There are several existing methods for achieving this on a single dataset that we drew inspiration from. In hyperparameter optimization, the Treestructured Parzen Estimator (TPE) by Bergstra et al. [1] keeps track of an algorithm's best observed hyperparameter configurations Θ best on a given dataset and for each hyperparameter fits a 1dimensional Parzen Estimator to the values it took in Θ best . Similarly, as an analysis technique to study which values of a hyperparameter perform well, Loshchilov and Hutter [29] proposed to fit kernel density estimators (see, e.g., [33] ) to these values. Here, we follow this latter procedure, but instead of using the hyperparameter configurations that performed well on a given dataset, we used the top n configurations observed for each of the datasets; in our experiments, we set n = 10. We only used 1-dimensional density estimators in this work, because the amount of data required to adequately fit these is known to be reasonable. We note that this is merely one possible choice, and that future work could focus on fitting other types of distributions to this data.
Verification. As in the case of hyperparameter importance, we propose an expensive post-hoc analysis to verify whether the priors over good hyperparameter values identified above are useful and generalize across datasets. Specifically, as a quantifiable notion of usefulness, we propose to evaluate the impact of using the prior distributions defined above within a hyperparameter optimization procedure. For this, we use the popular bandit-based hyperparameter optimization method Hyperband [28] . Hyperband is based on the procedure of successive halving [23] , which evaluates a large number of randomly-chosen configurations using only a small budget, and iteratively increases this budget, at each step only retaining a fraction of configurations that are best so far. For each dataset, we propose to run two versions of this optimization procedure: one sampling uniformly from the hyperparameter space and one sampling from the obtained priors. If the priors are indeed useful and generalize across datasets, the optimizer that uses them should obtain better results on the majority of the datasets. Of course, for each dataset on which this experiment is performed, the priors should be obtained on empirical performance data that was not obtained from this dataset.
We note that -due to differences between datasets -there are bound to be datasets for which using priors from other datasets deteriorates performance. However, since human engineers have successfully used prior knowledge to define typical ranges to consider, our hypothesis is that the data-driven priors will improve the optimization procedure's results on most datasets.
Algorithm Performance Data
The proposed methods do not crucially rely on how exactly the training performance data was obtained. We note, however, that for all training datasets the data should be gathered with a wide range of hyperparameter configurations (to allow the construction of predictive performance models for functional ANOVA) and should contain close-to-optimal configurations (to allow the construction of good priors).
We note that for many common algorithms, the open machine learning environment OpenML [43] already contains very comprehensive performance data for different hyperparameter configurations on a wide range of datasets. OpenML also defines curated benchmarking suites, such as the OpenML100 [4] . We therefore believe that the proposed methods can in principle be used directly on top of OpenML to automatically provide and refine insights as more data becomes available.
In our experiments, which involve classifiers with up to six hyperparameters, we indeed used data from OpenML. We ensured that for each dataset at least 150 runs with different hyperparameters were available to make functional ANOVA's model reliable enough. We generated additional runs for classifiers that did not meet this requirement by executing random configurations on a large compute cluster. We note that for larger hyperparameter spaces, more sophisticated data gathering strategies are likely required to accurately model the performance of the best configurations.
Computational Complexity of Analysis Techniques
While we also propose the use of expensive, post-hoc verification methods to confirm the results of our analysis, we would like to emphasize that the proposed analysis techniques themselves are computationally very efficient. Their complexity is dominated by the cost of fitting functional ANOVA's random forest to the performance data observed for each of the datasets. The cost of the remainder of functional ANOVA, and of fitting the Gaussian kernel density estimator is negligible. In the experiments we conducted, given an algorithm's performance data, performing the analyses required only a few seconds.
ALGORITHMS AND HYPERPARAMETERS
We analyze the hyperparameters of three classifiers implemented in scikit-learn [8, 31] : random forests [7] , Adaboost (using decision trees as base-classifier) [14] and SVMs [9] . The SVMs are analysed with two different kernel types: radial basis function (RBF) and sigmoid.
For each of these, to not incur any bias from our choice of hyperparameters and ranges, we used exactly the same hyperparameters and ranges as the automatic machine learning system Autosklearn [12] . 1 The hyperparameters, ranges and scales are listed in Tables 1-3. Preprocessing. We used the same data preprocessing steps for all algorithms. Missing values are imputed (categorical features with the mode; for numerical features, the imputation strategy was one of the hyperparameters), categorical hyperparameters are onehot-encoded, and constant features are removed. As support vector machine's are sensitive to the scale of the input variables, the input variables for the SVM's are scaled to have unit variance. Of course, all these operations are performed based on information obtained from the training data.
Datasets. We performed all experiments on the datasets from the OpenML100 [4] . The OpenML100 is a curated benchmark suite, containing 100 datasets from various domains. The datasets contain between 500 and 100,000 data points, are generally well-balanced and are all linked to a scientific publication. These criteria ensure that the datasets pose a challenging and meaningful classification task, and the results are comparable to earlier studies.
HYPERPARAMETER IMPORTANCE
We now discuss the results of the experiment for determining the most important hyperparameters per classifier. All together, this analysis is based on the performance data of 250,195 algorithm runs over the 100 datasets using 3,184 CPU days to generate. All performance data we used is publicly available on OpenML 2 .
We show the results for each classifier as a set of three figures. The top figure (e.g., Figure 2 (a)) shows violinplots of each hyperparameter's variance contribution, across all datasets. The x-axis shows the hyperparameter j under investigation, and each data point represents V j /V for one dataset; a high value implies that this hyperparameter accounted for a large fraction of variance on this dataset, and therefore would account for high accuracy-loss if not set properly. We also show for each classifier the three most important interaction effects between groups of hyperparameters.
The middle figure (e.g., Figure 2 (b)) shows the results of the verification experiment. It shows the average rank of each run of random search, labeled with the hyperparameter whose value was fixed to a default value. A high rank implies poor performance compared to the other configurations, meaning that tuning this hyperparameter would have been important.
The bottom figure (e.g., Figure 2(c) ) shows the result of a Nemenyi test over the average ranks of the hyperparameters (for details, see [10] ). A statistically significant difference was measured for every pair of classifiers that are not connected by the horizontal black line. The interaction effects are left out to meet the independent input assumptions of the Nemenyi test.
SVM Results. We analyze SVMs with RBF and sigmoid kernels in Figures 2 and 3 , respectively. 1 There was one exception: For technical reasons, in random forests, we modelled the maximal number of features for a split as a fraction of the number of available features (with range [0.1, 0.9]). 2 [1, 20] The minimal number of data points required in order to create a leaf. min. samples split [2, 20] The minimal number of data points required to split an internal node. imputation {mean, median, mode} Strategy for imputing missing numeric variables. split criterion {entropy, gini} Function to determine the quality of a possible split. [1, 10] The maximal depth of the decision trees.
The results show a clear picture: The most important hyperparameter to tune in both cases was gamma, followed by complexity. Both of these hyperparameters were significantly more important than the others according to the Nemenyi test. This conclusion is supported by the random search experiment: not optimizing the gamma parameter obtained the worst performance, making it the most important hyperparameter, followed by the complexity hyperparameter. Interestingly, according to Figure 3(a) , when using the sigmoid kernel, the interaction effect between gamma and complexity was even more important than the complexity parameter by itself.
We note that while it is well-known that gamma and complexity are important SVM hyperparameters, to the best of our knowledge, this is the first study that provides systematic empirical evidence for their importance on a wide range of datasets. The fact that the proposed methods recovered these known most important hyperparameters also acts as additional verification that the proposed methodology works as expected. The least important hyperparameter for the accuracy of SVMs was whether to use the shrinking heuristic. As this heuristic is intended to decrease computational resources rather than improve predictive performance, our data suggests that it is safe to enable this feature.
Random Forest Results. Figure 4 shows the results for random forests. The results reveal that most of the variance could be attributed to a small set of hyperparameters: the minimum samples per leaf and maximal number of features for determining the split were most important. Both of these hyperparameters were significantly more important than the others according to the Nemenyi test. Only in a few cases, bootstrap was the most important hyperparameter (datasets 'balance-scale', 'credit-a', 'kc1', 'Australian', 'profb' and 'climate-model-simulation-crashes') and the split criterion only once (dataset 'scene'). Again, the results from functional ANOVA agree with the results from the random search experiment and our intuition. It is well-known that ensembles perform well when two conditions are met [7, 17] : (i) the individual models perform better than random guessing, and (ii) the errors of the individual models are uncorrelated. Both hyperparameters influence the variance among trees, uncorrelating their predictions.
At first sight, the minimal samples per split and minimal samples per leaf hyperparameters seem quite similar, but at closer inspection they are not: logically, minimal samples per split is overshadowed by minimal samples per leaf.
Adaboost Results. Figure 5 shows the results for Adaboost. Again, most of the variance can be explained by a small set of hyperparameters, in this case the maximal depth of the decision tree and, to a lesser degree, the learning rate. Both of these hyperparameters were significantly more important than the others according to the Nemenyi test. There were only a few exceptions, in which the boosting algorithm was the most important hyperparameter (datasets 'madelon', 'diabetes' and 'hill-valey'). The results were again confirmed by the verification experiment. One interesting observation is that, in contrast to other ensemble techniques, the number of iterations did not seem to influence performance too much. The minimum value (50) appears to already be large enough to ensure good performance, and increasing it does not lead to significantly better results.
General Conclusions. For all classifiers, it appears that a small set of hyperparameters are responsible for most variation in performance. In many cases, this is the same set of hyperparameters across datasets. Knowing which hyperparameters are important is relevant in a variety of contexts, ranging from experimental setups to automated hyperparameter optimization procedures. Furthermore, knowing which hyperparameters are important is interesting as a scientific endeavor in itself, and can provide guidance for algorithm developers.
Interestingly, the hyperparameter determining the imputation strategy did not seem to matter for any of the classifiers, even though the selected benchmarking suite contains datasets such as 'KDDCup09 upselling', 'sick' and 'profb', all of which have many missing values. Imputation is clearly important (as classifiers do not function on undefined data), but which strategy to use for the imputation does not matter much according to the data. We note that the results presented in this section do by no means imply that it suffices to tune just the set of most important hyperparameters. While the results by Hutter et al. [22] showed that this can indeed lead to faster improvements, they also indicated that it is still advisable to tune all hyperparameters when enough budget is available. In the next experiment, as a complementary analysis, we will study which values are likely to yield good performance.
GOOD HYPERPARAMETER VALUES
Now that we know which hyperparameters are important, the next natural question is which values they should be set to in order to likely obtain good performance. We now discuss the results of the experiment for answering this question. Figure 6 shows the kernel density estimators for the most important hyperparameters per classifier. It becomes clear that for random forests the minimal number of data points per leaf has a good default and should typically be set to quite small values. This is in line with the results reported by Geurts et al. [15] (albeit for the variant of 'Extremely Randomized Trees'). Likewise, the maximum depth of the decision tree in Adaboost should typically be set to a large value. Both hyperparameters are commonly used for regularization, but the empirical data indicates that this should only be applied in moderation. For both types of SVMs, the best performance can typically be achieved with low values of the gamma hyperparameter.
Next, we report the results of the experiment for verifying the usefulness of these priors in hyperparameter optimization. We do this in a leave-one-out setting: for each dataset under investigation, we build the priors based on the empirical performance data from the 99 other datasets. Figure 7 and Table 4 report results comparing Hyperband with a uniform prior vs. the data-driven prior.
Hyperband was ran with the following hyperparameters: 5 brackets, s max = 4, η = 2 and R = |D (i ) | (the number of data points of dataset D (i ) ). Each optimizer was ran with 10 different random seeds, and we report the average of their results. For each dataset, Figure 7 shows the difference in predictive accuracy between the two procedures: values greater than 0 indicate that sampling according to the data-driven priors was better by this amount, and vice versa. These per-dataset differences are aggregated using a violinplot. The results indicate that on many datasets the data-driven priors were indeed better, especially for random forests.
When evaluating experiments across a wide range of datasets, performance scales become a confounding factor. For example, for several datasets a performance improvement of 0.01 already makes a great difference, whereas for others an improvement of 0.05 is Figure 6 : Obtained priors for the hyperparameter found to be most important for each classifier. The x-axis represents the value, the y-axis represents the probability that this value will be sampled (integer parameters will be rounded). [10] . For each dataset, the Hyperband procedures are ranked by their final performance on the test set (the best procedure obtaining the lower rank, and an equal rank in case of a draw). If the ranks averaged over all datasets differ by more than a critical distance CD, the procedure with the lower rank performs statistically significant better.
The results of this test are presented in Table 4 . We observe that the data-driven priors significantly improved performance over using uniform priors for all classifiers. 3 The fact that the priors we obtained with a straightforward density estimator already yielded statistically significant improvements shows great promise. We see these simple estimators only as a first step and believe that better methods (e.g., based on traditional meta-learning and/or more sophisticated density estimators) are likely to yield even better results.
CONCLUSIONS AND FUTURE WORK
In this work we addressed the questions which of a classifier's hyperparameters are most important, and what tend to be good values for these hyperparameters. In order to identify important hyperparameters, we applied functional ANOVA to a collection of 100 datasets. The results indicate that the same hyperparameters are typically important for many datasets. For SVMs, the gamma and complexity hyperparameters are most important, for Adaboost the maximum depth and learning rate, and for random forests the minimum number of samples per leaf and maximum features available for a split. To the best of our knowledge, this is the first methodological attempt to demonstrate these findings across many datasets. In order to verify these findings, we conducted a largescale optimization experiment, for each classifier optimizing all but one hyperparameter. The results of this experiment are in line with the functional ANOVA results and largely agree with popular belief (for example, confirming the common belief that the gamma and complexity hyperparameters are the most important hyperparameters for SVMs). One surprising outcome of this analysis is that the strategy of data imputation hardly influences performance; investigating this matter further could warrant a whole study on its own, ideally leading to additional data imputation techniques.
In order to determine which hyperparameter values tend to yield good performance, we fitted kernel density estimators to hyperparameter values that performed well on other datasets. This simple method already shows great promise based on the power of using data from many datasets: sampling from data-driven priors in hyperparameter optimization performed significantly better than sampling from a uniform prior. We strove to keep all aspects of this work reproducible by anyone; we uploaded all the algorithm performance data to OpenML, including a Notebook for reproducing all results and figures in this paper.
In future work we plan to apply this analysis techniques to a wider range of classifiers. While in this work we focused on more established types of classifiers to develop the methodology, quantifying important hyperparameters and good hyperparameter ranges of modern techniques, such as deep neural networks and extreme gradient boosting classifiers, could provide a useful empirical foundation to the field. Furthermore, the developed methodology is by no means restricted to the classification setting; in future work, we plan to also apply it to regression and clustering algorithms. Finally, we aim to employ recent advances in meta-learning to identify similar datasets and base the priors only on these in order to yield dataset-specific priors for hyperparameter optimization.
