Abstract: Let P ∈ C m×m and Q ∈ C n×n be invertible matrices partitioned as
Introduction
Throughout this paper, k > is an integer, all subscripts are modulo k,
and P k is the set of functions from Z k to Z k .
Let P ∈ C m×m and Q ∈ C n×n be invertible matrices partitioned as
where P ∈ C m×m and Q ∈ C n×n , ∈ Z k . We partition P − and Q − as In [18] we de ned A ∈ C m×n to be (R, Sσ) commutative if RA = ASσ. Much research has been devoted to matrices with this property for speci c choices of R, S, and σ (e.g., [1] - [17] , [19] - [21] ), the common theme (usually not stated explicitly) being that if RA = ASσ, then P − AQ has a convenient block structure. In all cases that we know of, {λ , λ , . . .
where k > , ζ = e − πi/k , and
where α, µ ∈ Z k . In [18] we showed that the eigenvalues of R and S are irrelevant, so long as they are distinct, and (2) is unnecessarily restrictive.
In [18] we de ned A ∈ C m×n to be (R, Sσ) commutative if RA = ASσ, and showed that this is so if and only
with
However, since λ , λ , . . . , λ k− are not in (3), they are a distraction that can be avoided by simply starting from (3) . Therefore, we now say that A is (Pσ, Q) symmetric if it can be written as in (3) . It is also useful to introduce a dual de nition that we did not consider in [18] : a matrix is (Pσ, Q) co-symmetric if it can be written as
We will reformulate the results obtained in [18] for (R, Sσ) matrices so they blend naturally with the definition of (Pσ, Q) symmetric matrices, and show that some results that we thought required σ to be a permutation are valid for all σ in P k . We will also discuss the properties of (Pσ, Q) co-symmetric matrices and discusss relations between (Pσ, Q) symmetric matrices and (Pσ, Q) co-symmetric matrices. For examples, we will apply our results to block matrices A = 
Proof. Let
and
so A is (Pσ, Q) symmetric and, for all λ , λ , . . . , λ k− , 
so B is (Pσ, Q) co-symmetric and, for all λ , λ , . . . , λ k− ,
This completes the proof.
From (3) and (4),
Substituting these equalities into (3) and (4) yields the following theorem.
Theorem 3. A ∈ C m×n is (Pσ, Q) symmetric if and only if
and B ∈ C n×m is (Pσ, Q) co-symmetric if and only if
Equidimensional partitions of P and Q
We say that the partitions of P and
we can consider the families of (Pσ, Q) symmetric and (Pσ, Q) co-symmetric matrices de ned by
Since
it follows that
Letting ρ = σ yields (5) and (6) . Note from (8) 
Henceforth, we omit the superscripts introduced for clarity in (7), reverting to the notation in (3) and (4).
Let ζ = e − πi/k . It is to be understood in our examples that
which is equivalent to
Also,
r,s= is (Pσ, Q) co-symmetric. We will say that A is a σ-circulant and B is a σ-cocirculant. (11) and (12) imply that
Also, (9) and (10) imply that
where Properties of (P σ , Q) symmetric and co-symmetric matrices Proof. Replacing by σ − ( ) yields
Example 3. Suppose σ is a permutation. From the left side of (14),
From the right side of (14),
k− r,s= , with
From the left side of (15),
From the right side of (15) The following theorem generalizes this.
Theorem 6. If
with F and G in C d×d , ∈ Z k , then AB = BA if and only if
Proof. From (18),
Therefore, (19) and (20) imply that AB = BA. For the converse, if AB = BA, then (21) and (22) imply that
which implies (19) and (20) . A similar proof yields the following theorem. Proof. If
Theorem 7. If
A = k− = P F P σ( ) and B = k− = P G P ρ( ) ,
then AB = BA if and only if F G σ(
or
If ρ is a permutation,
If σ is a permutation, (24) implies that
If ρ is a permutation, (23) implies that
and (25) implies that
and (26) implies that
Now let P and Q be as in (1), and let R ∈ C kd ×kd be an invertible matrix partitioned as
symmetric; speci cally, if
Proof. 
For ≤ j ≤ q + , let P (j) ∈ C kdj×kdj be an invertible matrix partitioned as
. . .
Applying Theorem 9 repeatedly yields the following theorem.
Example 6. If
where
In particular, if A = [As−r] k− r,s= , then
Therefore, if F , F , . . . F k− are diagonalizable and g is analytic on an open set containing their eigenvalues, then
Proof.
r,s= , where
Applying Theorem 11 repeatedly yields the following theorem.
Suppose A is (Pι, P) symmetric, so
and let
Then A is similar to the block circulant
Inverses and Moore Penrose Inverses
In [18] we showed that if
then A is invertible if and only if σ is a permutation, m σ( ) = n , and F is invertible, ∈ Z k . Then
which is easy to verify directly. Thus, if A is (Pσ, Q) symmetric, A − is (Pσ, Q) co-symmetric.
To solve Ax = y, we write
From Corollary 2 with B = A − and G = F − ,
We did not consider the inversion of (Pσ, Q) co-symmetric matrices in [18] ; however, it is easy to verify that if
then B is invertible if and only if σ is a permutation, m σ( ) = n , and G is invertible, ∈ Z k . Then
Thus, if B is (Pσ, Q) co-symmetric, B − is (Pσ, Q) symmetric.
To solve Bx = y, we write x = In [18] we showed that if P and Q are unitary (so P = P * and Q = Q * , ∈ Z k ), σ is a permutation, and
Also, if
We did not address this question in [18] . 
