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ABSTRACT

A CLIMATOLOGY OF MESOSCALE CONVECTIVE SYSTEMS IN THE
UNITED STATES

A. M. Haberlie, Ph.D.
Department of Geographic and Atmospheric Sciences
Northern Illinois University, 2018
Walker S. Ashley, Director

This research initially evaluates the ability of image processing and select machine learning algorithms to identify midlatitude mesoscale convective systems (MCSs) in radar reflectivity images for the conterminous United States. Results using a testing dataset suggest that
the algorithms can distinguish between MCS and non-MCS samples with high probability
of detection and low probability of false detection. Next, sensitivity tests are performed to
assess MCS tracking performance. Frequency maps and time series generated from detected
MCS tracks suggest that the spatiotemporal occurrence is reasonable, and machine learning
predictions are found to limit areas of high MCS frequency to the central and eastern Great
Plains. This approach is them applied to composite radar reflectivity mosaic images that
cover the contiguous United States (CONUS) and span an unprecedented study period of
22 years (1996-2017). The results illustrate two preferred regions for MCS activity in the
CONUS: 1) the Mid South and Gulf Coast, and 2) the Central Plains and Midwest. MCS
occurrence and MCS rainfall displays a marked seasonal cycle, with most areas experiencing these events during the warm season (May-August). Additionally, MCS rainfall was
responsible for over 50% of annual and seasonal rainfall for many locations in the CONUS.

These results confirm that MCSs are a significant aspect of the CONUS hydroclimate, and
understanding how these events may change between now and the late 21st century should
be a research priority. Finally, this approach is used to detect potential changes in linear
and nonlinear mesoscale convective systems (MCS) occurrence in the Midwest United States
between the early and late 21st century using convection-permitting climate simulation output. A comparison between observed and the control run MCS statistics is performed, which
finds a negative bias that agrees with previous work. Using a convolutional neural network
to perform probabilistic predictions, the MCS dataset is further stratified into highly organized, quasi-linear convective systems (QLCSs)—which can include bow echoes, squall lines,
and line echo wave patterns—and generally less-organized, Non-QLCS events. The morphologically stratified data reveal that the negative MCS bias in this region is largely driven by
too few QLCSs. Although comparisons between the control run and a pseudo-global warming run suggest that all MCS events are less common in the future (including QLCS and
Non-QLCS events), these changes are not spatially significant, whereas the biases between
the control run and observations are spatially significant.
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CHAPTER 1
INTRODUCTION

Research on MCS rainfall occurrence has provided evidence that these events produce a
large, but variable, percentage of seasonal rainfall in many parts of the CONUS—particularly
in the eastern two-thirds of the country (e.g., Fritsch et al. 1986; Kunkel et al. 1994; Doswell
et al. 1996; Geerts 1998; Brooks and Stensrud 2000; Anderson and Arritt 2001; Ashley et
al. 2003; Schumacher and Johnson 2006; Hitchens et al. 2012; Hitchens and Brooks 2013;
Stevenson and Schumacher 2014). Based on the apparent hydroclimatological importance of
these events, the following overarching research question is posed: What if the magnitude,
timing, and location of MCSs changes significantly during the 21st century?
As temperatures increase, attendant increases in evapotranspiration will result in regional
changes in humidity, soil moisture, and ground water (Huntington 2006; O’Gorman and
Schneider 2009; Melillo et al. 2014; Hegerl et al. 2015). Abundant (scarce) surface moisture
would theoretically result in higher (lower) atmospheric water vapor content and greater
(less) potential for initiation and sustenance of MCSs. Both extremes could have many local
to regional consequences, including a modification of flood risk, accelerated erosion, reduced
or increased aquifer recharge, uncertainty for annual crop production, disruption of waterdependent industries, and interruption of freshwater to communities. Studies have reported
that heavy rainfall events, many associated with MCSs, have become more frequent (Karl
et al. 2009; Kunkel et al. 2013). Variability in precipitation occurrence and magnitude is
expected to increase through the 21st century, with modeling studies demonstrating increased
incidence of daily rainfall exceeding extreme levels (Pryor et al. 2013; Harding and Synder
2014; Wuebbels et al. 2014; Schoof 2015; Wang and Kotamarthi 2015). Potential shifts in
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sub-daily precipitation extremes are not as certain. Characterizing changes in these types of
events requires the use of high-resolution, convection-permitting models run over extended
periods, which is computationally expensive and have thus only recently been employed
(Kendon et al. 2012, 2014; Hegerl et al. 2015).
Recently, much of the research related to MCSs has been focused on so-called heavy
or extreme rainfall events that can contribute to flash floods—those that produce rainfall
in the 95th or 99th percentile, respectively, for a given location and period (Schumacher
and Johnson 2006; Villarini et al. 2011). Conversely, it would follow that in areas where
rainfall from MCSs comprises a majority of growing-season precipitation, below-average MCS
frequency would result in below-average rainfall (Anderson and Arritt 2001) and affiliated
negative effects, such as reduced crop productivity, exacerbation of drought conditions, and
other direct and indirect impacts (Rosenzweig et al. 2001). Both flood and drought extremes
are projected to occur more often during the 21st century (Trenberth et al. 2003; Liu and
Allan 2013; Melillo et al. 2014; Hegerl et al. 2015). This trend is cause for concern, as three
of the most extreme drought and flood years in recent memory (1993, 1998, 2012) resulted
in combined losses exceeding $100 billion in the U.S. (Smith and Katz 2013). Droughts and
floods affect almost every facet of society, including structural damage, reduced property
prices, damage to crops and pastures, death of livestock, wildfires, water shortages, shipping
disruptions, as well as human suffering due to homelessness, economic hardship, and mental
illness (Smith 2013). It is hypothesized that the occurrence of MCSs, their character, and
their potential shifts will have a major influence on changes in precipitation extremes and
affiliated CONUS impacts. A novel analysis, which is proposed here, would reveal the
spatiotemporal frequency and sub-seasonal to annual variability of MCS rainfall so that
a baseline for MCS rainfall occurrence can be established. This baseline can be used to
compare to model-produced climatologies of historical and future MCS rainfall occurrence.

3
These findings would be important to a wide range of interests in the earths warm temperate
and subtropical zones.

CHAPTER 2
SEGMENTING AND CLASSIFYING MIDLATITUDE
MESOSCALE CONVECTIVE SYSTEMS IN RADAR MOSAICS

2.1

Introduction

Midlatitude mesoscale convective systems (herein MCSs)—an aggregation of deep, moist
convection (DMC) organized on a scale larger than individual updrafts—are a fundamental
component of the conterminous United States (CONUS) hydroclimate (Zipser 1982; Ashley
et al. 2003; Houze 2004). Additionally, MCSs can produce (or contribute to) atmospheric
and hydrological hazards, such as damaging winds, tornadoes, and flash flooding (Fritsch
and Forbes 2001; Ashley and Ashley 2008). Due to the influence of these events on many
aspects of society, and the increasing availability and temporal length of remotely-sensed
datasets, MCSs have been the focus of intense study over the last half-century (Houze 2004).
An important aspect of many of these studies is the ability to detect MCSs in remotely-sensed imagery. MCSs are identified by noting cloud or precipitation clusters that
meet certain size, intensity, and duration thresholds (Houze 2004). For example, a widely
used, dynamically-motivated, definition proposed by Parker and Johnson (2000; henceforth
PJ00) describes MCSs as long-lasting (≥ 3 hr) precipitation clusters that contain a contiguous or semi-contiguous region of deep, moist convection (DMC) with a major axis length
greater than or equal to 100 km (herein the objective definition of an MCS). Additionally,
linear MCSs—and, similarly, non-linear MCSs (Lombardo and Colle 2010)—must also show
evidence of organization that matches the current understanding of the internal dynamics of
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these systems (PJ00; Houze 2004; herein the subjective definition of an MCS). Identifying
radar-derived organizational patterns commonly affiliated with MCSs has largely been accomplished through subjective analysis (Gallus et al. 2008; Mulder and Schultz 2015; Corfidi
et al. 2016; Miller and Mote 2017). This approach limits the amount of data that can be
processed in a feasible amount of time (Lakshmanan and Smith 2009) and depends on pattern recognition that is ”open to [the] judgement” of those performing the manual analysis
on a case-by-case basis (Corfidi et al. 2016). Alternatively, image segmentation and storm
tracking (Lakshmanan and Smith 2010) can be used to identify spatially contiguous regions
of specific ranges of instantaneous precipitation rates (herein regions of precipitation) that
meet the objective definition of an MCSs. However, this approach alone does not test for
the subjective definition of an MCS. To test if events that meet the objective definition
of an MCS also meet the subjective definition of an MCS in an automated way, one can
use supervised machine learning (Theodoridis and Koutroumbas 2003). Supervised machine
learning has been utilized to automatically classify convective organization at a reasonably
high accuracy using features derived from hundreds of manually-labeled examples (Baldwin
et al. 2005, Gagne et al. 2009). This approach results in more predictable and repeatable
classification decisions, while also significantly reducing analysis time. Ultimately, the goal of
any supervised machine learning algorithm used to identify MCS events is to accurately discriminate between MCS events that meet the objective and subjective definition of an MCS,
and those events that only meet the objective definition of an MCS (herein Non-MCSs).
This Chapter describes part of a framework that is used to identify MCSs—specifically
those that occur in the midlatitudes—in sequences of mosaicked composite radar reflectivity
images. The framework includes three major parts: segmentation, classification, and tracking. This Chapter will focus on the segmentation and classification aspects of the framework,
and Chapter 3 will discuss tracking, as well as examples of applying the methodology using
observational data. The main contributions of this Chapter include: 1) the evaluation of a
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machine learning procedure for discriminating between MCSs and Non-MCSs; 2) illustrating
the sensitivity of spatial event occurrence to image segmentation parameters, particularly
when identifying MCSs; and 3) a spatio-statistical description of a novel, manually-labeled,
dataset of radar-derived features from regions of precipitation determined to be a MCS or a
Non-MCS. Training and testing of select machine learning algorithms is performed on a sample of thousands of hand-labeled precipitation clusters. This approach and affiliated results
are discussed in section 2.5. The segmentation and classification procedures are applied to
radar images representing cases from a two warm-seasons (May-September 2015 and 2016)
to perform a subjective validation (section 2.6). The process detailed herein is scalable and
can be used to process multiple decades of reflectivity mosaics in a reasonable amount of
time on a desktop computer. New data and machine learning techniques can also be incorporated into this framework as they become available. All segmentation and classification
procedures are completed using open source packages written in the Python programming
language, including SciPy (van der Walt et al. 2011), scikit-learn (Pedregosa et al. 2011),
scikit-image (van der Walt et al. 2014), and xgboost (Chen and Guestrin 2016). The data
and Python code used for this paper are available at https://github.com/ahaberlie/MCS/.

2.2

2.2.1

Background

Mesoscale Convective Systems

MCSs are organized assemblages of thunderstorms that produce distinct circulations and
features at a larger scale than any individual, constituent convective cell (Zipser 1982). These
systems are proficient rain producers and important drivers of energy redistribution in the
atmosphere (Fritsch and Forbes 2001), producing an assortment of atmospheric hazards,
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including tornadoes (Trapp et al 2005), damaging nontornadic winds (Ashley and Mote
2005), and flash floods (Doswell et al. 1996). Additionally, MCSs are an important aspect of
the central and eastern CONUS hydroclimate, producing a large proportion of warm-season
precipitation for many areas in this region (Ashley et al. 2003; Houze 2004; Feng et al. 2016).
Due to their multifaceted nature and meteorological and climatological importance, these
events have been (and continue to be) motivating factors for several CONUS-based field
projects over recent decades (e.g., PRE-STORM; Cunning et al. 1986; IHOP; Weckwerth
et al. 2004; BAMEX; Davis et al. 2004; MPEX; Weisman et al. 2015; PECAN; Geerts et
al. 2017).

2.2.2

Detecting Mesoscale Convective Systems

MCSs are typically observed, identified, and tracked using radar or satellite imagery
(Fritsch and Forbes 2001; Houze 2004). Two types of data are generated during an MCS
tracking process (e.g., Fiolleau and Roca 2013): 1) ’slices’, from single radar or satellite
images; and 2) ’swaths’, connecting slices through sequences of images (Figure 2.1). This
Chapter focuses on the detection of slices in composite reflectivity images, whereas Chapter 3
will focus on the generation of swaths. In general, this process follows a two-step procedure:
1) contiguous areas of convective cloud cover or convective precipitation (i.e., slices) in
remotely sensed images are identified; and 2) slices are spatiotemporally associated (through
various object-tracking methods) to create swaths. Slices (Figure 2.1.i), in the context
of this study, are radar-derived objects representing a contiguous region of instantaneous
precipitation. For a slice to be considered a candidate MCS slice, it must contain an MCS
core (Figure 2.1.ii) that meets intensity and size requirements (e.g., PJ00 criteria). An MCS
core is a contiguous or nearly contiguous line or area of convection (≥ 40 dBZ) that may or
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Figure 2.1: Demonstration of the data generated during the segmentation and tracking
process using the life cycle of the June 2012 derecho (Halverson 2014) as an example. Radar
data are valid from 1500 UTC on 29 June 2012 to 1000 UTC on 30 June 2012. MCS
Slices (i) are plotted every 4 hours (1500, 1900, 2300, 0300, and 0700 UTC) for visualization
purposes. MCS slices are made of MCS cores (ii, dotted black line) and affiliated stratiform
precipitation. MCS slices are then associated over time to generate an MCS swath (iii,
solid black line). The shading (light to dark grey) corresponds to the following reflectivity
intensities, respectively: stratiform (≥ 20 dBZ), convective (≥ 40 dBZ), and intense (≥ 50
dBZ).
may not be surrounded by affiliated stratiform (≥ 20 dBZ) precipitation. The existence of an
MCS core is an important way to distinguish candidate MCS slices from other radar-derived
objects (e.g., mesoscale precipitation features, Rickenbach et al. 2015; banded-precipitation
features, Fairman et al. 2016, 2017), and these features are noted ubiquitously in schematic
and radar-derived examples of MCS slices (e.g., PJ00; Gallus et al. 2008; Lombardo and
Colle 2010). Slices containing qualifying MCS cores can then be organized into swaths
(Figure 2.1.iii). A candidate MCS slice is considered an MCS slice when it is associated with
a swath that persists for a certain amount of time (i.e., an MCS swath).
The main goal of segmentation—the process of extracting candidate MCS slices from
radar reflectivity images—is to identify slices that are likely associated with an MCS. Al-
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though a single radar snapshot cannot determine if a slice is a part of an MCS (PJ00), many
studies have noted common size, intensity, and patterns of intensity that are indicative of
internal mesoscale circulations associated with these events (Table 2.1). PJ00 provides a
radar-based, dynamically motivated, objective definition of MCSs—namely that these systems contain contiguous or semi-contiguous regions of convective precipitation at least 100
km in length and last for 3 hours. These temporal (τ = LU-1 ) and length (L = Uτ) scales
are based on: 1) a Rossby number indicative of a balance between inertial and Coriolis accelerations (Ro ≈ 1); 2) the characteristic mid-latitude Coriolis force (f = 10-4 s-1 ); and 3)
the representative translational velocity of MCSs and their affiliated cold pools (U = 10 m
s-1 ). This definition forms the basis of our radar-based MCSs identification process.
The segmentation approach (thresholds, algorithms, etc.) can have a substantial impact
on the results of a study and are generally related to the phenomenon of interest (Lakshmanan et al. 2009). In the case of candidate MCS slice identification, segmentation errors
can result in: 1) too many candidate MCS slices; 2) missed candidate MCS slices; or 3)
incorrect merging of multiple candidate MCS slices. To illustrate the first case, consider an
MCS slice from 0400 UTC on 2 May 1997, extending from northwest Missouri to western
Oklahoma (cf. PJ00 Fig. 7c). Although the most intense portion of the MCS slice (with
reflectivity values greater than 50 dBZ) is in northwestern Oklahoma, two distinct areas of
convective precipitation with major axes greater than 100 km exist to the north and east in
northeastern Kansas. Based on applying the objective PJ00 criteria, this single MCS slice
would be broken up into three MCS slices (Figure 2.2.a). A second example of a potential
segmentation issue can be illustrated using an MCS slice from 1100 UTC on 7 May 1997 (cf.
PJ00 Fig. 6c). Although the broken group of convective cells formed a line with a length
greater than 100 km, the individual convective cells are separated by regions of reflectivity
less than 40 dBZ. Thus, even using a stratiform threshold to combine qualifying convective
areas would fail when just using a 40 dBZ threshold, despite this event being a legitimate
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Table 2.1: Selection of MCS definitions based on spatiotemporal radar reflectivity attributes.
Paper

Radar Data Type

Reflectivity
Threshold

Minimum Length

Minimum Duration

Hilgendorf and Johnson (1998)

Level II Mosaic

30 dBZ

100 km

--

Geerts (1998)

Composite

20 dBZ

100 km

4 hours

Parker and Johnson (2000)

Composite

40 dBZ

100 km

3 hours

Schumacher and Johnson (2005)

Composite

40 dBZ

100 km

3 hours

Cohen et al. (2007)

Composite

--

100 km

5 hours

Gallus et al. (2008)

Composite

30 dBZ

75 km

2 hours

Hane et al. (2008)

Level II Mosaic

20 dBZ

100 km

3 hours

Hocker and Basara (2008)

Level II Mosaic

40 dBZ

50 km

0.5 hours

Coniglio et al. (2010)

Composite

35 dBZ

100 km

5 hours

Lombardo and Colle (2010)

Composite

35 dBZ

50 km

0.5 hours
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Figure 2.2: Using two examples (a,b) from the literature (cf., Parker and Johnson 2000; Fig.
7c, Fig. 6c, respectively) to demonstrate the results of detecting regions of connected pixels
with lengths greater than 100 km when using a convection (≥ 40 dBZ) threshold (boxes with
dashed lines). The dashed lines denote the bounding box of contiguous regions that have
a major axis length of at least 100 km. Panel a is valid at 0400 UTC on 2 May 1997, and
panel b is valid at 1100 UTC on 7 May 1997.
MCS slice (Figure 2.2.b). Further, using a stratiform shield to combine qualifying regions
of convection can sometimes result in the merging of multiple unique candidate MCS slices.
For example, when viewing the MCS slice depicted in Figure 2.b from a regional perspective
(Figure 2.3), it is evident that it is within a larger region of at least stratiform-intensity precipitation extending from South Dakota south and eastward into Nebraska and Iowa (Figure
3). Although there are at least two unique MCS cores (Figure 2.3.b) and affiliated stratiform
regions (Figure 2.3.c), using a stratiform threshold to aggregate qualifying areas of convection would result in one, large candidate MCS slice. These issues motivated the development
of a more sophisticated segmentation approach that will be discussed in section 2.4.
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Figure 2.3: Demonstration of candidate MCS slice segmentation steps using reflectivity valid
on 7 May 1997 at 1100 UTC (cf., Fig. 6c in PJ00). (a) convective (≥ 40 dBZ) cells with
regions of intense convection (≥ 50 dBZ) and areas greater than 40 km2 are extracted (black
outlined regions). (b) These cells are then connected if they are within a specified radius
(12 km; black outlined regions). If a connected region has a major axis length of at least
100 km, they are considered candidate MCS cores. (c) Stratiform (≥ 20 dBZ) pixels within
a specified radius (96 km) are then associated with their respective cores. The resulting
candidate MCS slices are delineated by the black outlined areas in panel c.
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2.2.3

Classifying Convective Clusters Using Supervised Machine
Learning

The process of developing knowledge through observations and then applying it to new,
unseen data is called pattern recognition (Theodoridis and Koutroumbas 2003). Although
humans excel at pattern recognition, large datasets can make laborious manual classification
impractical (Theodoridis and Koutroumbas 2003). Two approaches can be used to automate this task: 1) expert systems and 2) supervised machine learning. Expert systems use
domain knowledge to define criteria for classification decisions. An example of an expert
system would be an algorithm that labels precipitation clusters using specific size and intensity thresholds (e.g., the objective definition of an MCS). Alternatively, supervised machine
learning can generate a generalized model of classification decisions based on the statistical
properties of sample data. Rather than a set of rules, an expert provides training data with
categorical labels (e.g., the subjective definition of an MCS), and a machine learning algorithm develops a way to determine how to sort those data most accurately into categories
(e.g., Baldwin et al. 2005; Gagne et al. 2009; McGovern et al. 2017). After this training
is complete, a well-performing model would be able to ingest previously unseen data and
assign correct labels at rates comparable to, or, possibly better than, humans.
Supervised machine learning is used for this study to address the issue of mislabeling
Non-MCS regions of precipitation as candidate MCS slices (i.e., false positives) when only
using the objective definition of an MCS. We have identified three common false positive
classes: unorganized clusters or lines of convective cells (UCC), tropical systems (Tropical),
and synoptic precipitation systems (Synoptic). Additionally, ground clutter (Clutter) is
included as a class due to its ubiquity in the dataset, which will herein be considered a
type of Non-MCS class. Ground clutter is a phenomenon not typically associated with
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precipitation, but sometimes appears as a ring of stratiform-intensity pixels with embedded
convective-intensity pixels (Figure 2.4.a). Precipitating examples of false positives include
broken, unorganized, clusters or lines of convective cells (Figure 2.4.b; cf. Gallus et al. 2008,
Fig. 2; Lombardo and Colle 2010, Fig. 2f), tropical systems (Figure 2.4.c; cf. Matyas 2009,
Fig. 2), and synoptic regions of precipitation (Figure 2.4d). For true positives (i.e., valid
MCS slices), studies like PJ00 and Lombardo and Colle (2010) provide several illustrations
and descriptions of various types of MCS slice morphologies (e.g., parallel, leading, trailing,
no-stratiform, areal, etc.). Our goal is not to propose a specific radar-based definition for
each of these classes, but rather determine if the identified events exhibit spatio-statistical
attributes that are meteorologically and climatologically reasonable (see section 2.6).
Although the various false positive and true positive examples are visually discernable,
manually generating a set of rules to separate the two groups would be difficult (e.g., Gagne
et al. 2009, Fig. 6; McGovern et al. 2017). However, supervised machine learning has been
used successfully to automate similar problems (McGovern et al. 2017). For example, Gagne
et al. (2009) used several machine learning algorithms to differentiate between six types of
convective precipitation regions. Their approach was to perform hand-classification on a set
of ∼ 900 images by using a graphical interface that presented various storm attributes (e.g.,
reflectivity, size, shape, etc.). Their manual classification decisions were based on knowledge
of convective cluster hierarchies, such as those presented in PJ00 and Gallus et al. (2008).
Once the storms were identified, feature extraction was performed to calculate various attributes of the hand-labeled storms (cf., Gagne et al. 2009, Table 1). These attributes
were then used to train machine learning algorithms. The best performing algorithm was
Random Forest (RF; Brieman 2001), followed closely by various bagging and boosting approaches (cf., Gagne et al. 2009, Fig. 10). These algorithms are still popular in many fields
(e.g., XGBoost; Chen and Guestrin 2016) including the atmospheric sciences (Gagne et al.
2014; Ahijevych et al. 2016; Gagne et al. 2017; McGovern et al. 2017). RF is an ensemble
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Figure 2.4: Examples of non-MCS pixel regions that could qualify as MCS per PJ00. These
include: (a) ground clutter near Dallas, TX at 2230 UTC on 14 July 2000; (b) an unorganized
cluster of convective cells over western Iowa at 2305 UTC on 10 June 2005; (c) Hurricane
Charley over central Florida at 2350 UTC on 13 August 2004; and (d) a region of synoptic
scale rainfall over central New York at 1915 UTC on 27 July 2004. The horizontal line in
each image represents 100 km. Intensity is denoted as in Figure 2.1.
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of fully-grown decision trees generated using random split features (Brieman 2001). Alternatively, Gradient Boosting (GB) is an ensemble of shallow decision trees that are iteratively
generated to address deficiencies in previously-generated decision tree predictions (Gagne et
al. 2017). Additionally, this study uses an algorithm called XGBoost (Chen and Guestrin
2016). XGBoost is an extension of GB that uses additional methods that reduce model
overfitting. These algorithms can rival the performance of more complex algorithms (e.g.,
deep neural networks; Krizhevsky et al. 2012) in machine learning competitions (Chen and
Guestrin 2016), with less time spent tuning model hyperparameters. Gagne et al. (2017; cf.
their section 2.4) provide a detailed summary of these algorithms and their application in
the atmospheric sciences. This study will focus on the application of RF, GB, and XGBoost
to address the false positive problem, and the approach is described in detail in section 2.5.

2.3

2.3.1

Data

Radar Data

Virtually continuous archiving of remotely sensed precipitation patterns has been ongoing within the CONUS for over 20 years. The associated data archive, a stated goal of Next
Generation Radar (NEXRAD; Crum et al. 1993), has been increasingly leveraged for climatological studies (Matyas 2010). Reflectivity data, a proxy for instantaneous precipitation
intensity, from this archive have greater spatial coverage and temporal resolution compared
to rain-gauge observations (Brooks and Stensrud 2000) and have been used in many studies
to identify the occurrence of atmospheric phenomena. These data are useful for this study because MCSs are generally identified by visual patterns in radar reflectivity data (see Section
2.2). National Operational Weather Radar (NOWrad), generated and quality controlled by
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WSI, will be utilized for the purposes of developing and validating the MCS-tracking procedure (cf. https://search.usa.gov/search?affiliate=esrl.noaa.gov&query=NOWrad). NOWrad
is a national composite reflectivity radar mosaic product that has a horizontal resolution of
2 km. NOWrad grid (1837 by 3661 pixels) values are calculated by gathering reflectivity
data approximately every five minutes from CONUS NEXRAD stations. Since the product
is generated from NEXRAD data, most of the caveats associated with composite reflectivity data apply (Smith et al. 1996), with some exceptions. Range-dependent biases are
addressed by considering composite data from all radars within 230 km when setting pixel
values (Parker and Knievel 2005). Anomalous propagation and false echoes are removed
through an automated quality control procedure (Carbone et al. 2002). These techniques
are effective in producing spatially contiguous composite reflectivity fields at both 5 and
15-min intervals, especially in areas with sufficient radar overlap (i.e., much of the central
and eastern CONUS), and these data have been used in many climatological studies (e.g.,
Parker and Knievel 2005; Parker and Ahijevych 2007; Carbone and Tuttle 2008; Tuttle and
Carbone 2011; Ashley et al. 2012; Haberlie et al. 2015; Fabry et al. 2017; etc.).

2.3.2

Study Area and Study Period

Qualifying slices for the months of May through September in 2015 and 2016 are extracted from composite reflectivity images to subjectively assess the performance of the
segmentation and classification procedure. These periods experienced above average precipitation in the Midwest and Great Plains (AHPS 2017), suggesting that MCS activity was
also above average (Houze 2004). Further, the 2015 warm-season coincides with the PECAN
field project (Geerts et al. 2017), allowing the opportunity for additional verification against
an external dataset of events that were identified by researchers with MCS expertise. The
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machine learning model was trained and tested with over 3,600 labeled objects manually
extracted from an 11-year period of NOWrad images (2003-2013).

2.4

Segmentation

Slices are identified in radar reflectivity images by searching for groups of connected pixels
that meet size and intensity criteria. Three ranges of reflectivity threshold values are used
to perform this task, with ad-hoc labels of stratiform, convection/convective, and intense
(e.g., Fig. 4 in PJ00; Table 2.2). Further, the term ”convective region” is used in this
study to refer to an area of pixels that meet or exceed the convective reflectivity threshold
and contain one or more pixels that meet or exceed the intense threshold. A minimum
areal constraint is placed on convective regions to reduce the effects of non-meteorological
radar echoes (i.e., ”noise”; Lack and Fox 2012; Lakshmanan et al. 2013), and corresponds
to the minimum size of a Byers-Braham cell (Byers and Braham 1949; Miller and Mote
2017). To be considered a candidate MCS slice for this study, the major axis length of the
convective region must exceed a certain value (Table 2.2). If these requirements are met,
stratiform precipitation within a specified radius (Table 2.2) is combined with the qualifying
convective region to create a candidate MCS slice object. In the case of broken lines and
unconnected cells within a specified distance of one another (e.g., Baldwin et al. 2005; Pinto
et al. 2015; Chang et al. 2016; Table 2), temporary connections are made to perform size
and intensity qualification checks, and, if necessary, stratiform associations. The decision to
connect nearby convective regions, even if there is no convective precipitation ”bridge”, is
based on various examples and conceptual discussions of MCSs provided in the literature
(e.g., Figs. 5 and 6 in PJ00; discussion in Doswell 2001, pp. 8). Specifically, it is thought
that DMC updrafts (Byers-Braham cells) should belong to the same MCS if they are close
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Table 2.2: Various threshold values used in this study to segment MCSs in composite reflectivity images.
Thresholds

Values

Stratiform (dBZ)

20

Convection (dBZ)

40

Intense (dBZ)

50

Convective Region Area (km2)

40

MCS Core Length (km)

100

Convective Region Search Radius (km)

6, 12, 24, 48

Stratiform Search Radius (km)

48, 96, 192

enough to interact. Ultimately, the segmentation process results in a varying number of
unique pixel groups that meet the aforementioned segmentation criteria for each radar image.
This definition will encompass the variety of MCS subclassifications found in the literature
(e.g., Bluestein and Jain 1985; Parker and Johnson 2000; Lombardo and Colle 2010).
Candidate MCS slices for each NOWrad image are extracted by identifying qualifying
convective regions and then associating them with nearby stratiform regions (Figure 2.3).
First, a binary mask representing the pixel coordinates of the initial convective regions is
generated by finding all 8-connected pixel groups that contain at least a specified number of
convective pixels and contain one or more intense pixels (Figure 2.3.a). To connect convective
regions within a specified distance of one another, a binary closing is applied to the resulting
binary mask to form temporary agglomerations of these regions. In contrast to a binary
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dilation, which indiscriminately extends the binary mask in all directions, a binary closing
forms bridges between nearby regions without modifying the size of isolated regions (Figure
2.3.b). The former approach would result in a larger number of small convective regions
that meet the size requirement, since their major axis length would be artificially inflated.
Next, all stratiform pixels within a specified distance of pixels associated with a qualifying
convective region (e.g., Figure 2.1.ii) are identified to generate a second binary mask (Figure
2.3.c). Finally, the corresponding intensity information for each 8-connected group in this
mask is extracted to generate an MCS slice candidate (e.g., Figure 2.1.i).

2.5

Classification

2.5.1

Overview

Classification decisions are determined by training selected classifiers using features from
thousands of manually labeled intensity images centered on unique slices. Manual classification is performed using subjective judgment (e.g., Gagne et al. 2009; Lack and Fox 2012) to
organize the samples into five distinct categories: 1) midlatitude MCS; 2) non-meteorological
reflectivity objects (clutter; Figure 2.4.a); 3) unorganized convective clusters (UCCs; Figure
2.4b); 4) tropical systems (tropical; Figure 2.4c); and 5) synoptic systems (synoptic; Figure
2.4c). The choice of these categories are based on observations of false positive associations
using the PJ00 objective definition, and previous work that differentiated between precipitation areas associated with MCSs and non-MCSs (e.g., Schumacher and Johnson 2005;
Kunkel et al. 2012).
From this labeled population, the samples are organized into two groups of years, namely:
1) the training data (2006-2013) and 2) the testing data (2003-2005). The training data are
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used to generate the machine learning models, whereas the testing data are used to simulate
the performance of these models on previously unseen, independent, data. Metrics designed
to describe relationships between false-positives/negatives and true-positives/negatives, are
used to assess model performance (Gagne et al. 2009; Lakshmanan et al. 2010; Hobson
et al. 2012). The classifiers are tuned for optimal performance using subjective and objective hyperparameter selection (McGovern et al. 2017). For the purposes of this study,
several features (Table 2.3) are derived from intensity information associated with each manually-labeled sample. The selection of features (see Section 2 in Baldwin et al. 2005) is based
on previous related research (see Table 1s in Baldwin et al. 2005, Gagne et al. 2009, and
Lack and Fox 2012) is performed using existing image processing functions in scikit-image.

2.5.2

Feature Extraction and Summary Statistics

Approximately 4,000 composite reflectivity images are randomly selected (without replacement) from a population of 350,000 available images from 2003 to 2013 for the months
of June through September. This period is chosen because it does not overlap with the
subjective validation period (May-September 2015 and 2016). Visual examination of the
selected images is then performed to find cases that fit one of the five possible classifications
used in this study. Although this process is subjective, it is based on well-established taxonomies presented in the literature (PJ00; Gallus et al. 2008; Gagne et al. 2009; Lombardo
and Colle 2010, etc.). When a case is found, the pixel cluster (or clusters) are circled (Figure 2.5.a, b), and a binary mask is generated by filling in the circle. The pixel coordinates
of this binary mask are then used to extract intensity information from the corresponding,
unmodified composite reflectivity image. Each cluster and its intensity information is then
extracted and saved as an image with dimensions equal to the bounding box of the affiliated
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Table 2.3: A list of the features extracted from intensity image samples and the mean and
standard deviation of their values. Importance is derived from the best binary classifiers
discussed in section 2.5.3. The features are sorted by highest to lowest mean importance
values. The abbreviations for best performing machine learning classifiers in the importance
column are as follows: Random Forest Classifier (RFC), Gradient Boosting Classifier (GBC),
and XGBoost Classifier (XGBC).
Importance
Feature

Definition

Mean

S.D.

RFC

GBC

XGBC

Area

Total area (km2)

54,131

74,355

0.15

0.16

0.16

Solidity

Ratio of Area to Convex Area

0.50

0.14

0.03

0.15

0.12

Intense Area

Area (km2) covered by pixels
exceeding intense threshold

1,414

2,419

0.15

0.06

0.05

Minor Axis Length

Length of the short axis of an
ellipse fit to the slice (km)

184.6

140.6

0.06

0.07

0.12

Convex Area

Area (km2) covered by convex hull

120,160

180,403

0.09

0.06

0.10

Intense-Stratiform Ratio

Ratio of Intense Area to Area

0.05

0.05

0.1

0.05

0.08

Convection Area

Area (km2) covered by pixels
exceeding convection threshold

8,174

12,688

0.13

0.04

0.05

Convection-Stratiform Ratio

Ratio of Convection Area to Area

0.19

0.13

0.04

0.06

0.07

Intensity Variance

Variance of pixel intensity

63.8

32.7

0.08

0.05

0.03

Major Axis Length

Length of the long axis of an ellipse
fit to the slice (km)

417

347.8

0.07

0.07

0.02

Mean Intensity

Mean intensity of pixels

29.6

4.0

0.02

0.06

0.06

Eccentricity

The non-circularity of the slice

0.84

0.14

0.01

0.04

0.07

Intense-Convection Ratio

Ratio of Convection Area to Intense
Area

0.17

0.14

0.04

0.04

0.03

Max Intensity

Max intensity of pixels

54.5

9.2

0.02

0.02

0.04
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Table 2.4: Training and testing counts by classification and year.

MCS

UCC

Label Count
Tropical

Synoptic

Clutter

2003

161

208

10

56

38

2004

249

231

37

59

35

2005

168

227

43

44

48

Total

578

666

90

159

121

Training
2006
2007

97
121

113
96

12
5

61
22

108
112

2008

136

75

56

25

12

2009

110

63

0

50

12

2010

110

92

7

31

7

2011

116

63

7

12

14

2012

74

53

7

14

10

2013

75

49

1

10

7

Total

839

604

95

225

282

Overall

1,417

1,270

185

384

403

Testing

pixel cluster. Various features (Table 2.3) are then extracted from each image and saved in
a table with the affiliated class label. In total, 3,659 cases are generated (Table 2.4).
After feature extraction is complete, summary statistics for each class are created. Figure
2.6 illustrates several selected features and the distribution of their values for each of the five
classifications. MCS samples have areas that are larger than UCCs and clutter but smaller
than tropical and synoptic samples (Figure 2.6a). The distribution of tropical sample areas
matches well with previously-reported distributions (e.g., Comstock 2011; Matyas 2014).
Hitchens et al. (2012) and Follieau and Roca (2013) suggest that MCS objects generally had
areas between 10,000 and 1,000,000 km2 , which also matches well with the distribution of
MCS sample areas (Fig. 6a) and the theoretical spatial scale range for MCSs (100 x 100 km
to 1000 x 1000 km; Markowski and Richardson 2011). MCS samples have higher mean and
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Figure 2.5: An example of hand labeling MCS slices in a composite reflectivity image. The
black lines are hand-drawn around rainfall clusters that are determined to be MCS slices
(a and b). The selected composite reflectivity image is from 1205 UTC on 10 June 2003.
Intensity is denoted as in Figure 2.1.
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maximum intensity than all of the classes except UCC samples (Figure 2.6.b). The higher
reflectivity variance for MCS and UCC samples is likely due to their propensity to contain
strong reflectivity gradients, owed to intense, convective cells or lines of cells surrounded by
regions of less-intense, stratiform precipitation (PJ00). The range of mean reflectivity values
for MCS samples agrees with previously reported values (Fritsch and Forbes 2001). Selected
synoptic samples are generally large areas of stratiform with isolated regions of embedded
convection (e.g., Figure 2.4.d), and the number of stratiform-intensity pixels reduces mean
reflectivity values. MCS and UCC samples generally have a higher fraction of pixels meeting
or exceeding convective or intense thresholds, relative to their total size (Figure 2.6.c). MCS
samples also tend to be less circular compared to tropical and clutter samples, but have
similar eccentricity to that of UCCs and synoptic samples (Figure 2.6.d). Indeed, high
values of eccentricity have been used to identify MCSs and linear systems in previous work
(Jirak et al. 2003; Gagne et al. 2009). Overall, the relationship between the distributions
for each class are reasonable and agree with the existing literature. Kolodziej-Hobson et
al. (2012) report a higher mean-reflectivity threshold for organized convective clusters (37
dBZ) compared to this study (26 dBZ). However, this is likely attributed to their choice
of a 30 dBZ storm identification threshold compared to the 20 dBZ threshold used in this
study. The samples also occur in the CONUS where one would expect. MCS samples are
largely gathered from the Central Plains and Midwest (Fig. 7.a), whereas UCC samples
are gathered in a higher frequency from the Southeast (Figure 2.7.b). Tropical samples
are clustered around the Gulf and Atlantic coasts (Figure 2.7.c), in contrast to Synoptic
samples which are largely from the north and northeast CONUS (Figure 2.7.d). Clutter
samples are mostly located over radar station locations (Figure 2.7.e). Overall, the most of
the samples are from events that occur over the Midwest CONUS (Figure 2.7.f), but almost
every location east of the continental divide is represented.
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Figure 2.6: Comparison of distributions of select features related to (a) area, (b) intensity,
(c) relationships between areas of different intensity, and (d) shape metrics for hand-labeled
samples from each of the five classifications. All y-axes use a linear scale except (a), which
uses a logarithmic scale. The feature names for each group are located on top of the alternatively shaded areas. The box represents the interquartile range (IQR), with the black
horizontal line denoting the distributions median and the black dot denoting the mean. The
whiskers represent values between the 5th and 95th percentile, and the open circles are
outliers.

27

Figure 2.7: The spatial occurrence of hand-labeled samples gathered from randomly selected
composite reflectivity images for June through September from 2003 to 2013, corresponding
to the following labels: (a) MCS, (b) UCC, (c) Tropical, (d) Synoptic, (e) Clutter, and (f)
all samples.
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Table 2.5: Example of a confusion matrix for predictions and actual labels for MCS cases
and cases that are not MCS. Adapted from Table 3 in Gagne et al. (2014).
Actual
Prediction

MCS

Not MCS

MCS

True Positive (TP)

False Positive (FP)

Not MCS

False Negative (FN)

True Negative (TN)

2.5.3

Classifier training and testing

This study explores the utility of three RF and GB classifier implementations: 1) RandomForestClassifier (RFC; scikit-learn 0.18); 2) GradientBoostingClassifier (GBC; scikit-learn
0.18); and 3) XGBClassifier (XGBC; xgboost-python 0.6). The default settings for each implementation are used unless otherwise specified (cf. http://scikit-learn.org; http://xgboost.
readthedocs.io). After feature extraction is completed (see Section 2.5.2), the dataset is split
into two groups: training and testing data (Table 2.4). The purpose of this step is to: 1) use
the training data to generate the classifiers; and 2) use the testing data to determine how
well the predictions of the classifiers will generalize to previously unseen data. Class-specific
metrics are used to assess the performance of the classifiers because of the unbalanced nature of the dataset. Specifically, the counts for the various labels range from 275 ( 8% of the
dataset) to 1,417 ( 39% of the dataset). These metrics are calculated by first reducing the
multi-class labels to binary labels (e.g., MCS or Non-MCS) and generating a confusion matrix (Table 2.5). Then, two performance metricsprobability of detection and probability of
false detectionare calculated for each class (Table 2.6). These metrics assess potential weaknesses in the model that may be missed by reporting prediction accuracy alone, especially
for unbalanced datasets (Zheng 2015).
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Table 2.6: Selected model-performance metrics and associated equations. Abbreviations are
as described in Table 2.5. For the Brier Loss Score, mcsi denotes the classifier confidence
/ probability of an MCS prediction for a sample, and actuali is the binary label for that
sample.
Metric

Formula

Explanation

Probability of
Detection (POD)

𝑇𝑃
𝑇𝑃 + 𝐹𝑁

When the actual label is ‘MCS’, how
often does the model predict ‘MCS’?

Probability of
False Detection
(POFD)

𝐹𝑃
𝐹𝑃 + 𝑇𝑁

When the actual label is ‘Not MCS’,
how often does the model predict
‘MCS’?

Heidke Skill
Score (HSS)

2 ∗ [(𝑇𝑃 ∗ 𝑇𝑁) − (𝐹𝑁 ∗ 𝐹𝑃)]
(𝑇𝑃 + 𝐹𝑁) ∗ (𝐹𝑁 + 𝑇𝑁) − (𝑇𝑃 + 𝐹𝑃) ∗ (𝐹𝑃 + 𝑇𝑁)

How well does the model perform
compared to the expected random
agreement between actual labels and
model predictions?

Brier Loss Score

1
∑(𝑚𝑐𝑠𝑖 − 𝑎𝑐𝑡𝑢𝑎𝑙𝑖 )2
𝑁

𝑁

How reliable are probabilistic MCS
predictions?

𝑖=1

Automatic model tuning is performed by using a grid search with cross validation on
training data to explore the parameter space (Elith et al. 2008). The approach builds
multiple classifiers using one or more parameters selected from a user-defined range. Each
classifier with the selected parameter value(s) is trained with a portion of the training data
missing. Specifically, this study employs a leave-one-year-out approach to determine what
data are removed for each iteration (Westerling et al. 2002), where each step of cross
validation removes samples from an entire warm season. These data are then used to test
each model parameter permutation, after which, they are placed back into the training data
and different year is removed. In other words, if a particular iteration of cross validation
uses samples from 2009 to test model performance, the models are trained using data from
2006-2008 and 2010-2013. This is repeated until each year is removed for each version of
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the classifier (Elith et al. 2008) and the goal of this process is to determine what model
permutation would generalize the best to data gathered from previously unseen years.
The metric used to decide the best classifier configuration is the Heidke Skill Score (HSS,
Table 6; Wilks 2011) mean for each class averaged over the leave-one-year-out cross validation (Table 7). An average HSS of 0.91 for all three classifiers is achieved using the following
model configurations: 1) an RFC that uses 100 estimators, 2) a GBC that uses 500 estimators and a learning rate of 0.01, and 3) an XGBC that uses 500 estimators and a learning
rate of 0.01. These values ranged from a low of 0.83 to a high of 0.96, depending on what
year was used to test the trained model. To assess class-specific probability of detection and
probability of false detection were calculated using predictions on testing data from the best
classifiers (Table 8). MCS samples are successfully detected between 91% and 93% of the
time, and non-MCS samples are assigned MCS labels between 5% and 9% of the time. All
the approaches struggled to classify Tropical samples, with as few as 62% of those samples
being assigned the correct label, despite a low occurrence (< 1%) of non-Tropical samples
being assigned a label of Tropical. Of the misclassified tropical samples, 15% were assigned
MCS labels and 21% were assigned Synoptic labels (Table 9). Slightly better performance
was noted for UCC samples, where those samples are labeled correctly 87% to 90% of the
time, in contrast to non-UCC samples being labeled as UCCs 4% to 5% of the time. An
ensemble of these three classifiers performs no better than its best member, but provides
better performance than the worst member.
Using a similar grid search with cross-validation approach, binary classifiers are generated
to differentiate between MCS samples and Non-MCS samples. The purpose of this step is
to determine if a binary classification approach will result in better MCS classifications
compared to the five-class approach. Again, leave-one-year-out cross-validation is used to
find optimal binary classifiers. An average HSS of 0.93 for all three classifiers is achieved
using the following model configurations: 1) an RFC that uses 100 estimators, 2) a GBC
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Table 2.7: Heidke Skill Scores for produced by the best performing model configurations
trained using five-class and binary labels for a Random Forest Classifier (RFC), a Gradient
Boosting Classifier (GBC), and an XGBoost Classifier (XGBC) for each iteration of leaveone-year-out cross validation on training data (2006-2013). The standard deviation (S.D.)
and mean Heidke Skill Score for each of the three models is also reported.
Year
Five-Class Label

2006

2007

2008

2009

2010

2011

2012

2013

S.D.

Mean

RFC

0.96

0.90

0.86

0.95

0.95

0.87

0.90

0.90

0.04

0.91

GBC

0.96

0.90

0.85

0.95

0.93

0.88

0.86

0.95

0.04

0.91

XGBC

0.96

0.90

0.83

0.95

0.94

0.91

0.91

0.96

0.04

0.92

Binary Label

2006

2007

2008

2009

2010

2011

2012

2013

S.D.

Mean

RFC

0.95

0.89

0.93

0.97

0.95

0.91

0.91

0.89

0.03

0.93

GBC

0.95

0.89

0.95

0.96

0.97

0.90

0.90

0.94

0.03

0.93

XGBC

0.94

0.89

0.96

0.97

0.98

0.90

0.90

0.93

0.04

0.93

Table 2.8: Probability of detection and probability of false detection results for the testing
dataset (2003-2005) produced from the best-performing configurations of a Random Forest
classifier (RFC), a Gradient Boosting classifier (GBC), an XGBoost classifier (XGBC), and
an ensemble classifier of these models (ENS) trained using five classes and binary classes.

Probability of
Detection

Probability of
False Detection

Five-Class Label

RFC

GBC

XGBC

ENS

RFC

GBC

XGBC

ENS

MCS

0.92

0.93

0.91

0.92

0.06

0.09

0.05

0.06

UCC

0.87

0.87

0.90

0.88

0.05

0.04

0.05

0.04

Tropical

0.62

0.63

0.71

0.68

<0.01

<0.01

<0.01

<0.01

Synoptic

0.92

0.92

0.93

0.94

0.01

0.01

0.02

0.01

Clutter

0.95

0.93

0.94

0.95

0.03

0.01

0.02

0.02

Mean

0.86

0.86

0.88

0.88

0.03

0.03

0.03

0.03

Binary Label

RFC

GBC

XGBC

ENS

RFC

GBC

XGBC

ENS

Non-MCS

0.96

0.96

0.95

0.96

0.08

0.09

0.08

0.09

MCS

0.92

0.91

0.92

0.91

0.04

0.04

0.05

0.04

Mean

0.94

0.94

0.94

0.94

0.06

0.07

0.07

0.07
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Table 2.9: Confusion matrix for testing dataset (2003-2005) produced from an ensemble
model with members trained using five classes and binary classes.
Actual
Five-Class
Prediction

MCS
UCC
Tropical
Synoptic
Clutter

MCS
539
36
3
0
0

UCC
47
589
0
0
6

Tropical
12
0
61
6
0

Synoptic
2
0
6
149
0

Clutter
0
6
0
0
115

Actual
Binary
Prediction

MCS

Non-MCS

MCS

528

41

Non-MCS

50

995

that uses 1000 estimators and a learning rate of 0.1, and 3) an XGBC that uses 1000
estimators and a learning rate of 0.01. The yearly HSS for the binary classifiers ranges
from 0.89 to 0.97an improvement over the five-class approach, particularly for the lower end
of that range (Table 7). Binary classification performance for the testing data (Table 8)
produced probability of detection values for MCS similar to those of the five-class approach
(91% to 92%), but resulted in a reduced probability of false detection (4% to 5%). For
non-MCS labels, the probability of detection ranges from 95% to 96% and a probability
of false detection ranges from 8% to 9%. The binary classification approach reduces the
percentage of Tropical samples that were labeled as MCS from 15% to 11%, while raising
the amount of MCS samples labeled as non-MCS from 6% to 9% (Table 9).
Additionally, the three classifiers used in this study can calculate relative feature importance due to their use of decision trees as ensemble estimators (McGovern et al. 2017).
Relative importance values are determined for each feature by calculating the mean reduction in error rate over all estimators when that feature is used for split decisions (Hastie et
al. 2009). These values are reported in Table 3 for each classifier, sorted from most impor-
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tant to least important. The most important features were related to area—in particular,
the total area, convex area, and area covered by pixels with intensities exceeding intense
thresholds. This is not surprising, as Figure 2.6b illustrates the disparity in area amongst
the different classes. The high importance of solidity suggests that there is predictive value
in distinguishing between clusters with a solid stratiform shield, and those with many holes
in the stratiform shield. The ratio of the area of intense pixels to the area of stratiform
pixels also shows a relatively high feature importance, suggesting that the fractional region
covered by intense pixels is an important discriminating factor between MCS and Non-MCS
samples.
Probabilistic predictions are also used to assess the performance of the classifier. In
contrast to ”hard” predictions—namely, a label of MCS or Non-MCS—a soft prediction
assigns a probability of every possible class for given sample (e.g., 49% Non-MCS, 51% MCS).
For example, only 1% of decision trees / estimators in the best-performing RFC predict MCS
as the label for the Clutter sample in Figure 2.4.a, 3% of the decision trees predict MCS
for the UCC sample in Figure 2.4.b, and less than 1% of the decision trees predict MCS for
the Synoptic sample in Figure 2.4.d. However, for Figure 2.4.c, 93% of the decision trees
incorrectly predicted MCS for the tropical sample in Figure 2.4.c This mislabeling is likely
due to Hurricane Charley’s relatively small size (85,768 km2 ) and unusually large area of
intense pixel values (1,820 km2 ) compared to other Tropical samples.
The testing data classification probabilities can be used to approximate not only how often
a sample is mislabeled, but how often a sample is mislabeled with a high (e.g., Hurricane
Charley) or low probability. First, the model probabilities must be examined to determine
if they are properly calibrated using the Brier Loss Score (Brier 1950; Table 2.6). This
score measures the mean square error between the predicted probability of a label and the
actual label, and a lower Brier Loss Score suggests that the model probabilities generally
match up well with the actual labels (cf. Fig. 8a in Gagne et al. 2012). The lowest Brier
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Loss Score (0.042) is achieved by an ensemble voting classifier comprised of votes from the
best RFC, GBC, and XBGC (Figure 2.8.a). High and low MCS probabilities are reliable,
with some overconfidence noted in probabilities around 0.4, and underconfidence around
0.7. Further examination of the relationship between classification confidence / probability
and correct labeling can be illustrated using a receiver operating characteristic (ROC) plot
and reporting the area under the probability of false detection vs. probability of detection
curve (AUC; Figure 2.8.b). The purpose of this plot is to iteratively tweak the probability
threshold for hard classifications to explore how this modifies the sensitivity and specificity
of a model (Zheng 2015). If this threshold is set to a relatively low MCS label prediction
probability (e.g., 0.05), the model would be very sensitive–that is, any sample with an MCS
prediction probability exceeding 0.05 would be labeled as an MCS and thus very few actual
MCSs would be labeled as non-MCS. The downside to this is that many non-MCS samples
may be incorrectly labeled as MCS if they have some features that are similar to typical
MCS features. Conversely, a relatively high prediction probability threshold (e.g., 0.95)
would result in a very specific model—that is, only samples with a classification probability
exceeding 0.95 would be labeled as an MCS. For a well-calibrated model, one would be
confident that the most of the hard MCS label predictions using this strict threshold would
be correct. The downside to this extreme is many actual MCS samples may be labeled as
non-MCS. The ROC curve in Figure 2.8.b shows that the distributions of MCS and non-MCS
samples along the prediction probability domain have little overlap. This suggests that the
model probabilities sufficiently separate the two types of samples. The ensemble model
also performs better than a few select scikit-learn (0.18) algorithms, and much better than a
model that predicts only MCS labels with 100% confidence. Additionally, model performance
is consistent for each of the three years in the testing data (Figure 2.8.c), and probabilistic
classifications are reliable, particularly for probabilities above 0.90 and probabilities below
0.20 (Figure 2.8.d). However, inconsistent results between this range may be caused by a low
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number of samples. These results suggest that no further model calibration is needed, and
that the probabilistic predictions output by the classifiers and ensemble are representative
of the expected model confidence.

2.6

2015 and 2016 Warm-Season Slice Occurrence

The utility of the segmentation and classification procedure is explored by processing
composite reflectivity images every 15 minutes from 00 UTC on 1 May 2015 to 00 UTC on 30
September 2015. This period was chosen because: 1) May September is when the frequency
of MCSs is the highest (Ashley et al. 2003); 2) this period does not overlap with the testing
or training data from 2003 to 2013; and 3) the results can be compared to a climatology
generated for the PECAN project (cf., Fig. 1 in Geerts et al. 2017). Additionally, the same
period for 2016 is included to assess year-to-year consistency in the spatial frequency of slices.
For each composite reflectivity image, the segmentation procedure extracts qualifying MCS
slice candidates and calculates their features as described in Table 3. The values of these
features, as well as spatiotemporal intensity information, are then stored in a database. This
process is repeated using the thresholds defined in Table 2.2, where the convective region
search radius (6, 12, 24, and 48 km) and stratiform search radius (48, 96, and 192 km) values
are modified between each iteration. This results in a total of twelve perturbations. This
process is similar to the methods used by studies such as Clark et al. (2014) that explore
the impact of varying thresholds on track density (cf., their Fig. 3 and Fig. 4). Further,
various thresholds of classification prediction probability are used to gauge how modifying
these values change the spatial frequency of MCS slice candidates and MCS swaths. Feature
information from qualifying MCS slice candidates are passed into the ensemble classifier,
and the probability of an MCS label as output by the classifier is then associated with each
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Figure 2.8: (a) Receiver operating characteristic (ROC) curves and area under the curve
(AUC) values from the testing dataset comparing the ensemble classifier (solid black line) to
three scikit-learn models with default parameters: logistic regression (dashed lines), k-nearest
neighbor (dotted lines), and decision tree classifiers (dotted and dashed lines lines). Also
included is an All MCS classifier (dashed grey line) that predicts MCS as the label for every
sample. (b) Model calibration test results showing the relationship between the predicted
probabilities of non-MCS (0) and MCS (1) samples, and the distribution of probabilistic
classifications per 0.1 bin from 0.0 (non-MCS) to 1.0 (MCS). Included are brier loss scores
for each model. (c) Same as in (a), except only for the ensemble model and broken down
for each of the years in the testing dataset. (d) Same as in (b), except only for the ensemble
model and broken down for each of the years in the testing dataset.
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slice. At this point, the database can then be queried to retrieve those slices that meet or
exceed various probability values. These results are reported in Table 2.10.
In total, there were 1,518,093 slices generated from the twelve perturbations for both
warm seasons, including 743,212 from 2015 and 774,881 from 2016. I removed 970 slices,
representing 290 different timestamps, from 2015 because they did not have a major axis
length greater than or equal to 100 km, resulting in a total of 742,242 slices used in the following analysis. For 2016, 1,179 slices, representing 341 timestamps, were similarly removed,
resulting in a total of 773,702 slices used. When not using classifier predictions to stratify the
dataset into MCS and Non-MCS samples, the count of qualifying slices ranges from 43,443
to 84,198 for the five-month period in 2015, and 44,997 to 88,119 in 2016 (Table 2.10). After
using the probabilistic threshold used by the machine learning algorithms to perform binary
classification (e.g, MCS probability ≥ 0.5), this range is reduced to a minimum of 20,830
to a maximum of 34,998, depending on the search radius choices. The same range for 2016
is 21,914 to 37,069. When using stricter MCS probability thresholds of 0.9 and 0.95, the
slice count is further reduced (12,471 to 24,243 and 10,677 to 19,852, respectively) and the
range of slice counts as a percentage of total slice counts is also reduced. Similarly, for 2016,
this count is reduced to 13,277 to 25,970 for a threshold of 0.9 and 11,392 to 20,901 for a
threshold of 0.95. This suggests that using a higher probability threshold is capturing events
that are less sensitive to changes in search radius values.
Spatial patterns of slice frequency using reflectivity and probability thresholds for 2015
are illustrated in Figure 2.9. The shaded regions show the number of hours locations in the
CONUS were under the stratiform shield of a slice candidate with a 0.5 or higher probability
of being an MCS as output by the ensemble classifier. Increasing the MCS predicted probability threshold to 0.95 generally limits the 40-hour isopleth to the central United States.
Despite the general agreement with the PECAN climatology (Geerts et al. 2017), there are
regional maxima that appear to be spurious based on previous work (Anderson and Arritt
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Table 2.10: The effect of varying Convective Region Search Radius (CRSR), Stratiform
Search Radius (SSR), both in kilometers, and MCS probability thresholds on slice count
and total slice area (in 109 km2 ). Probabilities for each slice are predicted by an ensemble
classifier for slices gathered from May September in 2015 and 2016.
MCS Probability Threshold
≥ 0.0

2015

≥ 0.5

≥ 0.9

≥ 0.95

CRSR

SSR

Count

Area

Count

Area

Count

Area

Count

Area

6 km

48 km

43,443

0.79

20,830

0.61

12,471

0.47

10,677

0.42

6 km

96 km

41,120

1.10

25,177

0.96

18,361

0.81

15,984

0.74

6 km

192 km

39,666

1.44

25,379

1.23

19,339

1.02

16,685

0.90

12 km

48 km

54,008

0.93

23,447

0.70

14,519

0.55

12,539

0.50

12 km

96 km

51,318

1.27

28,153

1.08

20,333

0.91

17,578

0.82

12 km

192 km

49,827

1.62

28,393

1.35

21,112

1.09

17,830

0.95

24 km

48 km

70,443

1.15

26,825

0.84

17,231

0.67

14,923

0.61

24 km

96 km

67,312

1.52

31,642

1.24

22,705

1.04

19,188

0.92

24 km

192 km

65,756

1.86

31,940

1.49

23,014

1.17

18,838

1.00

48 km

48 km

89,371

1.46

30,204

1.03

20,417

0.84

16,914

0.74

48 km

96 km

85,780

1.85

34,998

1.46

24,725

1.17

19,852

1.00

48 km

192 km

84,198

2.20

34,975

1.66

24,243

1.25

18,711

1.02

≥ 0.0

2016

≥ 0.5
Count

≥ 0.9

Area

Count

≥ 0.95

CRSR

SSR

Count

Area

6 km

48 km

44,997

0.83

21,914

0.65

13,277

Area
0.50

Count
11,392

Area
0.45

6 km

96 km

42,489

1.16

26,348

1.01

19,442

0.86

16,963

0.79

6 km

192 km

41,115

1.49

26,664

1.29

20,582

1.09

17,904

0.98

12 km

48 km

56,113

0.97

24,657

0.74

15,270

0.58

13,264

0.53

12 km

96 km

53,298

1.33

29,354

1.13

21,467
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15,621
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20,219
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24 km
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1.55

24,378

1.25

20,182

1.09

48 km

48 km

93,199

1.51

31,493

1.07

21,181

0.87

17,613

0.76

48 km

96 km
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1.92

36,772

1.51

25,952

1.22

20,901

1.05

48 km

192 km

88,119

2.27

37,069

1.74

25,970

1.34

20,252

1.11
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2001; Ashley et al. 2003). For example, the maximum centered on Florida is related to the
diurnal cycle of land and sea breezes that can generate bands of DMC (Lericos et al. 2002;
Rickenbach et al. 2015). The maximum centered on the North Carolina coast is owed to an
unorganized convection maximum associated with the Gulf Stream (Rickenbach et al. 2015)
and the incorrect labeling of Tropical Storm Ana (Stewart 2016). Although the maximum
along the southwest coast of Texas appears climatologically unusual, this region experienced
several MCS passages in May of 2015 resulting in extreme rainfall and flooding (Wang et
al. 2015). Encouragingly, the Texas regional maximum is retained in all the perturbations
when the MCS slice probability threshold is increased. In contrast, the Florida and Carolina
maxima are reduced when this threshold is increased, suggesting that the slices in these
regions only have marginal similarities to actual MCS slices that were used to train the
classifiers. For 2016, many of the same patterns are evident (Figure 2.10). For example,
increasing the probability threshold to 0.95 causes the 40-hr isopleth to retreat north and
west away from the East and Gulf Coasts. Interestingly, the Texas maxima shows up in 2016
as well, even with the higher probability thresholds. Upon further examination, this region
experienced multiple MCS passages again in 2016, particularly during late May and early
June. Specifically, two relatively slow moving MCSs produced almost constant precipitation
in southeastern Texas from 26 May to 28 May, and three MCS produced similar conditions
in this area from 2 June to 4 June. Compared to 2015, the Midwest and Plains maximum shifted to the north and west, showing the segmentation and classification procedure
is capturing interannual variability in the occurrence of slices with high MCS probabilities.
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Figure 2.9: Spatial occurrence (hours, shaded) of slices with an MCS probability of 0.5 or
higher in 2015 during the months of May through September for varying convective region
and stratiform search radii. The solid line denotes the 40-hour isopleth for slices with an
MCS probability of 0.95 or higher, and the dotted line denotes the 40-hour isopleth for all
qualifying slices. The convective region search radii (CRSR) are: (a, b, c) 6 km, (d, e, f) 12
km, (g, h, i) 24 km, and (j, k, l) 48 km. The stratiform search radii (SSR) are: (a, d, g, j)
48 km, (b, e, h, k) 96 km, and (c, f, i, l) 192 km.
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Figure 2.10: As in Figure 2.9, except for 2016.

42

2.7

Discussion and Conclusion

This study examined the utility of three machine learning algorithms for the problem
of classifying MCSs in composite reflectivity images. A segmentation approach specific to
identifying MCSs was outlined, comprised of many steps including: 1) identifying regions
of convection with intense precipitation; 2) connecting nearby regions to generate cores of
convection; 3) measuring the major axis length of the cores to determine if they met PJ00
criteria; and 4) associating stratiform precipitation regions within a specified distance of
qualifying core regions. Select machine learning algorithms were trained and tested using
feature information from over 3000 manually-labeled precipitation clusters for the purpose
of classifying these clusters as a: 1) midlatitude MCS; 2) unorganized convective cluster;
3) tropical system; 4) synoptic system; or 5) ground clutter or noise. Application-specific
classification was also explored by assigning the training and testing data binary labels of
MCS or Non-MCS. Next, precipitation clusters (slices) were automatically extracted from
composite reflectivity data from May to June in 2015 using varying associating radii for
connecting: 1) convective regions; and 2) stratiform to qualifying core regions. Features from
these clusters were extracted and used to generate predictions from an ensemble classifier
containing the three trained machine learning algorithms. Probabilistic predictions from
the ensemble classifier, along with the varying association radii, were used to stratify the
dataset. Statistics for these stratifications were generated, and frequency maps showed the
spatial occurrence of precipitation clusters that met the various reflectivity and probabilistic
thresholds.
This work affirmed the ability of machine learning algorithms to accurately classify regions of convection based on the subjective identification of events (e.g., Baldwin et al. 2005;
Gagne et al. 2009; Lack and Fox 2012). Assessment of model accuracy was based on metrics
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(Table 2.6) designed to examine the ability of the trained algorithms to classify previously
unseen labeled testing samples. On a class-by-class basis for the testing data, probability of
detection ranged from 0.62 to 0.95 and probability of false detection ranged from less than
0.01 to 0.09, depending on the algorithm employed (Table 2.8). A binary classification approach (MCS or non-MCS) produced better overall performance by reducing the probability
of false detection for MCS samples. An ensemble of the three classifiers produced better
probabilistic classifications than output from other machine learning algorithms alone (Figure 2.8), and this performance was consistent between the three testing data years. These
model performance values exceed those presented in previous work (Gagne et al. 2009; Lack
and Fox 2012). One of the reasons for this improvement could be due to the more sophisticated algorithms employed in this study. For example, Lack and Fox (2012) used a decision
tree algorithm to generate classifications. Although decision trees allow a relatively easy
assessment of model behavior, they prioritize local split decisions which can result in suboptimal exploration of the decision space (Brieman 2001). Further, both Gagne et al. (2009)
and Lack and Fox (2012) used classifications with samples that were potentially very similar
to one another. For example, Gagne et al. (2009) separated linear system samples into
leading, trailing, and parallel stratiform sub-types. As a result, separating samples based on
their features becomes more difficult, which can lead to a reduction in model performance.
A similar issue occurred in this study, as tropical systems commonly share similar attributes
with other classifications. To improve sub-type classification, even more sophisticated image classification approaches, like convolutional neural networks (Le Cun and Bengio 1995;
Krizhevsky et al. 2012; Dieleman et al. 2015), may be needed to improve performance.
Future related work will explore convolutional neural networks and similar approaches for
the purposes of increasing precipitation cluster classification accuracy.
Application of the segmentation and classification procedure to the 2015 and 2016 warm
seasons produces reasonable results that are comparable to existing climatologies (Arritt
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and Anderson 2001; Ashley et al. 2003; Geerts et al. 2017). Although tracking of the
identified slices was not demonstrated in this paper (Tracking will be discussed in Chapter
3), the spatial occurrence of MCS-like regions of precipitation should still be clustered in
climatologically favored regions of MCS activity. Increasing the MCS probability threshold
(thus increasing the specificity of the models) resulted in a reduction of MCS activity along
the eastern Gulf and Atlantic coasts (Figure 2.9, Figure 2.10). Stricter MCS probability
thresholds appear to result in more agreement between the automated segmentation and
classification output (Figure 2.9, Figure 2.10) and location of the training and testing samples of MCS (Figure 2.7.a), despite not including features that encode spatial information.
This result illustrates a potential limitation of this studyspecifically, the machine learning
predictions are based on the authors interpretation of the subjective definition of an MCS.
The results suggest that this may be particularly important when dealing with banded convection in the Southeast United States. Ultimately, users of this framework could modify the
probability of detection vs. probability of false detection balance or hand-labeling approach
to be more appropriate for their needs. In that theme, this study should motivate future
work to combine the objective and subjective definitions of MCS in a way that emphasizes
computational approaches over manual identification. One physical mechanism common to
MCSs that may inform this exploration is the perceived interaction between a cold pool
and warm inflow, caused in part by the decay of relatively short-lived DMC and its outflow
generating new DMC (PJ00). This critical process is not encoded into the objective definition, despite its widespread ubiquity in MCS studies (Table 2.1). However, we do not claim
that the methods described in this study fully discriminate between events that exhibit this
process and those that do not. Indeed, to specifically identify proxies of spatiotemporal
processes such as cold pool and warm inflow interactions, more complex machine learning
models such as Long-Short Term Memory (LSTM) recurrent neural networks (Hochreiter
and Schmidhuber, 1997) may be required. Finally, removing Non-MCS slices from consider-
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ation during the tracking procedure reduces the complexity of spatiotemporally associating
candidate MCS slices. Ultimately, the process described in this Chapter, combined with
the tracking detailed in Chapter 3, will allow for an objective, automated, spatiotemporal
assessment of CONUS MCS activity.

CHAPTER 3
TRACKING CLASSIFIED MIDLATITUDE MESOSCALE
CONVECTIVE SYSTEMS IN RADAR MOSAICS

3.1

Introduction

Mesoscale convective systems (MCSs) are thought to produce a significant portion of
warm-season precipitation for many regions in the conterminous United States (CONUS)
(Zipser 1982; Ashley et al. 2003; Houze 2004). Because of this, MCSs have been, and
continue to be, a popular focus for research in the fields of hydrology, climatology, and
meteorology (Houze 2004). To objectively assess the spatiotemporal frequency of MCSs and
their precipitation, extensive remotely-sensed datasets have been analyzed to find events
that meet size, intensity, and duration criteria (Parker and Johnson 2000; henceforth PJ00).
Specifically, PJ00 defined MCSs as areas of deep, moist convection (DMC) organized at
the mesoscale (e.g., a horizontal extent of at least 100 km) that last at least three hours.
Translating this dynamically-based definition of MCS into an automated detection and
tracking process is crucial, due to the large size of remotely sensed datasets (Lakshmanan
and Smith 2010). However, the segmentation, classification, and tracking of phenomena
driven by DMC remains a challenging problem (Lakshmanan et al. 2009).
The process of objectively characterizing the frequency of MCS events requires the spatiotemporal association (”matching”) of qualifying precipitation clusters between temporally-adjacent radar images (”storm tracking”). This complex, but necessary, step is complicated by the erratic evolution of precipitation clusters (Lakshmanan and Smith 2010).

47
Specifically, clusters can undergo many unpredictable changes between radar images that
can complicate matching decisions, including initiation, splitting, merging, and decay (e.g.,
Fig. 2 in Vila et al. (2008)). This study explores the utility of using machine learning
predictions to reduce the complexity of the matching step by removing cases that meet the
PJ00 criteria for size and intensity, but are not labeled as MCS by an ensemble of machine
learning algorithms trained and validated using hand-labeled data (see Chapter 2). Further, this work examines the impact of segmentation threshold values on resulting tracks to
determine the potential effects on automated MCS climatologies.
The discussion herein will focus on the tracking portion of an MCS segmentation, classification, and tracking framework introduced in Chapter 2, as well as examples of applying
the framework. The main contributions of this paper include: 1) an objective and subjective assessment of the effect of segmentation parameters and probabilistic classifications
on MCS tracking performance; 2) demonstrating the influence of segmentation parameters
and probabilistic classification thresholds on the spatial frequency and statistical attributes
of MCSs events; and 3) a statistical description of a novel, manually-labeled, dataset of
radar-derived MCS events from the 2015 and 2016 warm seasons (May through September). An important finding discussed in Chapter 2 is that machine learning can be used
to generate reliable classification probabilities for detected convective clusters in composite
reflectivity images. Specifically, evidence is presented that suggests select machine learning algorithms can probabilistically distinguish between MCS and non-MCS (i.e., tropical
systems, synoptic systems, and unorganized clusters) convective precipitation areas. This
work builds off those findings by illustrating and discussing the utility of these predictions
by testing various probability thresholds to balance the removal of false-positive clusters
with the inclusion of true-positive cases. Although the application of this approach may
be limited for general-purpose storm-tracking algorithms, the complexity of identifying and
tracking specific meteorological phenomena can be reduced by using this framework to limit
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the influence of false-positive events on climatologies, case studies, and other products. Case
studies for select events, as well as 2015 and 2016 warm-season MCS frequency maps, are
used to demonstrate the utility of the framework.

3.2

Background

Using remotely-sensed data, previous research has either implicitly or explicitly tracked
MCS occurrence (Fritsch and Forbes 2001; Houze 2004). Implicit approaches use aggregate
rainfall products (Stage IV mosaics, Hovmller diagrams, etc.) to find contiguous ”precipitation objects” (e.g., Davis et al. 2006) of sufficient width and duration (Carbone et al. 2002;
Hitchens et al. 2012; Pinto et al. 2015). Explicit tracking, on the other hand, extracts contiguous precipitation clusters from each image (e.g., every 15 min) with the added complexity
of associating these clusters through time. Although this approach is more computationally
expensive, it allows for a more rigorous examination of MCSs at fine temporal scales and
is analogous to more formal definitions of MCSs. Despite the opportunity that automated
methods provide, explicit storm tracking procedures have known issues with identifying (segmentation) and associating precipitation clusters between time steps (tracking), especially
when handling splitting and merging events (Lakshmanan and Smith 2010). Workable solutions to these issues exist in the form of tweaking detection and tracking parameters to
correct poor tracking behavior based on case studies or summary statistics (Lakshmanan
and Smith 2010).
During an MCS-tracking process, slices—instantaneous snapshots of the geographic distribution of contiguous regions of precipitation—and swaths—the progression of slices over
time—are generated (Figure 3.1). For a slice to be considered for the swath-building process
(i.e., a candidate MCS slice), it must contain a region of contiguous or semi-contiguous con-
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vective precipitation (≥ 40 dBZ) with a horizontal dimension exceeding 100 km (PJ00; see
Chapter 2). These regions, defined as MCS cores (Figure 3.1i), are generated by spatially
aggregating convective cells containing intense precipitation ( 50 dBZ) that are within a
given distance of one another. Nearby areas of precipitation are associated with MCS cores
to generate candidate MCS slices (Figure 3.1.ii). Finally, these areas of convection and stratiform precipitation from temporally adjacent radar images are spatiotemporally associated
to generate swaths (Figure 3.1.iii). This study further restricts the MCS-slice detection (and
ultimately, swath building) by using probabilistic machine learning predictions (PMCS ; see
Chapter 2) to remove certain candidate MCS slices. This is done using an ensemble classifier,
containing trained Random Forest (Breiman 2001; scikit-learn 0.18, Pedregosa et al. 2011),
Gradient Boosting (scikit-learn 0.18, Pedregosa et al. 2011), and XGBoost (xgboost-python
0.6, Chen and Guestrin 2016) classifiers, to predict the likelihood that each detected slice is
a candidate MCS slice. For a detailed explanation of how these classifiers were generated
and tested, see Chapter 2. Examples of candidate MCS slices that are likely to have a low
PMCS are tropical systems, synoptic systems with embedded convection, and unorganized
convective clusters (Chapter 2).
There are several ways to track storm cells in a climatological context. Two widely-used
approaches are centroid matching (Lakshmanan et al. 2015) and spatiotemporal object
building (Skok et al. 2009; Method for Object-Based Diagnostic Evaluation - Time Domain
(MODE-TD), Clark et al. 2014). Both procedures use the concept of ”post-event tracking”
(Lakshmanan et al. 2015), which, in contrast to real time storm tracking (e.g., SCIT;
Johnson et al. 1998), use full event histories within the climatological record to generate
more accurate storm tracks (e.g. Lakshmanan et al. 2015; Fig. 6). Spatiotemporal object
building is generally used for objects at the scale of MCSs (Clark et al. 2014), whereas
centroid matching is generally used for tracking objects on the scale of supercells (Gagne et
al. 2017). One disadvantage to spatiotemporal object building is that the merging (splitting)
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Figure 3.1: Manually-generated MCS swaths from 0000 to 1700 UTC on 7 June 2015. The
labeled areas include: i) MCS cores (black outlines); ii) MCS slices (color fill); and iii) MCS
swaths (grey outlines). Included are centroid tracks (2-hr mean position; white with black
outline) for the two MCS swaths and their MCS slices at 0300, 1000, and 1600 UTC. Centroid
paths are included only for visualization purposes.
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of multiple, unique, objects will result in a single, overly-expansive, storm swath (Skok et
al. 2009). For example, Chang et al. (2016) illustrates the ”chaining effect”, where small,
short-lived, cells can incorrectly combine two unique regions of precipitation during the
segmentation process. Alternatively, spatiotemporal overlap tracking (”OV”; Lakshmanan
et al. 2009) can be used to only apply the spatiotemporal object building procedure on
storms that spatially overlap between two adjacent radar images. Although tracking using
the overlap criteria is thought to be overly conservative in many cases, it performs similarly
to, or better than, more complex techniques for objects at the scale of MCSs (Lakshmanan
and Smith 2010).

3.3

Data

The data generated for this study are extracted from the 5-min temporal resolution, 2-km
spatial resolution, National Operational Weather Radar (NOWrad; cf. https://search.usa.
gov/search?affiliate=esrl.noaa.gov&query=NOWrad) product, which is a CONUS-wide composite reflectivity mosaic. Each pixel value represents the instantaneous precipitation rate
for the grids location, and values are constrained to a range of 4-bit numbers (0-16) representing bins of 5 dBZ from 0 to 80. As in Chapter 2, values representing: 1) 20-35 dBZ
are labeled ’stratiform’, 40 and 45 dBZ are labeled convection, and 50 dBZ and greater are
labeled ’intense’. These data have been used in several studies that produced and examined climatologies of convection (Fabry et al. 2017). Since the mosaics are generated from
NEXRAD reflectivity, the caveats associated with those data are also transferred to the
raw data used to generate the product (Smith et al. 1996). Such issues include anomalous
propagation, false echoes, attenuation, and other spurious signals relating to the curvature
of the Earth and atmospheric conditions. To systematically reduce the occurrence of these
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problems, the data are initially quality controlled before they are released (Carbone et al.
2002). This work examines the data in 15-minute intervals to reduce processing time.
MCS slices generated in Chapter 2 are used to build MCS swaths. These data include
geographic, intensity, and feature information (cf. Table 2.3). A total of 48 perturbations
were generated to test the sensitivity of the swath-building procedure, including: 1) four different search radii for connecting convective cells (convective region search radius, CRSR); 2)
three different search radii for connecting stratiform regions to qualifying convective regions
(stratiform search radius, SSR); and 3) four different PMCS thresholds. In total, 742,242
slices were generated from the period of May through September in 2015, and 773,702 slices
were generated for the same months in 2016. Each slice is saved as a lossless, 8-bit, PNG
image, and indexed within a CSV file, where attributes such as geographic information,
file location, slice features, and PMCS can be queried to generate analyses. These files are
available at https://github.com/ahaberlie/MCS/.

3.4

3.4.1

Tracking

Overview

An important part of the PJ00 definition is that the organization of DMC at a larger
scale than an individual updraft must persist long enough for mesoscale circulations to form.
Because of this, studies that have tracked MCSs in remotely-sensed data have required
that: 1) slices meeting size and intensity requirements must be spatiotemporally associated
between time steps and 2) these associations (i.e., swaths) must exist for a minimum amount
of time (e.g., Table 2.1). There are several explicit tracking approaches that can be used
generate spatiotemporal associations between MCS slices (e.g. Lakshmanan and Smith 2010,
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pp. 703). The goal of tracking for this study is to spatiotemporally associate candidate MCS
slices for the purposes of generating a database of MCS swaths containing intensity, spatial,
and temporal information. These swaths can then be queried, extracted, and analyzed for
research applications.
Since there are 48 combinations of convective region search radius (CRSR), stratiform
search radius (SSR), and probability a slice is a part of an MCS (PMCS ), determining the
differences (if any) between each perturbation could help inform an optimal segmentation
choice in the context of swath-building (see Chapter 2 for more information on these values). Lakshmanan and Smith (2010) provides a framework for assessing the performance of
storm-tracking algorithms using summary statistics from all available swaths. They suggest
that, in general, the relative performance of a storm-tracking approach can be determined
by answering three questions: 1) How long do tracks typically last?; 2) How variable is the
intensity of the affiliated precipitation within the tracks?; and 3) How linear are the tracks?
This approach to evaluating storm-tracking algorithms is suggested over track-by-track verification for large datasets (Lakshmanan and Smith 2010; Fiolleau and Roca 2013; Houston
et al. 2015). The goal of using this assessment approach is not to create a general-purpose
storm-tracking algorithm, but rather to examine the relative performance between the available perturbations.

3.4.2

Approach

The tracking procedure uses two open source python packages: pandas/geopandas (0.20.3/0.2.1;
McKinney 2010) and shapely (1.5.17). Initially, slice feature information for all of the slices
from 2015 and 2016 are read into a pandas Dataframe. For each of the 48 perturbations, a
query is used to select only those slices that are associated with each CRSR, SSR, and PMCS
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value. Saved images associated with the resulting slices are then loaded into memory, and
the location of pixels exceeding 50 dBZ (intense) are used to generate a convex hull. The
resulting shapely polygon approximates the MCS core, and usually takes much less memory
to store than points for each pixel location. The polygon is then inserted into a geopandas
Dataframe and associated with its affiliated slice.
For each 15-minute period between 0000 UTC on 1 May 2015 and 0000 UTC on 1
October 2015 (and again for the same period in 2016), slices are selected for the current and
next time step. The matching procedure then builds a two-dimensional matrix, where each
row represents a slice within an existing track at the current time step, and each column
is an unmatched slice at the next time step. The similarity between the slices is calculated
and inserted into the affiliated cell. Similarity (normalized difference) is calculated by first
dividing the feature values (cf., Table 2.3) in each slice by the maximum value for each feature,
and then finding the 14-dimensional Euclidean distance between two slice features. This
process is simplified by only calculating the similarity of overlapping slices, and assigning a
null value to all cells that are affiliated with slices that do not overlap each other. Then, until
all values are null, the procedure finds the lowest value (highest similarity) and associates
the unmatched slice with the track number affiliated with the slice at the current time step.
Cells representing matches are then set to null. All unmatched slices at the next time step
are then considered new tracks and assigned a new storm number. If only one overlap is
found, the method behaves as a simple overlap matching approach. If more than one overlap
is found, the most similar slice is chosen to be associated with the existing track. This
matching process is called the Hungarian Method (Munkres 1957) and has been used in
many storm tracking algorithms (Han et al. 2009; Lakshmanan et al. 2013; Gagne et al.
2017). A merging event at 0430 UTC on 7 June 2015 can be used as an example of the
Hungarian Method (Figure 3.2). At 0400 UTC on 7 June 2015, two distinct MCS swaths
are ongoing in the Upper Midwest CONUS. At 0415 UTC on 7 June 2015, the segmentation
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Table 3.1: Normalized differences between existing slices at 0400 UTC and new slices at 0415
UTC on 7 June 2015 (see Figure 3.2). Normalized differences with an asterisk denote winning
matches. For example, slice S i is matched with new slice N 1 . Cells with dashes denote that
the new slices did not overlap with the corresponding existing slice. N 3 is included as a case
where a new slice does not overlap with any existing slice.
Slices at 1415 UTC

Existing Slices at
1400 UTC

N1

N2

N3

Si

0.049*

--

--

Sii

--

0.195*

--

process determines that there are still two unique slices (Figure 3.2.i, ii), resulting in a
straightforward matching decision using spatiotemporal overlap only (Table 3.1). In the
next radar image, however, the segmentation process determines that the two slices have
merged (Figure 3.2iii), and, thus, only one slice at 0430 UTC overlaps with the two at 0415
UTC. In this case, the matching decision is determined by associating the two most similar
slices (Table 3.2), and the southernmost slice is matched with the merged slice. Although
this combination produced the lowest normalized difference of the available choices (Table
3.2), this value was roughly 10 times greater than it was for its previous, straightforward,
match at 0415 UTC (Table 3.1). This is a result of the merging of the northern slice (Figure
3.2.i) and the southern slice (Figure 3.2.ii) and the affiliated modification of feature values.

3.4.3

Performance Assessment

Forty-eight different tracking outputs using the same underlying slice data are generated
by the process described in Section 3.4.2. Subjective assessment of the tracking algorithm is
performed on many known MCS cases, of which, three cases are included in this paper: 1) a
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Figure 3.2: Example of a merging case at 430 UTC on 7 June 2015. The black contours
(i and ii) represent the stratiform precipitation extent of two slices associated with unique
swaths at 415 UTC on 7 June 2015. Since both overlap with the single slice at 430 UTC (iii),
the most similar slice retains its track, whereas the track associated with the least similar
slice is discontinued. In this case, the southernmost slice (ii) is most similar to the new,
merged, slice (iii). Centroid paths are included only for visualization purposes.
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Table 3.2: Normalized differences between existing slices at 0415 UTC and new slices at 0430
UTC (see Figure 3.2). Normalized differences with an asterisk denote winning matches. For
example, slice S ii is matched with new slice N 1 . In this case, N 1 is not matched with
S i because the normalized difference between these two slices is greater than that of the
normalized difference between S ii and N 1 . Cells with dashes denote that the new slices did
not overlap with the corresponding existing slice. N 3 is included as a case where a new slice
does not overlap with any existing slice.
Slices at 1430 UTC

Existing Slices at
1415 UTC

N1

N2

N3

Si

1.384

--

--

Sii

0.495*

--

--

merging event between two MCSs, taking place between 0000 UTC and 1700 UTC on 7 June
2015; 2) a back-building (Maddox 1979) MCS that occurred between 2200 UTC on 24 June
2015 and 1800 UTC on 25 June 2015; and 3) a derecho (Johns and Hirt 1987; Corfidi et al.
2016) producing MCS that occurred between 0000 UTC and 2300 UTC on 22 June 2015.
These cases do not represent the entire spectrum of possible morphologies and evolutions;
however, they are useful to subjectively demonstrate the strengths and weaknesses of the
MCS segmentation, classification, and tracking procedure described in this Chapter and
Chapter 2.

3.4.3.1

7 June 2015

At the beginning of this period (0000 UTC), several regions of relatively isolated DMC
are ongoing over northeastern Nebraska, eastern South Dakota, and western Minnesota. By
0300 UTC, upscale growth and linear organization of the initially isolated DMC occurs in
east-central Minnesota and in eastern Nebraska and western Iowa. As these linearly-shaped
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regions of DMC (and associated stratiform precipitation) propagate eastward, they begin to
undergo a merger (e.g., Follieau and Roca 2013). This process occurs between 0400 and 0800
UTC in eastern Minnesota and Iowa, and is denoted by the spatial meshing of two distinct
stratiform rainfall shields, eventually followed by the combining of two distinct lines of DMC.
At 1000 UTC, the merger is complete, and the linear DMC has visual characteristics in radar
images consistent with a mature MCS (trailing stratiform morphology; PJ00). After 1200
UTC, the linear DMC begins to lose intensity, and by 1700 UTC, much of the convective
precipitation has dissipated as it moves into eastern Illinois and northwestern Indiana.
The evolution of this MCS is manually tracked by circling MCS slices in composite reflectivity mosaic images every 15-min in a manner consistent with how training and testing
samples were gathered for Chapter 2. These MCS slices are automatically combined into
MCS swaths, and the output from this procedure is illustrated in Figure 3.1. Results from
this manual approach reflects what is described in the previous paragraphnamely: 1) swaths
begin where the DMC first took on MCS-like characteristics; 2) one track ends in central
Minnesota (Figure 3.1.i), whereas another experiences a northward jump but continues eastward (Figure 3.1.ii); and 3) the main MCS swath path ends in eastern Illinois. Output from
the automated approaches generally agrees with those generated by the manual approach
(Figure 3.3). In Figure 3.3, the effect of various CRSR and SSR values are illustrated to
subjectively assess the general performance of four select perturbations. In addition to illustrating the effect of varied search radius values, the effect of varied minimum PMCS per
swath is demonstrated using different colored centroid paths. These paths are only used for
visualization purposes, as the actual track is the spatial coverage of a slice within the MCS
swath at any given time.
In all the cases, the MCS swaths generated by using all qualifying slices (PMCS 0.0)
produces a centroid path that resembles that of the manual swaths. When increasing the
minimum PMCS per swath, the paths begin to diverge from the manual path. For example, in
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Figure 3.3: The effects of modifying convective region search radius (CRSR), stratiform
search radius (SSR), and MCS probability thresholds on resulting MCS cores, MCS slices,
and MCS swaths (see Figure 3.1) and their affiliated centroid paths (2-hr mean position)
from 0000 to 1700 UTC on 7 June 2015. Pictured are MCS slices from 0300, 1000, and 1600
UTC for each swath that lasted for at least 3 hours. Also shown are tracks comprised of
slices meeting or exceeding an MCS probability of 0.90 that last at least half an hour. The
different colored centroid tracks represent swaths generated by using only those slices that
are assigned an MCS label probability exceeding 0.00 (white), 0.50 (light grey), 0.90 (dark
grey), and 0.95 (black). MCS core boundaries (black outlines) are plotted at 1000 UTC.
The CRSR/SSR combinations are as follows, respectively: a) 6 km/48 km; b) 12 km/96 km;
c) 24 km/96 km; and d) 48 km/192 km. Centroid paths are included only for visualization
purposes.
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all the included cases in Figure 3.3, the northern MCS swath (Figure 3.1.i) does not qualify
as an MCS when using strict PMCS thresholds of 0.90 and 0.95. This is likely due to the
relatively small size of the convective and intense precipitation within the slices belonging
to this MCS swath. However, the termination point for this MCS swath is reasonable, as
it becomes merged with the southern MCS (Figure 3.1.ii) in eastern Minnesota in all four
cases. One discrepancy between the manual swaths and the swaths generated for the northern
MCS swath is its premature cessation in the automated approach that limits its south and
eastward extent. For the situation depicted in Figure 3.3.a, a short-lived swath between
the northern and southern MCSs in southeastern Minnesota is identified at 0430 UTC. This
swath and the northern MCS swath merge at 0500 UTC, at which point, the matching
process determines the merged slice is the continuation of the short-lived swath. This
merged swath continues until it merges with the southern MCS at 0545 UTC. Alternatively,
for the situations depicted in Figure 3.3b-d, the aforementioned short-lived swath depicted
in Figure 3.3.a is instead attached to the southern MCS. This attachment causes a premature
merger between the northern and southern MCS swaths at 0430 UTC for Figure 3.3.b and
Figure 3.3.c, and 0400 UTC for Figure 3.3.d. These difficulties demonstrate the trade-offs
between different values of SSR, CRSR, and minimum PMCS , which can result in spurious
swaths and incorrect disconnects and linkages. For example, the beginning of the track
in Figure 3.3a is incorrectly split into two tracks at 0200 UTC. This is caused by a small
SSR, which allows a gap between two MCS core regions, resulting in two unique slices.
Similarly, around 0400 UTC, a swath in eastern Minnesota is incorrectly identified between
the northern and southern MCS swaths. In Figure 3.3.d the PMCS 0.95 swath experiences a
spurious disconnect in southeastern Minnesota. This is caused by a 30-minute period where
the merged swath does not exceed the PMCS threshold. The southwestward direction of the
PMCS 0.90 track in Figure 3.3d reflects the splitting of the northern area of stratiform with
the southern area of decaying convection. As the swath moves into eastern Wisconsin and
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northern Illinois, the higher PMCS swaths are lost, whereas the PMCS 0.00 path is retained.
This is caused by the combination of the decay of the MCS and the inclusion of a broad
area of stratiform precipitation that reduces the PMCS values of the slices. The higher PMCS
swaths in Figure 3.3d return in eastern Illinois and northwest Indiana when the northern
region of stratiform is ”detached” and no longer associated with the swath. In contrast,
the PMCS 0.50, 0.90 and 0.95 tracks are continuous in Figure 3.3a-c, owed to less stratiform
precipitation included over northeastern Wisconsin, and as a result, features more similar to
MCS identified in Chapter 2.

3.4.3.2

24 - 25 June 2015

During the evening and overnight hours of 24 and 25 June 2015, an MCS developed over
Iowa and expanded eastward into northern Illinois (see Peters et al. (2017) for an in-depth
discussion of this event). Key features in the lifecycle of this MCS included: 1) the upscale growth of a loosely connected line of supercells into a southeastward propagating bow
echo from approximately 2300 to 0200 UTC; 2) back-building (Maddox 1979) convection,
resulting in a nearly stationary western flank of the MCS, despite the southeastward propagation of the eastern flank, from approximately 0200 to 1100 UTC; and 3) the splitting (e.g.,
Fig. 2 in Vila et al. 2008) of the region associated with a propagating linear segment from
the region associated with weakening, quasi-stationary, convection around 1100 UTC. The
event ends with the dissipation of the western and eastern regions of organized convection
at approximately 1300 UTC and 1500 UTC, respectively.
The swaths generated by the automated tracking procedure (Figure 3.4.a) match up well
with the manual track (not shown). As in Figure 3.3, the PMCS 0.0 and 0.5 produce a track
that extends from central Iowa southeastward into central Indiana and western Ohio. The
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PMCS 0.95 swath starts near the PMCS 0.5 swath, but ends approximately 100 km sooner
at the Ohio and Indiana border. A splitting event (not shown) occurs between 1030 and
1045 UTC for PMCS 0.0, 0.5, 0.90 and 0.95, and the Hungarian Method selects the slice over
Indiana as the continuation of the swath that originated in Iowa. The southwestern slice
forms a new swath that persists for approximately 2 hours until 1230 UTC, appearing in
Fig. 4.a as the relatively short PMCS 0.90 and 0.95 centroid paths in northeastern Missouri.
The continuation of the original swath persists until around 1800 UTC, at which time it
dissipates for all PMCS .

3.4.3.3

22 June 2015

This period begins at 0000 UTC with two areas of linear DMC—a result of upscale growth
by isolated DMC that developed during the late afternoon. By 0300 UTC, the northern and
southern areas of DMC merged in southeastern North Dakota, and exhibited two bowing
segments (Przybylinski 1995) within the contiguous stratiform shield. The bowing segments,
and affiliated intense precipitation, dissipate by 0500 UTC as the MCS moves into western
Minnesota. Farther west, multiple clusters of DMC develop concurrently in southwestern
North Dakota and western and central South Dakota from 0400 to 0700 UTC. After 0800
UTC, these areas of DMC merge into a single MCS in southeastern South Dakota. Between
0800 UTC and 1500 UTC, the MCS took on a leading-line, trailing-stratiform (PJ00) appearance on radar, before weakening as it approached Lake Michigan by 1700 UTC. The
MCS then dissipated around 2100 UTC over eastern Michigan. This MCS produced wind
damage and tornadoes from northern Iowa eastward into southern Michigan.
For this event, the tracking procedure produced two MCS swaths (Figure 3.4.b). The
first swath is associated with the initial area of linearly-organized DMC in northern and
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Figure 3.4: Example slice, swath, and swath centroid track output from select periods and
regions during June 2015: a) 2300 - 1800 UTC on 24-25 June; and b) 0000 - 2300 UTC
on 22 June. Swath centroid track colors, representing the minimum MCS probability per
swath, are the same as described in Figure 3.3. The convective region search radius chosen
for these maps is 24 km, and the stratiform search radius is 96 km. Swaths are included
based on criteria in Figure 3.3. Centroid paths are included only for visualization purposes.
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central North Dakota. Two regions of linear DMC merged by 0215 UTC in eastern North
Dakota, with the southern, short-lived swath plotted in south central North Dakota (PMCS
0.90 and 0.95) between the centroid paths of the two main MCS swaths. The initial MCS
swath dissipates and merges with the second MCS swath around 0600 UTC. This swath then
moves over Minnesota, Iowa, Wisconsin, Illinois, and Michigan, before dissipating around
2300 UTC. Similar to some of the previous examples, the PMCS 0.00, 0.50, and 0.90 swaths
form a contiguous path from North Dakota to eastern Michigan. The PMCS 0.95 swath
initially forms a continuous path from North Dakota to western Michigan by 1800 UTC,
whereas, after this time, the path only intermittently shows up over Michigan before the
system dissipates around 2300 UTC. This lack of swath cohesion coincides with the visual
appearance of weakening by the MCS, previously noted by the subjective assessment of the
event.

3.4.3.4

Intermittent Swaths

In the previous three examples, there were cases where the spatiotemporal matching
procedure failed to create contiguous swaths. This was particularly true when the PMCS
threshold exceeded 0.95. Although the goal of the using higher probabilistic thresholds is to
reduce the inclusion of non-MCS events, these cases suggest that this approach may also be
removing, truncating, or splitting legitimate MCS swaths. We hypothesize that this is caused
by periodic reductions in the PMCS value for slices that cause them not to be included in a
spatiotemporal matching run that only considers slices that exceed PMCS 0.95, for example.
Because the matching procedure only examines the current period and the next 15-minute
period, if a slice fails to exceed a threshold value in one radar image, the track is ended.
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One way to address this issue is to reanalyze the track database to connect previously
unconnected tracks. This method is demonstrated by Lakshmanan et al. (2015), who
provided evidence that it resulted in more contiguous tracks (cf., their Fig. 6). The current
study uses a similar approach. Namely, the goal is to attempt to connect the end of swaths
that contain at least two slices (30-minute duration) to the beginning of swaths with at least
two slices. To find suitable matches, the following conditions must be met: 1) the start of
the matching candidate swath must not exceed 60 minutes from the time the previous swath
ended; and 2) the first slice of the matching candidate swath must either overlap or be within
100 km of the last slice in the previous swath. This process is illustrated on two previously
discussed examples from 7 June 2015 and 22 June 2015 (Figure 3.5). In Figure 3.5.a, the
reanalyzed swaths exhibit a more contiguous track for all PMCS thresholds—at least until
the MCS moves into eastern Wisconsin—whereas the original swaths (with the same CRSR
and SSR) in Figure 3.3.c display swath discontinuity in southeastern Minnesota for PMCS
0.95. In Figure 3.5b, the reanalyzed swaths improve on the original swaths in Figure 3.4.b
by producing one contiguous swath for PMCS 0.95.

3.4.3.5

Objective Assessment

Objective assessment of the tracking performance was achieved by calculating and comparing select summary statistics for reanalyzed swaths generated by each perturbation (Lakshmanan and Smith 2010). Namely, duration, standard deviation of reflectivity, and linearity
error were calculated for each swath, and the average values for each perturbation are compared. The duration of each swath is calculated by finding the temporal difference between
its last slice and its first slice. The standard deviation of reflectivity is calculated using
all non-zero pixel values in each slice within an MCS swath. Finally, the linearity error
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Figure 3.5: Example slice, swath, and swath centroid track output using reanalyzed tracks
from select periods and regions during June 2015: a) 0000 - 1700 UTC on 7 June; and
b) 0000 - 2300 UTC on 22 June. Swath centroid track colors, representing the minimum
MCS probability per swath, are the same as described in Figure 3.3. The convective region
search radius and stratiform search radius chosen for these maps is: a) 48 km and 192 km
(respectively) and b) 24 km and 96 km (respectively). Pictured are MCS slices from 0300,
1000, and 1600 UTC for each swath that lasted for at least 3 hours. Swaths are included
based on criteria in Figure 3.3. Centroid paths are included only for visualization purposes.
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is calculated by first fitting a line to all slice centroids within a swath (using scikit-learns
LinearRegression), and then finding the root mean square error between points on that line
and observed centroids. The best performing perturbation, according to Lakshmanan and
Smith (2010), is the one with the longest mean duration, lowest mean standard deviation of
reflectivity, and the lowest mean linearity error. To quantitatively assess the best performing
perturbation, a total normalized error metric is calculated by finding the normalized sum of
the means for linearity error, intensity error, and negative duration.
Counts of MCS swaths—swaths that last at least 3 hours—vary from 277 to 2,087 over
the 5-month period in 2015, and 316 to 2,173 in 2016 (Table 3.3 and Table 3.4). Swath
counts decrease as the PMCS threshold increases, with a mean of 1,361 swaths for all PMCS
0.00 perturbations, and 389 swaths for all PMCS 0.95 perturbations in 2015. Counts in 2016
exhibited a similar decrease, with values of 1,423 and 456. As a comparison, Pinto et al.
(2015) identified 873 and 929 MCSs during the months of June, July, and August in 2012
and 2013, respectively. During the same months in 2015, this study identified between 202
and 1,456 MCS swaths (197 and 1,552 in 2016), depending greatly on the PMCS used. This
disparity is likely caused by the different methodological approaches used, specifically as
they relate to segmentation. For example, in Fig. 7 in Pinto et al. (2015), the three outlined
clusters in North Dakota, South Dakota, Wyoming, and Montana would be considered part of
the same MCS slice in this study (depending on the combination of CRSR and SSR). Further,
Pinto et al. (2015) states that their intention was to include less organized convective areas
that are common in the southeastern United States. As illustrated in Chapter 2, using a
higher PMCS results in fewer available slices in this region, and thus, fewer MCS swaths.
Also, as PMCS threshold increases, the percentage of qualifying slices that are a part of an
MCS swath also increases. This suggests that slices with higher PMCS are more likely to be
within a long-lasting swath, and that not all slices that meet the objective PJ00 criteria
belong to an MCS swath.
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Table 3.3: The effect of varying convective region search radius (CRSR), stratiform search
radius (SRS), and minimum MCS probability on the count of MCS swaths (Swaths), count
of slices within MCS swaths (Slices), and the percent of slices that are contained within MCS
swaths (%) in 2015. To qualify, an MCS swath must last at least 3 hours.

CRSR

SSR

6 km
48 km
6 km
96 km
6 km
192 km
12 km
48 km
12 km
96 km
12 km
192 km
24 km
48 km
24 km
96 km
24 km
192 km
48 km
48 km
48 km
96 km
48 km
192 km
Mean
S.D.

Swaths

≥ 0.0
Slices

%

Swaths

955
885
837
1,182
1,071
1,033
1,581
1,469
1,414
2,087
1,946
1,877
1,361
417

23,988
23,773
23,580
30,224
29,475
29,241
40,552
39,686
39,224
54,239
52,904
52,045
36,578
11,129

55%
58%
59%
56%
57%
59%
58%
59%
60%
61%
62%
62%
59%
2%

520
591
605
588
664
677
653
774
793
726
798
841
686
97

MCS Probability Threshold
≥ 0.5
Slices
%
Swaths

≥ 0.9
Slices

%

Swaths

13,851
16,955
17,490
15,978
19,497
19,732
18,793
22,886
22,999
21,837
25,688
25,613
20,110
3,603

8,506
13,187
13,739
10,265
14,890
15,239
12,500
17,113
16,697
15,254
18,655
17,746
14,483
2,899

68%
72%
71%
71%
73%
72%
73%
75%
73%
75%
75%
73%
73%
2%

277
413
444
329
448
461
388
503
492
461
533
507
438
72

66%
68%
69%
68%
69%
69%
70%
72%
72%
72%
73%
73%
70%
2%

323
463
501
376
514
561
442
580
591
537
639
636
514
94

≥ 0.95
Slices
7,084
11,583
11,865
8,693
12,803
12,619
10,687
14,287
13,450
12,315
14,802
13,402
11,966
2,146

%
66%
72%
71%
69%
73%
71%
72%
74%
71%
73%
75%
72%
72%
2%

Table 3.4: As in Table 3.3, except for 2016.

Swaths

≥ 0.0
Slices

%

Swaths

971
884
834
1,240
1,129
1,070
1,657
1,562
1,510
2,173
2,040
2,006
1,423
452

24,719
24,622
24,332
31,574
30,776
30,347
42,613
41,767
41,089
56,683
55,438
54,914
38,240
11,824

55%
58%
59%
56%
58%
59%
58%
59%
60%
61%
62%
62%
59%
2%

534
608
598
590
686
681
664
775
795
749
841
871
699
103

2016
CRSR

SSR

6 km
6 km
6 km
12 km
12 km
12 km
24 km
24 km
24 km
48 km
48 km
48 km

48 km
96 km
192 km
48 km
96 km
192 km
48 km
96 km
192 km
48 km
96 km
192 km
Mean
S.D.

MCS Probability Threshold
≥ 0.5
Slices
%
Swaths

≥ 0.9
Slices

%

Swaths

14,661
18,037
18,335
16,789
20,512
20,845
19,676
23,756
24,005
22,668
22,861
27,122
20,772
3,361

9,528
14,116
14,761
11,109
15,833
16,143
13,541
17,803
17,996
16,077
19,461
18,683
15,421
2,878

72%
73%
72%
73%
74%
72%
75%
75%
74%
76%
75%
72%
73%
1%

316
434
470
334
477
489
412
502
532
457
526
525
456
68

67%
68%
69%
68%
70%
70%
70%
72%
72%
72%
73%
73%
70%
2%

349
475
504
390
515
553
462
578
628
550
650
640
525
91

≥ 0.95
Slices
8,134
12,396
13,024
9,408
13,887
13,782
11,629
15,131
14,803
12,977
15,430
14,390
12,916
2,156

%
71%
73%
73%
71%
75%
72%
74%
75%
73%
74%
74%
71%
73%
1%
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In general, swaths that were generated using only those slices with a PMCS of at least 0.50,
and lasted at least half an hour, had longer durations than swaths that used all qualifying
slices (Table 3.5 and Table 3.6; Figure 3.6). Swaths from 2015 built using all qualifying
slices had mean durations ranging from 2.90 to 3.33 hours (2.84 to 3.36 hours in 2016),
which increased as the CRSR and SSR values increased. In comparison, swaths built using
only slices with a PMCS of 0.50 or greater had mean durations ranging from 3.64 to 4.49 hours
(3.77 to 4.44 hours in 2016), with a mean increase of around 55 minutes (61 minutes in 2016)
over the PMCS 0.00 swaths. Swath durations maximize when using a PMCS 0.90 threshold,
with a mean duration exceeding four hours for both years. Because of the relatively low
probability of false detection enforced by the minimum PMCS of 0.95, slices with attributes
that deviate slightly from those of slices used to train the classifiers are disqualified from
the matching process, resulting in a slight decrease in duration from PMCS 0.90 for 2015
and 2016. As a result, it is more likely that the spatiotemporal overlap procedure will fail
to produce a match. Despite this, results from two-sample KS tests (Kolmorogov 1933)
suggest that the swath reanalysis led to significantly different duration distributions for all
perturbations (p < 0.001). In addition to the increases in mean and median values for all
perturbations, these differences in distribution characteristics are likely due to reanalyzed
swaths with longer durations. Mean duration increases after the reanalysis range from 0.91
to 1.69 hours.
The per-swath standard deviation of reflectivity (intensity error) for swaths lasting at
least one hour ranged from 7.89 to 8.88 dBZ in 2015 and 7.79 to 8.97 km in 2016 (Table
3.5 and Table 3.6; Figure 3.7). There was not much variation in the means or medians of
this metric between the various perturbations. However, there was a marked difference in
the variability between the four PMCS thresholds. For a PMCS threshold of 0.00, the 5th to
95th percentile range was from 6 to 12 dBZ for both 2015 and 2016. In contrast, swaths
using a PMCS threshold of 0.95 had range as small as 7 to 10 dBZ for both years. This
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Table 3.5: Select summary statistics for each of the 48 combinations of convective region
search radius (CRSR), stratiform search radius (SSR), and minimum MCS probability per
swath, for the months of May through September in 2015. Included statistics are mean
per-swath: 1) duration (Dur.) in hours; 2) standard deviation of reflectivity (S.D.) in dBZ;
3) mean linearity error (Lin. Err.) in kilometers; and 4) normalized total error (N. Err.).
The bolded cells denote the lowest values of mean reflectivity S.D. and linearity error and
the highest values of duration.
MCS Probability Threshold
≥ 0.0
SSR

Dur.
(hrs)

S.D.
(dBZ)

6 km
48 km
6 km
96 km
6 km 192 km
12 km 48 km
12 km 96 km
12 km 192 km
24 km 48 km
24 km 96 km
24 km 192 km
48 km 48 km
48 km 96 km
48 km 192 km
Mean
S.D

2.90
3.08
3.19
2.89
3.02
3.10
2.99
3.10
3.15
3.19
3.30
3.33
3.10
0.14

8.77
8.65
8.60
8.83
8.73
8.68
8.88
8.79
8.76
8.84
8.76
8.73
8.75
0.08

CRSR

L.
Err.
(km)
21.88
23.83
25.58
21.94
23.53
24.81
22.18
23.46
24.63
25.45
26.18
27.02
24.21
1.62

N.
Err.

Dur.
(hrs)

0.05
0.06
0.08
0.07
0.07
0.09
0.06
0.06
0.08
0.10
0.09
0.11
0.08
0.02

3.64
3.89
3.95
3.73
3.93
3.95
3.95
4.19
4.15
4.20
4.49
4.37
4.04
0.24

≥ 0.5

≥ 0.9

L.
S.D.
Err.
(dBZ)
(km)
8.22 26.80
8.11 28.46
8.05 30.14
8.26 27.60
8.10 29.04
7.99 29.97
8.25 28.26
8.03 30.36
7.91 31.11
8.21 32.38
8.00 32.73
7.89 32.85
8.09 29.98
0.12
1.94

L.
S.D.
Err.
(dBZ)
(km)
8.20 27.67
8.08 30.62
7.99 29.30
8.23 28.74
8.06 30.91
7.95 29.94
8.23 29.45
8.00 31.66
7.91 30.41
8.22 33.48
8.01 32.68
7.94 32.04
8.07 30.57
0.12
1.62

N.
Err

Dur.
(hrs)

-0.03
-0.04
-0.01
-0.02
-0.04
-0.03
-0.05
-0.06
-0.05
0.02
-0.06
-0.05

3.67
4.05
3.96
3.89
4.17
3.97
4.05
4.36
4.08
4.22
4.46
4.18

-0.03
0.02

4.09
0.20

≥ 0.95
N.
Err.

Dur.
(hrs)

S.D.
(dBZ)

-0.01
-0.02
-0.05
-0.02
-0.04
-0.04
-0.04
-0.07
-0.05
0.04
-0.06
-0.02
-0.03
0.03

3.53
4.08
3.89
3.71
4.09
3.88
3.91
4.25
3.93
3.94
4.19
3.91
3.94
0.19

8.20
8.12
8.04
8.23
8.10
8.02
8.24
8.06
8.00
8.22
8.05
8.02
8.11
0.09

N.
Err.

Dur.
(hrs)

S.D.
(dBZ)

0.00
-0.01
-0.04
-0.01
-0.05
-0.07
-0.02
-0.09
-0.07
0.07
0.01
-0.02
-0.03
0.04

3.89
4.15
4.13
3.99
4.32
4.03
4.27
4.39
4.05
4.15
4.14
3.87
4.11
0.15

L.
Err.
(km)
27.23
30.08
29.43
28.48
31.12
29.76
29.29
31.10
29.17
31.51
31.62
30.49
29.94
1.26

N.
Err.
0.01
-0.04
-0.02
0.01
-0.01
-0.01
-0.01
-0.05
-0.04
0.05
-0.02
0.00
-0.01
0.03

Table 3.6: As in Table 3.5, except for 2016.
MCS Probability Threshold
≥ 0.0
SSR

Dur.
(hrs)

S.D.
(dBZ)

6 km
48 km
6 km
96 km
6 km 192 km
12 km 48 km
12 km 96 km
12 km 192 km
24 km 48 km
24 km 96 km
24 km 192 km
48 km 48 km
48 km 96 km
48 km 192 km
Mean
S.D

2.84
3.04
3.17
2.92
3.06
3.14
3.04
3.14
3.17
3.23
3.33
3.36
3.12
0.14

8.87
8.74
8.67
8.93
8.80
8.75
8.97
8.85
8.80
8.91
8.81
8.77
8.82
0.08

CRSR

L.
Err.
(km)
21.62
23.87
24.88
22.21
23.25
24.17
22.28
23.27
24.08
25.15
25.96
26.70
23.95
1.48

≥ 0.5
N.
Err.

Dur.
(hrs)

S.D.
(dBZ)

0.09
0.09
0.08
0.09
0.08
0.08
0.07
0.06
0.08
0.11
0.10
0.10
0.09
0.01

3.77
3.98
4.04
3.88
4.10
4.13
4.05
4.29
4.26
4.25
4.44
4.42
4.13
0.20

8.33
8.19
8.09
8.34
8.17
8.07
8.35
8.12
8.01
8.34
8.08
7.97
8.17
0.13

L.
Err.
(km)
27.49
28.79
28.79
28.81
28.42
28.93
29.27
28.96
29.62
33.53
32.42
33.28
29.86
1.93

≥ 0.9
N.
Err

Dur.
(hrs)

S.D.
(dBZ)

-0.01
-0.04
-0.06
-0.01
-0.06
-0.07
-0.03
-0.09
-0.07
0.05
-0.05
-0.03

3.99
4.16
4.07
4.08
4.34
4.11
4.34
4.47
4.19
4.35
4.28
4.02

8.27
8.14
8.06
8.30
8.11
8.04
8.32
8.09
8.02
8.35
8.12
8.07

-0.04
0.04

4.20
0.15

8.16
0.11

L.
Err.
(km)
30.03
31.21
30.08
29.97
31.41
29.32
31.62
31.10
29.87
34.72
33.23
30.28
31.07
1.49

≥ 0.95
L.
Err.
(km)
8.28 29.60
8.18 30.92
8.10 30.36
8.32 30.15
8.14 31.31
8.08 28.75
8.31 31.28
8.15 31.26
8.08 28.93
8.32 32.63
8.17 31.92
8.11 29.35
8.19 30.54
0.09
1.17

N.
Err.
0.01
-0.02
-0.04
0.01
-0.05
-0.06
-0.02
-0.06
-0.06
0.05
0.01
-0.01
-0.02
0.04
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Figure 3.6: Distribution of reanalyzed swath durations in hours for combinations of convective region search radius (CRSR), stratiform search radius (SSR), and MCS probability
thresholds (PMCS) for (a) 2015 and (b) 2016. The duration is calculated by finding the
timestamp difference between the last slice and first slice in a swath. The medians and
means are denoted with black vertical lines and black dots, respectively. The grey dots
are mean duration values for swaths before the reanalysis process. The box represents the
interquartile range (IQR), with the black horizontal line denoting the distributions median.
The whiskers represent values between the 5th and 95th percentile.
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Figure 3.7: As in Figure 3.6, except for standard deviation of reflectivity values (for pixels
greater than zero) in dBZ.
suggests that the lower PMCS thresholds may be capturing more events with unusually high
and unusually low reflectivity variability. This could be explained by the disqualification
of small convective clusters (high reflectivity variability) and larger, more synoptic, rainfall
clusters (low reflectivity variability) with an increasing PMCS threshold. When comparing
the distribution of intensity error in pre-reanalysis and post-reanalysis swaths, results from
two-sample KS-tests suggested that there were no significant (p < 0.001) differences for any
of the perturbations.
Mean linear error for swaths lasting at least one hour ranged from 21.88 to 33.48 km in
2015 and 21.62 to 34.72 km in 2016 (Table 3.5 and Table 3.6; Figure 3.8). In general, these
values increased as CRSR, SSR, and PMCS increased, with lowest mean linear error belonging
to swaths with slices built using a CRSR of 6 km, an SSR of 48 km, and a PMCS threshold of

73
0.00. For the CRSR and SSR, the chaotic nature of stratiform and convective precipitation
can result in unpredictable ”chaining” (Chang et al. 2016) between radar images (Houston
et al. 2015). A merging event, for example, can shift the swath centroid several dozen km
between scans. For the case in Figure 3.1, the mid-lifecycle merging event, followed by an
end-lifecycle splitting event, produces a long-lasting, northward-bulging, arc away from a
best fit line. This results in a linear error of 87 km for the manually-generated southern MCS
swath (Figure 3.1.ii). For larger PMCS thresholds, the swath centroid will be more chaotic,
as there are many cases where the swath centroid track will jump more than 15 minutes
ahead (e.g., Figure 3.4.b). The values produced by this study are much larger than those
presented by Lakshmanan and Smith (2010) and Houston et al. (2015). Although this could
be partly due to tracking deficiencies, one major contributor to linearity error is the size of
the storm cluster (Figure 3.8). Houston et al. (2015) state one of the goals for their tracking
algorithm is to be sensitive to detecting ”reasonably small-scale storms”, and Lakshmanan
and Smith (2010) use a minimum storm size of 20 km2 . In comparison, MCS slices analyzed
in Chapter 2 typically range in size from 10,000 to 100,000 km2 . As was the case with mean
duration, the distributions of linearity error were significantly different between pre- and
post-reanalysis swaths for many of the perturbations, based on results from a two-sample
KS test. Since all of the mean values of linearity increased, this suggests that the reanalysis
step generally introduces more linearity error. However, this could also be a byproduct of
significantly longer tracks after reanalysis (Houston et al. 2015).
Relative performance can be quantitatively measured for each perturbation by combining
duration, intensity error, and linearity error into a single error metric. This is performed by
finding the sum of negative normalized duration, normalized intensity error, and normalized
linearity error. For this study, negative duration is used because a longer track suggests
better tracking performance, whereas increases in intensity error and linearity error suggest
worse performance (Lakshmanan and Smith 2010). To assess each perturbations performance

74

Figure 3.8: As in Figure 3.6, except for linearity error in kilometers.
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compared to the mean, the sum of errors is subtracted by the mean sum of errors across all
perturbations (Table 3.5 and Table 3.6; Figure 3.9). Swaths generated using all qualifying
slices (PMCS 0.00) have the worst collective performance of the four reported PMCS thresholds.
Swaths using PMCS thresholds of 0.50 had the best performance in 2015 and 2016, although
values for PMCS 0.90 were similar for both years. For both years, PMCS 0.95 performed
better than PMCS 0.00. In 2015 and 2016, the best performing perturbation used a CRSR
of 24 km, an SSR of 96 km, and a PMCS threshold of 0.90, whereas the worse performing
perturbation used a CRSR of 48 km, an SSR of 192 km, and a PMCS threshold of 0.00. A
major caveat of these results, in the context of general-purpose storm tracking, is that they
are describing the relative performance of the 48 perturbations. Specifically, these results
are only meaningful when considering tracking MCSs.

3.5

2015 and 2016 warm-season case studies

To demonstrate the utility of the method described in this paper, we examine the spatiotemporal frequency of generated MCS swaths (Figure 3.10, Figure 3.11). This analysis
also serves as a subjective validation of the method–namely, the spatial patterns of MCS
activity are compared to applicable studies and climatological expectations. The data in Figure 3.10 and Figure 3.11 are generated by selecting only those events that lasted for 3 hours
or more (MCS swaths) from each of the 48 reanalyzed track perturbations for 2015 and 2016.
In general, the area covered by MCS swaths increases as CRSR and SSR increase. This is
not surprising, as larger values of CRSR allow for more nearby cells to be combined into one
larger MCS core, which, in turn, permits for more area to be searched for affiliated stratiform
regions. As was illustrated in Chapter 2, MCS swaths generated using a PMCS value of 0.95
results in the retraction of relatively-high MCS swath frequency to the east-central Great

76

Figure 3.9: Total normalized error for combinations of convective region search radius
(CRSR), stratiform search radius (SSR), and MCS probability thresholds (PMCS ), denoted
by black dots, for (a) 2015 and (b) 2016. The sum of normalized linearity error and intensity
error is subtracted by the normalized duration value. The difference between the sum for
each perturbation and the average sum for all perturbations is the reported normalized error
metric. A negative normalized error suggests better than average performance.
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Plains. In contrast, MCS swaths using a PMCS value of 0.00 extends the same 40-hr isopleth
to the most of the Gulf and Atlantic Coasts for some perturbations. For all the perturbations, the maximum MCS swath occurrence lines up well with comparable climatologies
(Rodgers et al. 1985; Augustine and Howard 1988; Augustine and Howard 1991; Anderson
and Arritt 1998; Anderson and Arritt 2001; Ashley et al. 2003). Specifically, these studies
found that mesoscale convective complexes (MCCs), and other MCS sub-types, occurred
most often in the central and eastern Plains during the warm-season. Alternatively, studies
such as Geerts (1998) and Pinto et al. (2015) have included less organized convective areas
in the southeastern United States in their MCS analyses, resulting in a frequency maximum
along the Gulf Coast. The use of a 50 dBZ threshold to generate MCS cores could preclude
many of these events from the dataset generated by this study.
Next, a subjective comparison between MCS swath occurrence generated by this study
and an external source is performed. Specifically, the results of this study are compared to
those presented by Geerts et al. (2017). That study objectively required an MCS to have
the following properties: 1) the maximum precipitation intensity is greater than or equal to
35 dBZ; 2) the horizontal extent of 35 dBZ or greater intensity is greater than or equal to
100 km; and 3) the precipitation cluster lasts at least 1 hour. For their purposes, they only
examined precipitation clusters that occurred between 0200 and 1100 UTC (i.e., ”nocturnal”)
from 1 June 2015 to 15 July 2015. They found that the greatest nocturnal MCS activity
occurred in southern Iowa, southeastern Nebraska, northeastern Kansas, northern Missouri,
and southern Illinois (cf., Fig. 1 in Geerts et al. 2017). To generate comparable frequency
maps in Figure 3.12, reanalyzed MCS swaths (CRSR = 24 km, SSR = 96 km) are selected
for the same dates and times, and the following PMCS thresholds are used: 0.00 (Figure 12.a),
0.50 (Figure 12.b), 0.90 (Figure 12.c), and 0.95 (Figure 12.d). The resulting frequency maps
reasonably agree with the map presented by Geerts et al. (2017). Specifically, the following
spatial features exist in both datasets: 1) the placement and shape of the relative MCS
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Figure 3.10: Spatial occurrence (hours, shaded) of MCS swaths (minimum 3 hours) with a
MCS probability threshold (PMCS ) of 0.5 or higher in 2015 during the months of May through
September for varying convective region and stratiform search radii. The solid line denotes
the 40-hour isopleth for slices with an PMCS of 0.95 or higher, and the dotted line denotes
the 40-hour isopleth for all qualifying slices. The convective region search radii (CRSR) are:
(a,b,c) 6 km, (d, e, f) 12 km, (g, h, i) 24 km, and (j, k, l) 48 km. The stratiform search radii
(SSR) are: (a, d, g, j) 8 km, (b, e, h, k) 96 km, and (c, f, i, l) 192 km.
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Figure 3.11: As in Figure 3.10, but for 2016.
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activity maximum extending from western Nebraska southeastward to central Tennessee; 2)
the placement of the overall maximum in southeastern Nebraska and northwestern Missouri
(particularly for PMCS 0.90 and 0.95 swaths); 3) the location of regional MCS activity minima
in southern Wisconsin, northern Arkansas, and southwestern Kansas; and 4) the location of
a regional MCS activity maxima in northern Texas. Although the MCS qualification criteria
vary between the two studies, similarities in the spatial structure of MCS activity for this
period are encouraging.
Finally, I demonstrate the use of the dataset to generate time series analyses of the
spatial coverage of convective pixels associated with MCS swaths over the CONUS for the
month of June in 2015 (Figure 3.13). The darkened areas in Figure 3.13 represent nocturnal
hours (Geerts et al. 2017) to illustrate the diurnal cycle of MCS activity. For comparative
purposes, the spatial coverage of all convective pixels in each image is calculated, as well as a
differentiation in the area covered by PMCS 0.00 and 0.95 swaths. This map effectively shows
that in many cases, the timing of the maximum diurnal convective coverage over the CONUS
does not match up with the maximum in the areal coverage of convection within MCS swaths.
This result is expected, as MCS are largely a late-evening and overnight phenomenon for
many parts of the CONUS (Carbone et al. 2002), whereas smaller-scale DMC frequency is
largely controlled by the diurnal cycle of instability (Carbone and Tuttle 2008; Haberlie et
al. 2015). Further, using a PMCS threshold of 0.95 instead of 0.00 appears to strengthen this
diurnal disparity. One example is on 11 June 2015, where the spatial coverage of convection
associated with PMCS 0.00 swaths is strongly tied to the overall convective coverage, and
peaks in the late afternoon. In contrast, convective coverage associated with PMCS 0.95
swaths peaks overnight.
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Figure 3.12: Spatial occurrence (hours) of nocturnal (0200 - 1100 UTC; Geerts et al. 2017)
MCS swaths (minimum 3 hours) with a MCS probability threshold (PMCS) of (a) 0.00, (b)
0.50, (c) 0.90, or (d) 0.95 occurring between 1 June 2015 and 15 July 2015 (convective region
search radius is 24 km and stratiform search radius is 96 km).
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Figure 3.13: The areal coverage of all convective pixels (dashed grey line), convective pixels
within MCS probability threshold (PMCS ) 0.00 swaths (solid grey line), and convective pixels
within PMCS 0.95 swaths (solid black line) during the month of June in 2015. The darkened
areas are times from 0200 to 1200 UTC (”nocturnal”; Geerts et al. 2017). Convective pixels
are defined as pixels with intensities greater than or equal to 40 dBZ.
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3.6

Discussion and Conclusion

This Chapter describes, verifies, and utilizes an MCS segmentation, classification, and
tracking framework introduced in Chapter 2. Specifically, it focuses on the tracking portion
of this framework. The specific goal of this work is to use the MCS slices generated in
Chapter 2 to generate MCS swaths. MCS slices are associated with a number of attributes
and are assigned a probabilistic classification value (PMCS ), where a value of 1 suggests the
slice is very likely to be an MCS slice, whereas a value of 0 suggests the slice is not likely
to be an MCS slice. Using four probability thresholds (0.00, 0.50, 0.90, 0.95), four CRSR
values (6 km, 12 km, 24 km, 48 km), and 3 SSR values (48 km, 96 km, 192 km), a total of
48 perturbations are used to generate MCS swaths for the purposes of testing the sensitivity
of the tracking procedure to these values (see Part 1 for more information on these values).
MCS swaths are generated through a two-step procedure. First, slices are matched using
the spatiotemporal overlap technique. If more than one match was found, the Hungarian
Method (Munkres 1957) is used to associate the most similar slices. Second, swaths that
last at least half an hour are reanalyzed for the purposes of connecting multiple swaths
together that are separated by brief (an hour or less) discontinuities. Subjective and objective
assessments of tracking performance for each of the 48 perturbations are carried out to
determine the most optimal combination of the available parameter values. Performance is
determined based on three metrics: 1) mean swath duration; 2) mean standard deviation
of reflectivity per swath (intensity error); and 3) root mean square error between centroid
positions and a linear regression fit to all centroid positions in the swath (linearity error).
Finally, the swaths are used to generate a climatology for the 2015 warm-season. These
results are then compared to external MCS frequency data to assess the level of agreement
with existing research.
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Subjective MCS swath accuracy varied between perturbations for the three cases examined. Overall, there was agreement between manual tracks and automatically generated
tracks. One issue illustrated by the subjective assessment was that swaths generated using
larger PMCS values (i.e., 0.90 and 0.95) are sometimes incorrectly truncated (Figure 3.3.d;
Figure 3.4.b). This is caused by the stricter thresholds removing all slices from spatiotemporal overlap consideration for a couple radar images. When the slices regain the higher PMCS
values, the previous swath is already terminated, and a new track is created. To address
this issue, swaths lasting at least half an hour are reanalyzed to connect swaths together, as
long no more than 60 minutes have elapsed since swath termination. This step resulted in
significantly longer tracks (p < 0.001), which is considered a positive outcome in the context
of storm-tracking performance (Lakshmanan and Smith 2010).
The objective assessment of tracking performance was completed by computing three
key metrics outlined as important in previous work (Lakshmanan and Smith 2010): 1) mean
swath duration (Figure 3.6); 2) intensity error (Figure 3.7); and 3) linearity error (Figure
3.8). These values are calculated using reanalyzed swaths for all 48 perturbations. Mean
swath durations for all tracks lasting at least half an hour are increased by using a PMCS of
0.50 compared to a PMCS of 0.00. The reanalyzed swaths increased linearity error, which is
likely due to abrupt changes in centroid location caused by associating slices that have been
moving away from the location of terminated swaths for up to 60 minutes. Overall, the best
performing perturbation used a CRSR of 24 km and an SSR of 96 km (Table 3.5 and Table
3.6; Figure 3.9). As a group, the PMCS 0.50 and 0.90 swaths had better performance metrics
than the PMCS 0.95 and 0.00 swaths.
In general, the spatial frequency of MCSs presented in Figure 3.10 and Figure 3.11 agreed
with previous work (e.g., Ashley et al. 2003; Anderson and Arritt 2001, etc.). Using a PMCS
threshold of 0.95 to generate swaths limits the area of relatively high MCS activity to the
central and eastern Great Plains. Output from a 6-week period that overlapped with a
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field campaign described in Geerts et al. (2017) matched up well with their automated MCS
frequency map (Figure 3.12). The spatial structure of occurrence, as well as regional maxima
and minima in MCS occurrence, is similar in the two datasets. These results are encouraging,
and suggest that the segmentation, classification, and tracking framework would be able to
accurately generate a long-term, automated, climatology of CONUS MCSs.
Within the MCS literature, it is clear that once convective clusters meet the objective
PJ00 criteria, the subjective inclusion or exclusion of events is largely an ad-hoc endeavor.
The results presented by this study are based on the subjective assessment of convective
clusters performed by the authors. Specifically, we do not claim that MCS swaths generated
using higher PMCS thresholds are more ”MCS-like” than other events—this designation only
suggests that these events adhere more strongly to our mental schema of what constitutes
an MCS. Ultimately, the goal of this work is not to provide a definitive definition of MCS,
but rather propose a framework for exploring an acceptable balance between probability of
detection and probability of false detection for the particular task in which the data are
being used. Future work should focus on improving the ability of computers to translate
subjective expert classifications into accurate and reliable predictions on previously unseen
data. Future gains in accuracy will likely require new image classification techniques, such as
convolutional neural networks (Le Cun and Bengio 1995; Krizhevsky et al. 2012; Dieleman et
al. 2015), that retain the spatial relationships of varied intensity within MCS slices. For this
study, those relationships are largely lost when the MCS slice is reduced to 14 features (cf.
Table 2.3). Further, more exotic tracking methods should be explored to improve tracking
performance. For example, multiple hypothesis testing would be useful for determining the
best spatiotemporal association to perform during merging or splitting events (Lakshmanan
et al. 2013).

CHAPTER 4
A RADAR-BASED CLIMATOLOGY OF MESOSCALE
CONVECTIVE SYSTEMS IN THE UNITED STATES

4.1

Introduction

Mesoscale convective systems (MCSs) are organized assemblages of thunderstorms that
produce distinct circulations and features at a larger scale than any individual convective
cell (Zipser 1982). These systems are proficient rain producers and are important drivers of
energy redistribution in the atmosphere (Fritsch and Forbes 2001). MCSs, for the purposes
of this research, are defined as any assemblage of thunderstorms that persists for at least 3
hours and contain a contiguous or semi-contiguous convective (≥ 40 dBZ) area with some
intense (≥ 50 dBZ) rainfall of at least 100 km along the systems major axis (Parker and
Johnson 2000; Houze 2004). This definition is based on the dynamical reasoning presented
by Parker and Johnson (2000)—namely, the cumulative effects of convective updrafts and
downdrafts interacting on scales of 100 km or greater generate persistent meso-beta to
meso-alpha circulations after a few hours. The timescale of the resulting circulations are
on the order of hours to one day, which is an order of magnitude larger than a typical cell.
Similar criteria as those defined by Parker and Johnson have been used in many previous
MCS studies (e.g., Cohen et al. 2007; Gallus et al. 2008; Hane et al. 2008; Coniglio et al.
2010; etc.).
Research on MCS occurrence has provided evidence that these events produce a large,
but variable, percentage of seasonal rainfall in many parts of the Conterminous United
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States (CONUS)—particularly in the eastern two-thirds of the country (e.g., Fritsch et al.
1986; Kunkel et al. 1994; Doswell et al. 1996; Geerts 1998; Brooks and Stensrud 2000;
Anderson and Arritt 2001; Ashley et al. 2003; Schumacher and Johnson 2006; Hitchens
et al. 2012; Kunkel et al. 2012; Hitchens et al. 2013; Stevenson and Schumacher 2014).
The goal of this current study is to produce and analyze an objective, automated, and
radar-based climatology of MCSs using an unprecedented amount of data—namely, 22 years.
In addition to these radar data—which are sampled every 15 minutes across the CONUS from
1996 to 2017—quality-controlled, hourly, precipitation data (Stage IV) are used to identify
the amount of precipitation produced by MCSs. Additionally, the automated approach
affords the ability to objectively determine the relative importance of MCS rainfall to the
hydroclimate of the central and eastern CONUS. The resulting climatology provides unique
and novel insights into the seasonal and inter-annual variability of MCS events and their
affiliated rainfall. This work also suggests that MCSs should be a focus of high-resolution
climate change studies that produce rainfall projections in the central and eastern CONUS.
The body of literature relating to MCSs, with a focus on CONUS MCS occurrence, is
discussed in section 4.2. The generation of the climatology, as well as a discussion of the
tracking and machine learning approach used to delineate MCS events in the remotely sensed
data (Chapter 2 and Chapter 3) is provided in section 4.3. Results from the radar-only
climatology are discussed in section 4.4, and the radar- and rainfall-based climatology is
discussed in section 4.5. Finally, a discussion and summary of the findings is provided in
section 4.6.
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4.2

Background

MCSs can produce an assortment of atmospheric hazards, from tornadoes (Trapp et al
2005; Gallus et al. 2008; Smith et al. 2012), damaging nontornadic winds (Kelly et al.
1985; Johns and Hirt 1987; Ashley and Mote 2005), to flash flooding (Maddox et al. 1979;
Bosart and Sanders 1981; Kunkel et al. 1994; Bell and Janowiak 1995; Doswell et al. 1996;
Schumacher and Johnson 2005; Moore et al. 2012; Peters and Schumacher 2014; Gochis et
al. 2015; Mallakpour and Villarini 2015). There are also many subtle ways that MCSs are
disruptive to society, such as causing delays for air travel (Steiner and Krozel 2009; Pinto et
al. 2015). Flooding is, in many cases, a consequence of MCS rainfall (Doswell et al. 1996;
Schumacher and Johnson 2005), owed to the combination of high rainfall rates, large size
compared to isolated cellular events, and sometimes slow or even back-building movement
(Schumacher and Johnson 2006; Moore et al. 2012; Rahmani et al. 2015). It is thought
that MCSs produce a large percentage of observed rainfall (Houze 2004), and a non-trivial
amount of extreme precipitation events in the central and eastern CONUS (Kunkel et al.
2012; Stevenson and Schumacher 2014). Conversely, a lack of MCS rainfall in this region
can lead to, or exacerbate existing, drought (Fritsch et al. 1986; Hoerling et al. 2014) when
the placement of the jet stream, or affiliated forcing necessary for development, is anomalous
(Sud et al. 2003; Basara et al. 2013; Hoerling et al. 2014). Notably, MCSs and their rainfall
are at least partially to blame for as many as 40% of all flooding deaths in the CONUS
(Ashley and Ashley 2008).
MCSs can develop quickly in environments with strong forcing and weak inhibition,
or more slowly through the upscale growth of individual cells and subsequent cold pool
dynamics (Markowski and Richardson 2010). The environment in which MCSs form and
evolve can also influence the movement, morphology, and the potential impacts of the system
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(Blanchard 1990; Parker and Johnson 2000; Houze 2004; Gallus et al. 2008). For example,
synoptic features present during the months of May and June of 2010 produced repeated MCS
development and flash flooding that killed dozens (Higgins et al. 2010). The early May event
that affected Nashville was particularly devastating, as the passage of two quasi-stationary
MCSs produced flooding that killed 26 and resulted in $3 billion in damages (Moore et al.
2012). On the seasonal scale, Junker et al. (1999) found that 85 different MCSs during
the 1993 warm-season were largely responsible for disastrous flooding in the Mississippi
and Missouri River Basins. These are just a few illustrations, with dozens of articles in
the literature exemplifying the effects MCSs and their rainfall have on society. Much of
the climatological research on MCSs has focused on a large subtype known as mesoscale
convective complexes (MCCs; Maddox 1980). Ashley et al. (2003) illustrated that MCC
activity maximizes in the central CONUS. Additionally, they found that as much as 9% of
annual rainfall was affiliated with MCCs for areas with highest activity, and this contribution
maximized in the May - August period at 16%, and those results agree with previous work
that examined MCCs during shorter study periods (Rodgers et al. 1985; Augustine and
Howard 1988; Anderson and Arritt 1998). Although these phenomena represent the largest
types of MCS, there are numerous MCSs that do not meet MCC size criteria that also have
important contributions to regional hydroclimatology. Such events can commonly occur in
regions besides the central CONUS, such as in the Northeast (Lombardo and Colle 2010)
and Southeast (Geerts 1998; Anderson and Arritt 2001; Pinto et al. 2015; Prein et al. 2017).
The majority of warm-season MCS events in the central CONUS attain maximum
strength and/or organization during the overnight hours (Geerts et al. 2017). These events
typically start over higher elevation regions near the Continental Divide and propagate eastward into the Central Plains and Midwest overnight (Carbone et al. 2002). A physical
mechanism that drives this pattern of increased nocturnal MCS activity is the Great Plains
low-level jet (GPLLJ; Higgins et al. 1997) and the resulting latitudinal advection of mois-
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ture-rich air from areas near the Gulf of Mexico. These nocturnal events are typically
elevated and their predictability is an area of ongoing research (Geerts et al. 2017). In
general, MCSs can develop any time thunderstorms occur in a wind shear regime that favors
persistent linear organization (Rotunno et al. 1988; McNulty 1995).

4.3

Data and Methodology

This study uses two primary datasets: an archive of National Operational Weather Radar
(NOWrad) images and the Stage IV hourly precipitation analysis (Lin and Mitchell 2005).
The NOWrad dataset is a CONUS-wide mosaic of composite reflectivity with approximately
2-km spatial resolution that can be used to generate objective climatologies for precipitation
events of interest (Fabry et al. 2017). The values of each grid cell represent a proxy of the
column-maximum instantaneous rainfall rate measured in units of dBZ (reflectivity). For
this study, we generate a climatology of MCS occurrence using NOWrad images from 1996
to 2017 for every 15-minute period, and approximately 98% of these periods have available
data. Stage IV data have 4-km resolution and are derived from quality-controlled rain
gauge and radar-based estimates of hourly precipitation, and these data have been used
extensively in heavy-rainfall and MCS-related studies (Hitchens et al. 2013; Clark et al.
2014). Grid cell values are the hourly rainfall rate measured in millimeters per hour. One
caveat associated with the hourly Stage IV data is that the quality control is less rigorous
than that which is applied to the 6-hr and 24-hr Stage IV data (Stevenson and Schumacher
2014). As a result, some spurious and systematic precipitation totals exist in the dataset.
However, since MCS objects detected in the NOWrad dataset are used to spatially filter the
Stage IV data, the influence of potential artifacts should only have a minimal effect on the
resulting MCS rainfall climatology. Because Stage IV data are only available beginning in

91
2002, two related analyses are performed: 1) an MCS event climatology from 1996-2017;
and 2) an MCS rainfall climatology from 2002-2017.
Events are extracted from the NOWrad data using an MCS segmentation, classification,
and tracking method (Chapters 2 and 3) based on the Parker and Johnson (2000) definition.
The method can be summarized in six steps:
1. Convective (≥ 40 dBZ) cells with some intense (≥ 50 dBZ) precipitation and an area
of at least 40 km2 are identified in each NOWrad image.
2. These convective cells are aggregated into contiguous or semi-contiguous regions of
convection using a binary closing with a search radius of 24 km.
3. All aggregated regions of convection with a major axis length exceeding 100 km are
affiliated with stratiform precipitation within 96 km to form ”slices”.
4. Fourteen basic attributes (area, mean intensity, etc.) of the resulting slices are passed
into an ensemble of machine learning algorithms, which assigns a probabilistic classification ranging from 0 (not very MCS-like) to 1 (very MCS-like).
5. Slices with a probabilistic classification exceeding 0.95 are organized into contiguous
storm tracks (swaths) using spatiotemporal overlap checking (Lakshmanan et al. 2009),
with ties broken using the Hungarian Method (Munkres 1957; Gagne et al. 2017). A
second pass is used to connect spurious track cessations and initiations (Lakshmanan
et al. 2015).
6. Swaths with durations exceeding 3 hours are identified for time periods such as hour
of the day or month of the year, and the extent of stratiform precipitation for each
contained slice is used to generate spatial occurrence using map algebra.
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In addition to identifying MCS events, this approach reduces the inclusion of non-MCS
events that may not be removed by image processing alone (i.e., steps 1-3), such as hurricanes and unorganized clusters of convective cells. For two testing years (2015 and 2016), this
specific approach resulted in spatial patterns of MCS occurrence that generally agreed with
the subjective identification of thousands of MCS events performed by the author (Chapter
2 and Chapter 3) and an external dataset of MCS events during the same period (Geerts
et al. 2017). Although exhaustive steps were taken to reduce the amount non-MCS phenomena, some of these events may still be included in the analyses presented by this study.
Additionally, MCS events are identified only by their spatial features in the image processing
and machine learning steps, and no reanalysis data are used to augment these predictions.
Precipitation associated with MCSs is identified by spatially filtering Stage IV data using
slice intensity information within qualifying swaths identified from 2002 to 2017. The stratiform extent of each slice at the top of the hour and 15, 30, and 45 minutes after the hour
are combined to generate a binary mask associated with where the MCS was located during
that period. This mask is then used to extract Stage IV hourly precipitation data from the
top of the following hour. This process is repeated for each hour that the MCS existed, and
then again for each qualified MCS swath. The resulting filtered hourly precipitation is thus
only precipitation that was produced by a qualifying MCS swath, and all other precipitation
accumulation is removed. Finally, filtered Stage IV data is summed over periods of interest
(hour of day, month, etc.) to generate estimates of historical MCS rainfall.

4.4

MCS Occurrence

MCS occurrence from 1996 to 2017 is calculated by counting the number of times the
spatial extent of each qualifying MCS swath overlaps a pixel location (see section 4.3). Mul-
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tiple MCS events can occur for the same location within a 24-hr period, but two or more
MCS events cannot occur at the same time in the same location. In addition to examining the entire CONUS, five sub-regions are delineated (Figure 4.1) to examine regional
differences in the MCS climatology, namely: (Figure 4.1.i) North Plains, (Figure 4.1.ii) High
Plains, (Figure 4.1.iii) Corn Belt, (Figure 4.1.iv) Mid South, and (Figure 4.1.v.) Northeast.
Because virtually all the qualifying MCS events in this study occurred in the central and
eastern CONUS (Figure 4.1), the sub-regions are positioned east of the Continental Divide. For any given year, locations in the central and eastern CONUS experience between
1 and 50 MCS events. Two general maxima exist: 1) in regions of the Mid South, including Alabama, Mississippi, Tennessee and Kentucky, and 2) portions of the Central Plains,
including Kansas and Missouri. During the growing season from May through August, portions of the Central Plains and Midwest experience the most MCSs, with 20 to 30 events
occurring during any given year. This maximum is largely generated by the upscale growth
of afternoon thunderstorms that initiate in favored development regions in the High Plains,
as well as the meandering location of the GPJJL interface with frontal boundaries (Geerts
et al. 2017). MCS events can also generate future MCS development through the creation
of atmospheric bores, outflow boundaries, and mesoscale convective vortices (Geerts et al.
2017). The maximum in MCS activity retreats south and east from September to April,
with locations in the Mid South experiencing between 20 and 30 events for any given year
during these months. This maximum is caused by periodic frontal system passages that can
be co-located with rich Gulf moisture at any time of the year (Geerts 1998).
The sub-regions experience a markedly different yearly cycle of MCS activity (Figure
4.2). For the CONUS, the largest increase in MCS activity occurs from late spring to late
summer, with fewer events occurring in the fall and winter. For the North Plains, MCSs
rarely occur before April. In contrast, MCSs commonly occur during every month in the
Mid South. In absolute counts, the High Plains experiences the most interannual variability
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Figure 4.1: Mean MCS occurrence for (a) the entire year, (b) May through August, and (c)
September through April. The five regions analyzed in this study are denoted in panel a,
namely, (i) North Plains, (ii) High Plains, (iii) Corn Belt, (iv) Mid South, and (v) Northeast.
(Table 4.1). However, relative to the mean annual count of MCS occurrence, the Northeast
experiences the most interannual variability. For any given year, locations in the Mid South
experience the most MCS passages, followed by, in descending order, the Corn Belt, the High
Plains, the Northeast, and the North Plains. For the Mid South, MCS counts range from 166
(2005) to 262 (2009). In contrast, the North Plains experienced a low MCS count of 23 (2006)
and a high of 50 (2007). These varied counts are largely owed to the seasonality of MCS
occurrence in these regions. These values compare well to previous studies. For example,
Geerts (1998) found that 398 MCSs—163 of those were intense MCSs that are likely most
like the events identified in this study—occurred in the southeast CONUS between May 1994
and April 1995. The most comparable region used in this study, the Mid South, experiences
around 200 MCS during any given year. Over the CONUS, Pinto et al. (2015) identified 873
unique MCSs in 2012 and 929 MCSs in 2013. Although they identified a different number of
events, this is likely due to methodological and dataset differences (Chapter 3). Pinto et al.
(2015) also reported 264 MCS events in the Southeast and 288 events in the Great Plains for
2013, which match up reasonably well with the comparable regions of the Mid South (187
events) and High Plains and North Plains (148 MCSs) used in this study.
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Figure 4.2: Cumulative MCS counts for each day of the year for: (a) CONUS, (b) North
Plains, (c) High Plains, (d) Corn Belt, (e) Mid South, and (f) Northeast. For each panel,
the years with the highest and lowest MCS counts are noted. Lines represent cumulative
MCS counts for each year from 1996 - 2017, and the bolded line represents the mean over
this period.
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Table 4.1: Total annual MCS counts for CONUS and each sub-region.
Region

1996

1997

1998

1999

2000

2001

2002

2003

2004

2005

2006

2007

CONUS

692

654

660

592

647

712

733

710

782

649

720

790

North Plains

27

34

38

35

39

35

28

29

31

43

23

50

High Plains

132

127

134

144

134

146

126

115

153

152

125

195

Corn Belt

181

138

187

155

191

194

180

169

171

181

215

194

Mid South

215

216

190

176

172

214

192

198

228

166

205

204

Northeast

59

37

67

46

64

49

45

54

71

28

49

60

Region

2008

2009

2010

2011

2012

2013

2014

2015

2016

2017

Mean

S. D.

CONUS

768

786

741

720

645

576

597

685

685

639

690

62.7

North Plains

36

40

49

44

27

32

27

29

43

24

35

7.8

High Plains

156

177

159

125

106

116

127

155

152

147

141

21.0

Corn Belt

206

183

222

217

158

159

181

193

183

190

184

20.8

Mid South

228

262

198

211

208

187

176

206

204

211

203

21.5

Northeast

73

63

48

87

46

40

47

44

39

47

53

13.8

MCS attributes varied between seasons and sub-regions (Figure 4.3). For the entire
CONUS, the mean annual MCS slice area during the study period is approximately 60,000
km2 , and the mean MCS slice area during the May - August period (53,908 km2 ) was less
than mean MCS slice area during the September - April period (69,123 km2 ). Although the
same relative seasonality in mean MCS slice area is apparent for all regions, annual mean
sub-region MCS slice area is the largest in the Mid South (72,528 km2 ), and lowest in the
Northeast (54,846 km2 ). For the May - August period, the Corn Belt experiences the largest
MCSs (64,112 km2 ), whereas the Northeast experiences the smallest MCSs (52,980 km2 ).
For the September - April period, the Mid South experiences the largest MCSs (85,286
km2 ), and the North Plains experiences the smallest MCSs (55,544 km2 ). Mean MCS slice
intensity (dBZ) for the CONUS is 31.3, with a larger value for the May - August period
(31.7) compared to the September - April period (31.3), and this seasonality exists for all
sub-regions. The most intense MCSs occur in the Corn Belt during the May - August
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period (32.0), and the least intense occur in the North Plains during the September - April
period (30.7). MCS slices generally have longer major axis lengths in the September - April
period (584 km) compared to the May - August period (486 km). The Corn Belt experiences
MCS slices with the longest major axis lengths during the May - August period (541 km),
and the Mid South experiences MCS slices with the longest major axis lengths during the
September - April period (684 km). On average, MCS slices are more circular during the
May - August period compared to the September - April period. These values are consistent
with previous automated analyses of mesoscale precipitation features. For example, Prein et
al. (2017) reported a mean precipitation intensity of around 10 mm / hr (35-40 dBZ) using a
minimum threshold of 5 mm / hr (30-35 dBZ), which are both slightly higher than the mean
intensity (31.3 dBZ) and minimum threshold (20 dBZ) for this study. The areas associated
with MCSs events is consistent with the range of 10,000 to 1,000,000 km2 reported in the
literature (Hitchens et al. 2012; Follieau and Roca 2013; Prein et al. 2017). Additionally,
the horizontal dimension of major axis lengths (between 100 and 1000 km) is consistent with
the theoretical length range for MCSs (Markowski and Richardson 2010).

4.4.1

MCS Rainfall

As was the case with the spatial occurrence of MCSs, precipitation associated with MCSs
has two maxima along the Gulf coast as well as parts of Kansas and Missouri (Figure
4.4). These regions experience, on average, over 500 mm of MCSs rainfall. However, the
seasonality of MCSs and their rainfall produces these maxima at different times of the year.
For some locations in the Central Plains and Midwest, a typical year produces 300 mm of
MCS precipitation in the May - August period, whereas locations along the Gulf Coast
only experience between 200 and 250 mm. This pattern flips during the September - April
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Figure 4.3: Distribution of values for four select variables associated with MCS events that
passed through each region, namely: (a) area, (b) mean intensity, (c) major axis length, and
(d) eccentricity. Attributes for the entire year are denoted by white boxes, May through
August values are denoted by light grey boxes, and September through April values are
denoted by dark grey boxes. The box represents the interquartile range (IQR), with the
black horizontal line denoting the distributions median and the black dot denoting the mean.
The whiskers represent values between the 5th and 95th percentile.
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Figure 4.4: Mean MCS precipitation totals (mm) and percent contribution of MCS rainfall
to total rainfall for: (a, d) the entire year, (b, e) May through August, and (c, f) September
through April.
period, where some locations in the Mid South and along the Gulf Coast experience upwards
of 400 mm or greater MCS rainfall in a typical year. MCSs can account for over 40% of
yearly rainfall in portions of the Central Plains, and over 30% of yearly rainfall for many
locations between the Continental Divide and the Appalachian Mountains. During the May
- August period, some locations in Kansas rely on MCSs for over 60% of their precipitation,
and much of the Central Plains and Midwest receive over 50% of their precipitation from
MCSs. During the September - April period, places along the Gulf Coast regularly receive
over 30% of their precipitation from MCSs.
Previous MCS studies have provided evidence that these events attain maximum strength
during the overnight hours in the Central CONUS during the warm season (Geerts et al.
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Figure 4.5: As in Figure 4.4, except for May through August for the following periods: (a,
d) 04 to 12 UTC, (b, e) 12 to 20 UTC, and (c, f) 20 to 04 UTC.
2017). Indeed, most of the rainfall associated with MCSs during the May - August period
occurred between 04 and 12 UTC (Figure 4.5). By the 12 to 20 UTC period, the characteristic
western flank of a high to low gradient of mean precipitation moves east, illustrating the
propagating nature of MCSs and their rainfall, forced by mid- and upper-level steering
winds (Cotton et al. 1983). Between 20 and 04 UTC, the redevelopment of MCSs, as
evidenced by the westward expansion of mean MCS rainfall, can be noted in the climatology.
Remarkably, over 70% of rainfall that occurs between 04 and 12 UTC in portions of Kansas,
Oklahoma, and Nebraska during the May - August period is generated by MCSs. Although
this percentage drops off considerably by 12 to 20 UTC and 20 to 04 UTC, many locations
in the Central CONUS owe MCSs for over 40% of their mean rainfall totals during the warm
season.
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Annual cumulative MCS precipitation volume exhibits spatially-distinct magnitudes and
seasonality (Table 4.2; Figure 4.6). In general, the greatest increase in cumulative precipitation volume occurs during the May - August period. For the CONUS, mean annual MCS
precipitation volume is 1,532 km3 , with a range of 1,264 km3 (2012) to 1,759 km3 (2008). In
comparison, mean annual total rainfall volume for the CONUS is 7,034 km3 , with a range of
6,220 km3 (2012) to 8,426 km3 (2015). The annual contribution of MCS rainfall to total precipitation volume for the CONUS is around 22%, which reached a minimum in 2013 (17%)
and a maximum in 2002 (25%). On average, the Mid South experiences the most MCS precipitation (163 km3 ) as well as the most overall precipitation (450 km3 ), with a mean annual
MCS contribution of approximately 36%, and a range from 29% (2015) to 45% (2008). The
North Plains experiences the lowest mean precipitation volume associated with MCSs at 22
km3 , with a range from 9 km3 (2006) to 32 km3 (2007). Although the Northeast experiences
more precipitation from MCSs (40 km3 ) compared to the North Plains, the contribution of
MCS precipitation to total precipitation is the lowest of all regions (12%). Similarly, the
High Plains experiences a largest percent of mean annual precipitation from MCSs (40%)
relative to all the sub-regions, despite experiencing less total MCS precipitation (82 km3 )
compared to the Mid South. The contribution of MCS rainfall to total rainfall for the High
Plains ranges from 30% (2006) to 51% (2007).
The percent contribution of MCS rainfall to total rainfall varies greatly in time and
space (Figure 4.7). For the CONUS, the percent contribution per month varies from 12%
(December) to 32% (May), and generally increases quickly during the spring while slowly
decreasing during the summer and into the fall. For every month in the Mid South, the
percent contribution of MCS rainfall to total rainfall exceeds 20% on average. However,
the Corn Belt and High Plains experience a greater magnitude in June (59%) and July
(59%), respectively, compared to the peak percent contribution in the Mid South in April
(57%). The North Plains experiences the strongest seasonality, with less than 1% of total
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Table 4.2: Total annual overall (All) and MCS precipitation volume (km3 ) for CONUS
and each sub-region. Bold (underlined) denotes maximum (minimum) values for given
combination of region and precipitation category.
Region

2002

2003

2004

2005

2006

2007

2008

2009

2010

MCS

All

MCS

All

MCS

All

MCS

All

MCS

All

MCS

All

MCS

All

MCS

All

MCS

All

1741

6744

1433

6394

1469

6790

1264

6525

1369

6582

1576

7367

7220

1713

7293

1604

6791

North Plains

17

70.5

13

87.2

17

110

30

120

9

93.3

32

125

1760
28

147

23

136

32

144

High Plains

65

160

62

154

71

208

91

208

57

188

246

95

232

84

213

87

211

Corn Belt

82

216

81

241

97

273

70

225

85

289

125
114

294

122

80

304

169

173

463

137

464

114

363

161

421

113

325

205

42

35

343

47

350

18

347

38

414

44

324

55

369

236
39

575

Northeast

579
304

133
153

294

Mid South

334
454

320

29

328

CONUS

Region

2011

2012

2013

2014

2015

2016

2017

Mean

362

S. D.

MCS

All

MCS

All

MCS

All

MCS

All

MCS

All

MCS

All

MCS

All

MCS

All

MCS

All

1616

6502

1404

6220

1337

7497

1415

7749

1530

1728

7164

1558

7284

1532

7034

150

558

North Plains

24

158

12

101

22

18

167

26

29

159

10

125

22

130

8

30

High Plains

66

171

59

140

76

177
204

8426
159

83

195

100

102

225

84

231

82

204

18

34

Corn Belt

94

279

57

198

88

296

98

313

87

271
325

106

299

93

299

93

280

19

38

Mid South

201

452

164

388

155

498

158

453

146

506

157

417

168

478

163

450

30

69

Northeast

73

434

40

293

32

316

38

339

35

314

32

282

39

335

40

338

12

39

CONUS

Figure 4.6: As in Figure 4.2, except for cumulative MCS precipitation volume (km3 ) from
2002 - 2017.
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Figure 4.7: The percent contribution of MCS precipitation volume to total precipitation
volume for each month of the year for 2002 - 2017. The box represents the interquartile
range (IQR), with the black horizontal line denoting the distributions median and the black
dot denoting the mean. The whiskers represent values between the 5th and 95th percentile.
precipitation generated by MCSs in January, February, November and December, compared
to a high of 30% in June. Of particular interest for agricultural applications (Changnon and
Kunkel 1999; Tannura et al. 2008; Mishra and Cherkauer 2010), the Corn Belt experiences
greater than 50% of its total rainfall from MCSs in June, July, and August.

4.4.2

Discussion and Summary

This work represents the longest radar-based climatology of MCSs. Using 22 years
(1996-2017) of mosaics of composite reflectivity, MCSs are tracked using image analysis and
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machine learning methods as described in Chapter 2 and Chapter 3. Additionally, this MCS
climatology encompasses multiple phases of annual to decadal teleconnection oscillations and
is approaching the typical 30-year period used to calculate climate normals. Using hourly
precipitation data to supplement the radar data during a 16-year period (2002-2017), MCS
rainfall is systematically analyzed to objectively determine the importance of these events
to CONUS and regional hydroclimates. The results represent an objective, fully automated,
and reproducible MCS climatology that can be used in applied climatology, resiliency and
mitigation studies, and as a baseline with which to compare climate change projections.
MCSs are primarily a central and eastern CONUS phenomenon (Figure 4.1). Warm-season
(May - August) occurrence is elevated in the Central Plains and Midwest CONUS, and
cool-season (September - April) occurrence is elevated in the Mid South. In general, the
Mid South and the Corn Belt experience the most MCSs, and the North Plains and Northeast experience the fewest (Figure 4.8). MCS rainfall also maximizes in these areas, with
some locations experiencing over 500 mm of MCS rainfall during any given year (Figure 4.4).
Warm-season contribution of MCS rainfall to total rainfall exceeds 50% for many locations
in the Central and Midwest CONUS. Nocturnal MCS rainfall (04 - 12 UTC) can exceed
175 mm for portions of Kansas during the warm season, and this rainfall can account for
over 60% to 70% in the Central and Midwest CONUS during this time of the day (Figure
4.5). This percent contribution varies over the course of a year, with most locations in the
CONUS experiencing the largest percent contribution of MCS rainfall to total rainfall during
the warm season (Figure 4.7). Some regions, like the Mid South, have a somewhat constant
contribution of MCS during every month of the year, whereas the North Plains only experience MCS rainfall during the months of April - October. Because of this, the Mid South
experiences the most cumulative MCS rainfall, whereas the North Plains experiences the
least amount of MCS rainfall (Figure 4.8).
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Figure 4.8: (a) Mean cumulative MCS counts and (b) mean cumulative MCS precipitation
volume for the CONUS and sub-regions from 2002 - 2017.
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MCSs represent a significant portion of total annual rainfall. This contribution maximizes for regions that have high agricultural (Corn Belt) and water resource (High Plains)
considerations. During the primary growing season in the Corn Belt (June through August;
Tannura et al. 2008), MCS rainfall generally accounts for over 50% of rainfall. Additionally,
in critical recharge regions for the Ogallala aquifer (McGuire 2014), MCS rainfall accounts
for over 40% of warm-season rainfall. Recent work has started to examine how MCS events
may change in the late 21st century using high-resolution climate simulations (e.g., Prein
et al. 2017). Because of the relative importance of MCS rainfall, studies that examine or
produce these high-resolution simulations should be a priority for CONUS-based climate
scientists.

CHAPTER 5
CLIMATOLOGICAL REPRESENTATION OF MESOSCALE
CONVECTIVE SYSTEMS IN A DYNAMICALLY
DOWNSCALED CLIMATE SIMULATION

5.1

Introduction

The Intergovernmental Panel on Climate Changes Fifth Assessment Report (IPCC AR5,
2014) states that heavy precipitation events are likely to increase in frequency during the 21st
century. The report, however, makes broad generalizations regarding regional thunderstorm
activity (Tippett et al. 2015), admitting that deep, moist convection (DMC) occurrence is
highly variable and sensitive to remote (teleconnections) and local forcings (Diffenbaugh et al.
2008; Kendon et al. 2014). Compounding these issues, the report relied on coarse-resolution
Global Circulation Models (GCMs), which generally cannot resolve phenomena with important meso–gamma (i.e., < 10 km) features. This is particularly concerning for the central and
eastern Conterminous United States (CONUS), where mesoscale convective systems (MCSs)
produce a large percentage of warm-season precipitation (Zipser 1982; Ashley et al. 2003;
Houze 2004; Liang et al. 2004; Kooperman et al. 2014). Additionally, quasi–linear MCSs
(QLCSs), which include highly organized system morphologies such as bow echoes, squall
lines, and line echo wave patterns, regularly produce tornadoes, hail, nontornadic damaging
winds, and derechos (Trapp et al. 2005; Ashley and Mote 2005; Trapp et al. 2011; Smith
et al. 2012; Robinson et al. 2013; Gensini and Mote 2014, 2015), as well as extreme pre-
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cipitation rates (Trapp et al. 2011; Harding et al. 2013; Lackmann 2013; Stevenson and
Schumacher 2014).
Previous modeling work has suggested that high-resolution (i.e., ≤ 4 km spatial and 1-hr
temporal) runs of regional climate models (RCMs) are required to accurately reproduce the
location, morphology, evolution and intensity of MCSs and other DMC phenomena (Weisman
et al. 1997; Done et al. 2004; Prein et al. 2013; Tippet et al. 2015; Lind et al. 2016; Lawson
and Gallus 2016; Herman and Schumacher 2016; Prein et al. 2017a). This is because
meso-gamma processes that commonly occur within sub-hourly timescales—such as those
associated with the interaction of individual DMC updrafts—are crucial to the development
and sustenance of MCSs. Thus, even relatively high-resolution GCM simulations (e.g., 102
km spatial and 6-hr temporal) are unable to explicitly simulate these important mechanisms
(Allan and Soden 2008; Rosa and Collins 2013; Briley et al. 2015; Prein et al. 2015). Using
GCM or other relatively coarse-resolution model output as initial and boundary conditions to
drive a regional climate model (dynamical downscaling; Trapp et al. 2011; Gensini and Mote
2014, 2015; Liu et al. 2017) is one widely-used approach used to examine DMC phenomena
in the context of long-term (i.e., ≥ 10 years) climate simulations. Dynamically downscaled
climate simulations have been found to reasonably reproduce observations of rainfall and
convective hazards associated with DMC phenomena (Trapp et al. 2011; Bukovsky and
Karoly 2011; Robinson et al. 2013; Lackmann 2013; Gensini and Mote 2014; Liu et al. 2017;
Prein et al. 2017; Rasmussen et al. 2017).
In the central and eastern CONUS, heavy rain events associated with DMC are becoming
more frequent (Kunkel et al. 2013; Mallakpour and Villarini 2015), and climate simulations
suggest that this trend should continue through the 21st century (Patricola and Cook 2013;
Harding and Synder 2014; Kooperman et al. 2014; Wang and Kotamarthi 2015). This trend
is cause for concern, as three of the most extreme drought and flood years in recent memory
(1993, 1998, 2012) resulted in combined losses exceeding $100 billion in the U.S. (Smith and
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Katz 2013). These changes may be caused, in part, by the modification of MCSs in a changing
climate (Feng et al. 2016; Prein et al. 2017a, b). Changes in important environmental
variables that could influence future MCSs evolution include low- and mid-level specific
humidity, instability (i.e., CAPE), the frequency of the Great Plains low-level jet, and cold
pool development and strength (Harding and Synder 2015; Feng et al. 2016; Tang et al.
2017; Ryu and Hayhoe 2017; Bukovsky et al. 2017; Prein et al. 2017a). These factors may
work in concert to generate MCSs that are larger, produce more rainfall, and exhibit faster
forward propagation (Prein et al. 2017b), although the spatial pattern of these changes may
vary (Rasmussen et al. 2017).
The purpose of this study is to address the following research questions: 1) Can long term
climate simulations recreate an observed climatology of Midwest CONUS QLCSs?; and if so
2) Does Midwest CONUS QLCS occurrence change in a late-21st century climate simulation?
To answer these questions, data generated by two long-term (13 years), high-resolution (4
km) pseudo-global warming (Ikeda 2010) climate simulations (Rasmussen and Liu 2017; Liu
et al. 2017) encompassing the CONUS are compared and analyzed using an MCS and QLCS
detection and tracking framework. Specifically, simulated composite reflectivity from both
a control simulation (CTRL) and a pseudo-global warming simulation (PGW) are used to
explicitly examine potential changes in QLCS occurrence in the central and eastern CONUS.
The model data and approach are described in section 5.2. The use of simulated reflectivity to
identify QLCSs in climate simulation output is novel and extends recent work that identified
MCSs using accumulated grid-scale precipitation (Prein et al. 2017a, b). To assure precision
and comparability, a segmentation, classification, and tracking procedure is uniformly applied
to observed (OBS), CTRL, and PGW composite reflectivity to detect QLCS and Non-QLCS
events (Chapter 2 and Chapter 3). Since QLCS produce multi-faceted hazards and are an
important part of the eastern CONUS hydroclimate (Houze 2004; Synder and Harding 2015),
these results may have far-reaching implications for many aspects of society. Additionally,

110
the event-identification machine learning technique described in this paper could be modified
for many different applications in climate science.

5.2

Data and Methodology

These simulations employed original and modified ERA-interim (Dee et al. 2011) data as
lateral boundary conditions to drive the Weather Research and Forecasting (WRF) model.
The simulation using unmodified ERA-interim data serve as an early 21st century control,
with a study period from October 2000 to September 2013, inclusive. To simulate a potential
late-21st century scenario, the unmodified ERA-interim data are perturbed using a PGW
approach (Ikeda 2010). The perturbation value for each of these variables is calculated by
finding the mean multi-model (cf. Table 1 in Liu et al. 2017) difference between late 21st
century (2071-2100) and late 20th and early 21st century (1976-2005) values derived from
RCP 8.5 climate simulations (IPCC AR5 2014). Accumulated grid-scale precipitation and
hourly simulated composite reflectivity derived from CTRL has been shown to reasonably
reproduce spatial patterns of convection in the central and eastern CONUS (Rasmussen et al.
2017), although rainfall exhibits an overall negative bias during meteorological summer (Liu
et al. 2017). For a comparative observational dataset, the National Operational Weather
Radar (NOWrad; https://search.usa. gov/search?affiliate=esrl.noaa.gov&query=NOWrad)
dataset—which are national mosaics of composite reflectivity—are used to verify the occurrence of MCSs and QLCSs. These data have 2-km horizontal resolution, a maximum
temporal resolution of 5 minutes, and have been used in many radar climatology studies
(Fabry et al. 2017). The study period runs from January 2000 to September 2013, with an
emphasis on the months of June, July, and August from 2001 to 2013. The research focuses
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on the Midwest CONUS due to its high level of MCS activity (e.g., Ashley et al. 2003) and
this region is defined as in Prein et al. (2017a).
MCSs are identified in the composite reflectivity images using a combination of image
segmentation and machine learning approaches (Chapter 2 and Chapter 3; Figure 5.1). Automated methods are used instead of subjective methods because of the large number of
events (N = 104 ) and hourly images (N = 105 ) included in the study. This approach is based
on the Parker and Johnson (2000) definition of MCSs—namely, that they are contiguous
swaths of precipitation that last for at least three hours and are generated by connected or
nearly-connected convective updrafts. First, convective (≥ 40 dBZ) cells with intense (≥
50 dBZ) rainfall are identified and aggregated into regions based on a 24-km search radius.
Connected regions with a major axis length exceeding 100 km are associated with stratiform (≥ 20 dBZ) precipitation regions within 96 km (slices). Using an ensemble machine
learning classifier, each slice is then given a probabilistic classification of MCS (e.g., areal,
leading/trailing/no stratiform, squall lines, hybrid, etc.) or Non-MCS (e.g., ground clutter,
tropical systems, synoptic systems, and unorganized convective clusters). MCS slices are
associated spatiotemporally into MCS swaths by first checking for spatiotemporal overlap,
and then matching track segments together that have nearby termination and initiation
points (Figure 1.d). Ties are broken by connecting the most similar slices together (Hungarian Method; Munkres 1957; Lakshmanan et al. 2013; Gagne et al. 2017). To improve
the specificity of swaths (i.e., only examine swaths very likely to be MCSs), a 0.95 MCS
probability (PMCS ) threshold is employed, and slices below this threshold are not considered
in the swath-building process. Once swaths are generated, only those swaths that last at
least three hours (Parker and Johnson 2000) are considered MCS swaths (herein PMCS 95
swaths).
QLCSs (and Non-QLCSs) are identified within the MCS dataset using an image classification algorithm that assigns a probabilistic label (herein, PQLCS ) ranging from 0 (very
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Figure 5.1: Demonstration of the (a,b,c) segmentation and (d) tracking output used in this
study, generated from CTRL composite reflectivity data on 08 and 09 May 2009. MCS
slices are identified by: (a) finding contiguous areas of convection (≥ 40 dBZ) with some
intense convection (≥ 50 dBZ); (b) connecting semi-contiguous areas if they are within a
given search radius; and (c) associating surrounding pixels of at least stratiform (≥ 20 dBZ)
level intensity to connected regions that have a major axis length of 100 km or greater
(slices). This radar example was taken from 1400 UTC on 08 May 2009. Then, (d) using
a combination of spatiotemporal overlap checking and a difference-minimization procedure
(Hungarian Method; Munkres 1957), the most similar slices are combined into swaths (grey
region). Slices from this swath are output at 1000 and 1800 UTC on 08 May 2009, and 0100
and 0700 UTC on 09 May 2009. The black line in (d) represents the hourly mean swath
centroid position over time.
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Table 5.1: Configuration of the best performing convolutional neural network that was tested.
Layer Type
Convolutional
Convolutional
Max Pooling
Convolutional
Convolutional
Max Pooling
Convolutional
Convolutional
Max Pooling
Convolutional
Convolutional
Max Pooling
Flatten
Dense
Dense
Dense

# Features
64
64
-128
128
-256
256
-512
512
--4096
4096
2

Filter Size
7x7
3x3
2x2
3x3
3x3
2x2
3x3
3x3
2x2
3x3
3x3
2x2
-----

Stride
--2x2
--2x2
--2x2
--2x2
-----

Activation
ReLu
ReLu
-ReLu
ReLu
-ReLu
ReLu
-ReLu
ReLu
--ReLu
ReLu
Softmax

Dropout / Normalization
Batch Normalization
Batch Normalization
-Batch Normalization
Batch Normalization
-Batch Normalization
Batch Normalization
-Batch Normalization
Batch Normalization
--Dropout (0.3)
Dropout (0.3)
--

likely a Non-QLCS) to 1 (very likely a QLCS). This is performed using a convolutional
neural network (CNN; Krizhevsky et al. 2012) with an architecture similar to the CNN
described in Dieleman et al. 2015 (Table 5.1). The choice of using a CNN instead of traditional machine learning algorithms is motivated by the similarity of features (see Chapter 2)
extracted from the QLCS and Non-QLCS samples (Figure 5.2), which results in relatively
poor classification performance for those types of algorithms (not shown).
To generate training and testing data, nearly 3000 slices are randomly selected from
PMCS 95 swaths generated from observed composite reflectivity data. These slices are then
hand-labeled as QLCS or non-QLCS. QLCS events are subjectively identified using the
following criteria: 1) convective regions within slices had to be longer than 100 km; and
2) these convective regions have to be at least 3 times as long as they are wide (Trapp
et al. 2005; Gallus et al. 2008; Schoen and Ashley 2011; Grams et al. 2012; Smith et al.
2012). Additionally, the spatial structure of slices identified as QLCS are subjectively judged
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Figure 5.2: Correlation of attributes for Non-QLCS (red dots) and QLCS (blue dots) samples,
specifically: (a) area and mean intensity; and (b) major axis length and minor axis length.
as belonging to one of the following pre-existing categories: trailing stratiform, leading
stratiform, or parallel stratiform (Parker and Johnson 2000). In total, 1,087 QLCS and
1,835 non-QLCS slices are subjectively classified by the authors, and of this population,
approximately 80% of the samples were used for training purposes, leaving 198 QLCS and
387 non-QLCS to assess model performance. The CNN is trained by extracting pixels from
a 256 x 256 km region centered on the most intense portion of the slice. Data augmentation
(Krizhevsky et al. 2012; Dieleman et al. 2015) is performed using the training data by:
1) randomly rotating the images by 180 degrees and 2) randomly scaling the width and
height of the images by 20%. Data augmentation is used when training CNNs to prevent
overfitting and improve testing performance (Krizhevsky et al. 2012), essentially preventing
the model from memorizing the training data (Dieleman et al. 2015). For this paper, the
result is the orientation and size of the MCS are de-emphasized, whereas the relative spatial
structure of rainfall intensity is emphasized.
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The trained model correctly predicts 370 out of 387 non-QLCS slices (96%) and 172
out of 198 QLCS slices (87%). This suggests that model predictions of QLCSs may be
slightly conservative, since although 9% of Non-QLCS slices are labeled as QLCSs (false
positives), 13% of QLCS slices are labeled as Non-QLCSs (false negatives). The model
produces an area under the curve (AUC) of 0.98 and a brier loss score of 0.054, which
is a marked improvement of specificity/sensitivity balance and probabilistic classification
reliability over the more traditional machine learning algorithms (Figure 5.3). Additionally,
a subjective examination of events labeled with high (Figure 5.4) and low (Figure 5.5) QLCS
probabilities (herein PQLCS ) reveals that the algorithm produces reasonable predictions. In
general, samples with high PQLCS (i.e., ≥ 0.95) exhibited linear structures (bow echoes,
line echo wave patterns, leading line trailing stratiform, etc.), whereas samples with low
PQLCS (i.e., ≤ 0.05) exhibited more non-linear MCS structures (areal, broken line, etc.).
Using the predictions from this model, an MCS swath is considered a QLCS when it is
assigned a PQLCS greater than or equal to 0.50 for at least two consecutive hours (Gallus
et al. 2008). The spatial occurrence of swaths is upscaled from the native 2-km (OBS)
or 4-km (CTRL/PGW) grids to 40-km grids by calculating the mean occurrence within
the grid. 40-km grids were chosen to reduce the influence of small-scale noise in the OBS
data (ground clutter, anomalous propagation, etc.), while also being comparably-sized with
quantitative precipitation forecast (QPF) guidance grids and similar studies (e.g., Novak et
al. 2014; Clark et al. 2014).
There are a few caveats regarding this approach that should be discussed. The automated
tracking of DMC phenomena is notoriously difficult (Lakshmanan et al. 2009) and incorrect
splits or mergers can modify counts and locations of MCS, QLCS, and non-QLCS events.
However, after accounting for resolution differences, the method described in this paper is
applied in the same way to all three datasets (OBS, CTRL, and PGW). Thus, systematic issues should only have a negligible impact when comparing statistics. Additionally, although
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Figure 5.3: (a) ROC curve and AUC values for the convolutional neural network used in
this study (CNN) and various machine learning algorithms available in scikit-learn. (b)
Reliability diagram (top) with brier loss scores in parentheses and distribution of probabilistic
classifications (bottom) for the convolutional neural network used in this study (CNN) and
various machine learning algorithms available in scikit-learn.
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Figure 5.4: Randomly selected slice examples from simulated composite reflectivity where
the MCS probability is ≥ 95% and the QLCS probability is ≥ 95%. The boxes are 256 x
256 km and represent the portion of the slice with the highest QLCS probability.
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Figure 5.5: Randomly selected slice examples from simulated composite reflectivity where
the MCS probability ≥ 95%, and the QLCS probability is ≤ 5%. The boxes are 256 x 256
km and represent the portion of the slice with the highest QLCS probability.
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the false alarm rate is low when using a 0.95 PMCS threshold, there are still some Non-MCS
events that are included in the analysis. Similarly, the CNN model has a probability of detection less than 100% (87%) and probability of false detection greater than 0% (9%) for QLCSs
events. As a result, the statistics of QLCSs events may be overly conservative. This issue
is partially offset by only requiring that MCSs exhibit two consecutive hours of QLCS-like
morphology to qualify as a QLCS event. Additionally, radar holes and range-related issues
with observational radar data (cf. Fig. 1 in Fabry et al. 2017) may result in a positive bias
for CTRL data, since simulated reflectivity does not suffer from these issues.

5.3

Event Occurrence

The statistics of QLCS, Non-QLCS, and combined events (i.e., MCSs) are examined
for the Midwest CONUS (Figure 5.6). From October 2000 to September 2013, there were
3,469 OBS events, 2,735 CTRL events, and 3,057 PGW events. Approximately 56% of all
OBS MCS events occur during meteorological summer (June - August), compared to 27%
in the spring (March - May), 15% in the fall (September - November) and 3% in the winter
(December - February). July is the most active month for OBS MCSs, with 20% of all
such events occurring in this month. For QLCSs, there were 1,777 OBS QLCSs, 792 CTRL
QLCSs, and 934 PGW events. OBS QLCS occurrence peaks during June (20%), whereas
OBS Non-QLCS event occurrence peaks during July (21%). Similarly, CTRL MCS, QLCS,
and Non-QLCS events peak during June (22%, 28%, and 20%, respectively). Daily running
counts of MCSs show general agreement between OBS and CTRL from January until the
beginning of July (Figure 5.6.a). However, by the end of August, CTRL exhibits a mean
deficit of 49 MCSs per year. QLCS counts begin to diverge even sooner (Figure 5.6.b), and
results in an event count deficit of 65 by September 1st, with most of that difference occurring
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within the June - August period (51 QLCSs per year). When examining Non-QLCS events,
the entire annual cycle matches up well between CTRL and OBS (Figure 5.6.c), with some
overestimation by CTRL during the March - May period (+14 Non-QLCSs per year). In
contrast to QLCS counts, the mean count of Non-QLCSs differs only by 2 events per June
- August period for OBS and CTRL.
The diurnal cycle of MCSs, QLCSs, and Non-QLCSs counts during June, July, and
August in the Midwest exhibit a characteristic nocturnal maximum and midday minimum
(Figure 5.7; Geerts et al. 2017; Prein et al. 2017). Mean OBS MCS event counts peak at 05
UTC (47% of all events) and reach a minimum at 17 UTC (19% of all events). OBS QLCS
events peak at 06 UTC (60% of all events), and minimize at 18 UTC (22% of all events).
Although OBS Non-QLCS events also peak overnight (05 UTC) and reach a minimum in
the middle of the day (17 UTC), the difference in daytime vs. nighttime event counts as
a percent of all events is only 17%, compared to 39% for QLCSs. For CTRL, MCS counts
peak at 01 UTC (52%), in comparison to CTRL QLCS and Non-QLCS counts, which peak
at 02 UTC (73% and 45%, respectively). Despite similar diurnal distributions of events, the
absolute hourly counts between OBS and CTRL show some disparity, particularly during
the evening and overnight hours (00-12 UTC). The maximum difference of roughly 31 fewer
CTRL MCS per year occurs at 10 UTC, with the minimum difference occurring at 21 UTC (3
fewer MCS / year). For QLCSs, the disparity peaks at 06 UTC with a difference of roughly
29 fewer CTRL QLCS per year, and minimum difference at 18 UTC (10 fewer QLCS per
year). For Non-QLCS, the maximum difference occurs at 00 UTC, with CTRL producing
roughly 14 more Non-QLCS events compared to OBS. The minimum difference occurs at
16 UTC, where the mean Non-QLCS count per year differs by only 0.3.
These disparities prompted further examination of the spatial structure of the data. Since
MCS activity peaks in the summer, and the largest biases were found during this period, the
spatial analysis will focus on the June - August period (Figure 5.8). QLCS counts for both
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Figure 5.6: Mean daily cumulative swath counts (2001-2012) in the Midwest CONUS for:
(a) MCS, (b) QLCS, and (c) Non-QLCS for the OBS, CTRL, and PGW runs. The filled
regions represent the interquartile range over the 12-year period for cumulative swath count
totals on each day of the year. 2000 and 2013 were not included because the entire year is
not available for the CTRL and PGW datasets.
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Figure 5.7: Hourly summertime (2001-2013) swath counts in the Midwest CONUS for: (a)
MCS, (b) QLCS, and (c) Non-QLCS for the OBS, CTRL, and PGW runs. The filled regions
represent the interquartile range over the 13-year period for swath count totals for each hour
of the day. 2000 was not included because summertime data is not available for the CTRL
and PGW datasets.
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CTRL (Figure 5.8.a) and OBS (Figure 5.8.b) show a relative peak in activity in the Midwest
CONUS that extends to the Southern Plains. Despite this, the absolute counts for OBS
QLCSs are much higher than CTRL QLCSs, with a maximum difference over eastern Iowa
of 117 QLCSs (9 QLCSs per year). OBS Non-QLCS counts (Figure 5.8.d) are greater than
CTRL Non-QLCS (Figure 5.8.c) counts in the Southern Plains and Southern Mississippi
River Valley (up to 2 more events per year), and CTRL Non-QLCS counts are greater than
OBS Non-QLCS counts elsewhere, especially south and east of the Appalachians (up to
6 more events per year) and in the northwest Midwest (up to 4 more events per year). In
general, the proportion of MCS events that are QLCSs in CTRL (Figure 5.8.e) is much lower
compared to OBS (Figure 5.8.f). For all grids in the Midwest, OBS QLCS events make up
the majority of MCS events, and this value maximizes in northern Illinois, where over 80%
of MCS events are QLCSs. In contrast, the maximum proportion of CTRL MCS events that
are QLCSs occurs in central Texas, and many locations in the Midwest have proportions
below 50%. In both CTRL and OBS, the ratio of QLCS to Non-QLCS events is much lower
in the Southeast CONUS compared to the Midwest.
To test if these spatial differences are significant, yearly distributions of counts are compared between OBS and CTRL for each grid cell using a KS test (Kolmorogov 1933). P-value
significance thresholds are determined using the FDR (false discovery rate) method with an
alpha value of 0.10 (Wilks 2016) to account for issues related to multiple hypothesis tests.
For many locations in the Midwest, CTRL QLCS counts are underestimated by 70% to
95% compared to OBS, and these differences are significant, particularly in the southeastern
portion of the study area (Figure 5.9). In contrast, CTRL Non-QLCS events exhibit fewer
significant differences in the southeast portion of the Midwest, whereas the differences are
largely significant in the northwest portion of the Midwest. When comparing CTRL and
PGW (i.e., early- vs late-21st century event counts), no significant differences are apparent
for QLCSs (Figure 5.9.c) or Non-QLCSs (Figure 5.9.d).
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Figure 5.8: Summertime (June-August) spatial occurrence (mean per 40 x 40 km grid;
2001-2013) for (a) CTRL QLCSs, (b) OBS QLCSs, (c) CTRL Non-QLCSs, and (d) OBS
Non-QLCSs. Additionally, the percentage of MCSs that are QLCSs is illustrated for (e)
CTRL and (f) OBS. The Midwest CONUS, as defined by this study, is delineated by a black
outline.
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Figure 5.9: Summertime (June-August) spatial occurrence (mean per 40 x 40 km grid;
2001-2013) for (a) CTRL QLCSs, (b) OBS QLCSs, (c) CTRL Non-QLCSs, and (d) OBS
Non-QLCSs. Additionally, the percentage of MCSs that are QLCSs is illustrated for (e)
CTRL and (f) OBS. The Midwest CONUS, as defined by this study, is delineated by a black
outline.
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5.4

Discussion

QLCS counts in the Midwest are generally underestimated in CTRL compared to OBS,
whereas Non-QLCS events have similar counts in both datasets. These results suggest
that the negative bias in summertime CTRL MCS events in the Midwest (Prein et al.
2017a) is driven by the model generating too few QLCS events. As a result, the June,
July, and August negative precipitation bias in this region (Liu et al. 2017), as well as
disparities related to radar-derived reflectivity bins (Rasmussen et al. 2017) are likely owed
to this deficiency. Prein et al. (2017a) offer a number of reasons for these biases related to
CTRL MCSs, including: 1) failed upstream MCS initiation, 2) weaker large-scale forcing,
3) poor representation of soil-atmosphere interactions, and 4) a summertime dry bias. The
attribution of these biases to poor QLCS representation may offer additional insight into
this issue. QLCSs (bow echoes, leading line trailing stratiform, line echo wave patterns, etc.)
are not represented well in numerical simulations compared to other MCS subtypes (Snively
and Gallus 2014; Lawson and Gallus 2016), and their accurate representation in RCMs is
an area of ongoing research. For example, Lawson and Gallus (2016) found that WRF runs
failed to produce bow echoes in the majority of sensitivity tests, despite using many different
microphysics schemes and initial and lateral boundary condition perturbations. These events
typically begin as isolated convective cells that merge, grow upscale, and form surface cold
pools generated by the entrainment of dry mid-level air (Corfidi 2003; Keene and Schumacher
2013). New convective cells form on the leading edge of the cold pool, effectively sustaining
the system through reinforcing, complimentary, mechanisms (Rotunno et al. 1988; Coniglio
et al. 2012). This process can be inferred by a bowing line of convection in radar images
(Corfidi 2003; Lawson and Gallus 2016). Poor representation of cool pools or their in-situ
forcing may cause a variety of issues, including decreased longevity and weaker convective
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updrafts (Rotunno et al. 1988; Corfidi 2003). Additionally, composites of MCSs and their
environments in multi-year climate simulations show that MCSs can significantly influence
their large-scale environment (Yang et al. 2017), which can result in longer-lived events.
Since QLCSs make up the majority of summertime MCSs in the Midwest CONUS, it
is crucial for these events to be accurately represented in climate simulations, as they are
an important component of the hydroclimate over critical agricultural regions (Ashley et
al. 2003; Prein et al. 2017). Additionally, many QLCSs produce tornadoes, wind, hail,
and/or flooding in the Midwest CONUS (Trapp et al. 2005; Gallus et al. 2008; Smith et al.
2012), and future severe weather occurrence may be misrepresented if QLCS structures are
not accurately reproduced. Future work should: 1) examine additional long-term, convection-permitting, climate simulations to see if this issue is isolated or widespread; 2) examine
the long-term behavior of cold pools associated with summertime Midwest QLCS events;
and 3) explore the differences (if any) between how Non-QLCSs and QLCSs modify their
large-scale using synoptic-scale composites of events (e.g., Yang et al. 2017).

CHAPTER 6
CONCLUSIONS

This work first evaluated the ability of image processing and select machine learning
algorithms to identify midlatitude mesoscale convective systems (MCSs) in radar reflectivity
images for the conterminous United States. The process used in this study was comprised
of two parts: segmentation and classification. Segmentation was performed by identifying
contiguous or semi-contiguous regions of deep, moist convection that were organized on a
horizontal scale of at least 100 km. The second part, classification, was performed by first
compiling a database of thousands of precipitation clusters, and then subjectively assigning
each sample one of the following labels: 1) midlatitude MCS; 2) unorganized convective
cluster; 3) tropical system; 4) synoptic system; and 5) ground clutter and/or noise. The
attributes of each sample, along with their assigned label, were used to train three machine
learning algorithms: Random Forest, Gradient Boosting, and XGBoost. Results using a
testing dataset suggested that the algorithms can distinguish between MCS and non-MCS
samples with high specificity and sensitivity. Further, the trained algorithm predictions
were well-calibrated, allowing reliable probabilistic classification. The utility of this two-step
procedure was illustrated by generating spatial frequency maps of automatically identified
precipitation clusters that are stratified using various reflectivity and probabilistic prediction
thresholds. These results suggest that machine learning can add value by limiting the amount
of false-positive (non-MCS) samples that are not removed by segmentation alone.
Next, this work focused on MCS tracking and performance evaluation. Tracking was
completed through a two-step process using slice (snapshots of instantaneous MCS intensity)
data generated in Chapter 2. The first step was to perform spatiotemporal matching, which
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associates slices through temporally adjacent radar reflectivity images to generate swaths,
or storm tracks. When multiple slices were found to be matches, a difference-minimization
procedure is used to associate the most similar slice with the existing swath. Once this
step was completed, a second step combined swaths that were spatiotemporally nearby.
Tracking performance was assessed by calculating select metrics for all available swathbuilding perturbations to determine the most optimal approach in tracking. Frequency
maps and time series generated from the swaths suggest that the spatiotemporal occurrence
of these swaths is reasonable based on previous work. Further, these events exhibited a
diurnal cycle that is distinct from that of overall conterminous United States convection.
Finally, machine learning predictions were found to limit areas of high MCS frequency to
the central and eastern Great Plains.
Following the validation of the MCS segmentation, classification, and tracking approach,
this research applied this methodology to composite radar reflectivity mosaic images that
cover the contiguous United States (CONUS) and span an unprecedented study period of 22
years (1996-2017). These data afforded a novel assessment of the seasonal and inter-annual
variability of MCSs. Additionally, hourly precipitation data from 16 of those years (20022017) were used to systematically examine rainfall associated with radar-derived MCS events.
The attributes and occurrence of MCSs that pass over the CONUS domain, as well as five subregionsNorth Plains, High Plains, Corn Belt, Northeast, and Mid Southare also examined.
The results illustrated two preferred regions for MCS activity in the CONUS: 1) the Mid
South and Gulf Coast, and 2) the Central Plains and Midwest. MCS occurrence and MCS
rainfall displayed a marked seasonal cycle, with most of the regions experiencing these events
primarily during the warm season (May August). Additionally, MCS rainfall was responsible
for over 50% of annual and seasonal rainfall for many locations in the CONUS. Of particular
importance, the majority of warm-season rainfall for regions with high agricultural land
cover (Corn Belt) and important aquifer recharge properties (High Plains) was attributable to
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MCSs. These results confirm that MCSs are a significant aspect of the CONUS hydroclimate,
and understanding how these events may change between now and the late 21st century
should be a research priority.
Finally, this work assessed the utility and validity of using simulated radar reflectivity
to detect potential changes in linear and nonlinear mesoscale convective systems (MCS)
occurrence in the Midwest United States between the early and late 21st century using
convection-permitting climate simulation output. These data included a control run and a
pseudo-global warming run that was based on RCP 8.5. First, using a novel segmentation,
classification, and tracking procedure, MCS tracks were extracted from observed and simulated radar reflectivity. Next, a comparison between observed and the control run MCS
statistics was performed, which found a negative bias that agrees with previous work. Using
a convolutional neural network to perform probabilistic predictions, the MCS dataset was
further stratified into highly organized, quasi-linear convective systems (QLCSs)which can
include bow echoes, squall lines, and line echo wave patternsand generally less-organized,
Non-QLCS events. The morphologically stratified data revealed that the negative MCS bias
in this region is largely driven by too few QLCSs. Although comparisons between the control
run and a pseudo-global warming run suggested that all MCS events were less common in the
future (including QLCS and Non-QLCS events), these changes were not spatially significant,
whereas the biases between the control run and observations were spatially significant. A
discussion on the importance and challenges of simulating QLCSs in convection-permitting
climate model runs was provided. Finally, potential avenues of exploration were suggested
related to the aforementioned issues.
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