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DEDICATED TO THE MEMORY OF RICHARD BELLMAN 
This paper will demonstrate some results which start with a simple smoothing 
problem and lead to an unexpected result, a fast transform which has been of great 
use in a number of applications Although none of the results presented here are 
new, the development will illuminate some of the outstanding characteristics found 
in the work of Richard Bellman. In particular, we will see how dynamic program- 
ming has been used to derive results in fields far from that of its original control 
theory setting. 0 1986 Academic Press, Inc. 
1. INTRODUCTION 
In the works of Bellman we find the reocurrence of many problems. 
Often these problems appear simple but on closer examination each time 
the problem reappears it is used in a different way. Often the original 
problem is used to derive new results based on the power of the techniques 
originally developed. One example of this is application of dynamic 
programming to multidimensional problems such as those arising in partial 
differential equations and image processing. 
In 1966 Bellman suggested we look at the use of dynamic programming 
to solve multidimensional problems such as partial differential equations. 
Although these problems lacked some of the standard characteristics of 
control problems such as control variables, the fact that there was an 
equivalent minimization problem corresponding to the given partial dif- 
ferential equation gave us a starting point. We derived a number of techni- 
ques using both dynamic programming and invariant imbedding which 
provided stable numerical techniques for a large class of problems. In 
retrospect it is easy to see that these techniques were direct applications of 
the one dimensional results. At the time, the state of the art in computers 
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was such that these methods were at best computationally equivalent to 
many of the available techniques. However, recent advances in computer 
technology has made these methods far more attractive than before and 
allows them to be used for the solution of larger problems. 
An additional interesting development has been the emergence of many 
techniques based on computionally efficient algorithms such as the Fast 
Fourier Transform. One of these algorithms is the sine transform. Although 
this transform has found of great use in a number of areas such as image 
coding, it is interesting that it arises out of the analysis of the two dimen- 
sional dynamic programming methods. In this paper we will review this 
work and show how this unexpected transformation arose. We will present 
the results informally and without proof as all the proofs appear elsewhere. 
2. SMOOTHING AND PARTIAL DIFFERENTIAL EQUATIONS 
A very old problem which arises in a number of setting is the 
minimization of the functional 
J= i [(ui-u;~,)‘-2g,u,]. (1) 
r=l 
The usual assumption is that the boundary conditions u0 and u,v are given. 
One interpretation of this problem is that the {g, 1 are a set of data and the 
{rdi) are chosen to smoothly fit the data in the sense of the integral. Many 
classical smoothing problems are of only slightly different form. If the ( g, ) 
are absent then {ui> define a smooth curve with given endpoints. If we 
associate the difference ui - ui , with the standard approximation to the 
first derivative, then in the limit (1) becomes 
J= - 2g( x ) u( I ) dx. 
Again the boundary conditions on u are assumed given. The minimization 
of (2) subject to known boundary conditions yields a one dimensional ver- 
sion of Poisson’s equation 
d2u -= 
d-u2 g(-u ). 
(3) 
Problems such as that defined by (1) have been solved by dynamic 
programming and their solutions appear in a number of places [ 1, 21. 
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We consider the two dimensional version of this problem i.e., the 
minimization of the functional 
J= f 2 (Uij-Z4i,j-1)2 
i= 1 [ j=l 
(4) 
subject to the known boundary conditions that (uio}, {UiM}r {uOj}, uNj} 
are given, Without loss of generality we can consider the case without the 
presence of {gV}. Using the standard approximations to the first partial 
derivatives 
au 4X,Y)-4X-A,Y) 
ux=dxz A 
= 
UG- Ui- Ij 
A ’ (5) 
The solution of this problem is an approximation to the solution of 
Laplace’s equation 
24,. + uyy = 0, (6) 
subject to know; boundary conditions. 
The solution of this two dimensional minimization was accomplished via 
one of Bellman’s standard techniques. We converted the problem into one 
which had already been solved, namely (1). This was accomplished by 
defininig vector variables 
ui = bijl, 
gi= Cgijlv 
UiO, j=l 
ri= [rii] = uiM3 j=M-1 
0, otherwise, 
(7) 
and 
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Q = Cs!il = 
si = ufo + ufu. (8) 
We might note that an alternative approach could be derived by letting one 
of the spatial variables remain continuous. This would result in a dynamic 
programming solution as an alternative to the method of lines. However 
we chose to stick with the fully discrete problem and find a finite difference 
method. Using the above notation, (4) becomes the minimization of 
.I= f [uTQui - 2u’r, + s, 
1=I 
-2q~u,+(u,-ui-1)Thl-u, ,,] (9) 
subject to uO and uN being given. The solution of this problem by dynamic 
programming is now very simple. Defining 
- 2u,?r, + si - 2g,?u, 
where 
v=u&,. 
Then by the principle of optimality 
.fk (v) = min,, [u:Qu, - 2r:u, + sk 
,2g:u, + (Uk - V)T(Uk -v) 
+h+ I (%)I. 
(10) 
(11) 
A solution of this problem is simple since we can establish by induction 
that 
fk(v)=vTAkv-2b;v+c, (12) 
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and solve for the recurrence relations 
uk= [I+Q+Ak+,l~‘(V+bk+,+rk+gk), 
&=I- [I+Q+A,+,l, 
bk = [I- Akl(rk +gk + bk+ I), 
(13) 
whose initial conditions are 
A,=I, 
b,=u,. 
(14) 
These results appear in [3]. From a dynamic programming point of view 
these results were of interest on a number of grounds. One issue was the 
way in which causality was forced onto the problem. There has been much 
discussion in the systems and control literature on how this should be done 
c41. 
One way of interpreting the above results is to write all the equations as 
a single set of linear equations as 
This set is what we would have gotten by differentiating the original 
functional with respect to each of the internal values uij and setting each 
equation to zero. The equations derived by dynamic programming can be 
shown to be equivalent to the solution of this block tridiagonal system via 
Gaussian elimination [ 51. 
3. NUMERICAL ASPECTS 
At the time the use of the above results for the numerical solution of par- 
tial differential equations was very debatable. For a square grid (N= M), 
the number of operations to solve the linear equations in (15) without 
making any use of the structure would of course be O(N6). However, the 
tridiagonal elimination method and dynamic programming both reduce 
this to 0(N4). When these results first appeared they were noted to be 
equivalent to a number of techniques which had posed for the direct 
(noniterative) solutions of partial differential equations [3]. All of these 
methods suffered from the state of available computers and were not par- 
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titularly useful for anything but small problems. This was expecially true 
for constant coefficient equations where iterative methods were very effec- 
tive. However, for nonrectangular regions the dynamic programming 
approach had a number of advantages and the related invariant imbedding 
solution [3] could be used to avoid the two sweep numerical technique 
characteristic of all the direct methods. The methods proved general 
enough to be applied to a wide range of problems. These included higher- 
order problems, problems of distributed control and three dimensional 
problems. 
4. FAST TRANSFORMS AND ANALYSIS 
The Fast Fourier and related transforms have changed the way many 
problems are solved numericaly. This is expecially true of constant coef- 
ficient ordinary and partial differential equations. For the kinds of 
problems we are discussing here, we can start our development with the set 
of linear equations 
Au=b, (16) 
where A is an P x NZ block circulant matrix. It has been shown [6] that 
A is diagonalized by the matrix 
T=F@F, 
F= (171 
This result would be of little numerical interest if there were no Fast 
Fourier Transform algorithm. However using the FFT, for N a power of 2. 
the diagonalization of A can be accomplished with U(N’ log2 N) 
operations. Once the diagonalization has been achieved, the resulting 
independent equations can be solved with O(N’) operations and another 
FFT taken to get the solution. For problems such as image restoration, 
often the problem can be modeled as in (16) and thus large problems can 
be solved numerically. 
Unfortunately, the problem we started with is not quite of this form and 
we must treat is differently. Although we will find up with a very similar 
form, what we would like to emphasize is that the development followed a 
very different path. Our development starts with the problem of determin- 
ing the stability of the recurrence quations (13). The matrix Q determines 
the eigenvalues of the matrices Ai. This matrix has is important not only 
for our application but is also the matrix which determines the convergence 
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properties of many of the standard iterative methods such as relaxation 
techniques [7]. Its eigenvalues are well known to be 
4=2cos - 
[. I (N'Yl) . 
(18) 
When these results were first used only the eigenvalues were important 
since the issues concerned were stability and convergence. However, in the 
process of finding the eigenvalues, the diagonalizing matrix 
, (19) 
was also derived. This similarity transform could be used to reduced the 
equations (13) to diagonal equations which could be solved independently 
and their solution would be transformed back to the desired solution. 
Although this was noted at the time, there seemed to be no particular 
reason to prefer this technique. However, careful inspection of (19) shows 
this transform to actually be derivable from the Fourier Transform matrix 
(17). To do this we need only remember the Fourier transform is a com- 
plex to complex number transform. If we form complex numbers with zero 
real part and imaginary parts consisting of the values of u, then (19) is 
equivalent to the Fourier transform of these complex numbers. Thus this 
transform has been called the sine transform [9]. 
The use of this transform has been extensive. It has been expecially 
important in image coding [lo] and image restoration [ 111. Problems of 
multidimensional control are also amenable to this transform [12]. In all 
these problems the modeling of the underlying phsical process is of great 
importance. This is an entirely different situation than is usually encoun- 
tered in most applications of dynamic programming. A model which 
matches the statistical behavior of the process can be derived in such a way 
that the use of the sine transform reduces the problem to the solution of a 
lower number of decoupled problems. Once again we find techniques which 
were derived for entirely different kinds of problems provide powerful tools 
for new classes of problems. 
5. CONCLUSIONS 
Although we have presented no new results and have presented some old 
results very informally, we have tried to illustrate some of the perhaps 
overlooked power of Bellman’s approach to problems. We have seen that 
by reformulating the standard finite difference approach to the numerical 
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solution of elliptic equations in two dimensions, we were able to apply 
dynamic programming and find a stable numerical technique. By incor- 
porating the elements of the stability proof with the advent of Fast Fourier 
Transform algorithms we were able to derive competitive numerical techni- 
ques. These techniques have been successfully applied to a wide range of 
problems. 
One can view the chain of events which led to the final transform 
domain based methods as purely coincidental. If these results are coin- 
cidental, then it is certainly more likely they will arise out of powerful 
techniques and fresh ways of looking at problems. This is one of the 
greatest gifts we find in the works of Richard Bellman. 
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