Let X be a topological vector space, Y = IR n , n 2 IN, A a continuous linear map from X to Y , C X, B a convex set dense in C, and d 2 Y a data point. We derive conditions which guarantee that the set B \ A ?1 (d) is nonempty and dense in C \ A ?1 (d). Some applications to shape preserving interpolation and approximation are described.
Introduction
A typical framework suitable for studying shape preserving interpolation and approximation can be described as follows. Let X be a Banach space and let A be a linear map from X to Y = IR n , n 2 IN. If d is a vector in Y , called a data point, then the unconstrained interpolation problem associated with the spaces X; Y , and the operator A, can be formulated as Find x 2 X such that Ax = d:
(1) Usually, more than one solution exists, in which case one seeks a \best" solution based on predetermined criteria. For example, if k k is a (semi)norm on X, then an element x 0 2 X is sought such that kx 0 k = min x2X Ax=d kxk: (2) A popular example of this unconstrained variational problem represent the so-called thin plate splines introduced by Duchon in 1976 11] .
Unconstrained interpolation does not always provide satisfactory results. For instance, in the case of thin plate splines, if the data values d are positive (that is, if each of the components of d is positive), it is natural to require that the interpolant be nonnegative. However, it is known that general solutions to (2) do not satisfy this requirement 32] . Therefore, additional shape constraints are imposed. This means that if C is a subset of X, we seek a solution to the constrained interpolation problem Find x 2 C such that Ax = d: (3) Frequently, the set C is a closed convex cone e.g., a cone of nonnegative, monotone, or convex functions, or the intersection of a number of shifts of such cones. In case there are many solutions to (3), a possibility is to seek one of the constrained variational problem kx 0 k = min x2C Ax=d kxk: (4) In applications, a solution to (3) or (4) is often considered under the additional condition that it belong to a subspace S of X.
Clearly, a necessary condition for the existence of a solution to (4) is that the data point d In order to formulate the objectives of this paper, we make the following assumptions. The symbol X will denote a real topological vector space. In the applications we have in mind, X is usually an in nite dimensional function space, e.g., a space of continuous functions, or a Sobolev space. A will stand for a continuous linear map from X to a nite dimensional space Y = IR n ; n 2 IN (equipped with the usual topology). Let d 2 Y . Since fdg is closed in Y , the set A ?1 (d) is a closed a ne subspace of X. C will denote a nonvoid set in X de ning desired shape properties. Finally, A C] := fAx : x 2 Cg Y will designate the set of all admissible data points, called the data set.
With this notation, a shape preserving interpolation operator I : A C] ! C, can be viewed as a selection for the set-valued mapping A C] ! 2 C : d 7 ! C \A ?1 (d). This selection is usually based on a minimization of a suitable (quadratic) functional, such as (4) . We point out, that this problem is closely related to the so-called variational inequalities 15, 21] . Special cases have been analyzed e.g., in 5, 6, 9, 23, 33] , where, among other things, conditions have been derived guaranteeing the existence of a solution.
A typical assumption considered in the literature on shape preserving interpolation is the admissibility of the data. The question of the characterization of the admissibility, which we address here, seems to have attracted less attention. In particular, our aim in this paper is to study the problem of the existence of shape preserving interpolants in the case where the set C is replaced by a convex subset B of C. In this case, the shape preserving interpolation problem is to nd an element x from X such that x 2 B \ A ?1 (d):
Usually, the set B is given as the intersection of C with a linear subspace S of X e.g., a space of (piecewise) polynomials, a space of functions of certain smoothness, or a nite dimensional space as a result of discretization of the problem (4). Alternatively, B could represent a set of elements which are strictly contained in C, in some sense. For example, B could be the set of strictly convex or strongly convex functions (see Section 4.2). If d is an admissible data point i.e., if d admits interpolation from C, it does not necessarily admit interpolation from B.
In this general setting, the problem has been studied by, among others, Wong 33 Wong. In particular, we will dispose of the restriction that X is a Banach space and that C has a nonempty interior. We also consider the special case that S is nite dimensional. The results are then illustrated in a number of examples of shape preserving interpolation and approximation for which the considerations of Wong do not apply. In fact, many results on shape preserving interpolation and approximation obtained previously by other means follow as simple consequences from the presented unifying approach. A rst version of this paper appeared in 25].
Interpolation and simultaneous approximation from dense sets
In this section we derive su cient conditions which guarantee that elements f in C can be interpolated and simultaneously approximated by elements from the set B, provided B is convex and dense in C. Since we will be interested in interpolating data from A C], assuming surjectivity of A i.e., setting Y = A X], will not be a restriction for our purposes. For a set M Y , the symbol ri(M) will denote its relative interior i.e., the interior of M in a (M), the a ne hull of M. In the following we say that B is dense in C if B C cl(B), where cl(B) is the closure of B. The second part of the assertion follows from the fact that every nonempty convex set in a nite dimensional space has a nonempty relative interior ( 30] , p. 89).
The above theorem can be improved in the sense that elements of C corresponding to interior data points can be simultaneously approximated by elements from B. We rst need the following Lemma 2 Let ' be a continuous linear functional on X, and let B be a dense convex subset of C X. Suppose r 2 ri(' C]). Then B \ ' ?1 (r) is dense in C \ ' ?1 (r). We proceed by induction on n, the dimension of Y . The proof for n = 1 follows from Lemma 2 by setting r = d. As for the induction step, let E be a linear map and ' a linear functional de ned for x 2 X by Ex = (r 1 ; : : :; r n ) and '(x) = r n+1 , respectively, whenever Ax = (r 1 ; : : :; r n ; r n+1 ) 2 IR n+1 . Clearly, since A is continuous, so are E and '. Let spaces. However, even if the interior of C is empty, the set C might still admit interpolation from C \S (examples of such cases will be discussed later in Section 4). In Theorem 1, a weaker condition has been used, namely that d should be an interior data point. This turns out to be a natural requirement in other situations. For instance, it has been pointed out in 5] that the condition on the data imposed by Micchelli and Utreras 23] in connection with the problem of existence and uniqueness of solutions to certain constrained variational problems is equivalent to d being an interior data point. Remark 5 Corollary 7 can be reformulated as follows. Whenever there exists an admissible data point which cannot be interpolated by elements from B, then necessarily there also exists an interior data point which cannot be interpolated from this set. This fact is illustrated in Theorems 10 and 15 below. However, the assertions of Theorem 6 and Corollary 7 do not generally hold if S is a nonlinear nite dimensional manifold in X. This explains why rational splines, splines with variable knots, exponential splines, and various other types of nonlinear splines are usually better suited for shape preserving interpolation. We refer the reader to 16, 29] for an overview and references on shape preserving methods based on such splines. Another example are the algebraic curves and surfaces, which can interpolate and approximate convex data 17, 22] . Similarly, this is also the case with the (nonlinear) space of parametric geometrically smooth (G 1 ) piecewise quadratic planar curves, which can be used for convexity preserving interpolation. 
Examples
In the sequel a number of examples will be given illustrating the ideas of the previous sections.
The presented examples are nontrivial in the sense that the set C has empty interior. We rst establish some notation. We shall assume that is a subset of IR s ; s 2 IN. C k ( ); k 2 ZZ + will denote the space of all functions continuously di erentiable in up to order k. k ( ) := fp(x) = 
Interpolation and approximation by monotone polynomials
A continuous function f 2 C( ), a compact subset of IR s , is nondecreasing (increasing) if f(x) f(y) (f(x) < f(y)) whenever y ? x 2 IR s + nf0g; x; y 2 . The cone of all nondecreasing continuous functions in is denoted by mon(C( )). Let a x To extend Theorems 9 and 10, we also need to prove the following. Let D := fx 1 ; : : :; x n g be a set of distinct data sites. The data f 1 ; : : :; f n corresponding to the data sites are nondecreasing i.e., whenever x j ? x i 2 IR s + then f i f j , i; j = 1; : : :; n, if and only if there exists a function f 2 mon(C( )) interpolating the data. We only sketch the proof of this observation. Obviously, if f 2 mon(C( )) then the data f(x 1 ); : : :; f(x n ) are nondecreasing by de nition. The proof in the opposite direction is based on the following fact. Let f 1 ; : : :; f n be nondecreasing data and let x n+1 2 IR s . Then it is possible to nd f n+1 We conclude that in the multivariate case, in addition to the requirement n 3 in Theorem 10, it should also be assumed that there exist at least two data sites x i ; x j in D such that x j ? x i 2 IR s + .
Interpolation and approximation by convex polynomials
In the following we consider interpolation and approximation of continuous functions by convex The expression (9) is nonnegative since f D is convex and since m is nonnegative for all m 2 IN. Thus f D;m is convex, and hence the assertion follows.
Lemma 13 The polynomials from conv( ( )) are dense (in C 1 ( )) in conv(E( )).
Proof. Let f 2 conv(E( )). Since strongly convex functions from conv(E( )) are dense in conv(E( )), we can assume that f is strongly convex. The truncated Taylor series expansions of an analytic function and all its derivatives are known to converge to this function and its derivatives uniformly on every compact set. Therefore, the Hessian determinant and all its minors, viewed as analytic functions of x, of the truncated Taylor series of f also converge uniformly on any compact set to the Hessian determinant and its minors of f. However, by the assumption of strong convexity of f, the Hessian matrix is positive de nite in i.e., the Hessian determinant of f and its principal minors are positive (analytic) functions in . This means, however, that the sequence of the Taylor polynomials of f contains a subsequence of convex polynomials (in fact, strongly convex) in . Theorem 14 Let s = 1 or 2 and let f 2 conv(C( )) be strictly convex and let D = fx i g n i=1 ; n 2 IN be a nite set of distinct data sites in . Then there exists a polynomial p 2 conv( ( )) which interpolates f at D. Moreover, the set of all such interpolating convex polynomials contains a sequence converging uniformly to f.
Proof. Since f is strictly convex, the data vector d = fj D is an interior data point. Therefore, by the density of B in C, an application of Theorems 1 and 3 nishes the proof.
Just as in the case of monotone polynomials, for convex polynomials it is not possible to specify the degree of the polynomials in advance. In fact, to prove this we do not need to restrict to polynomials, since in the case of convexity preservation a more general assertion holds (cf. Theorem 10). easily be proved using our approach. Finally, in 2] the existence of a strictly convex interpolant has been proved. This re nement is easily deduced by replacing the set conv( ( )) with the subset of all strictly convex, or even strongly convex polynomials. This replacement is possible since both of these subsets are dense in conv( ( )).
Remark 11 There seems to be some ambiguity in the literature on bivariate convex interpolation concerning the characterization of strictly convex data. As mentioned above, it is known that the data are convex if and only if there exists a corresponding convex triangulation. It now makes sense to de ne two cones of \strictly convex data". (1) The rst possibility is to consider the cones of data which are convex with respect to a xed triangulation. The union of the interiors of these cones consists of convex data for which no adjacent faces of the corresponding convex piecewise linear interpolant are coplanar (or no four data points are coplanar). This has been done e.g., in 1] and 3]. (2) An alternative is to consider the cone A C], i.e., the set of data points for which there exists a convex triangulation. In this case it is easily shown that the interior of this cone, considered in 2] and 24], consists of all data for which the corresponding convex piecewise linear interpolant has a strictly supporting plane at each data point. It is obvious that strictly convex functions give rise to strictly convex data. Note that this is not true in the rst case. We point out here that Lemma 3.1 and its proof in 1] hold for data which are strictly convex in the second sense. 
Interpolation to the vertices of a polyhedron
In 17], the following fact was shown by constructive means. For any bounded convex polyhedron in IR 3 , there is an in nite number of convex interpolating surfaces through the edges of the polyhedron which are G 2 continuous everywhere except at the vertices. Using our results one can prove the existence of a C 1 surface passing through the vertices of the polyhedron (but not necessarily through its edges). We only sketch the idea of the proof, which is similar to the one of Theorem 14.
After an appropriate translation, a bounded convex polyhedron can be viewed as a continuous spherical convex function i.e., a continuous positive function f on , the unit sphere in IR 3 , which represents a convex star-like surface in IR 3 . This surface is de ned as the set of all points of the form f(x)x; x 2 . Just as in the planar case, the set of spherical convex functions is a convex cone. Thus the above problem can be reformulated as: Let f be a spherical convex function and let D = fx 1 ; : : :; x n g be a set of discrete data sites located on such that the data points f(x i )x i ; i = 1; : : :; n, are strictly convex i.e., such that they are extreme points of their convex hull. Then there exists a C 1 convex spherical function, interpolating f at D. In fact, as in Section 4.2, one can show that such interpolating functions can also approximate f. Finally, we note that some constructive methods for smooth convexity preserving interpolation can be found in 12, 14].
Interpolation with constrained length
Suppose we want to nd a curve f(x; f(x)); x 2 a; b]g, corresponding to a real-valued function f from a space S C 1 a; b], interpolating one dimensional positional data f 1 ; : : :; f n at data sites a = x 1 < : : : < x n = b, n 3. In addition we require that the lengths of this curve between each two consecutive data points be equal to some prescribed (compatible) values`1; : : :;`n ?1 . In 8], it has been stated that this may not always be possible. In particular, if S is nite dimensional, then one can nd strictly admissible data values f 1 ; : : :; f n ;`1; : : :;`n ?1 for which such interpolating function f does not exist.
To sketch the proof of this statement, we employ the following notation. Let X be the space of functions continuous on a; b] and continuously di erentiable on each subinterval (x i ; x i+1 ); i = 1; : : :; n ? 1 which nishes the proof. The above example is interesting in that the interpolation conditions on the length of the curve have been conveniently included in the de nition of the set C rather than the de nition of the operator A. Otherwise, it would be necessary to consider a nonlinear operator A, for which our theory, as yet, does not apply. Finally, this approach does not seem to make it possible to prove an analog of Theorems 9 and 14. For this, an extension of the theory to a nonlinear setting is needed.
