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Abstract
In ultrafast molecular sciences, short laser pulses are used to initiate and interro-
gate chemical and physical phenomena. This thesis presents simulations on different
molecular examples within this framework, where the specific goal ranges from the de-
sign of ultrafast experiments, over their interpretation and to feasibility assessments
for future applications. Additionally, simulation protocols are developed to consider
the influence of complex environments on the studied processes, as this is essential
for the aspired experimental connection and often very challenging.
The first topic deals with the initiation of a synthetically relevant reaction with
shaped laser pulses. The model system is a methyl transfer between cyclohexanone
and trimethylaluminium, which includes a carbon-carbon bond formation as the key
step in many pharmaceutical syntheses. The surrounding molecules of the chemical
solution are found to considerably affect the one-dimensional model reaction coor-
dinate describing the methyl transfer. Quantum control studies are performed by
optimizing laser pulses, selectively steering a nuclear wavepacket toward the methyl
transfer pathway. A simulation protocol based on multi-target Optimal Control The-
ory is employed to overcome the environmental complexities and excite the molecules
in various different static solvent cages simultaneously. In combination with statis-
tical estimates, it is found that theoretically the population yield in the target level
can be considerable. Going beyond the static inclusion of solvent cages, the temporal
evolution of the environmental influence is revealed along five different classical tra-
jectories of 2.5 picoseconds each. The affected vibrational levels of the target molecule
are found to fluctuate on the femtosecond time scale, i.e. the environmental influence
can switch between extreme cases several times during the time where the controlling
laser pulse is active. Optimized laser pulses can also be efficient in scenarios which
they were not optimized for, which has several implications for practical applications.
The second topic revolves around photoexcited phenomena in nucleic acids. The
RNA-nucleobase uracil is investigated with respect to its photostability. One reason
for the canonical nucleobases being extraordinarily stable towards UV absorption is
their ultrafast relaxation back to the electronic ground state. Besides presenting the
first full quantum dynamical simulations on this process for uracil, quantum con-
trol optimizations are used to trap the wave packet and prevent relaxation. This
artificially prepares the elusive state which can be a precursor for photodamage, as
delayed relaxation has been directly connected with the formation of harmful lesions
before. The optimized laser pulse is surprisingly smooth and within the accessibil-
ity of modern experimental setups, which renders this study a tangible instruction
for possible spectroscopic experiments. Besides the artificial trap on isolated uracil,
wavepacket simulations within its natural RNA environment reveal that this influence
can also lead to trapping in the photoexcited state. Sampling over 10 different neigh-
boring base sequences and a total of 275 environmental snapshots, this mechanism
is found to be base-independent.
In this connection, the third study goes from the formation of photodamage to its
repair. An experimentally observed repair mechanism of the frequently occurring cy-
clobutane pyrimidine dimer — formed by two thymines in DNA — is investigated with
quantum chemistry. The excited states of the neighboring guanine adenine sequence
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are characterized to distinguish between local and charge transfer excitation, validat-
ing the initial step of the experimentally suggested mechanism.
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Introduction
The interaction between light and molecular quantum systems is a fundamental
scheme in nature. Elementary steps of photosynthesis [1–4], vision [5–7], vitamin D
synthesis [8] and the formation of photolesions in the genetic code [9–13] are trig-
gered by sunlight. In ultrafast molecular sciences, artificial light sources in the form
of short laser pulses are used to initiate and interrogate these processes in a labo-
ratory environment and on their intrinsic timescale from picoseconds to attoseconds.
Groundbreaking for this approach were the works of Ahmed Zewail, pioneering the
field of time-resolved femtosecond spectroscopy [14–16], which allowed to directly
monitor molecular wavepackets (WPs) in real-time. Numerous experimental efforts
since then have constantly increased the capabilities of pulse generation and created
more sophisticated spectroscopic techniques to access ever shorter timescales and
better spatial resolution, while still having the same goal: Tracing nuclear (and nowa-
days even electronic [17–19]) WPs to explain light-induced processes with unprece-
dented resolution and detail and discover new chemistry and physics. Beyond the
pure observation of ultrafast phenomena, the invention of femtosecond pulse shapers
[20] opened the possibility to control them. Combined with feedback-driven optimiza-
tion setups, this opened the field of quantum optimal control (QOC) [21–24], where
molecular WPs are specifically prepared. A multitude of impactful control aims have
been reached experimentally: Bonds were cleaved selectively in two different iron
complexes [25], the energy flow in the light-harvesting complex LH2 was optimized
[26], the cis-trans photoisomerization in a solvated dye-molecule was switched on and
off [27], and the primary step of vision — isomerization of retinal — was controlled in
the protein bacteriorhodopsin [28], to name a few highlights.
Bond cleavage and isomerization are not only occurring naturally, but constitute
common elementary steps in the preparation of organic and pharmaceutically rele-
vant molecules. It has thus always been a highly ambitious goal of QOC to make
its entry into applied chemical synthesis. With modern synthetic routes becoming
increasingly complex [29–31], finding efficient shortcuts by precise steering of nu-
clear motion is very promising. Several light-based approaches indeed were success-
fully implemented in contemporary chemical laboratories, like initiating biomimetic
synthesis with the irradiation of reptile lamps [32], visible light and ultraviolet (UV)
organic photocatalysis [33] or the incorporation of photoswitchable units into bioac-
tive compounds [34, 35]. Recently, infrared (IR) laser irradiation tuned to a carbonyl
vibration was reported to accelerate a bimolecular ground-state reaction leading to
urethane formation [36]. However, optical control in the spirit of feedback-driven
pulse tailoring to coherently steer nuclear motion has not found a notable degree of
application in chemical synthesis yet.
Be it WP observation or controlled preparation in different domains and varieties,
theoretical studies very often accompanied, explained and inspired these experimen-
tal advances. For example, two-dimensional vibrational Raman spectroscopy [37,
38] and the pump-dump scheme for coherent control [39, 40] were first proposed
theoretically and put to practice in many experiments afterwards, and theoretical as-
sessments of the possibilities and limits in QOC [21, 41, 42] are among the most
highly cited works in their community. The basis for theoretical studies of this kind
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are WP simulations, i.e. molecular quantum dynamics (QD). They usually revolve
around solving the time-dependent Schrödinger equation (TDSE) in some way, and
interpreting the time evolution of the propagated nuclear WP to draw conclusions
about the quantum behavior of the system at hand. A very general and straight-
forward implementation of QD simulations is the dynamic fourier method (DFM) [43–
45], which uses a discretized spatial representation of nuclear WPs on ab-initio elec-
tronic potential energy surfaces (PESs). The quantum character of the nuclear motion
is fully included, and describing the system as a matter wave allows for an accu-
rate simulation of the interaction with light waves, and thus light-induced dynamics.
Coherent phenomena like optical quantum control [39, 46–48] or the non-adiabatic
population transfer through conical intersections (CoIns) [49–51] — a process deter-
mining the outcome of virtually all photochemistry — can be conveniently simulated.
This framework is restricted to a small number of spatial degrees of freedom however,
as the computational cost scales O(nlogn) with the number of grid points n, which ex-
ponentially scale with the number of coordinates. For molecular systems with chem-
ical and biological applications, the number of included degrees of freedom has to be
reduced, which usually constitutes the biggest approximation in DFM simulations.
Coordinate reduction can be achieved by chemical intuition [52] or automated proce-
dures [53, 54], where usually much time and effort needs to be spent for the search
and verification of coordinates.
Performing WP simulations in the DFM framework requires an ab-initio evaluation
of the electronic PES in the chosen coordinate space. This is done using the methods
of quantum chemistry (QC). There exist different frameworks and flavors to solve the
time-independent electronic structure problem for molecular systems, mainly based
on either Kohn-Sham density functional theory (DFT) [55, 56] or on wavefunction (WF)
approaches [57]. Both frameworks offer the possibility to compute electronically ex-
cited states, either through the cost-efficient time-dependent density functional the-
ory (TDDFT) [58–60] or various WF based formalisms like complete active space self
consistent field (CASSCF) [61] and complete active space second-order perturbation
theory (CASPT2) [62–64], second-order algebraic diagrammatic construction (ADC2)
[65, 66], configuration interaction (CI) [67] or the coupled-cluster (CC) family [68–70],
to name the most prominent ones. The computation of excited states is essential
for photochemical and -physical processes triggered with visible and UV wavelengths,
as these are usually resonant to the lowest-lying symmetry-allowed electronic transi-
tions. Both for ground- and excited state calculations, each method combined with
a chosen basis set offers a specific trade-off between computational accuracy and
cost and is suitable for different molecular scenarios. Before starting QD simulations,
usually a considerable amount of time is invested in benchmarking and characteriz-
ing different methods for the specific molecular problem at hand in order to optimize
the accuracy to cost ratio and ensure methodological validity.
Since ultrafast processes like the ones described above, and as they will be pre-
sented within this thesis, often happen in some kind of environment. Be it the native
ribonucleic acid (RNA) strand for the formation of nucleobase photolesions or the sol-
vent environment in chemical synthesis, it is desirable to include these effects in the
QD simulation. One way for environmental effects to be included is via the ab-initio
PES on which the nuclear WP evolves. For all QC methods mentioned above, there
exists the possibility to consider the influence of the environment on the electronic
structure in different levels of sophistication, and this issue is still subject to exten-
sive method development. The most accessible models are electrostatic continua, like
the frequently used polarizable contiuum model (PCM) and conducter-like screening
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model (COSMO). The solute is placed in an electrostatic cavity with a dielectric con-
stant according to the specific solvent. Continuum-type approaches were also used
directly during a WP propagation. In Ref. [71], a frictional force was employed along
a photochemical dissociation coordinate to slow down the WP. This represented the
steric hindrance which the dissociating molecular moieties experience due to the sol-
vent cage.
A broadly applicable explicit scheme for environmental effects was enabled with the
advent of the quantum mechanics/molecular mechanics (QM/MM) method [72–75].
Here, the system is divided into two domains, which are treated on different levels
of theory. The high-level unit, performing the process of interest (for example the
reactant molecule(s) in a chemical reaction), is treated fully quantum mechanically,
while the explicit environment is represented by point masses and charges according
to the classical schemes of molecular mechanics (MM). Making the approximation of
a static environment, WP simulations can be performed on QM/MM PESs to model
the time-evolution of a molecular system within its native and explicitly included
surrounding, being called the quantum dynamics/molecular dynamics (QD/MD) ap-
proach [76]. This approximation is especially valid for ultrafast processes, where the
relevant dynamics usually happen within femtoseconds or few picoseconds, a time-
scale too short for the environment to adapt. Past and recent advances also reported
the implementation of a coupled QD/MD propagation, where the interaction between
quantum and classical system is included in an Ehrenfest fashion and both domains
are propagated simultaneously [77–81].
The overview of topics and methods given up until now sets the stage and context for
the studies which are presented within this thesis. After a concise description of the
simulation protocols which were used throughout this thesis in chapter 1, chapter 2
deals with the quantum control of a methyl group transfer including carbon-carbon
formation in an organic molecule. This chemical reaction is representative for ele-
mentary steps in the synthesis of pharmaceutically applicable molecules. A protocol
to explicitly include the effects of a solvent environment in coherent control simu-
lations is presented. The arising complexities in the thermodynamic ensemble are
explored to identify the reasons due to which quantum control has not been able to
enter chemical synthesis up until now, and whether they can possibly be overcome.
In chapter 3, the photostability of the RNA nucleobase uracil after UV excitation is
explored. Quantum control simulations are presented which demonstrate how to ef-
ficiently trap the WP in the otherwise elusive excited state, a scenario which is often
connected with the formation of photolesions [82–84]. This study closely connects
to gas phase experiments in the photorelaxation of nucleobases [85], where ultrafast
spectroscopy is used to investigate the excited state lifetimes and the photorelaxation
pathways of nucleobases. With the possible artificial preparation of a precursor state
of photolesions, the investigation of photodamage pathways in the genetic code could
be pushed forward. Since uracil in its natural environment is incorporated in an RNA
strand and surrounded by water, QD simulations according to the QD/MD scheme
were performed and are presented in chapter 3.2. The trap of the WP which was
artificially created with shaped laser pulses in chapter 3.1 now occurs due to envi-
ronmental effects in some configurations. The photostability of uracil was investigated
in several neighboring base configurations, aiming at obtaining a representative sta-
tistical picture on one hand and breaking down the effects to specific base sequences
on the other hand.
In addition to causing photolesions, UV light was also found to initiate the re-
pair of known photolesions like the cyclobutane pyrimidine dimer (CPD) lesion in
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deoxyribonucleic acid (DNA) [86]. In this context, excited state QM/MM calculations
of the experimentally used base sequence were performed and are presented in chap-
ter 5. The goal is to identify the character of the initially addressed excited state and
investigate the first step of the repair mechanism, which is assumed to be an elec-
tron transfer from the adjacent guanine adenine sequence to the CPD unit. Since all
nucleobases in nucleic acids absorb UV light in the same energetic region, it is hard
to experimentally disentangle the various contributions and properly characterize the
electronic structure of the excited state, and excited state simulations can be a useful
tool to help experiments in identifying the correct ultrafast mechanism.
Lastly, chapter 4 contains a perspective on how the presented results may influ-
ence the field of QOC and assist it in finding new powerful applications. It is mainly
based on the publications presented in chapters 2.1 and 3.1, and aims at explain-
ing them to a broader chemical and physical audience with the clear mindset on not
only summarizing past or recent advances, but illustrating their implications for the
future.
Chapter 1.
Methodology Outline
In chapters 2, 3 and 5, the detailed methodology used to perform the respective stud-
ies is described in the reprinted publications. While there are differences in the spe-
cific steps to include the atomistic environments, all studies take place in the same
simulation framework. It is thus useful to sketch the general procedure here and
state the differences in the respective chapters. The general aim is to perform QD
simulations and optimal control theory (OCT) optimizations on ab-initio PESs includ-
ing the atomistic environment, and a flowchart of the necessary steps to set up these
simulations is given in Figure 1.1. The final goal is to solve the TDSE, which in its
general form reads
i~
∂
∂t
ψ = Ĥψ, (1.1)
and contains the Hamiltonian Ĥ, the reduced Planck-constant ~, the system’s WF ψ
and the time t. In the context of this work, the TDSE with the specific terms in Ĥ
reads
i~
∂
∂t
ψS =
[
T̂q + V̂
ES
tot (R
S
q , R
E)− ε(t)µ̂q
]
ψS . (1.2)
The nuclear wave packet of the molecular system of interest is represented by ψS, T̂q
is the kinetic energy operator in reduced dimensions q, ε(t) notes the laser field and
µ̂q is the dipole operator along the reduced coordinates. The operator V̂ EStot (R
S
q , R
E)
is the total PES, which depends on the nuclear positions RSq of the system. This is
also the term where the atomistic environment enters the simulation, as the potential
operator also depends on the nuclear positions RE of the atomistic environment. In
the first study in chapter 2.1, the system will be propagated in frozen solvent cages,
decoupling the movement of system and environment and thereby RE being time-
independent. In chapter 2.2, the atomistic environment changes during the quantum
dynamical propagation, making the potential operator time-dependent and thus not-
ing V̂ EStot (R
S
q , R
E(t)). The necessary steps to obtain all terms in equation (1.2) are briefly
discussed in the following.
1. Coordinate reduction
WP simulations according to the TDSE in the DFM framework are only feasible in
few dimensions due to the number of grid points scaling exponentially. Synthetically
or biologically relevant molecules however usually exhibit well above 10 degrees of
freedom (3N-6 for non-linear molecules with N being the number of atoms). A full-
dimensional QD simulation of the chemical reactant in chapter 2 would thus require
84 dimensions, and for uracil 27 dimensions respectively, both being way above the
accessibility of modern computational architectures. Discarding all but few degrees of
freedom is necessarily an approximation, and as it usually is the biggest one in DFM
based simulations, significant care has to be taken. Simulating ultrafast phenomena,
this approximation is often justifiable however, since the process is often completed
within femto- or picoseconds, i.e. before internal vibrational relaxation to different
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Coordinate reduction
Grid construction
sample
environmental
configurations
wavepacket
propagation
Laser pulse
optimization
Set up kinetic
energy operator 
compute PES 
choose initial WF
Figure 1.1.: Flowchart of the methodology used in the studies throughout this thesis,
enabling to simulate WP evolution and their control in explicit chemi-
cal and biological. The QD simulations are performed on spatial grids
using reduced reactive coordinates, where the environmental influence
enters the Hamiltonian through the potential energy operator. Different
approaches to realize this are described in the present and other chapters
of this thesis.
molecular modes can take place. Thus, only few reactive modes are important for
the description of a specific process. This especially holds true for laser-induced
processes, as the WP is started with a specific carrier frequency and the participat-
ing degrees of freedom can be anticipated reasonably. For example, if the targeted
molecule contains a carbonyl group and the wavelength of the laser pulse is resonant
with it, it is mandatory to include the carbonyl vibration dimension in the QD sim-
ulation. Coherent coupling to other modes can take place in these processes, which
makes it also mandatory to include the according degrees of freedom. It is also possi-
ble to combine several normal modes within a single molecular displacement vector, a
concept being known as reactive coordinates, which have proven to be able to produce
physically meaningful results [52]. As an instructive example, a reactive coordinate
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can for example be represented by the intrinsic reaction coordinate (IRC) [87, 88]
of a chemical reaction, which is a minimum energy path connecting the molecular
structures of reactant, transition state and product. In this spirit, the first approach
in coordinate reduction — manual selection — is based on chemical intuition and
possible a priori knowledge gained through preparatory studies. Coordinate reduc-
tion for the presented studies in this thesis was performed by manual selection. The
one-dimensional IRC was used for the chemical reaction in chapter 2, and uracil was
reduced to a two-dimensional reactive coordinate space using molecular structures
which were identified to play a major role during the photorelaxation process [89, 90].
Recent advances also devised automated procedures for coordinate reduction using
more quantifiable criteria. Coordinates were generated from semiclassical trajectories
[53], by dividing the IRC into two or three dimensions [53], and even through the
usage of machine learning techniques [54].
Beyond the DFM, there exist more approximate approaches to solving the TDSE
allowing for more degrees of freedom. A prominent and commonly used example are
different formulations of the multi-configuration time-dependent Hartree (MCTDH)
[91], enabling the inclusion of few dozens of degrees of freedom. It works well in cases
where the system’s Hamiltonian is expandable in a normal mode fashion [92, 93], but
is less applicable when the system’s PES resembles non-benign structures regarding
this expansion, or if there is strong correlation between the degrees of freedom [94].
This can often be the case in laser-induced reactive processes as they are investigated
within this thesis.
2. Grid construction
Once coordinates have been selected, a spatial grid is constructed by choosing the
minimum and maximum values of structural displacement along the coordinate vec-
tors, and a sufficient amount of grid points for the spatial representation of the WP.
While it is desirable to keep the grid point density as low as possible for reasons of
computational cost, the Nyquist-Shannon sampling theorem sets a lower bound to
this [95, 96]. The maximum range in momentum space is connected to the amount of
grid points in each separate dimension, so while for uracil — consisting only of rela-
tively light atoms — 128 grid points in both dimensions were sufficient, the simulation
of molecules consisting of heavier atoms requires more grid points (e.g. 1536×2048
grid points for a molecule containing bromine in Ref. [97]).
3. Kinetic energy operator
The kinetic energy operator in a full-dimensional Cartesian coordinate space x reads
T̂x = −
~
2
3N∑
i=1
1
mi
∂2
∂x2
, (1.3)
with the masses mi of each atom i. A convenient way to transform it into arbitrary
coordinates q is given by the Wilson G-Matrix formalism [98–100]. As it offers a very
general transformation instruction, it is also suited for the case of reactive coordi-
nates. The detailed implementation therefor is laid out in Refs. [101] and yields the
following expression for the kinetic energy operator T̂q in reactive coordinates:
T̂q ' −
~
2
M∑
r=1
M∑
s=1
∂
∂qr
[
Grs
∂
∂qs
]
. (1.4)
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The G-Matrix is conveniently accessible by computation of its inverse elements [102]
(
G−1
)
rs
=
3N∑
i=1
mi
∂xi
∂qr
∂xi
∂qs
, (1.5)
i.e. using finite differences with a displacement of the molecular structure along the
coordinates q. In contrast to T̂x, T̂q contains cross partial derivatives of two coordi-
nates r and s, originating from non-orthogonal connections of Cartesian components
and representing a kinetic coupling between the coordinates r and s. In this formu-
lation, it is mandatory to satisfy the Eckart conditions [103], which separate internal
degrees of freedom from the external rotational and translational ones. This ensures
that the coordinate transformation is unique and thus reversible, which keeps the
G-Matrix invertible. An implementation on how to perform this separation is given in
Refs. [104, 105].
For the studies on uracil presented in chapter 3, the two-dimensional coordinate
space consists of two linear coordinates, which makes the computation of Grs simple
as the diagonal and off-diagonal entries do not change along the particular coordi-
nates. For the non-linear IRC used in chapter 2, Grs is position dependent and the
inverse elements were calculated separately at each grid point.
4. Sample environmental configuration
In order to draw meaningful conclusions about ultrafast processes in environment,
the effect of a thermodynamic ensemble on the quantum system has to be sampled.
This means that in the framework of the QD/MD approach, where the time evolu-
tion of a molecular WP is simulated within its microscopic solvent cage, this has to
be done not only for one configuration, but for an ensemble of configurations until
some degree of convergence is reached. In connection with equation (1.2), multiple
propagations must be performed, each one with different atomic positions RE of the
environment and thus a different potential energy operator V̂ EStot (R
S
q , R
E). The thermo-
dynamic configuration space of the environment is sampled using classical molecular
dynamics (MD) simulations, where the individual atoms are represented by point
masses and charges, and the time evolution occurs according to Newton’s equations
of motion. The forces determining the movement are calculated using so-called force
fields, which define the bonding and non-bonding interactions for each type of atom.
Force fields usually apply to a rather specific type of problem, where the parameters
for these classical interactions are derived e.g. from extensive QC studies. In case of
the studies presented in chapter 2 the OPLS-AA force field [106] was used, which was
optimized for organic solutions of typical solvents like tetrahydrofurane (THF). For
the biologic RNA/water environment in chapter 3.2, a combination of two force fields
was used. The AMBER14SB force field [107–110] was employed to simulate the RNA
strand, while the interactions with water occurred according to TIP3P [111].
Since the quantum WP evolution of the solute will be simulated later according
to the TDSE, its geometry is frozen during the classical MD propagation. This will
slightly influence the interactions with the environment and affect the trajectory, but
ensures comparability since all WP propagation start from the same initial state. The
freeze was performed using the RATTLE algorithm [112], introducing constraints by
a Lagrange multiplier formalism. RATTLE works in combination with the Velocity
Verlet integrator [113] for the actual integration of the equations of motion, while
there are other implementations if different integrators are used [114].To keep the
whole system at room temperature, the Berendsen thermostat [115] was used, and
all MD simulations were performed with the program package GROMACS [116].
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A proper sampling of the configuration and phase space necessitates the exclusion
or minimization of biases. Several measures have thus been taken. After a proper
equilibration time, multiple trajectories were started from different initial geometries
and each with random starting velocities. From all trajectories, snapshots of the
current geometries were taken at random times and from well-separated intervals to
avoid unwanted correlations. In each study, the taken sample size was later checked
for convergence with respect to the extracted observable quantity. At this, it should
be noted that while the environmental configuration space is huge, not every individ-
ual solvent cage has its unique influence on the ultrafast process. The configuration
space is thus be reduced to an effective one, spanned not by the possible environ-
mental geometries but rather the different effects on the PES, which significantly
accelerates convergence.
5. Compute potential energy surface
The PES within each individual snapshot is calculated by means of (multiscale) QC.
In the original implementation of the QD/MD approach [76], the environmental in-
fluence was computed separately and beforehand. This means the potential energy
operator is split into two terms
V̂ EStot (R
S
q , R
E) = V̂ Smol(R
S
q ) + V̂
E(RSF , RE), (1.6)
with V̂ Smol(R
S
q ) noting the PES of the molecular system in vacuum and in reduced
coordinates, and V̂ E(RSF , RE) including the environmental influence. The reactant
was partitioned into moieties F which do not change configuration over the course of
the reaction, and for each possible orientation between a solvent molecule and a solute
moiety an interaction energy E(RSF , RE) was calculated. The total PES V̂ EStot is then
obtained by summation over each interaction energy according to their orientation in
the current snapshot:
V̂ E(RSF , RE) =
NE∑
i=1
NF∑
j=1
E(RSF , RE). (1.7)
This solvent potential is added to the molecular PES V̂mol, being computed in vac-
uum, to obtain the total potential operator according to equation (1.6). The intention
behind this approach is a reduction of computational cost. If many single-point QC
calculations have to be performed to obtain a single PES, as it can be the case for a
higher-dimensional coordinate space, and if many snapshots have to be considered
to sample the effective thermodynamic phase space, the net computational cost can
get very high. Computing E(RSF , RE) for each possible orientation beforehand and
investing the time here, the actual assembly of V̂ E after obtaining the snapshots is
very fast. Additional to considerations of computation time this approach works well
under two conditions, namely if the environment is composed of many molecules of
the same type (e.g. a chemical solution), and if the reactant can be partitioned into
few approximately static moieties.
Another and more direct approach, on condition of being computationally feasible,
is to directly calculate V̂ E or V EStot within each individual snapshot. The quantum
system geometry is displaced according to the vectors spanning the low-dimensional
coordinate space, while satisfying the Eckart conditions [103] and keeping the envi-
ronment frozen. This has been done for the RNA/water environment in chapter 3.2,
as it is not possible to be separated into many small non-interacting parts of the
same type. V̂ E was computed using QM/MM, with the high-level region incorporating
uracil and its neighboring bases along with the strand backbone on the DFT level,
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and by subtracting the DFT PES of isolated uracil. This yields V̂ E representing only
the influence of the environment, which was added to the excited state V̂ Smol of uracil
to obtain V EStot .
For the chemical reaction in chapter 2, V EStot was computed directly within each
snapshot, treating the reduced microsolvation shell on the same methodical level as
the reactant itself. For the microsolvation shell, a cutoff-distance rcutoff was defined,
which was measured between the closest two atomic centers of reactant and solvent
molecule. If there is an atom of the solvent molecule which is closer to a reactant
atom than rcutoff , the whole solvent molecule was regarded in the microsolvation
shell, while all other solvent molecules were discarded. This selection procedure is
drawn in Figure 1.2 at the molecular example which was used in chapter 2. Here,
a cutoff-distance of 7.5 Å was used, resulting in snapshots consisting of 200-300
atoms.
The reaction takes place in the electronic ground state and is represented by a one-
dimensional reactive coordinate, rendering the computation of the total PES in each
separate snapshot not too costly. The three presented possibilities of obtaining V EStot —
direct computation of V EStot in each snapshot, direct computation of V̂
E in each snap-
shot, and indirect computation of V̂ E by summing over individual interaction energies
according to equation (1.7) — constitute three different tools of incorporating the ef-
fect of an explicit environment on reactive processes, where the particular usage can
be chosen according to the characteristics of the specific process and after evaluating
the accuracy to cost ratio.
Lastly, it should be noted that at the computation of any PES, it is not necessary
to perform a QC calculation at every point of the discretized grid being used for WP
propagation in the end. The potential energy can rather be evaluated at much fewer
points of the grid and interpolated afterwards using for example cubic splines [117,
118], moving least squares [119, 120] or polyharmonic splines [121]. The sampling by
QC calculations is dependent on the structure of the PES, which becomes harder to
evaluate in higher dimensions. Recent advances conveniently introduced an adaptive
scheme being able to decide automatically how sparse the sampling can be performed
for successful interpolation afterwards [122].
6. Choose initial wavepacket
The starting WP is chosen according to the process to be simulated. It is often reason-
able to start from the lowest vibrational eigenfunction of the electronic ground state,
as it is the most representative state for a relaxed molecule at room temperature. It
can also be sensible to start from a combination of eigenfunctions, depending on the
circumstances under which the process is simulated. As eigenfunctions play a major
role in WP composition and their analysis, there exist several methods to calculate
them, such as the Fourier grid Hamiltonian [123] or propagation in imaginary time
[124].
7. Wavepacket propagation
The propagation of the WP itself is performed according to the TDSE, as it is written
in equation 1.2. The setup of T̂q was discussed on page 7, and on page 9 ways to
obtain V EStot were laid out. The laser field ε(t) is constructed according to the corre-
sponding experiment, and µq are the matrix elements of the dipole operator in the
reduced-dimensional coordinate space, also obtained with the means of QC. The ac-
tual solution of the TDSE is performed by using the Chebychev propagation scheme
[44], expanding the time evolution operator Û(t) = exp(−iĤt) in a Chebychev polyno-
11
r < rcutoff
r > rcutoff
Figure 1.2.: Selection procedure to set up the microsolvation shell within which V EStot
is calculated directly. The reactant (cyclohexanone and trimethylalu-
minium) is drawn in the middle, with THF molecules surrounding it. All
THF molecules which have an atomic distance closer than rcutoff to any
reactant atom are kept (black), while the other solvent molecules (red) are
discarded.
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mial series. The advantage in contrast to other common propagation schemes is that
in principle arbitrarily large time steps can be chosen, limited only by the amount of
Chebychev polynomials which must be employed to support it [44]. Another feature
of this propagation scheme is its scaling with the minimum and maximum values in
the potential operator, which can make it beneficial to introduce cutoff energies in
regions which the WP does not reach.
8. Laser pulse optimization
The formalism which was used to optimize laser pulses in all studies is OCT [39,
46, 125–127]. Its application to molecular examples are reviewed extensively in Refs.
[48, 128], and also discussed in the various publications reprinted in this thesis.
There are several features of OCT which are beneficial to the intentions of the studies
in this thesis. On one hand, the globality of the algorithm is useful for proof of
principle and feasibility studies like the ones presented in chapter 2. If no laser
pulse can be optimized with OCT for a specific control aim, it is likely not reachable
within the given simulation framework. On the other hand, additions to OCT, like a
frequency filter to restrict the pulse spectrum [48, 129] or the usage of a Gaussian
shape function to keep the pulse envelope smooth [48], enable a much closer relation
to experiments. As otherwise OCT is a purely mathematical procedure and does
not necessarily yield experimentally feasible laser pulses, this is very beneficial in
ensuring a close correlation to experiments, as it is demonstrated in chapter 3.1.
Chapter 2.
Quantum Control of a Methyl Transfer
Reaction in Explicit Solvent Environment
In this chapter, two studies are presented which explore the capabilities of shaped
laser pulses to control applied chemical synthesis. The prospect of reaching this aim
always was one of the major driving forces in constant QOC development [21, 24].
While selective bond-dissociation [25] or isomerization [7, 27] have been achieved with
laser pulses and can constitute key steps in chemical reactions, organic synthesis is
often about forming new bonds — especially between carbon atoms — and about the
relocation or transfer of chemical moieties. Control aims like these have not been
reached to date, and QOC has not found broad application in chemical synthesis.
Besides practical limitations, like an unclear and possibly high photon cost per mole
of controlled matter, there exist conceptual limitations affecting the controllability. A
possible source introducing complexity to the control task of a molecular system is its
environment. One aspect of environmental influence can be investigated within the
density matrix formalism [130–133]. Here, the quantum states of a molecular system
are encoded in a density matrix, which can be coupled to an external bath. The
time evolution of the density matrix and its interaction with light fields is described
by the Liouville-von Neumann equation, as it is laid out e.g. in Ref. [134]. Over
the course of the propagation, dissipation effects — caused by inelastic impacts with
the surrounding — can constantly change the population of states within the density
matrix. This adds increasing complexity to the control task, and quantum control
simulations within this framework [135–137] usually ask and answer the question
whether the problem of dissipative effects can be overcome [138–143].
Spectroscopically speaking, these effects correspond to a homogeneous line broad-
ening of energetic levels. In contrast to that, the explicit QD/MD description of the
environment enables for an investigation of inhomogeneous effects, as each specific
molecule is considered within its own microscopic environment in a thermodynamic
ensemble. Each solvent cage has its specific influence on several molecular proper-
ties, severely complicating the control task as many different cases must be controlled
simultaneously for efficient quantum control. This effect is analogous what has been
observed by Berens and Wilson in 1981 for rotational states in a molecular gas phase
ensemble [99].
The following two studies identify the inhomogeneous solvent environment as a
major complication in quantum control optimizations. Besides exploring the extend
of this influence, ways to design laser pulses capable of dealing with this problem
are presented. By discussing both extreme scenarios and the statistical success of
optimized laser pulses in the complete thermodynamic ensemble, an assessment is
made about the feasibility of quantum control applied to chemical synthesis.
The model coordinate used to investigate these features is the one-dimensional non-
linear IRC of a methyl group rearrangement between cyclohexanone and trimethyla-
luminium. The reaction is drawn in Figure 1 in the reprinted publication 1 in chap-
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(a) First step: carbonyl excitation
E
(b) Second step: excitation of IRC modes
Figure 2.1.: Control scheme for the initiation of a methyl transfer reaction between
cyclohexanone and trimethylaluminium. The IRC coordinate with the vi-
brational levels is drawn in blue, and the orthogonal carbonyl coordinate
is drawn in red accordingly. The first step is vibrational ladder climb-
ing in the carbonyl mode with an IR laser pulse up until ν=4, which is
sufficient to reach the transition state barrier. Step two uses a terahertz
laser pulse to selectively excite the IRC modes and initiate the reaction
by steering of the WP. This second step is heavily influenced by the ex-
plicit environment and is the model coordinate for the following studies
investigating the feasibility of quantum control in solution.
ter 2.1. Quantum control of a bimolecular reaction is much harder to accomplish
than the unimolecular examples of isomerization and bond cleavage. This is mainly
due to diffusion processes in the sample, where two molecules finding each other
and reacting is a rare event. In contrast to this, unimolecular reactions start from a
defined ground state, which on one hand makes it easier for simulations as starting
from a defined geometry is a reasonable setup, and the quantum yield in experiments
is much higher because the laser pulse can be optimized for a rather fixed and rep-
resentative scenario. The investigated methyl transfer between cyclohexanone and
trimethylaluminium takes a step toward bimolecular reactions. The two molecules
form a preallocated complex due to aluminium coordinating to the oxygen, which
makes it reasonable to assume a fixed scenario for quantum control.
As the studies within the present chapter reveal, the IRC coordinate of the methyl
transfer is heavily influenced by the environment, and thus well suited to investigate
the environmental effects. However, being a low-frequency mode (≈ 0.02 eV), vibra-
tional ladder climbing in the IRC is not sufficient to overcome the transition state
barrier of about 0.7 eV and induce the reaction. Additional energy must be deposited
to the molecule somehow, for example by exciting the easily accessible carbonyl mode
as a first step, where it is sufficient to climb to ν=4 to reach the transition state bar-
rier. The carbonyl mode in this case hardly participates in the IRC and exhibits no
coupling to it. It is also not affected by the explicit environment, which means this
first excitation should be easily achievable experimentally in solution, and which also
makes to carbonyl mode unsuitable for investigation of environmentally influenced
quantum control. Nevertheless, in our proposed two-step mechanism sketched in
Figure 2.1, the relevant IRC modes must be triggered after carbonyl excitation with
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a second laser pulse. The environmentally influenced IRC mode is thus a well-suited
model system — derived from an applied chemical process — to investigate the possi-
bilities and limits of quantum control in these synthetically relevant systems.
2.1. Multi-Target Control of Several Solvent Cages by
Simultaneous Vibrational Excitation
In the article “A multi target approach to control chemical reactions in their inhomoge-
neous solvent environment”, published in the Journal of Physics B: Atomic, Molecular
and Optical Physics, the previously described methyl transfer reaction is introduced.
The ground state process is represented by the one-dimensional potential along the
IRC, which is recalculated for different snapshots extracted out of MD trajectories.
Laser pulses are optimized to control the vibrational level population in the IRC, ex-
ploring the possibilities of selective excitation in several different snapshots simulta-
neously. The key points of the article are:
• The various solvent cages extracted from MD simulations can have significant ef-
fects on the reaction pathway. Spacing between vibrational levels can be dou-
bled, and the harmonicity of the vibrational level structure is affected as well, both
changing the characteristics of the control task. The environmental influence orig-
inates from solvent molecules — in this case THF moving in and out of the transfer
pathway of the methyl group, leading to steric obstructions. In cases where there
is no solvent molecule close to the reaction pathway, it behaves like in the isolated
reactant.
• multi-target optimal control theory (MTOCT), originally developed for quantum
computing applications with vibrationally excited molecules [144], proves as a valu-
able and fitting tool to handle the present case. The vibrational energy levels along
the IRC in several different solvent cages are combined in the multi-target Hamil-
tonian, and laser pulses are optimized for vibrational ladder climbing in several
different cases simultaneously. At this, it was possible to find laser pulses for
efficient control even in the most complex cases.
• A statistical evaluation is presented to estimate the efficiency of the optimized laser
pulses in the complete thermodynamic ensemble. It was found that significant pop-
ulation yield in the target level can already be achieved considering only few cases
in the multi-target Hamiltonian. This suggest that the inhomogeneous influence
of the environment can be controlled in principle with the flexibility of few-cycle
terahertz pulses. Only little effort was made towards experimental accessibility of
the pulses however.
Hereafter, the article “A multi target approach to control chemical reactions in their
inhomogeneous solvent environment” published in the Journal of Physics B: Atomic,
Molecular and Optical Physics is reprinted with permission from J. Phys. B: At. Mol.
Opt. Phys. 2015, 48, 234104. Copyright 2018 IOP Publishing.
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Abstract
Shaped laser pulses offer a powerful tool to manipulate molecular quantum systems. Their
application to chemical reactions in solution is a promising concept to redesign chemical
synthesis. Along this road, theoretical developments to include the solvent surrounding are
necessary. An appropriate theoretical treatment is helpful to understand the underlying
mechanisms. In our approach we simulate the solvent by randomly selected snapshots from
molecular dynamics trajectories. We use multi target optimal control theory to optimize pulses
for the various arrangements of explicit solvent molecules simultaneously. This constitutes a
major challenge for the control algorithm, as the solvent configurations introduce a large
inhomogeneity to the potential surfaces. We investigate how the algorithm handles the new
challenges and how well the controllability of the system is preserved with increasing
complexity. Additionally, we introduce a way to statistically estimate the efficiency of the
optimized laser pulses in the complete thermodynamical ensemble.
Keywords: coherent control, solvent environment, quantum dynamics, methylation reaction
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1. Introduction
Molecular systems and chemical reactions can be influenced
by interacting with their quantum nature [1]. One well
established method to achieve this is using shaped laser pulses
[2, 3]. A perspective of their wide application range in
molecular science is given in [4]. Successful applications
reach from selective bond breaking in gas phase [5] over
photoselective excitation in liquid phase [6] up to optical
control in large biological systems [7]. In coherent quantum
control, the pulses often act as photochemical reaction trig-
gers in redistributing the population among electronic or
vibrational states in a way which favors or enables the
intended reaction pathway. The underlying mechanism is an
interference of optical pathways and matter waves. For the-
oreticians, a well established method to apply coherent con-
trol and to tailor laser pulses is quantum optimal control
theory (OCT) [8–17]. With an extension to the standard OCT
algorithm, i.e. multi target optimal control theory (MTOCT),
it is also possible to require one laser pulse to attain multiple
control targets simultaneously [18]. In this work, we use
MTOCT to control the vibrational state population in a
molecular system in an inhomogeneous environment. For a
chemist, such an environment is an everyday case as chemical
synthesis usually takes place in solution. Here, the inhomo-
geneous environment is created by the diversity of possible
arrangements of solvent molecules around the reactant.
Chemical processes are susceptible to the various effects
introduced by specific solvents [19]. One well known solvent
effect is based on the electrostatic interaction between mole-
cular dipoles. Certain structures along the reaction pathway
may be stabilized or destabilized based on this influence [19–
21]. Besides this, dynamic solvent effects arise during ultra-
fast processes taking place on a timescale reaching from
femtoseconds to few picoseconds [22–26]. If molecular
motions with major amplitudes happen within a short
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timescale, local hindrance or preference of certain reaction
pathways may be the consequence due to the steric effect of
the solvent cage.
The system on which the present investigations are made
is a methylation reaction of cyclohexanone (ChnO) and tri-
methylaluminium (AlMe3) with tetrahydrofuran (THF) as
solvent, where one of the methyl groups attached to the alu-
minium gets relocated to the ChnO ring. Figure 1 provides a
schematic overview on the reaction. For a similar organo-
metallic compound, infrared (IR) control investigations were
made addressing the chemoselectivity of a Grignard reactant
exposed to a composition of different cyclic ketones [27].
This class of reactions is also relevant for organic chemistry,
as the addition of molecular fragments on carbonyl groups
can be a convenient way to initiate chemical reaction chains
[28, 29]. Additionally, the formation of carbon–carbon bonds
is a big issue in chemical synthesis, and investigating new
ways to accomplish this has led to several Nobel prize win-
ning works [30–32]. Also, the addition of molecular frag-
ments on functional groups often necessitates the elaborate
usage of protecting groups [33], for example in the total
synthesis of natural products [34, 35]. Laser control poten-
tially offers an efficient alternative for the discrimination
between chemically similar functional groups [27].
As the controlling laser pulses are highly specific to the
problem they are optimized for, an accurate theoretical
description of the solvent effects is desirable. One approach to
account for solvent effects in laser pulse optimizations is
presented for example in [36, 37] and uses semi-classical on-
the-fly dynamics combined with local control theory for the
shaping of the electric field. Another commonly used
approach uses density matrix theory [38, 39] to introduce a
dissipative coupling to an external bath. Examples for mole-
cular quantum control in dissipative systems can be found in
[40–44]. From a spectroscopical point of view, this method
describes homogeneous broadening. An inhomogeneous
broadening, which arises from different microscopic sur-
roundings for each molecule, is not described. In this work we
present a new approach that takes into account the explicit
solvent molecules and thereby inhomogeneous broadening. It
relies on a method that combines a classical treatment of
solvent molecules with a quantum dynamical treatment of the
reactant (QD/MD approach) and has been introduced
recently on the example of a photochemical bond cleavage via
electronically excited states [26]. In the present work, we use
this approach to set up the framework for vibrational quantum
control investigations. Out of molecular dynamics (MD) tra-
jectories, multiple solvent arrangements are extracted, where
each of them alters the potential energy surface (PES) of the
reaction individually and by that directly affects the vibra-
tional level structure of the reactant. The complete solvent
configuration space is reduced to its influence on the PES,
resulting in an effective configuration space.
Several snapshots of the effective configuration space can
be combined to approximate the thermodynamical distribu-
tion in solution. They are assembled in the multi target
Hamiltonian to formulate a control problem representing the
inhomogeneous environment of a chemical reaction in solu-
tion. Increasing inhomogeneity of the system leads to an
increase in complexity of the control task, and the main
questions which arise and to which this work will give
insights and answers to are: How does the algorithm deal with
the increasing inhomogeneity of the system, and to which
degree is the controllability of the system preserved for an
increasing complexity?
2. OCT for systems in inhomogeneous
environments
To set up the multi target control problem, different solvent
arrangements around the reactant were extracted from MD
simulations. The reactant was located in the middle of the
cubic simulation box (side length: 40Å), and the box was
filled with 291 THF molecules according to its liquid density
of 0.89 g cm−3 at room temperature [45] (figure 2(a)). The
reactant geometry and location was frozen during the MD
simulations, as all QD simulations and laser excitation pro-
cesses start from the molecular ground state minimum. The
MD simulations themselves were conducted with the program
package GROMACS [46], using the velocity-verlet-integrator
[47] with a time step of 1 fs and the OPLS-AA force field
[48]. The Berendsen thermostat [49] was included to couple
the simulation box with an external temperature bath. To
Figure 1. Methylation reaction with cyclohexanone (ChnO) and
trimethylaluminium (AlMe3). One methyl group of the AlMe3 gets
relocated to the ChnO ring.
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avoid possible symmetrical interdependences within the
simulation, several trajectories were started from different
points in the phase space, each with random starting velo-
cities. After equilibrating the system for 20 ps and monitoring
the temperature, solvent arrangement snapshots were taken
from the simulation box at random times, while accounting
for a sufficient amount of decorrelation time. Within each
snapshot, the amount of solvent molecules was reduced to the
ones lying within a cutoff radius of 7.5Å to allow only for the
innermost solvation shells. The distance between fragment
and solvent was determined between their closest two atoms.
The solvent molecules with larger distance than the cutoff
radius are discarded. Figure 2(b) provides a picture of an
exemplary solvent configuration. After the snapshots were
extracted, the geometries and positions of the solvent mole-
cules were frozen and the reaction process itself was treated.
By freezing the solvent molecules in a first step, we neglect
the homogeneous broadening, which makes our method
complementary to the commonly used density matrix form-
alism. Our results show that the inhomogeneity of the sur-
rounding has a tremendous effect on the PES and is an
important issue.
The model coordinate we use to describe the carbon–
carbon bond formation and in which the control optimizations
are performed is the one-dimensional intrinsic reaction
coordinate (IRC). In prospective experiments, it is primarily
the carbonyl mode which will be addressed to overcome the
energy barrier between the reactant and the transition state.
First investigations on this mode revealed only a negligible
influence of the solvent on the vibrational spectrum. Suc-
cessful ladder climbing and selective excitation of the car-
bonyl mode in metal-carbonyl complexes has been observed
experimentally, where both chirped IR-pulses [50–52] as well
as IR pulse shaping techniques [53] were used. However, in
order to steer the investigated molecular system into the
direction of the transition state, backbone vibrations with
major amplitude will have to be stimulated at some point. In
contrast to the carbonyl mode, the effects of surrounding
solvent molecules is expected to be large for those vibrations
due to major amplitudes of the molecular movement. For the
purpose of this work, which is to study how the OCT algo-
rithm can deal with an inhomogeneous solvent environment,
the IRC is an eligible coordinate. As the backbone vibrations
which need to be activated in prospective experiments are
included in the IRC coordinate, the corresponding control
optimizations may give a first idea about the actualities to be
encountered in experiments. In order to obtain the PES along
this coordinate within a given snapshot, both the solute and
all solvent molecules within the cutoff radius are treated
quantum chemically. The minimum structure of the reactant
in the respective solvent cage is replaced by different struc-
tures along the IRC path while complying with the Eckart
conditions [54]. For the quantum chemical (QC) calculations
we used the methods of density functional theory—as
implemented in the program package Gaussian 09 [55]—with
the M06-2X functional [56] and the 6-31G(d) basis set [57].
Out of the IRC, only the region between the reactant
minimum and the transition state is considered. The reaction
is assumed to proceed to the product state once the transition
state is reached. Starting from the transition state region, the
pure IRC is only defined until reaching the minimum struc-
ture. To keep the wave packet within the relevant region, a
repulsive barrier behind the minimum is needed. Therefore,
an extrapolation of the molecular geometry was conducted.
The molecule was displaced along the opposite direction of
the displacement vector pointing from the minimum geometry
to the closest IRC point. A few examples of resulting PESs
along the IRC in different solvent cages as well as the one in
the gas phase are shown in figure 3. Each PES was set to zero
energy at its own minimum. Two aspects attract attention in
this figure: first, in general the interaction of the solvent
Figure 2. (a) Full size cubic MD simulation box with a side length of
40 Å. The reactant is located and frozen in the middle of the box,
with the solvent molecules moving around it. (b) Exemplary
snapshot taken at random time from the full simulation box, reduced
to the essential solvent cage around the reactant.
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molecules on the solute hinders the reaction, which is indi-
cated by the higher lying curves of the snapshots. In fact, out
of all 15 snapshots which were investigated, there are only
very rare cases of a PES lying partly and marginally lower
than the one for the gas phase. The second aspect is that the
shapes of the different snapshot PESs differ greatly from each
other. This is due to solvent molecules hindering the reaction
pathway at different states of the reaction, which is deter-
mined by the positions of the solvent molecules in a particular
snapshot. Within the corresponding PESs, the vibrational
eigenfunctions were calculated. They represent the different
shapes of the PESs along the IRC in different solvent
configurations.
The QD simulations and OCT optimizations for the dif-
ferent solvent configurations are performed in the eigen-
function picture. As a first approach for our investigations, we
assume that there is no considerable motion of the solvent
molecules during the optimization process. The Hamiltonian
Hsingleˆ for a single solvent configuration contains the energy
levels Ej of the jth eigenfunction, the transition dipole
moments μij between the eigenstates and the electric field
strength ε(t) of the applied laser field. With J being the
number of eigenstates included and written in matrix form,
the Hamiltonian reads
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To set up a multi target control problem, several of these
snapshots are combined and the multi target Hamiltonian
H tmtˆ ( ) for MTOCT optimizations [17, 18] reads
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where N is the number of snapshots included. This multi
target Hamiltonian can be regarded as a Hamilton operator
which acts on non-interacting systems.
Within the MTOCT formalism, many control aims can be
addressed simultaneously [18]. The accordant term for the
control aim F t t t, ,...,i i iN1 2[ ( ) ( ) ( )]y y y uses the initial wave
functions ψik (t) and the predefined final target states ffk (T),
whose overlap is to be maximized by the algorithm:
F t t t t T, ,..., . 4i i iN
k
N
ik fk1 2
1
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=
It contains a sum over all control objectives k, which in our
case means a maximum amount of population yield Y in the
target state v = 4 in all k snapshots.
Concerning the actual optimization algorithm, the Krotov
method [58–60] has been used. The Krotov change parameter
α was varied between 1 and 20 for the various pulse opti-
mizations. It is part of a cost function within the OCT algo-
rithm which amongst other things penalizes high pulse
intensities. The central frequency of the initial Gaussian
shaped guess pulses was set according to the energy of the
0 1 transition within a single snapshot, and in the case of
multi target systems several guess pulses have been created
according to these transitions. The full width at half maximum
(FWHM) of the guess pulses was in a range between 0.8 and
2 ps. To keep the pulse complexity as low as possible, a
frequency filter [27, 61] was used to suppress unnecessary
overtone transitions. Additionally, to keep results on pulse
optimizations comparable, the laser pulses were restricted to
the same time duration of about 11 ps in all systems. The
rotational relaxation time of common organic solvents is
about 1 ps [62], which is shorter than this pulse duration.
However, it was found experimentally in the example of
W(CO)6 solved in n-hexane that the optimal pulse duration
for laser pulses exciting a carbonyl mode is about 4 ps [53].
Additionally, the vibrational relaxation times being observed
in this example were about 50 ps for v = 3, which is well
above the pulse durations used here.
By optimizing a laser pulse for a specific number of L
solvent arrangements simultaneously, a certain finite subset
AL of the effective configuration space is covered. The
effective configuration space reduces the complete solvent
configuration space to its influence on the PES. A method for
obtaining a statistical estimate on the efficiency of the optimal
pulse for the subset AL in the effective configuration space is
Figure 3. PESs along the IRC path in different solvent cages. The x-
axis shows the total displacement relative to the minimum structure,
with the transition state being located at around 6.2 Å. The black
dashed line represents the PES of the reaction in the gas phase as a
reference; cyan: snapshot 1; red: snapshot 2; blue: snapshot 3;
magenta: snapshot 4; orange: snapshot 5; green: snapshot 6.
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introduced in the following. The estimate is based on the
population yield Y ,i j which a laser pulse being optimized for
snapshot i achieves in the target state of snapshot j. This yield
Yi j will generally not be the same as Y .j i Hence, there are
two data sets which can be generated here, corresponding to
the direction in which the yield is determined (i.e. for which
snapshot of the pair i j, the pulse was optimized). With N
being the amount of a random sample of snapshots, NC = (N
(N − 1))/2 constitutes the number of pairs contained in the
random sample. Note that these point pairs are not indepen-
dent from each other, as changes in snapshot i will affect all
Y .i j
Within one data set, the population yields Yi j are eval-
uated to compute the empirical distribution function F(y):
F y
N
Y y
1
1 , 5
c i
N
j i
N
i j
1
c c { }( ) ( )åå=
= >

with y reaching from 0 (no population yield) to 1 (maximum
population yield). For a given y, this empirical distribution
function indicates the fraction of a random sample of Yi j
having a lower or equal population yield than y.
To statistically estimate the population yield which a
pulse being optimized for a subset AL achieves in the effective
configuration space, three requirements need to be met:
(I) All snapshots in AL are chosen randomly.
(II) Out of all snapshots i contained in AL, the population
yield in an additional snapshot m is determined by the
largest Y .i m
(III) Using the largest Y ,i m YA mL is calculated according to
Y Y Y .A m i m A iL L·=  
Due to (II), the probability for a snapshot m in the
effective configuration space outside of AL to have a lower
yield than a given y is given by F y F y .L L( ) ( ( ))= For
N ,C  ¥ its derivative gives the probability distribution
PL(y) according to
P y
y
F y
d
d
. 6L L( ) ( ( )) ( )=
The integral P y yd
y
y y
L
0
0 ( )ò
+D
gives the probability of the
optimal pulse for AL to yield a population in the interval [y0;
y y0 ]+ D for a random snapshot in the effective configuration
space. The expectation value of PL(y)
y P y y yd 7L
0
1 ( ) ( )òá ñ =
gives a mean value for the population yield which is achieved
by this pulse in the complete space. If the optimal pulse for AL
yields a population of Y 100%AL = in its own system, it is
estimated to yield a mean population yá ñ in an additional
snapshot m within the effective configuration space. To
estimate the population yield Y ,eff which this pulse is expected
to achieve in the effective configuration space, the mean value
yá ñ has to be multiplied by YAL.
It should be noted that for a finite subset AL the empirical
distribution function is not continuous and therefore its deri-
vative is ill defined leading to noise in a numerical derivative.
As a result the obtained probability distribution PL(y) might
not be normalized, which can be seen as a reflection of the
imperfection of finite data sets. Thus, for the calculation of the
expectation value yá ñ we suggest a renormalization of PL(y)
beforehand.
3. Vibrational control in single solvent
configurations
The individuality of the previously discussed PESs in the
different solvent cages reflects itself in the vibrational state
structure. In figure 4 (top), the energy levels for the five
lowest eigenstates are presented for 15 snapshots which
where investigated thoroughly in the scope of this work. A
comparison among the given snapshots reveals a vast diver-
sity in the energy spacing. In the most extreme cases, e.g.
comparing snapshots 15 and 10, the spacing between the
energy levels gets even more than doubled. Another aspect of
the individuality of the solvent configurations can be seen in
the bottom part of figure 4, where the v 1D = transition
energies between the vibrational states are shown. While for
example in snapshot 11 the transition energies are well
spread, they are much closer to each other in snapshot 2,
depending on the anharmonicity of the corresponding PES.
This means that some solvent configurations offer the possi-
bility to individually address the separate transitions, while in
others the control task gets more complex due to an almost
equidistant vibrational energy spacing. Based on these vari-
eties depicted in figure 4, control tasks can be composed with
different degrees of difficulty.
The mechanism by which the algorithm chooses to
achieve the control aim (maximum population in v= 4) is
presented in figure 5, which contains the results of a control
optimization on snapshot 1 (PES with the cyan curve in
Figure 4. Top: energy levels of the five lowest vibrational eigenstates
in different solvent configurations. Energies are relative to the lowest
vibrational state within each snapshot. Black: v = 0; blue: v = 1;
green: v = 2; orange: v = 3; red: v = 4. Bottom: transition energies
for the lowest v 1D = transitions in each solvent configuration. The
color code corresponds to the picture above, with the upper state of
the transition being marked. Blue: 0 1; green: 1 2; orange: 2
3; red: 3 4.
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figure 3). The controlling laser pulse is given in figure 5(a), its
spectrum in figure 5(d) and the population evolution during
the excitation process in figure 5(b). The pulse exhibits a
rather smooth shape also reflected in the excitation process,
which shows a typical ladder climbing mechanism [63]. At
5.5 ps, the laser pulse starts to discriminate between the
neighboring states and shifts 99% population to the target
state. The reason why this is easily achievable gets clear when
inspecting the spectrum of the pulse (figure 5(d)). The Δ
v = 1 transition energies between v = 0 and v = 3 are very
close to each other, which is why the pulse is able to address
all these transitions with one frequency. Due to the 3 4 and
4 5 transitions (red and cyan bars) being more separate
from each other, they are accessible without addressing the
neighboring transitions as well, and thus without a competing
population transfer back to the lower or further into higher
states.
As a further evaluation tool for the control approach of
the laser pulse, the time derivative of the population evolution
is considered. At times where the absolute value of the
derivative is large, the population in the respective state
increases or decreases considerably, which means that the
snapshot is affected by the controlling pulse at this time. The
laser field oscillations are also evident in the population
evolution (see figures 5(b) and (f)) and would lead to many
small peaks in the derivative, which makes an evaluation
difficult. To overcome this, a convolution with a normalized
Gaussian function g t t( )¢ - is conducted to obtain the control
indicator t .( ) With the population yield Y (t) and the time t,
t( ) is calculated according to
t g t t
Y t
t
t
d
d
d . 8( ) ( ) ( ) ( )⎛⎝⎜
⎞
⎠⎟ ò= ¢ -
¢
¢
¢
¥
-¥
with the Gaussian function
g t t
t t2 ln 2
FWHM
exp 4 ln 2
FWHM
. 9
2
( ) ( )
⎛
⎝⎜
⎛
⎝⎜
⎞
⎠⎟
⎞
⎠⎟p¢ - =
¢ -
The FWHM of g t t( )¢ - was chosen to be 0.4 ps. The result
of this procedure is presented in figures 5(c) and (g), along
with red bars indicating the FWHM of g t t .( )¢ - Showing
t( ) does not provide additional information in the single
snapshot cases, but it is a valuable tool when looking at multi
target systems to properly resolve the times at which the laser
pulse affects the system.
Figure 5. Laser control in snapshots 1 (left) and 2 (right). (a) and (e): Laser pulses transferring 99% (snapshot 1) and 76% (snapshot 2)
population from the vibrational ground state v = 0 to the vibrational state v = 4. The intensity is implied in a quadratic scale. (b) and (f):
Population evolution during the excitation process. Black: v = 0; blue: v = 1; green: v = 2; orange: v = 3; red: v = 4; cyan: v = 5; magenta:
v = 6. Population of higher states is not depicted as they are not populated significantly. (c) and (g): Control indicator t( ) according to
equation (8). The red bar indicates the FWHM of g t t ;( )¢ - black: v = 0; violet: states from v = 1 to v = 3; red: v = 4; gray: states above
v = 4. (d) and (h): Spectra (black) of the laser pulses shown in (a). The colored vertical bars correspond to the v 1D = transitions, with the
higher of the two respective states adapting the color code according to (b); blue: 0 1, green: 1 2; orange: 2 3; red: 3 4; cyan:
4 5; magenta: 5 6. In (h), the v 1D = transition energies from v = 0 up to v = 5 overlap. The spectra of the pulses were restricted to an
upper frequency of 135 cm−1 in snapshot 1 and 110 cm−1 in snapshot 2 to suppress overtones of these transitions.
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Switching to another solvent cage with different prop-
erties, significant changes of the laser pulse properties and the
control mechanism are observed. To emphasize the differ-
ences, the results of a control simulation on snapshot 2 (PES
with the red curve in figure 3) are depicted in figure 5, with
the controlling laser pulse in figure 5(e), its spectrum in
figure 5(h) and the population evolution during the excitation
process in figure 5(f). The laser pulse, while having about the
same intensity as the one for snapshot 1 (figure 5(a)), exhibits
a more complex shape with a kind of double pulse structure.
This is reflected in the population evolution showing two time
windows (around 2–3 ps and 7–9 ps) in which most of the
population transfer happens. Another difference is that the
final population yield in the target state (red) equals Y2 = 76%
here in contrast to the Y1 = 99% in snapshot 1. Additionally,
in snapshot 2 there is a significant intermediate population
transfer to the v = 6 state (magenta). The reason for both
differences lies in the Δv = 1 transition energies, which are
shown in figure 5(h) along with the spectrum of the pulse.
The 5 6 transition (magenta) is the only one being
noticeably separate from the lower ones and thus the only one
that can be addressed individually. This is why in the popu-
lation transfer a detour via this state is chosen by the algo-
rithm. Both transitions from the v = 4 target state to the
neighboring states overlay with other transitions, and thus a
complete population transfer to the target state through dis-
crimination of neighboring states can not be achieved within
the given pulse duration in the cost function.
The individuality of the previously discussed solvent
configurations becomes even more noticeable when applying
the optimized laser pulses to the respective other snapshot. In
both cases, the population yield Yi j in the target state is very
close to zero, and in snapshot 2 the whole amount of popu-
lation does not even leave the ground state because the 0 1
transition energy is outside the frequency range of the pulse.
This demonstrates the necessity of using the multi target
Hamiltonian and optimizing laser pulses which work on
multiple snapshots simultaneously.
4. Simultaneous control in multiple solvent
configurations
The laser pulse controlling two very similar—in terms of
energy spacing—snapshots like 3 and 4 combining 2 similar(
snapshots =̂ c s2 system, see figures 3 and 4) is presented in
figure 6(b) with the black curve, along with the two laser
pulses which were optimized for the separate solvent con-
figurations (figure 6(a)). Although these two pulses are very
much alike, the c s2 system pulse is a bit different as the
region of maximum intensity is shifted to earlier times. The
behavior of the pulse in this region is not changed con-
siderably however, and the maximum intensity stays at about
the same value. In terms of population yield in the target state,
the laser pulse for the c s2 system achieves a value of
Y 99c s2 = %. To evaluate if there is a penalty in the population
yield introduced by controlling both solvent configurations
simultaneously compared to controlling them individually,
Figure 6. Laser control in multi target systems composed of snapshots 3 and 4 (c s2 system, left) and snapshots 5 and 6 c d2( system, right).
(a) and (d): Laser pulses which were optimized for a maximum population transfer in the respective snapshots; blue: laser pulses for
snapshots 3 and 5; green: laser pulses for snapshots 4 and 6. (b) and (e): Laser pulses optimized for the c s2 and c d2 system, transferring close
to 100% (c s2 ) and 98% (c d2 ) population from the ground state to the vibrational state v = 4. The intensity is implied in a quadratic scale.
(c) and (f): Control indicator t( ) according to equation (8) during the excitation process for indicated states as labeled in the picture. Color
code according to (a) and (d). The states from v = 1 up to v = 3 as well as the states above v = 4 have been summed. The red bars indicate the
FWHM of g t t( )¢ - according to equation (9).
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the preserve ratio p is introduced. It is given according to
p
Y
L
Y
1
, 10A
i
L
i1
L ( )
å
=
=
i.e. as the ratio of the achieved population yield YAL in the
target state of the multi target system to the sum over the
yields Yi achieved by individual optimal control of each
snapshot included. In case of the c s2 system p is very close
to one, which means that there is no penalty and the
controllability is well preserved. However, when applying
the optimal pulse for snapshot 3 to snapshot 4 and vice versa,
the population yield is Y 80%3 4 = and Y 70%4 3 =
respectively. This shows that the MTOCT algorithm has
improved the laser pulse for the multi target system. From the
control indicator t( ) in figure 6(b) it can be deduced that at
all times the controlling pulse affects both snapshots (color
code according to the laser pulses in (a)) almost identically.
The situation changes however when combining two
solvent arrangements with different properties, as it is the case
with snapshots 5 and 6 combining 2 different snapshots( =̂
c d2 system, see figures 3 and 4). The optimal laser pulse for
the c d2 system (figure 6(e)) is significantly different in
comparison to the optimized pulses for the respective indi-
vidual snapshots (figure 6(d)). The intensity is nearly doubled
and the pulse structure is much more complex, not only in
comparison with the single snapshot pulses but also with the
laser pulse controlling the c s2 system. This reflects the
increased complexity of the control task when treating snap-
shots with different energy spacing and anharmonicity. The
major difference to the c s2 system however lies in how the
laser pulse affects the system. To illustrate this, the control
indicator t( ) for all important vibrational states is drawn in
figure 6(f). Within the specific states the control indicators for
the respective snapshots differ from each other. As the tran-
sition energies of the two snapshots are well separated, the
laser pulse can act independently on the two subsystems.
Additionally, the graphs imply that there is a higher fluctua-
tion of population transfer compared to the c s2 system
(figure 6(c)), indicating that the global control mechanism is
not as straight forward. Nevertheless, the final population
yield of Y 98%c d2 = is obtained in the target state v = 4,
resulting in a preserve ratio of p = 0.98 and thus almost no
penalty in population yield. An estimate on the population
yield of the c2 pulses in the effective configuration space
reveals similar Yeff values of 9.4% (c s2 pulse) and 9.2% (c d2
pulse). Note that two data sets can be regarded at the calcu-
lation of yá ñ and Y ,eff as the second summation in equation (5)
can be made over all j i> or all j i.< The yá ñ values
obtained by both data sets are similar to each other—i.e.
0.094 and 0.096 for the c2 systems—which is why average
values between the two data sets are used.
To further increase the control task, three solvent con-
figurations with differing properties were combined to one
system, i.e. snapshots 4–6 (=̂ c d3 system). The preserve ratio
p also reaches a value of 0.98 here. The optimized laser pulse
(figure 7(a)) exhibits a pulse structure with similar complexity
to the laser pulse for the c d2 system, but has a higher intensity
than the ones for the c2 systems. Inspecting the control
indicator t( ) in figure 7(b), the curves for snapshots 5 (blue)
and 6 (green) deviate from each other in all states and almost
at all times, as it was the case in the c d2 system. The curve for
snapshot 4 (red) however overlaps with the one for snapshot 6
at some times, e.g. in v = 0 around 5 ps, in the states higher
than v = 4
v 4( )å > beyond 6.5 ps and in the target state v = 4
for most of the time. Generally it seems advantageous for the
optimized pulse to realize the final population transfer into the
target state simultaneously in all snapshots.
This behavior persists when incrementally adding more
snapshots, as done to create the c d4 , c d5 and c d6 system (for
a detailed composition of these systems and the parameters of
the controlling laser pulses, see table 1). For these systems,
t( ) for the target state v = 4 is illustrated in figure 8 (all other
states qualitatively show the same behavior). The curves for
t( ) mostly evolve individually. There are times where mul-
tiple snapshots are controlled simultaneously, but there are no
two snapshots where this is the case for the complete pro-
pagation time, as it is the case in the c s2 system. Another
interesting fact can be spotted when focusing on snapshot 4
(red curve) and snapshot 6 (green curve). They do not exhibit
the same extent of simultaneous behavior in the c d4 system
(figure 8 bottom) as they do in the c d3 system (7(b), v = 4).
This trend continues in the c d5 system, where they evolve
quite different from each other. Thus a roughly similar
treatment of two snapshots in one multi target system does
not entail them being treated similarly when adding other
snapshots with different properties to the system.
Another interesting aspect can be seen when comparing
pulse intensities, which enter the OCT functional via the cost
function. To ensure comparability, the cost function was kept
similar for all pulse optimizations. The intensity values for the
optimized pulses of all discussed systems are listed in table 1.
Figure 7. Laser control in a system composed of snapshots 4–6 (c d3
system). (a): Laser pulse optimized for the c d3 system, transferring
94% population from the ground state to the vibrational state v = 4.
The intensity is implied in a quadratic scale. (b) Control indicator
t( ) according to equation (8) during the excitation process for
indicated states as labeled in the picture. Red: snapshot 4; blue:
snapshot 5; green: snapshot 6. The states from v = 1 up to v = 3 as
well as the states above v = 4 have been summed. The red bar
indicates the FWHM of g t t( )¢ - according to equation (9).
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The maximum pulse intensities for the single snapshots and
the c s2 system with the homogeneous environment are
comparable. For the increasing complexity in the c d2 and
larger systems higher intensities are used. However, in the
row of increasing difficulty from the c d3 to the c16 system,
the pulse intensity does not increase continuously. For
example, the intensity of the c d5 pulse is higher than the one
of the c d6 pulse, although all snapshots of the c d5 system are
included in the c d6 system. Despite similar pulse intensities
the increasing control demand can be overcome. Never-
theless, the preserve ratio p is slowly decreasing with an
increasing complexity and reaches a value of 63.8% for the
c16 system. Considering the great diversity in the properties
of the snapshots, the controllability is still preserved to a
remarkable extent.
So far the snapshots from the c d2 up to the c d6 system
were not chosen randomly but with an as different as possible
energy spacing of the vibrational levels. A random choice of
snapshots allows for similar snapshots being included in one
multi target system. Thus the estimated population yields Yeff
are expected to be higher than the respective ones listed in
table 1 if the snapshots are chosen randomly. For a given
number of snapshots, there are two factors that determine the
efficiency of the optimized laser pulse for the effective con-
figuration space. On one hand, a larger fraction of the effec-
tive configuration space is covered when more and more
snapshots are included. On the other hand, an increasing
number of snapshots entails a more difficult control task,
resulting in lower population yields YAL. As a result, Yeff
increases by about 10% from the c d2 to the c d6 system, and
by only 4% to the c16 system. Encouragingly, for the c d6
system already an estimated population yield of Y 19.2%eff =
is sufficient for prospective experiments. With a consecutive
application of the same pulse, 15 repetitions will achieve an
overall yield of 95% in the experimental sample volume
covered by the focus of the laser beam.
5. Summary
The present work deals with the effects of an inhomoge-
neous environment—e.g. as introduced by solvent sur-
roundings—on a chemical reaction and the resulting
challenges for vibrational control. We present an approach
to handle these challenges for laser control. The recently
developed QD/MD ansatz [26] is used to explicitly include
THF solvent molecules in the theoretical treatment of the
carbon–carbon bond formation between cyclohexanone and
trimethylaluminium. Therefor fifteen solvent arrangements
were extracted from MD snapshots. Geometries along the
gas phase IRC, which we used as our model coordinate,
Table 1. Details on OCT optimizations for different control systems. The maximum pulse intensities of the optimized pulses are shown, as
well as the yield in the target state v = 4. The preserve ratio p is given according to equation (10). The mean value yá ñ is given according to
equation (7) and indicates an estimate of the fraction of the efficient configuration space which is covered by the pulse. The rightmost column
specifies the population yield Yeff which the pulse is estimated to achieve in the effective configuration space.
System Included Max. pulse int.
Y (%) p yá ñ Yeff (%)ID snapshot IDs (10
12 W cm−2)
1 1 1.17 99.4 1.00 0.040 3.95
2 2 1.53 76.3 1.00 0.040 3.03
3 3 1.47 99.1 1.00 0.040 3.93
4 4 0.92 99.0 1.00 0.040 3.93
5 5 1.98 99.0 1.00 0.040 3.93
6 6 1.01 99.9 1.00 0.040 3.97
c s2 3; 4 1.48 99.0 > 0.99 0.095 9.4
c d2 5; 6 6.33 97.7 0.98 0.095 9.2
c d3 4; 5; 6 11.12 97.4 0.98 0.122 11.9
c d4 4; 5; 6; 7 12.90 97.1 0.97 0.150 14.6
c d5 4; 5; 6; 7; 8 12.75 96.6 0.97 0.178 17.2
c d6 4; 5; 6; 7; 8; 9 10.94 94.0 0.94 0.205 19.2
c16 Complete set specified in figure 4 7.86 63.8 0.66 0.368 23.5
Figure 8. Control indicator t( ) (see equation (8)) for the target state
v = 4 in systems consisting of 4 (c d4 , bottom), 5 (c d5 , middle) and 6
(c d6 , top) snapshots. A laser pulse was optimized for each multi
target system, and the graphs in this figure correspond to the control
indicator of the optimized pulses. For a detailed list of included
snapshots and characteristics of the controlling laser pulse, see
table 1. Red: snapshot 4; blue: snapshot 5; green: snapshot 6; black:
snapshot 7; magenta: snapshot 8; cyan: snapshot 9. The red bar
indicates the FWHM of g t t( )¢ - according to equation (9).
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were inserted into the extracted solvent cages while
accounting for the first solvation shell to test the environ-
mental influence. Within each snapshot, the PES along
the IRC including the explicit solvent environment was
calculated quantum chemically. This reduces the complete
solvent configuration space to its influence on the corre-
sponding PESs, leading to an effective configuration space.
The different shapes of the PESs directly affect the vibra-
tional level structure. Large differences both in the magni-
tude of the energy spacing as well as in the anharmonicity
and the absolute energetic position were found. Based on
these findings, a qualitative statement on the challenges for
the control task can be made.
The MTOCT formalism was used to address different
solvent configurations at the same time. Laser pulses were
optimized for vibrational ladder climbing in the molecular
system in different solvent arrangements simultaneously. The
optimization aim was to transfer the population to the vibra-
tional state v = 4 in every snapshot. Control tasks with dif-
ferent degrees of complexity were formulated by combining
several snapshots with different energy spacing of the vibra-
tional levels in a multi target system. One prominent feature
was that the pulse was switching its focus in between the
snapshots during the optimization. The increasing inhomo-
geneity of the environment entailed more complex pulse
structures, while there was only a slight decrease of popula-
tion yield in the target state. Even in a system containing
sixteen random snapshots, the controllability of the system
remained surprisingly high with a population yield of
63.8%.
A statistical estimate on how efficient the optimized
laser pulses work for the effective configuration space was
performed. Even for a multi target system consisting of only
six different snapshots, a population yield of Y 19.2%eff =
was estimated. Assuming that only 1% of the excited
molecules actually follow the reaction pathway to the
desired product, 2000 consecutive pulses would achieve an
overall product yield of 95%. With a common kilohertz
repetition rate, only two seconds of laser application would
be required. This shows that theoretically optimized laser
pulses could be a promising future tool in chemical
synthesis.
A few aspects for further improvement are planned in the
future. Based on the statistical evaluation introduced in this
work, an optimal number of snapshots for a given multi target
system can be identified. With an increasing size of this
system, the two competing factors of increasing degree of
control difficulty and better sampling of the effective con-
figuration space determine an optimal number of snapshots
for a given cost function which defines the pulse duration and
maximum intensity. Another aspect is the accuracy of the
theoretical description of the reaction process, which can be
increased by extending the dimensionality for the QD simu-
lations. To also account for the homogeneous broadening
arising from solvent dynamics, a simultaneous simulation of
reactant and solvent can be aimed for.
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2.2. Including Fluctuations and Dynamics of the Solvent
Environment
Building on the findings from the previous section, advances toward a mobile solvent
environment are made in the article “Theoretical Quantum Control of Fluctuating
Molecular Energy Levels in Complex Chemical Environments”, which has been sub-
mitted to the journal Advanced Quantum Technologies. In the previous article, the
solvent cage — and thus also the energy level structure — was frozen during the QD
propagation. In a more realistic case however, especially for timescales where molec-
ular translation becomes relevant, the movement of solvent atoms should be included
in the simulation protocol. In the article presented in this section, the snapshots from
MD trajectories are not taken at random times, but after every 5 femtoseconds over
a duration of 2.5 picoseconds. The PES and vibrational level structure is again eval-
uated for every snapshot, yielding the time-resolved influence of a single and mobile
environmental configuration on the reaction process.
• Five different trajectories of 2.5 ps are inspected with respect to the fluctuation
of the vibrational IRC levels. The timescale on which the level spacing changes
from one extreme case to another due to the environment is revealed to be around
300 fs. As the controlling laser pulse achieving selective vibrational excitation is
active for about 2 ps, this complicates the control task, as the addressed levels may
fluctuate in and out of the pulse spectrum several times. Fluctuation patterns are
observed to repeat in between trajectories.
• Different optimization strategies in the OCT framework are used to find laser pulses
maximizing the population in ν=4. Static solvent cages like in chapter 2.1 are
used in single- and multi-target Hamiltonians, and different fluctuation patterns
from the investigated trajectories are incorporated in the simulation. All optimized
pulses — even the ones optimized only for static solvent cages — achieve a certain
amount of population when applied to the fluctuating case.
• Different control strategies are suggested for possible experiments based on these
findings. While some laser pulses are more efficient than others, all of them are
efficient in a certain number of situations which they were not optimized for, hint-
ing at a reasonable amount of controllability of a thermodynamic ensemble. There
often is a trade-off between generality and complexity of laser pulses, i.e. more
complex and intense laser pulses are efficient in a higher number of situations.
While the concrete capabilities of experimental setups changes from lab to lab, this
trade-off is very individual, where the present study suggests that decreased gen-
erality can be overcome by higher repetition rate or longer application times, as the
environmental influence will switch to the optimized scenario at some time.
• Fluctuations were modified artificially from very fast to very slow oscillations com-
pared to the pulse duration to check if there are timescales which the laser pulse
can not handle. Control was found to be easier when the fluctuations are very
fast or very slow compared to the pulse duration, while fluctuations on similar
timescales emerged as the most complicated ones. Although more complex pulses
are necessary to control these cases, vibrational excitation to the target level was
achieved in all cases.
Hereafter, the article “Theoretical Quantum Control of Fluctuating Molecular En-
ergy Levels in Complex Chemical Environments” submitted to the journal Advanced
Quantum Technologies is reprinted.
  
1 
 
DOI: 10.1002/ ((please add manuscript number))  
Article type: Full Paper 
 
 
Theoretical Quantum Control of Fluctuating Molecular Energy Levels in Complex 
Chemical Environments 
 
Daniel Keefer and Regina de Vivie-Riedle*  
 
Department Chemie, Ludwig-Maximilians-Universität München, D-81377 München, 
Germany 
 
E-mail: regina.de_vivie@cup.uni-muenchen.de 
 
Keywords: coherent control, quantum dynamics, shaped laser pulses, solvent effects 
 
Abstract text: In the present study, quantum control simulations are performed to explore the 
theoretical and practical limits of controlling applied synthetic chemistry in solution. The 
time-resolved influence of a molecular environment is revealed to fluctuate on a time-scale of 
few hundred femtoseconds. Laser pulse optimizations are performed for different control 
scenarios, giving general experimental guidelines on how to find a reasonable tradeoff 
between pulse complexity and population yield. Few-cycle flexible terahertz pulses are found 
to be capable of handling the complexities which are introduced by a fluctuating environment 
to the quantum properties of the molecular system. Besides the practical limitations in pulse 
generation and shaping, there seem to be no theoretical limits to controlling the investigated 
process with its environmental fluctuations. As the chosen model system involves a methyl 
group transfer and carbon-carbon formation, it stands representative for other commonly 
performed synthetic schemes in modern organic and pharmaceutical chemistry. 
 
1. Introduction 
 
In molecular quantum control, specifically shaped laser pulses are used to steer nuclear 
motion.[1–4] Numerous successful experiments have been reported, ranging from selective 
photodissociation in the gas phase,[5] controlled isomerization processes in the liquid phase[6,7] 
or energy flow optimization in biological protein complex participating in photosynthesis.[8] 
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Going beyond selective bond cleavage or isomerization, the most ambitious goal in coherent 
control of molecules has always been to steer applied chemical synthesis. With modern 
synthetic chemistry becoming more and more sophisticated, for example in the preparation of 
pharmaceutically applicable molecules or natural products,[9–11] each additional synthetic step 
increases the cost and lowers the product yield. Using tailored light fields to steer molecular 
motion by interacting with their quantum matter wave properties can potentially offer shortcuts 
to complex synthetic routes. Many efforts towards controlling chemical synthesis have thus 
been made, with the latest experimental study reporting vibrational acceleration of a 
bimolecular alcoholic ground state reaction leading to urethane formation,[12] but concrete 
synthetic application has not been achieved to date. 
While experimental development constantly increases the performance of modern light sources 
and improves pulse shaping techniques to generate more capable laser pulses, theoretical 
studies aim at revealing the mechanistic properties and difficulties of quantum control in 
solution and investigate whether they can be handled both in principle and practical. There exist 
different approaches to include environmental effects in quantum control simulations. Within 
the density matrix formalism, where Lindblad- and Redfield-type master equations simulate the 
temporal evolution of mixed and pure quantum state densities, system-bath interaction terms 
affect the population distribution and decoherence behavior of density matrix states. Effects 
which are described by this formalism are for example the dephasing influence of the 
environment on the molecular system, how this affects quantum control and whether this can 
be overcome by pulse shaping.[13–18] Another approach uses the time-dependent Schrödinger 
equation (TDSE) to simulate the time evolution of the molecular quantum system, represented 
by the Hamiltonian, and explicitly includes solvent molecules in the computation of molecular 
properties.[19,20] With respect to quantum control, this approach has been used to describe 
selective vibrational excitation of the carboxy-hemoglobin carbonyl mode within its protein 
environment,[21] and for vibrational initiation of a methyl transfer reaction in a tetrahydrofurane 
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(THF) solution.[22] Different solvent configurations where found to influence the potential 
energy surface (PES), and thus the relevant properties for quantum control, in a similar fashion 
to the inhomogeneous line broadening in spectroscopy.[23] In the latter study, the control 
strategy was to include multiple different solvent configurations in the laser pulse optimization 
to eventually converge to the thermodynamic distribution being present in a chemical flask and 
show that this complexity can be handled in general. The solvent molecules in this initial study 
were assumed to remain static during the picosecond control process. 
The present study builds on the previous findings and further improves the theoretical 
description by including the time evolution of the explicit solvent molecules during the quantum 
control of the chemical reaction. The timescale on which the environmental influence changes 
between extreme cases is revealed. This has major implications for potential quantum control, 
which is discussed with respect to controllability. Besides examining this from a conceptual 
point of view, concrete and practical guidelines for potential quantum control experiments in 
solution are given.  
 
2. Methodology 
 
The theoretical approach in the present study uses a combined quantum dynamical treatment of 
the chemical reactant with a classical time-evolution of solvent molecules (QD/MD 
procedure).[20] Our model coordinate uses the intrinsic reaction coordinate (IRC) of the methyl 
transfer in the gas phase depicted in Figure 1. We use the section between reactant and 
transition state, as after reaching the transition state with optical excitation, the reaction is 
assumed to evolve toward the product state. The molecular geometry is extrapolated from the 
reactant geometry using the negative IRC displacement vector. In this way, the potential curve 
depicted in Figure 1d is generated. Subsequently, the reactant molecule is placed in a MD 
simulation cube with 30 Å box length, which is then filled with THF molecules according to 
the liquid pressure of 0.89 gcm-3 at room temperature.[24] The reactant is kept frozen, which can 
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slightly affect the solvent movement in the MD trajectory but ensures comparability as all pulse 
optimizations start from the same ground state geometry. After an equilibration time of 20 ps 
the solvent molecules are propagated using the Velocity-Verlet integrator[25] and the OPLS-AA 
force field[26] as implemented in the program package GROMACS[27]. Using five different 
initial starting geometries and random initial velocities, a current snapshot of the geometry is 
taken every 5 fs over a duration of 2500 fs. Each of the 500 solvent configurations is reduced 
to the nearest solvation shell, using a cutoff-radius of 8 Å between the closest two atoms of 
reactant and solvent. Subsequently, the potential energy curve of the IRC is reevaluated using 
density functional theory with the M06-2X[28] functional and the 6-31G(d)[29] basis set as 
implemented in the program package GAUSSIAN16,[30] while satisfying the Eckart conditions 
to exclude the external translatory and rotatory degrees of freedom.[31] All solvent molecules 
within the cutoff region are included in the QM system to account for quantum effects in the 
environmental influence. For each solvent configuration along the 2500 fs MD trajectory, the 
vibrational eigenfunctions were evaluated. Their absolute and relative energetic position serve 
both as a measure for the degree of the environmental influence and as a target for quantum 
control optimizations, since vibrational excitation is a common scheme in triggering ground 
state molecular processes.[12,32,33] Although the one-dimensional nonlinear IRC does not 
resemble a molecular normal mode which is usually targeted by laser pulses, it is composed of 
a linear combination of these normal modes and contains all information about the molecular 
movement leading to the methyl transfer reaction. After depositing energy to the molecule, for 
example via the easily addressable carbonyl mode, these motions leading to the chemical 
reaction must be triggered at some point. The one-dimensional IRC can be regarded as a model 
coordinate derived from a real chemical process, which incorporates the relevant atomic motion 
in a compressed manner and is thus well-suited to investigate the environmental influence on 
such a process. Using the eigenfunctions as possible control targets serves as a convenient basis 
to investigate whether the arising complexities can be controlled. 
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After evaluating the vibrational energy levels every 5 fs along the 2500 fs MD trajectories, they 
are concatenated and interpolated to obtain each vibrational level En(t) as a function of time 
with the time step used in the QD simulation. The TDSE is solved using the Chebyshev 
propagation scheme,[34] where the Hamiltonian in matrix representation reads 
?̂?(𝑡) = ?̂?(𝑡) − ε(𝑡)  ⋅ μ̂  =  (
𝐸1(𝑡) ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝐸𝑛(𝑡)
) − ε(𝑡) ⋅ (
μ11 ⋯ μ1𝑛
⋮ ⋱ ⋮
μ𝑛1 ⋯ μ𝑛𝑛
). (1) 
The matrix ?̂?(𝑡) contains the vibrational level energies of the IRC on its diagonal, where each 
level En(t) exhibits its individual time-dependence due to fluctuations of the solvent molecules, 
and ε(𝑡) represents the electric field. The elements of the dipole matrix μ̂ show negligible 
fluctuation along the MD trajectory, which is why the time-dependence was discarded here. 
In contrast another explicit scheme, where random snapshots along a MD trajectory are used to 
parametrize the environmental influence within a fluctuating Hamiltonian, here the molecular 
reactant is considered within its individual and mobile microscopic environment. The 
remaining approximation, in contrast to recent theoretical advances which simultaneously 
propagate QD and MD domains,[35] is that the influence of the quantum system dynamics on 
the solvent environment is not included, as the reactant is kept frozen during the MD simulation. 
The according Newtonian equation of motion reads 
𝑀𝐼?̈?𝐼 = −∇𝐼(∑ ?̂?𝐼𝐽
𝐸
𝐽 + ⟨ψ
𝑆(𝑡0)|?̂?𝐼
𝐸𝑆|ψ𝑆(𝑡0)⟩), (2) 
where the interaction of quantum system S and environment E with particles I and J is always 
evaluated at the geometry used in the starting point t0 of the QD propagation (i.e. the reactant 
geometry). The TDSE solved for the QD propagation reads 
𝑖ℏ
∂
∂𝑡
ψ𝑆 = ?̂?(𝑡)ψ𝑆 = [?̂?0 + 𝑉
𝐸𝑆(𝑡)]ψ𝑆 , (3) 
where the system wave function 𝜓𝑆 evolves according to the Hamiltonian ?̂?(𝑡) containing a 
time-dependent quantum mechanical interaction energy 𝑉𝐸𝑆(𝑡) in the reduced solvent cage, 
changing the vibrational level structure.     
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If the laser field ε(𝑡) in Equation 1 is changed, the time evolution of the molecular quantum 
system changes. Optimal control theory (OCT)[36–41] is an optimization algorithm which tailors 
ε(𝑡) to enforce a desired state at final time T using the global optimization functional  
𝐽 ( ψ𝑖(𝑡), ψ𝑓(𝑡), ε(𝑡)) = 𝐹(ψi) − ∫ s(𝑡)|ε(𝑡)|
2𝑇
0
− ∫ ψ𝑓(𝑡)𝐺
𝑇
0
[ψ𝑖(𝑡), ε(𝑡)]𝑑𝑡, (4) 
with the initial wave function  ψ𝑖 and the final wave function  ψ𝑓. The third term in Equation 
4 is an auxiliary constraint requiring the TDSE to be fulfilled. The second term contains the 
electric field ε(𝑡) and a time-dependent function s(t) containing a Gaussian shape function to 
ensure smooth switching on and off behavior of the field, and the Krotov change parameter, 
which determines the degree to which the electric field can change within each iteration of the 
optimization.[41] In the present study the optimization aim 𝐹(τ) was chosen as an overlap target 
𝐹[ψ𝑖] = |⟨ψ𝑖(𝑇)|ϕ𝑓⟩|
2
  (5) 
between the initial molecular wave function ψ𝑖(𝑇) at final time T with a defined target state 
ϕ𝑓. The latter one was designed to contain maximum population in the fifth vibrational level 
(v4) at final time T, corresponding to a state-to-state optimization from v0 to v4. In all 
optimizations, the initial guess field was designed to be resonant with the mean v0 → v1 
transition along the given trajectory, with a full-width at half maximum (FWHM) of 500 fs and 
an intensity of 0.05 GVcm-2. A frequency filter[42] was used to keep the pulse spectrum below 
0.03 eV. Multi-target OCT[41,43] optimizations were conducted as well, extending the 
optimization aim in Equation 5 to a sum over several optimization aims and using the multi-
target Hamiltonian 
?̂?𝑀𝑇(𝑡) = (
?̂?1(𝑡) ⋯ 0
⋮ ⋱ ⋮
0 ⋯ ?̂?𝑛(𝑡)
) − 𝜀(𝑡) ⋅ (
μ̂1 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ μ̂𝑛
), (6) 
where each single matrix Qn and μn contains the energy levels and transition dipoles for a single 
solvent cage (compare Equation 1). Using this multi-target Hamiltonian, the controlling laser 
pulse is required to be effective in multiple solvent cages at the same time. If not stated 
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otherwise, all optimized laser pulses in this study were designed to yield a population of 50 % 
in the target vibrational state. A total simulation time of 2500 fs was chosen for pulse 
optimizations, as these are typical coherence times of molecular vibrations as for example the 
experimentally measured carbonyl mode within W(CO)6.
[44] 
3. Results and Discussion 
 
3.1 Time resolved environmental influence 
 
The vibrational level structure along a 2500 fs MD trajectory is drawn in Figure 2. Within this 
time frame, the energetic position of a particular level can change by a factor of two. Extreme 
cases of environmental influence are caused by solvent molecules moving in and out of the 
reaction pathway of the methyl transfer (see Figure 1). If the methyl transfer, and the associated 
minor atomic movement in other parts of the reactant molecule, is unobstructed by the solvent 
cage, the potential energy curve resembles the unperturbed case, leading to a smaller energy 
spacing between the vibrational levels, as it is the case for example at 700 fs in the trajectory 
shown in Figure 2. When a solvent molecule is located close to the methyl transfer pathway 
(red arrow in Figure 1c), steric obstruction between reactant and solvent molecular moieties 
occurs, introducing an additional barrier along the reaction pathway (see blue curve in 
Figure 1d) and increasing the energy spacing between vibrational levels. This is the case for 
example at 350 fs in Figure 2. While the extreme cases of environmental influence have been 
revealed before,[22] the first major result presented here is the timescale on which it fluctuates. 
The fluctuations revealed in Figure 2a are composed of two contributions. Smaller fluctuations 
happen on the low femtosecond timescale, which can be attributed to minor atomic 
displacements due to vibrations in the solvent molecules. This causes no challenge for a 
controlling laser pulse however, as the energy range of this fluctuation is very small and covered 
by the pulse carrier frequency. Larger fluctuations between the extreme cases can happen within 
300 fs. This means that if the control mechanism happens on the low fs timescale, as it is for 
example the case in the control of excited state processes involving conical intersections,[45] 
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assuming a static environment can be a valid approximation. In the present case, where 
vibrational initiation of a ground state reaction is performed with picosecond laser pulses, a 
femtosecond environmental fluctuation will affect the control mechanism and the complexity 
of the control task. 
Figure 2b shows the v0 → v1 transition and validates the discussed findings in other MD 
trajectories with different initial conditions. Both the degree of extreme cases and the time scale 
of environmental fluctuation is found to be the same in five investigated trajectories. As 
Figure 2a reveals a similar evolution of all vibrational levels, Figure 2b only shows the v0 → v1 
as the elementary vibrational transition. An interesting feature here is the repetition of patterns 
among the five trajectories, for example between 300 fs and 1200 fs in run 4 and between 700 fs 
and 1500 fs in run 1. This suggests that while the v0 → v1 transition considerably fluctuates 
along the MD trajectories, the diversity of fluctuation patterns in a thermodynamic ensemble is 
rather small and a certain degree of convergence is observed in the rather small sample size of 
five trajectories. 
3.2 Quantum Control Strategies 
 
The aimed for control mechanism is vibrational ladder climbing up to v4, using all subsequent 
∆v=1 transitions by choosing the carrier frequency of the initial controlling laser pulse to be 
resonant with this energy spacing.[32,33,44] 
We examine different quantum control strategies and their ability to control the environmental 
fluctuations with a perspective on future experimental realization. The first strategy entirely 
disregards environmental fluctuations during the laser pulse optimization, and afterwards 
applies this pulse to the fluctuating case to check for its potential success. Two exemplary laser 
pulses for such static optimizations are depicted in Figure 3 a and b, exhibiting very different 
pulse shapes. While the laser pulse in Figure 3a resembles a few-cycle pulse with comparably 
low field strength, the laser pulse in Figure 3b is much more complex and intense. The laser 
pulses are then applied to the fluctuating case, and the population yield is evaluated to measure 
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the efficiency. To increase the sample size, the five different MD runs were concatenated in 
time, obtaining a fluctuating level structure over a total of 12500 fs (see Figure 4b, depicting 
the concatenated v0 → v1 transition). In steps of 10 fs, the optimized laser pulse was shifted and 
applied along the concatenated MD runs. A quantum dynamical propagation was performed for 
each temporal position of the pulse to evaluate the population yield. While yielding 50 % 
population in the target state for its own optimized static case, the fluctuating environment 
imposes a very different scenario. Nevertheless, there are times where up to 20 % population 
reaches the target state in the fluctuating case, for example between 5000 fs and 5500 fs or at 
10000 fs in Figure 4c. Each point in time here corresponds to a propagation with the maximum 
of the electric field being located at that point, i.e. the yield at 5000 fs corresponds to a quantum 
dynamical situation where the maximum of the laser pulse is located at 5000 fs. The same 
procedure was conducted with other pulses which were optimized for static environment, 
showing similar population yields in the fluctuating scenario. This demonstrates one advantage 
of the first control strategy, as the simplest laser pulse with the highest experimental feasibility 
can be chosen among a high diversity and manifold of cases.  
The second control strategy directly uses the time-dependent potential in response to the 
fluctuating environment in the pulse optimization. Five different laser pulses were optimized 
corresponding to the five MD trajectories in Figure 2b. The most feasible of these five pulses 
is depicted in Figure 3c. It belongs to the MD trajectory 5 and exhibits a more structured pulse 
shape and higher intensity than the simplest laser pulse optimized for a non-fluctuating system 
(Figure 3a). This can be entirely attributed to the much more complex control task of handling 
a fluctuating situation. The same procedure as in the previous case is applied and the laser pulse 
is shifted along the concatenated MD trajectories (Figure 4b). Again, QD propagations were 
started at each temporal position in an interval of 10 fs and the population in the target state 
was evaluated. The result is sketched in Figure 4d and reveals a very high population yield of 
up to 40 % even at times for which the laser pulse is not initially optimized for. In fact, the 
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population yield stays considerably high along the concatenated MD runs. This supports the 
previously observed repetition of fluctuating patterns and suggests that the complete 
thermodynamic ensemble may be manageable. 
While the higher yield is no surprise due to the control task being much closer to the realistic 
case of a fluctuating environment, it comes at the prize of a more demanding laser pulse in 
terms of experimental realization. This is also the case using a third control strategy, which 
involves multi-target optimization of multiple static cases simultaneously. Six different 
situations along the five MD trajectories where combined in a multi-target OCT simulation, 
optimizing a laser pulse to achieve population transfer in all cases at the same time. The 
corresponding optimized laser pulse in Figure 3d is even more complex than the other ones and 
requires a much higher intensity. When applied to the fluctuating case (Figure 4b), it is 
understandably more efficient than the pulse which was optimized for a single static case, 
however it is not more efficient than the laser pulse which was optimized for the fluctuating 
case.  
Based on the requirements and performance of the three different optimization strategies, we 
turn to the question of experimental realization, which always necessitates a manageable trade-
off between pulse complexity and population yield. Even with a rather straight-forward laser 
pulse optimized for a frozen configuration (Figure 3a), a considerable amount of population 
yield can be achieved at certain times of the fluctuating system. This validates the findings of 
earlier experimental studies using trains of Gaussian shaped pulses.[3,46,47] The temporal 
distance between two single pulses within the train was 300 fs, and a considerable increase in 
the efficiency of excitation processes in chemical solution was observed in contrast to using 
single pulses.[3,46,47] It is however rewarding to use a more complex laser pulse which is 
optimized for the actual fluctuating case, should a specific experimental laboratory be capable 
of realizing the more complex wave form and higher intensity that is required. While the first 
control strategy can run into the problem of the repetition rate not matching the times where the 
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molecular situation is favorable (for example at 2000 fs, 6000 fs or 11000 fs in Figure 4c), this 
is not an issue for the second control strategy, as the corresponding laser pulse is almost always 
effective along the investigated time span of MD trajectories. The decision which control 
strategy to use depends on the equipment of the specific experimental laboratory in wave form 
synthesis and pulse modulation. The assistance of theoretical simulations can be highly 
beneficial in exploring the boundaries within which the trade-off between pulse complexity and 
population yield can and should be made. 
3.3 Theoretical Limits of Fluctuation Control 
 
Besides the practical control of different scenarios, it is useful to explore the theoretical limits 
for quantum control of fluctuating energy levels caused by the molecular environment. For this 
purpose, the vibrational level structure is modulated artificially to fluctuate between the extreme 
cases on different time scales. While in the previous sections a simulation time of 2500 fs was 
chosen in pulse optimizations to match vibrational coherence times, the simulation time for this 
purpose was extended to 12000 fs to cover a high range and versatility of fluctuation time scales 
with respect to the pulse wave length. Exemplary created cases are drawn in Figure 5a, where 
the red lines correspond to the extreme cases found in Figure 2 and the black line represents the 
v0 → v1 transition, sinusoidally fluctuating with a period between 100 fs and 12000 fs. The 
initial guess pulses for the OCT optimizations were set to have the mean frequency of the 
sinusoidal fluctuation (0.012 eV) and a FWHM of 1000 fs. If the fluctuation is very fast 
compared to this pulse duration (Figure 5a), the optimized laser pulse nearly maintains its 
Gaussian envelope. As the fluctuation is much faster than the pulse duration, the ∆v=1 transition 
very often matches the pulse frequency and the current situation is almost always favorable, 
rendering a precise timing of the pulse unnecessary. If the energy fluctuation is very slow 
compared to the pulse duration, the shape of the optimized laser pulse is again nearly Gaussian, 
as the fluctuation is very slow compared to the pulse duration and does not shift away from the 
carrier frequency. In cases where the energy levels strongly fluctuate around the carrier 
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frequency several times, the control task becomes more difficult (Figure 5b). This could be 
handled with a broader spectrum of the controlling laser pulse, leading to shorter pulses, which 
however comes at the cost of selectivity as many transitions are unspecifically addressed. The 
most important conclusion to be drawn from this series of simulations however is that for all 
tested cases – very fast, very slow and all in-between periods of fluctuation – a laser pulse could 
be optimized to achieve a population yield of 50 % in the target state. This is even possible if 
several different fluctuation periods are combined in a multi-target optimization, as 
demonstrated in Figure 5d. While there may be experimental limits in realizing the complex 
light fields, the environmental fluctuation of a molecular environment affecting a chemical 
reaction imposes no theoretical limits on the controllability of this reaction. 
 
4. Conclusion 
 
Using a combination of quantum dynamical simulations, laser pulse optimizations, electronic 
structure theory and classical solvent propagation, the time-dependent influence of a molecular 
solvent environment on the controllability of a chemical methyl transfer reaction was revealed. 
The individual movement of solvent molecules was found to be responsible for a drastic 
fluctuation of vibrational energy levels being relevant for quantum control. Major fluctuations 
between extreme cases were found to happen on a timescale of few hundred femtoseconds, 
which is slower than the few-fs pulse durations of modern photochemistry and -physics, but 
comparable to coherence times and the pulse durations used to trigger molecular vibrations. 
Laser pulses were successfully optimized to handle this complex control task. With respect to 
experimental realization, guidelines were given to find a reasonable trade-off between pulse 
complexity and efficiency, where a decision for both ends of this range has merits, and the 
concrete compromise depends on the circumstances in the specific experimental laboratory. 
Few-cycle and flexible terahertz pulses were found to be capable of achieving control, ranging 
from very simple to rather complex pulse shapes and wave forms. As sub-cycle modulation of 
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terahertz laser pulses is possible with modern setups,[48,49] the presented theoretical results can 
have practical implications. 
To explore possible theoretical limitations, the vibrational level fluctuations were modulated 
artificially to oscillate between extreme cases with periods of 100 fs up to 12000 fs. Several 
different cases were combined in multi-target optimizations. For every artificially created 
scenario, it was possible to optimize a laser pulse achieving at least 50 % population yield in 
the target state, suggesting that besides possible experimental limitations of pulse generation 
and shaping, there exist no theoretical limits in the controllability of a fluctuating molecular 
environment on a chemical reaction like methyl transfer. 
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Figure 1. Methyl transfer reaction between cyclohexanone and trimethylaluminum including 
carbon-carbon bond formation. a) Reactant, transition state and product of the reaction. b-c) 
Reaction pathway of the methyl group (red) relocating to the carbon atom of the carbonyl 
group in the cyclohexanone ring. d) Potential energy curve of the IRC between reactant state 
at 0 Å and the transition state at 6.2 Å, with the barrier at the left created by extrapolation of 
the molecular geometry according to the IRC displacement vector. The black curve represents 
the gas phase potential, and the blue curve shows the potential curve within an exemplary 
solvent cage. 
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Figure 2. Fluctuating vibrational level structure of the methyl transfer reaction due to 
environmental influence. a) Vibrational levels of the IRC along MD run 1; v=4 is highlighted 
as the target state for laser pulse optimizations. Fluctuations between extreme cases happens 
on a time-scale of 300 fs and similarly in all levels. b) v0 → v1 transition in five different MD 
runs, all showing similar ranges and time-scales of fluctuation. 
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Figure 3. Optimized laser pulses according to different scenarios. a-b) Both laser pulses were 
optimized for a specific situation within the MD trajectory and disregarding environmental 
fluctuation (static vibrational levels). c) Optimized laser pulse for the fluctuating level 
structure of MD run 5. d) Multi-target optimization using six different static cases 
simultaneously. 
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Figure 4. Application of different laser pulses to the concatenated fluctuation of MD runs 1 to 
5, with the color code corresponding to Figure 3. a) Sketch of the procedure: A laser pulses is 
applied with the time of maximum pulse intensity being shifted over the whole 12500 fs, and 
a quantum dynamical propagation is performed for each point to evaluate the population 
yield. b) Concatenated v0 → v1 transition of MD runs 1 to 5. c) Population yield of quantum 
dynamical propagations using the laser pulse in Figure 3a. Each point in time corresponds to a 
propagation with the maximum of the electric field being located at that point, i.e. the yield at 
5000 fs corresponds to a quantum dynamical situation where the maximum of the laser pulse 
is located at 5000 fs. d) Time-dependent population yields using the laser pulse in Figure 3c. 
e) Time-dependent population yields using the laser pulse in Figure 3d. 
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Figure 5. Optimized laser pulses for artificially created fluctuation periods. Red lines mark 
the extreme cases found in Figure 2. The black lines indicate the v0 → v1 transition oscillating 
between the red lines with different sinusoidal periods. The top part of d) shows the multi-
target scenario combining multiple different periods. 
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Toc-entry: Shaped few-cycle terahertz pulses control a chemical system in its fluctuating 
solvent environment by selective vibrational excitation. 
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Chapter 3.
Photorelaxation of Uracil: Monitoring and
Preparing an Elusive State Leading to
Photolesions
The two studies presented in this chapter deal with specific aspects of the formation
of photolesions in the genetic code. The single and double strands of nucleic acids
are built up by the canonical nucleobases adenine, cytosine, guanine, thymine and
uracil, which are chemically connected by sugar/phosphate backbones. The genetic
information of living organisms is encoded in the specific base sequence within the
strands. Chemical modifications of the nucleobases, like oxidation or hydrolysis, are
known to cause severe diseases should they not get repaired properly [145]. One
possible source for the chemical modification of nucleobases is the absorption of UV
light [11], as it is irradiated for example by the sun. After UV absorption the molecule
enters an electronically excited state, which can induce photochemical reactions and
potentially lead to skin cancer [146–148]. All canonical nucleobases are known to be
susceptible to this process, where the CPD and Dewar lesions are the most prominent
examples [149, 150]. However, in most cases, all nucleobases are known to exhibit
ultrafast relaxation channels back to the electronic ground state through various
CoIns [151–157], which is why they are extensively investigated both theoretically and
experimentally in the ultrafast community. This efficient relaxation mechanism does
not involve chemical modification, but leads back to the initial geometry, where after
arriving in the ground state again, the additional energy is just dissipated through
vibrational heat. These ultrafast relaxation pathways are regarded as a main reason
for the high photostability of the canonical nucleobases, and their obstruction can
directly be linked to the formation of photodamage [82–84]. Additionally, UV radiation
was more intense on the earth surface in the early days of live, and being more stable
towards photodamage than other competitors, and thus being able to survive this
selection pressure, is regarded as the main reason why DNA and RNA are built up by
exactly these nucleobases.
In the case of uracil, which is also the nucleobase of interest in this chapter, there is
both theoretical and experimental literature elucidating different aspects of the pho-
torelaxation mechanism (see introduction and references in publication 2, reprinted
in chapter 3.1). In summary, experimental lifetimes in isolated uracil have been ob-
served from 50 fs to around 2 ps, while theoretical studies revolved around investi-
gating the excited state landscape and character. The first excited state of uracil is
a n → π∗, while the second excited state is a π → π∗ state and also the first optically
addressable one. From here, the molecule passes a S2 /S1 CoIn, after which it re-
laxes further to the electronic ground state. Additionally, a local minimum has been
found as an additional important structure in the relaxation process [85]. Building
on this knowledge and using the identified structures along the relaxation path, the
studies presented here monitor the WP on its way to the first CoIn after UV excita-
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tion. The first study in chapter 3.1 investigates isolated uracil, as it is commonly
investigated in ultrafast pump-probe experiments. By shaping the excitation pulse
adapted to experimental parameters, the limiting cases of very fast versus very slow
relaxation are explored to make statements about the photostability. Using the re-
sults and optimized laser pulses, experiments are suggested to artificially prepare a
long-living WP in the S2 state for better spectroscopic characterization and possibly
to explore other photochemical pathways. The second study in chapter 3.2 uses the
QD/MD approach to investigate the ultrafast relaxation mechanism after an unbiased
UV excitation of uracil in its native environment, an RNA strand. This environment is
found to drastically affect the relaxation pathway in some cases, and by using differ-
ent combinations of neighboring bases statements are made about whether there are
configurations favoring either photostability or photodamage.
3.1. Isolated uracil: Quantum Control to Accelerate and Prevent
Relaxation
The following article “Controlling Photorelaxation in Uracil with Shaped Laser Pulses:
A Theoretical Assessment” published in the Journal of the American Chemical Society
presents the first WP simulations of the relaxation process in isolated neutral uracil.
The laser pulse which is used to excite uracil are adapted from experimental param-
eters used in Ref. [85]. After showing how the WP evolves after UV excitation, OCT is
used to explore the two limiting cases of very fast versus very slow relaxation times.
The key points of the article are:
• The presented PES exhibits a double-well structure, with a small barrier between
the S2 minimum and the S2 /S1 CoIn seam. After UV excitation, the WP evolves
from the Franck-Condon (FC) to the S2 minimum and subsequently crosses the
barrier to the CoIn. The relaxation time is defined as the time after which half
of the population has left the S2 state. It is observed to be around 170 fs and
corresponds well to the experiments from which the pulse parameters were taken.
• Acceleration of this process with an OCT optimization of the excitation pulse was
achieved, but only by about 22%, corresponding 142 fs. This suggests that the
natural conditions in uracil are already very efficient.
• A laser pulse is presented which traps the WP in the local S2 minimum for more
than 50 ps, while only having a full width at half maximum (FWHM) of 4 fs. As
the trapping timescale is significantly longer than the pulse duration, in a possible
experimental realization this gives time to for example use a second laser pulse
trying to possibly find other photochemical pathways by steering the WP in other
directions. Besides the short duration and high intensity, the presented laser pulse
is surprisingly simple and almost Gaussian shaped, rendering it experimentally
feasible.
Hereafter, the article “Controlling Photorelaxation in Uracil with Shaped Laser Pulses:
A Theoretical Assessment” published in the Journal of the American Chemical Society
is reprinted with permission from J. Am. Chem. Soc. 2017, 139, 5061. Copyright
2017 American Chemical Society.
Controlling Photorelaxation in Uracil with Shaped Laser Pulses:
A Theoretical Assessment
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ABSTRACT: The RNA nucleobase uracil can suffer from photo-
damage when exposed to UV light, which may lead to severe
biological defects. To prevent this from happening in most cases,
uracil exhibits an ultrafast relaxation mechanism from the electroni-
cally excited state back to the ground state. In our theoretical work,
we demonstrate how this process can be significantly influenced
using shaped laser pulses. This not only sheds new light on how
efficient nature is in preventing biologically momentous photo-
damage. We also show a way to entirely prevent photorelaxation by
preparing a long-living wave packet in the excited state. This can
enable new experiments dedicated to finding the photochemical
pathways leading to uracil photodamage. The optimized laser pulses
we present fulfill all requirements to be experimentally accessible.
■ INTRODUCTION
Nucleobases are key players in processing and storing genetic
information. The crucial factor for their photostability is the
excited state dynamics, which has been studied extensively
both theoretically and experimentally. In this work we focus
on uracil, which exhibits ultrafast relaxation back to the
ground state after photoexcitation. This is the mechanism by
which potential photodamage is prevented in every living
organism exposed to sunlight. By trying to influence this
process with shaped laser pulses, we can not only learn a lot
about the characteristics and limits of this process but also
propose novel experiments which finally might detect the
photochemical pathways leading to this photodamage.
Up to date, several gas-phase pump−probe experiments on
uracil have shown that the excited state population decays
ultrafast, displaying a biexponential decay.1−7 Various
relaxation times ranging from 50 fs to 2.4 ps have been
observed in these studies. To unravel the underlying process,
various theoretical studies were performed exploring the
excited state energy landscape. Many of them reside in a static
picture, using variations of CASSCF/CASPT2 and multi-
reference configuration interaction (MRCI) methods,8−15
time-dependent density functional theory,16−18 or coupled
cluster theory.19 Overviews on how the different methods
behave in describing uracil are given in refs 20 and 21.
Dynamical studies have been performed as well, mainly based
on semiclassical surface-hopping approaches22−27 or classical
molecular dynamics in solution.28 In terms of quantum
dynamics, there are only two studies on the closely related
thymine,29,30 and one study on cationic uracil using the multi-
configuration time-dependent Hartree method.31 To the best
of our knowledge, the present work contains the first
quantum dynamical study on neutral uracil.
All of the previously listed theoretical studies agree that the
ultrafast relaxation process in uracil is driven by conical
intersections (CoIns), although there is some disagreement
about the exact pathways. The first excited state S1 is a dark
nπ* state, while the S2 is a bright ππ* state. After
photoexcitation to this state, the first relaxation step occurs
via a S2/S1 CoIn. Depending on the level of electronic
structure theory, a shallow minimum on the S2 surface exists,
which is separated by a small barrier from the S2/S1 CoIn.
The height and even the existence of this barrier are still
under debate. Part of our results are suited to suggest
experiments which can bring this debate to a conclusion.
In the present work we perform quantum dynamical
simulations on reduced-dimensional potential energy surfaces
(PESs), where the S2 minimum and the barrier toward the
S2/S1 CoIn play a major role. We show how the relaxation
process out of the S2 state can be influenced with the help of
shaped laser pulses, which we design with optimal control
theory (OCT). It has been tried to achieve this control task
with the help of closed-loop learning experiments,32 but
without much success. Support from theory might be
beneficial to this, and with the insights gained from the
present work, successful control experiments on uracil may be
possible in the future.
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■ RELAXATION MECHANISM AFTER AN UNBIASED
PHOTOEXCITATION
The coordinates we use to represent uracil are derived from
three optimized structures which play a major role in the
photoinduced process: the Franck−Condon (FC) point, the
S2 minimum and the S2/S1 CoIn. The FC structure of uracil
along with the two coordinate vectors are illustrated in Figure
1. The first coordinate qFC→CoIn is defined by the normalized
vector pointing from the FC point to the optimized S2/S1
CoIn. The other coordinate qFC→S2min is obtained by
orthonormalization of the vector pointing from the FC
point to the S2 minimum with respect to qFC→CoIn. Together
these vectors span a two-dimensional (2D) coordinate space.
While not being able to describe other photochemical
pathways, this reduced-dimensional coordinate space is the
best one to properly sample the relaxation mechanism as all
important structures along this pathway are included. The
accordant S2 PES is drawn in Figure 2 and exhibits a double-
well structure, with a barrier in between the wells which is
energetically lower than the FC region. Another prominent
feature is that the CoIn is not only present as one point but
in fact as a seam within the PES.
To transfer the wave packet (WP) from the electronic
ground state to the S2 state, we optimized a pump pulse with
OCT with the only optimization aim being maximum
population in the S2 state. The initial guess pulse was
adapted to experimental parameters33 with a full width at half
maximum (fwhm) of 32 fs and a peak intensity of 3 × 1011
W·cm−2. It already achieves 98% population in the S2 state.
After optimization, the population yield is close to 100%. The
resulting laser pulse is shown in Figure 3a along with its
spectrogram, and will be referred to as the unbiased pump
pulse in the following. There were no major tweaks during the
optimization, and the pulse still looks almost perfectly
Gaussian shaped. It excites a rather delocalized WP on the
S2 surface, which evolves from the FC point toward the S2
minimum (see Figure 4a) and oscillates back to the FC
region. Subsequent to the second oscillation cycle, a part of
the WP splits and travels over the barrier toward the CoIn
seam, where it decays to the S1 state. During the following
oscillations this is continued until the S2 state is completely
depopulated. Due to the delocalized shape of the WP, there is
a rather continuous flow of population toward the CoIn seam.
This is also reflected in the population curve, which is drawn
in Figure 4d with the red line. It has a smooth shape,
indicating a continuous decay of the WP via the CoIn. To
characterize the relaxation process, we use the time where half
of the population has left the S2 state, which is 186 fs in case
of the unbiased pump pulse. This relaxation time is the key
factor in terms of photostability, as spending less time in the
excited state, competing pathways potentially leading to
photodamage are less likely to be taken.
■ HOW TO INFLUENCE THE MECHANISM:
ACCELERATION AND WAVE PACKET TRAP
Based on the observed WP dynamics, we defined two
opposite control aims through the projection operator in the
OCT algorithm (see SI, Figure S3 for details). One control
aim is geared toward an acceleration of the relaxation process
by maximizing the probability density of the WP in the region
of the CoIn seam as early as possible. This can be interpreted
as challenging nature when it comes to preventing photo-
damage by trying to find more efficient relaxation pathways.
The second control aim has the intention to keep the WP in
the region of the S2 minimum as long as possible to efficiently
trap it there. Despite the long time frame of this control aim,
the pulse duration is tried to be kept as short as possible.
We optimized laser pulses for both control aims, which will
be further referred to as the accelerating and the trapping laser
pulse. Their success is reflected in the population curves for
the S2 state in Figure 4d. In case of the accelerating laser
pulse (black population curve), the time where half of the WP
Figure 1. Ground state minimum structure of uracil. The coordinate vector qFC→CoIn on the left describes an out of plane deformation, and
qFC→S2min on the right is mainly some bond elongations within the plane of the ring.
Figure 2. S2 PES of uracil spanned by the Franck−Condon point
(FC), the local S2 minimum, and the optimized CoIn. The white
curved line indicates the area where the non-adiabatic coupling takes
significant values.
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has left the S2 state is lowered to 146 fs in contrast to the 186
fs in case of the unbiased pump pulse (red population curve).
This corresponds to a speedup of 22%, which on one hand is
a noticeable amount. On the other hand this shows that an
unbiased photoexcitation already follows a very efficient
relaxation mechanism to prevent photodamage in uracil.
The according WP dynamics in Figure 4b reveal the
mechanism behind the acceleration. The laser pulse keeps
the WP more local in space in contrast to the unbiased pump
pulse. The evolution of the WP is similar; namely, two
oscillations through the S2 minimum before the WP splits for
the first time, and some parts start to flow toward the CoIn.
The difference is that the parts which split up and travel to
the CoIn are larger when the accelerating laser pulse is
applied, which leads to an overall faster relaxation. The crucial
moment of the first WP splitting, which identifies the
characteristics in both cases, is shown in Figure 4a,b with
the white lines. The more local shape of the WP is also
reflected in the population curve (Figure 4d). In contrast to
the smooth shape of the red curve, which corresponds to a
delocalized WP, there are steps present in the black curve
belonging to the accelerating laser pulse. These steps are in
accordance with the time the WP needs to oscillate through
the S2 minimum, which is between 45 and 50 fs. Note that
the direct path from the FC point to the CoIn is not
accessible due to unfavorable gradients on the PES.
Additional to the acceleration of the relaxation process, it is
also possible to trap the majority of the WP on the S2 surface.
As indicated by the blue curve in Figure 4d, almost 1 ps after
photoexcitation with the trapping laser pulse, 80% of the
population is still located in the S2 state. In fact, half of the
population is still remaining in the S2 state after 5.5 ps
although the pulse duration is in the low fs range. The WP
evolution of this trap is sketched in Figure 4c. After entering
the S2 PES at the FC point, the WP evolves in the direction
of the S2 minimum like in the other two cases. Only a small
part of the WP overcomes the barrier toward the CoIn,
whereas now the remaining part (about 80%; WP with the
white lines in Figure 4c) forms a rather defined structure with
four nodes. It has significant overlap with low-energy
eigenfunctions which are located exclusively or predominantly
in the local S2 minimum. The mechanism behind this trap can
be deduced from Figure 4d, where the inlay shows the
magnified population curves during the pumping process into
the S2 state. Due to the higher pulse intensity, the population
curve exhibits fast oscillations following the pulse frequency.
Additionally, there are three dips in the excitation process of
the trap pulse. These two issues indicate that small parts of
the WP are constantly transferred back and forth between the
S0 and the S2 state. On the bottom line this process slows
down the WP, as the gradient of the PES between the FC
point and the S2 minimum in the S0 state points in the
opposite direction than the one in the S2 state. Having less
kinetic energy, the WP is not able to overcome the barrier
toward the CoIn seam and stays in the S2 minimum. Besides
various other possible follow up studies to be proposed later,
Figure 3. (a−c) Laser pulses and spectrograms after optimization with respect to the formulated control aims, i.e., optimization for (a) an
unbiased optimal pump into the S2, (b) steering the WP to the CoIn seam, and (c) trapping the WP in the S2 minimum. (d) Spectra of the laser
pulses shown in (a)−(c) with the red line belonging to (a), the black line to (b), and the blue line to (c).
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if the mechanism we suggest here can be realized
experimentally, a very strong argument can be made in
favor of the existence of the barrier between the S2 minimum
and the S2/S1 CoIn.
For a closer comparison of the laser pulses achieving the
control aims, they are drawn together in Figure 3b,c, along
with the unbiased pump pulse (Figure 3a). In contrast to the
latter one, the accelerating laser pulse is shorter in time and
more intense. It also has an upchirp toward higher
frequencies, whereas the unbiased pump pulse has no chirp.
The spectrogram in Figure 3b exhibits some degree of fine
structure, which is necessary to achieve the control aim. A
simple Gaussian shaped pulse with the corresponding amount
of chirp did not achieve an acceleration of the photo-
relaxation. Another feature of the accelerating pulse is a shift
of the central frequency toward higher frequencies, which
gives the excited WP a higher momentum benefiting a faster
passage over the potential barrier and thereby faster
relaxation. The key feature of the trapping laser pulse (Figure
3c) is a higher intensity, which is necessary to realize the fast
oscillations in the population curve in order to slow down the
WP. To reduce the momentum of the WP even further, the
central frequency is slightly shifted toward lower frequencies
in contrast to the other two pulses. Overall, the spectrograms
of all three laser pulses are rather smooth. This was one main
goal of the optimizations and was realized via a cost functional
in the OCT algorithm which penalizes high intensities, tries to
keep the pulses Gaussian shaped and cuts off unnecessary
frequency components34,35 (the cost functional containing
these features is represented by s(t) in eq 1). Due to their low
complexity, all three laser pulses should be experimentally
accessible. The central frequencies should be taken with a
pinch of salt, as multi-configurational methods are known to
struggle in yielding the correct excitation energies in uracil,
which should not influence the observed mechanisms,
however (typically an experimental excitation is achieved
with laser pulses having their central wavelength around 260
nm33). For experimental generation, the accelerating laser field
requires a 7 fs and the trapping laser field a 15 fs input pulse.
Also note that it is sufficient to modify the unbiased pump
pulse in order to achieve both control aims, and no second
color is needed. Due to these facts, this theoretical study
should have a suggestive character for prospective control
experiments.
■ CONTROL MECHANISMS IN THE PRESENCE OF A
THIRD DIMENSION
By reducing the photorelaxation of uracil to two reactive
coordinates (Figure 1) which are built up by several normal
modes, an approximation is made. To verify the results we
obtained in this coordinate space, we extended it to three
dimensions. Therefore, five different 3D spaces were
constructed by adding five different normal modes in their
harmonic description to the 2D PES. To test for a variety of
cases, normal modes of uracil from different spectral regions
and with different kinetic coupling strengths to the existing
2D space were taken: a nitrogen−hydrogen stretching mode,
a carbon−hydrogen stretching mode, a carbon−hydrogen
Figure 4. Wave packet dynamics on the S2 surface and population course according to the laser pulses shown in Figure 3. (a) Excitation with the
unbiased pump pulse: gray, WP at −34.9 fs; white, WP at 104.2 fs. (b) Steer to the CoIn: gray, WP at −22.9 fs; black, WP at 46.0 fs; white, WP
at 93.2 fs. (c) Trap in the S2 minimum: gray, WP at −16.2 fs; black, WP at 15.3 fs; white, WP at 868.0 fs. (d) Population course according to the
dynamics shown in (a)−(c) with the red line belonging to (a), the black line to (b), and the blue line to (c). The white-framed inlay on the right
is an enlargement of the short time frame around 0 fs.
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bending mode, a carbonyl mode, and a deformation mode of
the planar ring (see Table 1 for details). The previously
presented laser pulses were applied to the respective 3D
spaces, and as it can be learned from Table 1, they stay
effective and fulfill the control aims for which they were
optimized. This behavior was expected to a certain degree due
to the good agreement between experimental and simulated
relaxation times.
In summary, the present study demonstrates that the
ultrafast relaxation dynamics of the RNA-base uracil is well
controllaable. On our reduced-dimensional PESs we per-
formed WP dynamics to simulate the possibilities of
influencing the relaxation process after photoexcitation. With
the help of OCT we designed laser pulses to achieve two
opposed control aims. We were able to accelerate the
relaxation to the S1 state by about 22%. The fact that this
speedup could not be enlarged further suggests that an
unbiased photoexcitationas from a conceptual point of view
it is the case in naturealready leads to a very efficient
mechanism to prevent photodamage on uracil. Furthermore,
we showed how the relaxation process can be delayed
significantly by trapping the WP in the local S2 minimum. As
this trap occurs on a time scale which is much longer than the
pulse duration, other light fields and spectroscopic techniques
could be used to steer the WP from the FC region and
explore the S2 landscape on a whole new level, inspiring the
quantum control spectroscopy approach. The pathway(s)
leading to the biologically momentous photodamage might be
identified and mechanistically understood. The laser pulses we
designed are oriented on experimental data and thus should
be able to serve as direct guidelines for prospective
experiments of this kind.
■ COMPUTATIONAL METHODS
The PESs we usedalong with the transition dipole moments and
non-adiabatic couplingswere calculated using MRCI with an active
space of 12 electrons in 9 orbitals (12,9), and only single excitations
allowed out of the active space into the virtual space, which
constitutes a reasonable trade-off between accuracy and the necessary
computation time to construct a 2D surface. Although MRCI
methods struggle in predicting the correct vertical excitation energies
and CASPT2 is usually the method of choice for obtaining highly
accurate results, MRCIS was found to map the topology and barrier
heights much more similar to CASPT2 then to for example CASSCF
(see Table 3 in ref 33 for a summary of various computational
methods used on uracil). While the vertical excitation energy only
impacts the central frequency of the laser pulse, the topology and
barrier heights are the crucial properties for the WP dynamics and
control mechanisms, and thus MRCIS is a reasonable method to use
here. The orbitals used in the MRCI calculations were obtained from
an average of three states CASSCF (SA3-CASSCF) with the same
active space (12,9). All calculations were conducted with the
COLUMBUS software package40−42 with the cc-pVDZ basis set. The
geometries of the CoIn and the S2 minimum were obtained in
previous works8,11 using the same methodology.
For the quantum dynamical simulations we solved the time-
dependent Schrödinger equation (TDSE) on a spatial grid using the
Chebychev propagation scheme.43 To set up the kinetic energy
operator in the reduced-dimensional coordinate space, the G-matrix
formalism was employed.36−39 The non-adiabatic couplings were
implemented as the norm of the total vector. The complete OCT
functional44 we used to optimize the laser fields reads
∫ ∫
ψ ψ ε ψ
ε ψ ψ ε
= −
| | −
J t t t F t
s t t t t G t t t
[ ( ), ( ), ( )] [ ( )]
( ) ( ) d ( ) [ ( ), ( )] d
T T
i f i
0
2
0 f i (1)
with the initial wave function ψi(t), the laser field ε(t), and the final
wave function ψf(t), and with G [ψi(t),ε(t)] representing the TDSE.
The first term in eq 1 denotes the optimization aim, which we
defined using a projection operator P̂:
ψ ψ ψ ψ ψ= ⟨ | |̂ ⟩ ̂ = | ⟩⟨ |F t T P T P[ ( )] ( ) ( ) withi i i i i (2)
The function s(t) in the second term of eq 1 contains the Krotov
change parameter α,45 a shape function to ensure smooth switching
on and off behavior of the laser field and a frequency filter34,35 to
suppress unwanted frequencies. Details on the laser field
optimizationssuch as the shape of the projection operator,
frequency windows, and the choice of αcan be found in the SI.
■ ASSOCIATED CONTENT
*S Supporting Information
The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/jacs.6b12033.
Details about the quantum dynamical simulations and
OCT optimizations, including the S0 and S1 PESs along
with the coordinate vectors, transition dipole moments,
non-adiabatic couplings, G-matrix elements, and opti-
mized structures, including total energies; parameters
about laser pulse optimizations such as the Krotov
Table 1. Efficiency of Presented Laser Pulses in Different Coordinate Spacesa
kin. coupling [10−5a.u.] t1/2 [fs]
coordinate frequency [cm−1] qFC→CoIn qFC→S2min pump steer pS2 [%], trap
qFC→CoIn 900 7.05 186 146 76.0
qFC→S2,min 480 7.05
qNHs 3473 0.04 0.05 186 146 75.8
qCHs 3051 1.41 2.96 186 146 75.7
qCOs 1762 0.54 1.09 188 147 75.1
qCHb 1170 0.11 2.74 185 153 76.3
qoop 723 0.03 0.03 186 146 75.8
aThe upper section depicts the 2D coordinate space for which the laser pulses were optimized. The bottom section shows different 3D spaces, which
were constructed by augmenting the 2D space by different normal modes: N−H stretching (qNHs), C−H stretching (qCHs), C−H bending (qCHb),
C−O stretch (qCOs), and an out-of-plane deformation of the ring (qoop). The third and fourth columns show the kinetic coupling strength to the
coordinates of the 2D space according to the G-matrix formalism.36−39 The fifth and sixth columns give the times at which half of the population has
left the S2 state for pump pulse and steer pulse, respectively. The right-most column lists the amount of the population still located in the S2 state
after 600 fs when the trap pulse is applied.
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change parameter α, frequency windows, and target
operators (PDF)
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Phys. 2014, 16, 24423.
(28) Nieber, H.; Doltsinis, N. L. Chem. Phys. 2008, 347, 405−412.
(29) Picconi, D.; Lami, A.; Santoro, F. J. Chem. Phys. 2012, 136,
244104.
(30) Picconi, D.; Barone, V.; Lami, A.; Santoro, F.; Improta, R.
ChemPhysChem 2011, 12, 1957−1968.
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3.2. The Influence of an RNA Strand and Different Base Sequences
Moving from laboratory-based experiments to more natural scenarios, the article “RNA
Environment is Responsible for Decreased Photostability of Uracil” published in the
Journal of the American Chemical Society investigates the relaxation mechanism not
on isolated uracil but explicitly including the RNA environment. Additionally, instead
of using a femtosecond laser pulse for excitation, the WP is simply put on the S2
surface to simulate an unbiased excitation. In contrast to chapter 2, where the PES
is recalculated completely in every snapshot, a separate solvent potential is computed
for every snapshot with the means of QM/MM, where the neighboring nucleobases
and the sugar/phosphate backbone connecting these bases are treated on the QM
level, while the rest of the strand and the surrounding water molecules are treated on
the MM level.
Using this setup for WP simulations, the key points of the following article are:
• The RNA environment is revealed to significantly affect the PES and thereby the
WP behavior. While from a sample size of 275 snapshots most looked similar to the
isolated case, scenarios are found where the relative energy of critical regions on the
PES is changed, the barrier between S2 minimum and CoIn is raised or removed,
and completely new minima form. The behavior of the WP changes significantly in
these cases.
• A statistical evaluation on the investigated sample size reveals a faster relaxation
time in 5%, a similar relaxation time to the unperturbed case in 82%, and a faster
relaxation time in 13% of snapshots. Assuming that from these 13% of slower
relaxation only a few actually lead to photolesions, this on one hand confirms the
high photostability of uracil by being unaffected from the environment in most
cases, while it also can be concluded that the environmental effect in critical cases
directly can be identified as the responsible factor for the formation of photolesions.
• Within the investigated sample size, ten different neighboring base sequences were
used to check whether there are more or less critical configurations leading to
extended excited state lifetimes. Assigning the excited state lifetimes to the four
possible neighbors adenine, guanine, cytosine and uracil, it is observed that slower
relaxation occurs with all of them and that therefore this mechanism of delayed
excited state relaxation can be regarded as base-independent.
It should be noted that this relaxation on a single nucleobase is only one aspect of
a bigger picture, as often an optical excitation within the strand leads to electronic
delocalization due to base stacking, which was also identified to be responsible for
increased excited state lifetimes [9]. The extend to which this delocalization occurs
is still under debate [158], while the present article demonstrates that excited state
longevity can occur locally, without the need for delocalization events. Effects like
these are very hard to resolve experimentally, as on one hand competing pathways like
delocalization or the simultaneous excitation of many nucleobases due to all of them
absorbing in the same spectral region give a complex picture where the targeted effect
might be hard to extract. On the other hand, the relaxation time is also measured on
a certain sample size, where the delayed relaxation occurring in few snapshots might
be invisible. Theoretical studies are therefore an important contribution and valuable
tool to contribute to the complete picture.
Hereafter, the article “RNA Environment is Responsible for Decreased Photostability
of Uracil” published in the Journal of the American Chemical Society is reprinted with
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permission from J. Am. Chem. Soc. 2018, 140, 8714. Copyright 2018 American
Chemical Society.
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ABSTRACT: UV light can induce chemical reactions in
nucleic acids and thereby damage the genetic code. Like all of
the five primary nucleobases, the isolated RNA base uracil
exhibits ultrafast, nonradiative relaxation after photoexcitation,
which helps to avoid photodamage most of the time.
Nevertheless, within RNA and DNA strands, commonly
occurring photolesions have been reported and are often
ascribed to long-lived and delocalized excited states. Our
quantum dynamical study now shows that excited-state
longevity can also occur on a single nucleobase, without the
need for delocalization. We include the effects of an atomistic RNA surrounding in wave packet simulations and explore the
photorelaxation of uracil in its native biological environment. This reveals that steric hindrance through embedding in an RNA
strand can inhibit the ultrafast relaxation mechanism of uracil, promoting excited-state longevity and potential photodamage.
This process is nearly independent from the specific combination of neighboring bases.
■ INTRODUCTION
UV radiation can cause severe damage to the genetic
information by chemically altering the nucleobases of DNA
and RNA. All five canonical nucleobases found today are
extraordinarily stable toward photodamage, which is also seen
as the reason why they survived the evolutionary selection
pressure in the early days of life, when solar radiation on the
surface of the earth was more intense than today.1,2 This high
photostability is usually attributed to ultrafast relaxation
channels from electronically excited states back to the initial
ground state, which have been reported both theoretically and
experimentally for all five isolated bases.3−9 Obstruction of
these relaxation channels can be directly linked to the
formation of photodamage.10−12
One of the most common photolesions, the cyclobutane
pyrimidine dimer (CPD) has been extensively investigated for
thymine,13−19 which is structurally closely related to the
subject of this paper, uracil. It has been shown that CPD
formation originates mainly from excitation to a singlet 1ππ*
state15 and can happen within just 1 ps after excitation for
favorable initial molecular geometries.13 Triplet channels
leading to CPD damage are also known but generally produce
much lower yields.14,16−18 Experimentally, the singlet 1ππ*
state is usually excited with UVC radiation (200−290 nm)
because of the strong absorption in this range.3,4,6−9 Although
the UVC wavelengths are filtered by the atmosphere, lower
energy UVB radiation (290−320 nm) that does reach the
surface of the earth can also induce harmful yields of
photolesions in RNA under physiological conditions.20
Transferring these results to uracil, we will focus on the first
relaxation step out of the bright 1ππ* S2 state in our
investigation. In isolated uracil, this relaxation takes place
within the ultrafast femtosecond regime, which is regarded as
one of the main reasons for photostability. A recent quantum
dynamical study on isolated uracil uncovered the possibility of
inhibiting this ultrafast relaxation and preparing a long-living
nuclear wave packet (WP) in the S2 state with a tailored laser
pulse, which might pave the way for experiments related to the
formation of photodamage.21
However, the factor that induces excited-state longevity and
therefore enables photochemical reactions in nature is not a
laser field but the molecular environment of the nucleo-
bases.22,23 In our present theoretical study, we show that
embedding of uracil in its natural nucleic acid environment
may directly inhibit the ultrafast relaxation process responsible
for photostability. Long-lived excited states in oligo- and
polynucleotides are often ascribed to delocalization events in
base stacks, such as excimer or exciton formation, where the
extent of excited-state delocalization has long been subject to
debate.24−33 While this undoubtedly constitutes an important
photochemical pathway in nucleic acids, we report that
prevention of ultrafast photorelaxation can also occur on
single nucleobases, without the need for delocalization events.
For adenine, this was suggested previously by correlating
quantum mechanics/molecular mechanics (QM/MM) energy
profiles with experimental lifetimes.34 In the present study, we
can directly extract excited-state lifetimes from quantum
dynamical simulations of uracil under atomistic consideration
of the natural RNA environment. Moreover, we shed light on
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3.2 The Influence of an RNA Strand and Different Base Sequences 61
whether specific combinations of neighboring bases are more
or less beneficial for this process and, thus, for the potential
formation of photodamage.
■ COMPUTATION OF ENVIRONMENTAL
INFLUENCES
We performed quantum dynamical WP propagations on
multiscale QM/MM potential energy surfaces (PESs)35 as
described in detail hereafter. As a reference for our
calculations, we used a previously published, two-dimensional
(2D) PES of isolated uracil in its bright S2 state (
1ππ*) on the
MRCI(12,9)/cc-pVDZ level of theory.21 Containing the
optimized molecular geometries of uracil at the Franck−
Condon (FC) point, the S2-minimum, and a conical
intersection (CoIn) seam between S2 and S1 (
1nπ*), it has
proven to reproduce experimental relaxation times well in
quantum dynamical simulations.21
To include the effects of a biological environment, we
employed a modified version of the quantum dynamics/
molecular dynamics (QD/MD) approach,36 which is schemati-
cally drawn in Figure 1.
Here, the temporal evolution of the WP is described by the
time-dependent Schrödinger equation (TDSE)
i
t
T V V( )nuc mol envℏ ∂∂ Ψ = ̂ + ̂ + ̂ Ψ (1)
with the nuclear kinetic energy T̂nuc, the potential energy of the
solute V̂mol, and the environment potential V̂env. In our case,
V̂mol represents the high-level S2−PES of isolated uracil, while
V̂env contains the environmental influence and was computed
as follows: In a first step, the conformations of 10 different
uracil-containing RNA sequences in water were sampled by
running MD trajectories and extracting 25 geometry snapshots
per sequence at random times (total: 250 snapshots). We
tested doubling the number of snapshots for the base sequence
5′-GAGUAGG-3′ from 25 to 50 but observed no changes in
the distribution of slower and faster relaxation times out of S2.
Since this study focuses on the rare occurrence of delayed
relaxation rather than on the computation of average values, we
concluded that 25 random snapshots per base sequence were
an adequate number of samples for the purposes of this
investigation.
Next, we used QM/MM calculations (DFT-D3/M06-2X/6-
31G*//Amber14Sb) with a QM region comprised of uracil,
two neighboring bases, and the connecting sugar phosphate
backbone (see also top right of Figure 1) to raster the 2D-PES
of uracil and to obtain an atomistic evaluation of environ-
mental influence for each snapshot. With around 100 atoms in
the QM region and 250 PESs to be calculated, this is highly
demanding in terms of computational effort, which is why we
performed these calculations at the Leibniz Supercomputing
Center in Munich. We also tested the effects of including water
molecules in a 5 Å radius around the central uracil moiety in
the QM region for several snapshots (∼200 QM atoms) but
found that the statistical results presented in the next section
were not influenced by this. Moreover, Roßbach and
Ochsenfeld showed that QM/MM energies of DNA strands
converge beyond the first layer of adjacent nucleobases.37
Testing one snapshot, we observed similar convergence for the
PES topography and excited-state lifetime. To avoid double-
counting of V̂mol, the PES of isolated uracil on the DFT-D3/
M06-2X/6-31G* level of theory was subtracted from the QM/
MM potential, yielding V̂env.
This interaction potential was finally added to the excited-
state PES of isolated uracil, V̂ mol
S2 , and WP simulations were
performed on the obtained PES for every snapshot by
launching a nuclear WP from the FC point, where it enters
the S2 state after excitation. Adding the environmental
influence on the ground state to the excited-state potential is
a justifiable approximation in our case since the charge
distribution of uracil after excitation to the ππ* S2 state is in
Figure 1. Flowchart for the combined QD/MD approach. Environmental conformations are sampled with classical MD trajectories and are used to
compute an environmental potential V̂env on a QM/MM level of theory. V̂env is subsequently added to a precomputed high-level excited-state PES
of the isolated base in order to perform wave packet dynamics under explicit consideration of the atomistic surrounding.
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Figure 2. Examples for strong environmental influence on the S2−PES of uracil. The PESs were constructed by adding V̂env (see Figure 1) to the
S2−PES (MRCI(12,9)/cc-pVDZ) of the isolated base. Note that these are extreme cases and for most conformational snapshots the PES closely
resembles the one of the isolated base.
Figure 3. Exemplary nuclear WPs on the S2−PES of uracil at 0 fs (black), 50 fs gray, and 500 fs (white). Snapshots from the RNA sequence (a, b)
5′-GACUCGG-3′, (c) 5′-GAGUUGG-3′, and (d) 5′-GAAUAGG-3′. The WPs start at the FC point, evolve toward the S2-minimum, and decay
through the CoIn seam with vastly different relaxation times. In (a), the WP has already completely decayed before 500 fs. Animations of these
quantum dynamical propagations are available in the online version of this article.
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close agreement with that in the ground state (see Supporting
Information for details). The electrostatic interaction of this
excited state with the environment will therefore be very
similar to the ground-state interaction.
For the isolated base, it has been shown that the inclusion of
a third dimension in the coordinate space does not change the
lifetimes extracted from these WP simulations.21 Moreover, we
tested the inclusion of five normal modes, covering a wide
range of molecular degrees of freedom, in the 2D coordinate
space for five different MD snapshots but did not find any
relevant new pathways in the third dimension (see Supporting
Information for details).
■ RESULTS AND DISCUSSION
The influence of a biological environment can drastically alter
the PES of isolated uracil. Examples for this are drawn in
Figure 2b−d with the PES of the isolated nucleobase as a
reference in Figure 2a. We observed several stabilizing and
destabilizing effects, such as lowering of the barrier between S2-
minimum and CoIn seam (Figure 2b), the relative stabilization
of one of the two minima (Figure 2c), and even the formation
of a new minimum on the PES (Figure 2d).
Nevertheless, the examples depicted in Figure 2 are extreme
cases, and the majority of the 250 calculated PESs closely
resemble the one of the isolated nucleobase. Linking the
molecular structure to the PES topography, we noted
stabilizing effects by hydrogen bonds from uracil to the sugar
phosphate backbone. A similar interaction occurs when
positively polarized hydrogen atoms of the uracil moiety are
located favorably in the Coulomb field of the more
electronegative nitrogen atoms in neighboring bases. Rises in
energy could mostly be attributed to steric hindrances in the
environment that impede the out-of-plane movement of uracil
along the coordinate vectors of the PES.
As could be expected, such environmentally induced
changes in the excited-state PES topography can have a strong
effect on the path of a nuclear WP and, therefore, the
relaxation time back to the ground state. In the isolated base,
the WP undergoes two oscillations between the FC point and
S2-minimum, before decaying through the CoIn to S1 with a
lifetime of t1/2 = 192 fs. We define the excited-state lifetime t1/2
as the time where half of the population has decayed from S2.
The environmental influence on the WP behavior is
illustrated in Figure 3. In Figure 3a and b, two different
snapshots of the base sequence 5′-GACUCGG-3′ are drawn,
where the WPs are launched from the FC point and exhibit
significantly different time evolution. The WP in Figure 3a
reaches the CoIn after a very short time (t1/2 = 76 fs) and only
one oscillation through the S2-minimum, whereas the WP in
Figure 3b remains trapped in the S2 state for several
picoseconds (t1/2 = 3.5 ps). Despite this trap, we observe
that after a long amount of time, even the lower energetic parts
of the WP eventually decay to S1, which can be explained by
tunneling through the barrier to the CoIn. Another notable
quantum effect is that even in cases where the PES closely
resembles the one of isolated uracil (Figure 3c), minor
topographical changes in critical areas of the PES, especially in
the regions around the FC point and S2-minimum, can strongly
decelerate the relaxation. This can also be observed in
snapshots where the barrier between S2-minimum and CoIn
is lowered (Figure 3d). Usually, a reduced barrier height leads
to the assumption of faster relaxation times, which is not true
in some of our cases. We attribute this counterintuitive
behavior to a lack of initial momentum in the direction of the
CoIn because of changed potential energy gradients in the FC
region and at the turning point beyond the S2-minimum. In
such cases, the coherence of the WP hinders its evolution
toward the CoIn and, thus, over the barrier. The extracted
relaxation time is, therefore, insensitive to the height of the
barrier. This observation emphasizes the need for true
quantum dynamical simulations to obtain an accurate picture
of photophysical relaxation processes, additional to comparing
single-point energies.
The discussed effects can occur in all of the base sequences
we tested. In this context, Figure 4 compiles the population
decay curves of all 250 quantum dynamical simulations with
the color encoding the respective half-life in S2. The majority
of snapshots (82%) decay with a half-life in the range of ±50 fs
around the reference of 192 fs, while 5% exhibit significantly
accelerated relaxation. This is in line with the high photo-
stability of uracil, even inside an RNA strand. Nonetheless,
13% of the 250 sampled environmental conformations cause
delayed relaxation and sometimes even increase the lifetime in
S2 more than 10-fold. For the closely related thymine, it has
been demonstrated that this might already be enough for
harmful photochemical reactions to take place.13 Since our
PESs only include the monomer-like decay channel of uracil,
these results indicate that steric influences of the environment
alone can account for long excited state lifetimes and,
therefore, can potentially enable the formation of photolesions.
To find out whether there are neighboring bases that favor
this behavior, we considered 10 RNA sequences in our
simulations, each with a different combination of uracil-
adjacent nucleobases. For each possible neighboring base A, C,
G, and U, we extracted the percentage of faster (t1/2 < 142 fs),
similar (t1/2 = (192 ± 50)fs), and slower (t1/2 > 242 fs)
relaxation times as compared to the reference in all snapshots
containing the respective base next to uracil. The obtained
results are visualized in Figure 5 for each neighboring base. In
all cases, the majority of samples exhibit lifetimes in S2 that are
very similar to the one in isolated uracil. Snapshots that induce
faster or slower population decay occur for all four possible
neighboring bases, with a clear trend toward the latter. There
are no pronounced differences between the individual bases,
and thus, we conclude that no single neighboring base is
Figure 4. Temporal evolution of the population in the electronic S2
state of uracil in 250 different environmental snapshots compared to
the reference population for the isolated base (black). The color of
the curves indicates how much the half-life differs from the reference
of 192 fs. While most snapshots exhibit lifetimes similar to that of the
isolated base, about 13% decay slower and might promote
photodamage.
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distinctly responsible for the promotion of excited-state
longevity and thereby photodamage in uracil.
■ CONCLUSIONS
To summarize, our present study illustrates that the ultrafast
photorelaxation of the RNA-base uracil can be strongly
impeded by the steric influence of its biological surrounding.
By modeling an atomistic environment with multiscale QM/
MM calculations and investigating the relaxation process of
photoexcited uracil with quantum dynamical simulations, we
demonstrated that long relaxation times of several picoseconds
can occur in the monomer-like decay channel without the need
for excited-state delocalization. With ultrafast relaxation being
regarded as the main reason for photostability, it is conceivable
that this long excited state lifetime is one of the mechanisms
which enable the formation of photolesions in nucleic acid
strands. Sampling a total of 250 environmental conformations
in 10 different uracil-containing base sequences, we found
longer relaxation times in about 13% of cases, while only 5%
decayed significantly faster than in the isolated base. We noted
that even small changes in the PES topography can
dramatically influence the excited-state lifetime as compared
to the isolated nucleobase. A majority of 82% showed very
similar relaxation times to the one in isolated uracil, which is in
line with the fact that photodamage is a rare event in nature,
especially if we assume that only a small share of these 13%
might actually lead to harmful photochemical reactions. There
is no particular neighboring base that promotes trapping in the
excited state and, therefore, photodamage, so we conclude that
this is rather a general effect of steric hindrance in the RNA
environment.
■ COMPUTATIONAL DETAILS
The optimized molecular structures of uracil38,39 (MRCI-
(12,9)/cc-pVDZ), used to construct the 2D coordinate space,
as well as the excited-state PES of isolated uracil21 and the
coordinate vectors21 for PES construction have been adopted
from previous works as cited earlier. For convenience, they are
also included in the Supporting Information of this article.
The structures of 10 RNA single strand A-type helices with
the seven-base sequences outlined in Figure 6 were generated
with the web-application Make-NA.40 In every strand, the
fourth base (uracil) was replaced with the optimized ground
state geometry of uracil.
The prepared RNA strands were placed in a cubic box with
5.2 nm edge length and were solvated in TIP3P41 water before
neutralizing the system with sodium ions. Using the Gromacs
5.1.242,43 software in combination with the Amber14SB44−47
force field, integration of Newton’s equations was carried out
with the Velocity Verlet integrator48 over a period of 100 ps
with a time step of 1 fs and using five different starting
conditions per RNA sequence. Temperature control was
achieved with the Berendsen thermostat49 at 298.15 K. The
system was equilibrated by propagating for 10 ps before
extracting snapshots. To separate quantum from classical
movement, the internal motion of uracil was frozen with the
Rattle50 algorithm during the simulations. This approximation
might slightly influence the MD but enables a better
comparison of the quantum dynamical simulations as all
WPs start at the same FC point.
Multiscale QM/MM calculations were performed with the
ChemShell 3.6.051−53 environment on the CooLMUC-2
infrastructure of the Leibniz Supercomputing Center. Here,
the QM part of the calculations was carried out at the DFT-
D3/M06-2X/6-31G* level of theory54 with the Gaussian0955
package, while the energy of the MM subsystem was evaluated
with the DL_POLY 2 module56 using the TIP3P41 and
Amber14SB44−47 force fields for water and RNA, respectively.
An electrostatic embedding scheme57 was used to couple the
two subsystems via the link-atom52,58 approach. Overpolariza-
tion of the QM region in the vicinity of the link atom was
avoided by shifting classical charges away from the boundary
region.52 The QM subsystem was chosen to contain uracil with
two neighboring bases and the interconnecting sugar−
phosphate backbone (see also top right of Figure 1).
Specifically, the cuts between QM and MM regions went
through the P−5′O and 3′O−P bonds. PESs were constructed
in the 2D coordinate space described by Keefer et al.21 and
using the approach explained in the methodology section.
Using these PESs, the TDSE (eq 1) was solved on a spatial
grid with 128 × 128 points using the Chebyshev59 propagation
scheme for WP simulations. To represent the kinetic energy
Figure 5. Relative abundance (in percent) of slower, similar, and
faster relaxation times t1/2 for each neighboring base in a total of 10
different RNA sequences of the type 5′-GAXUYGG-3′, as compared
to isolated uracil (192 fs). As the percentages are very similar for all
four possible neighbors, we conclude that no particular base promotes
delayed relaxation in uracil by sterical hindrance.
Figure 6. Overview of the possible combinations of nucleobases in
direct vicinity of uracil. The ones chosen for this study are highlighted
in a darker shade and were complemented by a leading 5′-GA
segment and a GG-3′-tail (e.g., 5′-GA-GUA-GG-3′).
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operator in reduced coordinates, we employed the Wilson G-
matrix formalism.36,60,61 Nonadiabatic couplings between S2
and S1 were adopted from previous works and can be found
there along with the G-matrix elements.21 The WP was
absorbed by a masking function after crossing the CoIn to the
S1 state.
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Chapter 4.
Implications of the Quantum Control Results
for Future Studies
Besides the detailed presentation of specific results to a specialized audience, it is
useful to once in a while take a step back and evaluate the relevance of the results
for a broader audience. This is especially true for interdisciplinary fields like the
ultrafast molecular sciences, where among others the different research areas of laser
source development, pulse application, preparative chemistry, interrogative physics
like optical spectroscopy, theoretical method development and applied simulations
overlap. Novel chemistry and physics can often be discovered at the borderlines and
points of contact between the different areas, and for this purpose it is helpful to
identify possible overlap and stimulate or inspire collaborations.
The following article uses the quantum control results presented in chapters 2 and
3.1 and evaluates their implications for future applications. After the first success-
ful quantum control experiments on molecular systems [25], a vast activity in this
field entailed the accomplishment of several remarkable control aims, like the ones
mentioned in the introduction of this thesis. During the last years, the field some-
what struggled in finding the next powerful application. One of its most ambitious
goals — finding broad application in chemical synthesis — has not been reached to
date, and in this connection the article discovers the chemical environment as one
aspect which might be responsible for this and suggests possible ways to overcome
it. The second possible application revolves around optical spectroscopy. With OCT
simulations being constantly developed to more closely correspond to experimental
conditions [48], this resulted in a surprisingly simple laser pulse achieving a complex
control task: Preparing a long-living WP in the excited state of uracil, which is possi-
bly a precursor state for RNA photodamage (cf. chapter 3.1). Being able to optimize
experimentally accessible laser pulses, the ability of theoretical simulations to specif-
ically design tailored laser pulses for experimental applications in spectroscopy and
QOC might substantially enhance the capabilities of these studies.
The article “Pathways to New Applications for Quantum Control” published in Ac-
counts of Chemical Research gives a personal evaluation of the current status and
future potential of QOC studies, based on the results presented in this thesis and
highlighting the following key points:
• The simulation framework and optimization procedure of OCT is explained to a
non-special audience with the goal to demonstrate its capabilities, features and
limits. By nature, OCT is a purely mathematical procedure with no regards for
experimentally accessible pulse shapes. Correspondence to the experimental do-
main is achieved by several additions to the algorithm, for example restricting the
pulse spectrum to a given window, which significantly enhances the predictive and
suggestive quality for experiments.
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• These new capabilities recently enabled simulations to predict a surprisingly smooth
laser pulse with experimentally accessible parameters to prepare a long-living ex-
cited state in uracil. This scheme is discussed to be useful for spectroscopic appli-
cations in general, where the predictive quality of laser pulse optimizations can be
used to design, assist and enable novel spectroscopic experiments which depend
upon the preparation of very specific and WPs.
• With respect to quantum control of complex synthetic processes involving the for-
mation of new bonds, the solvent environment was identified to drastically compli-
cate this control task. The global nature of the OCT algorithm enables feasibility
studies on whether the arising complexities can be overcome. From these simu-
lations, control strategies can be suggested to optimize experimental yields with
respect to these features. This is associated with the recently emerging field of flow
chemistry, where sample volumes are mixed in small and controlled volumes under
continuous flow, benefiting the application of laser pulses for several reasons and
potentially increasing the chances for a successful application of quantum control.
Hereafter, the article “Pathways to New Applications for Quantum Control” pub-
lished in Accounts of Chemical Research is reprinted with permission from Acc. Chem.
Res. 2018, 51, 2279. Copyright 2018 American Chemical Society.
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Daniel Keefer and Regina de Vivie-Riedle*
Department Chemie, Ludwig-Maximilians-Universitaẗ München, D-81377 München, Germany
CONSPECTUS: In 1998, the first successful quantum control experiment
with application to a molecular framework was conducted with a shaped
laser pulse, optimizing the branching ratio between different organo-
metallic reaction channels. This work induced a vast activity in quantum
control during the next 10 years, and different optimization aims were
achieved in the gas phase, liquid phase, and even in biologically relevant
molecules like light-harvesting complexes. Accompanying and preceding
this development were important advances in theoretical quantum control
simulations. They predicted several control scenarios and explained how
and why quantum control experiments work. After many successful proofs
of concept in molecular science, the big challenge is to expand its huge
conceptual potential of directly being able to steer nuclear and/or
electronic motion to more applied implementations. In this Account,
based on several recent advances, we give a personal evaluation of where
the field of molecular quantum control is at the moment and especially where we think promising applications can be in the
near future.
One of these paths leads to synthetic chemistry. The synthesis of novel pharmaceutical compounds or natural products often
involves many synthetic steps, each one devouring resources and lowering the product yield. Shaped laser pulses can possibly
act as photonic reagents and shorten the synthetic route toward the desired product. Chemical synthesis usually takes place in
solution, and by including explicit solvent molecules in our quantum control simulations, we were able to identify their highly
inhomogeneous influence on chemical reactions and how this affects potential quantum control. More important, we
demonstrated for a synthetically relevant example that these complications can be overcome in theory, and laser pulses can be
optimized to initiate the desired carbon−carbon bond formation. Putting this into context with the recently emerging concept
of flow chemistry, which brings several practical advantages to the application of laser pulses, we want to encourage
experimental groups to exploit this concept.
Another path was opened by several additions to the commonly used laser pulse optimization algorithm (optimal control
theory, OCT), several of which were developed in our group. The OCT algorithm as such is a purely mathematical optimization
procedure, with no direct relation to experimental requirements. This means that usually the electric fields obtained out of OCT
optimizations do not resemble laser pulses that can be achieved experimentally. However, the previously mentioned additions
are aimed at closing the gap toward the experiment. In a recent quantum control study of our group, these algorithmic
developments came to fruition. We were able to suggest a shaped laser pulse which can induce a long-living wave packet in the
excited state of uracil. This might pave the way for novel experiments dedicated to investigating the formation of biological
photodamage in DNA and RNA. The pulse we suggest is surprisingly simple because of the extended OCT algorithm and fulfills
all criteria to be experimentally accessible.
1. INTRODUCTION
The general purpose of quantum control is the same as in all
synthetic chemistry, namely to manipulate chemical processes
in favor of a desired product, or to even enable the formation
of novel molecular compounds. Traditionally, this is achieved
by control parameters such as temperature, pressure, catalysts,
or different solvents. This means the controller influences the
chemical process by interacting with molecular properties such
as acidity, local steric hindrance, or the stability of leaving
groups. In quantum control, the controller influences
molecules by directly interacting with their quantum nature.
Being quantum objects, the properties and the behavior of
molecules are encoded in their wave function ψ (i.e., they are
matter waves) and can be affected by using light waves,
specifically in the form of shaped laser pulses, acting as
photonic catalysts.
The conceptual success of quantum control has been
demonstrated experimentally on many examples and in many
areas. After the first conceptual quantum control experiments
on photoexcitation of sodium iodide,1 applications to chemical
problems followed with selective photodissociation in the gas
phase,2 energy flow optimization in the light-harvesting
complex LH2,3 isomerization efficiency of dye molecules in
the liquid phase4 or isomerization of retinal,5 and many others.
Additionally, various theories have been developed to under-
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stand how quantum control mechanisms work and to explore
the characteristics, limits, and possibilities of quantum
control.6−12 The purpose of this Account, however, is not to
give a comprehensive review of either experimental or
theoretical accomplishments, which has been done in several
topical reviews.10,12−15 We would rather like to look ahead and
inspire the field in its search for new applications, based on a
personal viewpoint and on recent findings. After introducing
the theoretical formalism which we use to simulate molecular
wave packets (WPs) and the application and design of light
fields, we highlight a few recent key advances which connect to
two possible pathways toward new applications for the field of
quantum control: synthetic chemistry, which always has been a
main goal to apply shaped laser pulses to but has not been
possible to make broadly applicable to date (primarily because
of the cost of photons), and spectroscopy, where we
demonstrate with a biologically relevant example how quantum
control simulations can help to explore novel experimental
regimes.
2. SIMULATION FRAMEWORK
In this section we intend to give an illustrative description of
the formalism which helps us to simulate the time evolution of
molecules and their interaction with light. There are several
different approaches to simulations with this goal, which have
been reviewed in detail elsewhere,10−12 and each has their own
purposes and advantages. Again, we will focus on the
formalism we use in our group.
On the very short temporal and very low spatial scale (below
nanoseconds and nanometers), atoms and molecules behave
like matter waves and their behavior and properties are
encoded in the molecular wave function ψ. The temporal
evolution of molecules is thus given by the time-dependent
Schrödinger equation (TDSE) for atomic nuclei
t
x t H x ti ( , ) ( , )i iψ ψℏ ∂∂ = ̂ (1)
with the imaginary number i, the reduced Planck constant ℏ,
the Hamiltonian operator Ĥ (more on its structure later), the
Cartesian degrees of freedom xi, and the time t. The molecules
used in chemistry usually have more than 10 degrees of
freedom (3N − 6, with N being the number of atoms), which
means ψ(xi, t) is a high-dimensional wave function. A solution
of the TDSE is, however, feasible only in very few spatial
coordinates, which is why before the TDSE is solved the
coordinate space must be reduced. We do this by selecting up
to three specific dimensions, which can be, for example,
specific vibrational modes playing the most important role
during a chemical process. To improve this representation and
describe chemical processes more accurately, we use the
concept of reactive coordinates, where normal modes are
combined in a single coordinate. To give the reader an
impression of how such a coordinate space may look, in
Figure 1 the coordinates we used to describe the photo-
relaxation process of the RNA nucleobase uracil (section 4) are
shown.16 Finding an adequate number of dimensions and the
most representative ones for an optimal low-dimensional
representation is a nontrivial process, and often, in addition to
chemical intuition, a significant amount of preparatory study
time has to be invested. Our group recently put great effort
into improving the process and results of dimensionality
reduction by using automated procedures and even the
techniques of machine learning,17,18 which have already proven
to be successful for molecular examples of relevant size.
After an adequate low-dimensional coordinate space q is
found, the Hamiltonian Ĥ needs to be set up. Including the
interaction with an external electric field (e.g., a laser pulse), it
can be written as
H T V Z t
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and contains three terms. The kinetic operator T̂q is set up
according to Wilson’s G-matrix formalism with the reduced
coordinates r and s. A detailed description of this formalism
can be found in ref 19. The G-matrix Grs = i
N
m
q
x
q
x1
3 1
i
r
i
s
i
∑ =
∂
∂
∂
∂ itself
contains the reduced mass along each dimension in q, along
with kinetic couplings between two dimensions r and s. The
second term, Vel, contains the electronic energy Eel along the
reactive coordinates and is obtained through electronic
structure calculations (quantum chemistry). Assuming the
Born−Oppenheimer approximation holds, which states that
the movement of electrons and nuclei can be separated
because they move on different time scales (i.e., electrons
move much faster than nuclei), for each possible molecular
structure along our reactive coordinates the electronic energy
can be computed beforehand as a stationary solution to the
electronic Schrödinger equation Ĥelψel = Eelψel. Doing so, we
arrive at the concept of potential energy surfaces (PESs), and
as an example, the PES of uracil along the previously
mentioned two dimensions is drawn in Figure 1.
Often, as usually a high level of theoretical accuracy is
desired and especially if electronically excited states are
involved, this is already computationally very demanding,
and much effort is put into finding an adequate method and
basis set to achieve a reasonable trade-off between sufficient
accuracy and manageable computation time. The third term in
eq 2 contains the dipole operator μ̂, which is also obtained by
electronic structure calculations at every structure in the
coordinate space, and the applied electric field ε(t). Inserting
the Hamiltonian Ĥ from eq 2 into eq 1, the time evolution of a
molecular system under the influence of an electric field can be
Figure 1. Left: Displacement vectors of the two coordinates q setting
up the two-dimensional coordinate space.16 The reactive coordinates
are combined of several normal modes, where the top displacement
vector describes the motion from the Franck−Condon point to the
CoIn seam and the second displacement vector from the Franck−
Condon point to the S2 minimum. Right: PES of the electronically
excited S2 states, obtained by quantum chemical calculations for
structures along the coordinate vector displacements.
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simulated. In ultrafast molecular science (below nanoseconds),
usually pulsed lasers are used which have parameters like
carrier frequency, intensity, phase, or temporal and spectral
width. Examples of shaped laser pulses which also will be
discussed later in this Account can be found in Figure 2. When
one or more of these parameters are modified, the Hamiltonian
(eq 2) is changed and thus the time evolution of the molecular
quantum system according to eq 1. Such simulations can be
useful for different aspects, for example to mechanistically
understand time-resolved laser experiments, and the question
one usually asks is: If a specific form of ε(t) is applied, how
does the molecule behave and how does the wave function
ψ(T) look at final time T?
Now, we can reverse the question and ask: If we want to
prepare a specific target wave function ψf(t), is there an
optimal electric field ε(t) to achieve this aim and what does it
look like? This brings us to the concept of quantum control
simulations, where we for example try to maximize the
population (and thus the experimental yield) in the desired
product channel while discriminating loss channels. The
theoretical formalism which allows us to design laser pulses
is called quantum optimal control theory. Predominantly
developed in the groups of Tannor7,20 and Rabitz,6,21 we have
reviewed it extensively elsewhere10,12 for rather specialized
audiences. We use and introduce OCT in the wave function
framework, but it can also be applied to other formalisms (e.g.,
using a density matrix22), and there also exist other alternatives
for finding laser pulses for a given control problem (e.g.,
adaptive quantum pathway control23,24). For this Account, it is
useful to state the main equation of OCT and briefly discuss a
few tweaks which are mandatory to achieve experimental
accessibility of the resulting laser pulses. The general OCT
functional reads
J t t t t t t t
t H
t
t t
( ), ( ), ( ) ( ) ( ) ( ) d
( ) i ( ) d
T
T
i f 0
2
0 f i
∫
∫
ψ ψ ε α ε
ψ ψ
[ ] = − | |
− ̂ + ∂∂ (3)
and depends on the initial wave function ψi(t) at the start of
the simulation, the final wave function ψf(t) to be prepared,
and the electric field ε(t). For the third term in eq 3, we
introduced the Dirac notation, where the two vertical lines
indicate multiplication of left and right element, the operator
Hi
t
̂ + ∂∂ acts on ψi(t), and the brackets ⟨···⟩ request integration
over the wave function space. Differentiation of J with respect
to ψi(t) and ψf(t) gives equations of motion for forward and
backward propagation, and differentiation with respect to ε(t)
gives an instruction for the construction of ε(t). Finding the
maximum of J is an iterative procedure using these three
equations, which is sketched in Figure 3. Each iteration
involves at least one quantum dynamical propagation, and
often many iterative cycles are necessary to find an optimal
field. The OCT functional contains three terms, where the first
term t( ) defines the optimization aim. This can be either the
overlap of a specific target wave function |⟨ψi(T)|ϕf⟩|
2 or the
maximization of population in a specific area of the PES by
using a projection operator ⟨ψi(T)|P̂|ψi(T)⟩ (see Figure 4). In
more practical terms, through t( ) we can define a certain
channel for our chemical reaction or photochemical process
which we want to take. The third term in eq 3 includes the
TDSE along with the Lagrange multiplier ψf(t). The second
term of eq 3 contains the electric field ε(t) along with the time-
dependent cost function α(t) = α0/s(t). As OCT is a purely
mathematical procedure, the optimized field does not
necessarily look like an experimental laser pulse or even like
a smooth function of time but can have any imaginable shape.
To achieve connection to experimental conditions, several
additions are included in our OCT formulation. This
comprises the shape function s(t) which ensures smooth on
and off switching behavior of the electric field by impressing
for example a Gaussian shape, or the parameter α0 to penalize
high pulse intensities. The addition which was especially useful
in the simulations presented in this Account is the usage of a
frequency filter.8 Its mathematical description is discussed in
refs 8 and 10, while there are also other implementations of
frequency constraints.25 In principle, features at any point of
the frequency scale of the electric field can emerge as valid
Figure 2. Optimized laser pulses for quantum control in different
snapshots according to Figure 6. The color code of the top and
middle pulse corresponds to Figure 6c. For the two different
scenarios, different laser pulses are needed for successful quantum
control. The laser pulse with the blue line was optimized to
simultaneously excite six different cases.
Figure 3. Schematic description of the OCT scheme, which is
described in detail in ref 10. The initial wave function ψi represents
the molecule in its initial state, and the target wave function ψf defines
the optimization aim. The electric field ε(t) is constructed using ψi
and ψf in each time step.
Accounts of Chemical Research Article
DOI: 10.1021/acs.accounts.8b00244
Acc. Chem. Res. 2018, 51, 2279−2286
2281
73
solutions to the OCT functional. This does not correspond to
experimental pulse generation usually yielding a smooth
Gaussian distribution around a central frequency. By being
able to suppress unwanted frequencies through the frequency
filter, we can keep the pulse spectrum in a defined window and
more strongly correlate to physical experiments. This for
example includes the suppression of zero-frequency compo-
nents, which ensures the absence of direct-current components
in the laser field (i.e., the field integral over time stays zero). A
demonstration of the frequency filter is given in Figure 5,
where two results of laser pulse optimizations with the same
goal (discussed in section 4) are depicted, one with and the
other without the frequency filter. It should be emphasized at
this point that the main approximation is still the low-
dimensional representation of the molecule in grid-based
quantum dynamics. If all relevant reactive molecular modes are
included, the control mechanism found with OCT is valid.
Possible couplings to other inactive molecular modes can only
affect the overall yield due to loss channels, which we have
tested for in ref 16.
Having all these tools at hand, applications of OCT to
molecular examples and how the results make us optimistic
about the new application pathways are presented in the next
sections.
3. QUANTUM CONTROL FOR SYNTHETIC
CHEMISTRY
Chemical synthesis is about rearranging and connecting atoms
from precursor molecules in a specific way to achieve the
desired target molecule. Chemists use concepts like acidity,
leaving group stability, electron affinity, and others to make
these rearrangements happen. As target molecules become
more and more complex (for example, in the synthesis of
natural products or pharmaceutically applicable molecules),
the synthetic effort increases. With each additional synthetic
step, the final product yield gets lower and the cost increases.
By offering additional tools and using different concepts,
quantum control may provide shortcuts on complex synthetic
routes at points where traditional tools and concepts have their
limits. The application of shaped laser pulses to chemical
reactions has its own limitations; because of these limitations,
this has not become an applied concept yet. In recent years,
however, evidence was gathered that several limitations can be
overcome.
Figure 4. Projection operators setting up the control aim for quantum
control in uracil, with the marked areas as the target regions. The
operator on top was used together with a short final simulation time
to maximize the population at the CoIn seam as early as possible and
led to the pulse shown in Figure 5 on the right. The bottom operator
was used together with a very long final simulation time to maximize
the population in the local S2 minimum for as long as possible and led
to the pulse shown in Figure 7.
Figure 5. Optimized laser pulses in temporal and spectral representation, with the same optimization aim of accelerating uracil photorelaxation.
Besides a higher penalty for pulse intensity, at the optimization of the pulse with the orange line, a frequency filter was used to keep the pulse
spectrum in the region between 180 and 210 nm.
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One large complexity which we identified and tackled in our
group originates from the presence of solvent molecules. In ref
26, we described the characteristics and extent of this influence
and asked the question if the arising difficulties can be handled.
The system on which we carried out our study is a methyl
group transfer from trimethylaluminum to a cyclohexanone
ring in the solvent tetrahydrofuran, which form a preallocated
complex (Figure 6, top). This type of reaction is representative
in several ways, as carbon−carbon bond formations are on one
hand hard to accomplish and on the other hand constitute key
synthetic steps toward pharmaceutically applicable molecules.
While in the gas phase every molecule in a homogeneous
sample has the same properties due to not interacting with
other molecules, this changes in the liquid domain (Figure 6).
Here, each reactant molecule is surrounded by a cage of
solvent molecules, and the exact shape of this cage varies
significantly if we consider a thermodynamic ensemble, as is
the case in a flask. The path of the relocating methyl group
may be unobstructed in some cases (Figure 6a), while in other
cases there can be a solvent molecule located along the
reaction path (Figure 6b), leading to strong steric and
electrostatic interactions. Thus, the relevant properties for
successful laser control can change. In the gas phase, this
situation is present for rotational states even without the
influence of surroundings.27 In the case of a vibrational
initiation of the reaction, i.e., using infrared or terahertz laser
pulses to trigger the relevant backbone-modes for the methyl
group transfer, this means the vibrational level structure of the
molecule can change. To investigate this in a compact and
conceptual manner, we computed the vibrational levels of the
one-dimensional reaction coordinate. This gives a measure of
the extent of the solvent influence on the reaction and serves as
a target for quantum control optimizations, aiming at efficient
vibrational excitation. The heterogeneity of the vibrational
level structure is shown in Figure 6d for 15 different solvent
cages. While in the gas phase only the leftmost scenario is
found, and the controlling laser pulse can be kept simple, it will
not be efficient in solution where all 15 and more different
scenarios are present at the same time. To achieve reasonable
controllability, a laser pulse needs to address several scenarios
at the same time. In ref 26, we demonstrate that this is
achievable by using multitarget OCT.28 Multitarget OCT
works by extending the optimization aim t( ) in eq 3 with a
summation over multiple optimization aims and thus requiring
one laser pulse to achieve all of them at the same time. We
chose the vibrational level v = 4 (see Figure 6d) as the
optimization aim and combined snapshots with very different
properties in one optimization. The optimized laser pulse
achieved significant population yield in the target state. By
means of statistical evaluations, we also showed that the
optimized pulses are reasonably efficient in the whole
thermodynamic ensemble. This study can be regarded as a
general proof of concept for chemical control problems, as
heterogeneous molecular properties will always be present
when major molecular movement is aimed to be steered in
solution. By showing that it can be handled in principle, we
Figure 6. Vibrational quantum control of a molecular rearrangement in solution. (a) The methyl group in green can relocate to the carbon atom in
red without steric obstruction by solvent molecules. (b) A solvent molecule (orange) is in the way of the reaction pathway, leading to steric
obstruction. Both cases are found in the thermodynamic distribution present in a chemical flask. (c) Potential energy curves along the relaxation
pathway. The gas-phase reference is drawn in red, the curve belonging to the solvent cage in panel a is like the gas phase and drawn in green, while
the orange curve belongs to the rearrangement in panel b and shows a significantly higher barrier due to steric interactions with the solvent
molecule. (d) Vibrational energy levels of the rearrangement in 15 different solvent cages. In cases where the potential energy curves change, the
vibrational level structure is different (e.g., compare snapshot IDs 2 and 3), and thus the conditions for successful quantum control change.
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want to encourage experimental quantum control groups to
continue their efforts and exploit the pathway to chemical
synthesis.
A related theoretical study, while using slightly different
methods, found similar complexities.29 For the example of CO-
stretch excitation in carboxyhemoglobin, they were also able to
find laser pulses which overcome the arising complexities and
selectively populate vibrational target levels. Very recently, the
concept of selective vibrational excitation in solution even
found experimental realization, as it was possible together with
theoretical support to accelerate a bimolecular reaction with
infrared laser pulses.30 The OH-stretching mode of an
alcoholic reactant leading to urethane and polyurethane
formation was selectively excited, increasing the reaction rate
by up to 24%. Achieving vibrational acceleration of ground-
state reactions has long been tried and was mostly impeded by
competing processes, such as intramolecular redistribution of
the vibrational energy. With the success of the discussed study,
strong hints are gathered that this might nevertheless be
possible, and the challenge now is to transfer this concept to
other chemical reactions to potentially make it broadly
applicable.
Another development which further opens the pathway to
chemical synthesis is the approach of flow chemistry. This
technique was developed a couple of years ago for organic
synthesis and is being adapted by more and more groups
around the world. For recent successful applications of this
concept, we refer the reader to exemplary references,31−35 but
this is by no means a comprehensive list. In contrast to
traditional synthesis which happens mainly in flasks or similar
vessels, the reaction takes place in a much smaller volume. In
continuous flow reactors, compounds are mixed at low rates
(e.g., 6 mL/min in ref 35) and in low-diameter tubes. Thus, a
much bigger share of the reacting molecules is covered by the
pulse focus and formed main and side products are transported
out of the beam volume very fast. Because of these advantages,
the cost of photons potentially can be kept at a level which is
similar to the cost of several complex synthetic steps involving
cumbersome protecting groups. Altogether, this is a promising
setup for the potential application of shaped laser pulses and
another reason to be optimistic about a successful
implementation.
4. QUANTUM CONTROL TO PREPARE WAVE
PACKETS FOR SPECTROSCOPY
In this section, we illustrate how quantum control can be used
to propose novel spectroscopic experiments. In view of an
experimental realization, pulse intensities need to be as low as
possible, the spectral position and broadness must be in
accessible ranges, and the spectral smoothness of the pulse
should be reasonable. Within OCT, the terms enabling these
necessities are described in section 2.
The molecular example we performed our simulations on is
the photorelaxation of the RNA nucleobase uracil.16 Like all
canonical nucleobases, uracil exhibits ultrafast relaxation back
to the ground state after photoexcitation. This process takes
several hundred femtoseconds and has been analyzed both
theoretically and experimentally (for a comprehensive list of
references covering both theory and experiment, we refer the
reader to the introduction section of ref 16 and to a recent
review36). The efficiency of this ultrafast relaxation is believed
to be a main reason for the photostability of uracil, as other
photochemical pathways leading to chemical modification are
heavily discriminated in most cases. The state out of which
photodamage can possibly be formed is highly elusive,
complicating a substantiated spectroscopic characterization.
We modified the exciting femtosecond laser pulse in a way that
traps the WP in the S2 state, extending the lifetime from
around 180 fs to over 50 ps.16 Thus, in an experimental
realization, there is time to interact with the trapped WP and
identify or even explore other photochemical pathways which
potentially lead to photodamage. The laser pulse which
achieves this trap is shown in Figure 7. The spectral and
temporal shape is very smooth, and the central wavelength of
the corresponding experimental study37 was adapted to the
calculated energy gap; the fwhm is also within experimental
accessibility. The pulse intensity is considerable but can be
lowered to a certain extent at the cost of efficiency of the trap
mechanism. We also tried to optimize a pulse which accelerates
the relaxation mechanism (Figure 5 with the orange line) and
were able to reduce the S2 lifetime by 22%. The optimization
aim t( ) for both control aims is sketched Figure 4 and uses
the projection operator discussed in section 2.
By demonstrating that it is possible to design experimentally
accessible laser pulses with very defined biological applications,
we want to highlight this possible pathway for the combined
field of theoretical and experimental quantum control and
spectroscopy.38−40 Going beyond proof-of-concept studies, we
would like to convince experimentalists of the capabilities of
theoretical simulations to design novel spectroscopic experi-
Figure 7. Successful quantum control for the photorelaxation of
uracil. The laser pulse is shown together with its spectrogram and is
surprisingly simple with an almost perfect Gaussian shape; because of
this, it should be experimentally accessible. The central frequency
matches the calculated transition from the S0 to the S2 state, which is
known to be overestimated and thus needs to be shifted to 266 nm,
which was used in the corresponding experiment. The population
curve with the blue line corresponds to application of the optimized
laser pulse, while the orange curve represents an unbiased excitation
used in ref 37. The gray bar indicates the time where the laser pulse is
active and shows that the trap is effective on a much longer time scale.
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ments, and we encourage theoreticians to specifically aim in
the direction of proposing experimental applications. Com-
bined with dynamic influences of the respective environment,
for example, an RNA strand on the excited state landscape of
uracil, temporally competing photochemical pathways can be
identified and selectively addressed with shaped light fields.
5. SUMMARY AND CONCLUDING REMARKS
In this Account, we reflected on recent advances in the field of
molecular quantum control and how they can potentially open
the door to new applications. One door leads to synthetic
chemistry, which predominantly is conducted in the liquid
phase. Theoretical studies unraveled the highly heterogeneous
influence of an explicit solvent environment on the molecular
properties of a thermodynamic ensemble.26,29 This greatly
affects the control scenario and is possibly one of the reasons
why the powerful concept of quantum control could not be
made broadly applicable to chemical synthesis to date. Based
on the demonstration that it is possible to optimize laser pulses
that overcome the arising complexity, combined with a recent
experimental study that actually achieved an acceleration of a
bimolecular ground-state reaction with infrared laser pulses,30
new hope is arising. In addition, the concept of flow chemistry
was developed and adapted by several synthetic chemistry
groups in the last years.31−35 This can potentially further
benefit the application of shaped laser pulses to chemical
synthesis, as reactants are mixed in a small volume and in a
very controlled manner compared to the traditional usage of
flasks.
Another door follows the concept of quantum control
spectroscopy.38−40 Using the example of the photorelaxation of
the RNA nucleobase uracil, it was demonstrated that quantum
control can be used to design a specific form of WP for novel
spectroscopic exeriments.16 This was enabled by several
additions to the laser pulse optimization algorithm (see
section 2), which proved to be successful in keeping optimized
laser pulses in experimentally accessible regions. A simple laser
pulse was optimized to fulfill a crucial control task: To trap
photoexcited uracil in its electronically excited state, which is
one precursor state for the potential formation of photo-
damage. This state usually decays very fast within a few
hundred femtoseconds, which is very important for RNA
photostability but disadvantageous for a potential spectro-
scopic characterization. By being able to delay this process to a
time scale much longer than the duration of the controlling
laser pulse, a better investigation of the pathways leading to
photodamage might be possible in the future. With this
example, we would like to advertise the recent state and
possibilities of theoretical quantum control simulations to
experimental groups and encourage collaborations of this kind,
where simulations can be used not only to understand and
interpret spectroscopic experiments but also to propose
experimentally accessible pulse shapes for the preparation of
specific WPs. At this, the experimental accessibility very much
depends on the specific experimental laser setup. Within this
Account, we focused primarily on generic criteria, like
restricting the pulse spectrum to few frequency components,
as well as keeping the pulse intensity as low as possible. Other
criteria include, for example, the occurrence of phase jumps or
the amount of chirp (i.e., temporal variation of frequencies
within a pulse spectrum), where the exact boundaries of what
is possible vary significantly from one laboratory to another.
Thus, the definition of experimental accessibility is best worked
out in close correspondence with the laser physicist carrying
out the planned experiment.
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Chapter 5.
UV-Induced Self-Repair of a Photolesion in a
DNA Strand
Up until now, the WP simulations and OCT optimizations presented in chapters 3 and 4
had the goal to deepen the understanding of UV induced photolesions in RNA. In the
present chapter, we not only move from RNA to DNA, but from the formation of harm-
ful structures to their repair. Despite the high photostability of nucleobases, the
6-4 and CPD lesions frequently occur and were identified as the main photoproducts
caused by UV radiation [159]. The repair of such lesions is known to be conducted by
enzymes called photolyases [160]. Needing visible light around 400 nm for their own
activation, they bind to the damaged region and catalytically restore the undamaged
structure [160]. Another repair mechanism is called nucleotide excision repair, where
oligonucleotide sequences containing the damaged region are removed and the intact
sequence is refilled by DNA polymerase [161, 162].
Recently, an experimental study even found the direct repair of a CPD lesion by UV
absorption of a neighboring guanine (G) adenine (A) sequence [86], which does not
need additional proteins to participate. The authors artificially synthesized oligonu-
cleotides containing the CPD lesion and different neighboring base sequences. Within
a double strand sequence containing the GAT=TAG sequence (see Figure 5.1), illumi-
nation with UVB light of 290 nm was found to initiate repair through cleavage of the
two bonds covalently connecting the two thymines.
In the control experiment on the isolated T=T sequence without adjacent A and G,
the repair rate was significantly lower [86]. The suggested mechanism is based on
charge transfer and exciplex states within the DNA nucleobases. After UV absorption,
the authors observe a zwitterionic G+A- state with a lifetime of 300 ps. From here,
the electron can further migrate to the CPD region and initiate bond cleavage. Some
specifics about the suggested mechanism remain unclear however, as these quanti-
ties are not easy to extract experimentally. It is for example not known if the optical
excitation occurs locally on G and then spreads to A, or if the G→A charge transfer
is excited directly. Also, the abundance and accessibility of exciplex states usually
depends on the relative spatial orientation of the two participating molecules, where
this configurational space will probably not be very small within the ensemble of the
measured sample. The present chapter tries to give some insight to these questions
with the machinery of QC. Excited states of the GA sequence within the oligonu-
cleotide are calculated with different methods and goals to subsequently answer the
following questions:
• (1) How big is the exciplexic strength depending on the relative GA orientation?
How abundant and accessible are they?
• (2) Does the first charge transfer with the electron moving from G to A get directly
excited, or does the initial excitation happen locally on G?
80 5. UV-Induced Self-Repair of a Photolesion in a DNA Strand
Figure 5.1.: Oligonucleotide sequence containing the CPD lesion in red, flanked by
adenine (blue) and guanine (black) on both sides and with the comple-
mentary strand. Figure taken from Ref. [163]
The goal is to give an assessment whether the proposed mechanism is feasible, and
possibly resolve the mechanistic details which are responsible. The first results of this
study were presented on the Conference on Ultrafast Phenomena 2018 in Hamburg.
Therefore, the conference proceedings mentioned as number 11 in the list of publica-
tions in this thesis will explain the essential statements of this project once they get
published. The present chapter is based on the Bachelor thesis of Vitus Besel [163],
performed under the authors supervision and guidance, and lays out the procedure
and results in more detail, while the overall study is still in progress.
5.1. Exciplex States Between Guanine and Adenine
To tackle the first question formulated on page 79, the configurational space of rel-
ative GA orientation must be sampled efficiently. For this reason, the GA system is
initially treated in isolated form, without the connecting sugar phosphate backbone or
other environmental features. The orientation space is sampled by manual displace-
ment of the initial GA geometry depicted in Figure 5.2. The goal is to create a library
of the orientational space which contains the corresponding exciplexic strengths. At
a later point, a conformational analysis could be performed on a swarm of MD tra-
jectories sampling the thermodynamic ensemble, and orientations with high and low
occurrence could be identified to make statements about the overall accessibility of
exciplexes. For this reason, A was displaced along the indicated x, y and z axis in
Figure 5.2 with respect to G, and also rotated around the indicated angle α. Tilting
of the molecular planes was not considered, as from a single trajectory which was
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Figure 5.2.: Initial orientation of the GA geometry. The two nucleobases are placed on
top of each other, with a distance of 3.56 Å between the C1-C2 and the
C3-C4 bond centers. The spatial coordinate axes x, y and z are indicated,
according to which A on top will be displaced. The angle α describes a
rotation around the C1-C2 bond center. Figure taken from Ref. [163]
performed for the oligonucleotide in water this motion played only a negligible role on
the first glance.
The basis for a quantification of the exciplexic strength is the calculation of excited
states and molecular orbitals. As a large amount of calculations must be performed,
the cost-efficient TDDFT was used. The functional wB97X-D [164] was chosen for the
calculations, being a hybrid functional containing a Hartree-Fock exchange correction
based on the interelectronic distance. This is necessary to capture long-ranged effects
and counteracting the intrinsic weakness of TDDFT not being able to describe charge
transfer properties accurately. The cc-pVDZ basis set [165] was used, and all calcula-
tions were performed with the program package GAUSSIAN16 [166] for the lowest 15
electronic states. The orbitals were visualized with the program package GaussView6
with an isovalue of 0.02. The formation or existence of an exciplex means that the
electron density is located in orbitals which are shared between the two molecules.
If by optical excitation electron density is transferred into unoccupied orbitals of this
character, an exciplex is excited. To quantify this for the different orientations, the
orbitals were classified into five different groups a – e, as drawn in Figure 5.3.
This classification is no absolute criterion as it depends on the isovalue, but using
the same isovalue for all structures ensures comparability and is suitable for a rel-
ative classification. Orbitals a and b were considered to contribute to the exciplexic
strength, whereas orbitals c, d and e do not. In every calculation, the lowest five
excited states were investigated for excitation into these orbitals. These contributions
were quantified according to
Xn =
∑
abCa,b∑
abcdeCa,b,c,d,e
, (5.1)
where C are the excitation coefficients for the corresponding orbitals a to e, and Xn
gives the share of total contributions into them in the excited state n. The average
over the lowest 5 states n was taken according to
γ =
1
N
N∑
n=1
Xn, (5.2)
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Figure 5.3.: Molecular orbitals of the GA system, with a classification according to
their amount of overlap from strong (a) to none (e). Figure taken from
Ref. [163]
and γ is defined as the exciplexic strength of the geometry. It can take values between
0 and 1, where 0 means that within the lowest excited states there is no contribution
of an exciplex excitation, and 1 means all participating excitation coefficients include
the orbitals a and b. This allows for a rough estimation which relative orientations of
G and A might be beneficial for the proposed self repair mechanism. Exemplary scans
of the GA orientation are shown in Figure 5.4. For all scans, the reference geometry
at 0 Å was defined as the one with the highest atomic overlap between G and A,
which does not necessarily mean there is also the highest orbital overlap. However,
y is always highest at displacement values close to 0 Å. It exhibits an oscillation
behavior, for example in the scan for α = 0. The region around 0 Å exhibits the
highest γ, where moving in both directions it decreases first and then increases again
(e.g. at ±2.0 Å). Another interesting feature is that while γ is highest around 0 Å,
it also can take significant values at larger displacements, for example at -3.5 Å in
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(a) Horizontal shift with different rotation angles α according to Figure 5.2
(b) Vertical shift along the z-axis
Figure 5.4.: Excimeric strength y in different orientations of G and A according to the
color scale on the right. In (a), there is an oscillation feature when shifting
along the x-axis, as the exciplexic strength is strongest around 0 Å and
then decreases and increases again in both directions. The comparison
of basis sets in (b) shows identical results and a rather sharp transition
from high to low exciplexic strength at 3.8 Å. Figure taken from Ref. [163]
the scans for α = 0°and α = 20°. These features also occur in other scans along the
y-axis and with different rotation angles, suggesting that within the thermodynamic
configuration space there will at least frequently occur orientations where exciplex
excitation is feasible. The vertical scan along the z-axis — i.e. increasing the distance
between the molecular planes of G and A — was performed not only for the cc-pVDZ
but also for the more expensive cc-pVTZ basis set, which exhibits similar behavior.
There is a rather sharp transition from high to no exciplexic strength in the region of
3.8 Å. A first investigation of a single MD trajectory of the oligonucleotide exhibited
GA distances usually around 3.6 Å to 3.7 Å, where higher and lower values where
found to be less common. Despite the definition and classification of γ according
to the molecular orbitals is somewhat flexible, this also supports the suggestion that
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exciplex formation can frequently occur within the strand. Overall, the hints gathered
thus far support the first step of the formulated mechanism by the authors in Ref.
[86].
5.2. Excited State Characterization Using CASSCF and
QM(CASPT2)/MM
The TDDFT calculations in the previous sections were useful to sample a large con-
figuration space and get an idea about exciplex formation. However, more accurate
methods are needed to properly characterize the participating excited states and eval-
uate whether the excitation energies are within the experimentally accessible region.
The WF based CASSCF and CASPT2 methods offer a convenient framework to suc-
cessively tune the trade-off between accuracy and computational cost by increasing
the sizes of the active space. All CASSCF and CASPT2 calculations were performed
with the program package MOLCAS [167]. To initially get a feeling on how the orbitals
in the active space behave, CASSCF calculations were performed on two isolated GA
geometries with different input orbitals, active space sizes and basis sets. The excited
state characteristics of an exemplary series of CASSCF calculations is shown in table
5.1. The general findings are listed in the following:
• For different tested cases, the cc-pVDZ basis gave similar results as the larger
cc-pVTZ basis. For this reason, the cc-pVDZ basis was used from here on.
• All orbitals in the active spaces were π or π∗, where the orbital density is usually
located at one of the two nucleobases. Attempts were made to include the oxygen
lone-pair in the active space, as it sometimes had relevant contributions in the
TDDFT simulations in the previous chapter. It always rotated out of the active
space after optimization however, which is why symmetrical active spaces (i.e.,
including the same number of electrons and orbitals, and a π∗ orbital for every π
orbital) were used from here on.
• Incrementally increasing the active space from (4,4) to (16,16) often lowered the
excitation energies from around 6.9 eV to around 5.6 eV. This is still well above the
experimental excitation energy of 4.3 eV however. The computation time, measured
in total CPU hours, increased from 2 h for the (4,4) over 10 h for the (12,12) and
97 h for (14,14) to 88 days for the (16,16) active space.
• There is no clear convergence of the excited state character toward higher active
space sizes in most states. For the S1 state however, the character does not change
anymore when making it larger than (8,8). Most of the excitations occur local either
on G or on A, while the direct charge transfer excitations always occur from G to A.
This last point is interesting in view of the suggested initial step of the repair mecha-
nism, where the GAT=TAG sequence was found to exhibit efficient repair yields, while
this was not found for AGT=TGA. In all CASSCF calculations, the excitation energies
were well above the experimental one. Since CASSCF is known to struggle with giving
correct excitation energies, the methodology was extended to CASPT2. Here, second-
order perturbation theory is performed on top of the CASSCF wave function. This
means while the orbitals themselves are not changed, excitation energies, the con-
tribution coefficients of the orbitals and the ordering of states can change. CASPT2
calculations were performed for the same geometries as indicated in Table 5.1. Ad-
ditionally, the calculations were performed in a QM/MM fashion to also include the
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Table 5.1.: Excitation energies in eV and excited state character in different state-
averaged CASSCF calculations with 5 states. Active space sizes indicate
number of electrons and number of orbitals, separated by a comma. The
two geometries were extracted from an MD trajectory and reduced to con-
taining only G and A.
State 4,4 6,6 8,8 10,10 12,12 14,14 16,16
geometry 1
S1
6.85 6.58 5.75 5.62 5.80 5.66 5.65
πG → π∗A πG → π∗G πA → π∗A πA → π∗A πA → π∗A πA → π∗A πA → π∗A
S2
7.29 6.60 6.59 6.60 7.11 6.68 6.18
πA → π∗A πG → π∗G πG → π∗G πG → π∗G πG → π∗A πG → π∗G πG → π∗G
S3
7.39 7.19 7.16 7.16 7.26 7.30 7.01
πA → π∗A πG → π∗A πA → π∗A πG → π∗A πA → π∗A πA → π∗A πG → π∗A
S4
7.70 7.48 7.56 7.51 7.39 7.42 7.29
πA → π∗A πA → π∗A πG → π∗A πG → π∗A πG → π∗G πA → π∗A πA → π∗A
geometry 2
S1
6.91 6.57 5.74 6.46 6.32 5.66 5.64
πG → π∗A πG → π∗G πA → π∗A πA → π∗A πA → π∗A πA → π∗A πA → π∗A
S2
7.27 6.62 6.60 7.09 7.08 7.11 6.19
πA → π∗A πG → π∗G πG → π∗G πA → π∗A πA → π∗A πG → π∗G πG → π∗G
S3
7.42 7.26 7.18 7.21 7.18 7.21 7.00
πG → π∗A πG → π∗A πA → π∗A πA → π∗A πG → π∗G/A πA → π∗A πG → π∗G
S4
7.63 7.41 7.63 7.38 7.37 7.37 7.30
πA → π∗A πG → π∗A πG → π∗A πG → π∗G πG → π∗G πG → π∗G πA → π∗A
CPU time 2 h 2 h 2.5 h 2.5 h 10 h 97 h 88 d
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Table 5.2.: Excitation energies in eV and excited state character in different CASPT2
calculations. Active space sizes indicate number of electrons and number
of orbitals, separated by a comma. The two geometries correspond to the
ones in Table 5.1, while now the rest of the oligonucleotide and the sur-
rounding water are included in the MM region of the QM/MM calculations.
geometry 1 geometry 2
State 8,8 10,10 12,12 8,8 10,10 12,12
S1
5.26 3.92 2.28 3.31 2.86 4.51
πG → π∗G πG → π∗G πG/A → π∗A πG → π∗A πG/A → π∗A πG → π∗G/A
S2
5.47 5.59 4.34 6.13 4.92 5.64
πA → π∗A πA → π∗A πG → π∗G πG/A → π∗A πG/A → π∗A πA → π∗A
S3
5.77 5.98 5.38 6.39 6.01 6.16
πA → π∗A πA → π∗A πG → π∗A πA → π∗G/A πG → π∗G πA → π∗A
πA → π∗A
effects of the environment. G and A were included in the QM region treated with
CASPT2, while the rest of the oligonucleotide double strand as drawn in Figure 5.1
and surrounding water molecules were treated on the MM level using the AMBER99
force field [168]. The corresponding excitation energies and characters are listed in
Table 5.2.
Several things can be concluded from there:
• The combination of CASPT2 and the QM/MM environment yields excitation en-
ergies in the experimentally accessible region around 4.3 eV, sometimes even
below, for both geometries.
• All states below 5 eV exhibit either local G excitation or charge transfer excitation
from G to A. Almost all states with contributions from occupied A orbitals are
above the experimental energy.
• In the ascending row from the (8,8) to the (12,12) active space, the excited state
character sometimes changes when including more orbitals. It seems relatively
stable for the lowest state at least however.
• While the lowest states in geometry 1 exhibits mostly local excitations, geometry
2 has strong charge transfer or exciplex character as there are many mixed and
cross-excitations.
The geometry dependence is especially interesting here. While some significant con-
clusions can be drawn from these two structures already, it is desirable to perform
these calculations for many different snapshots of the oligonucleotide along different
MD trajectories. With this, a statistical picture of local versus charge transfer exci-
tation could be obtained. Like in the CASSCF calculations, the lowest excited states
predominantly exhibit either local G or a G to A charge transfer excitation. Whether
the local G excitation evolves towards an electron migration to A remains to be in-
vestigated — e.g. with semiclassical surface hopping techniques — but the general
conclusion drawn from the calculations presented here is that the first step of the
experimentally suggested mechanism seems to be plausible.
Chapter 6.
Summary and outlook
In this thesis, theoretical studies were presented simulating the evolution and con-
trol of molecular WPs in complex atomistic environments. The environmental types
ranged from the chemical solution of an organic synthesis to the biologic domain of an
RNA strand including nucleobases, sugar phosphate backbone and surrounding wa-
ter. In each case, the environment was found to considerably influence the quantum
dynamical behavior and the relevant molecular properties for successful quantum
control.
After laying out the general simulation framework in chapter 1, the two studies in
chapter 2 dealt with the potential quantum control of a methyl transfer reaction in a
chemical solution (in this case: THF). Exploiting its capabilities to the synthetically
relevant domain has been a big goal of quantum control since its beginning. However,
despite several control aims being reached in the liquid phase, e.g. isomerization
control, a broad application in chemical synthesis remains to be accomplished. The
studies in chapter 2 used an exemplary synthetic step involving carbon-carbon bond
formation to on one hand identify the complexities which arise from an explicit sol-
vent environment and on the other hand assess whether it is feasible to overcome
them. This study also takes a step toward bimolecular reactions, which are much
harder to control than unimolecular ones due to diffusion processes. In this study,
the two molecules performing the reaction – trimethylaluminium and cyclohexanone
– form a preallocated complex by the aluminium coordinating to oxygen. Therefore,
a rather fixed geometry can be assumed for the simulation, and in practical real-
izations the quantum yield is much higher compared to a bimolecular reaction of
non-coordinating molecules. First, MD trajectories were started to sample the ther-
modynamic movement of THF solvent atoms around the frozen reactant. In different
randomly chosen snapshots of the current solvent configuration, the potential curve
of the IRC describing the methyl group transfer was calculated, while now the solvent
cage remained frozen. The vibrational eigenfunctions of the perturbed potentials were
evaluated, which serve as a measure for the environmental influence. The latter was
found to be considerable in various snapshots, where the level spacing was observed
to be up to double the amount compared to the unperturbed case. Additionally, the
harmonicity of the potentials was affected, changing the separation of the different vi-
brational transitions from completely overlapping (harmonic case) to well-separated.
Envisioning a vibrational initiation of the reaction — i.e. selective addressing of differ-
ent vibrational transitions — this can severely complicate the control task, and corre-
sponds to the inhomogeneous line broadening found in spectroscopy. The vibrational
level ν = 4 was chosen as the control target, and quantum control optimizations were
performed in the multi-target framework to optimize laser pulses which can achieve
selective vibrational excitation in multiple snapshots simultaneously. Although this
control scheme alone can not induce the reaction, as the energy climb does not reach
the transition barrier, it can be regarded as a model study for vibrational excitation of
the crucial reactive modes leading to the reaction pathway after for example deposit-
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ing additional energy via the easily accessible carbonyl mode (see proposed scheme in
Figure 2.1). The multi-target optimizations revealed that the population yield in the
target level can be considerable even for Hamiltonians where several vastly different
snapshots are incorporated. A statistical estimate was employed, which revealed that
a laser pulse being optimized for only 6 different solvent cages can already achieve
significant yields in the complete solvent configuration space.
Going beyond the approximation of a static solvent cage, the time-resolved fluc-
tuation of the molecular energy levels due to environmental propagation was re-
vealed. Extreme cases of environmental influence were found to oscillate in the mid-
femtosecond range. Since pulse durations in this example were around 1-2 picosec-
onds, this additionally complicates the control task. Optimizations were performed
for different fluctuation scenarios, and also pulses which were optimized for static
solvent cages before were now applied to the fluctuating case. Surprisingly, all laser
pulses were found to be efficient in scenarios which they were not optimized for to
some extend, which is very encouraging when thinking about many more solvent
snapshots being present in a thermodynamic ensemble. Optimization and control
strategies were presented, tuning the trade-off between pulse complexity and glob-
ality (i.e. for how many cases it is optimized for). More specifically, thinking about
potential experiments, it was discussed to be feasible to use a simple laser pulse
being optimized for a rather special case, and wait long enough for favorable scenar-
ios to occur, while employing an appropriate repetition rate. Besides the practical
implications, the timescale of the energy level fluctuation was modified artificially to
investigate whether there are more or less problematic cases. When the oscillations
occurred either very fast or very slow compared to the pulse duration, control was
easily achieved, as the controlling laser pulse either finds a continuously favorable
situation due to slow fluctuation, or a mean field of it due to very fast fluctuation.
Even the most problematic scenarios, where fluctuations occurred only several times
during pulse duration, could be controlled. Altogether, the studies presented in chap-
ter 2 could encourage experimentalists trying to make quantum control feasible in
the synthetically relevant domain, as it was shown that the arising complexities can
be handled. Naturally, there exist additional effects which are not included in the
presented model, such as energy dissipation to the environment, and there also exist
practical limitations on which pulse shapes, intensities and frequencies can be real-
ized, but from the theoretical perspective the inhomogeneous influence of an explicit
solvent environment is controllable.
Chapter 3 dealt with the photorelaxation of the RNA nucleobase uracil in the iso-
lated case and embedded in the RNA environment. The first study in chapter 3.1
presented the two-dimensional coordinate space which was used to simulate the
relaxation of the WP out of the S2 state. It is constructed from geometries which
were previously identified to play a major rule during the relaxation. WP simulations
yielded an excited state lifetime of around 170 fs, along with the detailed pathway of
the WP moving from the FC point through the S2 minimum and over a barrier toward
the CoIn seam. This relaxation time was accelerated and delayed by tailoring the ex-
citing laser pulse using OCT. The most prominent result is a 4 fs pulse which traps
the WP in the excited state for over 50 ps and which exhibits experimentally acces-
sible parameters and shape. As the inhibition of efficient relaxation pathways can
directly be linked to the increased formation of photolesions, this critical state could
now be artificially prepared in a laboratory environment in isolated uracil, should the
proposed experiment be realized. Besides allowing for a better spectroscopic char-
acterization, other photochemical pathways potentially leading to photolesions might
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be explored after the trap, if not automatically then potentially with the help of an
additional laser pulse to steer the WP.
The study in chapter 3.2 investigated this relaxation mechanism in the natural
RNA/water environment. QM/MM calculations in different environmental snapshots
were performed, obtaining an environmental potential for each configuration and
adding it to the S2 PES of isolated uracil. The relaxation pathway was affected drasti-
cally in some cases, leading to delayed relaxation times in around 10% of cases. With
this, the direct influence of the explicit RNA environment was found to be responsible
for the occurrence of long-lived excited states and thus potential photolesions. The
mechanism which is usually regarded to be responsible for prolonged excited state
lifetimes is the delocalization of the electronic excitation, where the degree of the de-
localization is still subject of recent and ongoing studies [158]. With the simulations
in chapter 3.2, only the local excitation and relaxation pathway in uracil are investi-
gated, and it is concluded that long-lived excited states can also occur locally, without
the need of delocalization events. By testing 10 different neighboring base sequences,
this mechanism was found to be independent of the specific neighbor.
Finally, in chapter 5 the UV-induced self-repair of the commonly occurring CPD
lesion in DNA was investigated. It was found experimentally in a GAT=TAG oligonu-
cleotide that this specific sequence exhibits self-repair of the covalently bound thymines
after UV excitation [86]. The proposed mechanism — excitation of G, followed by elec-
tron transfer to A, and subsequent electron transfer to the T=T lesion initiating bond
cleavage — was verified by performing excited state calculations. In the first part,
TDDFT was used to sample various G to A orientations with respect to possible forma-
tion of exciplexes. Within the sampled configuration space, it was found that exciplex
formation is often possible, favoring a potential electron transfer. In the second part,
QM/MM CASPT2 simulations were performed for the complete oligonucleotide, with
G and A in the QM region. Excitation energies of the first excited state were within
experimental range, while the excited state character was either local excitation on G
or direct charge transfer excitation from G to A. Although only two geometries from a
MD trajectory have been investigated so far, this already suggests that the proposed
mechanism is reasonable. Additional geometries need to be investigated to obtain
a significant sample size which allows statistic conclusions about the experimental
sample. Additionally, it remains to be investigated whether local G excitation also
leads to an electron transfer to A, which could be performed for example with semi-
classical means.
The presented studies have two major implications for future applications and
follow-up studies. The quantum control studies on the chemical system in chapter 2
could encourage experimentalists to use the presented knowledge and potentially as-
sist them in making advances toward the synthetic domain. From the theoretical
point of view, it is desirable to go beyond the feasibility assessment and suggest how
the complete control mechanism drawn in Figure 2.1 might be realized. The main
challenge here will be to demonstrate how to steer the WP into the reactive IRC mode
after carbonyl excitation. The vibrational level structure in the energetic region of the
transition state needs to be evaluated, and a laser pulse must be optimized which
accomplishes efficient coupling between the two modes and selectively addresses the
reactive one. Other methods like a coupled QD/MD propagation as suggested in Ref.
[81] or density matrix simulations could investigate the controllability of other sources
of environmental influence, like energy dissipation to the solvent. The quantum con-
trol study on uracil can be regarded as an instruction for potential experiments. Also,
as all canonical nucleobases exhibit very fast relaxation times, the suggested mech-
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anism could potentially be transferred or at least be seen as a good starting point
for related studies on other nucleobases. The latter also applies for the simulations
in RNA, where it would be interesting to investigate whether the same mechanism is
found in other nucleobases. In either case, only the initial relaxation step from S2 to
S1 was considered. Photodamage is known to also occur from delayed S1 to ground
state relaxation. Potential investigation of this mechanism would require other ad-
ditional reactive coordinates however, as the two-dimensional space which was used
here is specifically designed to describe relaxation out of the S2 state.
Appendix A.
Supporting information for chapter 3.1
In the following, the supporting information of the article “Controlling Photorelax-
ation in Uracil with Shaped Laser Pulses: A Theoretical Assessment” published in
the Journal of the American Chemical Society is reprinted with permission from J.
Am. Chem. Soc. 2017, 139, 5061. Copyright 2017 American Chemical Society. It
contains the optimized structures of FC, S2 minimum and the CoIn, as well as the
displacement vectors of the 2D coordinate space constructed from these three struc-
tures. G-Matrix elements, transition dipole moments, non-adiabatic coupling matrix
element (NACME), and details for pulse optimizations like the projection operator for
the control aim are given.
Supporting information for:
Controlling Photorelaxation in Urail with
Shaped Laser Pulses: A Theoretial
Assessment
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Optimized strutures and oordinate vetors
This setion ontains the optimized strutures of the Frank-Condon (FC) point, the S
2
minimum and the S
2
/S
1
onial intersetion (CoIn), as already found in previous works.
S1,S2
They have been optimized with the COLUMBUS program pakage
S3S5
using multi-referene
onguration interation (MRCI) with a (12,9) ative spae and the -pVDZ basis. These
three strutures span a two-dimensional oordinate spae, with the rst oordinate qFC−>CoIn
being the normalized vetor pointing from the FC to the S
2
/S
1
CoIn, and the seond o-
ordinate being the vetor pointing from the FC to the S
2
minimum, orthonormalized with
respet to qFC−>CoIn.
Ground state minimum struture
Absolute energy: -412.624433 Hartree
N -0.949104 -0.054982 0.000000
N 0.983694 1.198645 0.000000
C -0.389225 1.200077 0.000000
C 1.734922 0.051763 0.000000
C 1.165253 -1.172332 0.000000
C -0.292517 -1.286427 0.000000
O -0.909614 -2.314371 0.000000
O -1.038471 2.209750 0.000000
H -1.950663 -0.078792 0.000000
H 1.416417 2.097983 0.000000
H 2.804600 0.196935 0.000000
H 1.752062 -2.075605 0.000000
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S
2
minimum struture
Absolute energy: -412.417827 Hartree
N -0.926348 -0.085981 0.035097
N 0.972975 1.190911 0.041305
C -0.389514 1.190311 0.000145
C 1.817058 0.113236 -0.029692
C 1.155229 -1.212691 -0.065028
C -0.200258 -1.252228 0.007623
O -1.011447 -2.288678 0.013046
O -1.066201 2.186465 -0.044068
H -1.924115 -0.166824 0.089539
H 1.364363 2.112580 0.096968
H 2.787327 0.270215 0.428083
H 1.730164 -2.117779 -0.148483
S
2
/S
1
CoIn struture
Absolute energy: -412.427053 Hartree
N -0.875590 -0.061424 -0.438801
N 0.992269 1.175157 0.169818
C -0.398243 1.138717 0.002335
C 1.749110 0.128037 -0.224914
C 1.145232 -1.192330 0.081665
C -0.232660 -1.279499 -0.051994
O -0.995549 -2.232124 0.209019
O -1.050462 2.133167 0.172808
H -1.875903 -0.102508 -0.487059
H 1.358342 2.108083 0.253583
H 2.762919 0.307878 -0.544136
H 1.654763 -1.868903 0.752027
qFC−>CoIn oordinate vetor
N 0.057502 -0.005039 0.343227
N 0.006707 -0.018372 -0.132830
C -0.007054 -0.047996 -0.001826
C 0.011098 0.059661 0.175926
C -0.015660 -0.015642 -0.063878
C 0.046820 0.005419 0.040670
O -0.067218 0.064333 -0.163493
O -0.009380 -0.059903 -0.135169
H 0.058477 -0.018551 0.380974
H -0.045426 0.007900 -0.198351
H -0.032603 0.086779 0.425620
H -0.076106 0.161681 -0.588230
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qFC−>S
2
min oordinate vetor
N 0.009693 -0.068540 -0.177225
N -0.030079 -0.004179 0.196680
C 0.004651 0.013444 0.001717
C 0.183304 0.098417 -0.202115
C -0.011570 -0.082378 -0.103531
C 0.179959 0.075719 -0.012915
O -0.186903 0.011389 0.153882
O -0.057633 -0.009116 -0.000792
H 0.017807 -0.191438 -0.078670
H -0.087184 0.028100 0.376049
H -0.015696 0.105498 0.677693
H 0.006355 -0.220491 0.097587
G-matrix elements
In our quantum dynamial simulations, the kineti energy operator T̂q for internal oordinates
qr is set up with the G-matrix formalism:
S6S9
T̂q ≃ −
1
2
M∑
r=1
M∑
s=1
∂
∂qr
[
Grs
∂
∂qs
]
. (1)
The G-matrix Grs notes
Grs =
3N∑
i=1
1
mi
∂qr
∂xi
∂qs
∂xi
(2)
and ontains the derivative of the internal oordinates qr with respet to the artesian oor-
dinates xi. It is most onveniently aessible via its inverse elements
(
G−1
)
rs
=
3N∑
i=1
mi
∂xi
∂qr
∂xi
∂qs
. (3)
As the oordinates we use are linear, the G-matrix values are position independent and an
be interpreted as the reiproal redued mass along this oordinate.
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Table S1: G-matrix elements setting up the kineti energy operator for the quantum dynam-
ial simulations
element oordinate value [au℄
Grr qFC−>CoIn 1.671·10−4
Gss qFC−>S
2
min 1.388·10−4
Grs kineti oupling -0.704·10−4
Potential energy surfae, transition dipole moments and
non-adiabati oupling
This hapter ontains pitures of the data aquired with eletroni struture theory, whih
serve as a setup for the quantum dynamial simulations. The methodology is the same as
desribed in the previous setion.
Figure S1: Redued-dimensional Potential energy surfaes of Urail, with the ground
state (left) and the dark n/π∗ S
1
state (right), with the S
2
/S
1
CoIn skethed in white.
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(a) S
0
/S
1
TDM (b) S
1
/S
2
TDM
() S
0
/S
2
TDM (d) S
2
/S
1
oupling
Figure S2: (a)  (): Transition dipole moments of the bottom three eletroni states.
In the Frank-Condon region (0 Å for both oordinates) only the TDM between the S
0
and
the S
2
has signiant values. (d): Non-adiabati oupling between the S
2
and S
1
state.
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Details on pulse optimizations
The omplete optimal ontrol theory (OCT) funtional we used to optimize the laser pulses
is explained in the main doument and rewritten here for onveniene:
J [ψi(t), ψf(t), ε(t)] = F [ψi(t)]−
∫ T
0
s(t)|ε(t)|2dt−
∫ T
0
ψf (t)G[ψi(t), ε(t)]dt. (4)
The optimization aim is expressed via a projetion operator and takes the form
F [ψi(t)] = 〈ψi(T )|P̂ |ψi(T )〉 with P̂ = |ψi〉〈ψi|. (5)
With the help of this projetion operator, we dened two ontrol aims by seleting regions
on the potential energy surfae (PES) where the population of the wave paket is to be
maximized at the end of the propagation time. For an aeleration of the relaxation proess,
the projetion operator overed the area of the S
2
/S
1
CoIn and the barrier towards the S
2
minimum (g. S3 (a)). To nd a laser pulse whih traps the wave paket in the S
2
minimum
region, the projetion area only overed this very area (g. S3 (b)). For nal propagation
times and some more details, please refer to tab. S2
Table S2: OCT details for laser pulse optimizations. All alulations were made with a time
step of 0.05 fs. The Krotov hange parameter α as well as the frequeny lter are ontained
in the funtion s(t) within the OCT funtional (eq. 4)
optimization nal Krotov hange minimum maximum
aim time [fs℄ parameter α frequeny [au℄ frequeny [au℄
optimal pump
omplete S
2
PES
145 10  20 0.2 0.26
aeleration
g. S3 (a)
99 2  10 0.2 0.26
trap
g. S3 (b)
260 2  10 0.2 0.24
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(a) Aeleration of the relaxation (b) Wave paket trapping
Figure S3: Projetion operator area for OCT optimizations, whih is zero at the greyed
out areas.
Referenes
(S1) Matsika, S. J. Phys. Chem. A 2004, 108, 7584.
(S2) Yoshikawa, A.; Matsika, S. Chem. Phys. 2008, 347, 393  404.
(S3) Lishka, H.; Müller, T.; Szalay, P. G.; Shavitt, I.; Pitzer, R. M.; Shepard, R.;
Ed.: Allen, W. Wiley Interdisiplinary Reviews: Computational Moleular Siene
(WIREs:CMS) 2011, 1, 191  199.
(S4) Lishka, H.; Shepard, R.; Pitzer, R. M.; Shavitt, I.; Dallos, M.; Müller, T.; Szalay, P. G.;
Seth, M.; Kedziora, G. S.; Yabushita, S.; Zhang, Z. Phys. Chem. Chem. Phys. 2001,
3, 664.
(S5) Lishka, H.; Shepard, R.; Shavitt, I.; Pitzer, R. M.; Dallos, M.; Müller, T.; Szalay, P. G.;
Brown, F. B.; Ahlrihs, R.; Böhm, H. J.; Chang, A.; Comeau, D. C.; Gdanitz, R.;
Dahsel, H.; Ehrhardt, C.; Ernzerhof, M.; Höhtl, P.; Irle, S.; Kedziora, G.; Kovar, T.;
Parasuk, V.; Pepper, M. J. M.; Sharf, P.; Shier, H.; Shindler, M.; Shüler, M.;
Seth, M.; Stahlberg, E. A.; Zhao, J.-G.; Yabushita, S.; Zhang, Z.; Barbatti, M.; Mat-
S8
A. Supporting information for chapter 3.1 99
sika, S.; Shuurmann, M.; Yarkony, D. R.; Brozell, S. R.; Bek, E. V.; Blaudeau, J. P.;
Rukenbauer, M.; Sellner, B.; Plasser, F.; Szymzak, J. J. COLUMBUS, an ab initio
eletroni struture program, release 7.0 (2015).
(S6) Wilson Jr., E. B.; Deius, J. C.; Cross, P. C. Moleular Vibrations; MGraw-Hill: New
York, 1955.
(S7) Shaad, L.; Hu, J. J. Mol. Strut.: THEOCHEM 1989, 185, 203215.
(S8) Kowalewski, M.; Mikosh, J.; Wester, R.; de Vivie-Riedle, R. J. Phys. Chem. A 2014,
118, 46614669.
(S9) Thallmair, S.; Roos, M. K.; de Vivie-Riedle, R. J. Chem. Phys 2016, 144, 234104.
S9
100 A. Supporting information for chapter 3.1
Appendix B.
Supporting information for chapter 3.2
In the following, the supporting information of the article “RNA Environment is Re-
sponsible for Decreased Photostability of Uracil” published in the Journal of the Amer-
ican Chemical Society is reprinted with permission from J. Am. Chem. Soc. 2018,
140, 8714. Copyright 2018 American Chemical Society. It again gives structures and
coordinate vectors like in Appendix A. The approximation of adding a ground state
environmental PES to an excited state PES is validated by showing the electric dipole
momenta and electrostatic potentials of the participating states. Normal mode scans
extending the 2D coordinate space to three dimensions are contained, which verify
the used 2D space.
Supporting information for:
RNA Environment is Responsible for Decreased
Photostability of Uracil
Sebastian Reiter, Daniel Keefer, and Regina de Vivie-Riedle∗
Department Chemie, Ludwig-Maximilians-Universität München, D-81377 München,
Germany
E-mail: regina.de vivie@cup.uni-muenchen.de
Optimized Structures and Coordinate Vectors
This section lists the optimized molecular geometries of the Franck-Condon (FC) point,
the S2 minimum and the S2/S1 conical intersection (CoIn) of uracil adopted from previous
works.S1,S2 The software package COLUMBUS S3–S5 had been used to optimize the structures
on the MRCI(12,9)/cc-pVDZ level of theory. A two-dimensional coordinate space used in
the quantum dynamical simulations of this work can be constructed from the normalized
vector qFC→CoIn, pointing from the FC point to the CoIn and the orthonormalized vector
qFC→S2−min pointing from the FC point to the S2-minimum.
S6
∗To whom correspondence should be addressed
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Ground state minimum structure
N −0.949 104 −0.054 982 0.000 000
N 0.983 694 1.198 645 0.000 000
C −0.389 225 1.200 077 0.000 000
C 1.734 922 0.051 763 0.000 000
C 1.165 253 −1.172 332 0.000 000
C −0.292 517 −1.286 427 0.000 000
O −0.909 614 −2.314 371 0.000 000
O −1.038 471 2.209 750 0.000 000
H −1.950 663 −0.078 792 0.000 000
H 1.416 417 2.097 983 0.000 000
H 2.804 600 0.196 935 0.000 000
H 1.752 062 −2.075 605 0.000 000
S2 minimum structure
N −0.926 348 −0.085 981 0.035 097
N 0.972 975 1.190 911 0.041 305
C −0.389 514 1.190 311 0.000 145
C 1.817 058 0.113 236 −0.029 692
C 1.155 229 −1.212 691 −0.065 028
C −0.200 258 −1.252 228 0.007 623
O −1.011 447 −2.288 678 0.013 046
O −1.066 201 2.186 465 −0.044 068
H −1.924 115 −0.166 824 0.089 539
H 1.364 363 2.112 580 0.096 968
H 2.787 327 0.270 215 0.428 083
H 1.730 164 −2.117 779 −0.148 483
S2/S1 CoIn structure
N −0.875 590 −0.061 424 −0.438 801
N 0.992 269 1.175 157 0.169 818
C −0.398 243 1.138 717 0.002 335
C 1.749 110 0.128 037 −0.224 914
C 1.145 232 −1.192 330 0.081 665
C −0.232 660 −1.279 499 −0.051 994
O −0.995 549 −2.232 124 0.209 019
O −1.050 462 2.133 167 0.172 808
H −1.875 903 −0.102 508 −0.487 059
H 1.358 342 2.108 083 0.253 583
H 2.762 919 0.307 878 −0.544 136
H 1.654 763 −1.868 903 0.752 027
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qFC→CoIn coordinate vector
N 0.057 502 −0.005 039 0.343 227
N 0.006 707 −0.018 372 −0.132 830
C −0.007 054 −0.047 996 −0.001 826
C 0.011 098 0.059 661 0.175 926
C −0.015 660 −0.015 642 −0.063 878
C 0.046 820 0.005 419 0.040 670
O −0.067 218 0.064 333 −0.163 493
O −0.009 380 −0.059 903 −0.135 169
H 0.058 477 −0.018 551 0.380 974
H −0.045 426 0.007 900 −0.198 351
H −0.032 603 0.086 779 0.425 620
H −0.076 106 0.161 681 −0.588 230
qFC→S2−min coordinate vector
N 0.009 693 −0.068 540 −0.177 225
N −0.030 079 −0.004 179 0.196 680
C 0.004 651 0.013 444 0.001 717
C 0.183 304 0.098 417 −0.202 115
C −0.011 570 −0.082 378 −0.103 531
C 0.179 959 0.075 719 −0.012 915
O −0.186 903 0.011 389 0.153 882
O −0.057 633 −0.009 116 −0.000 792
H 0.017 807 −0.191 438 −0.078 670
H −0.087 184 0.028 100 0.376 049
H −0.015 696 0.105 498 0.677 693
H 0.006 355 −0.220 491 0.097 587
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Electric Dipole Moments and Electrostatic Potentials of
Uracil in Different Excited States
This section contains visualizations of the electric dipole moments and the electrostatic po-
tentials of uracil in the first few excited states, each computed at both the (TD)DFT/CAM-
B3LYP/6-31G(d) and the (TD)DFT/M06-2X/6-311++G(d,p) levels of theory with the
Gaussian16 S7 program package. The ground state structure was optimized with the respec-
tive quantum chemical method and verified with a frequency analysis prior to the excited
state calculations.
The two methods yield a different ordering of the higher excited states Sn > 3 (Tables S1
and S2) but the bright ππ∗ state, which is the focus of this paper, is the S2 state in both
cases. It is clearly visible from Figures S1 and S2 that the dipole moment of this state is very
close to the one of the electronic ground state in both direction and magnitude, while the
other excited states can differ significantly from the ground state. The same is true for the
electrostatic potential depicted in Figures S3 and S4. It is therefore reasonable to assume
that the electrostatic interaction of the environment with uracil in the bright S2 state will be
very similar to that in the ground state. Thus, while not generally applicable, the approach
to compute the environmental potential V̂env in the ground state and subsequently add a
high-level excited state potential V̂mol is a valid approximation in our case.
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Table S1. Character, vertical excitation energies and oscillator strength of the first five
singlet excited states of uracil (TDDFT/CAM-B3LYP/6-31G(d)). The bright second excited
state is the main focus of this study and highlighted in red.
state character Evert[eV] Evert[nm] f
S1 n→ π∗ 5.09 243.4 0.00
S2 π → π∗ 5.65 219.5 0.17
S3 n→ π∗ 6.40 193.6 0.00
S4 π → π∗ 6.73 184.3 0.04
S5 π → π∗ 7.18 172.7 0.14
Table S2. Character, vertical excitation energies and oscillator strength of the first five sin-
glet excited states of uracil (TDDFT/M06-2X/6-311++G(d,p)). The bright second excited
state is the main focus of this study and highlighted in red.
state character Evert[eV] Evert[nm] f
S1 n→ π∗ 5.01 247.5 0.00
S2 π → π∗ 5.55 223.5 0.20
S3 π → Ry∗ 5.97 207.5 0.02
S4 n→ π∗ 6.28 197.5 0.00
S5 π → π∗ 6.73 184.3 0.04
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Figure S1. Electric dipole moments of the ground state and the first five excited states
of uracil on the (TD)DFT/CAM-B3LYP/6-31G(d) level of theory. Note that the dipole
moments of the ground state and the second excited state, that this study focuses on, are
very similar in direction and magnitude.
Figure S2. Electric dipole moments of the ground state and the first five excited states
of uracil on the (TD)DFT/M06-2X/6-311++G(d,p) level of theory. Note that the dipole
moments of the ground state and the second excited state, that this study focuses on, are
very similar in direction and magnitude.
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Figure S3. Electrostatic potential mapped onto the electron density (Isovalue 0.05) of
uracil in the ground state and the first five excited states, computed at the (TD)DFT/CAM-
B3LYP/6-31G(d) level of theory. Note that the ground state and the second excited state
exhibit the same charge distribution across the nucleobase.
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Figure S4. Electrostatic potential mapped onto the electron density (Isovalue 0.05) of
uracil in the ground state and the first five excited states, computed at the (TD)DFT/M06-
2X/6-311++G(d,p) level of theory. Note that the ground state and the second excited state
exhibit the same charge distribution across the nucleobase.
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Potential Energy Scans in Three Dimensions
Modeling the photorelaxation of uracil in two reactive coordinates is necessarily an approxi-
mation. For the isolated base, the validity of the described two-dimensional (2D) coordinate
space to describe the photorelaxation of uracil has been established in a previous investiga-
tion.S6 However, it could be conceived that the presence of an atomistic environment opens
new relaxation pathways in a different coordinate. In such a case, the potential energy would
be stabilized in the third dimension in direct vicinity of the 2D space.
To check for the necessity of additional coordinates in our simulations, we extended the
existing 2D space to three dimensions by adding five normal modes from different spectral
regions that cover most of the molecular movement of uracil. Specifically, we chose an
N−H (qNHs), a C−H (qCHs) and a C−O (qCOs) stretching mode as well as a C−H bending
mode (qCHb) and an out-of-plane deformation (qoop) as shown in Table S3. The Cartesian
coordinates of these modes are compiled on the following pages.
Table S3. Chosen normal modes to represent molecular movement of uracil in a third
dimension. Vibrational frequencies were calculated with M06-2X/6-311++G(d,p) and scaled
by a factor of 0.947. The normal modes cover a broad spectral range and include most
molecular degrees of freedom not already covered by the 2D coordinate space.
Mode ν̃[cm−1]
qNHs 3423
qCHs 3051
qCOs 1762
qCHb 1170
qoop 723
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qoop : ν̃ = 723 cm
−1
N 0.00 0.00 −0.24
N 0.00 0.00 −0.22
C 0.00 0.00 0.82
C 0.00 0.00 0.04
C 0.00 0.00 −0.10
C 0.00 0.00 0.09
O 0.00 0.00 −0.03
O 0.00 0.00 −0.25
H 0.00 0.00 0.26
H 0.00 0.00 0.06
H 0.00 0.00 0.00
H 0.00 0.00 0.27
qCHb : ν̃ = 1170 cm
−1
N 0.09 −0.02 0.00
N −0.04 0.08 0.00
C −0.06 −0.10 0.00
C 0.11 −0.03 0.00
C 0.01 −0.03 0.00
C −0.12 0.15 0.00
O 0.00 −0.02 0.00
O −0.01 0.00 0.00
H 0.34 −0.02 0.00
H −0.15 0.29 0.00
H 0.34 −0.04 0.00
H −0.36 −0.67 0.00
qCOs : ν̃ = 1762 cm
−1
N −0.09 0.03 0.00
N −0.08 0.08 0.00
C 0.59 −0.31 0.00
C 0.00 −0.01 0.00
C 0.03 0.04 0.00
C −0.19 −0.16 0.00
O 0.13 0.09 0.00
O −0.33 0.18 0.00
H 0.26 0.03 0.00
H 0.20 −0.42 0.00
H 0.02 −0.01 0.00
H −0.04 −0.08 0.00
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qCHs : ν̃ = 3051 cm
−1
N 0.00 0.00 0.00
N 0.00 0.00 0.00
C 0.00 0.00 0.00
C 0.01 0.09 0.00
C 0.01 −0.01 0.00
C 0.00 0.00 0.00
O 0.00 0.00 0.00
O 0.00 0.00 0.00
H 0.00 0.00 0.00
H 0.00 0.01 0.00
H −0.07 −0.97 0.00
H −0.17 0.10 0.00
qNHs : ν̃ = 3423 cm
−1
N 0.00 −0.07 0.00
N 0.00 0.00 0.00
C 0.00 0.00 0.00
C 0.00 0.00 0.00
C 0.00 0.00 0.00
C 0.00 0.00 0.00
O 0.00 0.00 0.00
O 0.00 0.00 0.00
H −0.02 1.00 0.00
H 0.01 0.00 0.00
H 0.00 0.00 0.00
H 0.00 0.00 0.00
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We rastered the parts of the 2D space that are accessible to the wave packet (WP) with a
grid of 14 points (Figure S5). After orthonormalizing the respective normal mode to the 2D
space, we performed a potential energy scan at each of these grid points in both directions
of the new coordinate, using the same quantum mechanics/molecular mechanics (QM/MM)
methodology as described in the main article.
Figure S5. Grid points overlaid on the 2D-PES of uracil. At each of these points, a
potential energy scan was performed along a normal mode coordinate to check for possible
new relaxation pathways in a third dimension.
To account for different environmental conformations, we computed these scans for five
molecular dynamics (MD) snapshots, thus giving a total of 25 three-dimensional potentials.
For a new relaxation pathway to form in a third dimension, the interaction energy V̂env
would need to compensate the harmonic potential of the respective coordinate and cause
stabilization close to the 2D space we considered in our simulations. Therefore, the sum of
V̂env and the normal mode potentials in their harmonic representation is plotted in Figures S6
to S10. Each subplot shows a set of one-dimensional energy scans along the respective
normal mode coordinate, corresponding to the grid points in Figure S5. All the scans remain
harmonic in the third dimension under environmental influence. We therefore conclude that
this space is well-suited to describe the photorelaxation of uracil and no new relaxation
pathways can be expected in a third dimension.
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Figure S6. Sum of the harmonic potential of the respective normal mode and the environ-
mental interaction energy V̂env in one MD snapshot for the base sequence 5’-GAGUAGG-3’.
Each green line represents a one-dimensional potential energy scan along the normal mode
coordinate, starting from one of the grid points in Figure S5.
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Figure S7. Sum of the harmonic potential of the respective normal mode and the environ-
mental interaction energy V̂env in one MD snapshot for the base sequence 5’-GAGUAGG-3’.
Each green line represents a one-dimensional potential energy scan along the normal mode
coordinate, starting from one of the grid points in Figure S5.
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Figure S8. Sum of the harmonic potential of the respective normal mode and the environ-
mental interaction energy V̂env in one MD snapshot for the base sequence 5’-GAGUAGG-3’.
Each green line represents a one-dimensional potential energy scan along the normal mode
coordinate, starting from one of the grid points in Figure S5.
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Figure S9. Sum of the harmonic potential of the respective normal mode and the environ-
mental interaction energy V̂env in one MD snapshot for the base sequence 5’-GAGUAGG-3’.
Each green line represents a one-dimensional potential energy scan along the normal mode
coordinate, starting from one of the grid points in Figure S5.
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Figure S10. Sum of the harmonic potential of the respective normal mode and the environ-
mental interaction energy V̂env in one MD snapshot for the base sequence 5’-GAGUAGG-3’.
Each green line represents a one-dimensional potential energy scan along the normal mode
coordinate, starting from one of the grid points in Figure S5.
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List of abbreviations
ADC2 second-order algebraic diagrammatic construction
CASSCF complete active space self consistent field
CASPT2 complete active space second-order perturbation theory
COSMO conducter-like screening model
CI configuration interaction
CC coupled-cluster
CoIn conical intersection
CPD cyclobutane pyrimidine dimer
DFT density functional theory
DNA deoxyribonucleic acid
DFM dynamic fourier method
FC Franck-Condon
FWHM full width at half maximum
IR infrared
IRC intrinsic reaction coordinate
MCTDH multi-configuration time-dependent Hartree
MTOCT multi-target optimal control theory
MD molecular dynamics
MM molecular mechanics
NACME non-adiabatic coupling matrix element
OCT optimal control theory
PES potential energy surface
PCM polarizable contiuum model
QC quantum chemistry
QD quantum dynamics
QD/MD quantum dynamics/molecular dynamics
QM/MM quantum mechanics/molecular mechanics
122 List of abbreviations
QOC quantum optimal control
RNA ribonucleic acid
THF tetrahydrofurane
TDDFT time-dependent density functional theory
TDSE time-dependent Schrödinger equation
TS transition state
UV ultraviolet
WF wavefunction
WP wavepacket
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