Abstract-This correspondence presents a simple method to accurately compute the error probability of bit-interleaved coded modulation (BICM). Thanks to the binary-input output-symmetric (BIOS) nature of the channel, the pairwise error probability (PEP) is equal to the tail probability of a sum of random variables with a particular distribution. This probability is in turn computed with a saddlepoint approximation. Its precision is numerically validated for coded transmission over standard Gaussian noise and fully interleaved fading channels for both convolutional and turbo-like codes.
I. INTRODUCTION
Bit-interleaved coded modulation (BICM) was introduced by Zehavi [1] as a pragmatic coding scheme for spectrally efficient modulations. Under the assumption of sufficient bit interleaving at the encoder output, it was later extensively studied by Caire et al. [2] , who suggested that the system essentially behaves as a memoryless binaryinput output-symmetric (BIOS) channel. This consideration allows for an easy calculation of channel capacity (average mutual information) and cutoff rate for arbitrary modulation alphabets and symbol labelings. However, the analysis of error probabilities in [2] was either not tight or exceedingly complex to compute. In this correspondence, we elaborate on their methods and obtain a simple and very accurate method to estimate the error probability.
II. ERROR PROBABILITY ANALYSIS

A. Channel Model
We study coded modulation over Gaussian noise channels. The discrete-time received signal can be expressed as y k = p SNRh k x k + z k ; k= 1; . . . ; L (1) where y k is the (complex-valued, i.e., y k 2 C) kth received sample, h k 2 C is the kth fading attenuation, x k 2 C is the transmitted signal at time k, and z k 2 C is the kth noise sample, assumed to be complex Gaussian independent and identically distributed (i.i.d.) N C (0; 1).
BICM codewords x x x = (x 1 ; . . . ; x L ) are obtained by bit interleaving the codewords c c c = (c1; . . . ; cN) of the code C, each of dimension K information bits and length N , and mapping over the signal constellation X with the labeling rule : f0; 1g M ! X; M = log 2 jX j.
The corresponding trasnsmission rate is R = KM N bits per channel use. The average received signal-to-noise ratio is SNR. We denote the vector of received symbols by y y y = (y 1 ; . . . ; y L ). The standard additive white Gaussian noise (AWGN) and fully interleaved Rayleigh-fading channels are obtained from (1) by simply letting h k = 1 and h k N C (0; 1), respectively. 1 The operation is depicted in Fig. 1 .
B. Error Probability Under ML Decoding
For maximum-likelihood (ML) decoding, the error probability of linear binary codes over BIOS channels is accurately given by the union bound in the region above the cutoff rate [3] . Let A d denote the number of codewords in C with Hamming weight d. In the region above the cutoff rate, the codeword error probability is very closely upper-bounded by Pe d A d PEP(d; ; X; SNR) (2) where PEP(d; ; X; SNR) is the pairwise error probability (PEP) for two codewords differing in d bits. 2 Estimating the error probability reduces therefore to computing the PEP. Assuming that codeword c c c was transmitted, the probability of choosing a candidate codeword c c c 
where we have defined a new random variable, denoted by 3, the a posteriori log-likelihood ratio, as 3 = log Pr(ĉ = c jV) Pr(ĉ = c jV)
: (4) Thanks to the presence of the interleaver [2] , the variables 3 can be considered, to a practical extent, i.i.d. Furthermore, due to the sym- 1 We assume perfect channel state information (CSI) at the receiver. However, the extension of technique described here to the nonperfect CSI case is straightforward. 2 Similarly, the bit-error probability P is given by the right-hand side of (2) with A replaced byÃ = metry of the channel output, 3 their distribution does not depend on the value of c, and we can safely assume that the all-zero codeword has been transmitted. It should be noted that this formulation is simply a restatement of the results in [2] with a different notation. In particular, the exact dependence of the error probability on the modulation symbol or the bit index is dropped, or rather considered another random variable similar to the noise or fading realizations. Fig. 1 shows the location of 3 in the communication channel, after the demodulator.
The a posteriori probabilities used in the computation of 3 are given by Pr(ĉ = c jV) 1 = Pr(ĉ = c j z; h; x; m) / x2X exp(0jy 0 p SNRhxj 2 )
where X m c is the subset of signal constellation points with mth binary label position equal to c.
In [2] , three alternative methods were given to compute PEP(d; ; X; SNR): the Bhattacharyya-union bound (B-UB), the BICM bound, and the expurgated BICM union bound (ex-UB). Of these, the B-UB will be analyzed later. The BICM bound was used as a means to derive the tighter expurgated bound and, therefore, we do not analyze it further. It is interesting to note that a careful examination of the expression for the expurgated bound in [2] reveals that it is equal to (4) restricting the sum in (5) to one single term, the nearest neighbor. Proceeding directly from the assumption of a memoryless BIOS channel, their derivation can be significantly shortened. Furthermore, for non-Gray labeling, the effect of the other neighbors is not negligible, and thus the ex-UB may not be accurate [2] .
C. Log-Likelihood Ratio Distribution
For some BIOS channels, the ratio 3 has a known and easily man- 
Even though a closed-form expression for the density of 3 for BICM seems difficult to obtain, it is nevertheless simple to evaluate it by computer simulation if required. 3 For signal constellations X that lead to a BICM channel which is not symmetric, the channel can be rendered BIOS by using the mapping and its complement with probability 1=2 [2] .
In estimates of tail probabilities, the cumulant transform (s) (or cumulant generating function) of a random variable 3 is a more convenient representation than the density. The transform is given by
with s 2 C [4] . Using the definition of 3, we rewrite (s) as
where the subscript V indicates that the expectation is taken with respect to all nuisance parameters V = (z; x; h; m). This expectation can be easily evaluated by numerical integration using the Gauss-Hermite (for the AWGN channel) and a combination of the Gauss-Hermite and Gauss-Laguerre (for the fading channel) quadrature rules, which are tabulated in [5] . It will also prove convenient to define the saddlepointŝ as the value for which 0 (ŝ) = 0. It can be shown that this point exists and is unique [6] . For BIOS channels, symmetry dictates that the saddlepoint is placed atŝ = 1=2, with no need to carry an explicit numerical minimization step [7] . . It is remarkable how close the tails are to the tail of a Gaussian random variable for the case of AWGN. For the Rayleigh fading, the density inherits the exponential behavior of the binary-input case, and the Gaussian approximation to the tail is somewhat less accurate.
D. Gaussian Approximation
The preceding discussion suggests approximating the PEP by PEP(d; ; X; SNR) ' Q( 02d(ŝ)) (9) a result which was heuristically introduced in [8] . The approximation in (9) corresponds as well to the zeroth-order term in the Lugannani-Rice formula [9] (see also [10] ).
E. Bhattacharyya Union Bound
The Bhattacharyya bound [7] can be used to upperbound the PEP as PEP(d; ; X; SNR) e d(ŝ)
: (11) Notice that this coincides with the Chernoff bound asŝ = 1=2. Using this in (2) we obtain the B-UB proposed in [2] . 
F. Saddlepoint Approximation
In the Appendix I, we present the derivation of the saddlepoint approximation and of an estimate of the approximation error to the PEP. Even though the derivation in the Appendix is uniformly valid for all values of the saddlepointŝ, including small values ofŝ, in our case this is not required asŝ = 1=2. Keeping only the first-order term in the asymptotic series, the PEP can be approximated by
where the term O(d 00 (ŝ)) 01 decays fast as a power of (d 00 (ŝ)) 01 .
The effect of the correction is found to be negligible in practical calculations, which implies that we need not sum over any more terms in the asymptotic series and we may then drop the O( ) term.
The exponent is the same as for the Bhattacharyya bound, in accordance to the asymptotic optimality of the latter, and coincides as well with the exponential decay of the Gaussian approximation. Note that efficient computation of the second derivative 00 (ŝ)
can again be performed using Gaussian quadrature rules. It is worthwhile remarking that the method advocated in [2] to compute this probability for the expurgated union bound (UB) was the use of integration in the complex plane. It can be seen 4 that the saddlepoint
III. NUMERICAL RESULTS AND DISCUSSION
In this section, we show some numerical results that illustrate the accuracy of the proposed methods as well as its asymptotic behavior. In particular, we show the following: the B-UB, the saddlepoint approximation (12) union bound (SP-UB), the Gaussian approximation tangential-sphere bound (GA-TSB) [8] , 5 and the simulation of the bit-error rate (BER sim). For every block of information bits a different bit interleaver is randomly generated.
A. AWGN Channel
Figs. 3 and 4 show the bit-error probability as a function of E b =N0 = SNR=R for the aforementioned methods and for convolutional and repeat-accumulate (RA) codes with 16-QAM in the AWGN channel with no fading. In Fig. 3 , we use the optimum 64-state and rate-1=2 convolutional code with Gray and set partitioning mappings and in Fig.   4 an RA code [12] of rate 1=4 with Gray mapping.
The performance at medium-to-high signal-to-noise ratio is very well approximated by both the Gaussian and the saddlepoint approximations, for all considered labelings and codes. Note that the performance estimate in the case of set-partitioning labeling remarkably improves the bound presented in [2] . In essence, this can be traced back to the accuracy of the Gaussian approximation to the tail of the log-likelihood ratios 3, already discussed in Section II-C. The B-UB yields the correct decay of the bit error curve but it remains at a fixed gap from the true bit error probability. The accuracy of the union bound-based approximations for the RA code ensemble appears only in the error floor region, since the union bound is not tight for random-like codes for SNR below the corresponding cutoff rate. Nevertheless, the GA-TSB yields a fairly good estimate of the waterfall behavior of the error curve also for low SNR. In all cases, the decay of the bit error for increasing signal-to-noise ratio seems to be of exponential nature. Appendix III proves the asymptotic validity of this conjecture and shows that In the Gaussian approximation, the quantity 0 (ŝ) SNR can be interpreted as the SNR scaling with respect to SNR when using BICM [8] and thus, the asymptotic scaling depends only on the signal constellation X (through its minimum distance) and not on the labeling . for 16-QAM with Gray and set partitioning mappings in the AWGN channel. The limit coincides with the above result, and implies that, in the AWGN channel, the saddlepoint approximation becomes more and more accurate as SNR grows.
B. Fully Interleaved Rayleigh Fading Channel
Figs. 6 and 7 show the estimates of the bit error probability for convolutional and RA codes, respectively, in a fully interleaved AWGN channel with Rayleigh fading. Fig. 6 shows two cases, a rate-2=3, 8-state optimum code over 8-PSK, and the rate-1=2, 64-state optimum code over 16-QAM both with Gray mapping. Fig. 7 shows the performance of an RA code of rate 1=4 with Gray mapping and 16-QAM modulation.
Similarly to the AWGN case, the three approximations to the error rate give the correct slope of the decay with SNR at medium-to-high signal-to-noise ratio, while the horizontal shift of the curves is different. All approximations are close to the simulated value, but now only the saddlepoint approximation gives an accurate estimate. As we saw in Section II-C, the tail of the log-likelihood ratio 3 in the fading channel is approximately exponential, rather than Gaussian, and this shape is not correctly tracked by the Gaussian approximation. On the contrary, the saddlepoint approximation is able to "learn" the shape of the variable. As evidenced by the results of 16-QAM with the 64-state convolutional code, this effect becomes less apparent for more powerful codes with large minimum distance, since the sum in (3) contains more terms and its tail is closer to a Gaussian. Again, the GA-TSB yields the most accurate estimate of the error probability in the low-SNR region. The accuracy of the UB-based approximations for the RA code ensemble is accurate in the error floor region. Note also that BICM preserves the properties of the underlying binary code for fully interleaved Rayleigh-fading channels as well, as the error probability decays as an inverse power of SNR. Appendix III shows that in the limit for large SNR the rate of decay varies as lim
and that
confirming that BICM indeed behaves as a binary modulation and thus, the asymptotic performance depends on the Hamming distance of the code rather than on the Euclidean distance. Fig. 5 also shows 00 (ŝ) as a function of SNR for 16-QAM and 8-PSK with Gray mapping in the fully interleaved Rayleigh-fading channel. As expected, the limit value is 8, and does not depend on the modulation.
IV. CONCLUSION
In this correspondence, we have presented a simple method to compute a tight approximation to the error probability of BICM. This probability is found to correspond in a natural way to the tail probability of a sum of independent random variables, which is calculated using the saddlepoint approximation. The exact form of the approximation is new since, as opposed to the usual formulas, it is uniformly valid for all values of the saddlepoint. The proposed method benefits from simple numerical integration using Gaussian quadratures for noise and fading averaging. We have verified the validity of the approximation for both, convolutional and turbo-like code ensembles with BICM, over AWGN and fully interleaved Rayleigh-fading channels. In both cases, the asymptotic behavior of BICM mimics that of binary modulation. This simple technique constitutes a powerful tool to the analysis of finite-length BICM. Furthermore, being simpler and tighter than the original bounds in [2] , it shows a wide range of practical applications.
APPENDIX I DERIVATION OF THE SADDLEPOINT APPROXIMATION
We wish to estimate the tail probability of Z, a continuous random variable with density f Z (z). To Z we associate its cumulant transform (or cumulant generating function) (s), defined as (s) = log E[e sZ ]; s 2 C. We shall be concerned with the case of Z being the sum of M random variables X i ; Z = M i=1 X i . For independent X i , it is immediate that the total cumulant transform is the sum of the transforms for each component. In this case, the density of Z and its tail probability (or equivalently its distribution) can be recovered from (s) by Fourier inversion [6] fZ(z) = 
In the following, we study the tail probability only and assume, without
An application of Cauchy's integral theorem allows us to move the integration path to the right, from the imaginary axis to a line L = (ŝ 0 j1;ŝ + j1) that crosses the real axis at another pointŝ [13] . It is most convenient to chooseŝ so that 0 (ŝ) = z; this point is called a saddlepoint, as complex-variable analytic functions do not reach extreme points in their domain of analyticity [13] . This point exists and is unique due to the convexity of (s) [6] .
Along the integration path s =ŝ+j; 01 < < 1 and 
where we have used that the first derivative is zero and R2() is a shorthand for the remaining terms in the expansion aroundŝ
In the following, we shall indistinctly refer to the`th-order derivative as the`th-order cumulant. Equation (19) can be rewritten as At this point, we normalize the cumulants. As the cumulants are all linear terms in m, the number of random variables contributing to Z, we get rid of this dependence on m by dividing all cumulants by 00 (ŝ) and denote the normalized cumulant by 
In particular, for m = 0 and discarding the O() term, we recover the classical saddlepoint approximation
Note that even though this equation loses its validity for smallŝ, we may use the original (33) and show that the probability tends to 1=2 forŝ ! 0 
This yields an approximation which is uniformly valid for all values of the saddlepoint [6] . (27) This additional term in the expansion also serves as an estimate of the error made by the approximation. In general, the first term of the expansion gives a very good approximation to the real tail probability, with no need of considering extra terms.
APPENDIX II SOME INTEGRALS AND EXPANSIONS OF INTEREST
The error complementary function is defined as
Its asymptotic series is derived by integration by parts [13] and gives Note that we may easily apply the asymptotic expansion for erfc(x).
We will also evaluate integrals of the more general form 
In the last step, we exploit that the first n01 terms in both summations exactly cancel each other. As it is derived from the asymptotic expansion of erfc(x), the formula inherits the former's bound on error, that is, the error by truncating the series is upper-bounded by the absolute value of the following term.
APPENDIX III CUMULANT TRANSFORM ASYMPTOTIC ANALYSIS
In this appendix, we show that in the limit for large SNR, BICM behaves as a binary modulation with squared Euclidean distance jx 0 x 0 j 2 :
In particular, we have that 
for the fully interleaved Rayleigh-fading channel. In this appendix, and without loss of generality, assume that s is real. The upper bound in (39) applies here as well and, then, for s < 1, the dominated convergence theorem leads to 
A. AWGN Channel
as in the binary case.
