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Abstract 
Positron annihilation techniques (PAT) were used to study 
the behaviour of positronium (Ps) in pure H,0 and D-0 ice in 
the temperature interval -185 < t < 2°C. At temperatures below 
roughly -100°C, the linear-slit angular correlation curves con-
sisted of a broad component (fwhm = 10.5 mrad), resulting from 
free positron and Ps pick-off annihilation, and narrow central 
and side peaks (fwhm = 1 mrad), resulting from intrinsic para-
Ps annihilation from a center-of-mass Bloch-function state. At 
higher temperatures there also occurred a middle-broad com-
ponent (fwhm - 3.9 mrad) resulting from intrinsic para-Ps an-
nihilation from a localized Ps state. Positron lifetime 
measurements on pure ice gave an ortho-Ps pick-off lifetime of 
0.66 nsec at low temperatures, which above -100°C increased to 
about 1.0 nsec at the melting point, in agreement with previous 
measurements. This increase in ortho-Ps lifetime and the 
middle-broad angular correlation component are believed to be 
caused by Ps trapping by temperature created vacancies. A weak 
long-lifetime component ( t»2 nsec) present at higher tempera-
tures is ascribed to Ps trapping in divacancies. The theory of 
the 2-Y annihilation of a Ps many-electron system is discussed. 
Two new "exchange" terms in the annihilation probability were 
derived, and it was shown that the para-Ps pick-off annihilation 
rate is smaller than that of ortho-Ps. The square of the nu-
merical value of the Fourier transform at various reciprocal 
lattice points of the Ps Bloch function, |a_| , was extracted 
by very detailed computer analyses. A nearfy-free-Ps theory, 
taking into account the influence of phonons, could not explain 
the temperature dependence of |a_| . The Ps trapping in 
vacancies could not be explained9in detail in terms of several 
models, including the simple "trapping model". The main dif-
ficulty was the fact that para-Ps and ortho-Ps are trapped at 
roughly the same amount at a certain vacancy concentration. 
Our results imply a high (several ppm) vacancy concentration at 
the melting point in ice in agreement with other independent 
estimates. This fact might introduce pronounced changes in 
currently accepted theories of the electrical properties of ice. 
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1. INTRODUCTION 
A positron entering a solid or a liquid will normally be 
slowed down to thermal velocities within a very short tine 
(< 1 pscc). After a period (the positron lifetine! it will an-
nihilate with an electron and normally two y-quanta are emitted. 
These annihilation photons carry information about the electron-
positron state at the moment of annihilation. Hence, experimen-
tal studies of the photons nay give useful information about the 
physical and chemical structure of the material under investi-
gation. 
Three experimental methods are mainly used in PAT (i.e. 
Positron Annihilation Technique) '. They measure a) the dis-
tribution of positron lifetimes, b) the angular correlation be-
tween the two annihilation photons, and c) the Ooppler broadening 
of one of the annihilation photons. The first two methods were 
used in the present work. 
In recent years PAT has been used to investigate defect 
properties in metals, and it is now accepted as an important 
new tool in basic studies of metal defects ' '. The changes in 
the properties of the annihilation photons caused by positron 
trapping in vacancy-type defects are measured. Positrons are 
sensitive to parts per million (ppm) concentrations of vacancies. 
PAT is probably the only method available for a detailed study 
of small (< 15 A) three dimensional vacancy clusters (voids) in 
8) — 
metals , and for a determination of vacancy formation energies 
in refractory and impure metals. Also defects in ionic crystals 
(P-centers, cation vacancies, etc.) can be studied by use of 
PAT3'9*. 
The hydrogen-like bound state of a positron and an electron, 
positronium (Ps), is formed before annihilation takes place in 
various molecular liquids and solids and in some ionic crystals, 
but not in metals and semiconductors. Ortho-Ps p ck-off an-
nihilation with the outer electrons of the molecules gives rise 
to a long-lifetime component in the lifetime spectra, while the 
presence of a narrow component in the angular correlation dis-
tributions can be ascribed to intrinsic para-Ps annihilation. 
The ortho-Ps pick-off lifetime is strongly decreased if Ps takes 
part in a chemical reaction, while it is increased in the case 
of a Ps trapping in holes (vacancy, vacancy clusters, etc.) in 
- 6 -
a crystal. Hence, also the behaviour of Ps can be studied by 
use of PAT. 
One purpose of the present work was a PAT-study of defects 
in ice. About 73% of the positrons form Ps in ice. Our results 
show that Ps is trapped in defects in ice at higher temperatures 
and in impurity-doped ice. Our interpretation of the results is 
that Ps is mainly trapped in vacancies (missing H20 molecules). 
Apart from indirect evidence (mainly selfdiffusion results , 
vacancies in ice seem not to have been studied earlier. 
Although it is generally accepted that Ps is trapped 
in the more open parts of molecular crystals (e.g. amorphous 
regions, etc.), PAT studies of Ps trapping have not yet been 
used as a tool in the investigations of molecular crystal defects 
in the same way as positron trapping is used for metals. One 
reason for this is probably that very little information is 
available on vacancy-type defects in molecular crystals. In 
general, the Ps trapping method is probably also too sensitive 
compared to the degree of perfection of the presently available 
18) 
molecular crystals. Our results indicate that very few 
ortho-Ps atoms are trapped before the annihilation takes place 
at a relative concentration of "holes" of roughly 10 , while 
all ortho-Ps atoms annihilate from a trapped state at a con-
-4 
centration of 10 . Ice is well suited for the study of Ps 
trapping because the relative concentration of Ps trapping 
defects in ice is so low (< 10~ ) that Ps annihilates from the 
non-trapped state at temperatures below -100°C. Our ice in-
vestigations seem to be the first detailed studies of defects 
in a molecular crystal carried out by the Ps trapping method. 
From the viewpoint of solid state physics, a further 
aspect of our work is of importance. The non-trapped Ps-atom 
19) is in a Bloch function state in ice . Apparently, Ps is the 
only atom that has been shown to be in a Bloch function state. 
Moreover, the angular correlation technique directly determines 
the numerical value of the Fourier transform of the para-Ps 
center-of-mass wave function. Such detailed information about 
wave functions does not seem not to be available in the case of 
electrons in metals and semiconductors, where Fermi surfaces 
and properties calculated from matrix elements between initial 
and final states (optical absorption, photoeffect, etc.) are 
20) 
chiefly measured '. In particular, the change in the para-Ps 
- 7 -
wave function due to trapping in defects is easily measured. 
The trapping of ortho-Ps can be followed by use of the lifetime 
technique. Hence, the Ps state can be studied at two different 
times after Ps formation. Experimental evidence for Ps in a 
21—26) 
Bloch-function state has been found for quartz , H-0- and 
D,0-ice19), MnP526), MgF 2 6 ), NaF (-196°C)27), and NaCl 
(-196 C ) . Apparently, no systematic search for delocalized 
Ps in crystals has been performed, but probably Ps annihilates 
from a Bloch function state in many other crystals of low defect 
concentration. 
The present paper is part of an experimental series on 
18 19 28—32) positron annihilation in ice and related structures ' ' 
We attempt here to give a fairly complete discussion of the 
results obtained hitherto. Previously, ice has been studied 
several times by other PAT groups (see e.g. refs. 1 and 33). In 
fact, ice was and is one of the most studied crystals. 
The experimental apparatus and the measurements are dis-
cussed in section 2. In section 3 a description of the results 
and the fairly complicated data analysis is given. The theory 
of annihilation from the Ps state and the influence of the 
thermal motion of the atoms on the Ps Bloch function are dis-
cussed in section 4. A general discussion of the Ps yield, the 
Ps Bloch function, the Ps trapping process, and the defects that 
trap Ps in ice is found in section 5, followed by some con-
cluding remarks in section 6. 
2. EXPERIMENTAL 
For the angular correlation measurements, a standard 
linear-slit setup was used . The detectors were Nal(Tl) 
cylinders, of about 39 cm in length and 5 cm in diameter. Two 
EMI9708 photomultiplier tubes faced each cylinder. One mm slits 
in 5 cm thick lead bars, placed in front of the detectors, 
covered a solid angle of 0.48 x 178 mrad, as seen from the 
sample. The pulse-handling electronics was a normal fast co-
incidence system with an effective coincidence resolving time 
of 82 nsec (full width at half maximum (fwhm) of coincidence 
counting rate as a function of time delay), and energy windows 
placed at the photopeak. A digital control system, similar to 
that described in ref. 34, automatically adjusted the angles 
(read from tape and measured by shift digitizers), and trans-
- 8 -
ferred angles and measured numbers to a teleprinter for output. 
The output on tape was further processed by a computer. Typi-
cally, the curves were measured in steps of roughly 0.2 mrad at 
the peaks, 0.4 mrad at normal parts, and 0.6 mrad at the larger-
angle parts of the curves (see Figs. 1-3). The curves were 
measured in many scans of the angles in order to minimize the 
effects of drift in the system. 
The samples (approx. 5 mm thick plates) were placed in a 
roughly 40 mm diameter, 10 mm high box. They were fixed with 
grease to the copper bottom of the box. The box was mounted on 
a thick copper plate, which was cooled by heat conduction to 
the cold finger of a liquid nitrogen cryostat. The desired 
temperatures were obtained by heating the sample by means of an 
electric heater controlled by a thermostat. Two thermocouples 
melted into the side of the samples measured the temperature. 
22 An external sources of about 20 mCi NaCl was placed above 
the sample box. The positrons hit the sample through a 19 mm 
diameter Mylar window. The window also served as a collimator 
to prevent the positrons from directly hitting part of the box 
sides from where the annihilation photons could reach the de-
tectors through the 2 mm shield slits placed close to the box. 
The sample box and source were mounted in an evacuated chamber 
(=10 mm Hg pressure). Below approximately -70 C the box was 
also evacuated. Above -70°C the box contained helium at atmos-
pheric pressure to strongly reduce the sublimation of the ice 
samples. The angular resolution was determined by the slit 
widths (a triangular resolution curve of fwhm 0.48 mrad) and 
the smearing due to the uncertainties in the effective sample 
heights. The latter is caused by the penetration (=0.3 mm) of 
the positrons into the sample, and the fact that the sample was 
tilted somewhat in order that the annihilation photons should 
be emitted to the movable slit through the side of the sample 
for all angles. Roughly speaking, the resolution curve may be 
described by a Gaussian of fwhm =0.65 mrad. A more detailed 
discussion of the angular resolution curve will be given in 
subsection 5.7. 
The lifetime spectrometer used was a conventional fast-
3 18) 
slow coincidence system ' with a time resolution charac-
terized by a fwhm - 0.42 nsec. As source was used about 6 yCi 
22 2 
of NaCl sealed between two 1 mg/cm nickel foils. The frac-
- 9 -
tion of positrons annihilating in the source and foils was 
estimated at 10% . The source-sample sandwich was mounted in 
a cryostat and the temperature controlled as described in ref.32. 
Data were collected for each spectrum over periods of 2-5 days 
resulting in 6-17 x 10 counts in a spectrum. 
Most of the pure ice single crystals were grown by G.Kvajic" 
—4 
at Vincha, Belgrad. They were grown at a rate of 10 cm/sec. 
by a modified Bridgeman method using triple destilled water. 
They were zone-refined once and not grown under vacuum. Hence, 
an equilibrium concentration of air molecules (Np, O,, C02» Ar, 
etc.) was always present in the liquid phase. A few pure ice 
single crystals grown by J. Bilgram, ETH, Zurich, were also 
used36). 
Some of the crystals for the angular correlation measure-
ments were oriented by X-ray diffraction by Bilgram. For the 
others, the c-axis was determined by polarized light and the 
a-axis by an etch pit technique similar to that of ref. 37. The 
crystals were cut on a lathe, and then ground with fine emery 
paper and polished with a soft cloth and silk. The accuracy of 
the orientations of the final samples was estimated to be better 
than 5°. All crystal treatments were carried out in a cold room 
at -18°. Lathe cutting of the crystals certainly introduces 
38) 
some defects in them, in particular dislocations . However, 
these dislocations do not seem to be detected by positrons or 
Ps, as we found no measurable effect of different initial sample 
treatments. A similar conclusion was reached in ref. 18. 
3. DATA ANALYSIS AND RESULTS 
3.1. Measurements 
In the present work we measured angular correlation curves 
for monocrystals of light and heavy ice for various crystal 
orientations and as a function of temperature from -182°C to 
the melting point, a total of about 50 curves. Some of the 
measured curves are shown in Pigs. 1-3, in Figs. 2 and 3 with a 
broad component subtracted to show more clearly the narrow 
(-v l mrad) components. A few other curves have been published 
in refs. 12, 28, and 39. The clear general feature is that with 
increasing temperature the intensities of the narrow central 
peaks (at 0 mrad) and side peaks decrease followed by a simul-
- 10 -
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taneous increase in intensity of a somewhat broader (i 3.8mrad) 
component (Figs. 2, 3). The crystal orientations relative to 
the reciprocal lattice points are shown in Fig. 4. To obtain 
quantitative information about these - and other - changes with 
temperature, we carried out a detailed analysis of the measured 
curves, which is outlined in sections 3.3 and 3.4. The results 
are shown in Figs. 5-7, and in tables 2 and 3. 
We also remeasured some lifetime spectra for light ice at 
temperatures between -175°C and the melting point (previously 
published in ref. 18). This was done to try to answer the 
question whether the long (ortho-Ps) lifetime at higher tem-
peratures is one single lifetime component or a sum of two (see 
section 5). Therefore, we used a relatively weak source to re-
duce the background and nickel foils around the source material 
to avoid longlived source-components. Finally, we collected as 
many counts as possible to get good statistics. The analysis 
of the spectra and their results are discussed in the following 
section 3.2. 
3.2. Lifetime Spectra: Analysis and Results 
The measured lifetime spectra were analyzed by means of the 
40) 
computer program Positronfit Extended . A sum of three 
Gaussians was used to describe the time resolution curve in as 
much detail as possible. Their fwhm's and intensities were 
determined by a method similar to that described in ref. 35. 
These values were: 0.409 nsec, 54.4%; 0.517 nsec, 36.8%; 0.60 
nsec, 8,8%. 
A new result of the analysis was that, at the highest tem-
peratures (-5°C), a long lived component (apart from the T 3 *V 1 
nsec and the two shorter components (T,, I, and T-, I~) found 
in ref. 18) could be resolved with a lifetime of T 4 = 1.7 + 0.4 
nsec. To take this component into account, all spectra were 
analyzed to extract four lifetime components, keeping x. = 1.7 
nsec (four term, non-constrained analyses would only give mean-
ingful results at the highest temperatures). This analysis gave 
an intensity I4 that was close to 0.5% below -100°C, increased 
to about 1.7% at -40°C and then sharply increased to 5.1% at 
-5°C. The other three lifetime components could not be reliably 
separated for temperatures below -60°C. Above -60°C, T, in-
creased with temperature, I, being essentially constant - 51+3%, 
- 14 -
while the other components showed variations in agreement with 
IB) 
our previous measurements . The values obtained for T 3, I., 
and I. at four temperatures at and above -60°C are given in 
table 1. Of course the question arises about the reliability 
Table 1 
The most important lifetime parameters above -60°C. 
In the analysis t4 was fixed at 1.7 nsec. The un-
certainties are estimated standard deviations caused 
by the statistical scatter of the data. 
Temperature 
(°C) 
-60 
-40 
-21 
-5 
T3 
(nsec) 
0.776 + 0.015 
0.825 + 0.039 
0.950 + 0.029 
0.990 + 0.018 
J3 
(%) 
48.2 + 2.0 
53.0 + 7.7 
51.3 + 3.5 
50.5 + 1.3 
J4 
(1) 
1.8 + 0.2 
1.6 + 0.5 
2.6 + 0.6 
5.1 + 0.6 
of the results of such a four component analysis (even with one 
lifetime fixed). There seems to be no doubt, as strongly sug-
gested in ref. 18, that more than 3 lifetime components are 
present at the higher temperatures, and analysis of computer 
simulated spectra has also excluded the T. component as being 
an artifact of the analysis. Regarding the main longlived com-
ponent (T3, I3) one might suggest that it has contributions 
from one or more decay processes with only slightly different 
181 lifetimes (up to i50t difference. T 2 is about 0.4 nsec '). 
Clearly they could not be separated, but the uncertainty on I3 
would be rather large. This does not seem to be the case for 
the present spectra above -60°C (table 1). In this connection 
it is worth noticing that lifetime spectra for HF doped ice at 
low temperatures also contain long lived components assoc'. ited 
with ortho-Ps trapping. In these spectra, however, the long 
lifetime part cannot in general be described by only one com-
ponent (T3, IO with constant I3, but must be a composite of at 
least two components, of which one has a constant lifetime (T3* 
1.2 nsec) and the other one mixes with the shortlived compo-
nents . Hence, we believe the suggestion of the analysis of 
the present results, viz. that the resolved main longlived 
- 15 -
component (T~, I,) is essentially one single component with 
temperature. The constancy of I* (or I, + I. within uncertainty) 
is satisfactory, because it was presupposed in the analyses in 
ref. 18. 
3.3. Analysis of the Angular Correlation Curves 
The basic idea of the analyses of the angular correlation 
curves is that Ps is formed in ice, and that the narrow central 
peak and side peaks (Figs. 2-3) are the results of intrinsic 
para-Ps annihilation from a Bloch function state for the center-
of-mass coordinate (see section 4). The middle-broad component 
of full width at half maximum roughly equal to 3.8 mrad, ap-
pearing at higher temperatures, results from intrinsic para-Ps 
annihilation of Ps-atoms trapped in a defect in the ice lattice. 
We are mainly interested in the temperature dependence of the 
Bloch function and in the Ps trapping in the defect. The main 
purpose of the analyses is therefore to extract from the curves 
the intensities and fwhin's of the narrow peaks and the middle-
broad component. However, the analyses also serve as a fairly 
detailed test of the above-mentioned basic interpretation of 
the curves. 
The counts at the top of the curves were typically 32000 
(20000) at low (high) temperatures. Examples of curves with 
unusually small and large counting statistical uncertainties 
are the -181°C D20-curve in Pig. 3 (63000 at the top) and the 
-4°C curve in Pig. 2 (10500 at the top). The output tape from 
the angular correlation setup was first analyzed by means of 
the PAAC computer program. A random background of roughly 0.1% 
of the counts at the top was subtracted. Because of positron 
backscattering, etc., some annihilations took place in the walls 
of the sample-box. An empty box gave a curve well fitted by the 
three Gaussians with relative intensities (fwhm's): 1.9% (2.62 
mrad), 61.1% (8.55 mrad) and 37.0% (22.62 mrad), and an absolute 
intensity of roughly 7.3% of the ice curve intensities. This 
curve was subtracted from all the ice curves. Because the num-
ber of annihilations on the sample-box wall might have changed 
when the sample was placed in the box, this correction could 
have introduced a small error in the curves. The PAAC output 
was the corrected angular correlation curves on cards, in a plot, 
and in a table. 
- 16 -
The PAACFIT program was used for the computer analyses of 
the angular correlation curves. Without such a program, a de-
tailed analysis of many curves is virtually impossible to per-
39) form. This program has been described in detail elsewhere 
It fits an angular correlation curve by means of central 
Gaussians and side-peak pairs of Gaussians. The fitting param-
eters are the intensities (i.e. the relative areas in %) and 
full widths at half maximum (fwhm) of the Gaussians and the 
symmetry angle of the curve. The side-peak positions are fixed 
in the analysis. Both positive and negative intensities can be 
used. The intensities and fwhm's of the Gaussians can be fixed 
in the analysis. Other possible contraints are to put linear 
combinations of intensities equal to zero. These constraints 
combined with the use of fixed fwhm's make possible an analysis 
of a curve in terms of other curves the parameters of which have 
been determined in other analyses. The program also finds the 
goodness of the fit, •, calculated on the assumption that the 
model is ideal, ir. which case • ~ 1 + 0.2. Since our models 
are not ideal we have to accept greater •-values. We obtained 
•-values between 1.5 and 4 for good fits of our normal curves 
with 25000 counts at the top of the curves. The program has 
been used with good results in studies of Ps-chemistry prob-
lems and of positron trapping in vacancies and voids in 
molybdenum . We have also tested the program by analyzing 
computer-generated curves of shape close to that of the ice 
single crystal curves and with typical values of the scatter. 
A more detailed discussion of a series of analysis of the 
a-axis (see Fig. 4) ice curves will illustrate some of the 
problems we encountered in the fitting procedures. At low tem-
peratures, the curves consisted of a broad component, a narrow 
central component, and a side peak pair, while at higher tem-
peratures a middle-broad component was found too. At first, we 
analysed nearly all the a-axis curves by means of three central 
Gaussians and one pair of side peak Gaussians. The side peak 
421 positions were calculated by use of the ice lattice parameters 
(see Fig. 4 and subsection 4.3). The fit was good, but for many 
of the curves the values of the fitting parameters were not 
acceptable. For example, the fwhm's of the side peaks sometimes 
attained values of 5 to 10 mrad at some of the highest tempera-
tures where the side peaks were rather small. For the a-axis 
- 17 -
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-182°C curve (see Fig. 1) the broad component was well fitted 
by two Gaussians (84.676% with fwhm « 10.394 mrad and -1.013% 
with fwhm = 5.870 mrad). K one-Gaussian fit of the broad com-
ponent was rather poor and three Gaussians did not give a sig-
nificantly smaller variance of the fit. For the other low tem-
perature curves, the shape of the broad component was not sig-
nificantly different from that of the -182°C curve. 
We then analyzed the curves by use of four central Gaussians 
and a pair of side peak Gaussians. The shape of the broad com-
ponent was fixed to the shape found at -182°C by use of fixed 
fwhm's and one linear-combination-of-intensities constraint. 
Again the parameters for some of the higher temperature curves 
were unacceptable. The reason for this was that the larger 
angle parts of the curves strongly influenced the intensity of 
the broad component, and hence the side peaks and middle-broad 
component were to some extent used to compensate a too small or 
a too large broad component at smaller angles. 
From theory we expected that the broad component would be 
approximately independent of temperature except for a small 
correction of the intensity. This was found to be roughly in 
agreement with the results of the first analyses. To be able 
to fix the broad component intensity, I_, we must know its tem-
perature dependence. We assumed that para-Ps is either in a 
Bloch function state or in a trapped state. This assumption 
might be partly incorrect (see subsection 4.3). However, I-
varied very little with temperature and hence it did not depend 
much on the assumption used. He find 
XB = X0 + *b V(A0 * V + Xt Apt/{A0 + V U ) 
where In is the broad component due to ortho-Ps and free posi-
tron annihilation, and the other two terms are the para-Ps pick-
off contributions in the bulk and trapped states, respectively. 
9 -1 Hence, AQ « 8 • 10 sec is the intrinsic para-Ps decay rate, 
a n d
 *Db**pt* i s t h e P i c k _ o f f rates in the bulk (trapped) state. 
Ih(l*.) is the total para-Ps intensity in the bulk (trapped) 
18) 
state. From lifetime results , we may assume that X . -
9 - 1 9 - 1 p b 
1.49 * 10 sec and X * 0.81 • 10* sec . On assuming that 
the total probability of para-Ps formation, Ib • lt, is in-
dependent of temperature (see section 5), we find from equation 
(1) 
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IB(t) = IB(-180°C) - 0.065 • It(t) (2) 
To calculate I_(t), we first used I .-values extracted from 
the lifetime results assuming that the relative amounts of 
ortho-Ps and para-Ps trapping trere equal at a given temperature 
(see section 5}. However, the amount of para-Ps trapping is 
best determined by use of the angular correlation curves. Hence, 
in the following analyses we calculated Ig(t) from the I.-values 
extracted by the foregoing analysis. In the final analyses we 
used 
IB(t) » 83.66 - 1.26(l-Ca(t)/13.821) (3) 
where C_ was the central peak intensity of the a-axis curves. 
The shape of the broad component was always equal to that of 
the -182°C curve (84.676% (10.394 mrad) and -1.013% (5.870 mrad)). 
In the next, fixed-broad-component analysis nearly all 
parameters were acceptable, but some high temperature values 
were still too uncertain. He then also fixed the side peak 
fwhm's to (t in °C, fwhm in mrad). 
fwhm(t) = 1.116 + 9.05 • 10"4 • t, (4) 
because this expression fitted well the side peak fwhm's deter-
mined in the fixed-broad-component analysis. The fwhm's of the 
middle-broad component at temperatures above -40°C, where it 
was well defined, were then found to be very constant. We found 
fwhm « 3.94 + 0.09 mrad from 11 curves. 
In the final analysis of the a-axis curves we therefore 
also fixed the fwhm of the middle-broad component to be 3.94 
mrad. This gave a goodness of the fits fairly close to the 
best values obtained in the analyses where all the parameters 
were free. The freely variable parameters came out of the 
analyses well defined. 
The c-axis ([0001]) curves were treated in a similar way. 
At low temperatures, the curves were well fitted by two central 
Gaussian« and two side peak pairs of Gaussians, which resulted 
in good fit of the broad component by one Gaussian of 83.66% 
with fwhm of 10.59 mrad. In tie following analyses, we fixed 
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the broad component to this shape and to an intensity calculated 
by.use of expression (3). Expression (4) was used to fix the 
side peak fwhin's. The inner side peak pair of low intensity was 
only well defined at low temperatures, where we found an average 
intensity of 0.559% and a ratio between the intensities of the 
outer and inner side peaks of 2.09. Hence, in the following 
analyses, we fixed the inner side peak pair intensity to be 
1/2.09 times the intensity of the outer side peak as determined 
in the foregoing analysis. The side peak positions were deter-
42) 
mined by use of the lattice constants of ice (see Figure 4 
and subsection 4.3). 
As in the a-axis analyses, the fwhm of the middle-broad 
component was then fixed to be the average value determined in 
an analysis where the above-mentioned constraints were used. 
For temperatures above -40%, we found fwhm = 3.70 + 0.22 mrad 
for the HjO-curves and fwhm = 3.42 + 0.14 mrad for the D-0-
curves, while the average of all the curves was fwhra = 3.56 + 
0.23 mrad. Although the difference between the H20- and D-O-
values was not much larger than the uncertainty, we fixed the 
fwhm's of the H20- and D~0-vurves to these two different values 
in the final annalysis. Such small fwhm differences introduced 
only very small changes into the freely variable fitting param-
eters determined in the analysis. 
All the fitting curves shown in Figs. 2 and 3, and the a-
and c-axis curves in Fig. 1, are the results of the final 
PAACFIT analyses (i.e. fixed broad-component shape and intensity, 
and fixed fwhm's of the side peaks and middle-broad components). 
In Fig. 1 are also shown the broad components. The low-tempera-
ture broad components and the middle-broad components are shown 
in Figs. 2 and 3. The intensity of the middle-broad component 
is shown in Fig. 5. The final fit fwhm's of the central peak 
are shown in Figs. 6 and 7. In table 2 are shown the values 
of the freely variable and some of the fixed, final fit param-
eters for a number of the curves. 
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Table 2 
The fitting parameters of aeveral typical angular correlation curvea. 
The side peak positions and the f-marked parameters were fixed in the 
fitting analysis. The reference curves are the choaen average curves 
at low temperature. The shapes of broad components are given in sec-
tion 3.3. c(s) refer to central (aide) peak Intensities and aubscript 
a, c, and b to a-, c-, and b-axis orientatlona, respectively. 
a-axis 
curves 
ca 
(») 
s
. 
(%) 
Middle-
broad 
<%) 
Broad 
(t) 
Central 
fwhm 
(mrad) 
Side peak 
position 
(mrad) 
Side peak 
fwhm 
(mrad) 
Reference 
-182°c 
- 31°C 
- 1°C 
c - a x i s 
curves 
13.821 2.S17 
13 .813 2 .517 
8 .903 1.395 
5 .223 0.666 
0 .0 83.66 
0.007 83.663f 0 .849 5.398 
6.460 83.243f 1.169 S.375 
11.203 82.909f 1.224 5.370 
c 
(%) 
"cl 
(%) 
'c2 
(t) 
Middle-
broad 
(») 
Broad 
(I) 
Central 
fwhm 
(mrad) 
1. S ide peak 2 . Side peak 
p o s i t i o n p o s i t i o n 
(mrad) (mrad) 
0 .950f 
1.089f 
1.115f 
S ide peak 
fwhrr, 
(mrad) 
Reference 14 .612 0.S59 1.169 
H 2 C -181"C 14.559 0.559f 1.167 
D 20, - 26°C 9 .082 0 .235f 0 .552 
H 2 0 . - 1°C 5.742 0 .088f 0 .120 
0 2 0 , • 2"C 4.530 0 .070f 0 .145 
0.0 83.66 
0.054 83.660f 0.661 
6.940 83.191f 1.116 
11.142 82.908f 1.263 
12.388 82.867f 1.161 
3.315 
3.299 
3.295 
3.295 
6.6 30 
6.598 
6.590 
6.590 
0.9 50f 
1.093f 
1.115f 
1.117f 
b-axis 
curve 
abl *b2 Middle-broad 
(%) 
Broad 
(%) 
Central 1. Side peak 2. Side peak Side peak 
fwhm position position fwhw 
(mrad) (mrad) (mrad) (mrad) 
-172°C 12.562f 2 .517f 1.259f O.Of 83 .66f 0 .876f 3 .113 6.226 0 .950f 
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3.4. Reciprocal Lattice Point Contributions 
The narrow peak intensities measured by a linear-slit setup 
are due to discrete contributions to the angular correlation 
curves situated at the reciprocal lattice points (see subsection 
4.3). The reciprocal lattice points, which significantly con-
tribute to the narrow peaks for ice, are shown hatched in Fig. 4 
(see below for a more detailed discussion). We denote the con-
tributions from the points of the (1, 0, 0) type by A, of the 
(1, 0, +1) type by B, of the (0, 0, 0) point by C, and of the 
(0, 0, +2) points by D. These contributions can be calculated 
from the following equations: 
4A + 8B = Sa (5) 
CI 
2A + 4B + C + 2D = C (6) 
12B = S c l (7) 
2D « Sc2 (8) 
6A + C = C (9) 
where C (C_) is the a-axis (c-axis) central peak intensity, a c 
while S , S , and S _ are the a-axis, c-axis inner and c-axis 
outer total side peak intensities, respectively. 
The A- and C-values were extracted from the a-axis results 
in the following way. At first, B and D were calculated by use 
of the S ~~values on a smooth curve through the measured S ~-
points versus temperature and by putting S , = S
 2/2.09. These 
B- and D-values were then used to calculate A and C from 
equations (5) and (6). The relative A- and C-values are shown 
in Fig. 6, where 100% corresponds to A * 0.536% and C = 11.393%, 
respectively. 
The D-values were calculated from the measured S --values. 
We also calculated C from the measured C-values (equations (9) 
and (5))by use of the S -values on a smooth curve through the 
measured S -values versus temperature and the B-values deter-
mined as discussed above. The relative C- and D-values are 
shown in Fig. 7, where 100% corresponds to C = 11.393% and D = 
0.585%, respectively. The low temperature value of B is 0.0446%. 
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The line through the C-points in Fig. 7 is the same line 
as shown in Fig. 6. Apart from the +2°C point, the C-values 
for D2O (m.p. = 3.8°C) are shifted roughly 3.8°C with respect 
to the H20-values. (There were no a-axis D20-samples). The 
uncertainties shown in Figs. 6 and 7 were calculated from the 
measured intensity uncertainties as estimated in the PAACFIT-
analyses. 
We also measured several b-axis curves. The b-axis is 
directed along a unit-cell vector in the reciprocal lattice and 
perpendicular to the c-axis (see Fig. 4). In Fig. 1 is shown 
a comparison between the measured points and a b-axis curve 
calculated by use of the A, B, C, and D values (see table 2) 
and a broad component of the a-axis shape. Only the total area 
of the curve was free to vary in the fitting. The fact that 
the fit is good strongly indicates that the used interpretation 
of the a- and c-axis curves is correct. 
The curve denoted by a in Fig. 1 was measured in order to 
check whether the contributions from the (0, 0, +1) points were 
really zero, as we had assumed above and as was expected from 
the theory (see subsection 5.4). The curve through the measured 
points was calculated by means of the same model as used above. 
Hence, the four side peak positions were derived by use of the 
angle 20.6° with the c-axis (see Fig. 4), and the usual fwhin's, 
the A-B-C- and D-values, and the c-axis broad component were 
used. Except for a small manual adjustment of the angle with 
the c-axis, only the total area was free to vary in the fitting 
of the curve to the measured points. A curve where all the S -
intensity was placed at the (0, 0, +1) points did not fit the 
measured points as well as the curve shown in Fig. 1. However, 
the difference between the two fitting curves was fairly small 
owing to the small intensity of the measured c-axis inner side 
peak pair. The contributions A to D will be discussed in more 
detail in subsection 5.4 (see table 3). 
The liquid ice (water) curve and the three components 
shown in Fig. 1 will be discussed in ref. 43. 
As the PAACFIT-analyses discussed above were fairly com-
plicated, and because such detailed analyses have not been re-
ported before except for the somewhat different analyses in 
ref. 35, it is worth considering some general aspects of the 
fitting procedure here. The main problem is not just to fit the 
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curves well, but rather to fit the curves in such a way that 
well-defined fitting parameters can be unambiguously correlated 
to the various annihilation processes. There are several ad-
vantages of using such complicated analyses of the curves. First, 
it is virtually the only way to treat many curves in detail. 
Second, it is possible to extract more detailed information from 
the curves than in a manual treatment. Third, we obtain a well-
fitting mathematical expression for each curve, which strongly 
facilitates the comparison of different curves and the presen-
tation of many curves. 
The use of constraints in the analyses is very important 
in this connection. It is perhaps appropriate here to emphasize 
that the main effect of the constraints used in the analyses is 
a reduction in the uncertainties of the extracted parameters. 
The constraints also make possible a reasonable analysis of a 
few of the curves that would otherwise be difficult to analyse 
(e.g. some of the high temperature curves). The important small 
effects extracted by the analyses (e.g. the difference between 
the H2O- and D^O-intensities in Fig. 7 and the small temperature 
dependence of the broad components) were qualitatively seen in 
the first non-constrained analyses too. A reasonable use of 
constraints makes possible a more quantitative discussion of 
these effects. Actually, before used the PAACFIT-program we 
processed some of the curves manually and obtained qualitatively 
the same results as in the later computer analyses (see the 
manually processed curves in Fig. 3 in ref. 28). 
4. THEORY 
4.1. General Remarks 
To provide the basis for a detailed discussion of the ex-
perimental results in section 5, we shall in this section for-
mulate and discuss the theory of the Ps state and the annihil-
ation of Ps in solids. Since the discussion will be fairly 
general, several of the formulas derived will be valid for 
liquids too. In particular, we shall derive two new exchange 
terms in the 2-Y PS annihilation probability, and discuss the 
influence of phonons on the intrinsic 2-Y annihilation from a 
Ps Bloch function state and the linear combination of a local-
ized and a delocalized Ps wave function. 
- 28 
44-48) 
According to the spur reaction model of Ps formation , 
Ps is formed by a reaction between an excess electron and the 
positron in the terminal positron spur, which is the group of 
reactive intermediates (positron, excess electrons, positive 
ions, etc.) created when the positron loses the last 50-200 eV 
of its kinetic energy. Ps formation must compete with electron-
ion recombination, with any electron or positron reactions with 
solvent molecules and scavengers, and with electron and positron 
diffusion out of the spur. Other processes, e.g. particle 
solvation in liquids and particle trapping in defects in solids, 
may also influence the Ps yield. The model indicates a strong 
correlation between the Ps formation probability and the elec-
tron-spur properties studied in radiation chemistry. Because 
effects that are very specific to the spur model, have recently 
A 7 A ft \ 
been found ' ', we believe that this model (and not the older, 
Ore model) correctly explains the Ps formation process. The 
positron spur in ice will be further discussed in section 5. 
The main thermalization of the positron to an energy of 
about 200 eV is very fast (^  0.1 psec), while the spur process 
of Ps formation probably takes 0.5-5 psec (a rough estimate). 
These times are short compared to the para-Ps (ortho-Ps) life-
time of roughly 120 psec (700 psec) in ice. Information on the 
Ps and positron states at annihilation is obtained by an angular 
correlation measurement. Lifetime measurements also give in-
formation about the fate of the positron and Ps during their 
lifetime. As we shall see in section 5, the great problems in 
the interpretation of the ice results are a) what is the Ps 
state at the formation and b) how does the Ps state vary with 
time in the interval between its formation and the annihilation. 
However, before we discuss the Ps state in detail we shall 
describe some new theoretical formulas for the annihilation 
probability expressed in terms of the wave function for the 
system. 
4.2. Annihilation Probability 
49) In 1967 one of us (O.E.M.) derived from quantum electro-
dynamices, in a non-relativistic approximation, the following 
expression for the probability per unit time for annihilation 
into two photons, of which one is emitted Into the space angle 
dH, and for which the sum of the wave vectors k = k\ + k- is 
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within dk 
.2 n 
(2ir) 
r 
dw = ^ dkdn I I J drj.... £ I ^ j-i I J d*j +i---lJ d* n 
3=1 °1 °j-i °j+l °n 
-ik-r 
!l l l ^ E a « , . e 3 *<*1°1 ?j°j V n ' J j V 
°j °P P 3 (10) 
where tHr^a,, ..., rn°n# * D ° D ^ is t n e i n i t i a*~ s t a t e» non-rela-
tivistic Schrødinger wave function of a system of n electrons 
(variables x. - r-o.) and one positron (x_ = r a). We use 
3 3 3 P P P 
units where H = c = 1. r * a/m, where a is the fine structure 
constant and m the electron mass, e,. - c-- = 0 and €\2 = ~ hr^' 
In the derivation of (10) we first calculated the probability 
of transition from the initial state to a certain final state 
of the remaining electrons under the emission of two photons 
with quantum numbers k\,é, and £2,i_ (e, and i, are the photon 
polarization vectors). We then summed all the probabilities 
for transition to any possible final electron state and to the 
possible states of photon polarizations. At last we transformed 
from the variables k,, k~ to it,, k, and used the deltafunction, 
which ensures energy conservation, to integrate over [k,| using 
polar coordinates for k, (i.e. dk, = |k,| dftd|k, | ) . This 
explains the particular probability given by (10). Expression 
(10) can be reduced somewhat by use of the antisymmetry in the 
electron coordinates. However, in its present, "symmetric" 
form it can also be used if the antisymmetry is disregarded 
(see below). Clearly, dw depends only on the initial wave 
function, and it is independent of the space angle ft. The 
annihilation probability is determined by a) the density of 
electrons at the positron (since r = r, in (1)), b) the Fourier 
transform with respect to the coordinates r. and r_(r_ > r.), 
and c) the fact that the electron spin direction must be op-
posite to that of the positron (assured by E _ ). 
OpOj 
The derivation in ref. 49 is not complete partly because 
some of the approximations used in the calculations introduced 
errors that could not be estimated. To the best of our know-
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ledge, there is no complete and thorough derivation of the 2-y 
annihilation probability for a many-electron positron system in 
the literature, and expression (10) has only been published in 
ref. 49. Chang Lee used an infinite number of Foldy-
Wouthuisen transformations for a non-relativistic derivation 
of a formula for this annihilation probability in terms of the 
initial and final wave functions. His calculations are very 
complicated, and frequently orders-of-magnitude estimations are 
used. However, Chang Lee's work is perhaps the mist complete 
derivation available. A Fermi sea type of calculation (i.e. no 
external field present), which includes some relativistic cor-
rections, is found in ref. 51. 
Very recently we derived expression (10) by use of Chang 
Lee's final expression ((49) and (50) in ref. 50, we could not 
2 3 
get the correct constant factor r /(2ir) , perhaps we misunder-
stood Chang Lee's notation). We used the non-relativistic ap-
proximation and summed over all possible final states using (46) 
in ref. 50. Hence, provided we correctly understand Chang Lee's 
notation, etc., (there are two misprints in (49)) expression (10) 
is in agreement with Chang Lee's work. It also gives the cor-
rect formulas for well-known simple cases (e.g. the para-Ps 
lifetime, the lifetime expression in ref. 52, and the free and 
independent particle cases). The formulas used in Fermi sea 
work (see e.g. ref. 53) seem to differ from (10) by the ad-
ditional use of the adiabatic hypothesis on the Coulomb potential 
between the particles. Hence, expression (10) is probably cor-
rect. We strongly emphasize that we have not performed a com-
pletely satisfactory derivation, nor a complete check of the 
derivation of others for this expression. Such a derivation 
(or check) wou. J certainly be a very valuable contribution to 
positron annihilation studies. 
54) 
Recently one of us (O.E.N.) continued the derivations 
In a fairly good approximation (see below) we may assume that 
the state of a system consisting of a Ps atom and n-1 electrons 
is described by the wave function 
)> = Cj A U p U j , x ) I J / J U J , . . . , x p ) } , (11) 
where c^ is a normalization constant (c. • n , if the Ps-elec-
tron does not overlap the other electrons), and A is the anti-
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symmetry operator. $p(xi' xr>) *s t n e P s wave function and 
ty.(x-, •••» x ) is the antisymmetric wave function for the n-1 
electrons. This wave function is substituted into (10) . We 
shall not discuss the straightforward, but fairly elaborate 
calculations here. The following 2-y annihilation probability, 
defined as for expression (10), was derived. 
^
 =
 7Z? dRdQ "^" f'a !d?1 I e Vi e " i k Fl ** (?lal ,?l°P ) |2 
+ (n-1) l JdTj... I Jd?n_i (12) 
o. o . 1 n-1 
r -ik-r _ 
IX Jd?-i ^ eo o e *P('l°l»Jn°p)*l(?2ff2 Vn'l 
an ap P n 
-(n-1, I Jdr,... [ Jdrn [ Jdr; I J e e 
al °n an ap ap p n p n 
,, iR.(r -r') _ _ 
(te V r l a l ' V y * l ( r 2 V ' - - ' V V V r n 0 n ' r n a P ) 
*l(?2a2 VlVl' Vl*} + {""}*) 
-(n-l,(n-2) J |dr r.. £ }drn J Jdf; J £ 
al °n °n ° p aP ~P~n "P ~n 
Eo a_ £o' a.' 
ik-(r-r') 
*P <rl°l'rnV','*l(r2a2'--" rn-l°n-l' V n 1 
V*n-l°n-l' ?n °p> * 1 ( ? 2 a 2 ' " " ?n-2°n-2' ?1°1' ^  0n> ] 
Complex conjugation is indicated by *. Hence, {-—I* 
denotes the complex conjugate of the of the term in the { — } 
brackets. 
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We then assumed that 
*P(X1'V * V'l'V *s(ol'V ' 
where • s ( O w O w a s either the para-Ps or one of the three 
ortho-Ps spin wave functions . Similarly, we assumed that 
^(Xj, ...., xn) » *3(r2, , ^ n * **^'**"''^ * a n d t h a t t h e 
state of the n-1 spins could be described by a uniform ensemble 
(i.e. the equal probability and random phase assumption). 
This calculation resulted in the "spin-averaged" 2-y an-
nihilation probability defined as for expression (10) 
2 2 - -
ro _ lcil Tf if - -ik*ri _ _
 l2l 
dW =
 7 1 ^ dk d" » W 2 | J d r i C *2<*1'*1)» [ p . " 
• ^ id?!-.. J d r ^ |Jdrne * " » ^ ( r ^ ) ^ , . . . . r n ) | 2 
-{(n-1) Jdrj... fdrn Idr; ({e n n ** U j . r ^ (?2,.. .,?„) 
*2(rn ,rn) *3(r2 r^.tj)} * {—}")}„.„ <13> 
_ (n-1) (n-2) f,- [.- f--, ^ l k" ( rn" rn ) • ,- - . 1 Jdr r.. Jdrn Jdrn e *2 (r1,rft) 
*3(?2 fn-l»'n)*2Æn-l'5n> *3(*2 V2' ?l'*n ) ] • 
where the supscript para indicates that the term only differs 
from zero if ^>s(o,,a) is equal to the para-Ps spin function. 
The standard linear-slit angular correlation setup determines 
in a good approximation the distribution of the z-component of 
k, i.e. the distribution we obtain by integrating over k . k , 
and ft in (12) and (13). 
The total annihilation probability (i.e. the reciprocal 
lifetime) is obtained by an integration over k and ft. Since 
r ik •(?-?') _ 
Jdk e n n » (2*r «(rn-r,J) 
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we find 
,2 
• para 
w
 -
 2
"o - V [{2 Kl*2^1' ?l> I2}para 
- {(n-1) Jdr^... Jd?n ({i*(?l»?n} ** {~r2"'-> ?n> {14) 
*2 {VV*3< ?2 Si-l^l'} + {—}")}, 
"
 (
""
1 )r 2 ) K - f«?„*2 <'l<V •! <?2 ?n-l'V 
*2(?n-l'V*3(*2 ?n-2' ?i' V ] 
The four terms in expressions (12), (13), and (14) may be 
denoted intrinsic, pick-off, intrinsic-pick-off-exchange, and 
pick-off-exchange terms, respectively. Use of the wave function 
(11) without the antisymmetry operator would only give the two 
first terms in (12), (13), and (14) . Correspondingly, the two 
exchange terms are zero if we use the approximation that the 
Ps-electron does not overlap the electrons of the many-electron 
system. To our knowledge, the last two, exchange terms have 
not been discussed before. 
Of course, expression (11) is only an approximation of the 
wave function in condensed matter, and the more the two par-
ticles in Ps overlap the other electrons, the worse the ap-
proximation. On the other hand, expression (11) seems to be 
the best of possible approximations in which Ps can be associ-
ated with a wave function of its own. In a higher approximation 
the total wave function would no longer be separable as given 
in (11). One way of calculating the wave function would be to 
calculate </^  taking into account the presence of Ps (including 
its influence on the atomic positions, e.g. bubble formation in 
liquids). ipp might then be calculated under the assumption 
that the rest of the system constitutes an external field (in-
cluding electron exchange terms, etc.) for the particles in Ps. 
This external field must be derived from the atomic positions 
and <J>,. The calculation may, of course, be done in a self-
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consistent way. However, such a calculation of the Ps state in 
condensed matter seems to be a very difficult task at present, 
and many approximation schemes are possible |oee below). Hodges 
23) 
et al. calculated the Ps wave function in quartz and ice by 
assuming that typ is orthogonal in the electron coordinate to the 
wave function for the electrons of the solid in the independent 
particle approximation, and by disregarding Coulomb forces. It 
is very difficult for us to see why the Ps-electron should be 
orthogonal to the other electrons, because its motion is domi-
nated by the Coulomb potential of the positron, and not by the 
lattice potential, which mainly influences the other electrons. 
The "spin-averaged" annihilation probabilities (13) and 
(14) are calculated under the assumption that the spins of the 
Ps electron and positron are not correlated with the spins of 
the other electrons. This is not necessarily a good approxi-
mation. In particular, the density at the positron of electrons 
with the spin parallel to the Ps-electron spin is expected to 
be lower than that of electrons with the opposite spin direction, 
because the Pauli principle, roughly speaking, introduces a 
repulsion between electrons with the same spin direction. As 
2-Y annihilation only occurs if the positron and electron spins 
have opposite directions, we therefore expect the para-Ps pick-
off rate to be lower than that of ortho-Ps. A calculation of 
this effect probably has to take into account the correlation 
effects in a fairly detailed way, i.e. it has to be better than 
a Hartree-Pock type of calculation. Hence, we certainly cannot 
estimate this effect here. Intuitively, we expect the greatest 
difference in pick-off rates in cases, such as quartz and ice, 
where the pick-off rates are large. Apparently this pick-off 
effect has not been discussed before. In the literature (e.g. 
refs. 1-6, 46, 55) the two pick-off rates have not been dis-
tinguished. The effect will be further discussed in section 5. 
The contributions of the two exchange terms in (12), (13) , 
and (14) relative to those of the well-known intrinsic and 
pick-off terms are very difficult to estimate. A reasonably 
correct calculation probably has to include correlation effects. 
Apparently, Ps is normally repelled by the molecules or atoms 
of condensed matter (Ps-molecule bound states have been found 
in special cases). Because Ps sits in a bubble in most liquids, 
it is probably pressed into the outer parts of the electron 
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clouds in condensed matter. The positron can penetrate the 
outer electron shells, and it is repelled only by the positive 
cores of the atoms. The Ps-electron is normally repelled by 
the outer electrons too as a result of the Coulomb and exchange 
forces. Hence, the normally found repulsion between Ps and 
atoms or molecules is mainly caused by the fact that the posi-
tron must be accomponied by the electron when it penetrates the 
outer electron shells. We therefore expect that the Ps-electron 
overlap of the other electrons is small compared to that of the 
positron. It is very difficult to estimate how much smaller it 
is. Intuitively, we expect that the exchange terms in (12), 
(13), and (14) are much smaller than the pick-off term, and 
that they are more important in cases where the pick-off rates 
are large, i.e. where Ps seems to be strongly "pressed" (as in 
quartz and ice). They are probably less important in liquids, 
where the atoms yield to the Ps "pressure" and form bubbles 
around Ps. 
4.3. Models of the Positronium State 
In the remainder of this section we shall discuss specific 
models of the Ps state. In most liquids and solids Ps is 
localized (except for fairly slow diffusion that may be some-
what enhanced due to tunneling) at the annihilation. In liquids, 
Ps is normally localized in the bubble, while trapping in defects 
probably causes the Ps localization in solids, althouth Ps may 
perhaps also be trapped by digging its own potential well in 
some solids. A simple model of the localized Ps state is to 
assume that Ps is bound in an anisotropic (in solids) harmonic 
potential. First, we assume that 
*2(?1'V = *c(?,f(5)' (15) 
i.e. a product of a function * (f) of the center-of-mass co-
ordinate r = (r. + r )/2 and a function f (R) of the relative 
coordinate R = r, - r (e.g. an s-state wave function). Hence, 
the intrinsic para-Ps term in (13) gives 
dw « | }dre"lk'r * c(?)| 2 dkdfl (16) 
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We further assume that <f'c(r) is the harmonic potential 
wave function of lowest energy E . It is easy to show that we 
obtain a Gaussian linear-slit angular correlation curve for the 
2-direction of fwhm = ra, for which T- • r =10.7 mrad*A,where 
O u Z 
T2 is the fwhm of the probability distribution of the z-com-
ponent of r. We also find E„ = 16/r2, eV (IV in A). These 
o z z 
results are, of course, only applicable if E >> k^T. Because 
r„ = 2.5 - 4 mrad, which gives E = 1 - 2.2 eV, this is normally 
fulfilled. 
This model illustrates that the shape of the localized 
para-Ps intrinsic annihilation contribution to the measured 
angular correlation curve is mainly determined by the zero point 
Ps center-of-mass motion. Other localized Ps models have been 
used (see e.g. ref. 56). It is important to realize that the 
localized Ps wave function may well be significantly different 
from zero at appreciable distances from the trap, if Ps is 
weakly bound in the trap. At high enough trap concentration, 
the wave function may then overlap several traps at the same 
time, i.e. Ps is delocalized on the traps within its coherence 
length (see below). 
The simple case of a completely delocalized Ps atom was 
discussed in ref. 19. It was shown that expression (15) and 
the assumption that ij>,(r) is a Bloch function, i.e. that 
g 
where p is the crystal wave vector and g a vector in the re-
ciprocal lattice, gave the intrinsic para-Ps contribution (ex-
pression (13)) 
dw « I |a-|2 fi(p-k+g) dkdfi (18) 
i 
As discussed in ref. 19 this explains the presence of the 
side peaks at angles 6 = Hg_/mc in the angular correlation 
curves of ice (see figs. 1-3), where g_ is the projection of g 
Z 
at the z-directlon of the setup (see fig. 4). 
It is important to realize that Ps (like electrons in 
metals) is not delocalized over the whole crystal. Ps will, 
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of course, be scattered by lattice imperfections (phonons and 
defects) and hence its wave function will not be coherent over 
distances that are long compared to the Ps mean free path. A 
more realistic model would be to consider a Ps state delocalized 
only within a certain region, the size of which is given by a 
parameter, the coherence length. In a more complete independent 
particle theory, the statistical aspects of the problem can of 
course be introduced by use of the Ps density matrix. 
We shall now extend the calculation to take into account 
the influence of the thermal motion of the atoms on the Ps Bloch 
function state. The temperature dependence of the electron 
Bloch function has been treated in the nearly-free-electron ap-
57) 
proximation by Kasowski . We shall here calculate the para-
Ps intrinsic annihilation probability by use of a similar theory 
of the Ps Bloch function. We assume the Born-Oppenheimer ap-
proximation to be valid for the Ps center-of-mass state. Further, 
we assume that the effective potential seen by the Ps atom is 
"small", so that we can calculate the wave function for the 
"frozen-in" configuration of the atoms by use of perturbation 
theory, the unperturbed wave functions being the free-Ps states. 
The Ps center-of-mass wave function is therefore a function 
i)»c(r,R- ) of the coordinate R. of the m'th atom in the £'th 
unit cell. We can write R. = R° + Y. , where R° is the 
_xm fcm )tm xm 
equilibrium position and Y. the displacement from equilibrium. 
In the nearly-free-Ps approximation we have 
M ? . O = ip> * v <p;ivip; ip-> 
F
 P P' 
(19) 
|p> is the normalized free state, i.e. |p> = (V ) ' e p*r, 
where V is the normalization volume, and p the momentum (K = 1). 
E- is the energy E- = |p| /2M, where M is the Ps mass. The 
potential V is assumed to be a sum of atom potentials, whose 
shapes are independent of the atomic positions 
v s
 L v?"5^ <20) 
on 
We shall not discuss the calculation in detail since it is 
very similar to that found in ref. 57, and e.g. to the calcu-
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av. 
-w -w in m e e 
lation of the influence of phonons on X-ray scattering (e.g. 
ref. 58). On substituting (19) and (20) into (16) we find an 
expression for dw in terms of the Fourier components of 
ti (r,R. ), which depend on Y. the displacement from equilibrium 
of the lin'th atom. Y. is calculated in the phonon theory, 
which therefore can be used to derive the ensemble average of 
dw with respect to the phonon variables by use of (see ref. 58) 
<ei{p-p*)-lTto- Yt.m.) 
-w 
where e i s the Debye-Waller factor . F inal ly , we find 
dw « { 6- r + I 4 ? M - - - | F | 2 « , c - , - ) dJEdti (21) 
P
'
k
 &0 < i P | 2 - | S | 2 > 2 v * ( k ^ ^ 
where N is the number of unit cells, and the structure factor F 
is 
-Wm i(p-k).R° 
F
 = Z<klvmlP>e e (22) 
m 
The wave vector, which must be used in the calculation of 
Wm (see ref. 58) is k-p. We put R°m = R° + RJJ, where R° is the 
equilibrium coordinate of the m'th atom with respect to the 
origin of the unit cell. A linear slit setup determines the 
distribution 
dw, « ( J dflfdk fdk I s(p)dw(p,Jc) )dk (23) 
2w Y p 
where s(p) is the probability that the state p is occupied (e.g. 
a Boltzman distribution). Normally, Ps is thermalized at the 
annihilation, i.e. |p| << |g| for g f 0. Clearly we again find 
side peaks at 6 • fig_/mc, as in the simple model discussed 
above. The intensity of the side peaks is mainly determined by 
|F| , which varies with temperature through the Debye-Waller 
factors. 
As expected, the theory of the intrinsic 2-y annihilation 
of the para-Ps Bloch function state in the nearly-free-Ps ap-
proximation resembles the theories of other well-known diffrac-
tion phenomena (e.g. Bragg reflection). To our knowledge, the 
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best available theories of th« temperature dependence of the 
Bloch function are very similar to the theory we have used here. 
They are Mainly used in the band structure calculations of e.9. 
Knight shift , optical absorption, etc., where the temperature 
effect is normally approximated by multiplying matrix elements 
between OP« electron wave functions by the Debye-Maller factors. 
He shall use the expression derived above on the ice case in 
section 5. 
Clearly, if the center-of-mass Ps wave function is a Bloch 
function, also the third term in expression (13) contributes to 
the side peaks. However, in this contribution the side peaks 
are reduced compared to the narrow central peak because they 
are weighed with the Fourier transform of the "pick-off overlap" 
at k » g. Of cource, the influence of phonons on the side peak 
contributions of the third term can be derived as done above 
for the first term. The side peak intensities are now deter-
mined by the structure factor F (not |Fj2) in the first part 
and by F* in the second part of the third term. 
The trapping of positrons in defects in metals is normally 
analyzed in terms of the so-called "trapping model" ' . The 
main assumptions used in this model are 1) the positrons an-
nihilate either from a localized or from a delocalized state, 
2) at time zero, the positrons are in the delocalized (bulk) 
states, and 3) the positrons are trapped with a certain trapping 
probability per unit time. Stoneham (ref. 59, chapter 14) dis-
cusses the trapping processes of electrons in solids and the 
similar electron trapping model (ref. 59, section 14.5). Me 
shall discuss the application of the trapping model to Ps 
trapping in ice in section 5.5, where the main conclusion is 
that a simple trapping model cannot explain our results. 
He have therefore also considered a more complicated model 
of the Ps center-of-mass wave function, namely a "linear com-
bination" model 
*c(r) - cl«1(r) • cdvd(r), (24) 
where c, and cd are constants, Vj(*) is a localized wave func-
tion, i.e. *£(r) gives, roughly speaking, the wiggles of *c(r) 
in or close to the trap. 4>d(r) describes a Block function part 
(different from zero within the coherence length) of * c(r). 
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Hence, we consider a case where Ps is delocalized but with a 
certain degree of localization at the traps (not just either 
localized or delocalized as described by the "trapping" model). 
Physically, this model might be a reasonable approximation if 
a) Ps is not bound in the traps but only influenced by scattering 
in the traps (resonance scattering, virtual states), - for ex-
ample if Ps cannot relax fast enough into the ground state of 
the trap - or b) the Ps wave function penetrates far outside 
the trap and, for example, is trapped in several traps at the 
same time at a high enough trap concentration. 
On substituting (24) into the first term in (13) we get 
dw « [|Cjt|? | |e' i E- ? *t(?)dr|2 • |cd|2 | Je-1*'* *d(r)dr|2 
+ |cjcd (je"ik*r <^ (r")dr")* Je_i**r *d<r")dr} + { J* Jdkdfi 
(25) 
Clearly, if <J>d(r) is a Bloch function we get narrow peaks 
also from the last two "interference" terms in (25). However, 
the side peak contributions of these terms are very small as 
they are weighed by the Fourier transform of *{>.(?), which nor-
mally is very small at k = g(g ^ 0). Hence the "interference" 
terms contributes significantly only to the narrow central peak. 
We also calculated the influence of phonons on the "interference" 
terms. However, the narrow central peak is not influenced by 
the phonons in the nearly-free-Ps approximation, and hence the 
phonon influence is negligible in this case. Actually, the 
"interference" terms are probably small compared to the first 
two terms, because their total contribution is given by the 
overlap of ^p and <pd, which is probably small in most cases 
(the normally found concentration of traps is of the order of 
10 ppm). 
Disregarding the interference terms, we find for the total 
intrinsic annihilation decay rate 
w = T"1 = Ic^l2 wt + |cd|2 wd, (26) 
where w. (w.) is the decay rate of the localized (delocalized) 
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state alone, and x is the lifetime. On substituting (24) into 
the pick-off term in (14),we again get two "interference" terms, 
whose total contributions are determined by the common overlap 
of the delocalized Ps positron, the localized Ps positron, and 
the system electrons. Hence, the "interference" pick-off terms 
may be neglected compared with the other pick-off terms, and 
the pick-off decay rate is then given by an equation similar to 
(26), where w.(w,) now are the pick-off rates of the localized 
(delocalized) states alone. A similar expression is found for 
free positron annihilation by use of a linear combination of a 
localized and delocalized positron wave function multiplied by 
a many-electron wave function in expression (10) , and on neg-
lecting "interference" terms. The "linear combination" model 
(24), which gives the decay rate (26) in these three important 
cases, is of importance as an alternative model to the trapping 
model ' normally used to explain positron trapping in metals 
(see ref. 60 for a mainly classical discussion of the "linear 
combination" model). 
Difficult problems in the application of the "linear com-
bination" model will be to find a reasonable assumption for the 
values of the coefficients c„ and c. and for w. and w, as func-
tion of the trap concentration. In a first approximation w. 
and w, can probably be considered to be constants equal to the 
decay rates measured at high and low defect concentration, 
respectively. A quantum mechanical calculation of the wave 
function for randomly distributed, simple potential wells might 
be used to solve this problem in an approximate way. We shall 
further discuss this model in the next section. 
5. DISCUSSION 
5.1. General Remarks 
In this section a fairly detailed discussion of positronium 
in ice will be given. Since the various topics treated in tnis 
discussion are closely interrelated, there is no obvious way of 
arranging them. For example, Ps-trapping in vacancies is a 
good argument for the high vacancy concentration in ice at the 
melting point. On the other hand, Ps-trapping is also exper-
imental evidence of the formation of Ps in ice. Hence, the 
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discussion is somewhat arbitrarily organized in the following 
way. At first we discuss the evidence of the presence of Ps in 
ice. Secondly, a short discussion of Ps formation is given, 
followed by a detailed treatment of the Ps Bloch function. He 
then discuss in detail the evidence for Ps-trapping in vacancies, 
and the use of different models of the influence of vacancies 
on the Ps state for the interpretation of our results. The high 
vacancy concentration implied by our results and the interpre-
tation as well as its importance for other branches of ice 
physics, is next discussed, followed by some remarks on mis-
cellaneous topics at the end of this section. 
5.2. Evidence for Positronium in Ice 
Before we enter into a more detailed discussion of our 
data, it is worth considering critically the most important 
aspect of the interpretation of the results, that is the nature 
of the positron state in ice - which we call a Ps state. In 
other words, what is the evidence for the presence of positro-
nium in ice? Of course, this question cannot be answered before 
solving a semantic problem, namely the definition of a Ps state. 
Obviously, the pure Ps state is only found in vacuum. Any over-
lap of the wave functions of the Ps electron and/or positron 
with the wave function of other electrons, or any forces due to 
the presence of other electrons (e.g. polarisation (van der 
Waal) forces) and/or ions will, in principle, change the Ps 
wave function away from a pure Ps state. On the other hand, 
experimental results show that the positron is found in a state 
with properties similar to the pure Ps state in many liquids 
and solids. The most important deviation from the pure Ps state 
is the finite pick-off annihilation rate. If the pick-off life-
time, T , is shorter than about 1 nsec, in particular if it is 
comparable to the free positron lifetime of 0.4 - 0.5 nsec, we 
expect the Ps state to deviate appreciably from the pure Ps 
state. This occurs in ionic crystals, quartz (T * 0.4 nsec), 
and in ice (T = 0.67 nsec). A narrow component (fwhmo,4 mrad) 
in the angular correlation curve, resulting from para-Ps in-
trinsic annihilation in the bubble state in liquids or in a 
delocalized or localized (trapped in a defect) state in a solid, 
is also strong indication of the presence of a positron state 
fairly similar to the pure Ps state. If Ps is present, a mag-
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netic field will reduce the long lifetime and increase the 
intensity of the narrow components ' ' ' ' . This magnetic 
field effect is very specific for Ps. If these (and other) ex-
perimental attributes of Ps are found, we say that Ps (i.e. a 
somewhat distorted pure Ps state) is present in our system. The 
wave function for the total system of Ps plus electrons is 
probably fairly well represented by the wave function (11), or 
even by the simpler, more approximate wave function where the 
antisymmetry operator is removed from (11). The experimental 
results show very clearly that Ps, in the above definition, is 
present in ice. The long lifetimes, 0.67 - 1.2 nsec, found in 
pure and doped ice are too long to be explainable in terms of 
free positron annihilation. They can only arise as a result of 
':he ortho-Ps pick-off process. The narrow central peak and 
side peaks must be due to annihilation of an electron-positron 
pair with a center-of-mass momentum corresponding to thermalized 
or almost thermalized Ps. Recent angular correlation results 
for ice show that thermalization takes place even at liquid 
62 1 helium temperatures . Considering that a short lifetime of 
roughly 125 psec, which cannot be explained in terms of free 
181 
positron annihilation, has been found in ice , the only reason-
able explanation is that the peaks are due to para-Ps decay. 
Furthermore, the magnetic field effect has been found in poly-
crystalline ice ' ' . As mentioned in section 3 the fact 
that the very detailed analysis of our results in terms of Ps 
states is self-consistent, also constitutes a fairly detailed 
test of the presence of Ps in ice. Finally, it may be men-
tioned that the narrow central peaks and side peaks found in 
quartz have been successfully interpreted in terms of delocal-
22 231 ized Ps ' '. In particular, a detailed magnetic field effect 
measurement on quartz single crystals strongly indicates the 
22) 
presence of Ps . We can conclude that the available exper-
imental results show very clearly that Ps is present in ice. 
As it is somewhat difficult to interpret Ps trapping in ice, 
as we shall see later, this conclusion is important. 
5.3. Positronlum Yield in Ice 
The intensity of the narrow peaks, I„, was found to be 
16.34 + 0.2 %. The uncertainty of +0.2% is a rough estimate 
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based on five independent measurements (two a-axis and three 
c-axis curves). This value may contain some errors if the cor-
rections for annihilation in the sample box walls (subtraction 
of a mainly broad curve of 7.3% intensity, see section 3) are 
somewhat inaccurate. For example, if only 6.3% was subtracted, 
the narrow peak intensity would decrease by 0.16% to 16.18%. 
This intensity corresponds to a para-Ps intrinsic annihilation. 
If we assume that the para-Ps and ortho-Ps have the same pick-
off annihilation rates, we get the total para-Ps yield 
I p = 16.34 .(AQ • Ap^/Xo = 19.4% 
(compare expression (1)), which gives an ortho-Ps yield of I = 
31 = 58.2%. However, the ortho-Ps yield determined as the 
P ID TI \ 
long-lifetime intensity I3 for HF doped ice is only 54 + 2% * '. 
The difference between this value and IQ = 31 is probably sig-
nificant, even if we take into account uncertainties on the de-
terminations of I and Ij. Several possible explanations of 
this fact may be proposed. A para-Ps pick-off rate of only 
half that of ortho-Ps can explain the difference. As discussed 
in section 4, we theoretically expect the para-Ps pick-off rate 
to be lower than that of ortho-Ps. Another possible explanation 
is that the ratio of the ortho-Ps to the para-Ps yields is not 
3 to 1, but somewhat lower. He have found that the long life-
time intensity is significantly smaller than three times the 
narrow component intensity in several non-polar liquids, if the 
narrow component is defined as the narrowest (fwhm - 2.5 mrad) 
Gaussian in a three Gaussian fit of the angular correlation 
curves. It is important to realize that the ortho- to para-Ps 
ratio has only been determined with rather large uncertainty 
hitherto, mainly because of the difficulties in extracting the 
para-Ps yield from the measured results. Our determination of 
the para-Ps yield is unusually precise because of the very 
narrow central and side peaks found. 
In subsection 4.1 we discussed the spur process of Ps 
formation. Since very little is known from radiation chemistry 
research about electron spurs and electron behaviour in ice, 
compared to the knowledge available of typical liquids, we can 
only give some speculative comments on Ps formation here. In 
liquids, a fairly clear correlation has been found between the 
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electron mobility u and the Ps yield ' ' . High y-values 
correspond to high Ps yields. Except for liquid tetramethyl-
64) 
silane (TMS, 1^ = 55%), the long-lifetime intensity for ice 
is the largest found in condensed matter. Recently, the elec-
65) 2 
tron mobility u in ice has been found to be p = 1 - 10 cm 
V sec , a fairly large value, which roughly agrees with the 
correlation between u and the Ps yield found in liquids. One 
might imagine that the spur size in ice is comparable to that 
in TMS and neopentane (radius - 200 A), which, together with 
the high electron mobility, explains the effective Ps inhibition 
32) by radicals created by yradiation in ice . Actually, we 
found a small decrease in the intensity of the narrow components 
(AIN = -0.6%) in some very pure single crystal samples (from 
J. Bilgram) exposed to positron radiation from the source for 
9 days at = -180 C. A calculation, in which Ps-inhibition and 
a yield of inhibiting species of 0.2 species/100 eV deposited 
energy (the H 20 2 yield measured in ref. 66) were assumed and 
the inhomogeneous distribution of radiation damage taken into 
account, gave an inhibition constant of u = 370 M for IN(c) = 
I_(0)/(1 + ac), where c is the specie concentration. A probably 
better determined value of o = 450 M has been derived from 
the y-irradiated ice results discussed in ref. 32. These o-
values are roughly 2-3 times larger than the largest values 
found in liquids ' . However, a large a-value is expected 
if the spur size and electron mobility are large. As shown in 
ref. 32, the Ps inhibiting species anneal out at temperatures 
above roughly -180 C. This annealing and the shorter irradiation 
times are probably the reasons why we saw no significant Ps 
inhibition in other measurements. The accumulation of radiation 
damage might be one of the reasons why very few cases of de-
localized Ps have been found. 
44 45 64) The spur model of Ps formation ' ' ' predicts that Ps 
is normally formed by thermalized electrons and positrons, i.e. 
Ps is formed in a thermalized state with respect to the center-
of-mass degrees of freedom if its zero point energy is small 
compared to kT. The fact that the narrow central peak at liquid 
62) helium temperature and at the temperatures of our exper-
19) intents can only be explained by a thermalized or nearly 
thermalized electron-positron pair is therefore in good agree-
ment with the spur model of Ps formation. In the analysis of 
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the curves discussed in section 3, we assumed that the total 
probability of para-Ps formation is independent of temperature. 
We calculated the intensity of the broad component, I-, cor-
rected for the change in the para-Ps pick-off rate du;» to Ps-
trapping. This correction was AI„ - 0.7% from -180°C to -1°C 
(see table 2). As illustrated in Figs. 2 and 3, the subtraction 
of this broad component reduces the counts to zero at angles 
where the para-Ps components vanish for all temperatures. This 
clearly shows that our assumption of the temperature indepen-
dence of the para-Ps yield agrees very well with the exper-
imental facts. 
A possible model of Ps localization is to assume that Ps 
is formed in the vacancies, i.e. that one of the particles is 
initially trapped in a vacancy followed by a trapping of the 
other particle to form trapped Ps. However, this model is un-
likely because it predicts that the Ps yield is temperature 
dependent, in marked disagreement with experimental facts. 
He have until now discussed the Ps inhibition in the 
positron spur by radicals created by the preceding positron 
radiation. Similarly, Ps may be trapped by vacancies created 
32 62) by the preceding positron radiation ' . A s discussed above, 
these effects are very small at temperatures above -180°C. 
However, spur defects (ions, radicals, vacancies, etc.) created 
by the positron that forms Ps influence the Ps yield. Hence, 
it is appropriate here shortly to discuss the possibility that 
the temperature dependence of the Ps trapping is a result of 
temperature dependent spur processes. In section 5.S we then 
return to a more detailed discussion of the trapping of Ps in 
homogeneously distributed vacancies. 
As the measured Ps yield is temperature independent, we 
can conclude that the processes (e.g. electron-ion recombination, 
out-diffusion, etc.) that mainly influence the Ps yield are 
either roughly temperature independent or vary with temperature 
in such a way that the Ps yield is kept constant. The next 
question is whether Ps becomes trapped in spur vacancies, i.e. 
the vacancies created by the positron that forms Ps in the spur. 
At low temperature the yield of vacancies is roughly one vacancy 
per 100 eV loss of positron or electron energy ' '. Such a 
high yield cannot be explained in terms of the direct positron 
or electron collisions with the atoms (recoil effect) but must 
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be caused by the effects of the electronic damage (ionizations, 
excitations, etc.), as is normally the case in systems studied 
in radiation chemistry (compare also F-center formation in e.g. 
KC1). Probably the vacancies are mainly formed as one (out of 
several possible) result of the electron-ion recombination and/ 
or the electron-radical reactions. The vacancy is probably 
formed in times comparable to or longer than the Ps formation 
time. Two models of Ps trapping in spur vacancies might be 
considered, namely that 1) Ps is trapped in a spur vacancy 
created by other processes (recombination, etc.) than the Ps 
formation itself, and 2) Ps is trapped in a vacancy created by 
the Ps formation process (i.e. that part of the Ps binding 
energy may be used to form the spur vacancy, that trap Ps). Both 
models (and other, more complex models) are unlikely because 
they predict that the Ps yield would be strongly temperature 
dependent in clear disagreement with experimental facts, if it 
is assumed that the Ps trapping in spur vacancies causes the 
measured, strong temperature effects. Regarding model 1, it is 
very difficult to explain the fairly high degree of Ps trapping 
(- 65% at -1°C) on taking into account that a) spur vacancies 
are not expected to be formed in all positron spurs, b) many 
spur vacancies are probably created after the Ps is formed, c) 
the spurs are expected to be fairly large, and d) an appreciable 
amount of the positrons ( = 25%) and the electrons (free electron 
yield ( = 1 per 100 eV) escape from the spurs, which suggests 
that a much greater amount of the neutral Ps atoms might escape 
the trapping in the neutral vacancies. Concerning the model 2, 
it is difficult to explain a strong temperature effect in terms 
of this model as the Ps binding energy in ice is much bigger 
than the thermal energy kT. 
In summary, the Ps trapping in spur vacancies can very 
probably not explain the measured Ps trapping effects. On the 
other hand, the Ps trapping is fairly well explained as trapping 
in temperature created vacancies, as will be discussed in detail 
below. It must be emphasized that the given discussion of the 
spur processes is necessarily provisional because little is 
known about the details of the radiation damage in ice. 
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5.4. The Positronium Bloch Function 
In section 4 the theory of the annihilation from a Ps Bloch 
function state was discussed. To obtain the side peaks it is 
not necessary that the Ps wave function is separable into a 
center-of-mass and a relative coordinate wave function, as given 
in (15). The only necessary condition is that ^(r,, r,) in 
(13) is a Bloch function. However, •2'ri» ri) i s probably 
separable in a fairly good approximation, because its properties 
are close to those of the pure Ps state (e.g. the strength of 
the magnetic field effect ' ). In the following we will 
therefore argue in terms of the center-of-mass wave function 
<|J (r) . In ice, hydrogen atoms are disordered on hydrogen 
bonds ' . Hence, even if we disregard the thermal motion of 
the atoms (including the zero point energy effect), the symmetry 
of the Ps potential in an independent Ps model is not the trans-
lation symmetry of the ice lattice, and in principle the Ps 
wave function ipc (r) is not a Bloch function. However, ^-(r) 
may not be very different from a Bloch function, as the potential 
from hydrogen is probably much smaller than the oxygen part of 
the potential. It might also be argued that the Ps potential 
is probably little changed when a proton is moved from one 
position to the other on a hydrogen bond. Hence, at first we 
assume in the following discussion that we have a Ps Bloch func-
tion, and we later return to the proton disorder problem. The 
possibility that if* (r) is a linear combination of a Bloch func-
tion and a trapped Ps function will also be discussed later. In 
table 3 are shown the contributIons to the angular correlation 
curve at the reciprocal lattice points, g. According to our 
interpretation, they are given by £ s(p)|a_(p)| , where s(p) has 
been defined in (23),and a_(p) p g (see (17)) is the 
Fourier transform of tpc(r)gat g + p. We may assume in a fairly 
good approximation that a_(p) is roughly independent of p in the 
region where s(p) differs^from zero. Hence, contributions A to 
D in table 3 are simply proportional to |a_| , i.e. we can 
measure the numerical value of the Fourier^transform of ij» (r) . 
The phases of a_ are not determined. Of course, this is the 
maximum information available in a momentum measurement. As 
expected, the Fourier transform only differs from zero for the 
g vectors close to zero. The structure factor given in table 3 
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Table 3 
The contribution to the angular correlation curves 
at the reciprocal lattice points correlated with the 
structure factor and the distance to the origin. In 
cases where several points have equal contributions 
and structure factors, only one set of coordinates 
is shown (e.g. the (1,0,0) type points). 
Coordinates Name Contribution Structure factor Distance 
i- i2 (%) (mrad) 
(0,0,0) 
(0,0,+1) 
(1,0,0) 
(0,0,±2) 
(1,0,+1) 
(1,0,+2) 
(1,1,0) 
C 
-
A 
D 
B 
-
-
11.393 
= 0 
0.536 
0.585 
0.0466 
= 0 
= 0 
-
0 
4 
8 
1.75 
2 
16 
0 
3.315 
6.233 
6.630 
7.060 
8.884 
10.796 
is |F | = | I exp(-ig.R_| , where the summation is over the 
four oxygen positions in the unit cell. In terms of the nearly 
free Ps theory discussed in section 4, this corresponds to the 
assumption that the total Ps potential results from the presence 
of the oxygen atoms (ions), and that <k|v |p> exp(-W ) in (22) 
is the same for all four oxygen positions. As seen in table 3, 
the effect of the structure factor explains why a_ is zero for 
g = (0,0, +1) . It may also explain why D is enhanced compared 
to what is expected if only the effect of the distance to the 
origin is considered. 
The influence of the thermal motion of the atoms on the Ps 
wave function was discussed in section 4 in terms of the nearly 
free Ps model. As shown in (21) and (22), |a_|2 « exp(-2W), if 
W is roughly independent of m (as is the case for the ice 
68) 
oxygen atoms ). The measured Debye-Waller factors, W , are 
fairly well described by the Oebye approximation with a Debye 
temperature10'42) 8 = 224°K, which gives exp(-2W) = 0.956 (0.889) 
at -180°C (-1°C) for the (1,0,0) points (A) and exp(-2W) - 0.950 
(0.876) for the (0,0,+2) points (D). This gives a reduction of 
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A of 7% (and of D of 8%) in the temperature interval -180°C to 
-1°C. We may reasonably assume that the reduction in the 
(0,0,0) contribution (C) for increasing temperature (see Figs. 
6 and 7) results from the trapping of Ps in vacancies. The 
extra reduction, measured for A and D, is then reasonably as-
cribed to the influence of thermal motion on the Ps wave func-
tion. This interpretation is in agreement with the fact that A, 
D, and C are reduced the same amount when HF is added to ice at 
31) low temperatures . Probably HF-doping strongly increases the 
vacancy concentration at lower temperatures. The measured A, 
D, and C values at -1°C are 0.26, 0.15, and 0.40 times the 
values at -180°C. Hence, the measured reduction in A (D) rela-
tive to the C-value is 35% (62%). In other words, our measure-
ments indicate that roughly 65% of the para-Ps atoms are trapped 
at -1 C, and that the Fourier transforms at g ? 0 are reduced 
appreciably relative to that at g = 0 for the about 35% of the 
para-Ps atoms annihilating from an approximate Bloch function 
state compared to the situation at -180°C. Clearly, the 
measured reductions in A and D relative to C cannot be explained 
in terms of the theory developed in section 4. Not only the 
magnitudes, but also the functional form of the measured re-
ductions versus temperature, differ from the predictions of the 
theory. Of course, the A, D, and C values may contain some 
small errors due to the uncertainties of the analysis, as de-
scribed in section 3. However, such errors are much too small 
to explain the failure of the Debye-Waller factor theory. The 
discrepancy between the simple nearly-free-Ps theory and the 
experimental results may be explained in different ways. 1) The 
nearly-free-Ps theory may be too simple. 2) The disorder on the 
hydrogen bonds may cause a much stronger temperature dependence 
of the Ps wave function than that found in perfect crystals. 
3) The ion-state and orientational (Bjerrum) defects, the con-
centrations of which increase roughly exponentially with tem-
perature ' , might influence the delocalized Ps state, even 
if none of them seems to trap Ps. 4) Similarly, the presence 
of vacancies might also influence the delocalized Ps state 
(apart from the effect of trapping). 5) Ps might be in a state 
that is roughly a linear combination of a delocalized and a 
trapped state (see subsection 4.3), and maybe the delocalized 
state component is strongly influenced by the thermal motion of 
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the atoms through the influence on penetration distance of the 
Ps wave function outside a trap (a coherence length effect). 
We have discussed the Ps wave function in some detail partly 
because similar detailed information about the wave function in 
an independent particle model seems unavailable for the two 
other light particles that participate in normal low energy 
physics, namely the electron and the positron. For example, in 
the presently available experimental results it is extremely 
difficult to distinguish between the true and the pseudo wave 
function in the case of electrons in metals and semiconductors, 
although these wave functions are very different indeed. Only 
quantities, such as the shape of the Fermi surface, optical 
absorption, and Knight shift, which are not very sensitive to 
the wave function itself, can be measured. Neither can the 
positron wave function in an independent particle model be 
experimentally studied directly. The most detailed measurable 
quantity is the Fourier transform of the positron-electron 
overlap, as expressed in (10). Hence, the Ps wave function in 
solids (and liquids) may be the best system on which various 
independent particle models can be tested against experiments, 
a particular case being the temperature dependence of a wave 
function, that is approximately a Bloch function. 
5.5. Positronium Trapping in Vacancies 
5.5.1. Introductory Remarks 
We have mentioned above that the differences in angular 
correlation curves and lifetimes between high and low tempera-
tures are mainly caused by trapping of Ps in temperature-created 
vacancy-type defects. Both the lifetime and angular correlation 
results give evidence of the trapping, as we shall now discuss 
in detail. 
The increase of the ortho-Ps lifetime T 3 and the appearance 
of the i . {*> 1.7 nsec) component at higher temperatures show 
that the ortho-Ps atoms tend to become trapped in regions of 
less than average electron density, i.e. in vacancy-type crystal 
defects, as was also argued in refs. 18 and 32. In the angular 
correlation curves the appearance of the middle-broad (3.4 -
3.94 mrad) para-Ps component shows that, at higher temperatures, 
para-Ps tends to become localized in regions with a size of 
about 3 A (subsection 4.3). 
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In ref. 32 we argued that in y-irradiated ice Ps becomes 
trapped in water molecule vacancies in which ortho-Ps has a 
lifetime of 1.2 nsec. A vancancy formation energy of 0.28+0.07 
eV was derived. This activation energy entails a vacancy con-
centration near the melting point of at least some parts per 
million (ppm). Simple arguments based on the value of the self-
diffusion also lead quite independently to the conclusion that 
vacancies are present in at least ppm concentration near the 
691 
melting point . Hence, the vacancy concentration at higher 
temperatures is so high that vacancies must be expected to act 
18) 
as trapping sites, contrary to previous estimates . Further-
more, the localization of para-Ps within approximately 3 A men-
tioned above is in agreement with the dimensions to be expected 
for trapping in vacancies. So there is strong evidence for 
associating the T,, 1,-lifetime component and the middle-broad 
angular correlation component with Ps trapping at vacancies. 
The lifetime of ortho-Ps completely trapped in these thermally 
created vacnacies is probably close to 1.2 nsec * . In 
agreement with the suggested origin of similar long-lived com-
ponents in refs. 31 and 32, we tentatively propose that the 
long-lived (T. ^  1.7 nsec) component is a result of ortho-Ps 
trapping in divacancies. 
5.5.2. The Trapping Model 
Positron trapping in vacancies in metals has been studied 
for some years, and vacancy formation energies have been ex-
tracted from these measurements. To do so the "trapping model" 
has been applied as mentioned earlier. The model relates 
vacancy concentrations to the observed changes in lifetimes or 
angular correlation curves, and it has so far been used with 
reasonable success for positron trapping in metals (see e.g. 
refs. 3, 7, and 35). Some main features of the model are the 
following. At zero time, all positrons are in the bulk. From 
the bulk state they are trapped into vacancies at a constant 
trapping rate (trapping probability per unit time), which is 
usually taken proportional to the vacancy concentration. This 
gives rise to two components in a lifetime spectrum, a longlived 
one with a lifetime characteristic of a positron in a vacancy 
and a shortlived one for positrons disappearing (by annihilation 
or trapping) from the bulk. The intensity of the longlived 
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component increases with increasing vacancy concentration. 
Similarly, two components will appear in an angular correlation 
curve« one from positrons annihilating in the bulk, one from 
those annihilating in a vacancy. 
This simple trapping model cannot account for the observed 
trapping of Ps into vacancies in ice. In Pig. S it is seen that 
the fraction of para-Ps contributing to the middle-broad com-
ponent is about 65% close to the melting point. In terms of 
the trapping model this is the fraction of para-Ps trapped in 
vacancies. Since ortho-Ps in the bulk ice lives 5-6 times 
longer than para-Ps, the model predicts that almost all ortho-
Ps must be trapped at the melting point (more than 92% of all 
ortho-Ps will be in the longlived component). Hence, at tem-
peratures close to the melting point, a saturation-like behav-
iour of an average ortho "* lifetime should take place l*s seen 
for positron trapping in many metals ) . However, this is not 
observed (subsection 3.2 and ref. 18). Furthermore, the ortho-
Ps decay seems to result in only one main lifetime component x~ 
of constant intensity (apart from the low intensity component 
T4' *4^ (subsection 3.2) and not in two components as the simple 
trapping model requires. Close to the melting point T, .S 
about 1.0 nsec. With the lifetime in a vacancy of 1.2 nsec this 
suggests that the effective fraction of ortho-Ps trapped is 
roughly the same as the fraction of trapped para-Ps. 
It is possible to account for this by an extension of the 
simple trapping model to include one more parameter that allows 
for detrapping of Ps trapped in a vacancy. We therefore set up 
the trapping model for the following situation . Ps is trapped 
into vacancies and divacancies with the time independent trapping 
rates < and g, respectively. Ps trapped in a vacancy will be 
detrapped into the bulk with a time-independent escape rate 6. 
Ps in divacancies will not escape. This extension of the model 
provides enough parameters for it to be able to reproduce the 
experimental results. We have used 0.66, 1.2, and 1.7 nsec as 
the lifetime of ortho-Ps in the bulk, in a vacancy, and in a 
divacancy, respectively, and assumed the total para- and ortho-
Ps yields to be 19.4% and 54%. From the measured values of T,, 
I4 and the middle-broad component intensity (assumed to include 
contributions from para-Ps trapped in both mono- and divacancies) 
K, 6, and 6 can be calculated. This was done for the tempera-
- 54 -
tures at which angular correlation measurements were made. (The 
T, and I- values were taken from smoothed curves through the 
experimental points). The results are shown in Fig. 8 plotted 
as a function of the inverse temperature. It appears that 6 is 
essentially temperature independent (6 nsec *"), while K is 
reasonably well approximated with a straight line whose slope 
is equivalent to an activation energy of 0.2 eV. At the highest 
temperatures, also 8 is well approximated by a straight line 
with a slope of 0.36 eV. Although in principle this two-trap 
model gives a three component decay for ortho-Ps, the rather 
high escape rate from the vacancies (and the small B's) entails 
that at all temperatures almost all ortho-Ps intensity is found 
in the vacancy component and very little in the shortlived bulk 
component. Hence, the model gives for ortho-Ps (apart from the 
T 4, I. component) essentially one component with constant in-
tensity and a lifetime increasing with temperature as found 
experimentally. 
In Fig. 8 the ortho-Ps lifetimes in mono- and divacancies 
were assumed to be 1.2 and 1.7 nsec. If T. is taken to be 2.3 
nsec instead of 1.7 nsec in the analysis (section 3.1 and Ref. 
32) the shapes of the curves in Fig. 8 will be unchanged, but 
the < values will be slightly smaller, the 6 values about half, 
and 6 constant at approx. 4 nsec . The parameters are more 
sensitive to changes in the assumed ortho-Ps vacancy lifetime, 
T . For T = 1.1 nsec, 6 will decrease to about 0.7 nsec at 
the highest temperatures, while the slopes of < and 8 will be 
approximately 0.19 eV and 0.5 eV. For T = 1.3 nsec, 6 will 
increase to about 10 nsec at the highest temperatures and the 
slopes of K and 3 be approximately 0.23 eV and 0.22 eV. 
A tempting interpretation of Fig. 8 would be to assume 
that K and 3 are proportional to the vacancy and divacancy con-
centrations, respectively. (Explaining the deviation of 6 from 
a straight line below -25°C as a systematic error in the very 
small (0.25-0.5%) I. values found at these temperatures). This 
would lead to a vacancy (divacancy) formation energy of 0.2±0.03 
eV (0.36+0.14 eV), in reasonable agreement with our earlier 
321 
estimate ' of 0.28+0.07 eV for vacancies. For weak binding of 
divacancies, their formation energy should be about twice the 
vacancy formation energy, as Fig. 8 suggests. However, the 
trapping rate per vacancy (or divacancy) need not be temperature 
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103/T (°K"1) 
rig. 8. Parameter« extracted fron the extended trapping model, K and e reprcaent the trapping 
ratea into mono- and dlvacanclee, reepectlvely, t the eacape rata fro« tha monovacanclee. Squarei 
and circle« are (or HjO a- and c-axls crystal«, raapectlvely, and the triangle« (or DjO c-axlt 
cryatal«. The pick-off lHetiaie« uaad in the calculation« were 0.««, 1.2, and 1.7 naec (or the 
bulk, mono- and dlvacanciet, reapectlvely. The straight line« drawn have *lope« equivalent to 
activation energiea of 0.2 eV and 0.36 eV (or « and t, respectively. 
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independent. Measurements on HF doped ice suggest that the 
trapping rate per vacancy decreases with increasing tempera-
ture , as also observed for positron trapping in vacancies in 
silicon . If so, a larger vacancy formation energy would 
result. 
Usually, when detrapping is considered, it is explained as 
thermal excitation of the trapped positron (or Ps) out of the 
71) trap . The temperature independent 6 in Fig. 8 is therefore 
difficult to understand within the model. To conclude the dis-
cussion of the two-trap model with escape, we may say that 
although it can account for the measured results, this does not 
necessarily mean that the model gives a correct description of 
the trapping process for Ps in ice. The main reason is that 
the inclusion of detrapping in the model provides an (almost) 
sufficient number of parameters to fit any set of combined life-
time and angular correlation results, but also the constant 6 
poses a problem. 
Seeger pointed out that if the diffusion of Ps to some 
extent limits the trapping rate into vacancies, the trapping 
rate will be time-dependent and higher at shorter times. For a 
completely diffusion-limited trapping, the trapping rate per 
vacancy is proportional to 1 + r/(iTDt) , where r is the effec-
tive radius of the trap, D the Ps diffusion constant and t the 
71) time . If the last term is to be of importance, then it must 
be of the order of unity for times comparable to or longer than 
that of the para-Ps lifetime (^0.1 nsec). For a given trapping 
rate, r is in a first approximation inversely proportional to 
D, as given by the Smoluchowski equation . Hence, for the 
last term to be unity, t is proportional to r . Using numbers 
18) for Ps trapping by HF-created defects in ice ', we find r = 63 
A for t = 0.1 nsec. This radius is probably too large to be 
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realistic '. Furthermore, the simple trapping model with a 
time-dependent trapping rate gives a longlived ortho-Ps vacancy 
component with a constant lifetime and an intensity that in-
creases with temperature - in apparent disagreement with the 
lifetime results. Also it is doubtful whether a classical dif-
fusion picture is a good approximation to the behaviour of the 
delocalized Ps. Thus, the inclusion of a time-dependent trapping 
rate in the trapping model does not seem to be able to account 
for the experimental results. 
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5.5,3. Linear Combination Model 
At the end of section 4 we discussed another model, called 
the linear combination model, in which the Ps center-of-mass 
has a wave function that is the sum of a delocalized function 
and a function localized at the monovacancies. This model has 
the virtue that localization at monovacancies gives rise to a 
single ortho-Ps lifetime, which increases with vacancy concen-
tration (eq. (26) section 4). Furthermore, since the wave func-
tion (eq. (24)) is assumed to be established after a time that 
is small compared to the para-Ps lifetime, the degree of local-
ization will be the same for ortho- and para-Ps in qualitative 
agreement with experiments (see above). However, the model 
does not give a detailed quantitative agreement between the 
lifetime and angular correlation results as discussed in the 
following. To account for the longlived (^  1.7 nsec) lifetime 
component, we included in the model also trapping into di-
vacancies from the state given by eq. (24), as described by 
the simple trapping model . This has only slight influences 
on the other quantities in the model calculation and is not 
important for the conclusion. Using eq. (26) for the pick-off 
2 
annihilation of ortho-Ps, we calculated ]c.| , taking from the 
-1 -1 
lifetime measurements w = 1/T,, W , =0.66 nsec, and w. =1.2 
nsec at all temperatures. We assume that the first term in eq. 
(25) only gives rise to the middle-broad para-Ps component in 
the angular correlation curves, while the second term only gives 
rise to the narrow peaks (ignoring the interference terms). 
9 -1 Because for para-Ps w = w. = w, = 8 x 10 sec , we find in eq. 
(26) that the total intensity of the middle-broad component is 
2 
given by: IM - I_|cff| w/(A„ + w), where I is the total para-
PI p x po p 
Ps yield, w the intrinsic annihilation rate, and A a pick-off 
annihilation rate for para-Ps. For the values of |c„j obtained 
from the lifetime results, we determined Iu. However, it turned 
out that this calculated middle-broad component intensity was 
2.5-3.5% (i.e. the %-units in Fig. 5) above the measured inten-
sity for all temperatures (Fig. 5). This was true whether A 
was taken as zero or the ortho-Ps pick-off rate, whether I was 
equal to 18 or 19.4% (see section 3), or whether using results 
from lifetime analyses with T* = 1.7 or 2.3 nsec. Agreement 
between measured and calculated I„ may be obtained above -20°C 
if the lifetime of localized ortho-Ps is assumed to be about 2 
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nsec. This seems an unrealistic value and at lower temperatures 
it has to be even higher to obtain agreement. Hence, we must 
conclude that the linear combination model as discussed above 
and in section 4 does not account for the experimental results. 
On the other hand, the assumptions about w. and w. may be too 
simple as shortly mentioned in subsection 4.3. If we allow for 
this by including further parameters in the model, it can, of 
course, be made to fit the experimental results. 
5.5.4. Concluding Remarks 
The above discussion of two different simple models for the 
localization of Ps at vacancies shows that neither the often-
used trapping model, nor a linear combination model, can account 
for the observations unless they are modified by the inclusion 
of further parameters. These problems arise to some extent 
from the fact that more experimental information about the 
localization (trapping) of Ps at vacancies has been obtained 
than is usually obtained for trapping of positrons in metal 
defects. In the latter case some information can in principle 
be obtained about the possible time-dependence of the trapping 
rate by comparing lifetime and angular correlation measurements, 
although there seems to be only one example of this having been 
done . In the case of trapping of Ps, information can be ob-
tained at two different times widely separated, viz. after the 
para-Ps lifetime (^  0.1 nsec) by angular correlation measure-
ments and after the ortho-Ps lifetime (^  0.7 nsec) by lifetime 
measurements. Hence, it is possible to get some information 
about the development over a rather long period of time of the 
Ps state from a non-trapped (delocalized) to a trapped (mainly 
localized) state. A detailed theoretical treatment of the Ps 
trapping process would be highly desirable, as the present 
results provide a good experimental material with which to com-
pare such a theory. The above discussion only suggests that 
trapping does not take place at a constant trapping rate (as 
assumed in the trapping model), nor does the final - partly 
localized - state seem f. be established in a time that is short 
compared to the para-Ps lifetime (as assumed in the linear com-
bination model). A characteristic localization time seems 
rather to be somewhere in between these two extremes. 
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5.6. Vacancies in Ice 
The formation energy of water molecule vacancies, Ef, has 
been estimated to be about 0.5 eV. This value has been obtained 
on the assumption that it should be close to the sublimation 
ene 
by 
rgy ' . With the relative vacancy concentration c given 
Sf Ef 
c = exp(-£-) exp(- j^) (27) 
(Sf is the vacancy formation entropy, k Boltzmans constant and 
T the temperature), and on the assumtion that the entropy factor 
is approx. unity, c becomes about 10 close to the melting 
point for Ef = 0.5 eV. Thus the vacancy concentration in ice 
has generally been considered very low. 
However, as mentioned in subsection 5.5 there is evidence 
from PAT investigations of y-irradiated ice, and from self-
diffusion results, that the vacancy concentration at the melting 
32 69) point is at least a few ppm ' . W e shall now discuss this 
further together with the present results. 
In ref. 69 we showed that if self-diffusion in ice takes 
place by a vacancy mechanism, which seems to be generally ac-
cepted, the value of the diffusion constant D leads to a lower 
limit to the vacancy concentration. The average jump frequency 
of the molecules can be calculated from D. Only the four mole-
cules at the vacancy can jump at a certain time with a frequency 
somewhat smaller than a typical phonon frequency. This puts the 
lower limit to the vacancy concentration, which appears to be a 
69) few ppm at the melting point . Equation (27) then puts an 
upper limit to E^ for a given entropy factor. Using Zener's-
approximation fog S f 1 2' 3 2 , 7 2 ), we find Ef ^ 0.4 eV (and exp(-j^ ) 
£ 300. For exp(-p) = 1, we would get Ef £ 0.3 eV) . 
In a recent paper we presented results of PAT investi-
32) gations of the annealing behaviour of y-irradiated ice '. A 
main conclusion was that the vacancy migration energy E = 
0.34+0.07 eV, and hence Ef = 0.28+0.07 eV, because Ef -f Em = Q, 
the activation energy for diffusion that seems well determined 
at 0.62 eV ' . This low Ef entails a vacancy concentration 
at the melting point of at least a few ppm. 
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The analysis of the present experimental data on Ps 
trapping in temperature-created vacancies showed that no simple 
model could convincingly account for the observations (sub-
section 5.5). Thus no detailed quantitative correlation can be 
obtained between the amount of Ps trapping and the vacancy 
concentration. On the other hand, the "trapping model with 
escape" suggested an Ef - 0.2 eV, and using the linear combi-
nation model on the lifetime and angular correlation results 
separately gives E^-values of 0.13-0.18 eV. 
Another way to estimate Ef from the present measurements 
is to note that trapping of Ps sets in above about -100°C (Figs. 
18) 5-7 and ref. 18). Results on HF doped ice showed that Ps 
trapping sets in at a relative defect concentration of 10 
10 (similar to positron trapping in vacancies in metals that 
-7 12 72) 
sets in at c 'v 10 ). Using Zener's approximation forgS, ' 
in eq. (27), we get 0.26 eV < Ef < 0.35 eV. (For exp(-j^ ) = 1, 
0.20 eV < Ef < 0.28 eV). 
From the above discussion we can conclude that several 
independent experimental results lead to a number for the 
vacancy formation energy in ice between 0.2 and 0.3 eV, i.e. 
about half the previously assumed value, and as a consequence 
of this to a vacancy concentration close to the melting point 
4 
of at least a few parts per million, i.e. more than 10 times 
higher than previously assumed. Furthermore, the present results 
suggest that a detectable divacancy concentration is present 
above approximately -40°C, i.e. c. £ 10 
Information about vacancies in thermal equilibrium has 
12) 
mainly been obtained from diffusion ' and NNR spin-lattice 
73) 
relaxation measurements, which both give a value of 0.62 eV 
for the sum of the formation and migration energies. Possible 
aggregates of vacancies and Bjerrum defects have been con-
sidered " , but Onsager and Runnels argued against their 
existence. In accordance with this, possible interactions with 
vacancies seem not to have been included in the theories for 
A *y 771 
ion state and Bjerrum defects ' ', except for some short con-
74) 
siderations by Seiden&ticker and Longini '. They point out 
that, if the vacancy concentration is as high as parts per 
million, the influence of vacancies on the bulk Bjerrum defect 
74) population could be pronounced '. For instance, the question 
of the existence and possible configuration of D-defects in ice 
- 61 -
has been a matter of extensive discussion ' as the simple 
picture of two protons on a linear hydrogen bond is unrealistic 
because of its high energy. If the surroundings of the D-defect 
are allowed to relax, this energy is considerably reduced 
However, it seems that the space available in a vacancy might 
make a D-defect-vacancy aggregate energetically favourable. 
Thus, a high vacancy concentration may entail that almost all 
D-defects are bound to vacancies. The vacancy-D-defects bound 
state was apparently first introduced by Kopp 
77) 
Recently, Bilgram and Grånicher revised the theory of 
Bjerrum and ion state defects and included interaction between 
the two types of electrically active defects. It now seems 
appropriate to go one step further and include interaction with 
vacancies too. 
A number of different effects have been observed to take 
place in ice close to 100 K, e.g., in heat capacity , in 
electrical polarization and depolarization , in yield of 
78) trapped excess electrons , and recently annealing of the 
79) damage created by protons in channelling experiments . With 
the demonstration in ref. 32 that vacancies migrate around this 
temperature, it seems worthwhile to consider the possible role 
of vacancy migration in these effects. In fact, this was partly 
78) done by Kawabata , who explained his results by assuming that 
electrons were trapped in radiation produced vacancies. In 
these traps the electrons absorb at wavelengths around 6400 Å, 
similar to the wavelengths of the absorption of hydrated elec-
trons in water. We therefore propose that in these traps the 
surrounding water molecule dipoles have been oriented towards 
the vacancy in the same way as in water, where the molecules 
are oriented towards the hydrated electron, while the recently 
80 81) 
discovered infrared traps for electrons in ice ' might be 
vacancies with no preferred orientation of the surrounding 
molecules. 
5.7. Miscellaneous Remarks 
82) In 1965 Colombino et al. published angular correlation 
curves for polycrystalline ice at various temperatures between 
-144°C and 0°C. They found an apparently strong narrowing of 
the curves between -18°C and -25°C. On using our curves, we ob-
tained a roughly similar, strong narrowing around -20°C - if we 
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normalized our curves to a standard height at the angles +4 mrad, 
as was done in ref. 82. Hence, this apparently strong narrowing 
is partly caused by the particular normalization used. 
19) Mogensen et al. made an error in their calculation of 
the expected fwhm of the narrow central peak. The Maxwellian 
velocity distribution for Ps contributes 0.49 mrad, not 0.25 
mrad, at T = 125°K. By use of fwhm = 0.24 mrad (0.3 mrad) for 
the finite slit width (uncertainty in sample height) contri-
bution, as in ref. 19, we calculate fwhm = 0.63 mrad, while we 
measured fwhm = 0.72 mrad. However, the contribution from the 
uncertainty in the sample height was probably too low in ref. 
19. A more realistic upper value of this contribution is 0.45 
mrad (as used in section 2), which gives a fwhm = 0.71 mrad. 
If we use fwhm = 0.65 mrad for the total geometric resol-
-2 k 
ution (see section 2) and fwhm =4.34*10 T^ mrad (Maxwellian 
distribution) for the thermal smearing, we get 
fwhm = (0.652 + 18.8 • 10"4 * T ) * 
Hence, we get 0.77 mrad (0.97 mrad) at -180°C (0°C), which 
is somewhat less than the measured values of 0.86 mrad (1.12 
mrad) at -180°C (0°C). Hence, the fwhm's of the central peaks 
seem to be significantly larger than expected, in particular at 
temperatures above -50°C. Maybe this extra broadening is caused 
by a finite coherence length (finite size) of the Block function, 
which decreases for increasing temperature as a result of the 
increase in thermal motion of the atoms and in the disorder 
(defects) in the lattice. Divacancies may play a role here too. 
However, other explanations are possible, and hence we shall 
not pursue the interpretation here. 
6. SUMMARY AND CONCLUSION 
In this paper we have aimed to give a fairly complete dis-
cussion of the results of our studies of the behaviour of Ps in 
pure ice in the temperature interval -180°C < t i 2°C. Parts 
of the paper will constitute a basis for the discussion of simi-
lar results for HF-doped ice and other structures in several 
future papers. 
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At first we presented results of angular correlation 
measurements on monocrystals of light and heavy ice for various 
crystal orientations and as a function of temperature from 
-182 C to the melting point. The curves for temperatures below 
about -100°C consisted of a broad (fwhm ^ 10.5 mrad) component 
and narrow (fwhm - 1 mrad) central and side peaks. With in-
creasing temperature above -100 C the intensities of the narrow 
peaks decreased followed by a simultaneous increase in intensity 
of a middle-broad (fwhm - 3.9 mrad) component. These narrow 
and middle-broad components were interpreted as results of 
intrinsic para-Ps annihilation. The narrow components, which 
were positioned at angles equivalent to projections of reciprocal 
lattice points, gave evidence that the Ps is in a Bloch function 
19) 
state at low temperatures . The middle-broad component was 
interpreted as resulting from localized para-Ps, the localization 
taking place at temperature-created water-molecule vacancies. 
Also new results of positron lifetime measurements, which 
were more detailed than our previous measurements , were 
presented. Two longlived components were resolved in the analy-
sis above -60 C. The lifetime, t,, of one of them increased 
above -60 C from about 0.78 nsec to about 1.0 nsec at the melting 
point, its intensity being essentially constant 51-3%, in 
agreement with the results in ref. 18. The other,new component 
assumed to have a constant lifetime T. = 1.7 nsec had an inten-
sity, I-, that was low below -40°C, but increased sharply above 
-40°C from 1.5% to 5.1% at the melting point. Both longlived 
components were associated with pick-off annihilation of ortho-
Ps, and we interpreted the increase of t, with temperature as 
caused by localization of ortho-Ps at water molecule vacancies. 
The T ., I. component was tentatively interpreted as localization 
of ortho-Ps at divacancies. 
Very detailed analysis methods were used in the interpre-
tation of the data. Hence, the present paper included a rather 
extensive account of such methods, particularly for the angular 
correlation curves. The detailed analysis of these curves 
resulted in a determination of intensities and fwhm's of the 
narrow peaks and the middle-broad components in the temperature 
interval -180°C i t £ 2°C for the a- and c-axis oriented single 
crystals of ice. Hence, the components resulting from intrinsic 
para-Ps annihilation could be determined. In particular, the 
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components at various reciprocal lattice points resulting from 
intrinsic para-Ps annihilation from the Bloch function state 
were calculated. It turned out that the contributions at points 
different from the origin decreased faster than that of the 
origin for increasing temperature. 
In a theoretical part of the paper a fairly general dis-
cussion of the annihilation of a Ps-many-electron system was 
given (section 4). Two new exchange terms in the annihilation 
probability were derived, and it was shown that the para-Ps 
pick-off rate is smaller than that of ortho-Ps. Furthermore, 
the influence of the thermal motion of the atoms on the Ps Bloch 
function, and hence on the narrow peaks in the angular corre-
lation curves, was discussed. The narrow side peak intensity 
depends on the square of the Debye-Waller factor in the nearly-
free-Ps approximation. 
A detailed discussion followed of various aspects of the 
experimental angular correlation and lifetime results. The 
discussion made use of the theory outlined in section 4 and 
took into account the available results on Ps in ice and other 
systems. 
At first, the existence of Ps was discussed. It was con-
cluded that the experimental facts very strongly indicate that 
a Ps state is formed in ice. The total para-Ps formation, I , 
was found to be I = 19.4%, on assuming that the para-Ps pick-
off rate was equal to that measured for ortho-Ps. However, the 
ortho-Ps yield, I3, has been found to be I, = 54% by use of the 
lifetime data. Hence I, < 31 = 58.2%. Several possible 
reasons for this fact were mentioned. 
As mentioned above different temperature dependences were 
found for the contributions from different reciprocal lattice 
points to the narrow peaks in the angular correlation curves. 
This difference could not be explained in terms of the nearly-
free-Ps theory, i.e. in terms of the temperature dependence of 
the Debye-Waller factor. Several possible explanations were 
discussed. 
An important part of the discussion concerned the influence 
of the presence of vacancies on the angular correlation and 
lifetime results. It was difficult to determine the detailed 
nature of the process of Ps localization on the vacancies. The 
main difficulty is associated with the fact that ortho-Ps and 
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para-Ps seem to be trapped to about the same degree at a given 
vacancy concentration, although ortho-Ps lives six times longer 
than para-Ps in the ice bulk. This cannot be explained in terms 
of the simple trapping model normally used. An extended 
trapping model, which included the presence of divacancies and 
a probability of detrapping, fitted the data fairly well, but 
the fitting parameters were somewhat unrealistic. An alter-
native model, in which it was assumed that the Ps wave function 
is a linear combination of a Bloch function and a function 
localized on the monovacancies, did not explain the data in 
detail either. Of course, more elaborate models with many fit-
ting parameters can explain the measured data by a variation of 
the parameters. We would like to emphasize the important fact 
that we could not explain the influence of the vacancies in 
terms of simple models. The basic idea of a trapping prob-
ability per unit time does not seem applicable in the case of 
Ps trapping in ice, except when using fairly elaborate models 
with many assumed processes. In this context, it is interesting 
to note that in cases of positron trapping in defects in metals 
and of electron trapping in defects in semiconductors and insu-
lators, much less information on the trapping process is avail-
able compared to the case of Ps trapping in ice. Hence, we 
wonder whether the fact that the simplest possible model of 
trapping (i.e. a hypothesis of a trapping probability per unit 
time) is applicable to the positron and electron cases might be 
a result of the low level of information, and that this model 
would break down if more information, as in the case of Ps in 
ice, is available. Some indications that this might be the 
case for positron trapping in metals have recently be pub-
lished8^ . 
Since we could not determine the exact nature of the in-
fluence of the vacancies on Ps behaviour, it was difficult to 
derive a very well-defined vacancy formation energy, E f, from 
the data. However, irrespective of the model used, E. was 
roughly 0.2 to 0.35 eV, which is much lower than the normally 
used value of 0.5 eV, and in agreement with the Ef-values de-
32) 
rived from positron annihilation measurements on ^-irradiated 
and HF-doped ice and from self-diffusion measurements '. 
The smaller E^-value means that the vacancy concentration must 
4 
be several ppm at the melting point, i.e. 10 times higher than 
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normally ' assumed. The higher vacancy concentration will 
probably imply a pronounced change in the normally accepted 
theories of the defects on the hydrogen bonds in ice, which 
presumably explain e.g. the dielectric properties of ice. 
We believe, that the results presented in this and other, 
related papers, and the discussion given are of general interest 
from several points of view. First, the particular features of 
the annihilation process allow a direct determination of the 
Fourier transform of the Ps center-of-mass wave function. Such 
detailed information is not available for other particles (e.g. 
the electrons in Bloch function or trapped states). Secondly, 
Ps is in a Bloch function state in the defect-free ice. Appar-
ently, Ps is the only atom shown to be in a Bloch function state. 
Thirdly, the change in the wave function due to the introduction 
of vacancies in ice, i.e. the change from a mainly delocalized 
to a mainly localized Ps state, has been studied. Fourthly, 
information on vacancies and polyvacancies in ice has been ob-
tained. Very little is known about vacancies and polyvacancies 
in any molecular crystal. 
Altogether, the results presented in this paper illustrate 
how very detailed information on the behaviour of Ps in a 
molecular crystal can be obtained. This information is of 
general importance for the understanding of the behaviour of 
the three light particles, the electron, the positron, and the 
Ps-atom in solids and liquids. Furthermore, the information 
can also shed new light on the behaviour of defects in molecular 
solids. 
Added note. The authors of this paper participated in the 
Symposium on Physics and Chemistry of Ice, September 11-16, 1977 
in Cambridge, England. Two short papers (O.E. Mogensen and M. 
Eldrup: Vacancies in Pure Ice Studied by Positron Annihilation 
Techniques and M. Eldrup, O.E. Mogensen and J. Bilgram: Vacancies 
in HF-doped and Irradiated Ice by Positron Annihilation Tech-
nique) were submitted. The proceedings (papers and discussions) 
will be published in Journal of Glaciology, volume 2_1, number 85. 
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