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ABSTRACT 
IfA 1,...,%aresquarecomplexmatricesandA=A,~...~~#Oisnormalthen 
A, is normal, i = 1,. . .,p. Similar results are available when A is hermitian or 
skew-hermitian. If T: V+ V is linear and K(T) is the induced linear map on a general 
symmetry class of tensors then normal, hermitian, and skew-hermitian properties of 
K(T) imply similar properties for T. 
1. STATEMENTS 
In a recent paper [3] Y. Ku0 proves the following result. 
Let A r,. . . ,Ar, be n-square real matrices in which Ai > 0 or Aj <0 for 
i=l , . . . ,p. (A > 0 means aii > 0 for i, j = 1,. . . ,n.) Then, if the Kronecker 
product A = A, @ . . . @Ap is normal, it follows that for each i 
AiAjT=AiAiTAi, 
where hi > 0 and fly= Ji = 1. 
The author proves that if A = A, QD . . * @A, is symmetric and every main 
diagonal element of A is nonzero, then Ai is symmetric for i = 1,. . . ,p. 
Also,ifA=A,@*** @ AP is skew-symmetric and all off-diagonal elements 
of each Ai are nonzero, then each Ai is symmetric or skew-symmetric. 
Substantially stronger results than these are easily available from the 
general theory of tensor spaces. In the sequel we will prove the following. 
*The work of this author was supported by the U. S. Air Force Office of Scientific Research 
under Grant AFOSR 72-2164. 
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THEOREM 1. Zf A, ,.. . ,A, are square complex matrices, and A 
=A,@. . ’ @A,#0 is normal, then Ai is normal, i=l,..., p. 
THEOREM 2. Zf A 1,.. .,A, are square complex matrices, and A 
=A,@ +. . @A, #O is hermitian, then Ai = ciHi, where Hi is hermitian, 
i=l , . . . ,p, and II?= lci is real. Moreover, if each A, is real and A is symmetric 
with at least one non-zero main diagonal entry, then Ai is symmetric, 
i=l , . . , ,p.’ Zf A is positive semidefinite ( psd) hermitian then Hi, i = 1, , . . ,p, 
can be chosen to be psd and IIg, ,ci > 0. 
THEOREM 3. ZfA=A,@** . @A,#0 is skew-hermitian, then AT = d,A, 
for each i and Ilp,,di= - 1. Zf Ai is real, i = 1,. ..,p, then Ai is either 
symmetric or skew-symmetric for each i, with Ai skew-symmetric for an odd 
number of values of i. 
Results analogous to these are available for maps induced on more general 
symmetry classes of tensors. Thus, let (P, *) denote a symmetry class of 
tensors, associated with a group H and character x of degree one, in which * 
is the canonical universal multilinear map and P has degree p, i.e., P c C3W 
[41. 
If V is an n-dimensional unitary space, then the inner product (u,v) on V 
induces in a natural way an inner product on P. If T E Hom( V, V), then T 
induces a map K(T) in Hom( P, P) defined by 
Elsewhere we have proved the following result [4]. 
Let T E Hom( V, V) be of rank r > p. Zf K(T) is normal, then T is normal. 
Zf x- 1, then the hyposthesis on the rank of T may be dropped. 
Along these lines we have the following additional results. 
THEOREM 4. Zf K(T) is hermitian and T is of rank r> p then T 
= e ikn/PD, where D E Hom( V, V) is hermitian and k is un integer. Zf K(T) is 
psd, then D must be psd or negative semidefinite (nsd). The same con- 
clusions hold when semidefinite is replaced by definite. Zf K(T) is skew- 
hermitian then 
T= eid2k-p-1)/2p~ 
‘The authors wish to thank Dr. D. B. Hunter for pointing out an error in the original 
statement of this part of the result. 
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where D is skew-hermitian. If ~‘1, then the hypothesis on the rank of T 
can be dropped in the statement of all these results. 
COROLLARY 1. 
denote the p”’ 
Let A be an n-square matrix of rank T > p, and let Cp (A) 
compound matrix of A [l]. Then Cr (A) hermitian implies 
A = e’“/PH where H is hermitian and k is an integer. 
COROLLARY 2. If P,(A) denotes the pti induced power matrix of A and 
if Pp (A) is hermitian, then A = e irclr/PH where H is hermitian and k is an , 
integer. 
Theorems 1, 2, and 3 depend on a single elementary fact concerning 
tensor spaces. Let Vi and Vi be vector spaces over a field R and let 
Li=Hom(q,U,), i=l,..., p. 
#THEOREM 5. Lf?t 
and define a multilinear map K : iil -+ Q by 
K(T~,..., T,)=T,&. @Tp, (1) 
where in (1) the right-hand side denotes the tensor product of the indicated 
linear transformations. Then (Q, K) is a tensor product of L,, . . . ,Lp. 
2. PROOFS 
Proof of Theorem 5. Let ni = dim Vi and mi = dim Ui, i = 1,. . . ,p. Then 
dim Li = nimi and dim Q=IIr= inimi = n. It suffices to show that the dimen- 
sion of the space spanned by the image of K is n [2,35]. 
Let 
Ei={qp...,qq} and &={uii,...,uim,} 
be bases of Vi and Vi, respectively, i = 1,. . . ,p, and define T(n,, . . . ,nr) to be 
the totality of II:_,,, ni sequences cy of length p which satisfy the conditions 
l<a(i)<q for i=l,...,p. 
For fixed (Y EI’(n,, . , . ,n,) and p ET(m,, . . . ,mJ let q E Lj be defined by 
Tiuik = %x(i)Uip(i)y k=l , . . . ,ni, 
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In other words, T,,s maps v,” into up” and all other vY@ into 0. Since 
E= { V~jcY-qn 1 ,..., n,)} and F= (up”1 p l T(rn, ,..., m,)} 
are bases of 63 pVi and 8 pUi, respectively, 
{ ~,,~lcw~r(n,,...,n~),~ Er(m, ,..., m,)} 
is a basis of Q consisting of elements in Irn~. n 
If T$ is either Euclidean or unitary with inner product ( - , - ), i = 1,. , . ,p, 
then it is well known that @,PVi is a Euclidean or unitary space in which the 
inner product is defined by 
(x1@“. . @lxp,yl@“~ * @yJ= ii (x,,yJ. 
i=l 
Moreover, if Ti EL, = Hom( Vi, Ui) with V, and Vi unitary, i = 1,. . . ,p, then 
(7’,@- @T,)*=q@-. 8’;. (2) 
The notation in (2) is interpreted as follows: The * on the left is the 
conjugate dual with respect to the pair of inner products induced in @fV, 
and @fUi, and the notation TF denotes the conjugate dual of Ti with respect 
to the given inner products in Vi and Vi. 
Proof of Theorem 1. If q ~Hom( Vi, VJ = Li (i.e., assume Vi = VJ i 
= 1 ,...,p, and T=T,@**- 
from (2) we have 
@3 Tp #O is normal, then Ti #O, i = 1,. . . ,p, and 
TT*=(T,C+- 63T,)(T,C+ @Tp)* 




T*T= T;T,@.-’ @T;Tp. 
NORMAL AND HERMITIAN TENSOR PRODUCTS 5 
It is a standard elementary result [2,p. 301 that if x1 @ . + . 8 xp 
=y,@-*@yp#O in @fVi, then xi=ciyi, i=l,..., p, and Q’_,,,ci=l. We 
apply this to the representation of @fLi in which the canonical multilinear 
map is K, as given in Theorem 5. Then (3) and (4) combined with TT* = T* T 
amounts to the statement 
T,T;c@ . . . ‘8T,T,*=T;T,@-- @T;Tp. (5) 
Since T,#O, i=l,..., p, q q* # 0, hence the common value in (5) is nonzero. 
We conclude from the result quoted above that 
TiTjc=ciq*T, i=l ,a.*, P. (6) 
If we compute the trace of both sides of (6), we conclude that ci = 1, 
i= ,,.., 1 p. Hence (6) implies each Ti is normal. The conclusion for matrices 
as stated in Theorem 1 follows immediately. For, in general, if we order the 
sequences in I( nl, . . . , nJ lexicographically, then the matrix representation of 
T,@..- @ Tp, namely [T,@ . * * 8 T,]:, is the Kronecker product 
A,@-*- @A,, where Ai is the matrix representation of ZJ with respect to the 
basis Ei, i = 1 , . . . ,p. If Ei is orthonormal, then E is an orthonormal basis, and 
we conclude that 
= (A,@ 3 . . @A,)*. (7) 
The * in (7) denotes conjugate transpose. It follows from (7) and (6) that 
each Ai is normal. n 
Proof of Theorem 2. From Theorem 1 we know that each Ai is normal. 
Since A,#O, it has a nonzero eigenvalue &+), where {Ail,. ..,&,,} are the 
eigenvalues of Ai, i = 1,. . . ,p, and (Y E I’(n,, . . . ,n,). It is well known that the 
eigenvalues of A = A, ‘8 . . * C3 Ap are the II;= Ini numbers 
fl &y(i)? Y E r(n,, . . . ,n,), 
i=l 
6 MARVIN MARCUS AND DEAN W. HOOVER 
For a fixed k let a, = IIifkhia(ij. Then for any t= 1,. . . ,nk, the numbers a,& 
are of the form (8) and hence real because A is hermitian. In other words, 
the eigenvalues of the matrix u,A, are real and, from Theorem 1, this matrix 
is normal. Any normal matrix with real eigenvalues is hermitian, so setting 
ck=akl and Hk= a,A,, we conclude that A, = ckHk where Hk is hermitian. 
Since A and H, C3 * - . 8 Hp are hermitian, it follows that Q, ick must be real. 
If A is positive definite (psd), then each of the numbers a,&, must be 
positive (non-negative). In other words, Hk has positive (non-negative) ei- 
genvalues so that it is positive definite (psd). The definite property of A 
implies that II?= ici > 0. w 
Proof of Theorem 3. The first statement in Theorem 3 follows im- 
mediately by replacing A, by iA, in A, @ * . * @A, and applying Theorem 2 
to conclude that 
A; = diAi, i = 1,. . . ,p. (9) 
Since Ai #O, it follows from (9) that ldij = 1. Hence if Ai is real, then dj = t 1 
and the second statement of Theorem 3 follows. n 
Proof of Theorem 4. We assume that r > p. From the result in [4] quoted 
in Section 1, the fact that K(T) is hermitian implies that T is normal and 
K(T) has real eigenvalues. Let A,, . . . , A, be the nonzero eigenvalues of T (i.e., 
the rank of any normal transformation is equal to the number of its nonzero 
eigenvalues). Included among the eigenvalues of K(T) for an arbitrary 
symmetry class are the products 
where Qp,? is the set of r 
0 
strictly increasing sequences chosen from 
P 
1 ,..., p. Let ct=&&-i, and from the fact the numbers (10) are real we 
conclude that 
Cdl). . . C,(p) = 1, w E Qp,v (11) 
Let s# t be two fixed integers chosen from l,...,p, and choose a pair of 
sequences w, y E Qp,r as follows: the sequence w omits s and includes t, the 
sequence y omits t and includes s, and otherwise w and y are identical. It 
follows from (11) that c, = ct. Thus ci = cs = * * 1 = c,= c, and if we set 
arg A, = 0, and argc = 8, we conclude that 2e,= Bmod2a. Hence f& 
-l3modT, so Xk=r~e”~=qrke’“whereq =?l. ThusT=e”D,where Dis 
normal with nonzero eigenvalues pk = ekrk, k = 1,. . . ,r, and hence must be 
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hermitian. Since K(T) = e’@K(D) and K(D) is hermitian, it follows that 
p0 romodr or 8= h/p, where k is an integer. This proves the first 
assertion in Theorem 4. 
If K(T) is psd, it follows immediately that the numbers 
PW(l)~ * * * JL(p,), @E Qp,C 
must have a constant sign. By essentially a repetition of the above argument 
we can conclude that for any s, t = 1,. . . , t, pspt- ’ > 0. Since Pi, k = 1,. . . ,r, are 
all real it follows that these numbers have a constant sign and hence D is psd 
or nsd. 
The case in which K(T) is skew hermitian is obtained from the case K(T) 
is hermitian by observing that iK (T) = K (e ili/2pT). 
Next assume that xz 1. Again, we know that if K(T) is normal, then T is 
normal. Moreover, it is known that included among the eigenvalues of K(T) 
in the event x~ 1 are the numbers, 
A w(l) * * -A WC pb w E Gp,P 
where the set Gp,, is the set of nondecreasing sequences of 
length p chosen from 1,. . . , T. Of course, if r= 1, then T is a rank 1 normal 
transformation and hence automatically a multiple of a hermitian transfor- 
mation. If p= 1, then K(T)= T and the proof is completed. Thus assume 
both T and p are at least 2. If X, and A,, s # t, are any two eigenvalues of T, 
and we set cS =hSxS-‘, then the fact that the numbers (12) are real implies 
that 
Ckcp-k, I S t k=O,...,p. 
An elementary argument shows (since p > 2) that cS = c,. The argument now 
proceeds as in the case r> p to arrive at the same conclusion. We omit the 
entirely similar proof of the remaining statements in Theorem 4 for the case 
x=1. n 
Corollaries 1 and 2 follow immediately from the fact that C,(A) and 
Pp (A) are matrix representations of appropriate transformations K(T) on the 
symmetry classes of skew-symmetric and symmetric tensors, respectively. 
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