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Estimation of Marginal Likelihood and its Applications
Hiroshi Sunada
（Department of Public Policy and Social Studies,
Faculty of Literature and Social Sciences）
After we estimate several economic models by Bayesian method, we have to choice one model by
Bayes Factor. Estimation of Bayes Factor is based on marginal likelihood, Then in this article, we intro-
duce how to estimate marginal likelihood.
Gibbs sampling and Metropolis=Hastings method are familiar Bayesian estimation methods. When we
estimate the parameters of the model by Gibbs sampling, we estimate marginal likelihood by Chib
（1995）. When we estimate the parameters by Metropolis = Hastings method, we estimate it by
Chib=Jeliazkov（2001）.
We introduce how to estimate the parameters of the model by Gibbs sampling, that is regression mod-
els with auto regressive error term. And we explain how to estimate the marginal likelihood. After we
simulate the data from the model, we estimate both the parameters and marginal likelihood.
Then we introduce how to estimate the parameters of the model by Metropolis=Hastings method, that
is auto regressive models with ARCH error term. And we explain how to estimate the marginal likeli-
hood. After we simulate the data from the model, we estimate both the parameters and marginal likeli-
hood.
