Abstract-This paper provides a numerically tractable approach for long-time average cost control of nonlinear dynamical systems with polynomials of system state on the right-hand side. First, a recently-proposed method of obtaining rigorous bounds of long-time average cost is outlined for the uncontrolled system, where the polynomial constraints are strengthened to be sum-of-squares and formulated as semi-definite programs. As such, it allows to use any general (polynomial) functions to optimize the bound. Then, a polynomial type state feedback controller design scheme is presented to further suppress the long-time average cost. The derivation of state feedback controller is given in terms of the solvability conditions of statedependent bilinear matrix inequalities. Finally, the mitigation of oscillatory vortex shedding behind a cylinder is addressed to illustrate the validity of the proposed approach.
I. INTRODUCTION
Global stability theory plays a central role in systems theory and engineering [1] , [2] . However, it is sometimes difficult or impossible to synthesize a global stabilizing controller due to controllability issues, input/output constraints, and/or the presence of external disturbances [3] . In many applications the full stabilization, while possible, carries high penalty due to the cost of the control. As a result, sometimes minimizing a long-time average cost functional might be a better alternative to full stabilization.
Analysis and optimal control of long-time averages of various characteristics of dynamical systems have been studied before. Systems that include some stochastic factors are often controlled in the sense of long-time average. In [4] , a summary of long-time average cost problems for continuoustime Markov processes is given. When the control acts permanently in the system, the main idea is to study the induced Hamilton-Jacobi-Bellman equation directly or to study the asymptotic behavior of the discounted-cost problem indirectly. In [5] , the long-time average control of a class of problems that arise in the modelling of semiactive suspension systems was considered, where the cost includes a term based on the local time process of a diffusion. The control problem is reformulated as a linear program over the set of invariant distributions for the process, and Markov chain approximations are then used to reduce the infinite-dimensional linear programs to finite-dimensional linear programs. Note that the controller design methods proposed in [4] , [5] are highly dependent on the stochastic property of dynamical systems.
In certain cases, as, for example, turbulent flows of fluid, calculating the time-averages is a big challenge even in the uncontrolled case, and developing the control, for example by using the receding horizon technique, leads to controllers too complicated for practical implementation [6] . To overcome this complexity, it was proposed [7] to use an upper bound for the long-time average cost instead of the long-time average cost itself in cases when such an upper bound is easier to calculate. The idea is based on the hope that the control reducing an upper bound for a quantity will also reduce the quantity itself. The method utilizes the use of the sum of squares (SOS) decomposition of polynomials and semidefinite programming (SDP).
The SOS methods apply to systems defined by a polynomial vector field. Such systems may either describe a wide variety of dynamics [8] or approximate a system defined by an analytical vector field [3] . A polynomial system can therefore yield a reliable model of a dynamical system globally or in larger regions than the linear approximation in the state-space [9] . Recent results on SOS decomposition have transformed the verification of non-negativity of polynomials into SDP, hence providing promising algorithmic procedures for stability analysis of polynomial systems. However, using SOS techniques for optimal control, as for example in [10] , [11] , [12] , is subject to a generic difficulty: the problem of optimizing both the control and the Lyapunov function is non-convex. Naturally, iterative procedures [11] , [13] , [14] are attempted for overcoming this difficulty.
While optimization of an upper bound with control [7] does not involve a Lyapunov function, it does involve a similar function, and it shares the same difficulty of nonconvexity. In the present work we present an iterative polynomial type state feedback controller design scheme for the long-time average upper-bound control. We apply it to an illustrative example and demonstrate that it does allow to reduce the long-time average cost even without fully stabilizing the system.
II. BACKGROUND

A. Sum of squares of polynomials
SOS techniques have been frequently used in the stability analysis and controller design for all kinds of systems, e.g., constrained ordinary differential equation systems [2] , hybrid systems [15] , time-delay systems [16] , and partial differential equation systems [17] , [18] . These techniques help to overcome the common drawback of approaches based on Lyapunov functions: before [10] , there were no coherent and tractable computational methods for constructing Lyapunov functions.
A multivariate polynomial f(x) is an SOS, if there exist
If f(x) is an SOS then f(x) ≥ 0 ∀x. In the general multivariate case, however, f(x) ≥ 0 ∀x does not necessarily imply that f(x) is SOS. While being stricter, the condition that f(x) is SOS is much more computationally tractable than non-negativity [19] . At the same time, practical experience indicates that in many cases replacing non-negativity with the SOS property leads to satisfactory results.
B. Bound estimation of long-time average cost for uncontrolled systems
For the convenience of the reader we outline here the method of obtaining bounds for long-time averages proposed in [7] . Consider a systeṁ
where f (x) is a vector of multivariate polynomials of the components of the state vector x. The long-time average of a function of the state Φ(x) is defined as
where x(t) is the solution of (2) . Define a polynomial function of the system state, V (x), of degree d V , and containing unknown decision variables as its coefficients. The time derivative of V along the trajectories of system (2) iṡ
where ∇ x V = dV /dx. Consider the following quantity:
The following result is from our prior work [7] . Lemma 1: For the system (2), assume that the state
Hence, an upper bound ofΦ can be obtained by minimizing C over V under the constraint H(x) ≤ C, which can be formulated as an SOS optimization problem in the form:
A better bound might be obtained by removing the requirement for V (x) to be polynomial and replacing (6) with the requirement of non-negativeness, but solving the resulting problem would be too difficult. Note that while V is similar to a Lyapunov function in a stability analysis, it is not required to be positive-definite. Note also that a lower bound of any long-time average cost of the system (2) can be analyzed in a similar way.
Remark 1: For many systems the boundedness of system state immediately follows from energy consideration. In general, if the system state is bounded, this can often be proven using the SOS approach. It suffices to check whether there exists a large but bounded global attractor, denoted by D 1 , which includes D as a subset. As an example, let
where the constant β is sufficiently large. Then, the global attraction property of system in D 1 may be expressed as
Introducing a tunable polynomial S(x) satisfying
can be strengthened to
The generalized S-procedure [20] , which provides a sufficient condition to test inclusions of sets defined by polynomials, can then be applied to obtain the checkable SOS conditions (8).
III. BOUND OPTIMIZATION OF LONG-TIME AVERAGE COST FOR CONTROLLED POLYNOMIAL SYSTEMS
Consider a polynomial system with single inpuṫ
where f (x) : R n → R n and g(x) : R n → R n are polynomial functions of system state x. The main results of this paper can easily be extended to multiple input systems. The control u is designed to minimize the upper bound of an average cost of the form:
where x(t) is the closed-loop solution of the system (9) with the control u(t). The continuous function Φ is a given nonnegative polynomial cost in x and u. Choices of Φ depend on the designer's interest to the controlled system. For instance, if Φ is specified to be Φ 0 (x) + Ru 2 with constant weight parameter R, then Φ 0 (x) can be regarded as the system parameter we want to minimize and Ru 2 is the quadratic penalty on the control. If Φ = Φ 0 (x) + Rk(x) T k(x) is associated with the form of control u = k(x) T x, then the penalty will be imposed on the nonlinear state-dependent feedback gain. Based on SOS decomposition and SDP, numerically tractable approaches will be presented to address the above control tasks.
A. SOS based controller design
The controller takes the following form,
where K(x) is a polynomial of degree d u in x, and the associated cost function is
where Φ 0 is the continuous non-negative part in system state, and vanishes if and only if x = 0. The controlled closed-loop system is obtained by substituting (11) into (9),
Similar to the uncontrolled scenario, define a polynomial function of the system state V (x), of degree d V , and containing unknown decision variables as its coefficients. In consequence, for any C, we have
If the boundedness of the closed-loop state x is always guaranteed, then H(x) ≤ 0 implies that C is an upper bound ofΦ. However, due to the existence of the quadratic term RK 2 , the induced inequality is not linear in K. Moreover, owing to the product of ∇ x V and K, the corresponding optimization problem is not convex anymore. As a result, the convex-optimization-based SOS techniques are not applicable here. The difficulty may be overcome by considering more conservative inequality constraint as given below.
Theorem 1: H(x) ≤ 0 holds if
where
* denotes the symmetric entry of the symmetric matrix Σ 0 , and the symbol indicates that Σ 0 is negative-semidefinite.
Proof. Rewrite the function H(x) as follows,
In (16), the argument x is omitted for brevity. Noticing
it follows that
By the Schur complement formula, the inequality condition H ≤ 0 is equivalent to the following matrix inequality
Due to the fact that
Note that (14) is a linear matrix inequality (LMI) in V and K. It suffices to minimize C under the constraint −v T Σ 0 (V, K, C)v ≥ 0 with v ∈ R 2 being a vector variable that is independent of x. However, since the non-positive term
2 was discarded, the resulting bound might be not tight. Alternatively, an iterative algorithm is proposed in the following to check the feasibility of (17).
B. An iterative algorithm
Introduce a tunable vector variable P (x) ∈ R n . Clearly,
or equivalently,
Hence, multiplying by −1/4R on both sides of (19),
Then, (17) gives
Denote
Then, using the Schur complement formula,
Note that control can make the system unbounded. Therefore, additional SOS constraints must be built in to make sure that the closed-loop system state is bounded. This can be done in the way similar to Remark 1. Since the control input is of polynomial type, the boundedness of system state implies the boundedness of input profile in the whole control process. Overall, the central task now is to solve the SDP:
The second line in (22) ensures that the ball of the radius √ 2β is an attractor. Note that (22) is linear in V, K, S and C, but quadratic in P . It also contains a product of terms containing P and V . It can be solved in the following way.
Given the vectors of monomials in x with no repeated elements [21] , The Iterative Algorithm to solve (21) (22) : IA (s0) Let j = 0 and set a threshold δ > 0. Minimize C over V subject to the constraint −E(V (x), C) is SOS. Define P 0 = ∇ x V , and denote by C 0,opt the optimized C. (s1) At the j-th iteration, j = 1, 2, . . ., fix P = P j−1 and solve (21) (22) . Denote the minimized C by C j,opt , and the corresponding V, K, S by V j,opt , K j,opt , and S j,opt , respectively. (s2) If |C j,opt − C j−1,opt | < δ, we obtain the optimal state feedback controller u SOS = K j,opt , the minimal upper bound C SOS = C j,opt , and the corresponding decision function V SOS = V j,opt . Otherwise, let P j = ∇ x V j,opt and j = j + 1, then go back to step (s1). It would be beneficial to compare the following four upper bounds: 1) C 0,SOS , the guaranteed upper bound of the longtime average cost obtained by solving the SOS problem (5)- (6) for the uncontrolled case, 2) C SOS , the guaranteed upper bound obtained by IA directly in the long-time average cost control, 3) C uSOS , the guaranteed upper bound obtained by substituting the controller u SOS and solving the SOS optimization problem,
SOS − C is SOS, and 4) C opt , the globally minimal but unknown bound when restricting the controller to the set of all the polynomial functions of system state. It is understandable that C SOS could be greater than C opt , thus being a conservative upper bound of the long-time average cost. This is because only finitedegree V and K are considered for (21)- (22), and because the positive-semidefinite conditions are replaced by more conservative SOS conditions. Moreover, it is also possible that C uSOS < C SOS since we solve (21)- (22) iteratively with a non-zero stop criterion δ. Although applying the algorithm IA does not necessarily ensure that a global extremum for the long-time average cost control can be found, IA is effective in the sense that C SOS < C 0,SOS usually. That is, compared with the uncontrolled case, a better bound of long-time average cost can be obtained via the designed controller.
C. SOS with minimal feedback gain
As an alternative to limiting the control input directly in the cost function (12), many control systems care about the input gain cost, namely, by the requirement that the feedback gain should be chosen as small as possible. This is because high gain feedback also amplifies the unmodelled part of state output (e.g., measurement noise), thus degrading the control performance, and increasing the possibility of closed-loop instabilities when the approximated model is not accurate enough. Low-gain control results in a slow transient response, but it does not matter in optimizing the long-time average of cost.
Consider the SOS based controller design of the following form,
where k(x) is a polynomial vector in x. Now the objective is to minimize the long-time average of the cost function
Parallel to the aforementioned scenario, it follows thaṫ
where E is already defined by (15) . As such the inequality conditionV + Φ − C ≤ 0 is equivalent to
where I is an identity matrix with appropriate dimension. Further introduce another tunable vector variable P (x).
The iterative algorithm IA can be used again to minimize the upper bound C over the functions V, k, and over the polynomial S, entering the necessary additional constraint (8) ensuring the boundedness of the system state.
IV. CONTROL OF CYLINDER WAKE
As an illustrative example, SOS-based state feedback control is considered for a benchmark problem of fluid dynamics, namely, the mitigation of oscillatory vortex shedding behind a cylinder. Fix the Reynolds number at Re = 100. Using a Karhunen-Loève (KL) decomposition [22] , a loworder Galerkin model of the cylinder flow is given as follows [23] , (26) are given in [24] . The system (26) possesses a unique equilibrium at the origin. Before conducting any controller design, the optimization problem (5)- (6) is solved to address the uncontrolled scenario. The minimal upper bound we can achieve for the cost function Φ = 1/2a T a is C 0,SOS = 6.584, which is verified by choosing the function V = −96.63a 3 + 14.01a Due to the linear term of V, it is not a Lyapunov function. In this case increasing the degree of V cannot give a better bound. There exists a stable limit cycle in the phase space of (26), which satisfies a 2 1 + a 2 2 = 6.5604, a 3 = 2.5704, as shown in Fig. 1 . Since Φ = 6.584 on this limit cycle, the upper bound achieved by SOS optimization is tight.
In the following, SOS-based state feedback controllers are designed to suppress the long-time average cost of cylinder wake flow. The system state is always assumed to be available. In experiment, it can be estimated by designing state observer with some sensed output measurement at a typical position [24] .
Consider state feedback control in the following form,
with the associated cost function
Applying the proposed SOS-based optimal controller design approach with δ = 0.001 in IA, the upper bounds of the longtime average cost Φ are evaluated with different degrees of V and u in a, denoted by d V and d u , respectively.
The best bound achieved by SOS is C 1,SOS = 0.113, via the controller u 1,SOS = 0.7188a 1 − 0.2113a 2 . Using the obtained controller, the simulation results are given in Figs. 2-3 , from which we can see that the cylinder wake is fully stabilized. Indeed, C u1,SOS = R(0.7188
The minimal bound we can achieve is C 2,SOS = 0.112, same as in Case 1. The optimal bound might be further reduced by changing the stop threshold δ in IA from 0.001 to a smaller value. For instance, reset δ = 1 × 10 −4 , and then the best bound achieved by SOS is 0.1, where the controller is u 2,SOS = 0.6763a 1 − 0.2017a 2 .
In order to check that the minimal bound achieved by SOS almost coincides with the global optimal bound under linear control, we simulate all the controllers with the same structure, namely,
It is observed that the optimal controlled upper bound is C opt = 0.092, achieved by the controller u = 0.6314a 1 − 0.2284a 2 . Clearly, SOS based long-time average control almost achieves the global optimal bound. To see the effect of the weight parameter R on result of SOS optimization, we consider a few more cases. 
When the controller u 5,SOS is applied, the time average of Φ is shown in Fig. 4 . Since C u5,SOS = C 5,SOS in this case, the guaranteed upper bound is tight.
The results in Cases 3-5 reveal that increasing the degree of V and/or u might yield a lower upper bound ofΦ. Moreover, notice that the cylinder flow is globally stabilized by the controllers u 3,SOS and u 4,SOS , while it is not true for u 5,SOS . The upper bound ofΦ obtained by u 5,SOS is determined by the size of the invariant set on plane a 3 = 0.02534. Hence, when more penalty is put towards the input gain profile, the best controller that minimizes the longtime average cost may not be the one that fully stabilizes the controlled system.
V. CONCLUSION
A numerically tractable approach is proposed to minimize the long-time average cost of polynomial dynamical systems via state feedback control. The controller design scheme is based on sum of squares decomposition of polynomials and semidefinite programming. An iterative algorithm has been presented to resolve the induced state-dependent nonconvex matrix inequalities. The efficiency of the proposed control scheme has been verified in a class of cylinder wake flow stabilization problem. In the next research phase, we will consider long-time average control under modelling uncertainties as well as direct numerical simulations of the controlled fluid flows.
