We use homogenization theory to develop a multiscale model of colloidal dispersion of particles in nematic liquid crystals under weak-anchoring conditions. We validate the model by comparing it with simulations by using the Landau-de Gennes free energy and show that the agreement is excellent. We then use the multiscale model to study the effect that particle anisotropy has on the liquid crystal: spherically symmetric particles always reduce the effective elastic constant. Asymmetric particles introduce an effective alignment field that can increase the Fredericks threshold and decrease the switch-off time.
I. INTRODUCTION
There is considerable research interest in colloidal, or doped, nematic liquid crystals. These consist of micronto nanometer-sized particles suspended in a nematic host. Dopants may posses permanent electric or magnetic dipoles leading to ferronematic systems, or their influence may be due to mechanical anchoring on the dopant surface. Doped nematics can be loosely categorized as being in the strongor weak-anchoring limit by the size of the dopants and the anchoring strength.
Systems dominated by the anchoring at the surface of dopants have been investigated experimentally [1, 2] , geometrically [3] , and numerically [4] . In these systems complex defect structures encircling dopant particles can form. In the stronganchoring limit point and line defects and their accompanying elastic distortions introduce long-range correlations between the dopant particles [4] . Numerical studies have shown that spherical colloids can aggregate into two-dimensional crystals bound together by topological defects [5] . The stability of a particular defect configuration depends not only on the particle size but on the anchoring strength and applied field [6] . Conversely, in the weak-anchoring limit, defects are not induced and elastic deformations are small, even though aggregation still occurs on a long enough timescale [7] . In general, stiffening the liquid crystals, weakening the anchoring, and reducing particle size all move a system towards the weak-anchoring limit [7] .
In this paper we focus on the weak-anchoring case, i.e., the liquid crystal alignment is dominated by elastic and electrostatic forces with the dopants acting to alter rather than dominate the properties of the liquid crystal. Their effect, however, may still be significant. For example, gold nanoparticle inclusions [8] have a considerable effect on the liquid crystal hosts: they lower the nematic-isotropic transition temperature [9] , increase the switching speed [10] , and introduce tunability of the dielectric anisotropy [11] . More recently, gold particles [12, 13] and layered structures [14] have been studied for their applications to the creation of tunable metamaterials.
Ferromagnetic and ferroelectric particles are other classes of dopants that have attracted significant interest because of their potential to improve the properties of liquid crystals. Interest in ferronematic systems was initially raised by de Gennes [15] : the addition of dopants alters the response of the nematic host to external fields due to the coupling between the dopants dipole and applied field. Because the orientation of the dopants is correlated with the director, the orienting effect of the applied field on the dopants is felt by the nematic. Current theories on liquid crystals doped with ferromagnetic [16] [17] [18] [19] [20] or ferroelectric [21, 22] particles assume a mean field interaction between the particles and the director field.
Effective medium theories for doped liquid crystals are based on additional terms added to the free energy of the liquid crystal. These terms characterize the reorientation of the dopant particles in addition to their interaction with the liquid crystal and external fields. While the dielectric response of the liquid crystal is altered by these terms, in general these theories neglect the influence of the dopant on the elastic properties of the nematic: the anchoring is assumed to align the dopant with the nematic without causing additional stiffness or memory effects in the nematic. More importantly, phenomenological parameters are required to describe the coupling between dopants dipole and external fields. These parameters have been fitted with some success using experimental data [23] , but there is clearly a need for a macroscopic model whose parameters are derived self-consistently from the microscopic equations. This paper outlines the first steps in developing such a theory. This theory aims to produce a macroscopic model for colloidal nematics that explicitly treats the microscopic physics and geometry of the colloidal particles. We consider a liquid crystal confined by a set of evenly distributed inclusions of fixed orientation and position. The inclusions we consider may be identified with a periodic microstructure or with fixed dopant particles. We discuss in Sec. IV the consequences of this approximation and how it may be relaxed in future work. The size and volume fraction of the particles are assumed small with respect to the macroscopic size of the device. Hence, the spacing between these inclusions is small with respect to the length scale of interest, but not so small that a Q-tensor macroscopic theory is no longer valid (e.g., 30 to 50 nm with respect to micron-sized macroscopic lengths). This length scale ratio forms the basis of the homogenization technique and allows us to derive averaged or "homogenized" equations which capture the underlying geometrical effects of the inclusions through a representative cell problem [24] . The cell problem allows us to relate the macroscopic parameters to the microstructure of the particle-liquid-crystal interaction.
This approach enables us to form a direct link between the geometry of the microstructure or dopant distribution and the effective material parameters used to describe the macroscopic system.
Existing literature relating to homogenization and liquid crystals [25] [26] [27] prove under general conditions the convergence of the homogenization scheme based on the director representation of the nematic liquid crystal. In particular, they assume that the anchoring is characterized by a preferred direction on the dopant surface and a single anchoring energy. Here we consider a similar system, but derive the multiscale equations using the Q-tensor formalism. Our aim is to verify them against numerical simulations and to use them to study the effect of particle anisotropy on the liquid crystal.
The multiscale approach offered by homogenization theory has many advantages with respect to a full Q-tensor simulation. First, it clearly identifies the physical effects of the inclusion of particles on the liquid crystal, in terms of modification of the macroscopic parameters of a pure liquid crystal, or the creation of new terms and effective fields. Second, it allows these corrections and the resulting effective fields to be computed directly from a microscopic theory. While these computations may be complex and costly, they are required only once for identical inclusions. Finally, the complex geometry resulting from the inclusion of particles severely increases the computation time of a Q-tensor simulation. The homogenized equations do not suffer from this effect, because their geometry is the same as that of an undoped system. This paper is organized as follows: in Sec. II we develop the multiscale model, present the main results of this paper, and outline the assumptions we made in modeling our system. In Sec. III we validate the model by comparing numerical simulations of the full system with the predictions of the homogenized equations. We then use the homogenized model to study the effect of the particle inclusion on the Fredericks transition and on the switch-on and -off time of a planar cell. In particular, we show that by using ellipsoidal inclusions the switch-on or switch-off time can be reduced. Finally, in Sec. IV we discuss the approximations at the base of the homogenized model and how they may be relaxed.
II. THEORY

A. Governing equations
We describe the alignment of the nematic by the Q tensor [28] which, for a general biaxial nematic liquid crystal, is given bỹ
HereS is the scalar order parameter andβ is the biaxiality parameter, I is the identity matrix,d is the liquid crystal director field, andm is a unit vector defining the second principal axis ofQ, which is orthogonal to the director. We describe the liquid crystal orientation through a free energy minimization. In constructing our model we make several assumptions about our system. In order to apply homogenization we assume periodicity, i.e., the inclusions form a periodic array of unit , where L x is the size of the macroscopic system. The homogenization process involves studying the limiting behavior of a system as η tends to zero while the total size of the system remains constant. We consider a system of constant size L x as the size of the periodic microstructure L y tends to zero and the number of inclusions diverges. The inclusions are assumed to remain in fixed positions and orientations, but we pose no restrictions on their geometry. The total free energy of the nematic is
The bulk elasticF B , thermotropicF t , electrostaticF e , and surfaceF s free energy density of the nematic are given bỹ
Here A, B, and C are the Landau coefficients which are assumed to be temperature independent. All temperature effects are confined to the T − T * term, where T is the temperature and T * is the pseudocritical temperature at which the isotropic phase becomes unstable. L B = energy density andQ S is the preferred alignment tensor which parametrizes the surface free energy. The electrostatic tensor E is related to the electric potential bỹ
whereφ is the electric potential. We follow the approach outlined in Ref. [29] and express the scaled Q tensor, preferred alignment tensor, and electrostatic tensor on the basis of traceless symmetric tensors. The components on this basis areã We are interested in the case where neither the surface energy nor the bulk energy dominates the behavior of the system. We expect that in this regime there will be a richer interplay between the two constituents, particles and liquid crystal, that will show the potential of homogenization theory to obtain realistic macroscopic equations. To this end we require that the ratio of bulk to surface energy remains constant as η tends to zero. This imposes constraints on the strength of the surface anchoring in the system because the total surface area of the inclusions tends to infinity as η tends to zero. To determine the scaling of the anchoring energy we estimate the total bulk elastic and surface energy in the system. For the system pictured in Fig. 1 the dimensional bulk elastic energỹ F B and surface energyF S are given bỹ
with V lc being the total volume of liquid crystal and A being the total contact area with the inclusions. For spherical inclusions of radius r = ηr 0 , the total surface area of the inclusions is A = 4πr 2 0 η 2 N where N is the total number of inclusions. The total number of inclusions in the system is N = 1 η 3 , hence the surface energyF S scales asμη −1 . The total bulk elastic energy is independent of η, hence, for a system with a constant ratio of surface to bulk free energy, the anchoring energy densityμ must scale as η. This constraint is compatible with the requirement that the anchoring is weak enough not to induce defects in the particle neighborhood. As shown by Ref. [30] no defects form ifμr/L B 4. As both μ and r scale with η this relation is always satisfied in the homogenization limit, η → 0.
Finally, we assume that the inclusions can be treated as ideal conductors and solve Maxwell's equations subject to a constant floating potential across each individual inclusion. This approximation is justified for dopant particles considered here under ac conditions, because the penetration depth of the electric field is far smaller than the particles.
Details of the nondimensionalization used are given in the Appendix. The governing equations can be derived from a dissipation principle [31] . When fluid flow is neglected the dissipation principle takes the form
with the dissipation function given by
Here ζ is related to the Leslie rotational viscosity γ 1 by ζ = γ 1 3S 2 ,t is time, andF V is the total volume free energỹ
In the limit of static configurations the dissipative principle produces the Euler-Lagrange equations minimizing the free energy of the nematic. The governing equations are obtained from Eq. (7), and the boundary conditions on the inclusions are time independent and are found from minimizing the free energy over ∪ i i . In nondimensional form these arẽ
where b(x) is the prescribed value of a(x) on the macroscopic boundary ∂D, andn is the unit normal on i . The nondimensional elastic constant is given byξ
is the dimensionless dielectric anisotropy, W =μ
is the dimensionless anchoring strength, and 0 is a characteristic potential. The nondimensional time t and spatial position x are t = 
where 1936 with u being the isotropic dielectric coefficient. C i is the constant potential attained on the surface i of the ith inclusion. The value of this constant is determined by the macroscopic boundary conditions (11b). V 0 (x) is the prescribed value of the potential on the macroscopic boundary ∂D.
B. A priori estimates
The nondimensional elastic constantξ andχ a = 7.221 × 10 −7 . Conversely, the thermotropic term M(a)a is O(1), indicating that the liquid crystal dynamics, Eq. (10a), has at least two different timescales [32] . Evolution on the fast timescale is determined by the thermotropic term M(a)a which drives the Q tensor into the uniaxial state [32] . We are interested in the reorientation of the liquid crystal due to the elastic and electrostatic energies. The re-orientational dynamics occurs on a far slower timescale because it is driven by the weaker elastic and electrostatic terms. In a typical setup, L x 10 μm, L y 100 nm and, hence, η 0.01. We therefore scale the liquid crystal parameters asξ 2 0 = η 2 ξ 2 0 and χ a = η 2 χ a . As the slow time dynamics is driven by these two O(η 2 ) quantities, we rescale time with η 2 ,
and assume that all faster processes have reached equilibrium. The timescale t 2 , given by Eq. (12), is the slow timescale on which the nematic reorientates.
The last scaling relation that we need to introduce concerns the surface-anchoring energy. As discussed earlier, in this paper we consider the case where the ratio of surface to bulk energy remains constant as η → 0. We have shown, by using Eqs. (6) , that this implies that the surface-anchoring energy W must scale linearly with η. We therefore define a scaled anchoring energy W 1 as W = ηW 1 .
Before we proceed to apply homogenization theory to our system we identify the physically relevant range of anchoring energies that our model applies to. We assume inclusions are fixed and do not nucleate defects. As noted previously, the weak-anchoring condition [30] always holds in the homogenization limit. Assuming fixed inclusions is likely to be valid provided inclusions do not aggregate on the experimental timescale. In a real system η = 0, hence, we now estimate values of W 1 that do not induce defects.
Using the parameters in Table I we find that the anchoring energy density scales asμ = 3.28 × 10 −8 ηW 1 J/m 2 . For a typical liquid crystal cell used in our numerical simulations L x = 32 μm, L y = 1 μm, and a particle of radius 50 nm, weak anchoring corresponds to W 1 40 000. Ruhwandl et al. [7] identify the aggregation time using a director based model by considering the elastic interaction between separated colloidal particles. The aggregation time is given by [7] 
where ν is a characteristic viscosity taken to be ν = 0.1 Pa s and c m = 0.74 is the maximum colloidal packing fraction. Using Table I and the above parameters, the volume fraction of particles is c = 5 × 10 −4 giving an aggregation of τ ag ≈ 25 weeks for W 1 = 100. We expect the theory developed here to apply to low volume concentrations, i.e., c 0.01. However, for the purpose of numerical verification it is easier to simulate systems containing larger inclusions, and hence larger volume fractions.
C. Homogenization
To homogenize Eqs. 10(c) and 11(d) we use a perturbation expansion in the small parameter η. We define a microscopic scale y by the relation y = x η and assume that all fields are, a priori, functions of x and y. We use the chain rule and expand φ, a, Q, e, the floating potentials C i , and the spatial derivatives as a series in η:
where e 0 , e 1 , and e 2 have components given by Eq. (A8c).
Here we provide an overview of the homogenization process, with full details given in the Appendix. First we substitute the ansatz (14) into Eqs. 10(c) and 11(d) . This produces a set of equations at different order in η which we solve on the microscale in ascending powers of η up to and including terms of O(η 2 ). To first approximation, i.e., collecting terms of O(η 0 ), we see that variations in the electric potential or alignment of the liquid crystal on the scale L x are neglected and the macroscopic boundary conditions do not come into the problem. Because the alignment on the inclusions is weak there is nothing to fix the liquid crystal orientation at this order. The result is that a 0 is independent of the microscale coordinate y with the constraint that a 0 is uniaxial with scalar order parameter determined by the temperature of the system. Similarly we find that φ 0 is only fixed by the boundary condition on the inclusion, Eq. (11c). Hence, φ 0 must be independent of position and must define the value of the potential on the particle surface.
In order to uniquely determine the macroscale dependence of the variables a 0 and φ 0 , we collect terms at O(η). However, as is common to homogenization problems, rather than finding an equation for a 0 (x) and φ 0 (x), we find a set of equations which relate the derivatives of these quantities on the scale L x to the first-order corrections a 1 and φ 1 . These equations are commonly referred to as cell problems. Unlike the equations at O(η 0 ), we find that these cell problems have a solution which depends on both x and y. Using an appropriate change of variable, we are able to solve these cell problems to find the relationship between a 1 and ∇ x a 0 . Similarly, we obtain a relationship between φ 1 and ∇ x φ 0 . Note, however, that we do not need to explicitly obtain a 1 and φ 1 .
Finally, we expand to O(η 2 ) and obtain an equation for a 2 and φ 2 . Rather than solve these equations directly we impose a solvability condition to eliminate a 2 and φ 2 . The result is an averaged set of equations for a 0 and φ 0 which is independent of the microscale geometry. These equations capture the microscopic geometric features through a set of effective parameters which are obtained from the cell problems found at O(η 1 ). In addition, the effect of the anchoring to the inclusions is captured through an averaged forcing term. Combined with the O(η 0 ) constraints and macroscopic boundary conditions, these equations form a complete description of the liquid crystal alignment. The homogenized equations are
for k = 1,2,3 where V (k) are given by Eq. (A19) and span the tangent space of the manifold of uniaxial Q tensors [32] . These equations are solved subject to the constraint that the scalar order parameter is a constant determined by the temperature of the nematic and the biaxiality is zero.
The effective fields and material parameters that appear in Eqs. (15) are given by
Here, | | is the volume of liquid crystal in a unit cell, | np | is the volume occupied by an inclusion, and δ ij is the Kronecker delta. The fields χ k ( y) and R k ( y), k = 1,2,3 that appear in Eqs. (16) and (19) are the solutions of the two sets of cell problems.
The first set of cell problems determine χ k , k = 1,2,3 and relates the change in elastic response of the system to the microscopic geometry:
whereê k for k = 1,2,3 are the Cartesian basis vectors. Although Eqs. (20) define χ k up to a constant, only the derivative of χ k enters the homogenized equations. In the appendix, where we give more details of the derivation of the cell problem, we also show a plot of χ 3 for an arbitrary value of the constant (Fig. 6) .
The second set of cell problems determine the altered electric field felt by the nematic due to the presence of the metallic inclusions:
When supplemented with macroscopic boundary conditions on ∂D, Eqs. (15)- (21) form a complete macroscopic description of the liquid crystal alignment.
In the next section we show that Eqs. (15)- (21) are both accurate and numerically efficient. Before doing this, however, we want to highlight that they also give a clear, quantitative, and deep physical insight into the behavior of the doped liquid crystal. The material parameters and effective fields defined by Eqs. (16)-(19) have the following physical interpretations: Under the single elastic constant approximation the elasticity of the undoped nematic is isotropic. This is not true in general when inclusions are present. The effective elasticity tensor D ij encodes the anisotropic excluded volume effect into the homogenized equations. We assume homeotropic anchoring on the surface of the inclusions which remain in fixed positions and orientations. This results in a forcing term q that favors a nematic aligned with the average preferred orientation on the inclusions. We modeled the inclusions as ideal metallic particles, assuming the potential is a constant value across each inclusion. Hence the macroscopic electric field e M is amplified by the factor (1 + 2
). This factor quantifies the increase in voltage drop due to the constant potential on the metallic inclusions. Finally, the polarization field p results from the fringe electric fields around an inclusion: the electric field must be orthogonal to the surface of the inclusions. Hence, even a uniform external electric field will induce components along all the coordinate axes close to the inclusions.
III. ANALYSIS OF MODEL
A. Validation
In order to validate Eqs. (15)- (21) we compare their predictions with numerical simulations of the full system for two cases of inclusions in a twisted cell. In a twisted cell, the director is parametrized byd = (sin(θ H ) cos(φ H ), sin(θ H ) sin(φ H ), cos(θ H )) (see Ref. [33] , page 101) with the x 3 axis measuring distance into the cell. The tilt angle θ H is measured down from the x 3 axis and the twist angle φ H is measured counterclockwise from the x 1 axis. The first case consists of spherical particles with an applied electric field and the second case consists of ellipsoidal particles in the absence of an applied field; see Fig. 2 . The cells are of thickness L x = 32 μm, the particles are assumed to be evenly distributed with separation L y = 1 μm, and the material parameters used are given in Table I . In the first case, the spherical particles are of radius 0.3 μm; in the second case the semimajor axis of the ellipsoids is 0.3 μm and the two minor axes are 0.1 μm, the ellipsoids orientation is given by (θ p ,φ p ) = (45
With θ p measured down from the x 3 axis and the twist angle φ p measured counterclockwise from the x 1 axis. We apply a potential difference across the liquid crystal (LC) cell and compare the director profile obtained by solving the full system of equations 11(d) and 10(c) using COMSOL multiphysics, a finite element package, to that obtained from the approximate system, Eq. (15). The full Q-tensor equations were implemented as a general form partial differential equation (PDE) in COMSOL. The geometry consists of an array of unit cells along the x 3 axis, each containing a single inclusion. We imposed periodic boundary conditions on the exterior sides parallel to the x 3 axis and strong-anchoring conditions with zero pretilt and pretwist on the sides parallel to the x 1 -x 2 plane. A free tetrahedral mesh of custom mesh size was used in the bulk of the domain and a free triangular mesh was applied at the boundaries. We used the time-dependent solver with relative and absolute tolerances of 10 −4 , the default MUMPS linear system solver and the solution to the homogenized equations as initial conditions. To solve the homogenized equations we used a pseudospectral code as described in Ref. [32] and we solved the cell problems (20) and (21) (21) for a range of values of Q 0 and interpolating. We also computed the response of an undoped cell for comparison by using a spectral method. Figure 2 shows a comparison between the homogenization predictions, the full finite element simulation, and an undoped solution corresponding to the case where no particles are present. We see that there is very good agreement between the homogenized equations and numerical simulations for both spherical and ellipsoidal particles.
B. Doped liquid crystals in a splay geometry
Having validated the homogenized equations, we now use them to study the effect of dopants on two characteristic features of liquid crystal cells in a splay geometry; namely, the Fredericks transition, and the switch-on and switch-off times. In the splay geometry the director is confined to the x 1 -x 3 plane and varies only in the x 3 direction with
The director is parametrized by the angle θ H (x 3 ,t) measured from the x 3 axis,d = ( sin(θ H ), 0, cos(θ H )); with this parametrization the constraints on the order parameters are automatically met. The governing equation (15a) reduces to a zero twist constraint and a governing PDE for the director angle θ H . The director angle satisfies 
dV , (23b)
We compute Eqs. (23) We consider two microscopic geometries: a regular array of spheres of radius R and an array of ellipsoids of semi axes r 1 ,r 2 ,r 3 of various orientations. Figure 3 shows how the Fredericks transition depends on the particle radius for spherical dopants and on the aspect ratio at constant surface area for ellipsoidal dopants. Figure 4 shows how the source term and elasticity tensor vary with particle size and orientation for the systems in Fig. 3 . Spherical inclusions always reduce the Fredericks transition: the excluded volume effect reduces the elasticity and the presence of metallic particles forces the potential to drop across a smaller region of liquid crystal, giving a larger field. Moreover, for spherical dopants there is no source term q present to stabilize the zero-voltage configuration. Ellipsoidal particles break the symmetry of the Fredericks bifurcation unless their major axis is aligned parallel or orthogonal to the initial director configuration. The Fredericks transition may be lowered or raised depending on the competition between the excluded volume effects in D ij , the source term q, and the enhanced electric fields e M and p. By linearising Eq. (22a) about the zero-voltage solution, θ H = π/2, we can obtain an algebraic expression for the Fredericks transition,
This formula is valid only if neither the electric field nor the inclusion alignment field q induce a twist and θ H = π/2 remains a solution. These constraints follow from the governing equations (22) . Substituting θ H = π/2 into Eq. (22a), we must have
The zero twist condition is given by Eqs. (22b) and (22c), these are satisfied for arbitrary θ H provided
For ellipsoidal particles, Eq. (26) restricts the major axis of the ellipsoids to the plane containing the director. If the major axis of the ellipsoids were to leave the plane, the preferred anchoring on the inclusions and fringe fields would force the director out of plane and the chosen parametrization would no longer describe the system. The second constraint, Eq. (25), guarantees that there is a perfect bifurcation and is satisfied by ellipsoids with homeotropic anchoring provided they are aligned with the initial director or perpendicular to it. If Eq. (25) is not satisfied, the Fredericks transition is softened as if there were pretilt at the boundaries.
To obtain expressions for the switch-on and -off times from the uniform state, we linearize Eq. exceeding the Fredericks threshold we obtain the switch-on time (see Ref. [33] , pages 220-222)
It should be noted that, even though we have neglected fluid flow in these formulas, the correction to the switch-on times due to induced fluid flow within a planar cell is minimal for most liquid crystals (see Ref. [33] , page 228); likewise, the correction to the switch-off time from a slightly distorted state is small. Figure 5 shows how the switching times vary with aspect ratio for a range of ellipsoidal particles with homeotropic anchoring. Particles are either aligned with the initial director or orthogonal to it. In the case of alignment with the initial director, the homeotropic anchoring destabilizes the zero-voltage solution and we see a decrease in the switch-on time and an increase in the switch-off time. This situation is not completely reversed for particles aligned parallel to the initial director. In this case the effective field acts as a restoring force and decreases the switch-off time. However, the enhanced electric field dominates and the switch-on time decreases as well, despite the reduced elastic constant and unfavorable source term. This example illustrates how doping with particles may be used to tailor the properties of the LC to specific applications. The simplicity and computational efficiency of the homogenization method makes optimizing these properties a realistic prospect. 
IV. CONCLUSIONS
In this paper we studied the alignment of a nematic liquid crystal which is confined by a set of periodic metal inclusions. By using the method of homogenization, we derived a set of approximate equations which describe the alignment of a liquid crystal subject to an applied external electric field and weak anchoring on the surface of the inclusions. The inclusions we consider are of arbitrary shape but are assumed to vary on a scale much smaller than the macroscopic length scale of interest. Hence, these inclusions may be identified as either a periodic microstructure or a set of dopant particles. The key advantage of this method is that we are able to link the macroscopic properties to the microscale structure through a representative cell problem rather than by explicitly considering the full geometry.
The derivation of these equations is based on several assumptions regarding the physical and geometric properties of the system. Specifically, we consider only metal particles which we consider to be uniformly distributed across the device. The choice of material is not a limitation of the theory developed here and this method could be extended to include dielectric, ferroelectric, or ferromagnetic particles. The result of this would be that the cell problem for the electrostatic field would be different and there would potentially be a coupling between the cell problems for the liquid crystal and electric field. It is also possible to improve upon our existing model for gold. We assumed that the gold inclusions can be modeled as ideal conductors; this could be relaxed to include a finite skin depth under dc conditions. Additionally, the optical response of gold nanoparticles of 5 to 100 nm in diameter can be modeled macroscopically [35] . This is achieved by including scattering contributions to the complex dielectric permittivity. The assumption that the particles are uniformly distributed allows us to simplify the cell problem by using the assumption of periodicity. Similarly assuming that the particles are of fixed position and orientation reduces the interactions that we have to consider.
These approximations are appropriate for the case of a periodically patterned microstructure. However, for the case in which the inclusions take the form of particles, these assumptions may break down and random distributions of particles and particle movement will need to be considered. Random inclusions can be dealt with for low volume fraction materials simply by assuming that any deviation from periodicity will induce an error of O(η). However, a more accurate approximation could be obtained by using methods for general random media, such as used, for example, in Ref. [36] . The particle rotation and motion, due to fluid flow or elastic and electrostatic forces, is a more complicated issue. Rigid body rotation of porous structures has been considered in the context of elasticity [37] , in which case a nonlinear elasticity theory is derived. The drift of particles could also be included by assuming that the motion is sufficiently slow compared to the reorientation. However, we expect that in this case the correction to our existing results would be small. Dropping the weak-anchoring approximation is another possible extension of this project. Doing so would not be trivial, but may ultimately lead to a detailed comparison to the periodic systems discussed by Muševič et al. [5] .
The final homogenized equations (15)- (21) capture the effects of the underlying geometry in terms of an effective elastic tensor and a forcing term which acts to align the liquid crystal to the average preferred direction on the surface of the inclusions. We found excellent agreement between large-scale numerical simulations in which the full geometry is included and the predictions of our model. The homogenized equations require significantly less computation time than the full geometry. The elasticity cell problem for the liquid crystal only needs to be solved once to parametrize the equations and takes less than 10 seconds on a desktop PC for a spherical particle. The cell problem for the electric field (21) must be solved for a range of Q 0 to parametrize the equations. However, the solution for each configuration takes under 10 seconds to compute and needs only be done once for any particular dopant. The corresponding simulation of the full geometry takes approximately 15 hours on a single 16 core node of the Iridis 4 supercomputing cluster at the University of Southampton.
By computing the effective material parameters of the nematic as a function of inclusion geometry we can quantify the effect of these inclusions on the Fredericks transition and the switch-on and switch-off times for the liquid crystal. We showed that, by using simple ellipsoidal inclusions with a preferred homeotropic anchoring, the switch-on and switch-off times can be either increased or decreased. The link which this method provides between the macroscopic behavior of the liquid crystal and the underlying geometry will be of fundamental importance in the design of composite liquid crystal materials with optimal material parameters.
, where 0 is a characteristic potential. We scale the spatial coordinates x = L x x where L x is a characteristic length. Expressed in nondimensional form the total volume free energy is
with nondimensional anchoring energy
Here,ξ
, and T 0 = T −T * T c −T * are the squared of the coherence length, the dielectric coupling constant, the dimensionless anchoring strength, and the reduced temperature, respectively, with T c being the clearing point temperature and the remaining symbols being defined in the main text. The governing equations derived from the dissipation principle (7) and free energy minimization over the boundary of the inclusions arẽ 
with
The electric field is governed by Maxwell's equation ∇ · D = 0 subject to a floating potential on the metallic inclusions. Expressed in terms of the scaled electrostatic potential φ this reads
where α = with u being the isotropic dielectric coefficient. C i is the constant potential attained on the surface i of the ith inclusion. It is determined by the macroscopic boundary conditions (A7b). V 0 (x) is the potential on the macroscopic boundary ∂D.
Homogenization
To homogenize Eqs. (A4c) and (A4d) we use a perturbation expansion in the small parameter η. We define a microscopic scale y by the relation y = x η and assume that all fields are, a priori, functions of x and y. We use the expansions of φ, a, Q, e, the floating potential C i , and the spatial derivatives given in Eqs. (14) . The terms e 0 , e 1 , and e 2 in Eq. (14) have components given by
for i = 1, . . . ,5.
As discussed in Sec. II we setξ 2 0 = η 2 ξ 2 0 ,χ a = η 2 χ a , W = ηW 1 and rescale time according to Eq. (12) . We assume that all faster processes have reached equilibrium. We also expand M(a) = M(a 0 + ηa 1 + η 2 a 2 + O(η 3 )) in a Taylor series about the point η = 0:
where a 1k is the kth component of the vector a 1 . The method of homogenization is as follows: we substitute Eqs. (14) into (A4c) and (A7d) and solve the resulting equations in ascending powers of η. In doing so we impose appropriate solvability conditions at each order in η, requiring that all equations have a solution. This requirement imposes constraints on the terms in Eq. (14) . Once we have proceeded to O(η 2 ) we will have sufficient constraints to determine the leading-order behavior of the system. 
The leading-order electric potential is governed by
Notice that φ 0 = φ 0 (x) and a 0 = a 0 (x) solve Eqs. (A11b) and (A11c) provided that the conditions . β 0 is the biaxiality at leading order. Condition (A12a) fixes a 0 onto the solution manifold consisting of uniaxial tensors of order parameter S 0 . The remaining degrees of freedom will be determined at higher order in η. Condition (A12b) constrains the potential to a constant unknown value on the surface of the ith inclusions. If φ 0 varies only on the macroscopic scale x there will be a small change in its value, of O(η) across a unit cell: as a result condition (A12b) cannot be satisfied and needs to be modified slightly. We Taylor expand φ 0 about a point x i on i :
where
] x=x i . By using the relation x = η y, we obtain
Hence we modify the boundary condition (A12b) to
Substituting Eqs. (A14) and (14c) into Eq. (A7c) and using Eq. (14f) we obtain an appropriate boundary condition for φ 1 :
The value of the constant C 0i will be fixed at higher order by using the macroscopic boundary conditions.
b. The O(η) equations
At O(η), by using a 0 = a 0 (x) and φ 0 = φ 0 (x) we find
and
where summation over repeated indices is implied. We have simplified Eqs. (A17) and (A18) by using the constraints on a 0 and φ 0 found at O (1) . We note that the electric field contribution e 1 , which would appear in Eq. (A17a), is zero because φ 0 is independent of y. To ensure solvability for a 1 we project Eq. (A17a) onto the vectors V (k) :
which span the kernel of the linear operator on a 0 defined by the left-hand side of Eq. (A10a). In the case of the nematic liquid crystal these vectors have the additional properties of spanning the kernel of the Hessian of the thermotropic part of the free energy density and being tangent to the solution manifold defined by Eq. (A12a) [32] . The solvability condition reads
for each vector V (k) , k = 1,2,3. We recognize the bracketed terms H ij = (M 0ij + ∂M 0iq ∂a 0j a 0q ) as the Hessian of the thermotropic free energy. Because the vectors V (k) span its kernel, the solvability condition (A20) is automatically satisfied.
We now proceed to find the solution of Eq. (A17a) subject to Eq. (A17b). We use the ansatz
where we have absorbed the long-scale spatial dependence of a 1 into the derivative of a 0 and a general vector valued function f (a 0 ,x). The vector f (a 0 ,x) belongs to the same space as a and, as a result, is isomorphic to a traceless symmetric tensor. By writing our ansatz in this form we split the spatial dependence of a 1 into distinct parts. So that χ k is uniquely defined we require that f is independent of ∂ a 0 ∂x k : all terms containing this dependence are contained in the coefficients χ k . Both χ k and γ depend periodically on the microscopic variable y only. The long-scale spatial dependence is contained entirely in the derivative of a 0 and the function f (a 0 ,x). Substituting Eq. (A21) into Eqs. (A17a) and (A17b) we obtain two problems. The first is the standard cell problem for elliptic homogenization,
n · ∇ y χ k = −n ·ê k , y ∈ i ,
where we have used the orthogonality of a 0 with its spatial derivatives to remove the thermotropic term. The second cell problem is
n · ∇ y f γ = 0, y ∈ i .
We project Eq. (A23a) for γ onto f to obtain
n · ∇ y γ = 0, y ∈ i ,
where K = a 0j )f k is the contraction of f with the Hessian H of the thermotropic free energy and is non-negative because we are at a minimum in the free energy. Hence the only solution to Eq. (A24a) is γ = 0. The remaining cell problem (A22) is solved numerically inside a unit cube with periodic boundary conditions on the outer sides, denoted B in Fig. 1 . A plot of χ 3 for a spherical particle of radius 0.4L y is shown in Fig. 6 . From this figure we see that χ k is, up to an unknown constant, modulated in the direction ofê k with the modulation being strongest near the poles of The arbitrary constant has been chosen so that the average modulation of χ 3 is zero. the particle. Because χ k is not uniquely fixed at O(η) we cannot, from this figure alone, determine the behavior of the first-order correction a 1 in Eq. (A21). However, as already stated in Sec. II C, we do not need to know this correction in order to derive the macroscopic equations for the liquid crystal alignment.
Turning to Eq. (A18), the solvability condition is obtained by integrating Eq. (A18a) over a unit cell and applying the divergence theorem
Substituting Eq. (A18b) into (A25) we find that the solvability condition is satisfied. To obtain the cell problem for φ 1 we make the ansatz 
where k = 1,2,3 and we have setφ 1 = C 1i . The final cell problem (A27c) can be solved numerically subject to periodic boundary conditions on B (see Fig. 1 ) once the leading-order alignment tensor Q 0 is known. Unlike for Eqs. (A17) a separation of scales is impossible and we cannot obtain a cell problem that is completely independent of the macroscopic variable x. While this may appear to be a problem it suffices to solve Eq. (A27c) for a discrete set of Q 0 and interpolate. 
As before we require that Eqs. (A28a) and (A29a) have solutions. We start by projecting Eq. (A28a) onto the kernel of the adjoint of the leading-order operator. The equation governing the alignment of the nematic is a 1k a 1 is also zero for a uniaxial nematic. We use Eq. (A8c) to write
