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https://doi.org/10.1061/(ASCE) IR.1943-4774.0001293 In the original paper, the authors evaluated the performance of support vector machine regression (SVR) in the estimation of energy dissipation of a stepped spillway. In order to determine the optimal combination of parameters for SVR, they coupled it with a genetic algorithm (GA). The GA-SVR model was developed using a total of 216 data points, which demonstrated a satisfying performance in estimating the energy dissipation in stepped spillways. Comparing the results to those obtained using the back-propagation neural network (BPNN), the superiority of the GA-SVR model was confirmed. The discusser would like to add a few points that may be taken into consideration by the authors and other potential researchers.
In order to prevent the model from being influenced by large values, the authors used min-max normalization [Eq. (6) of the original paper] to normalize the data. Although many formulas have been developed for data normalization, it does not guarantee that by using these equations the data are definitely being normalized. Each normalization process should be followed by a normalization test (Box and Cox 1964) .
In order to test their proposed methodology, the authors used 216 data points gathered from different studies, including 10 points from Roushangar et al. (2014) and 154 points from Salmasi and Özger (2014) , which were the majority of the data. Salmasi and Özger (2014) used an adaptive neuro-fuzzy inference system (ANFIS) to build their model, which according to Table 3 of the original paper resulted in better R 2 and root-mean-square error (RMSE) results (R 2 ¼ 0.9670 and RMSE ¼ 5.7840) than that of a BPNN as reported by Roushangar et al. (2014) Roushangar et al. (2017) reported better performance metrics using ANFIS (R 2 ¼ 0.9560 and RMSE ¼ 1.9340). These results and the fact that the majority of data were from Salmasi and Özger (2014) brings up the question of why the authors did not compare their results with the methodology used by Salmasi and Özger (2014) , which is a better criterion for comparing the performance of GA-SVR. Also, the data used by Salmasi and Özger (2014) have a skimming flow regime, which means that most of the data used in this study were based on this flow regime. This means the data cannot sufficiently represent the conditions in nappe and transition flow regimes.
The authors mentioned using GA in order to find the optimal values of SVM parameters. GA is a metaheuristic optimization algorithm that is used to achieve an optimal solution in a random search structure. GA starts with a random population in the first generation and changes this population in other generations using random-based operators, crossover, and mutation. This causes the results of each run to differ from others. In order to determine the best solution achieved by GA, it is suggested to run the GA several times and report the best solution (Bozorg Haddad and Mariño 2007; Bozorg Haddad et al. 2009; Orouji et al. 2011) . Another sensitive issue in applying metaheuristics is tuning the algorithm parameters. The evolutionary algorithms (EAs) are often highly sensitive to parameter selection, which can lead to unacceptable results, and GA is not an exception (Asgari et al. 2015; Bahrami et al. 2017; Bozorg Haddad et al. 2015) . However, the authors did not mention if and how they selected the optimal GA parameters such as percentage of crossover (P c ), percentage of mutation (P m ), and stopping criteria. This means that the problem is more complex than calibrating only three SVM parameters, thus the model proposed in this study is more complicated than suggested, which in turn decreases its convenience.
The authors compared the results obtained by GA-SVM with the results of a BPNN model. The BPNN used a random set of initial connection weights, and an improper selection of these weights will affect the convergence of the network (Sun and Xu 2016) . BPNN determines the values through continuous training. However, excessive training or lack of sufficient training can cause issues like overfitting or a failure in achieving the ideal result. That is why metaheuristic methods are proposed in studies to optimize the network weights of BPNN (e.g., Zhang et al. 2007; Li et al. 2015; Sun and Xu 2016) . The authors should have applied their methodology to BPNN in order to optimize the performance of the BPNN model using a metaheuristic method and then compared the results obtained by GA-SVM with a GA-BPNN model. This would have better demonstrated the difference in performance between the two developed models. Another issue with the BPNN model is cross validation. The authors mentioned applying "a fivefold cross-validation approach : : : to the entire data set to improve the training speed and precision of the GA-SVR model." But was there any cross validation in training the BPNN model? There was a mention of input and output variables consistent with those in the SVR model, but this is still ambiguous on whether or not cross validation was performed for the BPNN.
