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Clustering Algorithm for Zero-Inflated Data
Anusorn Thanataveerat
Zero-inflated data are common in biomedical research. In cluster analysis, the heuristic
approach fails to provide inferential properties to the outcome while the existing model-based
approach only works in the case of a mixture of multivariate normal. In this dissertation, I
developed two new model-based clustering algorithms- the multivariate zero-inflated log-normal
and the multivariate zero-inflated Poisson clustering algorithms. I then applied these methods to
the questionnaire data and compare the resulting clusters to the ones derived from assuming
multivariate normal distribution. Associations between clustering results and clinical outcomes
were also investigated.
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Chapter 1: Introduction and Background
When encountering data, there are many things that one can learn from it. We would like to
know, for example, if there is a relationship between variable X , independent variable, and variable
Y , dependent variable, and whether this relationship is confounded by other variables. Once the
relationship is established, we could further use this information to build a prediction model. It
is called “supervised” because of the presence of the predictor to guide the learning process [1].
In other words, let us assume we have a set of N observations (x1, x2, ..., xN ) of a random vector
X and a set of response outcomes with the same length (y1, y2, ..., yN ). We would like to know
the properties of the conditional density Pr(Y |X). Established methods under this realm include
regression technique, classification tree [2], and discriminant analysis. [3]
On the other hand we have unsupervised learning which, as the name suggests, does not entail
any learning process; no predictor is observed, only independent variables. The goal is to directly
infer the properties of the joint density Pr(Y ). Usually the problems in unsupervised learning are
high-dimensional, p > 3 (where p indicates the dimensions of an observation), thus non-parametric
methods such as additive modeling are ineffective [4]. One of the main objectives of unsupervised
learning is to describe how the data are clustered based on the similarity among observations. This
type of learning is often referred to as a cluster analysis.
The organization of this dissertation is as follows. Chapter 1 gives an introduction to cluster
analysis and describes the background behind the data and motivation. Chapter 2 proposes the new
1
clustering method which handles a mixture of zero-inflated multivariate log-normal data.
1.1 Cluster analysis
Cluster analysis, or data segmentation, is a technique which helps identify a cluster mem-
bership of independent observations, each having a set of variables so that members in the same
cluster behave more similarly to one another compared to those in different clusters. Jain [5] gave a
nice summary on the objectives of conducting cluster analysis as follows. First, to gain insight into
data, generate hypotheses, detect anomalies, and identify salient features. Second, to identify the
degree of similarity among observations. Third, through compression, the data can be organized
and summarized through cluster prototypes.
Despite its difficulty to confirm an outcome from a cluster analysis, one must resort to heuristic
arguments not only for motivating the algorithms but also for judgements as to the quality of the
results [1]. This approach, the most popular, is referred to as combinatorial algorithms. Another
method covered in this paper is called model-based cluster analysis. It differs from the heuristic
approach where it possesses statistical properties which enable us to make an inference on the
findings based on probability distributions.
Since there are many clustering algorithms to choose from, one should be careful not to over-
look the following aspects [6]. First, a prior knowledge on the data concerning the nature of
clusters should be acquired. Second, the algorithm used must be designed to detect the anticipated
clustering structures. Last, it should be able to perform well under the presence of an error in the
data.
As mentioned previously, it is useful to derive descriptive statistics knowing that clusters have
differences. However the definition of similarity here varies from one problem to another and this
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problem is analogous to choosing the loss function [1] in supervised learning and more crucial
than selecting the cluster algorithm itself. Yet it does not receive much attention as dissimilarity
measurement is heavily tied to subject matter.
1.2 Measuring dissimilarity
In order to assess dissimilarity, we must first present the data as a proximity matrix DN×N in
which the D(xi, xi′) element reflects the dissimilarity between the i-th and the i′-th observation
where i-th and i′-th ∈ {1, ...,N}. Let d j(xi j, xi′ j) measures the dissimilarity of variable j where




d j(x,xi′ j), i , i′. (1.1)





w jd j(xi j, xi′ j), i , i′ ;
p∑
j=1
w j = 1, (1.2)
as sometimes assigning equal weight to all variables could hinder clustering algorithm. Moreover,
the proximity matrix is not invariant with variable transformation so one must be able to justify
the choice of those scales used [7]. Last, the most common choice of d j(xi j, xi′ j) is the squared
Euclidean distance,
∑
j(xi j − xi′ j)2 , which will be assumed as the case for the rest of the chapter.
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1.3 Combinatorial algorithms
Edwards and Cavalli-Sforza [7] discussed that the method for cluster analysis is simply an
analysis of variance technique. It divides observations into “twomost-compact cluster”, repeatedly.
Similar to an analysis of variance which the sum of squares total could be partitioned into the sum
of squares within group and sum of squares between groups, the sum of the squared distances
between observations could also be split into “between-clusters sum of squares” and the total
“within-cluster sum of squares”.
All the combinatorial algorithms are based on heuristic but intuitively reasonable approaches.
Generally speaking, each observation’s exclusive membership to a specific cluster is created so as
to minimize the loss function. And the loss function is defined as follows.
Let k = C(i) be a cluster assignment which shows a many-to-one mapping between observa-
tion(s) i-th where i ∈ {1, ...,N} and N is a total number of observations and k which denotes the
cluster membership where k ∈ {1, ...,K} and K is a total number of cluster and K < N . We would









D(xi, xi′), i , i′ (1.3)









D(xi, xi′), i , i′. (1.4)
Milligan summarized all the necessary steps in conducting the combinatorial algorithm cluster
analysis as follows[8, 2].
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1. Choose variables that represent the cluster structure in the data.
2. Include variables that are predictive of the true cluster structure.
3. Determine the need to rescale/standardize raw variables.
4. Determine a measure of association by using a method which maximizes the dissimilarity
between clusters.
5. Select the clustering method that could extract cluster structure underlying the data.
6. Determine the optimal number of clusters.
7. Interpretation, validation and replication of the resulting clusters.
The combinatorial algorithms can be grouped into four categories:k-means algorithm, hierar-
chical algorithm, density based algorithm, grid based algorithm
1.3.1 K-means algorithm
K-means algorithm is a partition method, or relocation method, which groups observations into
non-overlapping clusters and each observation belongs to one cluster only; it was independently
discovered in different scientific fields. Lloyd’s work [9] was one of the earliest applications of k-
means algorithm. Edward Forgy [10] discovered a method which would appear to yield partitions
with low within-cluster variance. Here are the steps of k-means algorithm [11].
1. Start with K randomly-selected points as initial centroids. Generate K clusters by assigning
each object to its closest centroids.
2. Re-compute the cluster means with the current arrangement of objects.
3. Assign each object to the cluster with the nearest centroids computed in step 2.
4. If an object remains unmoved during a pass, stop. Otherwise, iterate steps 2 and 3.
During step 3, it is possible that object cannot be assigned to any centroids so another alternative,
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famous and widely used, was proposed by MacQueen [12]. The procedure starts with K groups
with each of the group having a single random centroid and all points are exclusively assigned to
the groups that whose centroids are closest to them and the centroids of the groups are recalcu-
lated. The assignment of observations and centroids recalculation are iterated until the centroids
no longer move.
Conventionally, the k-means algorithm, solely used when all variables are quantitative, mini-
mizes the squared Euclidean distance. Thus, the within-cluster point scatter (1.3) is written as the
















| |xi − x¯i′ | |2, i , i′ (1.5)
Now, the goal can be viewed as minimizing the sum of squared error over all K clusters.
In some circumstances, Euclidean metric might not be the best choice. For example, Kashima
et al. [13] successfully applied the L1 distance to the proportional data. Another example is when
there are outliers in the dataset since the squared Euclidean places the highest influence on the
largest distance.
The k-means algorithm requires a number of clusters K , initial centroids, and a proximity
matrix as input. The most influential component is the decision on number of clusters which
requires knowledge on the subject while different initial centroids can lead to different final clusters
due to a so called “hill-climbing algorithm” such as k-means could get stuck in local minima [1,
6
5]. Zhang et al. [14] ran 20 procedures of k-means algorithm on KDD99, a data set used for
building Intrusion Detection Systems, with parameter k = 4. The results showed that 80% of
initial centroids cause the algorithm to converge to local optimum. They state that “most of the
computation time is wasted on the useless iterations if the initial centers are not well chosen”.
Regarding a proximity matrix, Macqueen suggested running the algorithm several times with
each time modifying variables differently in order to understand the data structure and learn about
the degree of stability- a tendency for the within-cluster variation to remain similar in repetitive
runs; this is important when there seems to be no well separated clusters.
K-means algorithm: characteristics and applications
MacQueen [12] also presented the asymptotic behavior of the k-means and showed that the
algorithm will converge and the final centroids are unbiased. The k-means algorithms almost
surely converge to a local minimum as local variations of the loss function are bounded [15, 16].
In Figure 1.1 is an example from [14] which we present the solution space S for a one-dimension 2-
means clusters. The vertical and horizontal axes represent the first and second center, respectively.
Contour lines show costs of the loss function if the centers situate on those lines. The square
point is the local optimum in the space and let M be the current center set after the last iteration.
The dashed rectangle forms a maximal region- within which the centers can move in the future
iterations.- around center M . According to theorem 1, “assuming M is a k-means center set in S
and is covered by a closed region R ⊂ S. If every center set T on the boundary of R has the cost of
the loss function more than that of centers the M , the k-means algorithm with M as initial centers
must converge at some solution M′ ∈ R.” It is straightforward that any center of the boundary of
the rectangle must have cost larger than 10 therefore Icould substantiate that the local optimum L is
7
Figure 1.1: Plot depicting convergence to local optimum
enclosed by any of such maximal regions. In conclusion, if the current center M is surrounded by a
set of centers with higher cost of the loss function, the algorithm must converge at local optimum.
The point worth stressing on k-means’ application is that the algorithm is not for finding some
definitive grouping, but rather for obtaining qualitative and quantitative aspects of high dimensional
data, producing clusters whose membership behaves sensibly similarly [12]. Therefore, it should
be accompanied by knowledge on the subject.
An example of the k-means method is to develop a classification scheme based on a training set.
Once a new observation is known it can be grouped to a nearest cluster and labeled accordingly.
This proves useful when dealing with data of highly nonlinear relationship. Here, an example [17]
of the k-means application is given in image compression- known as vector quantization (VQ)-
which is applied to an image, wherein the pixels are grouped into three different clusters. The left
panel in figure 1.2 shows the original picture and the right shows the result of k-means clustering
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of 3 colors. The key objective of VQ is to reduce a storage space of an information.
Figure 1.2: A product of k-means clustering algorithm
Modified k-means algorithm
Generally when discussing techniques which accelerate the k-means algorithm, they could be
divided into two groups. First, a calculation of the nearest centroids which utilizes the metric
spaces triangle inequality property.
Let x be an observation and b, c be centers of clusters. If D(b, c)/2 ≥ d(x, b) then D(x, c) ≥
D(x, b) thus it is not necessary to calculate D(x, c), cutting down calculation time. This method
aims to eliminate unnecessary distance calculations; it is effective for datasets with up to 1000
dimensions [18]. Second, the procedure that relies on indexing structure such as a kd-tree [19]
A kd-tree (figure 1.3) is a binary tree, whose objective is to order observations based on their
coordinates of their covariates. Each division creates bounding box with equal number of mem-
berships. The process of splitting stops whenever a new sub-region contains no other observations.
Each node of the kd-tree is associated with a closed box, called a cell. If the cell contains at most
one point, then it is called a leaf. The algorithm initiates by identifying observations in a kd-tree
9
Figure 1.3: A kd-tree
which does not need to be recomputed at each stage thus this preprocessing increases the algorithm
efficiency. Kanungo et al. [20] pointed out that there is room for improvement if the algorithm
could pass on information from one iteration to the next, especially in the later iterations whose
centers are approaching their final positions. Regardless, the kd-tree approach suffers the curse of
dimensionality.
Another alternative proposed by Zhang et al. [14] is called “accelerated k-means algorithm
with lower bound computation” which helps terminate the iteration prematurely when it is im-
possible to find a better solution, saving computation time. They found the method to be highly
efficient especially with high dimensionality and many centroids.
1.3.2 Hierarchical Algorithm
Unlike k-means clustering, hierarchical clustering is an alternative approach which does not
require that we predetermine the number of clusters [21] and it is extremely intuitive. There are two
main methods in hierarchical algorithm, agglomerative and divisive approaches and both methods
aim to generate clusters with maximized between-cluster point scatter (1.4) (or minimized within-
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cluster point scatter (1.3)). From N observations in the dataset, there are N − 1 levels in the
hierarchy.
Divisive approach
The divisive hierarchical clustering initiates by treating the whole N data points as one sin-
gle cluster. Then the algorithm repetitively splits a cluster into two smaller clusters, in order to
maximize (1.4), and this division is repeated until there are N clusters.
Monothetic divisive methods apply to binary data [22] which a single variable is selected as
a divisive tool to maximize the distance between two sub-groups [23]. These straightforward
methods have been widely used in classification but could be misleading when dealing with rare
observations since the methods usually lead to a balanced tree. Polythetic divisive methods, on
the contrary, employ all variables at each stage. They select the pair of observations with the
largest pairwise dissimilarity, max(D(xi, xi′), and treat them as the centroids for the subsequent
sub-clusters [24]
These methods have been ignored mainly because of limitations in the computational aspects
[25] since for N observations, there needs to compare 2N−1 − 1 possible splits and this calcula-
tion grows exponentially with increasing N . In practice some partitions can be dismissed, with a
sequential method, from calculation in the presence of well separated clusters.
Agglomerative approach
The notion of an agglomerative hierarchical clustering algorithm was mentioned as examples
given by Ward (1963) [26]. The objective of the clustering, as presented by Ward, is to “minimize
the loss function associated with each grouping,” and quantify the loss function in a comprehensi-
11
ble way.
Starting with N observations, agglomerative method treats each observation as a cluster and
proceeds by grouping pairs of observations with the least dissimilarity- min(D(xi, xi′) - to one
another (of all N(N − 1)/2 pairwise dissimilarities), creating one less cluster at the next higher
level. Recursively this method results in all the observations merging into a set of nested clusters
organized as a hierarchical tree or a dendrogram (figure 1.4)- a tree-based representation of the
observations- where the entire hierarchy represents an ordered sequence of such groupings with
N − 1 levels in the hierarchy. The dissimilarity between any two clusters is reflected in the height
in the dendrogram at which the merge occurs; the less similar the pair the higher in the height the
fusion takes place. Still, one problem remains; how do we measure the dissimilarity between two
clusters? The term linkage is used when discussing the dissimilarity between a pair of clusters
Figure 1.4: A dendrogram
of observations. There are four common types of linkage. After computing all pairwise dissimi-
larities between observations in the two clusters, the single linkage is the smallest value of these
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dissimilarities; this can result in extended, trailing clusters, sensitive to noise and outliers. On the
contrary, the complete linkage uses the largest value of all dissimilarities, producing compact clus-
ters, biased towards globular clusters. The group average linkage uses the average of all pairwise
dissimilarities; this type tries to strike a balance between the pros and cons of the single and com-
plete linkage. Lastly, the centroid linkage measures the dissimilarity between the centroid of two
clusters. This could create undesirable inversions [21] since it is not monotonic.
Hierarchical algorithm: characteristics and applications
The hierarchical algorithm is only feasible when the number of data points is small. Even so,
providing no impressive improvement at each iteration, the results obtained could just be at local
optima. In addition, the most difficult part would be to decide how many clusters represent the
data by cutting the dendrogram at a proper level. The most common example of the hierarchical
algorithm is a taxonomy.
The hierarchical algorithm is also being used in a medical field. For example, Yamamichi et
al [27] implemented the algorithm on the results of a gastroesophageal reflux disease (GERD)
symptoms questionnaire and proposed new categorization which is used to detect the differences
of underlying factors between acid suppressant users and non-users.
1.3.3 Density-Based Spatial Clustering of Applications with Noise (DBSCAN)
This method was first proposed by Ester et. al. [28]. It is a non-parametric, density-based
approach which requires two inputs, ϵ (distance between data points that can be considered neigh-
bors) and number of minimum points needed to form a cluster (minPts), to locate regions of high
density within the dataset. It starts by randomly select a data point that hasn’t been looked at
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and consider if the minimum (minPts) is met. Then a cluster is formed around that data point.
Next cluster is expanded by recursively acquiring nearby neighboring data points through similar
calculation. Points not reachable from any other cluster-belonging point are outliers.
DBSCAN: characteristics and applications
DBSCAN is ideal when working with noisy data since it accommodates an existence of noise,
making it resistant to outliers. The required input does not involve the number of clusters and could
handle unconventionally shaped clusters unlike the k-means approach.
DBSCAN is not entirely deterministic as the border points could belong to more than one
cluster depending on which data points are looked at first but this instance does not generally
affect the clustering results. Also, the algorithm might have a hard time with clusters with contrast
densities for the parameters [29] cannot accommodate all clusters.
DBSCAN is designed for use with large databases, especially spatial data [28] such as satellite
images, X-ray crystallography, for example.
1.3.4 Grid-based algorithm
The grid-based approach is another popular tool for mining clusters in a high dimensional data
since, unlike those previous methods mentioned, the computation time is not proportional to the
size of the dataset. As the name suggests, this method focuses at the value space that surrounds the
data points, not the data points themselves. According to Grabusts and Borisov [30], the approach
starts with creating the grid structure. Then the density of each cell is calculated and the clusters are
formed on the grids. Some variations of the algorithm also utilize other methods such as density-
based, hierarchical clustering so as to organize cells based on their density. Several methods worth
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mentioning are CLIQUE ([31]), STING ([32]), MAFIA ([33]), and Wave cluster ([34]).
Grid-based algorithm: characteristics and applications
The resolution of the grid determines the clustering accuracy and the ability to recognize di-
verse data cluster boundaries. The striking advantage of the grid-based algorithm is its fast pro-
cessing time as data points are grouped into far fewer cells than there are data points. However,
some of the challenges of using the algorithm should be noted. First is the determination of the
number of width of the partitions and grid cells and these, in a way, largely determine the compu-
tation time. In addition, uniform grid cells might not be ideal when dealing with highly irregular
data distributions, with different shapes and/or densities.
1.3.5 Selecting the number of clusters
As mentioned earlier, determining the number of clusters is the most influential component
of the cluster analysis and should be guided with knowledge on the subject matter. Sometimes it
is also known, borrowed from hierarchical clustering methods, as “the stopping rules”. Various
methods have been proposed and studied. Milligan and Cooper [35] summarized 30 stopping rules
and showed the results from the experimental simulation, comparing them under the same context.
They found that Calinski and Harabasz index (CH(k)) [36] is the most effective one.
CH(k) = B(k)/(k − 1)
W(k)/(n − k), (1.6)
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where k and n are the number of clusters in the outcome and sample size, respectively, while B(k)
andW(k) are between- and within-cluster sum of squared errors assuming having k clusters. The
runner-up method is Duda and Hart’s method (1973) [37]; the test statistics, a ratio criterion Je(2)Je(1) ,
where Je(2) equals within-cluster sum of squared errors when a partition creates two clusters and
Je(1) is the sum of squared errors of the single cluster. If the test statistics is above a critical value-
derived from a function of number of dimensions and sample size- the null hypothesis indicating
that the two clusters are preferred is rejected. The data segmentation continues until it rejects the
null hypothesis thus arriving at the optimal number of clusters. More details on the complete 30
stopping rules can be found [35].
More recently Tibshirani, et al. [38] proposed the gap method whose main idea is to com-
pare the within-cluster variability with the expected variability under an appropriate reference null
distribution (extensively demonstrated in Gordon [39]). The gap statistic is defined
Gapn(k) = E∗n {log(Wk)} − log(Wk), (1.7)
Where Wk is the pooled within-cluster sum of squares around the cluster means and
E∗n {log(Wk)} represents expected value of log(Wk) under the reference distribution. The opti-
mal number of clusters k is the one which maximizes Gapn(k). Also it is clear that choosing the
reference distribution is also crucial. Under k-means clustering, Tibshirani, et al. [38] proved that
the uniform distribution is “the most likely to produce spurious clusters,” in the case of one dimen-
sional data, among all unimodal distributions based on the gap statistics. For the multivariate case
(p > 1), there does not seem to be a way to select a generally applicable reference distribution
which is due to the geometric nature of certain null distributions. As a result, they recommended
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two alternatives; one is to generate each reference, for each covariate, uniformly over the range
of observed values and two is to do so from a uniform distribution over a box aligned with the
principal components of the data [8]. Overall results of the gap test showed that it was superior
to other stopping rules. In addition, it can be used to test the null hypothesis about homogeneous
non-clustered data against the alternative hypothesis of clustered data.
To summarize, I have covered k-means, hierarchical, grid-based, density-based algorithms. K-
means algorithm could handle problems in which clusters are spherical or ball-shaped well but has
limited use when clusters differ in size or density or are non-spherical shapes as it has a tendency
for the frequency to be evenly split among clusters. K-means also does not operate well under the
environment containing outliers. The hierarchical clustering, on the other hand, has the ability to
handle clusters of different sizes by taking the number of points in each cluster in account when
preparing dissimilarity matrix and is good at detecting outlier. However the hierarchical clustering
does not have a global objective function so once a merging decision has been made, it cannot be
undone, potentially preventing a global optimization criterion to be fulfilled whereas in k-means
the decision to assign data points to clusters can change over iteration, with respect to a global
objective function. The density-based and grid-based are suitable for high dimensional data and
are resistant to outliers but their use should be accompanied with subject matter knowledge in order
to accurately capture the naturally existing clusters.
1.4 Model-Based Cluster Analysis
The concept of model-based cluster analysis was mentioned as an alternative to heuristic or al-
gorithmic approach by Bock [40] as it carries probabilistic and inferential framework although pre-
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viously the probabilistic model was seen to be applied in conjunction with a dendrogram structure
[41]. Generally we assume that each observation comes from a mixture of probability distributions,
with each distribution representing each cluster.
Given p-dimensional observation y = (y1, ..., yN ), let fk(yi |θk) be the density of an observation
yi from the kth cluster and k ∈ {1, ...,K}, where i ∈ {1, ...,N} and θk are the corresponding
parameters, and let K be the number of clusters in the mixture. The model for the composite of the
clusters is usually formulated in one of two ways [38]. First, the classification likelihood approach
maximizes
LC(θ1, ..., θK ; γ1, ..., γN |y) =
N∏
i=1
fγi (yi |θγi ), (1.8)
where γi are discrete values denoting the classification. γi = k if observation ith belongs to the kth
cluster. Second, the mixture likelihood approach maximizes





τk fk(yi |θk), (1.9)
where fk and θk are the density and parameters of the kth cluster and (τk ≥ 0;∑Kk=1 τk = 1). In this
paper, we will focus on mixture likelihood approach.
Most of the work in this area assumes Gaussian clustering [42, 43] represented by a density
function fk with mean µk and covariance matrix Σk , a probability density, φk , is
φk(xi |µk,σk) ≡




Banfield and Raftery [44] pointed out that assuming similar covariance matrices across clusters
is somewhat restrictive so they developed a framework where each cluster can possess different
orientation and size by a reparameterization of the covariance matrix Σk in its eigenvalue decom-
position.
Σk = DkΛkDTk , (1.11)
where Dk is the orthogonal matrix and Λk is the diagonal matrix whose entries are the eigenvalues
of Σk . I further define Λk = λkAk where λk is the first eigenvalue of Σk , Ak =diag{α1k, ..., αpk}
where these elements are proportional to the eigenvalues, and 1 = α1k ≥ α2k ≥ ... ≥ αpk > 0. Dk
dictates the orientation while λk and Ak determines the size and shape of the cluster k, respectively.
Bensmail and Celeux [45] applied eigenvalue decomposition in a supervised learning setting; it is
superior to the regularization technique with its simple geometric interpretation of the models and
it performs generally well compared to other traditional methods. In addition, they found that the
method performs well with a small sample size.
Through (equation 1.11), we obtain parsimonious and easily interpreted models which could
be applied to many clustering circumstances. For example, if each cluster shares the same spheri-
cal shape and volume, then Σk = λI, which is the sum of squares criterion known as Ward’s (1963)
[26] agglomerative hierarchical clustering method. If Σk = λk I, each cluster is spherical with
different volume. Celeux and Govaert [46] looked at 14 Gaussian mixture models with varying
specifications in the eigenvalue decomposition of the variance matrices and introduced the param-
eter estimation for each scenario. Through simulation experiments, they found that the models
allowing different volume clusters are sufficient in detecting many clustering configurations and
can be useful for problems in high dimensional space. An overview on all possible models derived
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from (1.11), including formulas for MLE were discussed at length elsewhere [42, 45, 46].
When encountering data coming from a mixture of probability distributions, one would like to
find the corresponding parameters from each distribution function. If we knew which distribution
function generated which data point, the maximum likelihood solution would involve fitting each
data point to its corresponding cluster. The only problem is we do not know. Therefore we turn to
expectation-maximization (EM) algorithm.
1.4.1 The Expectation-Maximization (EM) algorithm
The EM algorithm [47] is a tool used to handle difficult maximum likelihood problems which
was first proposed by Dempster et al. Rather than detailing a procedure for solving for the MLE,
we specify an algorithm that is guaranteed to converge to the MLE. [48] This method is widely
used in “missing data” problems. Previously, numerical iterative methods such as the Newton-
Raphson (NR) method and Fishers method of scoring can achieve convergence given reasonable
assumptions on the likelihood function but they are computationally exhaustive even in a simple
cases.
The algorithm begins with an expectation step (E-step) in which the conditional expectation
of the complete-data log-likelihood given the observed, Eθ(t)[l(θ; y)|yobs], is calculated at the cur-
rent estimate of θ for iteration t. Then the parameter estimates get updated so as to maximize the
expected log-likelihood from the E-step during a maximization step (M-step). The iteration be-
tween these two steps continues until the difference in the log-likelihood from iteration t and t + 1
(L(θ(t+1)) − L(θ(t))) is less than δ, where δ is a pre-specified small quantity.
For example, let’s assume there are a mixture of two Gaussian distributions Y1 ∼ N(µ1,σ21 ) and
Y2 ∼ N(µ2,σ22 ). What we observe is Yobs = (1 − ∆)Y1 + ∆Y2 where ∆ ∈ {0,1} with Pr(∆ = 1) = pi.
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Let φθ(x) denote the normal density with parameters θ = (µ,σ2). Therefore the density of Yobs is
gYobs (y) = (1 − pi)φθ1(y) + piφθ2(y)




log[(1 − pi)φθ1(yi) + piφθ2(yi)]




[(1−∆i) log φθ1(yi)+∆i log φθ2(yi)]+
N∑
i=1
[(1−∆i) log pi+∆i log(1−pi)] (1.12)
Since ∆i are unknown, I substitute it with expected values,
γi(θ) = E(∆i |θ, yobs = Pr(∆i = 1|θ, yobs). (1.13)
The EM procedure for this case is as follows.
1.Start with initial guesses for the parameters µˆ1, σˆ21 , µˆ2, σˆ
2
2 , pˆi
2.Compute the conditional expectation (Expectation step)
γˆi =
pˆiφθˆ2(yi)
(1 − pˆi)φθˆ1(yi) + pˆiφθˆ2(yi)
, i = 1,2, ...,N . (1.14)
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4.Iterate steps 2 and 3 until convergence.
EM algorithm: characteristics and applications
The computation of the E andM steps are fairly easy when the distribution of the complete-data
vector comes from the exponential family; sufficient statistics of the conditional expectation can be
used instead at the E-step and therefore avoiding the maximization of the expected log-likelihood
at the M-step [47].
EM algorithm has a number of desirable properties, such as its numerical stability, reliable
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global convergence, and simplicity of implementation [49] and is utilized in the various fields such
as medical imaging, genetics and neural networks. Additionally, it can be used in a Bayesian
statistics identifying the mode of posterior distribution.
However, depending on the starting values, they could converge to different local maxima if
the likelihood function has several stationary points, but under fairly mild regularity conditions of
the observed-data likelihood the algorithm can be shown to converge to a local maximum [50].
Examples of when the regularity condition is not fulfilled include a mixture of Gaussian distribu-
tions with different means and variances [51] and maximizing parameter value is on the boundary
of the parameter space. Moreover, Boyles (1983) [52] gave an example of when the Generalized
EM does not converge revealing flaws in the proof of convergence presented by Dempster, Laird
and Rubin (1977) [47].
There are several approaches to come up with an initial parameter θ including k-means clus-
tering algorithm or hierarchical clustering method. Also, choosing a sensible initial values for the
parameters, θ, helps speeding the convergence rate.
One criticism of the EM algorithm was that it does not provide standard errors automatically
[51]. But there are several methods that calculate standard errors based on the observed informa-
tion matrix I(θˆ; y) including direct evaluation which is the inverse of the I(θˆ; y); however it might
be analytically difficult to achieve. Another method involves computation of the complete-data
gradient and second derivative matrix which Louis (1982) [53] pointed out that it can be incorpo-
rated in the EM iterations easily. As for the regular exponential family case with θ as the natural
parameter vector, I(θˆ; y) could be obtained by
I(θˆ; y) = [covθ{t(X)} − covθ{t(X)|y}] θ=θˆ
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which t(X) is the sufficient statistic.
There are various approaches to come up with an initial parameter θ including k-means clus-
tering algorithm or hierarchical clustering method. Also, choosing a sensible initial values for the
parameters, θ, helps speeding the convergence rate.
Dempster, Laird, and Rubin (1977) [43, 47] showed that convergence of the algorithm is linear
with rate corresponding to the ratio of information observed so it can take a long time in the event
of too many missing data. In addition, the number of conditional probabilities estimated for each
observation is equal to the number of components in the mixture model so the algorithm might
not be practical for a model with many components [42]. We must also be careful when the
covariance matrix of any component becomes singular as the EM will break down. In other words,
the observations from that component cannot be collinear.
For the purpose of EM in this work’s setting, we focus on the case of finite mixtures which
Hasselblad (1966) summarizes its use in a mixture of poisons, binomials and exponentials distri-
butions apart from a conventional normal mixture model. Although the rate of convergence can
be slow, it would not be an issue in the cases with well separated mixtures. Furthermore, within
the mixture models framework, each cluster size must be sufficiently large to ensure that the first
M-step does not break down [54].
Dempster, Laird and Rubin [47] presented the application of EM algorithm, especially in the
realm of missing data. In the multinomial sampling, we have observations that are assigned to
aggregate of cells but we do not know the details of how many are assigned to particular cells.
In a normal linear model, it is easier to impute missing values using E-step rather than trying to
work with unbalanced data which will require an inversion of a matrix. The algorithm can also
be applied when we have information from different groups of observations consisting of different
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subsets of variables and we assume these continuous data are multivariate normal. EM is also
useful when dealing with censored, grouped and truncated data. Little and Rubin (1987) [55] show
how the algorithm can be used to solve the variance component estimates; this is the case when we
have a random effects model and would like to estimate the variance of the main effect and of the
error term.
1.4.2 Model Selection based on Bayes factors
When a number of clusters in the mixture is unknown, Wolfe [56], used the maximum like-
lihood ratio criterion to test hypothesis on how many clusters are present in the mixture. Binder
[57] argued that the null distribution of this method is often intractable and therefore proposed a
Bayesian approach to estimate the number of clusters G assuming multivariate normal, and addi-
tionally generalize to the exponential family. Binder, however, only showed the numerical exam-
ples on the supervised cases thus did not propose the method of determining the number of clusters
when the actual grouping is unknown. I have covered the issue regarding specifying the number
of clusters in a heuristic clustering approach. In the case of the model based clustering algorithm,
this problem is reduced to a model selection.
Our task is to compare the possible models and choose the most appropriate one given the
criteria set forth. Using a simpler model could mean that we need to divide the observations up
into smaller clusters in order to accurately represent the data. On the other hand, using a complex
model could help explain the cluster better therefore does not require splitting observations into
smaller clusters.
Bayes factor was developed in 1935 by Jeffreys [58]. Kass and Raftery (1995) [59] wrote “The
Bayes factor is a summary of the evidence provided by the data in favor of one scientific theory,
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represented by a statistical model, as opposed to another.”
Given the data D, assume that we consider an alternative hypothesis M1 and a null hypothesis
M0. Prior probabilities are defined as P(M1) and P(M0) and posterior probabilities are defined as
pr(M1 |D) and pr(M0 |D). From Bayes’s theorem,










Thus, posterior odds = Bayes factor × prior odds. In other words, the Bayes factor is the posterior
odds of the alternative hypothesis when the prior probability on the null is 0.5.
To generalize this beyond comparing two hypotheses, let us assume we have models M1, ...,Mk
under consideration with each model having prior probabilities p(Mk), where k = 1, ...,K . By the
law of total probability,
p(D |Mk) =
∫
p(D |θk,Mk)p(θk |Mk)dθk, (1.16)
where θk is parameter under a model k. p(D |Mk) is called the integrated likelihood of model Mk .
For example, assume I compare two models, M1 and M2, using Bayes factor which is defined by
B12. If B12 > 1, it implies that the data, D, favors model M1. If B12 < 1, D favors model M2.
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Fraley and Raftery [43] argued that selecting a model based on Bayes factors and posterior
model probabilities has its virtue as we do not usually deal with nested models in this context
and, in comparison to the hypothesis testing, it does not have multiple comparisons issues and the
inclination to select unparsimonious model which usually the case when we have large sample size
[44].
Bayesian Information Criterion
According to (16), as the integral part can be hard to estimate, it can be shown that the Bayesian
Information Criterion (BIC), with Laplace approximation, approximates the integrated likelihood
and, based on material from Schwarz (1978) [60], is defined as
BIC(Mk) = 2l(θˆk) − pk log(n), (1.17)
where l(θˆk) is the maximized value of the likelihood function of the model Mk with the estimated
parameter θˆk , and n is the number of observations, and pk is the number of independent parame-
ters in the model. Maximizing the BIC corresponds to maximizing the posterior model probability
therefore we select a model with a largest BIC. It was studied extensively that, in a context of
model-based clustering, model choice based on BIC has given good results [43] even though regu-
larity conditions for the BIC do not hold. Fraley and Raftery developed a model-based hierarchical
clustering which combines the concept of hierarchical agglomeration, EM, and BIC. First they
perform the hierarchical agglomeration whose results are fed in an M step of EM. Next model
selection occurs by comparing BIC from each model with the optimal parameters derived from the
previous step. Note that under an ill-conditioning of the estimated models, a local maxima could
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give a lower BIC, thus they put in place an algorithm which assesses the condition of the covari-
ance matrix and terminates the EM if the covariance matrix is too close to singularity, skipping
BIC calculation in the process.
The latter term pk log(n) acts as a penalty term to help maintain a rule of parsimony and note
that it is more stringent than the penalty term of AIC (Akaike Information Criterion) [61]. Wasser-
man [62] pointed out that while AIC aims to find the model M that produces a density estimate
closest to the true density, BIC is designed to find the most likely model given the data. If there
are nested models in a hierarchy order and one of them is the truth, BIC selects the smallest model
containing the true density but AIC generally does not. This phenomenon might not be the case
when the sample size is small as reported in [63]. Brame, Nagin and Wasserman [64] found that
BIC outperformed AIC in the simulated count data assuming bimodal distributions of the Pois-
son rate parameter. They also considered another alternative called the ICL-BIC criterion which
is modified from Integrated Completed Likelihood (ICL), developed by Biernacki et al [65], and
found that it performed consistently poorer than the other two, by choosing a model that is too par-
simonious. However, ICL performed reasonably well when dealing with the mixtures of normal
distribution both for choosing a model and determining a number of clusters.
Other approaches have been proposed such as the resampling method by McLachlan and Bas-
ford, Approximate Weight of Evidence (AWE) by Banfield and Raftery or entropy criterion called
NEC by Celeux and Soromenho. Nonetheless, these methods were initially created for choosing
the number of clusters not the clustering model.
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1.4.3 How to handle noise and outliers in the model
Outlier is an observation that stands out from the rest of the data. Including outliers into
consideration can sometimes lead to a misinterpretation of the model. Noise, on the other hand,
comes from an inaccurate measurement of the data; it could be due to the device used to measure a
variable is not accurate enough, causing an error from rounding or approximation. We sometimes
encounter outliers or noise whose presence are hard to categorize into certain groups or by doing
so might result in suboptimal likelihood. Banfield and Raftery [44] presented how to handle noise
by assuming them to arise from Poisson process.
1.5 Cluster Robustness and Validation
I have introduced readers to both the heuristic and model-based approaches and it is important
to validate the quality of the results. In general, a situation which several clustering methods
yield consistent outcomes is ideal; it provides more confidence in the results. When conducting
a cluster analysis, one would desire the results to be stable and reproducible under different data.
One way to test the robustness of results is cross-validation, splitting the data into different parts
and see if consistent results are achieved across all parts. This method, studied by Stone [66],
whose origin dated back to the year 1931 when Larson [67] randomly divided the sample so as to
investigate the“shrinkage of the coefficient of multiple correlation.” The method is adapted from
its application in supervised learning. Here is a brief explanation of the K-fold cross-validation.
The data is randomly divided into K groups in roughly equal sizes and the cluster analysis is
performed based on the K−1 parts, omitting k-th part. The procedure is repeated for k = 1,2, ...,K
and results from each run are compared. This method is appealing as it is simple to perform and
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widely adopted in areas such as density estimation, parameter selection, classification and stopping
criteria in neural networks.
Other approaches include performing different clustering methods and see if similar solutions
are attained, experimenting with different metrics of dissimilarity to see if the results are robust,
and tweaking the linkage criteria of the clustering method.
Since there are many clustering algorithms to choose from, one should be careful not to over-
look the following aspects [6]. First, a prior knowledge on the data concerning the nature of
clusters should be acquired. Second, the algorithm used must be designed to detect the anticipated
clustering structures. Last, it should be able to perform well under the presence of an error in the
data.
Another common task, and equally important, for cluster analysis is to compare results among
different algorithms. Note that a validation of clustering results is among the hardest parts of the
analysis. There are a few techniques available to compare two cluster solutions. If the number of
clusters are equal between the two solutions, a percentage agreement or the kappa coefficient [68]
can be calculated. If not, then the Rand index (RI) [69] can be used. It measures the degree of
agreement of every pair of objects in the dataset. An agreement is defined as having both partitions
put a pair in the same cluster or in different clusters. The Rand index tend to increase as the number
of partitions increases, making the range of Rand index variable and narrow. Hubert and Arabie
(1985) introduced the adjusted Rand index (ARI) [70] which accounts for the agreement occurring
by chance, removing the weaknesses possessed by RI. The higher the RI and ARI means the higher
a degree of agreement between two cluster solutions.
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Chapter 2: Multivariate Zero-Inflated Log-Normal Clustering Algorithm
In chapter 1 I gave an overview on cluster analysis and introduced the concept of a model-
based cluster analysis which possesses statistical properties, enabling us to make an inference on
the findings based on probability distributions. It is an unsupervised learning method which assigns
cluster membership to observations assuming each observation comes from a mixture of probabil-
ity distributions. With each distribution representing each cluster, the entire data set originate from
a mixture of K clusters G1, ...,GK . This concept was mentioned as an alternative to heuristic or
algorithmic approach by Bock [40] as it carries probabilistic and inferential framework. Most of
the work in model-based cluster analysis assume the data consists of subgroups which follow mul-
tivariate Gaussian distribution [42, 43], represented by a density function fk with mean µk and
covariance matrix Σk , a probability density, φk , is
φk(yi |µk,σk) =
exp{−12 (yi − µk)TΣ−1k (yi − µk)}√
det(2piΣk)
. (2.1)
However when it is clear that the data does not follow the Gaussian distribution, assuming so could
result in clustering overestimation. This chapter starts with an introduction to the zero-inflated data.
Then I proposed the new model-based clustering algorithm for the data derived from a mixture of
multivariate zero-inflated log-normal. Next the algorithm was tested on the simulated data, and
then it was applied to physical activity data from the Northern Manhattan Study (NOMAS) [71].
The chapter concludes with post-cluster analyses; specifically, associations between cardiovascular
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risk factors and resulting clusters were investigated. Comparisons of clustering results assuming
underlying distributions follow Gaussian and zero-inflated log-normal were discussed.
2.1 Zero-Inflated data
Many of the data in biomedical research are not normally distributed, including, for instance,
self-reported physical activity data. Lee et al. [72] stated that “semi-continuous outcomes such as
PA data are typically characterized by a substantive proportion of zero values and continuous non-
zero (positive) values that are often right-skewed”. The non-negative part could either be discrete,
such as a frequency of hiking undertook per week, or continuous- a time spent hiking per session.
With excessive zeros, assuming parametric distributions such as Poisson or negative binomial
could lead to a lack of fit. Using non-parametric approach is, unfortunately, not very convincing
since excessive zeros creates a large number of ties making a distribution of the ranking asym-
metric. If one decides to discard the zeros out of the analysis, whatever conclusion it reaches is
unreliable as it overlooks the possible relationship between the probability of observing zero and
the level of a non-negative response. Hence this type of data is challenging for analysis not only
positive distributions cannot represent it but also unbounded distributions are likely a poor fit.
2.2 Probability Density Function of Multivariate Zero-Inflated Log-Normal (MZILN)
The zero-inflated data can be represented by a mixed-distribution model which was proposed
by Lachenbruch [73]. It is similar to the ‘two-part model’ used in econometrics [74]. Combining
models for the probability of occurrence of a nonzero value and probability distribution of the
nonzero part, we write the trivariate probability density function (pdf) as follows.
32
Let y = (y1, y2, y3) be a vector of non-negative random variables y1, y2 and y3.
f (y) =

γ100 fk1(y1), if y1 > 0, y2 = 0, y3 = 0
γ010 fk2(y2), if y1 = 0, y2 > 0, y3 = 0
γ001 fk3(y3), if y1 = 0, y2 = 0, y3 > 0
γ110 fk12(y1, y2), if y1 > 0, y2 > 0, y3 = 0
γ101 fk13(y1, y3), if y1 > 0, y2 = 0, y3 > 0
γ011 fk23(y2, y3), if y1 = 0, y2 > 0, y3 > 0
γ111 fk123(y1, y2, y3), if y1 > 0, y2 > 0, y3 > 0
0 if y < 0
(2.2)
where fk1, fk2, fk3, fk12, fk13, fk23 and fk123 are density functions and γ100, γ010, γ001, γ110, γ101, γ011, γ111
are the proportion of observations which belong to one of the seven configurations shown in the
equation 2.2. Let fk(yi) be the pdf of zero-inflated trivariate log-normal at kth cluster where
i ∈ {1, ...,n}
fk(yi) = [γ111k · fk123(yi)]I(yi1>0,yi2>0,yi3>0)[γ110k · fk12(yi)]I(yi1>0,yi2>0,yi3=0)
[γ101k · fk13(yi)]I(yi1>0,yi2=0,yi3>0)[γ011k · fk23(yi)]I(yi1=0,yi2>0,yi3>0)
[γ001k · fk3(yi)]I(yi1=0,yi2=0,yi3>0)[γ010k · fk2(yi)]I(yi1=0,yi2>0,yi3=0)


























(log yi23 − µk23)2 − log yi23))




(log yi3 − µk3)2 − log yi3))




(log yi2 − µk2)2 − log yi2))




(log yi1 − µk1)2 − log yi1))
σ2k and µk are the variance and , the means of the log-normal distributions in kth cluster, respec-
tively.
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The concept which allows each cluster to vary in orientation, size and shape (Banfield and
Raftery, 1993) [44] through eigenvalue decomposition (equation 1.11) is applied to the multivariate
zero-inflated log-normal distribution.
2.3 The Expectation-Maximization (EM) algorithm
The EM procedure for zero-inflated trivariate log-normal distributions is as follows. Consid-
ering mixture models, we have data xi recoverable from (yi, zi), where zi = (zi1, ..., zik) is the
unobserved portion of the data. zik = 1 if xi belongs to group k and 0 otherwise. i ∈ {1, ...,n}
and k ∈ {1, ...,K} where n is the total number of observations. We assume that zi is indepen-
dent and identically distributed according to a multinomial distribution of one draw from K cat-
egories with probabilities τ1, ..., τK, and that the density of an observation yi given zi is given
by
∏K
k=1 fk(yi |θk)zik , thus the resulting complete-data log-likelihood of the mixture zero-inflated
trivariate log-normal is





zik[log(τk) + I(yi1 > 0, yi2 = 0, yi3 = 0)(log(γ100k) + log( fk1(yi1)))+
I(yi1 = 0, yi2 > 0, yi3 = 0)(log(γ010k) + log( fk2(yi1))) + I(yi1 = 0, yi2 = 0, yi3 > 0)
(log(γ001k) + log( fk3(yi3))) + I(yi1 > 0, yi2 > 0, yi3 = 0)(log(γ110k) + log( fk12(yi12)))+
I(yi1 > 0, yi2 = 0, yi3 > 0)(log(γ101k) + log( fk13(yi13))) + I(yi1 = 0, yi2 > 0, yi3 > 0)
(log(γ011k) + log( fk23(yi23))) + I(yi1 > 0, yi2 > 0, yi3 > 0)(log(γ111k) + log( fk3(yi)))] (2.4)
E-step is computed through
zˆik ← τˆk fk(yi |θˆk)∑K
j=1 τˆj f j(yi |θˆ j)
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While M-step is carried out through the following equations using updated zik from the E-step.
µˆk1 =
∑n
i=1 zik I(yi1 > 0, yi2 = 0, yi3 = 0) log yi1∑n
i=1 zik I(yi1 > 0, yi2 = 0, yi3 = 0)
µˆk2 =
∑n
i=1 zik I(yi1 = 0, yi2 > 0, yi3 = 0) log yi2∑n
i=1 zik I(yi1 = 0, yi2 > 0, yi3 = 0)
µˆk3 =
∑n
i=1 zik I(yi1 = 0, yi2 = 0, yi3 > 0) log yi3∑n
i=1 zik I(yi1 = 0, yi2 = 0, yi3 > 0)
µˆk12 =
∑n
i=1 zik I(yi1 > 0, yi2 > 0, yi3 = 0) log yi12∑n
i=1 zik I(yi1 > 0, yi2 > 0, yi3 = 0)
µˆk13 =
∑n
i=1 zik I(yi1 > 0, yi2 = 0, yi3 > 0) log yi13∑n
i=1 zik I(yi1 > 0, yi2 = 0, yi3 > 0)
µˆk23 =
∑n
i=1 zik I(yi1 = 0, yi2 > 0, yi3 > 0) log yi23∑n
i=1 zik I(yi1 = 0, yi2 > 0, yi3 > 0)
µˆk =
∑n
i=1 zik I(yi1 > 0, yi2 > 0, yi3 > 0) log yi∑n
i=1 zik I(yi1 > 0, yi2 > 0, yi3 > 0)
σˆ2k1 =
∑n
i=1 zik I(yi1 > 0, yi2 = 0, yi3 = 0)(log yi1 − µk1)2∑n
i=1 zik I(yi1 > 0, yi2 = 0, yi3 = 0)
σˆ2k2 =
∑n
i=1 zik I(yi1 = 0, yi2 > 0, yi3 = 0)(log yi2 − µk2)2∑n
i=1 zik I(yi1 = 0, yi2 > 0, yi3 = 0)
σˆ2k3 =
∑n
i=1 zik I(yi1 = 0, yi2 = 0, yi3 > 0)(log yi3 − µk3)2∑n
i=1 zik I(yi1 = 0, yi2 = 0, yi3 > 0)
σˆ2k12 =
∑n
i=1 zik I(yi1 > 0, yi2 > 0, yi3 = 0)(log yi12 − µk12)2∑n
i=1 zik I(yi1 > 0, yi2 > 0, yi3 = 0)
σˆ2k13 =
∑n
i=1 zik I(yi1 > 0, yi2 = 0, yi3 > 0)(log yi13 − µk13)2∑n




i=1 zik I(yi1 = 0, yi2 > 0, yi3 > 0)(log yi23 − µk23)2∑n
i=1 zik I(yi1 = 0, yi2 > 0, yi3 > 0)
Σˆk =
∑n
i=1 zik I(yi1 > 0, yi2 > 0, yi3 > 0)(log yi − µk)2∑n
i=1 zik I(yi1 > 0, yi2 > 0, yi3 > 0)
γˆ100k =
∑n


































First I tested whether the BIC is a good criteria for the model selection (table 2.1). I simulated
15 datasets with varying number of components from two to four. For each dataset, I reran my
algorithm 500 times. Then I calculated the mean BIC for each assuming number of clusters (k
= 1 to 10), the proportion of times the algorithm correctly identified the number of clusters, the
maximum BIC and its corresponding number of assumed cluster. For datasets with k = 2, the max-
imum and mean BIC were able to accurately predict the number of clusters, with 100% accuracy.















































































































































































































































































































































































































































































































































































































































































































































































































correct clusters, and the accuracy went down (24% to 50% in true k = 3, and 2% to 28% in true k
= 4). The maximum BIC seems to be the most reliable indicator with 100% accurate when correct
number of clusters =2 or 3 and 80% when the true number of clusters is 4. Therefore I will use the
maximum BIC as an indicator to select the number of clusters and for parameterization.
Furthermore, to compare the performance of my algorithm with the MCLUST package, I sim-
ulated the mixture of trivariate zero-inflated log-normal data in 3 scenarios assuming K = 2,3 and
4 with varying number of observations but equal proportions. For the sake of model’s tractability,
the assumption of common variance- the variance component of the trivariate log-normal compo-
nent is shared by the univariate and bivariate components within the same cluster- was imposed.
With each fixed K , the algorithm was run 20 times using differing starting cluster memberships up
until K = 10. Since cluster membership is known in this case, the level of class agreement of the
proposed algorithm was measured. As a comparison, I also repeated the analyses on the clusters
achieved through multivariate normal analysis usingMCLUST package [75]. Max BIC was tested
to see if it was able to identify the true number of clusters.
2.4.1 Results: true cluster k = 2
The model parameters used to generate the data and the estimated ones are in table A.1. Figure
2.1 shows that BIC was able to select the correct number of clusters (BIC = -385,003) with ARI and
accuracy 0.98 and 0.99, respectively. As a comparison, MCLUST was performed and identified
k = 9 as the final result with BIC = -464,459, with ARI and accuracy of 0.56 and 0.58, respectively.
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Figure 2.1: BIC values assuming different K (2.4.1)
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Figure 2.2: BIC values assuming different K (2.4.2)
2.4.2 Results: true cluster k = 3
Table A.2 highlights the true and estimated parameters. BIC correctly identified the true num-
ber of clusters (BIC = -795,094, figure 2.2). With assuming k = 3, the reported ARI and accuracy
were 0.88 and 0.96, respectively, while clusters assuming Gaussian distribution produced k = 9
(BIC = -1,245,700) with ARI 0.35 and accuracy 0.34.
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Figure 2.3: BIC values assuming different K (2.4.3)
2.4.3 Results: true cluster k = 4
Lastly the table A.3 shows the true and estimated parameters. BIC correctly identified the true
number of clusters (BIC = -432,530, figure 2.3). With k = 4, the reported ARI and accuracy were
0.83 and 0.93, respectively. MCLUST algorithm returned k = 9 (BIC = -600,688) as the optimal
model with ARI 0.57 and accuracy 0.01.
Some of the estimates were not close to the truth, however, this could be explained by small
number of observations belonging to that particular subclass, making it hard to achieve accurate
estimates. Another important clue we could learn from the BIC figures was that when underes-
timating the number of cluster, we see a rise of BIC and it peaks when the estimated equal true
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number of cluster. In addition, when assumed number of clusters exceeds the truth, BIC starts
to decrease which is likely due to an adding of unnecessary clusters to explain the data and an
increasing burden from the penalty component. Results from MCLUST always overestimated the
number of clusters when applied in the zero-inflated situation.
2.5 NOMAS data
The Northern Manhattan Study (NOMAS) is an ongoing, prospective, population-based in-
cidence and case-control study aimed to evaluate the incidence of stroke and heart disease and
identify their risk factors in a community where whites, blacks and Hispanics live in the same com-
munity [71]. It is the first of its kind to study the stroke and heart disease risk factors, occurrence,
and outcomes among minorities and is funded by the National Institute of Neurological Disorders
and Stroke. The Hispanic population in Northern Manhattan is largely Dominican, along with
Puerto Rican, Cuban, and Central and South American components. Initiated in 1990, NOMAS
is based in the Neurological Institute of Columbia Presbyterian Hospital. The NOMAS cohort
consists of a total of 3298 participants recruited between 1993 and 2001 with the mean age of 69
years at baseline [76], 63% women, and 52% Hispanic from the Northern Manhattan community
which encompasses the area north of 145th street, south of 218th street, bordered on the west by
the Hudson River and the east by Harlem River. Using clinical trials, interviews with patients, and




The leisure-time PA data from NOMAS was adapted from the National Health Interview Sur-
vey of the National Center for Health Statistics [82]. The questionnaire contained 14 topics on
types of leisure-time PA, including walking, jogging or running, hiking, gardening or yard work,
aerobics or aerobic dancing, other dancing, calisthenics or general exercise, golf, tennis, bowling,
bicycle riding, swimming or water exercise, horseback riding, handball, racquetball, or squash, and
2 open-ended fields for activities not listed. For each type of activity, a subject was asked about
the participation, duration and frequency in the past 2 weeks. Based on those input, the metabolic
equivalents (MET; kcal/kg-hour) for the intensity of activity and energy expenditure was derived
by consulting compendia of physical activity [83]. In the previous study, the following physical
activity measures were studied: the frequency, the duration, the total energy expenditure of any
physical activity, and the number of activity types [77]. Here we categorized physical activities
into 3 groups: walking, moderate physical activity (activities with the intensity of 3 to 6 METs:
gardening or yard work, other dancing, golf, bowling, swimming or water exercise) and vigorous
physical activity (activities with the intensity > 6 METs: jogging or running, hiking, aerobics or
aerobic dancing, calisthenics or general exercise, tennis, bicycle riding, handball, racquetball, or
squash) and within each group, total energy expenditure was calculated. Horseback riding and
2 open-ended activities were excluded from the analyses. Participants’ baseline characteristics
collected included race or ethnicity, comorbidity (hypertension, diabetes, cigarette smoking, and
cardiac condition), height, weight, blood pressure and antihypertensive use.
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2.5.2 Statistical analysis
The main objective was to explore and identify any meaningful patterns in leisure-time physical
activities using the multivariate zero-inflated log-normal (MZILN) clustering method I developed,
and compare the resulting clusters with those obtained through the multivariate normal assumption.
By assuming that the energy expenditure from walking, moderate, and vigorous physical ac-
tivity data was generated from a mixture of multivariate zero-inflated log-normal distributions, I
applied the proposed method- the MZILN clustering analysis- on participants who reported any
physical activity. Variance-covariance matrix of each cluster was allowed to vary in shape and size
through eigenvalue decomposition in order to uncover the optimal model [84]. Those who did not
report any physical activity were grouped into the same cluster. I proposed BIC as a criteria to
select the number of clusters with a cap at 10 clusters. Model parameters were estimated using
maximum likelihood via EM algorithm.
Within each identified cluster, I summarized the energy expenditure from physical activity,
demographics and clinical risk factors using means and standard deviations (SDs) for continuous
variable and proportions for categorical variable. Associations between clusters and continuous
and categorical variables were assessed using analysis of variance and χ2 test, respectively. As
a comparison, I also repeated the analyses on the clusters achieved through multivariate normal
analysis using MCLUST package. All analyses were conducted in R, version 3.4.4 (R Foundation
for Statistical Computing, Vienna, Austria).
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Walking 1636 46 (38) 4.9 (2.5) 1.1 (1.2)
Jogging or running 51 36 (22) 3.2 (1.9) 1.0 (0.8)
Hiking 11 164 (130) 0.7 (0.3) 0.7 (0.6)
Gardening or yard work 32 74 (90) 2.4 (2.3) 1.0 (1.7)
Aerobics or aerobic dancing 100 36 (27) 3.2 (2.2) 0.7 (1.0)
Other dancing 67 87 (91) 1.6 (1.8) 0.7 (1.0)
Calisthenics or general exercise 476 23 (17) 4.4 (2.6) 0.5 (0.6)
Golf 14 210 (137) 1.3 (0.9) 1.4 (1.5)
Tennis 6 88 (62) 0.9 (0.7) 0.6 (0.4)
Bowling 7 74 (46) 2.1 (2.4) 0.3 (0.1)
Bicycle riding 95 42 (50) 3.6 (2.6) 0.8 (0.9)
Swimming or water exercises 63 52 (35) 2.1 (1.3) 0.8 (0.7)
Horseback riding 0 - - -
Handball, racquetball,
or squash
2 60 (0) 0.8 (0.4) 0.6 (0.4)
Other activity A 171 59 (119) 2.6 (2.0) 0.9 (2.2)
Other activity B 11 66 (65) 2.1 (1.8) 1.3 (2.6)
Overall 1971 44 (44) 5.9 (3.9) 1.3 (1.5)
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2.5.3 Results
Summary of physical activity
Table 2.2 shows that walking is the most common reported leisure-time physical activity (50%)
with a mean of 46 minutes per session and a mean of 4.9 sessions per week. In total, 1971 (60%)
reported having engaged in at least one activity during the past two weeks and among them 2742
activities were reported with an average time of 44 minutes per session and a mean of 5.9 sessions
per week with the mean energy expenditure of 1300 kcal per week. As one could imagine, not
everyone engaged in all activities let alone some of them, thus many zero energy expenditures
from several physical activities were observed, making it difficult for the analysis (Figure 2.4.)
Physical activity patterns by MZILN clustering analysis
For the outcome to be clinically meaningful, leisure-time physical activities were reclassified
into 3 groups: walking, moderate and vigorous activities. With eigenvalue decomposition and
different model assumptions based on parameters, 11 models were considered (see table A.4). For
each model and within each assuming number of clusters, the simulation was performed 20 times
with differing starting cluster memberships. Via BIC, the model assuming 3 clusters with varying
volume was chosen.
Table 2.3: Three energy expenditure patterns (in kcal) in the NOMAS by MZILN











Walking 0 3460.6 (2919.5) 1211.1 (945.5) 1050.4 (1651.9)
Moderate 0 104.8 (707.7) 209.9 (907.9) 143.9 (856.7)
Vigorous 0 506.7 (1257.6) 247.7 (532.2) 639.0 (1415.2)
Total 0 4183.3 (2878.4) 1714.0 (1500.3) 1914.3 (2796.1)
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Figure 2.4: Proportion of zero mass from each type of physical activity
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Figure 2.5: BIC values assuming different K , under different model assumptions
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Table 3.5 shows the summary of energy expenditure from 3 physical activity groups. The size
of each cluster (excluding the no activity group) was similar, with +/- 8% difference from one
another. The most active group (cluster II) derived 83% (3,460.6 kcal) of their energy expendi-
ture from walking while moderate physical activity only made up less than 5% of the total energy
expenditure. The other two groups also derived most of their energy expenditure from walking al-
though with lower proportions- 71% and 55% for cluster III and IV, respectively; however, cluster
III and IV had the highest energy expenditure in moderate and vigorous physical activity, respec-
tively.
Associations between physical activity patterns and demographic status and risk factors
Table 2.4: Summary statistics of baseline factors for each cluster derived from MZILN
Variables Cluster
I II III IV P-value
Age
Mean 69 69 68 70 0.203
SD 10 10 11 10
Gender
Females, % 67 53 64 67 <0.001
Males, % 33 47 36 33
Race
Whites, % 15 24 27 22 <0.001
Blacks, % 22 32 28 30
Hispanics, % 63 44 45 48
Education
No high school, % 62 48 45 50 <0.001
At least high school, % 38 52 55 50
Smoking status
Never smoker, % 46 43 48 52 0.043
Former smoker, % 35 38 36 35
Current smoker, % 19 19 16 12
Moderate alcohol consumption
No, % 72 63 64 60 <0.001
Yes, % 28 37 36 40
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Figure 2.6: Distribution of energy expenditure by type and cluster
Figure 2.7: Proportion of energy expenditure by type and cluster
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Table 3.6 presents the summary statistics of baseline characteristics of interest within each
cluster. For continuous variables, mean age was not statistically different among different clusters
(p-value 0.203) while race, gender, alcohol use, education, and smoking status were significantly
different among clusters. Cluster II had the highest proportion of male subjects (47%) which was
the most active group. The majority of every cluster was Hispanic, however, no-activity group
(cluster I) had the highest proportion of Hispanic. This group also had the highest proportion of
people with no high school degree (62%) and immoderate alcohol consumption (72%). The cluster
which engaged in vigorous activity the most (cluster IV) had the highest and lowest proportions of
never smoker (52%) and current smoker (12%), respectively.
Table 2.5: Summary statistics of risk factors for each cluster derived from MZILN
Variables Cluster
I II III IV P-value
Diabetes
No, % 77 80 83 79 0.019
Yes, % 23 20 17 21
Odds ratio 1.00 0.81 0.91 0.69*
Hypertension
No, % 26 25 28 32 0.014
Yes, % 74 75 72 68
Odds ratio 1.00 1.05 0.72* 0.87
Cardiac disease
No, % 85 85 85 83 0.778
Yes, % 15 15 15 17
Odds ratio 1.00 1.05 1.14 0.99
Antihypertensive use
No, % 49 60 64 60 <0.001
Yes, % 51 40 36 40
Odds ratio 1.00 0.66* 0.55* 0.64*
Table 2.5 investigates the association between clusters and CVD risk factors. History of cardiac
disease did not significantly vary among clusters. On the other hand, diabetes, hypertension status
and antihypertensive use prevalence among the clusters varied. Of note, the moderately active
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group with mainly vigorous activity had the lowest proportion of hypertensive population (68%).
Using logistic regression, cluster IV had the lowest odds of having diabetes (OR = 0.69) compared
to the no-activity group. On the other hand, cluster III had the lowest odds of hypertension (OR =
0.72) and antihypertensive use (OR = 0.55) compared to the no-activity group.
Cluster membership from multivariate normal assumption
I performed the multivariate normal clustering using MCLUST, and based on BIC, the best
model consists of 7 clusters. Its BIC, -132335.9 is smaller than that from our MZILN (BIC =
-3170). Table A.5 shows that the cluster membership using MCLUST was able to statistically
differentiate all the baseline factors under consideration. In addition, the χ2 test shows that it could
separate participants with different hypertension-related profiles well (table A.6). For instance,
using a cluster with the lowest energy expenditure as a reference, clusters IV and VII had lower
odds of hypertension status, with odds ratios 0.36 and 0.70, respectively, while cluster VI was the
sole cluster with statistically lowest odds or antihypertensive use (OR = 0.24). The cluster size
varied significantly from 2546, the biggest, to 17, the smallest.
2.5.4 Discussion
16 activities were reclassified into three groups so as to make the data more manageable for
the algorithm, MZILN, which categorized the participants reported leisure physical activity into
three groups with comparable sizes. Those in cluster II derived most of their energy expenditure
from walking almost three times higher than cluster III and IV, making this group the most active
in terms of energy expenditure. Cluster III subjects, on the other hand, engaged in the moderate
activity more than the other two, but were least active in terms of the total energy expenditure.
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Also note that this cluster and the no-activity cluster had higher proportion of females than the
other two (67%). Cluster IV engaged in vigorous physical activity the most and walking the least.
It was also found that cluster IV was associated with lower prevalence of diabetes while cluster III
was associated with lower prevalence of hypertension compared to the no-activity cluster.
Risks for cardiovascular disease increase with physical inactivity [85]. Cheung et. al. [77] per-
formed cluster analysis using the frequency, duration, number of physical activity types and total
energy expenditure of all the physical activities combined and found that high activity clusters had
lower prevalence of cardiovascular risk factors compared with lower activity clusters. In this exam-
ple, the leisure time physical activity questionnaire collected data on the participation, frequency,
and duration of each activity and was converted to energy expenditure (kcal) for each physical
activity. The MZILN algorithm took energy expenditures from the three aforementioned domains
as input and what was found was that the group with highest energy expenditure was not necessar-
ily associated with lower prevalence of cardiovascular risk factors. In fact, the MZILN algorithm
found that subjects in cluster III, the least active group, were associated with lower prevalence of
hypertension. We first thought that it had to do with how cluster III had lower proportion of current
smokers, compared with cluster I, but the results remained unchanged after adjusting for smoking
status (P = 0.003). The similar observation was captured in cluster IV and diabetes prevalence
which hinted that the proportion and/or amount of non-walking activity might be the key here.
My proposed MZILN algorithm is superior to MCLUST in the zero-inflated setting based on
the results from the simulated data. Although the resulting clusters fromNOMAS data were similar
with those from our model in explaining the CVD risk factors and baseline characteristics, based on
the BIC criteria, it was clear that my model provided a better fit. In addition, the number of clusters
fromMCLUST was higher presumably due to the fact that the multivariate normal distribution did
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not fit the data well thus more clusters were needed to describe the data; the MZILN algorithm was
able to concisely explain the data by giving distinctive meaning to the prevalent zero values in the
dataset.
The proposed MZILN algorithm is data-driven and the resulting clusters were products of
assessing three types of energy expenditure simultaneously instead of looking at the energy expen-
diture as a total. It is also unique since patterns of zeros were also accounted for. The method was
based on the model assumptions which was in contrast to heuristic approaches that are widely used
in unsupervised learning. There are limitations in this study. First, the physical activity question-
naires and other baseline risk factors are cross-sectional data, thus it is impossible to establish the
direction of association. Second, since the energy expenditure data used in the analysis were de-
rived solely from the leisure time physical activity, we failed to account for the non-leisure physical
activity which could confound the findings here. Third, the fact that 40% of the cohort reported
no activity, even walking, is concerning. New Yorker was reported in 2015 to have taken the most
steps in the United States according to Fitbit data [86]. The question here is whether people who
reported no activity (cluster I) truly different from those in cluster II especially in walking activity?
If those in cluster I did not deem their walking as part of a leisure physical activity, then these two
clusters could essentially be identical. Future studies warrant the need for accelerometer which
can reliably track a participant’s physical activity.
2.6 Conclusion
This chapter introduces the novel model-based clustering algorithm which handles the mix-
ture of multivariate zero-inflated log-normal distributions. Results from simulated data show that
the MZILN algorithm outperformed the existing MCLUST; it was able to correctly identify the
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number of clusters and through BIC provided the final model with the better fit. Results from the
NOMAS self-reported physical activity data showed that those who derived energy expenditure
from non-walking activity in greater proportion have a better cardiovascular risk factor profiles.
My algorithm was able to uncover the associations between PA and CVD risk factors and baseline
characteristics as well as the conventional model-based clustering algorithm but with more concise
cluster membership.
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Chapter 3: Multvariate Zero-Inflated Poisson Clustering Algorithm
In the previous chapter, I introduced the novel model-based clustering algorithm for a mix-
ture of multivariate zero-inflated log-normal distributions. For this chapter, I introduce another
algorithm which handles the mixture of multivariate zero-inflated poisson distributions. The flow
of this chapter is consistent with the previous chapter: an introduction to the multivariate zero-
inflated poisson clustering algorithm followed by an algorithm validation on the simulated data.
And then it was applied to patient-reported questionnaires from the REactions to Acute Care and
Hospitalization (REACH) study [87, 88]. Finally, post-cluster analyses included investigating as-
sociations between the resulting clusters and demographics, clinical risk factors, and 6-month re-
hospitalization. Clusters derived from Gaussian distribution were also explored and discussed in
comparison to my algorithm.
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3.1 Probability Mass Function of Multivariate Zero-Inflated Poisson
As an example, the trivariate zero-inflated Poisson probability mass function (pmf) could be
presented as follows. Let x = (x1, x2, x3) be a vector of non-negative random variables.
f (x) =

(x1 = x2 = x3 = 0) w.p. γ000
(x1 ∼ P(λ100), x2 = 0, x3 = 0) w.p. γ100
(x1 = 0, x2 ∼ P(λ010), x3 = 0) w.p. γ010
(x1 = 0, x2 = 0, x3 ∼ P(λ001)) w.p. γ001
((x1, x2) ∼ BP(λ1_110, λ2_110, λ12_110), x3 = 0) w.p. γ110
((x1, x3) ∼ BP(λ1_101, λ3_101, λ13_101), x2 = 0) w.p. γ101
((x2, x3) ∼ BP(λ2_011, λ3_011, λ23_011), x1 = 0) w.p. γ011
((x1, x2, x3) ∼ TP(λ1, λ2, λ3, λ12, λ13, λ23)) w.p. γ111
(3.1)
where γ000 + γ100 + γ010 + γ001 + γ110 + γ101 + γ011 + γ111 = 1. P(λ) is the univariate Poisson
distribution with a mean parameter λ. BP(λ) and TP(λ) are the bivariate and trivariate Poisson
distribution, respectively.
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3.1.1 The bivariate Poisson distribution
Let Yi ∼ Poisson(λi), i ∈ ({1}, {2}, {12}). Consider the random variables
X1 = Y1 + Y12
X2 = Y2 + Y12
Then (X1,X2) jointly follow a bivariate Poisson distribution.
P(X = x) =

















3.1.2 The trivariate Poisson distribution (MZIP)
Let Yi ∼ Poisson(λi), i ∈ ({1}, {2}, {3}, {12}, {13}, {23}). Consider the random variables
X1 = Y1 + Y12 + Y13
X2 = Y2 + Y12 + Y23
X3 = Y3 + Y13 + Y23
Then (X1,X2,X3) jointly follow a trivariate Poisson distribution.
P(X = x) =∑
(y12,y13,y23)∈C
exp(−∑ λi)λx1−y12−y131 λx2−y12−y232 λx3−y13−y233 λy1212 λy1313 λy2323
(x1 − y12 − y13)!(x2 − y12 − y23)!(x3 − y13 − y23)!y12!y13!y23! (3.3)
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where the summation is over the set C ⊂ N3 defined as C = [(y12, y13, y23) ∈ N3 : {y12 + y13 ≤
x1} ∪ {y12 + y23 ≤ x2} ∪ {y13 + y23 ≤ x3} , ]
3.1.3 Probability Mass Function of Trivariate Zero-Inflated Poisson
The PMF of the trivariate zero-inflated Poisson depends on the combination of zero/non-zero
values of random variables X1,X2 and X3
P(X1 = 0,X2 = 0,X3 = 0) = γ000 + γ100exp(−λ100) + γ010exp(−λ010) +
γ001exp(−λ001) + γ110exp(−(λ1_110 + λ2_110 + λ12_110)) +
γ101exp(−(λ1_101 + λ3_101 + λ13_101)) +
γ011exp(−(λ2_011 + λ3_011 + λ23_011)) +
γ111exp(−(λ1 + λ2 + λ3 + λ12 + λ13 + λ23))]
P(X1 = x1,X2 = 0,X3 = 0) = γ100λx1100exp(−λ100) +













P(X1 = 0,X2 = x2,X3 = 0) = γ010λx2010exp(−λ010) +












P(X1 = 0,X2 = 0,X3 = x3) = γ001λx3001exp(−λ001) +












P(X1 = x1,X2 = x2,X3 = 0) = γ110BP(x1, x2; λ1_110, λ2_110, λ12_110)
γ111TP(x; λ1, λ2, λ3, λ12, λ13, λ23))
P(X1 = x1,X2 = 0,X3 = x3) = γ101BP(x1, x3; λ1_101, λ3_101, λ13_101)
γ111TP(x; λ1, λ2, λ3, λ12, λ13, λ23))
P(X1 = 0,X2 = x2,X3 = x3) = γ011BP(x2, x3; λ2_011, λ3_011, λ23_011)
γ111TP(x; λ1, λ2, λ3, λ12, λ13, λ23))
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P(X1 = x1,X2 = x2,X3 = x3) = γ111TP(x, λ1, λ2, λ3, λ12, λ13, λ23))
Where x1, x2 and x3 are greater than 0
3.1.4 EM algorithm
Let us assume that there are n observations (x1,x2, ...,xn) in kth cluster. Let fk(xi) be the pmf
of trivariate zero-inflated Poisson at kth cluster where i ∈ {1, ...,n}. I introduce the latent variables
zia, zib, zic, zid, zie, zi f , zig, zih with the following constraints:
zia + zib + zic + zid + zie + zi f + zig + zih = 1
zia = 1 if xi is true zero and 0 otherwise
zib = 1 if xi1 ∼ P(λ100), xi2 = 0, xi3 = 0 and 0 otherwise
zic = 1 if xi2 ∼ P(λ010), xi1 = 0, xi3 = 0 and 0 otherwise
zid = 1 if xi3 ∼ P(λ001), xi1 = 0, xi2 = 0 and 0 otherwise
zie = 1 if (xi1, xi2) ∼ BP(λ1_110, λ2_110, λ12_110), xi3 = 0 and 0 otherwise
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zi f = 1 if (xi1, xi3) ∼ BP(λ1_101, λ3_101, λ13_101), xi2 = 0 and 0 otherwise
zig = 1 if (xi2, xi3) ∼ BP(λ2_011, λ3_011, λ23_011), xi1 = 0 and 0 otherwise
zih = 1 if xi ∼ TP(λ1, λ2, λ3, λ12, λ13, λ23)) and 0 otherwise




































i=1 zibI(xi1 ≥ 0, xi2 = 0, xi3 = 0)xi1∑n
i=1 zibI(xi1 ≥ 0, xi2 = 0, xi3 = 0)
λˆ010 =
∑n
i=1 zicI(xi1 = 0, xi2 ≥ 0, xi3 = 0)xi2∑n
i=1 zicI(xi1 = 0, xi2 ≥ 0, xi3 = 0)
λˆ001 =
∑n
i=1 zidI(xi1 = 0, xi2 = 0, xi3 ≥ 0)xi3∑n
i=1 zidI(xi1 = 0, xi2 = 0, xi3 ≥ 0)
λˆ12_110 =
∑n









i=1 zieI(xi1 ≥ 0, xi2 ≥ 0, xi3 = 0) − 1
λˆ1_110 =
∑n
i=1 zieI(xi1 ≥ 0, xi2 ≥ 0, xi3 = 0)xi1∑n





i=1 zieI(xi1 ≥ 0, xi2 ≥ 0, xi3 = 0)xi2∑n




i=1 zi f I(xi1 ≥ 0, xi2 = 0, xi3 ≥ 0)(xi1 −
∑n




i=1 zi f xi3∑n
i=1 zi f
)∑n
i=1 zi f I(xi1 ≥ 0, xi2 = 0, xi3 ≥ 0) − 1
λˆ1_101 =
∑n
i=1 zi f I(xi1 ≥ 0, xi2 = 0, xi3 ≥ 0)xi1∑n




i=1 zi f I(xi1 ≥ 0, xi2 = 0, xi3 ≥ 0)xi3∑n













i=1 zigI(xi1 = 0, xi2 ≥ 0, xi3 ≥ 0) − 1
λˆ2_011 =
∑n
i=1 zigI(xi1 = 0, xi2 ≥ 0, xi3 ≥ 0)xi2∑n




i=1 zigI(xi1 = 0, xi2 ≥ 0, xi3 ≥ 0)xi3∑n





















































− λˆ13 − λˆ23
3.2 Simulations
To assess the efficacy of the algorithm, I simulated the trivariate data assuming K = 2 with
n = 6000 in each cluster. With each fixed K , the algorithm was run 10 times using differing
starting cluster memberships up until K = 7 and the results representing each assuming number of
cluster were selected by the max BIC. Since cluster membership is known in this case, the level
of class agreement of the proposed algorithm was measured. Two data sets were simulated under
different assumptions. I looked at the ARI and accuracy of the clustering results
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3.2.1 Assuming equal number of components
The first scenario assumed each cluster contains 8 components. The model parameters used
to generate the data are in table B.1. Table 3.1 shows that max BIC was able to select the correct
number of clusters with the highest ARI and accuracy, 0.65 and 0.90, respectively.
Number of cluster
1 2 3 4 5 6 7
Max BIC -1160227 -182395 -183048 -1146915 -1140905 -225893 -1144245
ARI 0 0.65 0.48 0.05 0.01 0.31 0.05
Accuracy 0.50 0.90 0.41 0.60 0.37 0.44 0.36
Table 3.1: Summary of the estimated number of component
kˆ and on simulated data set, assuming equal number of com-
ponents
3.2.2 Assuming unequal number of components
The second scenario assumed each cluster contains different number of components. The
model parameters used to generate the data are in table B.2. The first K = 2 with n = 2000
in each cluster. Table 3.2 shows that, again, max BIC was able to select the correct number of
clusters with the highest ARI and accuracy, 0.65 and 0.90, respectively.
Number of cluster
1 2 3 4 5 6 7
Max BIC -316673 -64596 -314520 -304278 -71214 -66880 -313012
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ARI 0 0.57 0.003 0.02 0.37 0.34 0.008
Accuracy 0.50 0.88 0.47 0.48 0.13 0.15 0.40
Table 3.2: Summary of the estimated number of component
kˆ and on simulated data set, assuming unequal number of
components
3.3 REACH data
The REactions to Acute Care and Hospitalization (REACH) study [87, 88] is an observational
cohort of patients recruited during ED evaluation for ACS at New York-Presbyterian Hospital, a
large urban hospital in Northern Manhattan, to identify ED factors which predict poor medical and
psychological prognosis. Diagnosis at discharge was determined from review of medical records
by a board-certified cardiologist. Patients who were eligible for the study had a provisional diagno-
sis of probable ACS. Columbia University Medical Center’s Institutional Review Board approved
this research, and the study protocol conforms to the ethical guidelines of the 1975 Declaration of
Helsinki. All participants provided written informed consent.
From November 2013 to February 2016, the REACH cohort under the study consisted of 1000
participants who were, on average, 60.8 ± 13.2 years of age, 46% female, as well as racially and
ethnically diverse (20.4% Black, 55.9% Hispanic). 31.8%, 10.3%, and 57.9% of patients had ACS,
cardiac/non-ACS, and non-cardiac diagnoses at discharge, respectively
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3.3.1 Data collection
During inpatient stay (or via phone if inpatient interview was not possible), participants were
administered the Patient Health Questionnaire [89] (PHQ-8), consisting of 8 items scored on a 0-3
scale which assess the frequency of depressive symptoms during the past 2 weeks. It has excel-
lent psychometric properties and is an established tool to measure the severity of depression. In
addition, ASD symptoms in response to the event which brought them to the ED were determined
using 19 items from the acute stress disorder scale (ASDS; total score range = 19− 95) [90] which
was developed to assess acute posttraumatic stress reactions which are important precursors of
Posttraumatic stress disorder (PTSD).
The PTSD symptoms scores were assessed using the PTSD Checklist-Specific for ACS [PCL-
S] [91]; it is a 17-item checklist based on DSM-IV criteria for PTSD symptoms [92] which queried
PTSD symptoms in response to the particular heart problem, ED visit, and hospitalization when the
subject enrolled in the study, rating these on a 5-point Likert scale (0, not at all, to 4, extremely).
Because the DSM 5 and corresponding PCL-5 were released during the study period, participants
who were enrolled after release of the PCL-5 completed that questionnaire instead. In these cases,
the two questionnaires were subsequently combined by selecting only PCL-5 items (items 1-9,
12-15, 18-20) which correspond to PCL-S items, We then adjusted scores such that they were on
the same scale (total score range = 14 − 90.) PHQ and PCL-5 were deducted its minimum so as
to set the minimum to zero. these questionnaires are count data and contain many zeroes (Figure
3.1.); this is true when participants do not have posttraumatic stress symptoms.
Cases of ED or hospital readmissions within 180 days of discharge were identified by con-
tacting patients and proactively searching electronic health records; these were then confirmed by
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Figure 3.1: Proportion of zero mass from each questionnaire
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research nurse record review.
3.3.2 Statistical analysis
Missing responses from those who partially completed questionnaires were imputed using mul-
tiple imputation. Prior to performing MZIP clustering analysis, those who reported the minimum
score for all 3 questionnaires were grouped into one cluster and removed from the analysis. I ran
the algorithm on participants who completed the ASDS, PHQ-8, and PCL-5 questionnaires (the
PCL-5 and ASDS scores were subtracted by their respective minimum); I further assumed that the
questionnaire scores follow the zero-inflated multivariate poisson and allow each cluster to have a
varying number of components. Bayesian Information Criterion (BIC) was selected as a criteria
to select the number of clusters with a cap at 7 clusters. Model parameters were estimated using
maximum likelihood.
Within each identified cluster, the questionnaire scores, demographics, and clinical risk factors
were summarized using means and standard deviations (SDs) for continuous variable and pro-
portions for categorical variable. Associations between clusters and continuous and categorical
variables were assessed using analysis of variance and χ2 tests, respectively, excluding the no-
activity group. Furthermore, I compared the predictive power of the cluster information to the raw
questionnaire scores using logistic regression predicting the readmission at 6 months, adjusting for
demographics and baseline clinical risk factors, including age, gender, race, marital status, edu-
cation, Grace, and Charlson scores. The dataset was split into a training and a test set (a 75:25
train:test split). The prediction models were fitted using the training dataset with the 5-fold cross-
validation method. Three models were compared: the base model- included only demographics
and clinical risk factors, the cluster model- included variables in the base model plus cluster mem-
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bership, and the questionnaire score model- included variables in the base model plus information
from the questionnaires. The AUC for the models calculated using the test dataset were compared.
All analyses were conducted in R, version 3.4.4 (R Foundation for Statistical Computing, Vienna,
Austria).
As a comparison, I performed the clustering analysis using MCLUST package [93] which
assumes multivariate normal mixture. Then I further conducted statistical tests and built predictive
models based on the resulted clusters identical to those done on the clusters derived from my
algorithm.
3.4 Results
3.4.1 Summary of questionnaires
Of 1,000 participants, only 902 partially or fully completed all three questionnaires. The mean
and standard deviation of each questionnaire and the sum of all three are shown in table 3.3. The
mean ASDS score was the highest (12.4) followed by PCL (9.1), and PHQ-8 (6.5) scores. It seems
like each score and the sum of all three could follow poisson distribution (figure 3.2).
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Figure 3.2: Distribution of questionnaire scores
3.4.2 Questionnaire scores by MZIP clustering analysis
The MZIP algorithm was applied to the dataset by varying the assumed number of clusters,
k = 1,2,3, ..,7, and for each k, the simulation was performed 10 times with different starting
cluster memberships. Table 3.4 shows, with each assuming k, the max BIC. The model with k = 3
had the highest BIC.
Number of cluster
1 2 3 4 5 6 7
Max BIC -75556 -75367 -74479 -76831 -79507 -74866 -79534
Table 3.4: BIC values fromMZIP clustering analysis assum-
ing different K
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Figure 3.3: Distribution of scores by questionnaires
Table 3.5: Scores patterns in the REACH by MZIP
Cluster ASDS PCL PHQ-8 Total
I: Zero scores (n = 41) 0 0 0 0
II: Highest total scores (n = 406) 14.24 (13.12) 14.04 (15.09) 6.73 (6.05) 35.01 (29.81)
III:Minimum ASDS & PCL (n = 37) 0 (0) 0 (0) 6.63 (3.36) 6.63 (3.36)
IV:Highest PHQ-8 (n = 418) 12.84 (12.51) 6.01 (10.93) 6.91 (5.90) 25.76 (23.78)
Table 3.5 shows the scores pattern from 3 questionnaires. The size of each cluster was fairly
different, with clusters I and III having smaller size (n = 41 and 37, respectively). While Cluster II
(n = 406) had the highest total mean score (35.01), cluster IV (n = 418) had the highest mean PHQ
score (6.91).
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3.4.3 Associations between cluster membership, demographic status, and risk factors
Table 3.6: Summary statistics of baseline factors for each cluster derived from MZIP
Variables Cluster
I II III IV P-value
Age
Mean 64.0 59.5 64.8 61.3 0.015
SD 12.3 12.9 16.1 13.1
Gender
Females, % 32 50 57 44 0.046
Males, % 68 50 43 56
Marital Status
Yes, % 50 59 65 52 0.094
No, % 50 41 35 48
Education
High School or Lower, % 68 57 73 57 0.415
Some College, % 12 16 11 14
College and higher, % 20 27 16 29
Race
White, % 13 16 8 18 0.149
Black, % 20 22 5 20
Hispanic, % 62 54 82 56
Other, % 5 8 5 6
Charlson Score
Mean 1.6 1.7 2.4 1.9 0.080
SD 1.5 1.8 2.7 2.1
GRACE Score
Mean 94.2 91.2 98.7 94.3 0.314
SD 27.5 28.8 35.5 30.6
ASDS Score
Mean 0 14.2 0 12.8 <0.001
SD 0 13.1 0 12.5
PHQ Score
Mean 0 6.7 6.6 6.9 <0.001
SD 0 6.1 3.4 5.9
PCL Score
Mean 0 14.0 0 6.0 <0.001
SD 0 15.1 0 10.9
Table 3.6 presents the summary statistics of variables of interest within each cluster. Apart
from the questionnaires used in the clustering algorithm, age and gender differed significantly
amongst clusters (p-values 0.015 and 0.046, respectively). Average age of participants was 61
75
and 53% were males; those from cluster II had the lowest average age (59.5) while cluster III had
the highest average age (64.8). Only cluster III had female-to-male ratio above 1. Additionally,
contrasted with cluster I, the odds ratios of cluster III to having male subjects was 0.35. None of
the clusters had a higher proportion of single participants. The majority of participants had a high
school diploma or lower (59%) and were Hispanic (56%). The mean charlson and GRACE scores
were 1.8 and 93.1, respectively. The questionnaire scores among clusters were all statistically
different (p-value < 0.001).
3.4.4 6-month readmission predictions
Reduced model Full model
Model OR LB UB OR LB UB
1: Cluster membership
Cluster II 2.08 1.03 4.57 1.95 0.91 4.54
Cluster III 1.49 0.55 4.08 1.15 0.39 3.45
Cluster IV 1.94 0.96 4.27 1.89 0.89 4.41
2: Questionnaire
ASDS score 1.00 0.99 1.01 1.00 0.99 1.02
PCL score 1.00 0.99 1.01 1.00 0.99 1.01
PHQ-8 score 1.03 1.00 1.06 1.02 0.99 1.05
Table 3.7: Model estimates: using cluster membership infor-
mation vs. questionnaires’ input
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First I compared two reduced models (table 3.7), one using cluster membership information
alone and the other using questionnaire components. Using cluster I as a reference, the first model
found that those belonging to clusters II were 2.08 times more likely to experience a readmission
within the first 6 months. Clusters III and IV were also more likely to experience readmission;
these findings, however, were not statistically significant. The second model identified the PHQ-8
score as a sole contributing factor to the readmission with 1 unit increase associated with a 3%
increase in the risk of readmission at 6 month. After accounting for demographic status and risk
factors, cluster II membership became borderline significant (OR = 1.95, CI = 0.91 - 4.54), as was
the PHQ-8 score in the second model.
3.4.5 Model performance
Within the training set, the results of the 5-fold cross-validation method comparing the three
models are shown in table 3.8. All three models performed similarly although the cluster model
had a slightly higher ROC (0.661) compared to other models.
Model ROC Sensitivity Specificity
Base model 0.659 0.849 0.364
Cluster model 0.661 0.849 0.383
Questionnaire model 0.655 0.844 0.373
Table 3.8: Training set: Predictive performance (average)
Figure 3.4 compares the ROC of the models applied to the test dataset. Both the cluster and
questionnaire model performed slightly better than the base model (ROC = 0.70) and their predic-
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Figure 3.4: ROC curve on test dataset
tive performance appeared to be equivalent (ROC = 0.71).
3.4.6 Cluster membership from multivariate normal assumption
Under the multivariate normal assumption, the REACH questionnaires data were grouped into
9 clusters. Figure 3.5 shows the distribution of scores for for each cluster The size clusters ranged
from 53 to 134 with median 105 (IQR = 29). Table B.3 shows that the cluster membership using
MCLUST was able to statistically differentiate all the baseline factors except education, charlson
and GRACE scores. Fitting prediction model (table B.4) using cluster membership alone and treat-
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Figure 3.5: Distribution of scores by questionnaire and cluster: MCLUST
ing cluster with the lowest mean total score as a reference, cluster with the highest mean total score
(cluster 2) had almost twice the odds of 6-month re-hospitalization (OR = 1.89, CI = 1.08 - 3.34).
Another cluster with high ASDS and PHQ scores but low PCL score also experienced similar odds
(OR = 1.73, CI = 1.01 - 3.00). However, these findings were no longer significant after adjusting
for other covariates. Lastly, we investigated the model performance and the cluster membership
from MCLUST performed slightly worse than the clusters realized through my method on the
training set (ROC = 0.655, Sensitivity = 0.834, Specificity = 0.384). And ROC on the test set also
did worse than the base model (ROC = 0.69).
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3.5 Discussion
The questionnaire data- ASD scale, PHQ-8 and PCL-5- mentioned in this chapter could be used
to assess the severity of PTSD and are therefore helpful in predicting outcomes of interest such as
readmission, mortality, and time-to-event. The question is whether considering this information
collectively could provide additional insight into potential outcomes of interest. Since it is a count
data and could contain many zeroes; this is true when participants do not have posttraumatic stress
symptoms. The main objective here was to explore and identify any meaningful patterns in the
self-report questionnaires using the multivariate zero-inflated poisson (MZIP) clustering.
The MZIP clustering algorithm took information from PCL, PHQ-8 and ASDS questionnaires
collected during index admission and returned 3 clusters. I found statistically significant differ-
ences in age and gender among clusters. Subjects in cluster II on average had the highest total
scores, implying that their psychological disorder was the most severe. When compared to those
in cluster I, whose total scores equaled zero, those belonging to cluster II were twice as likely to
experience readmission within the first 6 months of an index discharge. these findings, however,
became borderline significant when accounting for demographics and clinical risk factors in the
model at 95% confidence interval. Regardless, this findings could be perceived as clinically sig-
nificant. Model comparisons through cross-validation showed that the cluster membership clearly
provides similar information to using the raw questionnaire scores.
Readmission is one of the major concerns in assessing the quality of care received during the
index hospitalization, although causes range from non-preventable progression of the disease and
different diagnosis to hospitalization experiences [94]. Since the latter can induce psychologi-
cal stress which encompasses posttraumatic stress reactions [95], many studies have investigated
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the relationship between psychological disorders and readmission. Singh et. al. [96] found an
increased risk of 30-day readmission in patients with COPD whose comorbidities included depres-
sion or anxiety. Sumner et. al. [87] found the ASDS score to be associated with increased 30-day
readmission, while the PHQ-8 score did not provide further information on the outcome.
While the cluster model and the questionnaire model could not establish any statistically mean-
ingful associations between the 6-month readmission and their main predictors, My algorithm is
data-driven and the resulting clusters were derived from the same information, transforming it into
a predictive model which could inform an individual of their increased risk of 6-month readmis-
sion. For example, on a basis of the estimated odds ratios, a patient with a high PCL score but low
ASDS and PHQ scores (clusters III) might not need immediate intervention compared to someone
with high ASDS, PHQ, and PCL scores (cluster II). It is also unique since the pattern in those
with zero input was accounted for. This method was based on the model assumptions which were
in contrast to the heuristic approaches widely used in unsupervised learning. In addition, cluster-
ing could be helpful as a dimensionality reduction method which helps reduce data storage space,
computation time, and the removal of redundant features.
Furthermore, the proposed algorithm is slightly superior to conventional algorithm using mul-
tivariate normal assumption in the zero-inflated setting when comparing predictive power on the
6-month re-hospitalization outcome. The model using clusters from MCLUST was only as good
as the model which used the raw questionnaire scores while the MZIP model with derived clusters
had higher ROC. Also, my method was able to summarize the questionnaire scores into compact 4
clusters as opposed to 9 clusters derived from MCLUST.
There are also limitations to this study. First, in the full model, all the cluster memberships
were not significantly different from cluster I at 95% confidence interval. we might need a bigger
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sample size especially from cluster I (n = 41) in order to confirm these findings. Second, data
was collected from a single center, so these findings could only be specific to its given study
center. Third, with the provisional diagnosis of probable ACS in the ED, nearly two-thirds were
not confirmed as having ACS at discharge. Therefore, these findings apply to those with PTSD
symptoms which develop in response to suspected ACS.
3.6 Conclusion
This chapter introduces a new clustering method which handles the mixture of multivariate
zero-inflated poisson distributions. This model performed, at least, on par to the conventional
model but provided more concise results. Clinically important results from the data show that
those who came to the ED for suspected ACS with high ASDS, PCL, and PHQ-8 scores were
twice more likely for readmission within the first 6 months compared to those with scores of zero.
The cluster information captures the information from the questionnaire reasonably well in terms
of predicting a 6-month readmission.
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Chapter 4: Conclusion and Future Directions
In this dissertation, I first gave the introduction to the cluster analysis in chapter 1, drawing
contrasts between the combinatorial and model-based approaches. In addition, I went over methods
used to select the optimal number of clusters given the clustering method applied and the steps
taken to validate the results. In the second chapter, I introduced the new model-based clustering
algorithm which deals with the data assuming to come from the mixture of the multivariate zero-
inflated log-normal. It was proven to provide a better fit compared to the existing model-based
method available and, after applying to the self-report physical activity questionnaires, able to
uncover a unique pattern that the existing method had failed to detect.
In chapter 3, I introduced another model-based clustering algorithm that deals with zero-
inflated data, assuming the data comes from a mixture of multivariate zero-inflated Poisson and
applied the algorithm to the questionnaires assessing the psychological health among post-ACS
survivors. I found that cluster information derived from my method performed as well as the ques-
tionnaires themselves in terms of predicting a 6-month readmission. This implies the use of my
method as a data compression tool for future studies which could be potentially useful especially
when there are multiple questionnaires assigned to the patients.
I would like to note the criteria used in this dissertation which is the max BIC. Assuming the
algorithm being repeated through multiple iterations, it will be able to pick the correct number of
clusters through max BIC. However, other approaches might be investigated in the future in order
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to see if it could detect the correct clusters with just a reduced number of iteration. First is the
normalized entropy criterion (NEC) [97] (eq. 4.1) which measures how good the classification
from the clustering results is. It relies on the decomposition of the L(K) (maximized likelihood for
the model with K components) into a classification likelihood term and the entropy (I(K) which is
readily available from the E-step. The ideal NEC value is the minimum value where the number
of components > 1, including NEC < 1.
NEC(K) = I(K)
L(K) − L(1), K > 1 (4.1)
Second, since, as presented earlier, there were instances where a non-Gaussian distribution is rep-
resented by a mixture of Gaussians, resulting in an overestimation of the number of true cluster.
Biernacki [65] proposed the concept of the integrated completed likelihood (ICL) which is the BIC






tik(θˆK) log tik(θˆK) ≥ 0, (4.2)
where tik is the conditional probability that yi originates from the kth cluster.
Another contender is the criterion proposed by Banfield and Raftery [44], the Approximate
Weight of Evidence (AWE), where k is the number of free parameters needed to estimate and n is
the number of observations. We select the model with the minimum AWE as the best model.
AWE(K) = −2L(K) + 2k(3
2
+ ln(n)) (4.3)
Several shortcomings from assuming multivariate Poisson distribution should be highlighted.
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First is its computationally expensive joint probability function as it entails summations over high-
dimensional spaces. Second, the assumption of positive correlation between covariates might not
always be reasonable. Aitchinson and Ho [98] proposed the multivariate Poisson-log normal dis-
tribution to account for the negative correlation, assuming joint probability of all univariate Pois-
son parameters follow multivariate log-normal distribution. Last, this assumption cannot handle
overdispersed dataset. Karlis andMeligkotsidou [99] proposed finite mixtures of multivariate Pois-
son distributions which allow for both overdispersion and negative correlation; they used AIC for
the model selection as they found it to be much more superior to BIC in identifying the correct
model.
Unlike MCLUST [75] software, my algorithm assumes no noise or outliers are present in the
dataset. However, based on the simulated data in which noise is added, the estimated number
of cluster tend to be kˆ = 1 which was not the case in my physical activity and psychological
questionnaire data. Thus it is safe to assume that outliers and noise did not appear to be an issue
here. Also, another point I would like to add is the fact that the lack of software implementation
outside of Gaussian assumption although there have been new development in addressing this issue
from Lee and McLachlan [100].
One major concern with the model-based clustering analysis is the speed of convergence. Sev-
eral factors come into play. First is the model assumption; the run time could be accelerated with
more restricted assumption which thereby decrease the number of parameters needed to estimate.
Second is the sample size which can speed up the run time when the sample size is small but this
could pose a problem when the covariance matrix becomes invertible causing the EM algorithm
to break down. Third is the number of dimension of the dataset. All the examples shown in this
dissertation only involved 3-dimensional dataset but in theory this method could be extended to
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work on the higher-dimensional data. However, this would require significantly larger dataset in
order to make sure that the algorithm converges.
As for a solution to cope with possible inconvertible matrix, I reran the analysis with different
starting points for each assuming number of clusters k = i, as some starting points might lead to
non-optimal results.
L˜(Θ; X) = L(Θ; X) + γH(Y |X;Θ) (4.4)
there are alternatives that could speed up the convergence rate of the EM algorithm. For ex-
ample, we could consider replacing the typical likelihood estimation with the regularized version
(eq. 4.4) [101] where H(X |Y ) is the conditional entropy. Li et al. [102] found through simulation
experiment that the regularized EM (REM) converges faster than the EM by claiming that the reg-
ularization favors the the search space in a more likely regions; this is similar to LASSO method,
but in the case of REM it penalizes the likelihood with the mutual information between the missing
data and the incomplete data, avoiding fitting over-complicated models.
Other methods include implementing the generalized EM algorithm such as P-EM [103] that
constructs a sequence transformation to accelerate the original iterations, ECM [104] which re-
places a more complicated M-step with a sequence of several computationally simpler constrained
steps, and a squared iterative method (SQUAREM) [105] which is attractive in high-dimensional
dataset and could improve the convergence rate of any generalized EM. Keep in mind that in ex-
change for faster computation time, we sacrifice the algorithm’s stability and simplicity.
For the future work, I would propose applying the method to the longitudinal data. For exam-
ple, in the REACH study, they collected the PHQ and PCL questionnaires at month 0, 1, 6 and
12. These could provide additional perspective into how progression of the mental health have an
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impact on other health outcomes of interest. With temporality assumption in place, we could be
able make a stronger argument on any clinical findings uncovered. In addition, we should look into
applying the method to high dimensional data whose significant limitation is the computational de-
mands. On top of that, it generally under-performs in that scenario given the over-parameterization.
The first step that is worth considering when I need to work on the high-dimensional data is whether
dimension reduction methods are available and could be applied without loosing any information,
especially those that are critical for discriminating the groups. Recently, subspace clustering tech-
niques and variable selection techniques have been proposed to overcome the limitations of pre-
vious approaches [106]. The former allows to cluster in low-dimensional subspaces without any
dimensional reduction; it involves factor analysis that assumes the observation space is linked to a
latent space through a linear relationship [107]. The R package HDclassif [108] is available for use
but only if assuming clusters follow Gaussian distribution. Another package worth mentioning is
called FisherEM [109]; it is an efficient tool to model and cluster the data at hand in a discrimina-
tive and low-dimensional latent subspace. At last, the latter, variable selection techniques, reduces
the dimension of the data but retain only covariates important to the clustering task.
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Appendix A: Multivariate Zero-Inflated Log-Normal Clustering Algorithm
Table A.1: Simulation (n = 4000), k = 2. Estimated and true parameters
Cluster τ log(µ1) log(µ2)
Truth Estimated Truth Estimated Truth Estimated
1 0.50 0.44 28 28 28 28
2 0.50 0.56 - 26 5 5
Cluster log(µ3) log(µ12) log(µ13)
1 28 29 (28, 28) (28, 28) (28, 28) (28, 28)
2 - 26 (5, 5) (5, 5) (5, 5) (5, 5)
Cluster log(µ23) log(µ123) log(γ100)
1 - (6, 6) (28, 28, 28) (28, 28, 28) 0.01 0.005
2 (5, 5) (5, 5) (5, 5, 5) (5, 5, 5) 0 0.005
Cluster log(γ010) log(γ001) log(γ110)
1 0.05 0.06 0.02 0.01 0.08 0.09
2 0.05 0.04 0 0.01 0.08 0.07
Cluster log(γ101) log(γ011) log(γ111)
1 0.15 0.13 0 0.006 0.75 0.70
2 0.05 0.06 0.07 0.001 0.7 0.81
Truth: common Σk Estimated: common Σk
y1 y2 y3 y1 y2 y3
y1 2 1 1 1.91 0.94 0.97
y2 1 2 1 0.94 2.00 1.00
y3 1 1 3 0.97 1.00 3.11
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Table A.2: Simulation (n = 6000), k = 3. Estimated and true parameters
Cluster τ log(µ1) log(µ2)
Truth Estimated Truth Estimated Truth Estimated
1 0.33 0.30 - 22 5 5
2 0.33 0.36 23 49 23 23
3 0.33 0.34 50 51 50 50
Cluster log(µ3) log(µ12) log(µ13)
1 - 23 (5, 5) (5, 5) (5, 5) (5, 5)
2 23 49 (23, 23) (23, 23) (23, 23) (23, 23)
3 50 51 (50, 50) (50, 50) (50, 50) (50, 50)
Cluster log(µ23) log(µ123) log(γ100)
1 (5, 5) (5, 5) (5, 5, 5) (5, 5, 5) 0 0.01
2 (23, 23) - (23, 23, 23) (23, 23, 6) 0.01 0.04
3 (50, 50) (50, 50) (50, 50, 50) (50, 50, 50) 0.1 0.06
Cluster log(γ010) log(γ001) log(γ110)
1 0.05 0.05 0 0.02 0.08 0.08
2 0.05 0.05 0.02 0.05 0.08 0.07
3 0.1 0.11 0.1 0.05 0.1 0.11
Cluster log(γ101) log(γ011) log(γ111)
1 0.05 0.05 0.07 0.07 0.75 0.73
2 0.08 0.14 0.15 0 0.7 0.64
3 0.1 0.11 0.1 0.11 0.6 0.44
Truth: common Σk Estimated: common Σk
y1 y2 y3 y1 y2 y3
y1 2 1 1 1.91 0.97 0.73
y2 1 2 1 0.97 2.06 1.01
y3 1 1 3 0.97 1.01 3.04
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Table A.3: Simulation (n = 6000), k = 4. Estimated and true parameters
Cluster τ log(µ1) log(µ2)
Truth Estimated Truth Estimated Truth Estimated
1 0.25 0.17 50 51 50 50
2 0.25 0.29 28 49 28 28
3 0.25 0.27 - 27 5 5
4 0.25 0.27 - 26 1 1
Cluster log(µ3) log(µ12) log(µ13)
1 50 52 (50, 50) (50, 50) (50, 50) (50, 50)
2 28 50 (28, 28) (28, 28) (28, 28) (28, 28)
3 - 49 (5, 5) (5, 5) (5, 5) (5, 5)
4 - 29 (1, 1) (1, 1) (1, 1) (1, 1)
Cluster log(µ23) log(µ123) log(γ100)
1 (50, 50) (50, 50) (50, 50, 50) (50, 50, 50) 0.1 0.05
2 - (9, 9) (28, 28, 28) (28, 28, 28) 0.01 0.04
3 (5, 5) (5, 5) (5, 5, 5) (5, 5, 5) 0 0.006
4 (1, 1) (1, 1) (1, 1, 1) (1, 1, 1) 0 0.004
Cluster log(γ010) log(γ001) log(γ110)
1 0.10 0.09 0.10 0.03 0.10 0.15
2 0.05 0.05 0.02 0.04 0.08 0.07
3 0.05 0.09 0 0.03 0.08 0.07
4 0.1 0.08 0 0.03 0.03 0.03
Cluster log(γ101) log(γ011) log(γ111)
1 0.10 0.15 0.10 0.09 0.75 0.44
2 0.15 0.13 0 0.001 0.7 0.669
3 0.05 0.05 0.07 0.06 0.6 0.694
4 0.05 0.05 0.07 0.06 0.6 0.746
Truth: common Σk Estimated: common Σk
y1 y2 y3 y1 y2 y3
y1 2 1 1 1.93 0.96 0.96
y2 1 2 1 0.96 1.81 0.85
y3 1 1 3 0.96 0.85 2.84
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Table A.4: Model assumption of cluster k


















































































































































































































































































































































































 Σ1 , ... , ΣkΣk = λkDkAkDk
6 Same as model 5
Σ1 , ... , Σk
Σk = λkDAD
7 Same as model 5
Σ1 , ... , Σk
Σk = λDkADk
8 Same as model 5
Σ1 , ... , Σk
Σk = λkDkADk
9 Same as model 5
Σ1 , ... , Σk
Σk = λDkAkDk
10 Same as model 5
Σ1 , ... , Σk
Σk = λDAkD
11 Same as model 5
Σ1 , ... , Σk
Σk = λkDAkD
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Table A.5: Summary statistics of baseline factors for each cluster derived from MCLUST
Variables Cluster
I II III IV V VI VII P-value
Age
Mean 69 65 66 61 68 67 68 <0.001
SD 10 16 10 8 6 11 11
Gender
Females, % 65 18 56 46 54 55 60 0.001
Males, % 35 82 44 54 46 45 40
Race
Whites, % 19 20 23 44 37 43 32 <0.001
Blacks, % 24 30 25 39 17 36 30
Hispanics, % 57 50 52 17 46 21 38
Education
No high school, % 56 45 53 25 36 25 36 <0.001
At least high school, % 44 55 47 75 64 75 64
Smoking status
Never smoker, % 48 36 36 37 39 34 45 0.016
Former smoker, % 35 46 41 42 47 45 45
Current smoker, % 17 18 23 21 14 21 10
Moderate alcohol consumption
No, % 68 64 64 29 50 46 57 <0.001
Yes, % 32 36 36 71 50 54 43
Table A.6: Summary statistics of risk factors for each cluster derived from MCLUST
Variables Cluster
I II III IV V VI VII P-value
Diabetes
No, % 79 82 85 92 75 80 82 0.461
Yes, % 21 18 15 8 25 20 18
Odds ratio 1.00 0.83 0.66 0.34 1.24 0.91 0.79
Hypertension
No, % 26 36 25 50 43 34 34 0.008
Yes, % 74 64 75 50 57 66 66
Odds ratio 1.00 0.63 1.10 0.36* 0.48 0.70 0.70*
Cardiac disease
No, % 85 100 79 87 93 91 86 0.237
Yes, % 15 0 21 13 7 9 14
Odds ratio 1.00 NA** 1.42 0.78 0.42 0.51 0.89
Antihypertensive use
No, % 54 45 56 67 71 83 70 <0.001
Yes, % 46 55 44 33 29 17 30
Odds ratio 1.00 1.43 0.93 0.60 0.48 0.24* 0.51
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Table A.7: Three energy expenditure patterns (in kcal) in the NOMAS by MCLUST
Cluster Physical activity
Walking Moderate Vigorous Total
I (n = 2553) 855.0 (1264.9) 0.9 (11.6) 88.1 (284.9) 981.6 (1473.1)
II (n = 11) 13286.2 (7749.3) 0.0 (0.0) 2322.4 (2333.6) 15608.5 (5863.9)
III (n = 73) 8358.1 (2163.1) 3.11 (26.6) 122.3 (343.8) 8519.3 (2207.1)
IV (n = 24) 290.4 (434.2) 4983.3 (3727.5) 1640.9 (1806.0) 7293.0 (4132.3)
V (n = 28) 1643.9 (2012.7) 843.5 (538.2) 783.8 (1117.7) 3450.0 (3344.7)
VI (n = 71) 2263.3 (2827.5) 1642.1 (1265.1) 60.4 (187.1) 3997.9 (3283.6)
VII (n = 194) 696.0 (949.9) 20.2 (109.0) 2659.7 (2156.9) 3507.5 (2889.7)
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Appendix B: Multvariate Zero-Inflated Poisson Clustering Algorithm
Table B.1: Model parameters of the simulated data in section
3.2.1





























Table B.2: Model parameters of the simulated data in section
3.2.2






























Reduced model Full model
OR LB UB OR LB UB
Cluster 2 1.89 1.08 3.34 1.75 0.94 3.31
Cluster 3 1.14 0.64 2.05 0.99 0.47 2.08
Cluster 4 1.11 0.64 1.93 1.08 0.59 2.01
Cluster 5 1.73 1.01 3.00 1.53 0.80 2.98
Cluster 6 1.52 0.87 2.67 1.48 0.80 2.78
Cluster 7 1.12 0.55 2.27 1.20 0.56 2.58
Cluster 8 1.66 0.92 3.03 1.81 0.92 3.58
Cluster 9 1.07 0.54 2.08 0.98 0.45 2.14
Table B.4: Model estimates: using cluster membership in-
formation vs. questionnaires’ input
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Table B.3: Summary statistics of baseline factors for each cluster derived from MCLUST
Variables Cluster
1 2 3 4 5 6 7 8 9 P-value
n 102 110 105 134 129 117 53 88 64
Age
Mean 63.9 59.8 61.2 57.4 61.6 58.9 62.0 60.4 64.8 0.002
SD 13.1 12.5 13.0 13.0 13.8 11.9 14.7 12.0 14.7
Gender
Females, % 38 54 41 44 52 54 36 41 58 0.025
Males, % 62 46 59 56 48 46 64 59 42
Marital Status
Yes, % 49 36 52 43 45 35 49 55 37 0.043
No, % 51 64 48 57 55 65 51 45 63
Education
High School or Lower, % 62 63 57 56 67 53 57 46 67 0.082
Some College, % 9 13 11 21 12 19 17 18 14
College and higher, % 29 24 32 23 21 28 26 36 19
Race
White, % 15 17 14 19 16 16 17 23 11 0.043
Black, % 14 21 26 25 16 27 11 24 9
Hispanic, % 64 55 51 48 60 53 68 44 77
Other, % 7 7 9 8 8 4 4 9 3
Charlson Score
Mean 1.8 1.9 2.1 1.7 1.8 1.7 1.4 1.9 2.3 0.419
SD 1.9 2.1 2.2 1.7 2.0 1.8 1.8 1.9 2.7
GRACE Score
Mean 97.1 93.4 96.1 87.6 93.2 88.2 96.8 93.6 97.2 0.142
SD 29.2 31.0 31.4 27.7 27.6 26.7 35.8 30.1 33.7
ASDS Score
Mean 19.7 43.2 26.9 32.9 36.5 37.2 24.6 30.5 19.8 <0.001
SD 1.0 15.8 3.9 10.8 14.0 13.1 2.5 10.0 1.0
PHQ Score
Mean 0.4 16.6 3.6 3.7 9.7 8.9 0.4 4.7 6.2 <0.001
SD 0.5 4.0 2.0 3.1 5.9 3.5 0.6 2.7 2.9
PCL Score
Mean 17.0 47.5 17.0 32.9 17.6 34.2 17.7 24.0 17.0 <0.001
SD 0.0 16.4 0.0 11.1 1.0 11.6 0.9 3.9 0.0
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