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Tato pra´ce se zaby´va´ porovna´n´ım distribuovany´ch souborovy´ch syste´mu˚ Ceph, Lustre a
Kosmos FS. Jsou zde shrnuty obecne´ vlastnosti teˇchto syste´mu˚, vcˇetneˇ zp˚usobu jejich insta-
lace, konfigurace a zprovozneˇn´ı. Da´le jsou popsa´ny testovac´ı na´stroje a sada test˚u, ktery´mi
jsem testoval vy´kon a mozˇnosti teˇchto syste´mu˚ na s´ıti dev´ıti pocˇ´ıtacˇ˚u. V posledn´ı cˇa´sti
jsem zpracoval a vyhodnotil vy´sledky teˇchto test˚u. Hodnocen´ı bylo zameˇrˇeno na urcˇen´ı
omezuj´ıc´ıch mı´st syste´mu˚. Z teˇchto syste´mu˚ se jako nejvhodneˇjˇs´ı jevil Lustre.
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Abstract
This work deals with comparsion of distributed filesystems Ceph, Lustre and Kosmos FS.
General properties of these systems are summarized here, including method of their instal-
ling, configuring and launching. Testing tools and test sets are described in the next part.
Performance and abilities of these systems were tested on a network of nine computers. Last
part contains analyses and evaluation of results, figuring out bottleneck of these systems.
Lustre seems to be the best of these systems.
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I kdyzˇ se vy´kon dnesˇn´ıch osobn´ıch pocˇ´ıtacˇ˚u sta´le zvysˇuje, je cˇasto vy´hodne´ zapojit je do
jedne´ s´ıteˇ a vyuzˇ´ıt jejich spolecˇny´ vy´kon. Zejme´na pokud se jedna´ o pevne´ disky, mu˚zˇe by´t
spojen´ı do s´ıteˇ vy´hodne´, protozˇe rychlosti pevny´ch disk˚u jsou obecneˇ nizˇsˇ´ı nezˇ rychlosti
s´ıteˇ. Aby vsˇak bylo mozˇne´ prˇistupovat prˇes s´ıt’ k teˇmto disk˚um, je potrˇeba pouzˇ´ıt s´ıt’ovy´
souborovy´ syste´m. Klasicke´ s´ıt’ove´ syste´my (jako naprˇ´ıklad NFS) vsˇak striktneˇ dodrzˇuj´ı
architekturu klient – server, takzˇe je vzˇdy vyuzˇ´ıva´n disk pouze na jednom serveru.
Distribuovane´ souborove´ syste´my jsou, na rozd´ıl od klasicky´ch s´ıt’ovy´ch, rozlozˇene´ mezi
neˇkolik server˚u. V za´vislosti na implementaci je toto rozlozˇen´ı vy´hodne´ z d˚uvodu spolehli-
vosti, vy´konu nebo dostupnosti (naprˇ´ıklad u geograficky rozsa´hly´ch syste´mu˚). Samostatnou
veˇtv´ı jsou pak paraleln´ı distribuovane´ souborove´ syste´my, ktere´ se zameˇrˇuj´ı na maxima´ln´ı
vy´kon prˇi soucˇasne´m prˇ´ıstupu v´ıce klient˚u. Cˇasto take´ data replikuj´ı na v´ıce server˚u, cˇ´ımzˇ je
kromeˇ vysˇsˇ´ı rychlosti cˇten´ı (na u´kor rychlosti za´pisu) zajiˇsteˇna i veˇtsˇ´ı spolehlivost. Obecneˇ
jsou kladeny vysˇsˇ´ı pozˇadavky na rychlost cˇten´ı, jelikozˇ v rea´lne´m nasazen´ı objem cˇteny´ch
dat vy´razneˇ prˇevysˇuje objem zapisovany´ch dat.
Zameˇrˇil jsem se na srovna´n´ı distribuovany´ch souborovy´ch syste´mu˚, ktere´ jsou volneˇ
dostupne´. Za´rovenˇ se mnou zpracova´val stejne´ te´ma kolega Vı´teˇzslav Humpa, takzˇe jsme
si tyto syste´my rozdeˇlili, abychom se jimi mohli zaby´vat podrobneˇji. V te´to pra´ci jsem
zpracoval syste´my Lustre, Kosmos FS, Starfish a Ceph. Syste´my PVFS2, GlusterFS, Gfarm
Grid, dCache a MogileFS zpracoval ve sve´ bakala´rˇske´ pra´ci [4] kolega.
Vybrane´ souborove´ syste´my jsem zhodnotil nejprve teoreticky podle dostupne´ dokumen-
tace. Z´ıskane´ informace jsou sepsa´ny v prvn´ı kapitole. Da´le jsme s kolegou tyto souborove´
syste´my nainstalovali na s´ıti dev´ıti pocˇ´ıtacˇ˚u a testovali jejich vlastnosti v praxi. Popis teˇchto
test˚u a jejich vy´sledky jsou shrnuty v dalˇs´ıch dvou kapitola´ch.
Kv˚uli pla´novane´mu nasazen´ı distribuovane´ho souborove´ho syste´mu na nasˇ´ı fakulteˇ,
jsme testovali na operacˇn´ım syste´mu CentOS, abychom za´rovenˇ zjistili, jak budou syste´my




Na´sleduj´ıc´ı kapitola popisuje obecne´ vlastnosti testovany´ch souborovy´ch syste´mu˚. Jde o shr-
nut´ı verˇejneˇ dostupny´ch informac´ı, rozhoduj´ıc´ıch pro nasazen´ı syste´mu v praxi. Zaj´ıma´ na´s
prˇedevsˇ´ım, zda podporuj´ı prˇ´ıstupova´ pra´va, jak jsou prˇipojitelne´ do souborove´ho syste´mu
(neˇkdy je potrˇeba knihovna funkc´ı pro prˇ´ıstup) a take´ kdo se pod´ıl´ı na vy´voji (aby naprˇ.
nesˇlo o ”mrtvy´ projekt“). Za´rovenˇ je v te´to kapitole shrnuty´ postup instalace a konfigurace
a to vcˇetneˇ proble´mu˚, na ktere´ jsem narazil. Je nutne´ podotknout, zˇe veˇtsˇina teˇchto syste´mu˚
je sta´le ve vy´voji a tyto nedostatky jisteˇ budou odstraneˇny, nicme´neˇ povazˇuji za vhodne´ se
o teˇchto chyba´ch zmı´nit. Syste´my jsou rˇazeny abecedneˇ.
2.1 Ceph
Tento syste´m je vyv´ıjen na University of California, Santa Cruz. Jeho c´ılem bylo vyvinout
paraleln´ı distribuovany´ souborovy´ syste´m dostupny´ pod GPL a zaplnit tak mezeru na
tomto poli (ktera´ v soucˇasne´ dobeˇ jizˇ nen´ı tak velka´). Je vyv´ıjen od roku 2005, ale sta´le
nen´ı uvolneˇna stabiln´ı verze vhodna´ pro produkcˇn´ı nasazen´ı. Z vybrany´ch syste´mu˚ ma´ Ceph
asi nejobt´ızˇneˇjˇs´ı instalaci (resp. konfiguraci). Protozˇe jde o vy´zkumny´ projekt, dokumentace
[8] se zameˇrˇuje na popis pouzˇity´ch algoritmu˚ a princip˚u a postup instalace a konfigurace
je zdokumentova´n pouze formou vzorovy´ch prˇ´ıklad˚u na wikipedii. Neexistuje take´ zat´ım
zˇa´dna´ oficia´lneˇ vydana´ verze, lze pouze sta´hnout neˇkterou z posledn´ıch reviz´ı z git.
Syste´m vyhovuje standardu POSIX a prosˇel i veˇtsˇinou test˚u na shodu (vydany´mi
2.dubna 2008, bl´ızˇe viz [7]). Striktn´ı dodrzˇova´n´ı standardu vsˇak mu˚zˇe v neˇktery´ch prˇ´ıpadech
omezovat vy´kon syste´mu. Naprˇ´ıklad synchronn´ı za´pis neˇkolika klient˚u do jednoho souboru
vyzˇaduje zamyka´n´ı tohoto souboru, takzˇe v jednu chv´ıli mu˚zˇe zapisovat pouze jeden klient.
Pokud vsˇak na aplikacˇn´ı u´rovni zajist´ıme, aby klienti zapisovali do r˚uzny´ch cˇa´st´ı souboru,
je toto zamyka´n´ı zbytecˇne´. Proto Ceph umozˇnˇuje globa´lneˇ tyto za´mky vypnout.
2.1.1 Architektura
Architektura syste´mu nerozliˇsuje metadata od samotny´ch dat. Obeˇ skupiny dat se ukla´daj´ı
na jeden cluster slozˇeny´ veˇtsˇinou z v´ıce stroj˚u. Tento cluster je autonomn´ım syste´mem se
samostatny´m rˇ´ızen´ım replikace a automaticky´m vyvazˇova´n´ım za´teˇzˇe (syste´m RADOS [9]).
Za´teˇzˇ se vyvazˇuje pr˚ubeˇzˇneˇ a cluster je tedy schopny´ postupneˇ se prˇizp˚usobit aktua´ln´ımu
vyuzˇit´ı. Pro zvy´sˇen´ı vy´konu se tedy vyuzˇ´ıva´ vy´pocˇetn´ı kapacity stanic, cozˇ mu˚zˇe by´t
vy´hoda, pokud tyto stanice stoj´ı jako samostatny´ u´lozˇny´ syste´m, nebo naopak nevy´hoda,
pokud jsou stanice za´rovenˇ soucˇa´st´ı vy´pocˇetn´ıho syste´mu. Redundance je zat´ım zajiˇsteˇna
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pouze replikac´ı soubor˚u, i kdyzˇ bylo p˚uvodneˇ v pla´nu implementovat za´lohova´n´ı pomoc´ı
parity.
Ceph se zameˇrˇuje na pra´ci s metadaty soubor˚u. Podle dokumentace tvorˇ´ı pra´ce s meta-
daty polovinu za´teˇzˇe typicke´ho souborove´ho syste´mu1. Na zpracova´n´ı metadat nen´ı vyhra-
zen pouze jeden stroj, ale cely´ cluster. Tento cluster zpracova´va´ pozˇadavky na metadata a
udrzˇuje v pameˇti RAM cache posledn´ıch pozˇadavk˚u. Vlastn´ı ulozˇen´ı a nacˇ´ıta´n´ı metadat po-
necha´va´ na datove´m clusteru. Odpoveˇdnost za metadata je rozdeˇlova´na hierarchicky mezi
jednotlive´ uzly.
Komunikace s klienty i komunikace mezi stanicemi je postavena na protokolu TCP.
Klient prˇistupuje k syste´mu bud’ prˇes FUSE, nebo prˇes knihovnu funkc´ı, ale do budoucna
je c´ılem zabudovat podporu prˇ´ımo do ja´dra. Graficky je architektura zna´zorneˇna na obra´zku
2.1 (obra´zek byl prˇevzat z [8]).
Obra´zek 2.1: Architektura syste´mu Ceph
Na disc´ıch server˚u pouzˇ´ıva´ vlastn´ı souborovy´ syste´m, takzˇe je vhodne´ mu vyhradit
zvla´sˇtn´ı diskovy´ odd´ıl. Je sice mozˇne´ mı´sto diskove´ho odd´ılu pouzˇ´ıt beˇzˇny´ soubor, ale tento
zp˚usob je urcˇen sp´ıˇse pro ladeˇn´ı, nezˇ pro beˇzˇny´ provoz. Kv˚uli rychlejˇs´ımu prˇ´ıstupu je mozˇne´
(a doporucˇovane´) pro zˇurna´l tohoto souborove´ho syste´mu pouzˇ´ıt jiny´ pevny´ disk, nebo
NVRAM.
2.1.2 Kompilace
Pro kompilaci je nutny´ autoconf verze 2.59 a take´ knihovna openmpi ve verzi 1.2.5. Pomoc´ı





1Tento za´veˇr vsˇak vycha´z´ı z [6], kde byla testova´na za´teˇzˇ zejme´na prˇi pouzˇ´ıva´n´ı loka´ln´ıch souborovy´ch
syste´mu˚ na pracovn´ıch stanic´ıch
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2.1.3 Konfigurace a spousˇteˇn´ı
Popis konfigurace vycha´z´ı pouze ze vzorovy´ch prˇ´ıklad˚u z wikipedie [1] a nemus´ı tedy by´t
korektn´ı a kompletn´ı. Za´kladem konfigurace je globa´ln´ı konfiguracˇn´ı soubor, u ktere´ho Ceph
vyzˇaduje, aby byl dostupny´ na vsˇech serverech clusteru (naprˇ´ıklad prˇes NFS). Tento soubor
vytvorˇ´ıme pomoc´ı prˇ´ıkaz˚u:
monmaptool --create --clobber --add 10.0.0.1:12345 --print .ceph_monmap
mkmonfs --clobber mondata/mon0 --mon 0 --monmap .ceph_monmap
kde 10.0.0.1 je IP adresa stroje na neˇmzˇ bude beˇzˇet monitorovac´ı proces a mondata/mon0
je cesta k adresa´rˇi kam si bude ukla´dat informace o strukturˇe a stavu syste´mu. Vsˇechny
na´sleduj´ıc´ı prˇ´ıkazy mus´ı by´t spousˇteˇny v adresa´rˇi s t´ımto vygenerovany´m konfiguracˇn´ım
souborem (nebo k neˇmu mı´t prˇ´ıstup a nastavenou cestu). Samotny´ monitorovac´ı proces
pak spust´ıme prˇ´ıkazem:
cmon mondata/mon0 -o out -d --debug_mon 10 --debug_ms 1
Pomoc´ı na´stroje osdmaptool se vytva´rˇ´ı konfiguracˇn´ı soubor pro servery datove´ho clusteru2.
Monitorovac´ımu procesu se pak pomoc´ı cmonctl tento soubor nastav´ı jako mapa datovy´ch
server˚u:
osdmaptool --clobber --createsimple .ceph_monmap 4 --print .ceph_osdmap
cmonctl osd setmap -i .ceph_osdmap
Pak se na jednotlivy´ch datovy´ch serverech naforma´tuj´ı diskove´ odd´ıly urcˇene´ pro data:
cosd --mkfs_for_osd <num> /dev/sdb
kde num je porˇadove´ cˇ´ıslo datove´ho serveru (pocˇ´ınaje 0). Pokud chceme pro ulozˇen´ı zˇurna´lu
pouzˇ´ıt jiny´ disk, mus´ı na neˇj existovat odkaz /dev/sdb.journal. Pote´ mu˚zˇeme na jednot-
livy´ch stroj´ıch spustit procesy datovy´ch server˚u prˇ´ıkazem cosd:
cosd /dev/sdb -o out -d --debug_osd 10
Slozˇka out mus´ı existovat, do n´ı se pak ukla´daj´ı lad´ıc´ı vy´pisy. Nakonec spust´ıme proces
metadata serveru:
cmds --debug_ms 1 --debug_mds 10 -o out -d
T´ım je spusˇteˇn cely´ syste´m, zby´va´ prˇipojit klienty. K tomu slouzˇ´ı prˇ´ıkaz cfuse, ktery´ mus´ı
by´t spusˇteˇn v adresa´rˇi s konfiguracˇn´ım souborem (.ceph monmap)
cfuse /mnt/ceph
2.2 Kosmos FS
Na za´kladeˇ uvolneˇny´ch informac´ı o proprieta´rn´ım Google FS vytva´rˇ´ı Sriram Rao se sku-
pinou vy´voja´rˇ˚u podobny´ souborovy´ syste´m. Syste´m je psa´n v jazyce C++ a je zat´ım ve
vy´voji, takzˇe nen´ı doporucˇova´no jeho produkcˇn´ı nasazen´ı. Je vyda´n pod licenc´ı ”Apache 2.0
license“3 , ktera´ umozˇnˇuje upravovat a sˇ´ıˇrit zdrojovy´ ko´d. V dobeˇ psan´ı pra´ce je k dispozici
2Servery se oznacˇuj´ı jako Object-based Storage Device, z toho je tedy zkratka OSD
3Dostupna´ na http://www.apache.org/licenses/LICENSE-2.0.html
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verze 0.1.2, cozˇ jisteˇ vypov´ıda´ o tom, zˇe nejde o stabiln´ı a odladeˇnou verzi. Nicme´neˇ jizˇ tuto
verzi je mozˇne´ spustit, a bude vhodne´ zjistit, kde ma´ slaba´ mı´sta a porovnat je s ostatn´ımi
syste´my Nejde tedy o srovna´n´ı ”stability“ ale sp´ıˇse o porovna´n´ı mozˇny´ch rˇesˇen´ı ukla´da´n´ı
dat.
Podobneˇ jako u Google FS se soubory deˇl´ı do takzvany´ch ”chunks“, cozˇ jsou bloky
o velikosti 64 MB. Je tedy zrˇejme´, zˇe jde o syste´m optimalizovany´ pro velke´ soubory. To
odpov´ıda´ filozofii Google FS, ktera´ take´ prˇedpokla´da´ pra´ci s neˇkolika ma´lo velky´mi soubory.
Protozˇe je umozˇneˇno, aby neˇkolik klient˚u zapisovalo za´rovenˇ na konec jednoho souboru,
je mozˇne´ takto vytva´rˇet rozsa´hle´ soubory. Nen´ı sice zajiˇsteˇno, zˇe porˇad´ı za´pis˚u z˚ustane
zachova´no, ale je zajiˇsteˇna atomicˇnost jednotlivy´ch za´pis˚u. Tyto soubory jsou pak veˇtsˇinou
cˇteny sekvencˇneˇ velky´m mnozˇstv´ım klient˚u. Rozdeˇlen´ı na velke´ bloky je tedy pro tento u´cˇel
idea´ln´ı, protozˇe vy´razneˇ omezuje rezˇii. Pro velke´ mnozˇstv´ı maly´ch soubor˚u je vsˇak syste´m
prˇ´ımo nevhodny´, jelikozˇ by se prˇ´ıliˇs zvy´sˇila za´teˇzˇ metadata serveru. Dalˇs´ı (samozrˇejmou)
vy´hodou tohoto cˇleneˇn´ı je prakticky libovolna´ velikost souboru (nen´ı omezena´ kapacitou
jednotlivy´ch server˚u, ale celkovou kapacitou syste´mu).
U kazˇde´ho ulozˇene´ho bloku se ukla´da´ i kontroln´ı soucˇet, cˇ´ımzˇ se syste´m bra´n´ı porucha´m
disku (prˇ´ıp. ovladacˇe disku), ktere´ nejsou tak vza´cne´, jak by se mohlo zda´t (viz [3]). Bloky
jsou take´ neˇkolikra´t replikova´ny (implicitneˇ trˇikra´t) pro prˇ´ıpad vy´padku cele´ho stroje a pro
zvy´sˇen´ı rychlosti cˇten´ı.
2.2.1 Architektura
Syste´m sesta´va´ ze dvou za´kladn´ıch cˇa´st´ı, metadata serveru a chunk serveru, ktere´ se spousˇt´ı
jako samostatne´ procesy. Na jednom stroji je tedy mozˇne´ spustit obeˇ cˇa´sti za´rovenˇ (prˇ´ıpadneˇ
i v´ıce instanc´ı, pokud to ma´ opodstatneˇn´ı). Metadata server ukla´da´ minimum informac´ı,
zejme´na na´zvy soubor˚u a rozlozˇen´ı chunks mezi jednotlive´ servery. C´ılem je, aby se tato
data vesˇla do pameˇti RAM a byla tedy dostupna´ bez zpozˇdeˇn´ı. Klienti od metadata ser-
veru zjist´ı do ktery´ch chunks je soubor rozlozˇen a za´rovenˇ i rozmı´steˇn´ı teˇchto chunks mezi
servery. V soucˇasne´ verzi nen´ı metadata server replikova´n a z˚usta´va´ tedy slaby´m mı´stem
z hlediska spolehlivosti syste´mu, ale v dalˇs´ıch verz´ıch je pla´nova´na na´prava. Do te´ doby
je mozˇne´ metadata server za´lohovat rucˇneˇ. Chunk servery slouzˇ´ı k ukla´da´n´ı surovy´ch dat.
Jednotlive´ chunks ukla´daj´ı jako beˇzˇne´ soubory do souborove´ho syste´mu, cozˇ mu˚zˇe by´t v
prˇ´ıpadeˇ rozsa´hlejˇs´ıch syste´mu˚ omezuj´ıc´ı. Uzˇ v soucˇasne´ verzi byla prˇida´na alesponˇ mozˇnost
rozdeˇlit tyto soubory do podadresa´rˇ˚u. Tyto servery mohou samozrˇejmeˇ beˇzˇet na stejne´m
stroji jako metadata server.
Servery mezi sebou a s klienty komunikuj´ı vy´hradneˇ pomoc´ı protokolu tcp, na straneˇ
klienta je zat´ım k syste´mu prˇistupova´no prˇes knihovnu funkc´ı. Podpora pro FUSE je sice
pla´nova´na, ale v aktua´ln´ı verzi je zat´ım nepouzˇitelna´ (prˇ´ıliˇs pomala´ a implementuje pouze
za´kladn´ı operace).
Syste´m se konfiguruje prˇes konfiguracˇn´ı soubor, podle neˇjzˇ pak instalacˇn´ı skript rozmı´st´ı
bina´rn´ı soubory a startovac´ı skript spust´ı sluzˇby na jednotlivy´ch serverech. Tento zp˚usob
ma´ vy´hodu zejme´na v tom, zˇe je mozˇne´ cely´ syste´m spravovat z jednoho mı´sta. Vy´voj je
zameˇrˇen prˇedevsˇ´ım na operacˇn´ı syste´m Fedora Core 5, pro neˇjzˇ jsou distribuova´ny i bina´rn´ı
soubory.
2.2.2 Kompilace







Pokud kompilujeme na 32-bitove´m syste´mu, jsou potrˇeba drobne´ u´pravy v ko´du. V dalˇs´ı
uvolneˇne´ verzi by vsˇak tyto chyby meˇly by´t jizˇ opravene´. V souboru CMakeLists.txt je
potrˇeba nastavit cesty JAVA_INCLUDE_PATH a JAVA_INCLUDE_PATH2.4 Implicitneˇ je gene-
rova´na lad´ıc´ı verze. Pro verzi bez lad´ıc´ıch vy´pis˚u je potrˇeba tamte´zˇ nastavit:
set (CMAKE_BUILD_TYPE Release)
V adresa´rˇi se zdrojovy´mi soubory pak vytvorˇ´ıme podadresa´rˇ pro vy´sledne´ bina´rn´ı soubory:
mkdir build
cd build
Pomoc´ı cmake nakonfigurujeme prˇeklad a vygenerujeme makefile. Pak pomoc´ı gmake prˇelozˇ´ıme
zdrojove´ soubory a pomoc´ı gmake install dokoncˇ´ıme instalaci (mimo jine´ zkop´ıruje bina´rn´ı
soubory do podadresa´rˇe build/bin).
cmake -D CMAKE_BUILD_TYPE="Release" ../
gmake
gmake install
Na ostatn´ı stanice se bina´rn´ı soubory zkop´ıruj´ı automaticky beˇhem konfigurace, stacˇ´ı na neˇ
tedy nainstalovat potrˇebne´ knihovny.
2.2.3 Konfigurace
Za´kladem konfigurace je jeden soubor, ve ktere´m je popsa´na struktura cele´ho syste´mu. Popis
struktury se zat´ım omezuje pouze na urcˇen´ı adres jednotlivy´ch server˚u a nastaven´ı portu,
na ktere´m maj´ı naslouchat. Podle tohoto souboru se pomoc´ı konfiguracˇn´ıch skript˚u na
jednotlivy´ch stanic´ıch spust´ı procesy server˚u. Tyto skripty vyuzˇ´ıvaj´ı ssh a je proto vhodne´
mı´t na vsˇechny stanice zajiˇsteˇn prˇ´ıstup bez hesla. Uprav´ıme tedy vzorove´ konfiguracˇn´ı
soubory ve slozˇce conf a vytvorˇ´ıme novy´ konfiguracˇn´ı soubor5, naprˇ. deploy.cfg. Pote´
spust´ıme instalacˇn´ı skript (je nutne´ jej spousˇteˇt z adresa´rˇe scripts), ktery´ rozmı´st´ı potrˇebne´
bina´rn´ı soubory na vsˇechny stanice:
python kfssetup.py -f ../conf/deploy.cfg -b ../build/bin
2.2.4 Spusˇteˇn´ı
Pro spusˇteˇn´ı (resp. zastaven´ı) syste´mu slouzˇ´ı skript kfslaunch.py. Ten podle konfiguracˇn´ıho
souboru spust´ı (zastav´ı) procesy na jednotlivy´ch stanic´ıch. Stacˇ´ı mu tedy zadat cestu ke
konfiguracˇn´ımu souboru a parametr --start (--stop):
python kfslaunch.py -f ../conf/deploy.cfg --start
python kfslaunch.py -f ../conf/deploy.cfg --stop
4Pokud nepotrˇebujeme java rozhran´ı stacˇ´ı pra´zdny´ rˇeteˇzec.
5Vzorovy´ konfiguracˇn´ı soubor je dostatecˇneˇ komentovany´ a patrneˇ se jesˇteˇ bude meˇnit, proto zde nema´
smysl rozeb´ırat jeho forma´t.
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2.3 Lustre
Syste´m byl p˚uvodneˇ vyv´ıjeny´ firmou Cluster File Systems, Inc., kterou v roce 2007 prˇevzali
Sun Microsystems. Dı´ky tomu je kromeˇ Linuxu pla´nova´na podpora i pro syste´m Solaris.
Sta´le je vyv´ıjen pod licenc´ı GNU GPL. Lustre je urcˇen prˇedevsˇ´ım pro rozsa´hlejˇs´ı clustery,
cozˇ dokazuje naprˇ´ıklad jeho pouzˇit´ı na Blue Gene (viz [2]) a neˇkolika dalˇs´ıch vy´znamny´ch
superpocˇ´ıtacˇ´ıch. Prima´rneˇ je urcˇen pro stanice, ktere´ maj´ı pole disk˚u s redundanc´ı – imple-
mentace nezajiˇst’uje zˇa´dnou kontrolu chyb ani redundanci. Odolnost proti vy´padku hard-
ware je zajiˇst’ova´na azˇ na u´rovni jednotlivy´ch server˚u (viz da´le).
Lustre je podporova´n prˇedevsˇ´ım syste´my Red Hat Enterprise Linux a SUSE. Pro tyto
syste´my jsou prˇipravene´ prˇedkompilovane´ bal´ıcˇky. Kv˚uli optimalizac´ım vy´konu vsˇak vyzˇaduje
u´pravy v linuxove´m ja´drˇe, cozˇ mu˚zˇe by´t jeho nevy´hodou. Pro aktua´ln´ı verzi ja´dra existuj´ı
hotove´ bal´ıcˇky s jizˇ upraveny´m ja´drem a stacˇ´ı tedy nainstalovat bal´ıcˇek a upravit zavadeˇcˇ.
V prˇ´ıpadeˇ, zˇe z neˇjaky´ch d˚uvod˚u potrˇebujeme vlastn´ı ja´dro, je mozˇne´ aplikovat potrˇebne´
u´pravy a prˇekompilovat ja´dro s nimi. Modul pro klienta lze zkompilovat i pro neupraveny´
kernel. Ztrat´ı se t´ım sice cˇa´st vy´konu, ale odpada´ nutnost u klienta upravovat kernel, cozˇ
ma´ samozrˇejmeˇ vy´hody z hlediska u´drzˇby.
2.3.1 Architektura
Architektura syste´mu je v principu podobna´ Google FS. Jeden metadata server (MDS6), na
neˇmzˇ jsou ulozˇena jme´na soubor˚u, a jejich umı´steˇn´ı. Da´le neˇkolik u´lozˇny´ch server˚u (OSS),
na nichzˇ jsou ulozˇena surova´ data. Na jednom fyzicke´m stroji obvykle (v za´vislosti na
hardware) beˇzˇ´ı neˇkolik proces˚u u´lozˇny´ch server˚u (procesy se oznacˇuj´ı OST).
Metadata server ma´ typicky svou za´lozˇn´ı kopii, ktera´ jej nahrad´ı v prˇ´ıpadeˇ vy´padku,
a stejneˇ tak datove´ servery maj´ı mozˇnost pracovat po dvojic´ıch, kdy jeden server slouzˇ´ı
za´rovenˇ jako za´loha druhe´ho. Implicitneˇ vsˇak servery pracuj´ı samostatneˇ, takzˇe prˇi vy´padku
neˇktere´ho serveru je cˇa´st syste´mu nedostupna´. Zbytek syste´mu vsˇak z˚usta´va´ dostupny´ –
vy´padek se dotkne pouze neˇktery´ch soubor˚u (nebo jejich cˇa´st´ı, v prˇ´ıpadeˇ vyuzˇit´ı prokla´da´n´ı).
Syste´m rovneˇzˇ detekuje vy´padky klient˚u, aby uvolnil za´mky nad jejich soubory a umozˇnil
tak prˇ´ıstup ostatn´ım klient˚um.
Komunikaci mohou kromeˇ ethernetu zajiˇst’ovat i rozhran´ı Quadrics Elan, InfiniBand
nebo Myrinet GM, d´ıky abstraktn´ı vrstveˇ LNET7. Za´rovenˇ se t´ım sn´ızˇ´ı vyt´ızˇen´ı procesoru
na minimum, jelikozˇ tato rozhran´ı podporuj´ı RDMA8.
Od verze 1.6 se za´sadneˇ zmeˇnil zp˚usob konfigurace syste´mu a do vy´sˇe uvedene´ architek-
tury prˇibyl ”configuration management server“ (MGS), cozˇ je proces spravuj´ıc´ı konfiguraci
neˇkolika souborovy´ch syste´mu˚ (stacˇ´ı tedy veˇtsˇinou jediny´, i v prˇ´ıpadeˇ v´ıce neza´visly´ch
syste´mu˚). Mimo to se pro ulozˇen´ı dat mı´sto ext3 zacˇal pouzˇ´ıvat vlastn´ı souborovy´ syste´m.
Pro provoz kazˇde´ho serveru je tedy nutne´ vyhradit na disku zvla´sˇtn´ı odd´ıl.
Kazˇdy´ soubor si vyhrad´ı jeden inode9 na metadata serveru a jeden inode na datove´m ser-
veru. Velikost odd´ılu pro metadata server je tedy nutne´ zvolit s ohledem na prˇedpokla´dany´
pocˇet soubor˚u (doporucˇen´ım jsou 1-2% kapacity clusteru).
Na klientovi je d´ıky u´praveˇ ja´dra mozˇne´ syste´m prˇipojit transparentneˇ prˇ´ıkazem mount.
Pro vysˇsˇ´ı vy´kon je poskytova´na knihovna pro prˇ´ımy´ prˇ´ıstup a prˇi pouzˇit´ı te´to knihovny
6Zkratky pouzˇ´ıvane´ v oficia´ln´ı dokumentaci
7Lustre Networking, bl´ızˇe viz [5]
8Remote Direct Memory Access, bl´ızˇe opeˇt v [5]
9Implicitneˇ jde o u´sek 4kB.
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samozrˇejmeˇ take´ odpada´ nutnost u klienta upravovat kernel, nicme´neˇ je pak nutne´ upravovat
klientskou aplikaci.
2.3.2 Instalace
Instalace je pomeˇrneˇ jednoducha´, vesˇkere´ potrˇebne´ bal´ıky je mozˇne´ sta´hnout po bez-
platne´ registraci na http://www.sun.com/software/products/lustre/get.jsp. Jednot-
live´ bal´ıky:
• kernel-smp-<verze>.rpm - Bal´ıcˇek s upraveny´m a zkompilovany´m ja´drem. Je sa-
mozrˇejmeˇ potrˇeba pouzˇ´ıt odpov´ıdaj´ıc´ı verze modul˚u a utilit.
• kernel-source-<verze>.rpm – Bal´ıcˇek se zdrojovy´mi soubory prˇedchoz´ıho ja´dra. Prˇi
pouzˇit´ı prˇedkompilovane´ho ja´dra nen´ı potrˇeba.
• lustre-modules-<verze>.rpm – Potrˇebne´ moduly ja´dra.
• lustre-<verze>.rpm – Uzˇivatelske´ na´stroje pro konfiguraci syste´mu. (a neˇktere´ podp˚urne´
na´stroje)
• lustre-source-<verze>.rpm – Zdrojove´ soubory, vcˇetneˇ patche kernelu. Potrˇebne´ pouze
pro kompilaci vlastn´ıch modul˚u, nebo vlastn´ıho ja´dra.
• lustre-ldiskfs-<verze> – Modul ja´dra pro vlastn´ı souborovy´ syste´m.
• e2fsprogs-<verze>.rpm – Beˇzˇne´ utility pro souborovy´ syste´m. Je vyzˇadova´na verze
1.38 a vysˇsˇ´ı.
Kromeˇ teˇchto bal´ık˚u je vyzˇadova´n perl (v jake´koliv ”modern´ı“ verzi) a pro prˇ´ıpadnou








Konfigurace byla od verze 1.6 znacˇneˇ zjednodusˇena. K za´kladn´ı konfiguraci slouzˇ´ı na´stroj
mkfs.lustre. T´ımto na´strojem se vytvorˇ´ı na zvolene´m diskove´m odd´ılu specia´ln´ı souborovy´
syste´m, ktery´ kromeˇ vlastn´ıch dat obsahuje i informace o konfiguraci clusteru. Tento sou-
borovy´ syste´m pak stacˇ´ı prˇipojit na libovolne´ mı´sto, cˇ´ımzˇ se spust´ı server.
Na jednom diskove´m odd´ılu mu˚zˇe by´t metadata server (MDS) za´rovenˇ s konfiguracˇn´ım
serverem (MGS). Souborovy´ syste´m pro takovou kombinaci vytvorˇ´ıme prˇ´ıkazem:
mkfs.lustre --fsname=testfs --mdt --mgs /dev/sdb1
Datovy´ server (OSS) vsˇak vyzˇaduje sv˚uj vlastn´ı odd´ıl, ktery´ naforma´tujeme obdobny´m
zp˚usobem:
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mkfs.lustre --fsname=testfs --ost --mgsnode=server@tcp0 /dev/sdb2
Parametr --fsname slouzˇ´ı k jednoznacˇne´mu prˇiˇrazen´ı serveru ke konkre´tn´ımu souborove´mu
syste´mu (na clusteru s jedn´ım MGS mu˚zˇe beˇzˇet v´ıce syste´mu˚) a parametr --mgsnode urcˇuje
adresu MGS a rozhran´ı pro prˇipojen´ı.
Za beˇhu lze syste´m konfigurovat pomoc´ı na´stroje lctl. Implicitneˇ je naprˇ´ıklad vypnute´
prokla´da´n´ı soubor˚u, cozˇ lze zmeˇnit prˇ´ıkazem:
lctl conf_param testfs-MDT0000.lov.stripecount=3
2.3.4 Spusˇteˇn´ı
Servery se spousˇt´ı prˇipojen´ım odd´ılu s jejich souborovy´m syste´mem. Lze je tedy spousˇteˇt
automaticky prˇi startu, pokud je prˇida´me do fstab, nebo rucˇneˇ:
mount -t lustre /dev/sdaX /mnt/testX
Klient se z hlediska uzˇivatele prˇipojuje podobneˇ jako jine´ souborove´ syste´my (pokud
ma´me upravene´ ja´dro):
mount -t lustre server@tcp0:/testfs /mnt/testfs
2.4 Starfish
Souborovy´ syste´m firmy Digital Bazaar, ktery´ firma zacˇala vyv´ıjet jako na´hradu za Lustre.
Oproti Lustre syste´m Starfish nepozˇaduje u´pravu ja´dra, bezˇ´ı cely´ v uzˇivatelske´m rezˇimu a
je napsa´n v Pythonu. Jeho hlavn´ı vy´hodou je u´plna´ decentralizace (viz n´ızˇe). V soucˇasne´
dobeˇ je ve vy´voji a nen´ı doporucˇova´no jeho produkcˇn´ı nasazen´ı (byt’ na tomto syste´mu
firma provozuje sklad multime´di´ı). Jako stabilneˇjˇs´ı varianta je doporucˇova´n Glustre, jako
rychlejˇs´ı varianta Lustre 10. Bohuzˇel nen´ı vyv´ıjen pod GPL a pod soucˇasnou licenc´ı je jeho
pouzˇit´ı omezeno na 1 TB ulozˇeny´ch dat. Kv˚uli tomuto omezen´ı a nestabiliteˇ byl syste´m
nakonec vyrˇazen z testova´n´ı a je zde uveden pouze jako alternativa k prˇedchoz´ım.
2.4.1 Architektura
Architektura se za´sadneˇ liˇs´ı od prˇedchoz´ıch syste´mu˚. Neexistuje zde zˇa´dny´ centra´ln´ı server,
vsˇechny uzly mezi sebou komunikuj´ı pomoc´ı multicast vys´ıla´n´ı a metadata jsou sd´ılena
vsˇemi uzly. Dı´ky tomu je zajiˇsteˇna maxima´ln´ı dostupnost – v prˇ´ıpadeˇ vy´padku jake´hokoliv
pocˇtu server˚u z˚ustane zbyla´ cˇa´st souborove´ho syste´mu dostupna´. Za´rovenˇ tato architektura
zajiˇst’uje take´ snadne´ rozsˇ´ıˇren´ı syste´mu – na nove´m stroji stacˇ´ı spustit server a ten se sa´m
prˇipoj´ı k dosavadn´ı s´ıti. Na druhou stranu takto decentralizovany´ syste´m je obt´ızˇne´ ladit a
omezenou stabilitu povazˇuji u Starfish za nejveˇtsˇ´ı nevy´hodu.
2.4.2 Podpora
Starfish je prima´rneˇ vyv´ıjen pro Debian, ale d´ıky pouzˇit´ı pythonu by meˇla by´t zajiˇsteˇna
maxima´ln´ı prˇenositelnost. V pozˇadavc´ıch ma´ uvedeny vzˇdy nejaktua´lneˇjˇs´ı verze programu˚,
ale syste´m fungoval i se starsˇ´ımi verzemi. Naprˇ´ıklad s pythonem verze 2.4.3 byl syste´m
dokonce stabilneˇjˇs´ı, nezˇ s verz´ı 2.5.1.





Syste´my jsme testovali s kolegou Humpou na zap˚ujcˇene´m hardware. Z porovna´vany´ch
syste´mu˚ jsme si kazˇdy´ vybrali 3 nejperspektivneˇjˇs´ı, na ktere´ jsme se v testova´n´ı zameˇrˇili. Z
vybrany´ch syste´mu˚ jsem tedy prˇi testova´n´ı vynechal Starfish, vzhledem k jeho nestabiliteˇ
a omezene´ licenci.
3.1 Testovac´ı sestava
Testovac´ı sestava byla slozˇena´ z 9 pocˇ´ıtacˇ˚u, ktere´ meˇly vsˇechny konfiguraci:




Tyto stroje byly prˇipojeny 1 Gbit ethernetem do jednoho spolecˇne´ho prˇep´ınacˇe. Na vsˇech
stanic´ıch byl nainstalova´n operacˇn´ı syste´m CentOS 5, prˇicˇemzˇ 8 stroj˚u meˇlo jednotnou
instalaci a posledn´ı byl vycˇleneˇn jako server.
Tento server poskytoval cele´ s´ıti konfiguraci prˇes dhcp a slouzˇil obecneˇ jako za´zemı´ pro
testovac´ı skripty. Za´rovenˇ na neˇm byl vytvorˇen adresa´rˇ dostupny´ ze vsˇech stanic prˇes NFS.
Tento adresa´rˇ slouzˇil naprˇ´ıklad pro umı´steˇn´ı instalacˇn´ıch soubor˚u (cozˇ usnadnˇovalo auto-
matickou instalaci na vsˇechny stanice) a za´rovenˇ byl vyuzˇ´ıva´n na shromazˇd’ova´n´ı vy´sledk˚u
test˚u a statistik z jednotlivy´ch stanic.
Disk jednotlivy´ch stanic byl rozdeˇlen na 3 odd´ıly. Pro syste´movy´ odd´ıl jsme vyhradili
50 GB a zbytek disku byl rozdeˇlen mezi 2 datove´ odd´ıly. Zvolili jsme radeˇji 2 odd´ıly, je-
likozˇ neˇktere´ syste´my vyzˇaduj´ı cely´ odd´ıl naforma´tovany´ vlastn´ım souborovy´m syste´mem.
Protozˇe jsme se na testovac´ı sestaveˇ strˇ´ıdali s kolegou, pouzˇ´ıval jsem vy´hradneˇ trˇet´ı odd´ıl
(tedy posledn´ı). To mu˚zˇe mı´rneˇ sn´ızˇit vy´kon, jelikozˇ tento odd´ıl je nejbl´ızˇe strˇedu disku. Je
tedy vhodne´ toto zohlednit v prˇ´ıpadeˇ porovna´n´ı syste´mu˚ s ostatn´ımi zpracovany´mi v pra´ci
kolegy[4].
3.1.1 Za´znam statistik
Beˇhem jednotlivy´ch test˚u bylo nutne´ zaznamena´vat statistiky vyuzˇit´ı s´ıteˇ, pameˇti, disk˚u
a procesoru pro pozdeˇjˇs´ı analy´zu. Na zaznamena´va´n´ı teˇchto statistik jsme pouzˇili na´stroj
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HotSaNIC 1. Tento na´stroj zaznamena´va´ (nejen) vy´sˇe uvedene´ statistiky pomoc´ı perlovy´ch
skript˚u a ukla´da´ je ve forma´tu rrd. Nevy´hodou tohoto na´stroje je, zˇe cela´ implementace
pocˇ´ıta´ s pevneˇ danou vzorkovac´ı periodou 10 s. Ta je samozrˇejmeˇ na neˇktere´ testy prˇ´ıliˇs
dlouha´, takzˇe ji bylo nutne´ upravit na neˇkolika mı´stech ve zdrojovy´ch souborech. Ota´zkou
je zda cˇasteˇjˇs´ı spousˇteˇn´ı skript˚u neovlivn´ı vy´sledky test˚u, ale i kdyzˇ jsme zvolili vzorkova´n´ı
jednou za sekundu, skripty nevyuzˇili procesor na v´ıce nezˇ 2%. Jedine´, cˇ´ım mohly ovlivnit
vy´sledky test˚u, byly prˇ´ıstupy na disk. Nav´ıc by se tato chyba objevila u vsˇech testovany´ch
syste´mu˚ a neovlivnila by tedy jejich srovna´n´ı.
Statistiky byly pr˚ubeˇzˇneˇ zaznamena´va´ny na loka´ln´ı disk a po skoncˇen´ı testu zkop´ırova´ny
na server. Forma´t rrd totizˇ uchova´va´ (v nejvysˇsˇ´ım rozliˇsen´ı) pouze neˇkolik posledn´ıch
za´znamu˚. Starsˇ´ı za´znamy sumarizuje, aby soubor se za´znamy z˚ustal rozumneˇ velky´. Vy´choz´ı
nastaven´ı na´stroje HotSaNIC prˇi zaznamena´va´n´ı po jedne´ sekundeˇ uchova´va´ posledn´ıch 12
minut s rozliˇsen´ım 1 s, cozˇ je dostatecˇne´ pro veˇtsˇinu test˚u. Drobny´m zklama´n´ım u to-
hoto forma´tu pro meˇ byla jeho platformova´ za´vislost. Z u´daj˚u zaznamenany´ch na jednom
syste´mu nelze naprˇ´ıklad generovat grafy na druhe´m syste´mu.
Ze vsˇech statistik, ktere´ na´stroj HotSaNIC umozˇnˇuje zaznamena´vat, byly vybra´ny pouze
na´sleduj´ıc´ı:
• Procesor (jednotliva´ ja´dra i celkove´ vyt´ızˇen´ı)
• Pameˇt’ RAM
• S´ıt’ove´ rozhran´ı
• Rychlost cˇten´ı z disku a za´pisu na disk (vcˇetneˇ pocˇtu prˇ´ıstup˚u)
3.1.2 Testovac´ı skripty
Testovac´ı skripty z veˇtsˇ´ı cˇa´sti vytva´rˇel kolega Vı´teˇzslav Humpa, takzˇe bych zde radeˇji pouzˇil
jeho popis skript˚u (prˇevzato z [4]):
Prˇed uskutecˇneˇn´ım test˚u jsme sta´li prˇed ota´zkou, jaky´m zp˚usobem je nejle´pe prove´st.
Bylo potrˇeba vz´ıt v potaz neˇkolik faktor˚u.
• Velikost clusteru, tedy pocˇet aktua´lneˇ zapojeny´ch prvk˚u DFS
• Synchronizaci test˚u v situac´ıch, kdy museli prˇipojen´ı klienti prova´deˇt vybranou I/O
operaci ve stejne´ chv´ıli
• Zp˚usob zada´n´ı a vlastn´ıho spusˇteˇn´ı test˚u
Za t´ımto u´cˇelem jsme napsali dva programy komunikuj´ıc´ı spolu pomoc´ı tcp/ip a BSD sockets
klasickou metodou klient/server. Jako implementacˇn´ı jakyk jsme zvolili Python. Ten jsme
vybrali, protozˇe je interpretovany´ – nebylo nutne´ kompilovat prˇi kazˇde´, beˇhem testova´n´ı
cˇaste´, zmeˇneˇ ko´du. Da´le se jedna´ o jazyk vysokou´rovnˇovy´, dostatecˇneˇ jednoduchy´ a prˇitom
nab´ızej´ıc´ı dobrou n´ızkou´rovnˇovou pra´ci s BSD sockets a I/O operacemi.
Prvn´ı skript pojmenovany´ ”dfsSingleton“ jsme spousˇteˇli jako klienta pouze na ser-
veru. Spousˇteˇl se zvla´sˇt’ pro kazˇdy´ prova´deˇny´ test. V tomto skriptu bylo nastavova´no, jake´
pocˇ´ıtacˇe hra´li jakou roli podle momenta´lneˇ aktivn´ı konfigurace testovane´ho DFS. Da´le zde
1Jako alternativn´ı na´stroj jsme zvazˇovali pouzˇit´ı MRTG. Ten jizˇ take´ podporuje zaznamena´va´n´ı do
forma´tu rrd, ale v dobeˇ testova´n´ı nepodporoval nastaven´ı libovolne´ periody za´znamu. V aktua´ln´ı verzi je
podle dokumentace uzˇ mozˇne´ nastavit periodu za´znamu i v sekunda´ch
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byly zapsa´ny cesty k soubor˚um, zpravidla v mı´steˇ prˇipojen´ı zkoumane´ho FS, se ktery´mi
meˇly jednotlive´ pocˇ´ıtacˇe pracovat prˇi vykona´va´n´ı test˚u.
Ve skriptu pojmenovane´m ”dfsServer“ pak byly implementova´ny vlastn´ı testy. Skript
beˇzˇel na vsˇech pocˇ´ıtacˇ´ıch clusteru, naslouchal na vybrane´m portu a plnil pozˇadavky dfs-
Singletonu dokud nebyl explicitneˇ ukoncˇen.
Cely´ postup prˇi vykona´n´ı jednoho testu tedy byl takovy´:
1. Editace prˇedprˇipraveny´ch seznamu˚ hostnames pocˇ´ıtacˇ˚u – nastaven´ı u´cˇastn´ık˚u testu.
Prˇitom se rozliˇsovaly pocˇ´ıtacˇe na ktery´ch beˇzˇeli klienti DFS aktivneˇ vytva´rˇej´ıc´ı pozˇadovane´
I/O operace a pocˇ´ıtacˇe se spusˇteˇny´mi pouze datovy´mi resp. meta servery, ktere´ test
nerˇ´ıdily, ale prˇesto bylo trˇeba po jeho ukoncˇen´ı sebrat vy´sledky sledova´n´ı hardwaru a
vygenerovat z nich grafy (viz da´le).
2. Uzˇivatel zada´va´ na´zev testu jako parametr dfsSingletonu a spousˇt´ı jej.
3. DfsSingleton odes´ıla´ zada´n´ı testu spolu s cestami k potrˇebny´m soubor˚um vsˇem na-
slouchaj´ıc´ım proces˚um dfsServer a zapocˇ´ına´ cˇeka´n´ı na prˇ´ıchod vy´sledk˚u.
4. DfsServer prˇij´ıma´ zada´n´ı a spousˇt´ı patrˇicˇny´ test, poprˇ´ıpadeˇ cˇeka´ na informaci o
ukoncˇen´ı testu, beˇzˇ´ı-li na neklientske´ cˇa´sti zkoumane´ho FS
5. Testy jsou dokoncˇeny. Jednotlive´ dfsServery spousˇt´ı shellovy´ skript, ktery´ zajist´ı ge-
nerova´n´ı graf˚u z u´daj˚u zaznamenany´ch na´strojem popsany´m v na´sleduj´ıc´ı sekci.
6. DfsServer vrac´ı informace o pr˚ubeˇhu a de´lce testu cˇekaj´ıc´ımu dfsSingletonu.
7. DfsSingleton vypisuje vy´sledky test˚u a koncˇ´ı
3.2 Na´vrh test˚u
Aby byly syste´my porovnatelne´ i s ostatn´ımi, ktere´ zpracoval kolega, bylo nutne´ navrhnout
sadu za´kladn´ıch test˚u. Na´sleduj´ıc´ı kapitoly tedy shrnuj´ı postup testova´n´ı, aby nebylo nutne´
jej rozeb´ırat u kazˇde´ho syste´mu.
3.2.1 Cˇten´ı
Cˇten´ı je nejcˇasteˇjˇs´ı operac´ı se souborovy´m syste´mem, proto je i za´kladn´ım testem. Nejprve
jsme testovali sekvencˇn´ı cˇten´ı souboru o velikosti 1 GB po u´sec´ıch dlouhy´ch 1 MB, prˇicˇemzˇ
kazˇdy´ klient cˇetl z vlastn´ıho souboru. C´ılem tohoto testu je urcˇit propustnost datovy´ch
server˚u bez za´teˇzˇe metadata serveru, jelikozˇ soubor je otev´ıra´n pouze jednou. Prˇedpokla´da´
se nejvysˇsˇ´ı rychlost pra´veˇ v tomto testu, protozˇe soubory mohou by´t umı´steˇny na r˚uzny´ch
serverech a klienti tak mohou cˇ´ıst kazˇdy´ z vlastn´ıho serveru.
Vyvsta´va´ zde vsˇak proble´m s pomeˇrneˇ velkou pameˇt´ı server˚u i klient˚u. Ta umozˇnˇuje
ukla´da´n´ı souboru do cache, takzˇe se pak testy vy´razneˇ liˇs´ı od rea´lne´ho nasazen´ı, kdy se data
veˇtsˇinou mus´ı vyhleda´vat na disku. Vyuzˇit´ı cache u klienta lze zredukovat jednoduchy´m
zp˚usobem – vsˇichni klienti nejprve zap´ıˇs´ı sve´ soubory (cozˇ lze rovnou vyuzˇ´ıt jako test
za´pisu) a pote´ cˇtou soubor sousedn´ıho klienta, ktery´ nemaj´ı v pameˇti. Cache server˚u lze
obej´ıt bud’ za´pisem a cˇten´ım veˇtsˇ´ıho mnozˇstv´ı dat, nebo dvojity´m za´pisem, kdy kazˇdy´ klient
zap´ıˇse 2 r˚uzne´ soubory a pote´ cˇte prvn´ı zapsany´.
Da´le jsme testovali tote´zˇ cˇten´ı s jediny´m rozd´ılem – vsˇichni klienti cˇetli ze stejne´ho
souboru. Toto cˇten´ı by meˇlo by´t omezeno pouze s´ıt´ı, pokud datovy´ server prˇecˇtena´ data
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uchova´va´ v RAM. V prˇ´ıpadeˇ prokla´da´n´ı soubor˚u mezi jednotlive´ servery by se take´ mohly
jednotlive´ cˇa´sti nacˇ´ıtat paralelneˇ, cˇ´ımzˇ by se mohlo dosa´hnout vysˇsˇ´ı rychlosti nezˇ v prˇedchoz´ım
testu.
Dalˇs´ım pla´novany´m testem bylo cˇten´ı souboru o velikosti 1 MB 1000kra´t za sebou
(vcˇetneˇ otevrˇen´ı a zavrˇen´ı). Zde se meˇla testovat za´teˇzˇ metadata server˚u, ovsˇem v praxi
se sp´ıˇse uplatnila cache klienta. Vy´sledky tedy nebyly prˇ´ıliˇs relevantn´ı, proto jsem prˇidal
test cˇten´ı tis´ıce r˚uzny´ch soubor˚u o velikosti 1 MB. T´ımto testem se testuje jednak za´teˇzˇ
metadata serveru a jednak na´hodne´ cˇten´ı z datovy´ch server˚u po 1 MB.
3.2.2 Za´pis
Soucˇasne´ souborove´ syste´my preferuj´ı cˇten´ı oproti za´pisu, proto by se rozd´ıly mezi nimi
meˇly projevit zejme´na prˇi za´pisu. Nejprve jsme testovali sekvencˇn´ı za´pis souboru o velikosti
1 GB po u´sec´ıch dlouhy´ch 1 MB. Je samozrˇejme´, zˇe kazˇdy´ klient zapisoval do vlastn´ıho
souboru. T´ımto testem by se meˇla zjistit propustnost datovy´ch server˚u opeˇt bez za´teˇzˇe
metadata serveru. Take´ zde u neˇktery´ch syste´mu˚ nastal proble´m s prˇ´ıliˇs velikou cache na
straneˇ serveru, takzˇe za´pis byl omezen pouze rychlost´ı s´ıteˇ. V tomto prˇ´ıpadeˇ se vsˇak cache
da´ obej´ıt pouze za´pisem veˇtsˇ´ıho souboru. Proto jsem prˇidal dalˇs´ı test se za´pisem 5 GB od
kazˇde´ho klienta.
Dalˇs´ım pla´novany´m testem byl za´pis 1 MB souboru 1000kra´t za sebou (vcˇetneˇ otevrˇen´ı a
zavrˇen´ı). Ovsˇem stejneˇ jako u cˇten´ı nebyly vy´sledky prˇ´ıliˇs relevantn´ı, proto jsem prˇidal test
za´pisu tis´ıce r˚uzny´ch soubor˚u o velikosti 1 MB. U tohoto testu se sice opeˇt uplatn´ı cache na
straneˇ server˚u, ale podle vyuzˇit´ı pameˇti a procesoru metadata serveru lze odvodit, jak velkou
za´teˇzˇ by byl schopen zvla´dat. Za´rovenˇ lze porovnat vyt´ızˇen´ı serveru mezi jednotlivy´mi
syste´my.
3.2.3 Za´pis na konec souboru
Tento druh za´pisu je typicky´ pro vytva´rˇen´ı datovy´ch sklad˚u (viz [3]). Cˇasto je potrˇeba,
aby neˇkolik klient˚u zapisovalo konkurentneˇ na konec jednoho souboru, prˇicˇemzˇ nen´ı bez-
podmı´necˇneˇ nutne´ zachova´vat porˇad´ı za´pisu. Je nutne´ pouze zajistit atomicˇnost jednot-
livy´ch za´pis˚u.
Prvn´ım testem tedy byl soucˇasny´ za´pis 3 klient˚u na konec jednoho souboru, kde kazˇdy´
klient zapisoval kra´tky´ u´sek (1 MB) obsahuj´ıc´ı sta´le jeden znak (odliˇsny´ od ostatn´ıch kli-
ent˚u). Pote´ se soubor zkontroloval, zda nejsou znaky prokla´dane´. T´ımto testem se zkon-
troluje, zda syste´m za´pisy uskutecˇnˇuje opravdu atomicky. V opacˇne´m prˇ´ıpadeˇ (pokud by
server prokla´dal data jednotlivy´ch klient˚u) by nemeˇlo smysl testovat da´le.
Da´le jsme testovali soucˇasny´ za´pis 4 klient˚u na konec jednoho souboru, tentokra´t vsˇak
byl test zameˇrˇeny´ na urcˇen´ı vy´konu. Kazˇdy´ klient zapisoval 1000kra´t u´sek o de´lce 1 MB.
U tohoto testu uzˇ nelze jednoznacˇneˇ srovna´vat vsˇechny syste´my, jelikozˇ neˇktere´ z nich
nezajiˇst’uj´ı atomicˇnost za´pisu. Jine´ syste´my (zde naprˇ´ıklad ceph) zase umozˇnˇuj´ı globa´lneˇ
nastavit neatomickou metodu za´pisu (zameˇrˇenou na vy´kon). Jde tedy sp´ıˇse o orientacˇn´ı
zjiˇsteˇn´ı jaky´ch rychlost´ı lze dosa´hnout, nezˇ o porovna´n´ı mezi jednotlivy´mi syste´my.
3.2.4 Vy´padky s´ıteˇ
Distribuovane´ souborove´ syste´my se nasazuj´ı take´ z d˚uvodu zajiˇsteˇn´ı dostupnosti. Zˇa´dny´
hardware nen´ı stoprocentneˇ spolehlivy´ a je tedy vhodne´ otestovat, jak se budou syste´my
chovat v prˇ´ıpadeˇ vy´padku jednoho nebo v´ıce server˚u.
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Vy´padek serveru jsme simulovali prosty´m vypojen´ım s´ıt’ove´ho kabelu z prˇep´ınacˇe. Protozˇe
nejcˇasteˇjˇs´ı za´teˇzˇ´ı souborove´ho syste´mu je cˇten´ı, simulovali jsme vy´padek beˇhem testu, kdy
4 klienti cˇetli za´rovenˇ data ze 4 r˚uzny´ch soubor˚u. V provozu byly 4 servery a beˇhem testu
jsme jeden server odpojili. Dalˇs´ı postup se jizˇ liˇsil podle testovane´ho syste´mu – za´lezˇ´ı totizˇ
na tom, zda podporuje replikaci (pak jsme zkousˇeli odpojit i dalˇs´ı servery).
Vy´padek pevne´ho disku jsme nesimulovali, jelikozˇ jsme k disku nemeˇli fyzicky´ prˇ´ıstup




V na´sleduj´ıc´ıch kapitola´ch shrnuji vy´sledky jednotlivy´ch test˚u. U kazˇde´ho testu je uvedeno
na jake´ sestaveˇ byl proveden (tedy pocˇet datovy´ch server˚u a pocˇet klient˚u). Pote´ jsem
strucˇneˇ zhodnotil, cˇ´ım byl omezen vy´kon souborove´ho syste´mu. Kde to bylo vhodne´, prˇilozˇil
jsem i graf vyuzˇit´ı hardware.
4.1 Ceph
Tento syste´m meˇl bohuzˇel prˇi testech pomeˇrneˇ nestabiln´ı knihovnu pro prˇipojen´ı klient˚u,
takzˇe se veˇtsˇinu test˚u bohuzˇel nepodarˇilo prove´st. Teprve kdyzˇ ”vysˇla“ verze 0.2, bylo
mozˇne´ dokoncˇit vsˇechny testy, ale z cˇasovy´ch d˚uvod˚u jizˇ nebylo mozˇne´ detailneˇji rozebrat
statistiky vyt´ızˇen´ı hardware a urcˇit tak omezuj´ıc´ı mı´sta syste´mu. Z teˇchto test˚u jsou tedy
pouze shrnuty vy´sledky.
4.1.1 Cˇten´ı
Prˇi cˇten´ı jednoho klienta ze sestavy 5 server˚u (z toho byl 1 metadata server) dosahoval klient
rychlosti cˇten´ı 45 MB/s. Podle graf˚u vyuzˇit´ı s´ıteˇ cˇetl data ze vsˇech server˚u v syste´mu (i kdyzˇ
ne rovnomeˇrneˇ). U jednotlivy´ch server˚u bylo vyuzˇit´ı procesoru a pameˇti minima´ln´ı, takzˇe
limituj´ıc´ım faktorem byl patrneˇ disk. Vyuzˇit´ı s´ıteˇ u kazˇde´ho serveru bylo nerovnomeˇrne´,
stejneˇ jako u na´sleduj´ıc´ıho testu.
V dalˇs´ım testu z te´to sestavy cˇetli za´rovenˇ 4 klienti, kazˇdy´ z jine´ho souboru. Pr˚umeˇrna´
rychlost kazˇde´ho klienta se pohybovala kolem 17 MB/s. Celkoveˇ syste´m doda´val te´meˇrˇ
70 MB/s. Slaby´m mı´stem syste´mu byly patrneˇ disky jednotlivy´ch server˚u, ale jejich za´teˇzˇ
znacˇneˇ kol´ısala, jak je videˇt na grafu 4.2. Pro porovna´n´ı je prˇilozˇen i graf vyuzˇit´ı s´ıteˇ, ktery´
prˇiblizˇneˇ koresponduje s grafem disku, jelikozˇ ceph vyuzˇ´ıva´ pameˇt’ RAM na cache soubor˚u
jen v omezene´ mı´ˇre.
4.1.2 Za´pis
Prˇi prvn´ım testu zapisoval 1 klient soubor o velikosti 1 GB na stejnou sestavu jako u cˇten´ı
(4 datove´ servery a 1 metadata server). Rychlost za´pisu dosahovala pouze 8 MB/s. Z graf˚u
vyuzˇit´ı s´ıteˇ bylo videˇt, zˇe servery si prˇepos´ılaj´ı data mezi sebou – vsˇechny servery celkoveˇ
prˇes s´ıt’ prˇijaly 2 GB a odeslaly 1 GB. Soubory jsou tedy evidentneˇ 2kra´t replikova´ny pro
zajiˇsteˇn´ı redundance a o replikaci se stara´ cluster. Z graf˚u vsˇak nelze usoudit, zda byla
rychlost omezena s´ıt´ı, nebo pevny´mi disky. Ani jedno z teˇchto zarˇ´ızen´ı totizˇ nedosahovalo
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Obra´zek 4.1: Vyt´ızˇen´ı s´ıteˇ serveru prˇi cˇten´ı.
Obra´zek 4.2: Vyt´ızˇen´ı disku serveru prˇi cˇten´ı.
na zˇa´dne´m serveru sve´ maxima´ln´ı propustnosti a podrobneˇjˇs´ı statistiky nebyly u tohoto
testu zaznamena´va´ny (pocˇty paket˚u a pocˇty prˇ´ıstup˚u na disk). Jednoznacˇneˇ lze pouze rˇ´ıci,
zˇe procesor a pameˇt’ server˚u byly vyuzˇity minima´lneˇ.
Prˇi za´pisu 4 klient˚u na totozˇnou sestavu byla rychlost jednotlivy´ch klient˚u take´ 8 MB/s.
Celkoveˇ syste´m zapisoval rychlost´ı 31 MB/s. Ze statistik opeˇt nebylo jednoznacˇne´, co ome-
zovalo rychlost, ale vzhledem k vy´sledk˚um prˇedchoz´ıho testu bych soudil, zˇe rychlost za´pisu
je omezova´na implementac´ı samotne´ho klienta.
Prˇi za´pisu 1000 r˚uzny´ch soubor˚u jedn´ım klientem se jeho rychlost za´pisu zvy´sˇila na
42 MB/s. To je samozrˇejmeˇ paradox, vzhledem k sekvencˇn´ımu za´pisu, ale jak uzˇ jsem uvedl
vy´sˇe, rychlost za´pisu je patrneˇ omezova´na implementac´ı. Z tohoto lze soudit, zˇe je klientem
omezova´na rychlost za´pisu do jednoho souboru.
4.1.3 Za´pis na konec souboru
Za´pis na konec souboru, ktery´ byl spolecˇny´ pro vsˇechny klienty, se rychlostneˇ neliˇsil od
obycˇejne´ho za´pisu do r˚uzny´ch soubor˚u. To potvrzuje domneˇnku, zˇe rychlost za´pisu je ome-
zena ze strany klienta.
4.1.4 Vy´padky s´ıteˇ
Prˇi cˇten´ı 4 klient˚u ze 4 server˚u jsem jeden ze server˚u odpojil. Dı´ky redundanci klienti
vy´padek prakticky nezaznamenali, pouze se sn´ızˇila pr˚umeˇrna´ rychlost cˇten´ı kazˇde´ho klienta
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na 5 MB/s. Prˇi odpojen´ı druhe´ho serveru, klesla pr˚umeˇrna´ rychlost pod 4 MB/s. Sn´ızˇen´ı
rychlosti vsˇak bylo zp˚usobeno obnovova´n´ım replik, jak je videˇt z grafu vyuzˇit´ı s´ıteˇ kli-
enta 4.3. Po usta´len´ı stavu syste´mu dosahovala rychlost cˇten´ı kazˇde´ho klienta 12 MB/s.
Obra´zek 4.3: Rychlost cˇten´ı klienta prˇi vy´padku 1 serveru.
I kdyzˇ jsem oba servery prˇipojil zpa´tky do s´ıteˇ, syste´m je nedetekoval a da´l pracoval
pouze se dveˇma servery. Pokud jsem vsˇak odpojil prˇedposledn´ı server, bylo cˇten´ı pozasta-
veno a obnovilo se azˇ po opeˇtovne´m prˇipojen´ı serveru.
4.1.5 Shrnut´ı
Tabulka 4.1 shrnuje vy´sledky jednotlivy´ch test˚u. Jak bylo uvedeno vy´sˇe, rychlost za´pisu byla
pravdeˇpodobneˇ omezena samotny´mi klienty. V tabulce jsou uvedeny i vy´sledky nameˇrˇene´
s novou verz´ı syste´mu, ktere´ nebyly rozebra´ny vy´sˇe.
Test 1 klient 4 klienti
Za´pis 1 GB 7 MB/s 31 MB/s
Za´pis do 1 souboru 8 MB/s 31 MB/s
Za´pis 1000 x 1MB 43 MB/s 50 MB/s
Cˇten´ı 1 GB 45 MB/s 70 MB/s
Cˇten´ı z 1 souboru 45 MB/s 99 MB/s
Cˇten´ı 1000 x 1MB 35 MB/s 60 MB/s
Tabulka 4.1: Propustnost syste´mu Ceph – 4 datove´ servery
4.2 Kosmos
Tento syste´m jako jediny´ nemeˇl podporu pro FUSE, takzˇe bylo nutne´ pouzˇ´ıt pro za´pis a
cˇten´ı soubor˚u rozhran´ı v jazyce C++. Vycha´zel jsem z testovac´ıch na´stroj˚u poskytovany´ch
prˇ´ımo autorem souborove´ho syste´mu, ktere´ samy o sobeˇ testuj´ı za´pis, cˇten´ı a vytva´rˇen´ı ad-
resa´rˇ˚u. Tyto na´stroje jsem mı´rneˇ upravil, aby testy odpov´ıdaly test˚um u ostatn´ıch syste´mu˚.
4.2.1 Cˇten´ı
Nejprve bylo cˇten´ı testova´no na sestaveˇ 4 klient˚u a jednoho serveru (na serveru tedy beˇzˇel
jak metadata server, tak i datovy´ server). Pokud kazˇdy´ klient cˇetl vlastn´ı soubor, pohybovala
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se rychlost cˇten´ı jednotlivy´ch klient˚u pouze okolo 8 MB/s. To odpov´ıda´ propustnosti serveru
32 MB/s, cozˇ je asi polovina teoreticke´ho maxima. Na grafu 4.4 je videˇt vyt´ızˇen´ı s´ıteˇ serveru.
Jsou na neˇm zrˇejme´ vy´razne´ sˇpicˇky a vy´razne´ prodlevy mezi nimi. Pokud ke grafu prˇida´me
graf vyuzˇit´ı procesoru 4.5 je videˇt, zˇe prodlevy v s´ıt’ove´ komunikaci se kryj´ı se stoprocentn´ım
vyuzˇit´ım procesoru. Teˇmto vy´kyv˚um odpov´ıdalo i na´razovite´ vyuzˇit´ı disku. Patrneˇ p˚ujde
o chybu v implementaci, protozˇe nen´ı obvykle´, aby u´zky´m hrdlem souborove´ho syste´mu byl
pra´veˇ procesor.
Obra´zek 4.4: Vyt´ızˇen´ı s´ıteˇ serveru prˇi cˇten´ı (1 server na 4 klienty)
Obra´zek 4.5: Vyt´ızˇen´ı procesoru serveru prˇi cˇten´ı (1 server na 4 klienty)
V dalˇs´ım testu na stejne´ konfiguraci cˇetli vsˇichni cˇtyrˇi klienti stejny´ soubor. Pr˚umeˇrna´
rychlost cˇten´ı jednotlivy´ch klient˚u dosahovala 23 MB/s, takzˇe server doda´val prˇes 90 MB/s.
To zhruba odpov´ıda´ limitu s´ıt’ove´ karty, takzˇe omezuj´ıc´ı byla evidentneˇ s´ıt’. Z pevne´ho disku
serveru se cˇetlo pr˚umeˇrneˇ 25 MB/s a vyuzˇit´ı pameˇti stouplo o 200 MB, takzˇe server patrneˇ
v RAM udrzˇoval aktua´lneˇ nacˇtene´ chunks a poskytoval je vsˇem klient˚um. Zaj´ımave´ je, zˇe
v tomto prˇ´ıpadeˇ vyuzˇit´ı procesoru neprˇesa´hlo 20%.
Dalˇs´ı testy byly prova´deˇny na sestaveˇ 4 klient˚u a 4 server˚u (metadata server beˇzˇel na
jednom z nich). Pokud meˇl kazˇdy´ klient vlastn´ı soubor, dosahovali rychlosti cˇten´ı v pr˚umeˇru
20 MB/s a celkoveˇ syste´m doda´val 78 MB/s. Na jednotlivy´ch serverech byl sice vy´razneˇ
vyt´ızˇeny´ procesor, avsˇak ne na 100%. S´ıt’ byla na vsˇech serverech vyuzˇita nerovnomeˇrneˇ
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a te´meˇrˇ vzˇdy pod 50%. Stejneˇ tak disky byly zateˇzˇova´ny nerovnomeˇrneˇ a ani ve sˇpicˇka´ch
nedoda´valy data svou maxima´ln´ı rychlost´ı, cozˇ nasveˇd’cˇuje neefektivn´ı pra´ci s diskem.
Pokud vsˇichni klienti cˇetli z jednoho spolecˇne´ho souboru, rychlost cˇten´ı lehce prˇesahovala
20 MB/s a celkova´ propustnost syste´mu byla 82 MB/s. Z graf˚u vsˇak bylo videˇt, zˇe klienti
cˇetli vsˇichni z jednoho serveru. Je tedy mozˇne´, zˇe jde o chybu testova´n´ı. Prˇed t´ımto testem
byly testova´ny vy´padky s´ıteˇ a je mozˇne´, zˇe byl cˇten soubor, ktery´ nebyl zreplikova´n na
ostatn´ıch serverech.
4.2.2 Za´pis
V prvn´ı testovac´ı sestaveˇ jeden klient zapisoval na 4 servery. Pr˚umeˇrna´ rychlost za´pisu
jen mı´rneˇ prˇekrocˇila 10 MB/s. Z vyuzˇit´ı s´ıteˇ bylo videˇt, zˇe klient prˇes s´ıt’ odeslal 3 GB
dat. Patrneˇ tedy musel kazˇdou ze trˇ´ı replik odes´ılat zvla´sˇt’ a to vy´razneˇ zpomalilo za´pis.
V pozdeˇjˇs´ıch verz´ıch by si servery meˇly repliky prˇepos´ılat mezi sebou, takzˇe by se rychlost
zvy´sˇila na 30 MB/s. I tak je vsˇak rychlost hluboko pod limitem s´ıteˇ, proto jsem hledal dalˇs´ı
omezen´ı. Na serveru s1, kde byl umı´steˇn metadata server i jeden datovy´ server, byl opeˇt
vy´razneˇ v´ıce vyuzˇity´ procesor (v pr˚umeˇru 20% a ve sˇpicˇka´ch 50%, tedy cele´ jedno ja´dro) a
take´ disk (viz n´ızˇe).
V dalˇs´ı sestaveˇ 4 klienti zapisovali na 4 servery. Pr˚umeˇrna´ rychlost za´pisu jednoho klienta
byla 5,5 MB/s, takzˇe celkoveˇ syste´m zvla´dal zapisovat 22 MB/s.
V obou prˇ´ıpadech byl vy´razneˇ v´ıce vyuzˇity´ procesor a disk byl vyuzˇit sp´ıˇse na´razoveˇ,
cozˇ evidentneˇ omezovalo vy´kon cele´ho syste´mu.
4.2.3 Za´pis na konec souboru
Za´pis na konec souboru se te´meˇrˇ neliˇsil od klasicke´ho za´pisu. Rychlost jednotlivy´ch klient˚u
byla v pr˚umeˇru 5,5 MB/s a celkoveˇ syste´m doda´val 22 MB/s. Opeˇt byl na vsˇech serverech
vy´razneˇ vyuzˇity´ procesor a disk sp´ıˇse na´razoveˇ.
Bohuzˇel z cˇasovy´ch d˚uvod˚u nebyl implementova´n test atomicke´ho za´pisu na konec sou-
boru. Na atomicke´m za´pisu si vsˇak Google FS zakla´da´, proto prˇedpokla´da´m, zˇe i v syste´mu
Kosmos FS bude implementova´n.
4.2.4 Vy´padky s´ıteˇ
Asi nejsilneˇjˇs´ı stra´nkou tohoto souborove´ho syste´mu by meˇla by´t odolnost proti vy´padk˚um
jednotlivy´ch server˚u. Na ”klasicke´“ testovac´ı sestaveˇ jsem pustil test cˇten´ı souboru o ve-
likosti 1 GB a v pr˚ubeˇhu odpojil jeden ze server˚u. Pr˚umeˇrna´ rychlost cˇten´ı jednotlivy´ch
klient˚u sice klesla na 11 MB/s (oproti beˇzˇny´m 20 MB/s), ale jinak vy´padek nebyl zna´t a
vsˇichni klienti dokoncˇili cˇten´ı. Proto jsem prˇi dalˇs´ım testu odpojil rovnou 2 servery. V
tomto prˇ´ıpadeˇ jizˇ klienti prˇestali v pr˚ubeˇhu testu cˇ´ıst data. Teprve po opeˇtovne´m prˇipojen´ı
jednoho serveru pokracˇovali ve cˇten´ı, cozˇ je v rozporu s nastavenou trojna´sobnou replikac´ı
(syste´m by se meˇl vyrovnat s vy´padkem 2 server˚u).
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4.2.5 Shrnut´ı
Tabulka 4.2 shrnuje vy´sledky jednotlivy´ch test˚u. Uvedena je vzˇdy celkova´ propustnost
syste´mu.
Test 1 klient 4 klienti
Za´pis 1 GB 10 MB/s 22 MB/s
Za´pis do 1 souboru 10 MB/s 23 MB/s
Cˇten´ı 1 GB 55 MB/s 78 MB/s
Cˇten´ı z 1 souboru 55 MB/s 82 MB/s
Tabulka 4.2: Propustnost syste´mu Kosmos – 4 datove´ servery
4.3 Lustre
Tento syste´m se sice testoval d´ıky svoj´ı stabiliteˇ nejsna´ze, ale vyzˇadoval forma´tova´n´ı dis-
kovy´ch odd´ıl˚u vlastn´ım souborovy´m syste´mem. Take´ nepocˇ´ıta´ s odeb´ıra´n´ım jednotlivy´ch
datovy´ch server˚u, takzˇe nebylo mozˇne´ za beˇhu meˇnit pocˇet server˚u v sestaveˇ.
4.3.1 Cˇten´ı
Prˇi prvn´ım testu cˇetl jeden klient ze 4 server˚u a dosa´hl prˇi tom rychlosti cˇten´ı 48 MB/s.
Ze statistik s´ıteˇ bylo poznat, zˇe cˇetl data z jedine´ho serveru, takzˇe limituj´ıc´ı byla rychlost
pevne´ho disku tohoto serveru.
Pak jsem cˇten´ı testoval na sestaveˇ 4 klient˚u a 4 server˚u (1 metadata server a 3 datove´
servery), prˇicˇemzˇ kazˇdy´ klient cˇetl vlastn´ı soubor. U klient˚u byly znacˇne´ rozd´ıly v rychlosti
cˇten´ı – prvn´ı dva klienti dosa´hli rychlosti 48 a 42 MB/s, dalˇs´ı dva klienti cˇetli rychlost´ı
24 MB/s. Celkoveˇ tedy syste´m doda´val data rychlost´ı 138 MB/s. Du˚vod, procˇ byla rychlost
u dvou klient˚u polovicˇn´ı, je zrˇejmy´ z vyuzˇit´ı s´ıteˇ serveru s4. Tito dva klienti totizˇ cˇetli
soubory, ktere´ byly umı´steˇny na stejne´m datove´m serveru (tj. s4). Protozˇe prˇi tomto testu
nebylo zapnute´ prokla´da´n´ı soubor˚u, museli si oba klienti rozdeˇlit rychlost disku jednoho
serveru.
Na stejne´ sestaveˇ jsem testoval i cˇten´ı 4 klient˚u z jednoho souboru. Zde rychlost cˇten´ı
jednotlivy´ch klient˚u jen mı´rneˇ prˇesahovala 10 MB/s. Vsˇichni klienti cˇetli samozrˇejmeˇ z jed-
noho serveru a podle vyuzˇit´ı disku a pameˇti lze usoudit, zˇe server neukla´dal zˇa´dna´ data do
pameˇti RAM. Klienti se tedy museli deˇlit o rychlost disku. Vyuzˇit´ı cache v pameˇti RAM
by sice rychlost znacˇneˇ navy´sˇilo, ale v praxi se sta´va´ zrˇ´ıdka, aby klienti cˇetli neˇktery´ sou-
bor za´rovenˇ. Pozitivn´ı je, zˇe i v prˇ´ıpadeˇ vyuzˇit´ı disku v´ıce klienty z˚ustala jeho propustnost
celkem vysoka´ (prˇes 40 MB/s).
Cˇten´ı s rozkla´da´n´ım soubor˚u
Jak je vsˇak videˇt, bez prokla´da´n´ı soubor˚u rychlosti znacˇneˇ kol´ısaj´ı a jeden klient nema´
mozˇnost vyuzˇ´ıt cely´ cluster, pokud necˇte paralelneˇ v´ıce soubor˚u (ale i pote´ se mu˚zˇe sta´t,
zˇe vsˇechny soubory budou umı´steˇne´ na 1 serveru). Proto jsem syste´m rekonfiguroval, aby
soubory vzˇdy rozkla´dal mezi 3 servery. Za´rovenˇ jsem prˇidal jeden datovy´ server, aby bylo
mozˇne´ porovna´vat s ostatn´ımi syste´my (i kdyzˇ z˚usta´va´ drobna´ vy´hoda pro lustre – metadata
22
server je umı´steˇn na samostatne´m stroji). Na´sleduj´ıc´ı testy jsou tedy na sestaveˇ 5 server˚u
(z toho 1 je pouze metadata server) a s nastaveny´m rozkla´da´n´ım soubor˚u na 3 cˇa´sti.
Prˇi cˇten´ı jednoho klienta z te´to sestavy (klient cˇetl 1GB dat) dosahoval klient rychlosti
cˇten´ı 100 MB/s. Rychlost byla tedy evidentneˇ omezena pouze s´ıt’ovou kartou klienta a klient
plneˇ vyuzˇil cely´ syste´m1.
Da´le jsem testoval cˇten´ı cˇtyrˇ klient˚u, kdy kazˇdy´ klient cˇetl vlastn´ı soubor. Rychlost
jednotlivy´ch klient˚u byla v pr˚umeˇru 38 MB/s. To je sice o neˇco me´neˇ nezˇ maximum v testu
bez rozkla´da´n´ı, ale na druhou stranu touto rychlost´ı cˇetli vsˇichni klienti, takzˇe celkova´ pro-
pustnost syste´mu prˇesa´hla 150 MB/s. Je teˇzˇke´ soudit, cˇ´ım byla rychlost cˇten´ı omezena, ale
patrneˇ byly u´zky´m mı´stem disky jednotlivy´ch server˚u. Kazˇdy´ z nich doda´val stabilneˇ ne-
cely´ch 40 MB/s, cozˇ je stejneˇ jako v prˇedchoz´ıch testech a pravdeˇpodobneˇ tedy i maxima´ln´ı
rychlost cˇten´ı. Zara´zˇej´ıc´ı jsou vsˇak vy´razne´ vy´kyvy ve vyuzˇit´ı procesoru, naprˇ´ıklad na ser-
veru s4 (viz graf 4.6). Bud’ jde o chybu prˇi meˇrˇen´ı, nebo ja´dro syste´mu vyuzˇ´ıva´ procesor
takrˇka na 100%.
Obra´zek 4.6: Vyt´ızˇen´ı procesoru serveru prˇi cˇten´ı (4 servery na 4 klienty)
Pokud klienti cˇetli jeden spolecˇny´ soubor, pr˚umeˇrna´ rychlost cˇten´ı jednoho klienta se
pohybovala nad 27 MB/s. Celkoveˇ tedy syste´m doda´val 110 MB/s, cozˇ zhruba odpov´ıda´
tomu, zˇe klienti cˇetli pouze ze 3 datovy´ch server˚u. Opeˇt vsˇak byl vy´razneˇ v´ıce vyuzˇity´
procesor.
V posledn´ım testu kazˇdy´ klient cˇetl tis´ıc r˚uzny´ch soubor˚u, kazˇdy´ o de´lce 1 MB. V tomto
prˇ´ıpadeˇ se pr˚umeˇrna´ rychlost cˇten´ı kazˇde´ho klienta pohybovala teˇsneˇ pod 15 MB/s. Para-
doxneˇ u´zky´m mı´stem syste´mu nebyl metadata server (alesponˇ podle vyuzˇit´ı s´ıteˇ a procesoru
– oboj´ı pod 2%). Pevny´ disk datovy´ch server˚u take´ patrneˇ nebyl omezuj´ıc´ı, jelikozˇ pr˚umeˇrny´
pocˇet prˇ´ıstup˚u k disku na zˇa´dne´m serveru neprˇesa´hl 50 prˇ´ıstup˚u/s. Disky jednotlivy´ch ser-
ver˚u, prˇesto doda´valy pouze 15 MB/s.
4.3.2 Za´pis
Prvn´ı test byl na sestaveˇ cˇtyrˇ klient˚u a cˇtyrˇ server˚u, bez nastavene´ho rozkla´da´n´ı soubor˚u.
Pr˚umeˇrne´ rychlosti za´pisu klient˚u byly 48 MB/s, 38 MB/s, 21 MB/s a 21 MB/s. Nizˇsˇ´ı rych-
lost za´pisu u posledn´ıch 2 klient˚u byla opeˇt zp˚usobena´ t´ım, zˇe zapisovali oba na jeden
datovy´ server.
1Prˇi faktoru prokla´da´n´ı 2 totizˇ byla rychlost pouze 80 MB/s – tedy sta´le omezena´ disky server˚u
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Vsˇechny dalˇs´ı testy uzˇ jsem prova´deˇl na sestaveˇ 4 klient˚u a 5 server˚u, s nastaveny´m
rozkla´da´n´ım soubor˚u mezi 3 servery.
Nejprve jsem testoval za´pis jednoho klienta. Dle ocˇeka´va´n´ı byla rychlost za´pisu (te´meˇrˇ
100 MB/s) omezena pouze s´ıt´ı. V dalˇs´ım testu na syste´m zapisovali 4 klienti. Rychlost za´pisu
byla takrˇka stejna´ jako rychlost cˇten´ı, u kazˇde´ho klienta pr˚umeˇrneˇ 37 MB/s. Celkoveˇ tedy
syste´m zapisoval te´meˇrˇ 150 MB/s. Limituj´ıc´ı byly pravdeˇpodobneˇ pevne´ disky jednotlivy´ch
server˚u, jelikozˇ kazˇdy´ server musel zapisovat te´meˇrˇ 40 MB/s a Lustre nevyuzˇ´ıval pameˇt’
RAM na cache.
Prˇi posledn´ım testu kazˇdy´ klient zapisoval 1000 r˚uzny´ch soubor˚u. Nejprve se zapisovaly
soubory velikosti 1 MB, takzˇe rychlost za´pisu za´visela prˇedevsˇ´ım na datovy´ch serverech.
V tomto prˇ´ıpadeˇ trval test jednotlivy´m klient˚um v pr˚umeˇru 108 sekund, cozˇ odpov´ıda´
rychlosti za´pisu prˇiblizˇneˇ 9 MB/s. Za´teˇzˇ metadata serveru byla jesˇteˇ nizˇsˇ´ı nezˇ v prˇ´ıpadeˇ
cˇten´ı, takzˇe te´meˇrˇ nulova´. Limituj´ıc´ı tedy byly opeˇt datove´ servery. Samotne´ vytvorˇen´ı
tis´ıce soubor˚u de´lky 1 B trvalo prˇiblizˇneˇ 3 sekundy, cozˇ je ma´lo na vyvozova´n´ı dalˇs´ıch
za´veˇr˚u (vzhledem k rozliˇsen´ı statistik 1 s).
4.3.3 Za´pis na konec souboru
Tyto testy jsem vsˇechny prova´deˇl na sestaveˇ cˇtyrˇ datovy´ch server˚u a jednoho metadata
serveru, s nastaveny´m rozkla´da´n´ım soubor˚u mezi 3 servery. Nejprve jsem zkousˇel p˚uvodneˇ
navrhnuty´ test – za´pis trˇ´ı klient˚u na konec jednoho souboru, kdy kazˇdy´ klient zapisoval u´sek
de´lky 1 MB. Vy´sledny´ soubor obsahoval za´pisy jednotlivy´ch klient˚u za sebou. Sice nebyly
usporˇa´dane´ podle porˇad´ı za´pisu, ale podstatne´ je, zˇe nebyly prokla´dane´.
Da´le jsem zkousˇel totozˇny´ test, pouze s delˇs´ımi soubory (1 GB). Z graf˚u vyuzˇit´ı s´ıteˇ bylo
poznat, zˇe klienti zapisovali postupneˇ po sobeˇ a kazˇdy´ z nich rychlost´ı 100 MB/s. Rychlost
za´pisu tedy byla omezena s´ıt’ovou kartou klient˚u a zamcˇen´ım souboru (vzˇdy pro jednoho
klienta).
4.3.4 Vy´padky s´ıteˇ
Syste´m Lustre obecneˇ nepocˇ´ıta´ s cˇasteˇjˇs´ımi a dlouhodobeˇjˇs´ımi vy´padky HW, cozˇ se projevilo
i prˇi testova´n´ı. Jakmile jsem prˇi cˇten´ı odpojil jeden server, prˇestali cˇ´ıst vsˇichni klienti,
kterˇ´ı cˇetli soubor z tohoto serveru. U ostatn´ıch klient˚u se vsˇak vy´padek v˚ubec neprojevil.
Kdyzˇ bylo nastavene´ rozkla´da´n´ı soubor˚u, vy´padek se dotknul vsˇech klient˚u, protozˇe soubory
cˇetli sekvencˇneˇ. Podle dokumentace by meˇly by´t cˇitelne´ vsˇechny zbyle´ cˇa´sti souboru a
na´hodny´m prˇ´ıstupem by tedy bylo mozˇne´ prˇecˇ´ıst alesponˇ cˇa´st souboru. Pokud se v pr˚ubeˇhu
cˇten´ı odpojil metadata server, u klient˚u se to neprojevilo v˚ubec. To odpov´ıda´ architekturˇe
syste´mu, kdy se z metadata serveru urcˇ´ı pouze umı´steˇn´ı souboru na za´kladeˇ jeho na´zvu.
Pochopitelneˇ vsˇak nebylo mozˇne´ noveˇ otev´ırat soubory ani procha´zet adresa´rˇovou strukturu.
Ve vsˇech prˇedcha´zej´ıc´ıch prˇ´ıpadech se zhruba do 10 sekund od opeˇtovne´ho prˇipojen´ı
serveru obnovila vesˇkera´ cˇinnost syste´mu, vcˇetneˇ prˇerusˇene´ho cˇten´ı.
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4.3.5 Shrnut´ı
Tabulky 4.3 a 4.4 shrnuj´ı vy´sledky jednotlivy´ch test˚u. Uvedena je vzˇdy celkova´ propust-
nost syste´mu. Tabulka 4.3 obsahuje vy´sledky dosazˇene´ na syste´mu slozˇene´m ze 3 datovy´ch
server˚u a jednoho metadata serveru, na ktere´m nebylo nastaveno rozkla´da´n´ı soubor˚u mezi
v´ıce server˚u. Na´sleduj´ıc´ı tabulka (4.4) obsahuje vy´sledky dosazˇene´ na sestaveˇ 4 datovy´ch
server˚u a jednoho metadata serveru, s nastaveny´m rozkla´da´n´ım soubor˚u mezi 3 servery.
Test 1 klient 4 klienti
Za´pis 1 GB 46 MB/s 152 MB/s
Za´pis do 1 souboru 43 MB/s 41 MB/s
Cˇten´ı 1 GB 48 MB/s 138 MB/s
Cˇten´ı z 1 souboru 48 MB/s 41 MB/s
Tabulka 4.3: Propustnost syste´mu bez rozkla´da´n´ı soubor˚u.
Test 1 klient 4 klienti
Za´pis 1 GB 100 MB/s 148 MB/s
Za´pis do 1 souboru 100 MB/s 38 MB/s
Za´pis 1000 x 1MB 8 MB/s 38 MB/s
Cˇten´ı 1 GB 100 MB/s 152 MB/s
Cˇten´ı z 1 souboru 100 MB/s 110 MB/s
Cˇten´ı 1000 x1MB 22 MB/s 59 MB/s




V na´sleduj´ıc´ı tabulce (5.1) jsem shrnul vlastnosti testovany´ch souborovy´ch syste´mu˚. Ta-
bulka je uvedena zejme´na kv˚uli mozˇnosti porovna´n´ı s ostatn´ımi syste´my, ktere´ zpracova´val
kolega (viz [4]).
Vlastnost Ceph Kosmos FS Lustre
Licence GNU LGPL Apache 2.0 GNU GPL
Stabiln´ı Ne Ne Ano
Metadata server Ano Ano Ano
Replikace Ano Ano Ne
Rozkla´da´n´ı Ano Ano Volitelne´
Prˇipojen´ı do VFS FUSE, modul ja´dra FUSE (nestabiln´ı) modul ja´dra
Propojen´ı TCP/IP TCP/IP TCP/IP a jine´
Vy´padek Omezena rychlost Omezena rychlost Pozastaveno
Append Souvisly´ Souvisly´ Souvisly´
Za´pis 1 GB 31 MB/s 22 MB/s 148 MB/s
Za´pis do 1 souboru 31 MB/s 23 MB/s 38 MB/s
Za´pis 1000 x 1 MB 50 MB/s — 38 MB/s
Cˇten´ı 1 GB 70 MB/s 78 MB/s 152 MB/s
Cˇten´ı 1 souboru 99 MB/s 82 MB/s 110 MB/s
Cˇten´ı 1000 x 1 MB 60 MB/s — 59 MB/s
Tabulka 5.1: Srovna´n´ı vlastnost´ı souborovy´ch syste´mu˚.
Vy´znamy jednotlivy´ch polozˇek jsou na´sleduj´ıc´ı:
• Licence – pod jakou licenc´ı je syste´m vyda´n.
• Stabilita – zda je podle autor˚u syste´m vhodny´ k nasazen´ı v praxi.
• Metadata server – zda je pro metadata vyhrazen zvla´sˇtn´ı server (prˇ´ıpadneˇ servery)
• Replikace – zda je zajiˇsteˇna bezpecˇnost dat replikac´ı.
• Rozkla´da´n´ı – zda jsou jednotlive´ soubory rozkla´da´ny mezi v´ıce server˚u.
• Prˇipojen´ı do VFS – mozˇnosti pro prˇipojen´ı do souborove´ho syste´mu klienta.
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• Propojen´ı – rozhran´ı, ktery´mi je mozˇne´ propojovat uzly syste´mu.
• Vy´padek – zda bylo mozˇne´ pokracˇovat ve cˇten´ı prˇi vy´padku datove´ho serveru.
• Append – zda byl za´pis jednotlivy´ch klient˚u na konec souboru souvisly´ (atomicky´).




C´ılem pra´ce bylo porovnat vybrane´ souborove´ syste´my, otestovat je na referencˇn´ım hard-
ware a zhodnotit mozˇnost nasazen´ı teˇchto syste´mu˚ na fakulteˇ.
Na tomto te´matu jsem pracoval za´rovenˇ s Vı´teˇzslavem Humpou, ktery´ ve sve´ pra´ci
[4] zpracoval dalˇs´ı souborove´ syste´my. Syste´my jsem otestoval sadou test˚u na zap˚ujcˇene´m
hardware a podle za´znamu˚ o vyuzˇit´ı hardware jsem vyhodnotil, cˇ´ım byl vy´kon omezen.
Velmi strucˇne´ shrnut´ı vy´sledk˚u test˚u je v grafu 6.1.
Obra´zek 6.1: Strucˇne´ shrnut´ı vy´sledk˚u.
Prvn´ım porovna´vany´m syste´mem byl Ceph. Vy´hodou tohoto syste´mu je, zˇe je urcˇen pro
obecne´ pouzˇit´ı a nen´ı zameˇrˇen na zˇa´dny´ specificky´ typ za´teˇzˇe. Dalˇs´ı vy´hodou je mozˇnost
replikace dat, cˇ´ımzˇ je zajiˇsteˇna odolnost proti vy´padku serveru. Nevy´hodou mu˚zˇe by´t nizˇsˇ´ı
vy´kon prˇi specificke´ za´teˇzˇi a nestabilita syste´mu, jelikozˇ je zat´ım ve vy´voji. Syste´m bych
tedy hodnotil jako perspektivn´ı do budoucna, ale zat´ım nevhodny´ pro nasazen´ı v praxi.
Dalˇs´ım syste´mem byl Kosmos FS, ktery´ je nyn´ı v pocˇa´tc´ıch vy´voje. Je sice pomeˇrneˇ
stabiln´ı a d´ıky replikaci dat i spolehlivy´, ale chyb´ı mu podpora prˇ´ıstupovy´ch pra´v a FUSE.
Nedosahuje ani vy´razneˇ vysˇsˇ´ıch vy´kon˚u, takzˇe bych zat´ım nedoporucˇoval jeho nasazen´ı.
Posledn´ım srovna´vany´m syste´mem byl Lustre. Jeho hlavn´ı vy´hodou je dlouhodobe´ na-
sazen´ı v produkcˇn´ım prostrˇed´ı a z toho vyply´vaj´ıc´ı stabilita a vy´kon. Nevy´hodou je nutna´
u´prava ja´dra na straneˇ serveru a jeho zameˇrˇen´ı na velke´ soubory. Prˇi pra´ci s maly´mi sou-
bory je vy´kon znatelneˇ nizˇsˇ´ı. Z porovna´vany´ch syste´mu˚ dosahoval nejvysˇsˇ´ıch vy´kon˚u a je
tedy nejvhodneˇjˇs´ım kandida´tem pro nasazen´ı na fakulteˇ.
28
Protozˇe jsem zpracova´val v´ıce souborovy´ch syste´mu˚, zaby´val jsem se jejich konfigurac´ı
jen povrchneˇ. V prˇ´ıpadeˇ nasazen´ı neˇktere´ho souborove´ho syste´mu by bylo vhodne´ otestovat
i jeho chova´n´ı prˇi r˚uzny´ch konfigurac´ıch, naprˇ´ıklad s r˚uzny´mi faktory rozkla´da´n´ı soubor˚u.
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