When the parameter q ∈ C * is not a root of unity, simple modules of affine q-Schur algebras have been classified in terms of Frenkel-Mukhin's dominant Drinfeld polynomials ([6, 4.6.8]). We compute these Drinfeld polynomials associated with the simple modules of an affine q-Schur algebra which come from the simple modules of the corresponding q-Schur algebra via the evaluation maps.
Introduction
Small representations of quantum affine sl n are the representations which are irreducible when regarded as representations of (non-affine) quantum sl n . In other words, by the evaluation maps [11] from U C ( sl n ) to U C (gl n ), these representations are obtained from irreducible representations of quantum gl n . Small representations have been identified by Chari-Pressley [3] in terms of Drinfeld polynomials whose roots are described explicitly but fairly complicatedly.
When the parameter is not a root of unity, simple representations of affine q-Schur algebras have also been classified [6, Ch. 4] in terms of finite dimensional simple polynomial representation for the quantum loop algebras of gl n . These representations are labeled by dominant Drinfeld polynomials in the sense of [9] . Using the evaluation maps from affine q-Schur algebras to q-Schur algebras, every irreducible representation of a q-Schur algebra becomes an irreducible representations of the corresponding affine q-Schur algebra. Motivated by the work of [3] , we will identify these small representations of affine q-Schur algebras in this paper by working out precisely their associated dominant Drinfeld polynomials.
Our method uses directly evaluation maps from affine q-Schur algebras to q-Schur algebras.
By a compatibility relation with evaluation maps for quantum sl n and gl n (Proposition 5.4), we will reproduce Chari-Pressley's result [3, 3.5] with simplified formulas for the roots of Drinfeld polynomials associated with small representations of U C ( sl n ). In this way, the dominant Drinfeld polynomials for small representations of affine q-Schur algebras associated with a partition λ can be easily described by the row residue sequences of λ. More precisely, we have the following; see Main Result 1.1. If L(λ) is a simple representation of the q-Schur algebra S(n, r) C , and L(λ) a is the inflated simple representation of the affine q-Schur algebra S △ (n, r) C via the evaluation map ev a (and, hence, a simple representation of U C ( gl n )), then the Drinfeld polynomials (Q 1 (u), . . . , Q n (u)) associated with L(λ) a are given by the formulas
Note that the sequence aq 2(1−i) , . . . , aq 2(λ i −i) of the inverse of the roots of Q i (u) is the residue sequence 1 of row i of the Young diagram of λ.
The paper is organized as follows. The first three sections are preliminary. Starting with the definitions of the double Ringel-Hall algebra D △,C (n) and the quantum loop algebra U C ( gl n ) of gl n and an isomorphism between them in §2, we discuss in §3 polynomial representations of U C ( gl n ) and the tensor space representations of D △,C (n) and present a classification of simple modules for the affine q-Schur algebras. In §4, we look at the classification of simple modules of the affine q-Schur algebras arising from representations of affine Hecke algebra. Evaluation maps from affine q-Schur algebras to q-Schur algebras are defined in §5 and we also prove a certain compatibility identity associated with the evaluation maps for quantum groups. In §6,
we reproduce naturally a result of Chari-Pressley by simplifying the formulas for the roots of Drinfeld polynomials associated with small representations of quantum sl n . Dominant Drinfeld polynomials associated with small representations of affine q-Schur algebras are computed in §7.
We end the paper with an application to representations of affine Hecke algebras.
Throughout the paper, q ∈ C * := C\{0} denote a complex number which is not a root of unity.
For m, n ∈ Z + := N\{0}, m n, let [m, n] = {m, m + 1, . . . , n}, [n] q = q n − q −n q − q −1 , and
All algebras are over C.
Quantum loop algebras: a double Ringel-Hall algebra interpretation
We define two algebras by their generators and relations and give an explicit isomorphism between them. The first algebra is constructed as a Drinfeld double of two extended Ringel-Hall algebras.
Let (c i,j ) be the Cartan matrix of affine type A and let I = Z/nZ = {1, 2, . . . , n}. is the C-algebra generated by
We thank Jinkui Wan for pointing out the residue sequence description in Corollary 7.3 and Lemma 8.1.
where i, j ∈ I and s, t ∈ Z + . It is a Hopf algebra with comultiplication ∆, counit ε, and antipode σ defined by
. This is the quantum affine sl n . Let U △ (n) C (resp., U (n) C ) be the subalgebra generated by
. This is the (extended) quantum affine sl n (resp. quantum gl n ).
The second algebra follows Drinfeld [8] .
Definition 2.2. The quantum loop algebra U C ( gl n ) (or quantum affine gl n ) is the C-algebra generated by x ± i,s (1 i < n, s ∈ Z), k ±1 i and g i,t (1 i n, t ∈ Z\{0}) with the following relations:
where [x, y] a = xy − ayx and φ ± i,s are defined by the generating functions in indeterminate u:
Beck [1] proved that the subalgebra, called the quantum loop algebra of sl n , generated by all
Set, for each s ∈ Z + and each i ∈ [1, n),
(g 1,±s + · · · + g n,±s ), 
It is known from [5, Rem. 6.1] that, for every 1 i n − 1,
The following elements we define will be used in defining pseudo-highest modules in next section.
For 1 j n − 1 and s ∈ Z, define the elements P j,s ∈ U C ( gl n ) through the generating functions
Note that
.
For 1 i n and s ∈ Z, define the elements Q i,s ∈ U C ( gl n ) through the generating functions
2 Note that f | U C ( sln) is the same map as given in [5, Prop. 6.1] as [x, y] q −1 = q −1/2 (q 1/2 xy − q −1/2 yx). However, the map used in [3, Prop. 2.5 ] is the f here followed by an automorphism of the form x ± i,s → a s x ± i,s , gi,t → a t gi,t, and ki → ki for some a ∈ C.
Note that
Nonzero elements of V λ are called weight vectors.
Following [4, 12.2.4 ], a nonzero weight vector w ∈ V is called a pseudo-highest weight vector,
Following [9] , an n-tuple of polynomials Q = (Q 1 (u), . . . , Q n (u)) with constant terms 1 is
Here
Then M (Q) has a unique (finite dimensional) simple quotient, denoted by L(Q). The polyno-
Similarly, for an (n − 1)-tuples P = (P 1 (u), . . . , P n−1 (u)) ∈ P(n) of polynomials with constant
defines a simple U C ( sl n )-moduleL(P). The polynomials P i (u) are called Drinfeld polynomials associated withL(P).
where P = (P 1 (u), . . . , P n−1 (u)) with P i (u) = Q i (q i−1 u)/Q i+1 (q i+1 u).
(2)( [2, 4] ) Let P(n) be the set of (n − 1)-tuples of polynomials with constant terms 1. The modulesL(P) with P ∈ P(n) are all nonisomorphic finite dimensional simple U C ( sl n )-modules of type 1.
Let Ω C (resp., Ω n,C ) be a vector space over C with basis {ω i | i ∈ Z} (resp.,
It is a natural D △,C (n)-module with the action
Note that there is no weight vector in Ω C which is vanished by all E i . Hence, this is not a highest weight module in the sense of [14] .
The Hopf algebra structure induces a D △,C (n)-module Ω ⊗r C , and hence, an algebra homomorphism
Similarly, there is an algebra homomorphism
The images S △ (n, r) C = im(ζ △,r ) and S(n, r) C = im(ζ r ) are called an affine q-Schur algebra and a q-Schur algebra, respectively.
The study of representations of affine q-Schur algebras [6, Ch. 4] shows that all finite dimensional simple U C ( gl n )-modules L(Q) constructed above are simple S △ (n, r) C -modules. They are nothing but the composition factors of all tensor spaces.
} and let Irr(S △ (n, r) C ) denote the set of isoclasses of simple S △ (n, r) C -modules (and hence, simple U C ( gl n )-modules under ζ △,r ).
Proof. The first assertion is the classification theorem of simple S △ (n, r) C -modules (see [6, 4.5.8] ).
The second assertion follows from the fact that every finite dimensional S △ (n, r) C -module is a homomorphic image of Ω ⊗r C ([6, 4.6.2]). The last assertion is clear since every composition factor of Ω ⊗r C is an S △ (n, r) C -module and every simple S △ (n, r) C -module is finite dimensional [6, 4.1.6].
Affine q-Schur algebras and their simple representations
Let S △,r be the affine symmetric group consisting of all permutations w : Z → Z such that w(i + r) = w(i) + r for i ∈ Z. Then, S △,r ∼ = S r ⋉ Z r , where S r is the symmetric group on r letters. Let Λ(n, r) = {λ ∈ N n | r = |λ|} be the set of compositions of r into n parts and, for λ ∈ Λ(n, r), let S λ be the Young subgroup of S r (or of S △,r ).
Let Λ + (n, r) be the subset of partitions (i.e. weakly decreasing compositions) in Λ(n, r). Thus,
. Let H △ (r) C be the Hecke algebra associated with S △,r . Thus, H △ (r) C has a presentation with generators T i , X j (i = 1, . . . , r − 1, j = 1, . . . , r) and relations
Let H(r) C be the subalgebra generated by all T i . This is the Hecke algebra of S r .
Following [17] , the tensor space Ω ⊗r C admits a right H △ (r) C -module structure defined by
where 1 k r−1, 1 t r, and the action of S r on I(n, r) := [1, n] r is the place permutation.
Apparently, this also defines an action of H(r) C on Ω ⊗r n,C . The formulas of the comultiplication on z ± t (2.1.1) and the first relation in (4.0.1) implies immediately the following. 
We have the following generalization of the fact S(n, r) C = End H(r) C (Ω ⊗r n,C ) for q-Schur algebras. Let
Then, there are H △ (r) C -module and H(r) C -module isomorphisms: Ω ⊗r
and Ω ⊗r n,C ∼ = ⊕ λ∈Λ(n,r) x λ H(r) C , which induce algebra isomorphisms:
Like the q-Schur algebras, Theorem 4.2 implies that affine q-Schur algebras play a bridging role between representations of quantum affine gl n and affine Hecke algebras. This becomes possible since we have established the isomorphism f in Theorem 2.3 between double Ringel-Hall algebras D △,C (n) and the quantum loop algebra U C ( gl n ). We now describe how simple S △ (n, r) C -modules arise from simple H △ (r) C -modules.
A segment with center a ∈ C * and length k is by definition an ordered sequence
A multisegment is an unordered collections of segments, denoted by formal sum
Let S r be the set of all multisegments of total length r: Let ν = (ν 1 , . . . , ν p ). After reordering, we may assume that ν is a partition. Then, the element
For each partition λ of r, let E λ be the left cell module defined by the Kazhdan-Lusztig's C-basis [12] associated with the left cell containing w 0,λ , the longest element of the Young subgroup S λ .
Then, as an H(r) C -module,
3 Strictly speaking, the module Ms depends on the order of the segments in s. However, the module Vs below does not.
Let V s be the unique composition factor of the H △ (r) C -module H △ (r) Cȳν such that the multiplicity of E ν in V s as an H(r) C -module is nonzero. Note that, if V s is H(r) C -irreducible, then V s = E ν . We will use this fact in the last section.
We now can state the following classification theorem due to Zelevinsky and Rogawski. The construction above follows [16] . Suppose n > r, we define a map
as follows: for s = p i=1 [a i ; ν i ) ∈ S r , let Q n (u) = 1 and, for 1 i n − 1, define
Here ν = (ν 1 , . . . , ν p ) is a partition of r.
This map is a bijection which gives the following identification theorem; see [6, § §4.3-5].
Theorem 4.4. Assume n > r. Then we have S △ (n, r) C -module isomorphisms Ω ⊗r C ⊗ H△(r) C V s ∼ = L(Q s ) for all s ∈ S r . Furthermore, for any n and r, the set
forms a complete set of nonisomorphic simple S △ (n, r) C -modules.
Compatibility of evaluation maps
Following [11, Rem. 2], every a ∈ C * defines a surjective algebra homomorphism Ev a : U △ (n) C → U (n) C , the quantum gl n such that, for all 1 i n − 1 and 1 j n,
This is called the evaluation map at a for quantum affine sl n . Note that our definition here is exactly the same as given in [5, p.316] For any a ∈ C * , there is also an evaluation map ev a : H △ (r) C → H(r) C (see, e.g., [5, 5.1] ) such that (5.0.2) ev a (T i ) = T i , 1 i r − 1, and ev a (X j ) = aq −2(j−1) T j−1 · · · T 2 T 1 T 1 T 2 · · · T j−1 , 1 j r.
Following the notation used in [10, 2.1] with r = 1 and T 0 = a (in the notation there), we will write L j := ev a (X j ). Note that the elements a −1 L j = (q − q −1 )L j + 1 where L j =T (1,j) +T (2,j) + · · · +T (j−1,j) (T w = q −l(w) T w ) are the usual Murphy operators.
We now use the evaluation map ev a to induce an evaluation map ev a from the affine q-Schur algebra to the q-Schur algebra.
First, there is a right H △ (r) C -module isomorphism Ω ⊗r
for all x ∈ Ω ⊗r n,C and h ∈ H △ (r) C .
Proposition 5.1. The linear map (5.1.1) ev a : S △ (n, r) C → S(n, r) C defined by ( ev a (ϕ))(x) = ε a (ϕ(x)), for any ϕ ∈ S △ (n, r) C and x ∈ Ω ⊗r n,C , is an algebra homomorphism.
Proof. By regarding H(r) C as a subalgebra of H △ (r) C , one sees easily ev a | H(r) C is the identity map on H(r) C . This fact implies that, for any ϕ ∈ S △ (n, r) C , ev a (ϕ) is an H(r) C -module homomorphism. To quickly see ev a (ψϕ) = ev a (ψ) ev a (ϕ), we may identify Ω ⊗r C as the direct sum T △ (n, r) = λ∈Λ(n,r)
x λ H △ (r) C of q-permutation modules [17, Lem. 8.3] , where x λ = T S λ = w∈S λ T w , and take two double coset basis elements ϕ = ϕ x µλ and ψ = ϕ y νµ so that ϕ(
as desired.
In order to make a comparison of representations, we need a certain compatibility relation between the evaluation maps ev a and Ev a and the natural homomorphisms ζ △,r and ζ r given in For notational simplicity, we will write the elements in Ω ⊗r C by omitting the tensor sign ⊗. For i = (i 1 , i 2 , . . . , i r ) ∈ Z r , λ ∈ Λ(n, r), and 1 j λ 1 , let
Lemma 5.2. Maintain the notation above. The action of T 1 T 2 · · · T k on u λ,1 is given by the formula:
Proof. We prove it by induction on k. For k = 1, the result following from the definition (4.0.1).
Suppose the result holds for any s satisfying s < k. Then, by induction, we have
proving the formula.
For 3 k n, let
and let f 2 = F 1 . Then Ev a (E n ) = aq −1 f n K 1 K n . For λ ∈ Λ(n, r) and 2 k n, let
Lemma 5.3. For λ ∈ Λ(n, r) and 2 k n.
The action of f k on a tensor of the form [1,k) is given by the formula
Assume now k > 2 and j ∈ [k, n] r−λ [1,k) .
Since
where j ′ ∈ [k − 1, n] r−λ [1,k−1) , by induction,
On the other hand, by induction again,
Substituting into (5.3.1) cancels the double indexed sum and yields the desired formula.
Proof. We need the check that the images of both sides at ω i λ are equal for all λ ∈ Λ(n, r).
Now applying Lemma 5.2 yields (noting that the second sum is zero if j = 1)
On the other hand, applying Lemma 5.3 yields
Hence, ( ev a • ζ △,r )(E n ) · ω i λ = (ζ r • Ev a (E n )) · ω i λ for all λ ∈ Λ(n, r).
Remark 5.5. We believe that the equation (ζ r • Ev a )(F n ) = ( ev a • ζ △,r )(F n ) holds as well. Thus, the following diagram is commutative:
Ev a ev a ζ △,r ζ r However, the proof is much more complicated than the E n case. Fortunately, the Identification Theorem we will establish requires only the compatibility for the E n case.
A result of Chari-Pressley
In this section, we reproduce a theorem of Chari-Pressley [3, 3.5] . There are two differences in our approach. First, the isomorphism given in [3, 2.5] and used in the proof of [3, 3.5(2)(3)] has been replaced by the isomorphism f given in 2.3 (see footnote 1). Second, the proof of [3, 3.5] used a category equivalence [3, 3.2] which turns a simple U C (sl n )-module into a simple U C (gl n )-moduleand, hence, a U C ( gl n )-module under the evaluation map. We directly start with a simple q-Schur algebra module regarded as a simple U C (gl n )-module with a partition as the highest weight. It turns out that the description of the centers of the segments, which consist of the roots of a Drinfeld polynomial, is considerably simpler under this approach.
For λ ∈ Λ + (n, r), let L(λ) be the simple S(n, r) C -module with highest weight λ.
Theorem 6.1. For a ∈ C * and λ ∈ Λ + (n, r), let L(λ) a be the inflated U C ( gl n )-module by the evaluation map ev a in (5.1.1). If L(λ) a | U C ( sln) ∼ =L(P) with P = (P 1 (u), P 2 (u), · · · , P n−1 (u)),
for 1 j n − 1. In particular, the roots of P j (u) forms the segment [a −1 q j−λ j −λ j+1 ; λ j − λ j+1 ) with center a −1 q j−λ j −λ j+1 and length λ j − λ j+1 . (Note that λ j = λ j+1 =⇒ P j (u) = 1.)
Proof. The proof here follows that of [3, 3.5] . By Lemma 2.3, we identify D △,C (n) with U C ( gl n )
under the isomorphism f . Thus, F j = x − j,0 , E j = x + j,0 , and K i = k i , for all 1 j n − 1, 1 i n. With the notation in (5.2.1), we have Ev a (E n ) = aq −1 f n K 1 K n .
Fix i ∈ [1, n − 1]. Recall from (2.2.1) the notation X i . Then (2.3.1) becomes E n = (−1) i−1 qX i k n . If w 0 is a highest weight vector in L(λ) λ , then, by Proposition 5.4,
Thus,
Let µ = (µ 1 , · · · , µ n−1 ) with µ i = λ i − λ i+1 and define recursively
Then, X i,n−1 = X i and
By (QGL2), we see that
Hence,
Inductively, we obtain
and, similarly,
On the other hand,
This together with (6.1.1) and the fact that
implies that
Applying E i to the above equation and noting φ − i,1 = 0 yields
By the corollary in [3, 3.5] , we may assume
This together with (2.3.2) and (6.1.3) implies that
as required.
An Identification Theorem
We now compute the dominant Drinfeld polynomials Q = (Q 1 (u), . . . , Q n (u)) such that the U C ( gl n )-module L(λ) a ∼ = L(Q). By Theorem 6.1, it remains to compute Q n (u). This will be done by the action of the central elements z ± t on a highest weight vector w 0 ∈ L(λ). We first apply a result of James-Mathas to compute the action of z ± t on the simple S(n, r) Cmodule L(λ) via the evaluation map ev a in (5.1.1).
The Hecke algebra H(r) C of the symmetric groups S r admits a so-called Murphy's basis [15] {x s,t :
where T s (λ) is the set of all standard λ-tableaux, * is the anti-involution satisfying T * i = T i , and d(t) is the permutation mapping the standard λ-tableau t λ (obtained by filling 1, 2, . . . , r from left to right down successive row) to t. The subspace H ⊲λ of H(r) C spanned by {x st | s, t ∈ T s (µ), µ ⊲ λ} is a two sided ideal of H(r) C . Let S λ = x λ H(r) C /(x λ H(r) C ∩ H ⊲λ ). Then S λ ∼ = y λ ′ T w λ ′ x λ H(r) C (see, e. g., [7, §3] ).
Similarly, for partition λ of r, let T ss (λ, n) (resp. T ss (λ, µ)) be the set of all semistandard λ-tableaux with content in [1, n] (resp., of content µ). Then, the tensor space Ω ⊗r n,C can be identified with T(n, r) = ⊕ µ∈Λ(n,r) x λ H(r) C , and the Murphy basis induces a basis (see, e.g., [10] )
Fix a linear ordering on Λ + (n, r) = {λ (1) , λ (2) , . . . , λ (N ) } which refines the dominance ordering , i.e., λ (i) ⊲ λ (j) implies i < j. For each 1 i N , let T i denote the subspace of T spanned by all m S,t such that (S, t) ∈ T ss (λ, n) × T s (λ) for some λ ∈ {λ (1) , . . . , λ (i) }. Then we obtain a filtration by S(n, r) C -H(r) C -subbimodules:
For λ = λ (i) , S ∈ T ss (λ, n), s ∈ T s (λ), T λ ∈ T ss (λ, λ), and t λ as above, let ϕ S = m S,t λ + T i−1 and ψ s = m T λ ,s + T i−1 . Then Theorem 7.2. For a ∈ C * and λ ∈ Λ + (n, r), suppose L(λ) a ∼ = L(Q) for some Q ∈ Q(n) r . Then Q = (Q 1 (u), · · · , Q m (u), 1, . . . , 1), where m is the number of parts of λ,
for all 1 i m − 1, and Q m (u) = 1 s λm (1 − aq 2(s−m) u).
Proof. Since ev a is surjective, L(λ) a is an irreducible S △ (n, r) C -module. Thus, by [6, 4.5.8] , there exists Q = (Q 1 (u), · · · , Q n (u)) ∈ Q(n) r such that L(λ) a ∼ = L(Q). For 1 j n − 1, let
By Theorems 3.1 and 6.1 we have, for 1 j n − 1,
Thus, if m < n, then P j (u) = 1, for all m + 1 j < n. Hence, Q i (u) = 1 for all m < i n and (7.2.1)
In particular, Q m (u) = P m (uq −m+1 ) = 1 s λm (1 − aq 2(s−m) u), as required in this case.
We now assume m = n. Then we have recursively,
for all 1 i n. We now compute Q n (u).
Thus, by (3.0.5), Q + i (u) · w 0 = Q i,s w 0 for all s 0 give an identity in L(λ)[[u]]:
However, by (2.3.3),
Hence, Recall from (4.2.1) that, for each µ ∈ Λ + (r), E µ is the left cell module for H(r) C defined by Kazhdan-Lusztig's C-basis [12] associated with the left cell containing w 0,µ , where w 0,µ is the longest element in S µ . If S µ denotes the Specht module contained in H(r) C x µ (so that where Q = Q(λ, a). Restriction gives an S(n, r) C -module isomorphism L(λ) ∼ = Ω ⊗r n,C ⊗ H(r) C V s . By applying Schur's functor, we see that H(r) C -module V s is irreducible. Hence, V s = E λ ′ . Therefore, (S λ ) a ∼ = V s . Corollary 8.3. (1) For any partition λ ∈ Λ + (r) and n r, if L(λ) is the simple S(n, r) C -module with highest weight λ, then eL(λ) ∼ = S λ .
(2) If Q ∈ Q(n) r and λ = (deg Q 1 , . . . , deg Q n ), and µ is a weight of L(Q), then µ λ under the dominance order .
Proof. Statement (1) follows the proof above. It remains to prove the second statement. By applying another type of Schur functor, we may assume n > r. Thus, L(Q) ∼ = Ω ⊗r C ⊗ H△(r) C V s , for some s ∈ S r such that Q = Q s , and λ ′ is the partition associated with s. Since, as a H(r) Cmodule, V s ∼ = E λ ′ ⊕ (⊕ ν⊲λ ′ n ν,λ E ν ) by (4.2.1). Thus, as a U C (gl n )-module, the first assertion implies L(Q) ∼ = L(λ) ⊕ (⊕ ν⊲λ ′ n ν,λ Ω ⊗r n,C ⊗ S ν ′ ) ∼ = L(λ) ⊕ (⊕ ν⊲λ ′ n ν,λ L(ν ′ )),
where the second sum is over ν with Ω ⊗r n,C ⊗ S ν ′ = 0. Now, since ν ⊲ λ ′ implies ν ′ ⊳ λ and the weight spaces of L(Q) as U C ( gl n )-module or as U C (gl n ) are the same, our assertion follows. Part (2) of the result above is [6, Lem. 4.5.1]. The proof here is different.
