‡
The paper considers a boundary control formulation for PDEs with a system output given by a spatial integral of weighted functions of the state. This formulation is directly applicable to the control of an aircraft with articulated flexible wings, in which case the output of interest is a net aerodynamic force or moment. Flexible wings can be controlled via actuation at the root or the tip. The problem of beam twist is analysed in detail to illustrate the formulation, and it shown that the control law ensures that the error between the desired output signal and the actual output signal decreases exponentially to an uniform ultimate bound. Stability of the closed loop system is proved by Lyapunov techniques. The formulation is demonstrated by simulations.
Nomenclature c
wing chord length E, G elastic modulus and shear modulus of the wing material g gravitational constant I yy , J second moment of area of the airfoil and torsion constant m, I p mass per unit length of the wing, airfoil second moment of inertia V flight speed x a , x e non-dimensional distance of aerodynamic center and airfoil center of mass from shear center δ R , θ R bending slope (dihedral) and incidence angle at the wing root η Kelvin-Voigt damping coefficient θ twist angle ξ bending displacemnt Notation t, y time and spanwise spatial variable 
I. Introduction
A new concept for controlling micro aerial vehicles, based on wing articulation, was introduced in Refs. [1, 2] . The concept lends itself readily to aeroelastic tailoring. Aeroelastic tailoring is seen as an asset in the development of agile micro aerial vehicles.
1, 3-5 Wing flexibility not only improves aircraft performance and stability passively, but can also be actuated actively for control.
1, 3, 6 Figure 1 shows a conceptual MAV with highly flexible wings whose deformation can be controlled actively by actuators located at the wing root and/or the wing tip.
Broadly speaking, continuous systems such as wings can be controlled in two ways: distributed control and boundary control. The former approach relies on a series or a network of actuators and sensors distributed over the system. The latter approach relies on actuators deployed only on the boundary of the system under consideration. For practical engineering applications, the most important benefit of boundary control is the reduction in the number of actuators. Consider, for example, a flexible wing mounted on a miniature aircraft. This example is illustrative of the reverse engineering of bird flight. Whereas feathers distributed all over the wing are known to play an active role in flight control, installing such a distributed scheme would incur substantial penalties in weight as well as costs. The benefits of distributed actuation can be made up, in part, by a combination of good design and sound boundary control. This paper presents a boundary control (BC) problem for wing twist which could be extended to a wider class of hyperbolic partial differential equations (PDEs).
There is a substantial amount of literature on boundary control theory of PDEs (see Ref. [7] [8] [9] [10] [11] [12] for material pertinent to this paper and the references cited therein). There are two sets of methods for boundary control of PDEs. The first approach involves converting the PDEs into ordinary differential equations using approximation methods such as those of Galerkin or Rayleigh-Ritz. 11, 13 This renders the problem amenable to control by any of a large number of linear and nonlinear methods for control of systems described by ODEs. 13 The second approach involves keeping the PDEs intact, and using a "model-following" approach as described in a recent book by Krstic and Smyshlyaev. 9 In particular, this approach seeks to achieve an a priori prescribed deformation. This is indeed the objective of problems such as maneuvering robotic arms 9, 14 or suppressing vibrations in a flexible beam. 15 On the other hand, in problems such as those involving flexible aircraft wings where the control objective would be to achieve a net aerodynamic force or moment, there could be several candidate deformations. Prescribing one particular candidate deformation places a greater demand on the control system.
It is worth noting that if a PDE is approximated by Galerkin's method, the problem of achieving an integral objective reduces to a standard output control problem. Whereas solutions to output control problems in an ODE setting are abundantly known, an ODE-based approximation to PDEs usually results in systems having large orders. It is not very easy to incorporate a time-varying boundary condition into the basis functions which results in the possibility that the control design process becomes tedious and the control laws non-intuitive. Ref. [10] also points out that a finite-state approximation may wrongly render fundamental system theoretic properties like controllability and observability to be functions of the approximation.
In this paper, the control objective is restricted to achieving the net aerodynamic force or moment, an abstraction of which is ensuring that some weighted integral of the deformation equals the prescribed value.
A similar idea for a more general class of PDEs has been explored in Refs. [10, 11] in the context of spatially distributed control. This paper derives a tracking boundary controller for ensuring the that the output tracks the desired reference signal. An adaptive controller for a limited class of parametric uncertainties is also derived. This paper is organized as follows. The problem formulation is explained in Sec. II. A backstepping-based control scheme, inspired by Ref. [9] , is derived in Sec. III. A control scheme based on actuation at the wing tip and its adaptive version are presented in Sec. IV. Preliminary results for nonlinear aerodynamics are derived in Sec. V. Numerical simulations are presented in Sec. VI.
II. Problem Formulation

A. Motivation
The motivation for considering the problem of boundary control of beams comes from the problem of controlling flexible wings for rapid aircraft maneuvers. Suppose that the wing has length L, and the spanwise coordinate is denoted by y. Let EI and GJ denote the bending and torsion stiffness, respectively. The wing has a linear mass density m, and the polar moment of area is given by I p (y) ≡ I p . The wing is loaded transversely with a load F (ξ, θ, u), where ξ ξ(t, y) and θ θ(t, y) denote the bending and twist displacements, respectively. The resultant wind velocity at a given point on the wing, u, is a sum of the aircraft flight speed u B (measured in the body axis) and the wing vibration rate u f == [0 0ξ] T , so that u = T W B u B + u f (y), where T W B is the rotation matrix from the body frame to the local wing frame and u f . Let c denote the wing width, and x e c denote the distance between the center of pressure and the shear center of the wing.
Then, the equations for wing vibration dynamics are given by
where x a and x e denote the normalized distances (with respect to the chord length c) of the aerodynamic center and the center of gravity of the wing from the shear center. The subscripts t and y denote partial derivatives, i.e., ξ tt = ∂ξ ∂t 2 , ξ tyyyy = ∂ξ ∂t∂y 4 , and so on. This equation is valid for the right wing, and a similar equation can be derived for the left wing as well. Note that F depends onu B , which is the contribution from inertial effects arising from aircraft acceleration and the added mass effect.
2 bd The boundary conditions for tip based actuation are given by
while those for root-based actuation are
In Eqs. (2) and (3), F tip and M tip are the applied tip force and twisting moment, respectively, while δ R and θ R are the dihedral angle and wing incidence angle, both at the wing root. The term η denotes the Kelvin-Voigt damping coefficient. It need not be the same for bending and twisting in general. It is worth noting that the RHS of Eq. (1) depends on the rate of change of u B which is obtained from the equations of motion of the complete aircraft. 1 This couples the structural dynamics of the wing to the flight dynamics of the complete aircraft and makes control design a challenging assignment. Physically, F tip and M tip can be realized by using wing tip flaps, not unlike the outboard feathers on a bird's wings. Indeed, trailing edge effectors have been demonstrated to be effective at flutter suppression as well. 16 On the other hand, δ R and θ R are easier to control and the capability for root actuation is present naturally in flapping wing aircraft.
For the sake of completeness, it is worth noting that the structural dynamic of the wing are coupled to the rigid flight dynamics primarily via aerodynamics and kinematics, and to a lesser extent via the resultant variation in mass distribution. The coupled equations of motion have the following structure:
where: w denotes integration over the wing, and F net and M net represent the net external (aerodynamic + gravitational) force and moment on the aircraft. Furthermore, ω B and ω f = [0θ 0]
T are vector representations of the aircraft angular velocity and the twist rate of the wing, with components in the aircraft body axes. The reader is referred to Ref. [1] for a detailed and more general derivation of the equations of motion.
B. Problem Considered in this Paper
Control methodology in this paper is developed systematically for a simple linear case with just the twist degree of freedom. Therefore, only the second equation in Eq. (1) is relevant to this paper. This is a considerable simplification, but it provides most of the necessary ingredients to design a controller for the complete system. The control objective is to ensure that
where H(t) is a sufficiently smooth time-varying signal. Physically, the left hand side could be taken to command, for example, a desired value of the lift. In a linear setting, the net lift produced by the wing is given by
where ρ is the air density and C l,α is the lift curve slope (measured per unit span of the wing). Depending on the aerodynamic theory, the left hand side of the above equation may be a nonlinear function of θ. It is almost always a function of y, and a solution to this case is presented later in the paper. It may be possible to treat the aircraft speed and angular rates as disturbances while designing a controller for the wing structural dynamics, but this point needs further investigation.
III. Boundary Control of Twisting Motion: Root Control
Consider the case where the flexible wing needs to be controlled from the wing root, i.e., the PDE for wing twist is given by
where a = GJ/I p , b = ηa, and M θ = −x a cF/I p in Eq. (1). The net force, F , has been assumed to be linear in θ. It is easy to check that the system has an infinite relative degree with respect to the output in Eq. (4). Thus, one needs to approach this problem in two steps. In the first step, the desired steady state response is determined. In the second step, the error dynamics between the system behavior and the desired steady state are stabilized using backstepping. 9 Therefore, the control U (t) may be decomposed into two parts
where U d is the desired boundary condition at the wing root for which the integral objective, Eq. (4), is satisfied, while u(t) is the stabilizing controller obtained from backstepping.
A. Boundary Condition for the Desired Dynamics
If the desired behavior is an equilibrium (i.e., H(t) ≡ H), then the steady state PDE is given by
where µ 2 = M/a and the subscript, d, denotes the desired (also, in this case, steady) state. The following control law, U d , ensures that the condition Eq. (4) is satisfied.
Alternatively, the desired behavior may be time varying in which case the boundary condition prescribed at the root needs to be determined separately. The boundary condition at the wing tip, on the other hand, is relatively easy to choose because, as shown in Sec. IV, the system has a relative degree of 2 for the output in Eq. (4) and the wing tip moment as the control input.
B. Backstepping
Backstepping is carried out in two steps: (a) Target dynamics are identified, and (b) a backstepping transformation converts the system dynamics (in this case, the error dynamics) into the target dynamics and the u(t) is obtained in the process. The method described by Krstic and Smyshlyaev 9 is used here. Let z denote the error between the system state and the desired steady state value.
Next, consider the target dynamics given by
Using the method of separation of variables, it is easy to check that the eigenvalues of this system are the solutions of
The target dynamics are stable if and only if the control design parameter, p, satisfies
A dummy spatial variable x is introduced and the backstepping transformation between z = θ − θ d (the error between the actual dynamics and the desired steady state in Eq. (9)) and v (the target dynamics for the error state) is given by
It is helpful to recall that the z dynamics are given by
In order to solve for k(x, y), substitute Eqs. (12) and (13) into Eq. (9). Next, isolating the coefficients of v and v t , the following Klein -Gordon PDE for k(y, x) is derived
The control input is given by
It remains to explain the derivation of k(x, y). First, we derive expressions for v tt and v yy .
The expression for v yy can be derived as follows:
The expression for v tyy is similar to that for v yy . Substitute Eqs. (16) and (17) into Eq. (9) and isolate the coefficients of z, z y , and z and z y in the integrand. This yields the PDE k xx − k yy = −pk and one of the two boundary conditions, viz., k x (y, L) = 0. It also yields the condition k(y, y) = p 2 y + constant. From the first equation of (17)
, which is the second boundary condition.
One can solve for k(y, x) using successive approximations, as described in Ref. 9 Alternately, under the transformation of coordinates x → L−x and y → L−y, the BVP in Eq. (14) is identical to the one described by Krstic and Smyshlyaev. 9 The solution is given in terms of the modified Bessel function I 1 :
In summary, the control signal, U (t), is given by Eqs. (6), (15) and (18).
C. Discussion
A few observations are worth noting here.
1. The procedure described in the previous subsection is called backstepping because the Volterra operator in Eq. (12) has a lower triangular structure similar to backstepping transforms for ordinary differential equations. It is a continuum analogue of the backstepping transformations in ODEs and allows the controller acting at the boundary to compensate for the undesired (unmatched) dynamics.
If the wing is reasonably stiff
4L 2 , i.e., GJ > 4L 2 M I p /π 2 , the system can be stabilized with p = 0, i.e., with no additional control input.
3. For stability, it is essential that b > 0, and the Kelvin-Voigt damping coefficient is always positive. A negative damping could be introduced due to aerodynamics, but it can be compensated by the term bpv t and wing flutter can be prevented. The compensation in damping imposes an additional constraint on p.
4. The controller in Eq. (15) requires that the twist angle at all points on the wing be known. This difficulty can be circumvented by designing a PDE-based observer 9 or, practically, using a series of distributed sensors and fitting their output with an a priori designed spline.
Recall the observation that for a "sufficiently" stiff wing, no additional stabilizing controller is required. 
IV. Boundary Control of Twisting Motion: Wing Tip Control
Although backstepping can be employed when the twisting moment at the wing tip is used as the control input, it turns out that there is a simpler alternative, as described in this section. It relies on the fact that the output has a finite relative degree with respect to the twisting moment.
A. Tip Boundary Control when All Parameters are Known
As in the previous section, one can design a backstepping controller for the case where a control moment is applied to the free end (y = L) of the wing while the other end (y = 0) is clamped. In fact, the procedure in both cases is identical, although the final expressions for the control law differ slightly. Alternately, insofar as MAV are concerned, one may do without a stabilizing controller. The "tracking half" of the controller (U d (t) in Eq. (6)) may be designed using the output measurements. This method is useful for adaptive designs as well. We consider the wing model
where the control input is a moment applied at the wing tip, u(t) = θ y (L, t), and b = ηa = ηGJ/I p . The control objective could be assumed to be linear in θ because it is usually the total aerodynamic force or moment produced by the wing. It reduces to the form
The problem will be solved using a linear control approach. Let e(t) = L 0 θ(t, y)dy − H(t) denote the error which needs to be regulated. Then,
A dynamic controller of the form
renders the system into the spring-mass form e(t) + k cė (t) + ke(t) = 0.
The control law in Eq. (22) is similar to internal model-based controllers and so much would be expected given that it does not rely on full state feedback. In fact, it suggests that θ need not be monitored or measured at all locations on the wing. Instead, only θ y (0) needs to be measured or estimated. The reference signal H(t) is known. It may be difficult to inject damping,ė(t). This is becauseė(t) is the rate of change of the lift and in practice, would require differentiating noisy acceleration signals. Another interesting observation is that although the PDE system had an infinite relative degree when the root twist was chosen as the control input, the relative degree is 2 when twisting moment at the wing tip is considered as the input. This facilitates the control law design in this section considerably. The control law design described is this section lends itself readily to adaptation should a and/or M be unknown. In the control law (22), a and M could be readily replaced by the corresponding estimated values obtained from a passive estimator.
Finally, if θ(0) as well as θ y (L) can be controlled, it may be possible to ensure that the wing deformation produces the desired net lift as well as moment. This control scheme is physically realizable in MAVs. For example, flapping wing MAVs such as the robotic bat described in Ref. [17] has a twist angle actuator at the root. A small flap at the wing tip, not unlike the outboard feathers in a bird wing, can provide twisting moment at the tip.
B. Adaptive Control
Adaptive control is a useful method when system dynamics and/or parameters are unknown. The elastic properties of a linearly elastic structure can be characterized experimentally. The aerodynamic force and moment distribution would be usually hard to characterize or if characterized at all, would show a considerably nonlinear spatial distribution. For example, a simple rectangular wing has an elliptic lift distribution under nominal flight conditions. 18 Nonlinearities would be considered in a later section of this paper. Consider the case where M is constant, but unknown. This is not a very realistic model, but provides a sound foundation to design an adaptive controller.
Consider the dynamics in Eq. (19) with the objective in Eq. (20). The control law in (22) is modified so that bu(t) + au(t) =Ḧ(t) −M (t)(H(t) + e(t))
whereM (t) is the estimated value of M . The error dynamics are given bÿ
whereM (t) =M (t) − M (t). An adaptive law must be designed forM (t) to ensure that the error, e(t), goes to zero asymptotically.
For notational convenience, define x = [e(t),ė(t)]
T and A = 0
. Since A is Hurwitz, it follows that there exists a positive definite symmetric matrix P = P T > 0 satisfying the Lyapunov equation
where I is the 2 × 2 identity matrix. We assume that |M (t)| is bounded above by B 1 and |Ṁ (t)| by B 2 , where B 1 and B 2 are constants. Consider the Lyapunov function
where γ > 0 is the adaptive gain. Differentiating both sides with respect to t, we geṫ
With the adaptive lawṀ
it follows thaṫ
The projection law can be chosen so that |M (t)| < B 1 (the same bound as that on M (t)). Therefore, it follows thatV
and hence, the solution is uniformly ultimately bounded with some T ≥ 0 and with the ultimate bound given by
where δ b ∈ (0, 1). Note that the bound on x(t) ∞ can be made arbitarily small by choosing a large γ. The steady state beam shape of the wing depends on the steady state value of the errorM (t). Finally, it is worth noting that although a and b were assumed to be known, the aforementioned analysis can be repeated to accommodate an unknown a and b as well.
V. Nonlinearities
Two cases are presented in this section. The first case concerns a nonlinear twisting moment function. This problem is addressed via linearization. The second case considers a twisting moment which is linear in the twist angle, but with a spatially varying coefficient. The second problem is addressed using backstepping.
For brevity, only root actuation has been considered in this section. The analysis can be extended to actuation at the wing tip with minimal effort.
A. Local Linear Analysis
A nonlinear problem which is of interest to the present discussion would be to regulate a PDE of the form
where x a is the normalized (with respect to the chord length c) distance between the shear center and the aerodynamic center of the wing. The nonlinearity on the RHS arises from the inclusion of θ t in the local flow velocity, and is widely used, for e.g., in flutter prediction. 13 As in the earlier part of the paper, consider the error dynamics between the actual system and the steady state.
Error Dynamics: e tt − be tyy − ae yy = −x a cF (ζ,
where the subscript 'ss' has been used to denote the steady state. Notice that, on this occasion, we have no simple expression for U d . Instead, it must be calculated on a case-by-case basis for different nonlinearities on the right hand side. The nonlinear term can be approximated to the first order to get e tt − be tyy − ae yy = M 2 e t + M 1 e, e y (L) = 0, e(0) = u(t)
where the coefficients
∂θ t depend on the steady state θ.
Consider the following target dynamics for backstepping:
The characteristic equation is given by
where
The target dynamics are stable if and only if
The rest of the backstepping transformation is identical to that described in Section III-B.
B. Lyapunov-based Analysis for Spatially-Varying M (y)
In this section, we show that backstepping, described in Section III-B, can be used to control nonlinear systems of the form
where M (y) > 0 represents the moment distribution on the wing and is a function of the wing geometry. Physically, it captures the effect of downwash on a finite wing. 18 There is no loss of generality, as one may infer from the analysis in Sec. III-B, in setting U d (t) = 0, which implies that U (t) = u(t). The problem of tracking reduces to one of regulation. Stability analysis is completed in three steps:
1. First, the backstepping transformation in Eqs. (12) and (14) is invoked to transform the system dynamics into "target" dynamics (see Eq. (40)).
2. The target dynamics are decomposed into "nominal" dynamics and a vanishing perturbation.
3. The nominal dynamics are shown to be exponentially stable, which implies that there exists a class of functions M (y) for which the target system is exponentially stable.
The first step is to identify the target dynamics. Using the backstepping transformation (12), (14) and (18), i.e.,
we obtain the target dynamics
The RHS of Eq. (40) may be viewed as a perturbation. The bound on the RHS is calculated as follows:
where the constant K 1 is a (known) bound on
(the norm of θ). Furthermore, as shown in Ref. [9] , there exists a bounded function l(x, y) such that
where K 2 is another known constant. Hence, from Eqs. (41) and (42), it follows that
Hence, the perturbation on the RHS of Eq. (40) is vanishing in v. Next, we prove the exponential stability of the nominal dynamics given by
In order to show stability, consider the Lyapunov function
The above Lyapunov function is positive definite for a large enough p > max y M (y) a and small enough δ > 0.
A bound for δ will be derived presently. Differentiating V (t) with respect to t yieldṡ
The first term in the integrand can be expanded, followed by integration by parts, so that
A similar expression can be calculated for L 0 δvv tt dy. Substituting Eq. (47) into (46), it follows thaṫ
Using Young's and Cauchy-Schwarz inequalities, it follows that
If δ is chosen such that
where κ is another small number such that κ < min (a − M (y)/p, b) ∀y ≤ L, then it follows thaṫ
This proves exponential stability and lim t→∞ v = 0. Note that the condition p > max y M (y) a + κ is stronger than the condition obtained for linear systems. Increasing p allows us to choose a larger κ, subject to the constraint arising from b, to improve the guaranteed rate of convergence. Furthermore, since δ does not appear in the control law, it does not have any bearing on the performance and stability of the actual system.
The nominal system has been shown to be exponentially stable. Furthermore, the perturbation on the RHS of Eq. (40) is vanishing in v, as shown in Eq. (43). Hence, it follows that the nominal system is robust to sufficiently small perturbations. In particular, it is exponentially stable for sufficiently small L 0 |M (y)|dy (e.g., see Lemma 9.1 in Khalil 19 for an ODE analogue), i.e., for a sufficiently small K 1 in Eq. (41). A theoretical bound on K 1 can be calculated by noting that, had we retained the perturbation term Π(y)
x L k(y, z)θ(z)dzdx, it would have enteredV (t) via terms involving v tt in Eq. (48). Using the Cauchy-Schwarz inequality, it can be shown that the change inV (t) arising from the inclusion of Π(y) is given by
, where 2 < κδ, then the system continues to remain exponentially stable with a guaranteed convergence rate of for V .
Remark: Stability could have been proved even with δ = 0. In that case,V (t) =
ty dy which is negative semi-definite. Clearly, the dynamics would converge to a steady state given by av yy = (M (y)−ap)v and v(0) = v y (L) = 0. This BVP has the trivial solution v ≡ 0 as the only solution for almost all M (y). The constant p has to be chosen to prevent the existence of multiple solutions.
VI. Simulations
Simulations are carried out in Matlab using a Galerkin-based approach to convert the PDE system into ODEs. The Galerkin truncation is not used as a basis for control law design, so no danger of a "spillover instability" arises. The twist θ(t, y) is expressed as a weighted sum of basis functions φ i (y), i = 1, 2, . . . , n and ψ(y):
where s(t) is the boundary control input for tip control. If boundary control has to be applied at the wing root, then ψ(y) has to be chosen to satisfy ψ (L) = 0 and ψ(0) = 1. The PDE in Eq. (19) can be rewritten as
Using Galerkin's method, Eq. (54) is converted to a set of ODEs given by
The reader will recall that ψ is a scalar, and
T is a vector. The control s(t) is expressed similarly in terms of φ, ψ and η to obtain a set of ODEs which are simulated to approximate the response of a twisting beam with boundary control. Figure 2 demonstrates the regulation of twist dynamics using the backstepping controller derived in Eq. (15) , with the transformation in Eqs. (12) and (14) . The value of M/a was set to 8, where a = GJ/I p . A value of p = 4 yielded an unstable response, while the response was stable for p = 8. Recall the following condition for stability with L = 1: p > M/a − π 2 /4 ≈ 2.53. The backstepping controller works even when M (y) = M (1 − y 2 ) is used (to mimic an elliptical lift distribution over the wing) instead of a constant M (y) ≡ M . The backstepping controller can be added on top of a tracking controller. Figure 3 shows the simulation of a wing actuated by tip control. The value of M/a was chosen so that stability is assured without the need for a dedicated stabilizing controller. The first plot was obtained for a controller designed assuming that all system parameters were known, whereas the right hand plot in the first row was obtained for a system where the aerodynamics were assumed to be linear but unknown. The third plot (bottom row) was obtained for the case where the aerodynamics were assumed to be affine in θ, with an unknown spatially varying coefficient M (y). In all cases, the twist amplitude converges to the steady state value with satifactory transients. The error metric Eq. (4) is also seen to be very small. 24) is applied at the wing tip. Three cases have been considered here. In the first case, the system dynamics are assumed to be known. In the second case, the aerodynamics are assumed to be linear but unknown. In the third case, the aerodynamic moment is known to be of the form M (y)θ, where M (y) is spatially varying and unknown. The fourth plot shows the time history of e(t) = 
VII. Conclusions
This paper introduced a boundary control formulation for PDEs for the system output of a spatial integral of the state. This output function closely resembles the spatial distribution of an aerodynamic force, i.e., lift, that can be properly shaped as a function of time to control the rigid motions of the aircraft. In other words, the proposed boundary PDE control can significantly simplify the control of flexible aircraft by decoupling the force/torque control of the rigid body from the control of flexible wings to output the required force/torque input. In particular, the problem of beam twist was analysed in detail to illustrate the formulation. When the root twist angle was controlled, the output was seen to have an infinite relative degree with respect to the control input, and backstepping was employed for stabilization and tracking. Control laws based on this formulation ensure that the error between the reference output signal and the actual output decreases exponentially to zero when the system is fully known. When moment at the wing tip was controlled, it was seen that the output had a relative degree of 2 with respect to the control input. This facilitated the design of an adaptive controller along classical lines to ensure tracking. Both formulations were demonstrated by simulations. Future work would focus on two fronts: (a) extending the proposed approach to a wider class of nonlinearities, and (b) generalizing the method to the case of coupled bending and twist.
