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Three-dimensional tracking of animal systems is the key to the comprehension of collective be-
havior. Experimental data collected via a stereo camera system allow the reconstruction of the
3d trajectories of each individual in the group. Trajectories can then be used to compute some
quantities of interest to better understand collective motion, such as velocities, distances between
individuals and correlation functions. The reliability of the retrieved trajectories is strictly related
to the accuracy of the 3d reconstruction. In this paper, we perform a careful analysis of the most
significant errors affecting 3d reconstruction, showing how the accuracy depends on the camera
system set-up and on the precision of the calibration parameters.
INTRODUCTION
Technological improvements in the field of digital cam-
eras are strongly simplifying the study of collective be-
havior in animal groups. The use of single or multi-
camera systems to record the time evolution of a group
is by far the most common tool to understand collective
motion. The emergence of collective behavior in human
crowds [1, 2], fish schools [3, 4], bird flocks [5, 6] and
insect swarms [7–10] have been investigated. Events of
interest are recorded from one or more cameras and im-
ages are then processed to reconstruct the trajectory of
each individual in the group. Positions of single indi-
viduals at each instant of time are used to characterize
the system. Density, mean velocity, mean acceleration,
size of the group, as well as single velocities and accel-
erations are computed to understand how collective be-
havior arises and following which rules. The reliability
of these results is strictly connected to the accuracy of
the reconstructed trajectories.
In a previous work Cavagna et al. in [11] suggested
how to reduce the error on the retrieved trajectories
choosing the proper set up for the system. More recently
in [12], a tool to check the accuracy of a multicamera
system on the reconstructed trajectories is provided, to-
gether with a software for the calibration of the intrinsic
and extrinsic parameters. In [13], Towne et al. give a
way to measure the reconstruction error and to quantify
it when a DLT technique is used to calibrate the extrinsic
parameters of the system. But a theoretical discussion
on the propagation of the errors from experimental mea-
sures to the reconstructed positions and trajectories is
still missing.
From a collective behavior perspective, distances be-
tween targets are much more interesting than absolute
positions. Indeed, quantities like density, velocity, accel-
eration are not referred to the position of single animals,
but they involve a measure of a distance. For this rea-
son, in our discussion we will show how to estimate the
error on the reconstructed 3d position of a single target,
but we will give more emphasis to the error on mutual
distances between two targets. We will focus the anal-
ysis on how experimental measurements and calibration
uncertainty affect mutual distances between targets and
we will give some suggestions on how to choose a suit-
able set up in order to achieve the desired and acceptable
error.
In the first section of the paper we give a description
of the pinhole model, which is by far the simplest but ef-
fective approximation of a digital camera. We introduce
the nomenclature used in the entire paper. Moreover we
describe the mathematical relations holding between the
position of a target in the three dimensional real world
and the position of its image on the camera sensor. In
the same section, we describe the general principles of
the 3d reconstruction making use of systems of two pin-
hole cameras. In the second section we will show the
error formulation for both absolute position of a single
target and mutual distance between pair of targets con-
sidering at first one camera only, and then generalizing
the results to the case of a camera system. In the third
section we give an interpretation of the error formulation
to suggest how the reconstruction error can be reduced
by properly choosing the suitable intrinsic and extrinsic
parameters of the system. In the fourth and last sec-
tion we consider the set up we use in the field to record
starling flocks and midge swarms. We give a description
on the tests we perform to check the accuracy of the re-
trieved trajectories. Moreover we practically show how
the results of these tests are affected by experimental
measurements inaccuracy.
I. THREE DIMENSIONAL
RECONSTRUCTION: GENERAL PRINCIPLES
The reconstruction of the position of a target imaged
by one or more camera can be intuitively address with
a geometric perspective. In some special situations, the
images of only one camera gives enough information to
determine where the target is located in the real world.
However in the general case at least two cameras are
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FIG. 1. Pinhole model. a: Similarity between the dashed
and the filled orange triangles shows the proportionality be-
tween the x coordinate of a 3d target P and the u coordinate
of its image Q by a factor z/Ω. Similarity between the two
dashed and filled green triangles shows instead the propor-
tionality between the y coordinate of the point P and the v
coordinate of its image. b: The two targets P1 and P2 lying
on the same z-plane are imaged in Q1 and Q2. Similarity be-
tween the two dashed and filled orange triangles shows that
the distance R = |−−→P1P 2| is proportional to the 2d distance
r = |−−→Q1Q2| through the coefficient z/Ω.
needed.
In this section we address the geometric formulation
of the 3d reconstruction problem for one camera and for
a system of two cameras, knowing intrinsic and extrin-
sic parameters of the system. Intrinsic parameters fix
the geometry of the camera and its lens: the position of
the image center, the focal length and the distortion co-
efficients. We calibrate the intrinsic parameters taking
into account the radial distortion up to the first order
coefficient only, while we do not consider tangential dis-
tortion. Tests presented in Section IV show that this is
sufficient to obtain the desired accuracy in the 3d recon-
struction. Extrinsic parameters, instead, describe the
position and orientation of the camera system with re-
spect to a world reference frame. They generally include
a set of angles, fixing the orientation of the cameras and a
set of length measures expressed in meters defining the
cameras positions. Depending on the experiment they
can be practically measured with high precision instru-
ments or calibrated through software tools. In the paper,
we consider cameras in the pinhole approximation, which
is the easiest but effective camera model. Note that the
pinhole approximation does not take into account lens
distortion. In the following when talking about the posi-
tion of a target on the image plane, we will always refer
to its coordinates already undistorted.
A camera maps the three dimensional real world into
the two dimensional space of its image. In the pinhole
approximation the correspondence between the 3d space
and the 2d image plane is defined as a central projection
with center in the focal point O, see Fig.1a. The image
plane is located at a distance f from the focal point O,
with f being the focal length of the lens coupled with
the camera. Under the pinhole camera model, a point P
in the three dimensional world is mapped to the point Q
on the image plane belonging to the line connecting O
and P . Note that in this approximation the image plane
is located in front of the focal point. Thus the resulting
image on the sensor does not reproduce the scene rotated
of 180◦ as it would be in a real camera. We choose this
representation for its simplicity and because it does not
affect in any way the discussion of the present paper.
The natural 3d reference frame for a camera in the
pinhole approximation is the one having the origin in
the focal point O, z-axis coincident with the optical axis
of the camera and the xy-plane parallel to the sensor, as
shown in Fig.1a. Coordinates in this reference frame are
expressed in meters, while coordinates of a point belong-
ing to the sensor plane are usually expressed in pixels.
The size of a single pixel, wp×hp, defines the correspon-
dence between the two units of measurements. Thus
the point Q belonging to the image plane and such that
Q′ ≡ (x′, y′, f) in the 3d pinhole reference frame corre-
sponds to Q ≡ (u, v) in the sensor reference frame, with
u = x′/wp and v = y′/hp. For the sake of simplicity, we
will assume to deal with sensor made of squared pixels,
i.e. wp = hp so that the conversion factor from meters
to pixel is the same in both the direction x and y. From
now on, we denote the coordinates expressed in meters
by x, y and z, and the coordinate expressed in pixels by
u, v while Ω represents the focal length f expressed in
pixels.
A. Pseudo-3d reconstruction: single camera case
As shown in Fig.1b, target P = (x, y, z) in the real
world is projected into a point Q = (u, v) on the image
plane. Using similarity between triangles it can be shown
that u = Ωx/z and v = Ωy/z. The correspondence
between the 3d real space and the 2d image plane is
then defined as: (x, y, z) → (u, v) = (Ωx/z,Ωy/z), or
equivalently:
u = Ωx/z and v = Ωy/z (1)
Thus, knowing the 3d position of a target we can deter-
mine the 2d coordinates of its image. But in the general
case we would like to do the opposite: knowing the po-
sition of a target on the sensor plane, we would like to
retrieve the corresponding 3d coordinates in the pinhole
reference frame. If no other informations are available,
eqs.(1) do not have a unique solution in the unknown
(x, y, z) so that 3d reconstruction is not feasible making
use of one camera only, and at least two cameras are
needed.
In the special case of targets lying on a plane, extra in-
formation about the mutual position between the camera
3and the plane where the motion occurs, i.e. extrinsic pa-
rameters, can be used to define an homography. Eqs.(1)
can then be inverted and the 3d positions of the targets
can be retrieved making use of one camera only. For
the sake of simplicity, in this section we will not address
this general case, but only the easier particular situa-
tion when the motion happens on a plane parallel to the
camera sensor. The interested reader can retrieve the
exact formulation for the general planar motion putting
together the information written in this section and in
the following one, where the general 3d case is discussed.
In the special case of targets lying on a plane parallel
to the sensor, i.e. fixed z, eqs.(1) can be inverted and
the 3d position of a target projected in Q = (u, v) can
be computed as:
x = u
z
Ω
and y = v
z
Ω
(2)
Consider now two targets P1 ≡ (x1, y1, z) and P2 ≡
(x2, y2, z) on the same z-plane, and their images Q1 ≡
(u1, v1) and Q2 ≡ (u2, v2) as in Fig.1b. Thanks again
to similarity between triangles, the distance between the
two targets R and the distance between their projections
r satisfy the following equation:
R = r
z
Ω
(3)
so that z/Ω fixes the ratio between distances in the 3d
and 2d space.
With the same argument it can be shown that:
∆x = ∆u
z
Ω
, ∆y = ∆v
z
Ω
(4)
where ∆x = x1 − x2, ∆y = y1 − y2, ∆u = u1 − u2,
∆v = v1 − v2.
In the field of collective behavior when we deal with
cells or bacteria moving on a glass slide or fish in swal-
low water, the motion happens on a preferential plane.
Setting up the camera in such a way that the sensor is
parallel to this special plane, the displacement in the z
direction is negligible; z can be considered constant and
the equations above hold. Thus, measuring with an high
precision instrument the distance, z, between the sensor
and the plane where the experiment takes place, it is
possible to reconstruct the position of each target in the
pinhole reference frame. In the following we will refer to
these particular cases as 2d experiments.
B. 3d reconstruction: stereometric camera system
The ambiguity of the 3d position of a target from its
image on one camera only, can be easily solved making
use of two or more cameras. For the sake of simplicity,
from now on we take into account only system of two
synchronized cameras, having the same focal length and
sensors of the same size.
Consider, as in Fig2a, a three dimensional target P in
the 3d real world and its projections QL and QR on the
sensor plane of two cameras, denoted by left and right.
P belongs to the line lL passing by OL and QL as well as
to the line lR passing by OR and QR. P is the crossing
point between the two lines lL and lR as shown in Fig.2a.
In each of the two cameras, eq.(1) holds, and the two
lines lL and lR can be defined as:
• in the reference frame of the left camera a para-
metric equation, with parameter a for the line lL
is: lL = a(uL, vL,Ω);
• in the reference frame of the right camera a para-
metric equation, with parameter b for the line lR
is: lR = b(uR, vR,Ω).
In order to find the crossing point, P , between lL and lR
we need to express both the lines in the same reference
frame: we choose the reference frame of the left camera
to be the world reference frame.
In the world reference frame lR = ~D
T +
bM(uR, vR,Ω)
T where ~D =
−−−→
OLOR, M is the rotation
matrix which brings the world reference frame parallel
to the reference frame of the right camera, and the super-
script T denotes that the correspondent vector is trans-
posed. The crossing point between the two lines is then
obtained making use of the solution the system defined
by lL = lR in the unknown a and b:
a(uL, vL,Ω)
T = ~DT + bM(uR, vR,Ω)
T . (5)
The solution (a?, b?) identifies the position P ≡
(x, y, z) = (a?uL, a
?vL, a
?Ω) = (uLz/Ω, vLz/Ω, a
?Ω).
Eqs. (5) are well defined when ~D and M , i.e. the ex-
trinsic parameters of the system, are known.
~D represents the vector distance between the two
cameras. Its modulus | ~D| = d is the distance ex-
pressed in meters between the two focal points OL and
OR. Instead, the orientation of ~D can be expressed
in spherical coordinates through two angles, δ and :
~D = d(cos δ cos , sin δ cos , sin )T , see Fig.2a. Denote
by ~Dxy the projection of ~D on the xy-plane. δ is defined
as the angle between the x-axis and ~Dxy, while  is the
angle between ~D and ~Dxy. The rotation matrix M can
be parametrized by the three angles of yaw, pitch and
roll denoted respectively by α, β and γ: M = MαMβMγ .
The mutual position and orientation of the cameras is
then defined through the distance d and the 5 angles α,
β, γ, δ and . These parameters are directly measured
or calibrated when performing the experiment. We will
show in the next section that inaccuracy on these quan-
tities can strongly affect the retrieved position of the
target P .
Consider, as in Fig.2b, two targets P1 ≡ (x1, y1, z1)
and P2 ≡ (x2, y2, z2) and their images Q1L = (u1L, v1L)
and Q2L = (u2L, v2L) in the left camera and Q1R =
(u1R, v1R) and Q2R = (u2R, v2R) in the right camera.
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FIG. 2. Pinhole camera system. a: Scheme of a two camera system. The position of a target P is identified as the
crossing point between the two red lines, lL and lR. The mutual position of the two cameras is described by the vector
~D = d(cos δ cos , sin δ cos , sin )T where δ is the angle between the projection of ~D on the xy-plane, ~Dxy, and the x-axis and
 is the angle between ~D and ~Dxy. The mutual orientation between the two cameras is instead described by a rotation matrix
R can be parametrized through the three angles of yaw, pitch and roll, respectively denoted by α, β and γ.b: The distance
R between two targets P1 and P2 lying on different z planes decomposed in its three components ∆x, ∆y and ∆z.
The expression for R becomes more complicated passing
from 2d to 3d experiments, since eq.(4) does not hold
anymore. ∆x depends on both ∆u and ∆z, as well as
∆y depends on ∆v and ∆z. From eq. (1), x1 = u1Lz1/Ω
and x2 = u2Lz2/Ω. This implies that
∆x = x1 − x2 = (∆uz¯ + ∆zu¯)/Ω (6)
where z¯ = (z1 + z2)/2, and u¯ = (u1L + u2L)/2. With
the same argument it can be proved that ∆y = (∆vz¯ +
∆zv¯)/Ω, with v¯ = (v1L + v2L)/2. As a consequence:
R =
(
(∆uz¯ + ∆zu¯)2
Ω2
+
(∆vz¯ + ∆zv¯)2
Ω2
+ ∆z2
)1/2
(7)
For short ∆z, eq.(7) becomes R = rz¯/Ω giving back
eq.(3) for the 2d experiments.
The introduction of a non constant third coordinate
z, makes the expression of the reconstructed position
not transparent. For this reason we will not discuss the
general case, for further information see [14], but in the
following we will retrieve the exact solution of eq.(5) for
the two special cases described in Fig.3 and highlighted
respectively in black and red.
1. Pure translation along x axis.
In this special case, the two cameras have the same
orientation and the two focal points both lie on the x
axis with a mutual distance equal to d, see Fig.3 where
this set up is highlighted in black together with its field
of view. ~D = d(1, 0, 0)T and the rotation matrix M is
equal to the identity matrix. Eqs.(5) become:
a(uL, vL,Ω)
T = (d, 0, 0)T + b(uR, vR,Ω)
T
In order to retrieve the position of the target P imaged
in QL ≡ (uL, vL) and QR ≡ (uR, vR) the above system
has to be solved in the unknown a and b. We find the
solution a? = b? = d/(uL−uR) = d/s. a? represents the
ratio between the metric distance between the two focal
points and the disparity s = uL−uR expressed in pixels.
From equations (5) we obtain: x = uLz/Ωy = vLz/Ωz = Ωd/s
2. Translation along the x axis plus symmetric
rotation about the y axis.
This is the special case obtained applying a translation
along the x axis and then rotating the left camera of
an angle α/2 in the clockwise direction and the right
camera of an angle α/2 in the counterclockwise direction
about the y axis, as shown in Fig.3 where this set up is
highlighted in red.
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FIG. 3. Parallel vs rotated cameras set up. In black
a set up with the two cameras with the same orientation
but with a displacement in the direction of x, while in red
a symmetric set up with a mutual rotation about the y axis
only. The two different system field of views are highlighted
respectively in black and red. Note that increasing the focal
length of the two cameras makes the common field of view
narrower. Increasing d moves the working distance further
in the z direction and also reduces the portion of 3d space
imaged by both cameras. Moreover the parallel set up has
an optimal field of view at large z while the rotated set up
is optimal for short z, indicating that α affects the optimal
working distance.
The mutual angle of rotation about the y axis between
the cameras is equal to α, so that the rotation matrix is:
M =
cosα 0 − sinα0 1 0
sinα 0 cosα

Eqs. (5) are then:
auL = d cos + b[uR cosα− Ω sinα]
avL = bvR
aΩ = d sin + b[uR sinα+ Ω cosα]
The solution of the above system is not trivial and
different approximations can be made to simplify the
problem. In our case we can assume that the angle of
rotation α is small and since the set up is symmetric
 = α/2.
For small angles α, sinα ∼ α and cosα ∼ 1, and the
previous equations become:
auL = d+ b[uR − αΩ]
avL = bvR
aΩ = dα/2 + b[αuR + Ω]
Solving the above system we obtain:
a? =
1
Ω
(
Ωd− uLdα
2
) αuR + Ω
α(uLuR + Ω2) + Ωs
and with the additional assumption that uL, uR  Ω,
a? = d/(s+ αΩ). So that, eqs.(5) become: x = uLz/Ωy = vLz/Ωz = a?Ω = Ωd/(s+ αΩ) (8)
Note that for α = 0rad the solution is exactly what we
obtained in the case of pure translation.
The approximation sinα ∼ α and cosα ∼ 1 holds
for angles approaching 0 rad. For angles smaller than
0.2 rad, the error in the approximation is of the third
order for the sine and of the second order for the cosine,
so that if α = 0.2 rad, sinα−α ∼ 10−3 rad and cosα−
1 ∼ 10−2 rad. When α is not small, eq.(5) can not be
simplified and the solution is not trivial anymore. For
the sake of simplicity, we do not give here the formulation
of the solution for the general case.
II. ERROR CONTROL: THEORETICAL
RELATIONS
In the two previous sections we described systems of
one or more cameras in the pinhole approximation. We
showed how to retrieve the three dimensional position
of a target and the mutual distance between two targets
knowing only the parameters of the system. Through
the error analysis we want to quantify how errors in the
experimental measures and calibration of the intrinsic
and extrinsic parameters affect the reconstruction pro-
cess. Moreover we want to investigate the possibility to
reduce the error choosing the proper experimental set
up. We will focus our analysis on the reconstruction of
the three dimensional position of a target, but we will
give more emphasis to the propagation of the error in
the retrieved mutual distance between two targets.
We will first address the error theory in the case of 2d
experiments showing how to quantify the error making
use of geometry only, then we will approach the error
theory from a more formal and mathematical point of
view. Finally we will consider the more general case of 3d
experiments only in the formal way, since the geometric
interpretation is not very intuitive.
A. 2d experiments
This is the special case where objects move on a plane
parallel to the sensor at a distance z from the focal point.
The position of target P projected in Q ≡ (u, v) is:
x = uz/Ω and y = vz/Ω. Instead the distance R be-
tween two targets P1 and P2 is computed making use
of eq.(3); so that R = rz/Ω where r is the distance in
pixels between the projections of the two targets P1 and
P2. The quantities involved are then u, v, z,Ω and we
want to investigate how each of these parameters affect
x, y and R.
1. Error on absolute position.
Consider the case when z is directly measured with an
error δz. Given a target P ≡ (x, y, z), it is reconstructed
in P ′ on the (z + δz)-plane on the line passing by O, P
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FIG. 4. Errors representation for a 2d experiment. Making use of the similarity between the filled and the dashed
orange triangles and between the filled and the dashed green triangles show how the error on z, Ω and u affect the position
of a target and on the distance between a pair of targets. Panels a,b,c refers to the error on the absolute position of P due
respectively to z, Ω and u. Note that in panel a) and c) δx is positive, with P ′ lying on the right side of P , while in panel b)
δx is negative, with P ′ on the left side of P .
and Q, as shown in Fig.4a. Making use of similarity be-
tween triangles the following relation between the error
on the x-coordinate of P , δx and δz can be shown:
δx/x = δz/z
δz/z is constant for all the targets in the field of view.
The equation above implies that the position of each
target projected on the sensor is affected by the same
relative error δx/x = δz/z. In other words, the error δx
depends on the position x of the target and the larger
x, the larger is the error δx, while the ratio δx/x is con-
stant and equal to δz/z. In 2d experiments, the error
in z is the accuracy of the instrument used to measure
it. If an instrument with an accuracy of 1mm is used on
z = 10cm, the relative error on z, and as a consequence
of x, is equal to 0.01. Note that the relative error is di-
mensionless. If instead the same instrument is used to
take the measure of z = 10m the relative error becomes
negligible being equal to 0.0001, and producing a negli-
gible relative error on x. While designing the set up an
acceptable threshold for the relative error on x has to
be defined, then the working distance z and the measure
instrument can be chosen accordingly.
Fig.4b represents a system where the focal length is
calibrated with an error δΩ. This makes the sensor of
the camera to be at a distance Ω + δΩ from the focal
point, instead of at a distance Ω. P is projected in Q′
with the same u coordinate of Q, but on the (Ω + δΩ)-
plane, while the retrieved P ′ lies on the same z plane
of P but on the line passing by O and Q′ and not on
the correct one. So that its position on the xz-plane is
P ′ ≡ (x + δx, z). Note that x + δx < x, meaning that
the error δx is negative, as shown in Fig.4b. Making
use of similarity between triangles, it can be shown that:
x/z = u/Ω and (x + δx)/z = u/(Ω + δΩ). Putting
together these two equations we obtain:
δx/x = −δΩ/(Ω + δΩ)
The negative sign in this equation indicates that a posi-
tive error on Ω, produces a negative relative error δx/x,
i.e. if the incorrect focal length is bigger than the correct
one than the retrieved x′ = x + δx is smaller than the
correct x, as shown in Fig.4b.
As for the error on z, the error on Ω fixes the relative
error on x. An error δΩ = 30px with Ω = 3000px pro-
duces a relative error on x equal to 0.01. The error on
δΩ is generally completely due to the calibration proce-
dure used for Ω, so that it can be easily reduce using a
precise calibration software.
Fig.4c represents a system where an error δu on the
determination of the position of the projection of the
target occurs. The point P is then considered to be
projected in Q′ instead of Q. The retrieved position P ′
lies on the same z-plane of P , but on the line passing by
O and Q′. Similarity between triangles shows that:
δx = δuz/Ω
The error δu affects x in a different way than the other
two parameters. Unlike the error on z and Ω, it does not
produce a constant relative error. Moreover it does not
depend on the x coordinate of the target. In a set up
with z = 100m and Ω = 3000px, a target in the image
segmented with an error δu = 3px produces an error
δx = 0.1m. If the position of a target is x = 1m, an
error of 0.1m corresponds to a relative error of 0.1. If
the error occurs on a target at x = 10m, its retrieved
position is 10.1m corresponding to a relative error of
70.01. Note that, since the camera pinhole model does
not include distortion effect, the error δu includes the
segmentation error due to noise on the picture and the
error in the position of the point of interest when the
distortion coefficient are not properly calibrated.
The error δx can be kept under control choosing the
proper parameters of the set up, in particular the ratio
z/Ω. If the maximum acceptable error on δx is defined
as c and δu ∼ 1px, z/Ω has to be chosen in order to
verify: zδu/Ω = z/Ω < c.
In the general case the error on x is the sum of the
three contributes due to δz, δΩ and δu, so that:
δx = x
(
δz
z
− δΩ
Ω + δΩ
)
+ δu
z
Ω
. (9)
For large x, targets at the edge of the field of view,
the dominant term of the error is the relative part due
to δz and δΩ, while for small x, targets in the center of
the field of view, the dominant part is the one due to the
error on δu.
Note that the entire discussion of this section could
have been addressed in a more formal way simply com-
puting the derivative of x respect to the parameters u,
z and Ω: δx = x (δz/z − δΩ/Ω) + δuz/Ω. The difference
between this last equation and eq.(9) is only in the term
depending on δΩ but in the general case we can assume
that δΩ  Ω so that the two terms can be considered
equal.
The same arguments used to retrieve the error on x
can be used to write the formulation of the error on the
y coordinate only referring the schemes in Fig.4 to the
yz-plane:
δy = y
(
δz
z
− δΩ
Ω
)
+ δv
z
Ω
. (10)
2. Error on mutual distances between targets.
The error δR on the distance R can be obtained de-
riving eq.(3) with respect to z, Ω and R:
δR = R
(
δz
z
− δΩ
Ω
)
+
z
Ω
δr. (11)
On the xz-plane the previous equation is:
δ∆x = ∆x
(
δz
z
− δΩ
Ω
)
+
z
Ω
δ∆u. (12)
The error on z and Ω produce the same effect on the
distance ∆x then on the absolute position of a target.
They both induce a constant relative error on the dis-
tances between targets. The error δ∆x on large ∆x is
higher than on small ∆x.
The third term, instead does not depend on ∆x. As for
δx, the first two terms of the error on ∆x can be reduced
choosing a proper instrument to measure d and a precise
calibration software to calibrate Ω, while the third term
can be kept under a certain threshold choosing a set up
with the proper ratio z/Ω.
Referring the same arguments to the yz-plane:
δ∆y = ∆y
(
δz
z
− δΩ
Ω
)
+
z
Ω
δ∆v.
Putting together the equation for δ∆x and δ∆y we find
eq.(11).
The discussion made on δ∆x can be referred to δR.
For large R the dominant term of the error is the con-
stant relative error δz/z − δΩ/Ω, while for short R the
dominant term is δrz/Ω which can be kept small choos-
ing a set up with the proper ratio z/Ω, as shown in the
next section.
B. 3d experiments
The error analysis is not trivial when dealing with real
3d experiments, i.e. targets are free to move in the entire
3d space without any preferential plane. The graphical
interpretation of the errors is not as intuitive as in the 2d
experiments. For this reason we find a formulation of the
error on the position of a target and on distances between
pairs of targets making use of derivatives. Moreover we
analyze in detail only the special case introduced in the
previous section: a set up with the two cameras trans-
lated on the x axis and symmetrically rotated of an angle
α/2 about the y axis, as shown in red in Fig.3. The ex-
pression of the error in the case of a set up with parallel
cameras can then be obtained imposing α = 0rad.
1. Error on absolute position.
Under the additional hypotheses that α is a small
angle, and uL, uR  Ω eq.(8) holds and the posi-
tion of a target P projected in QL ≡ (uL, vL) and
QR ≡ (uR, vR) in the left and in the right camera is de-
fined by: P ≡ (x, y, z) = (uLz/Ω, vLz/Ω,Ωd/(s+ αΩ)).
x and y strictly depend on z, as well as δx and δy are
affected by δz. For this reason in the analysis of the error
on the absolute position of the targets we will focus first
on the error on z and then we will write the expression
for δx and δy too. Computing the derivative of z defined
in eq.(8), we find:
δz = z
δd
d
+ z
δΩ
Ω
(
1− z
d
α
)
− z
2
d
(
δs
Ω
+ δα
)
Note that negative signs in the previous equations in-
dicate that a positive error s and α produce a negative
error on z.
The relative error on z is then:
δz
z
=
δd
d
+
δΩ
Ω
(
1− z
d
α
)
− z
d
(
δs
Ω
+ δα
)
(13)
8where: δd/d is the relative error on the measured base-
line, δΩ/Ω is the relative error on the calibrated focal
length, δα is the error on the measure of the angle α
and δs is the error on the disparity s = uL − uR. δs
represents the difference between the error in the deter-
mination of uL and uR. As for the 2d case, an error on
s can be due to noise in the image but also to an error
in the calibration of the distortion coefficients.
The relative error on z is then made by one constant
term, δd/d, and by three terms which grow linearly in z.
The constant term due to the error on the measure of the
baseline can be reduced choosing the proper instrument,
as already discussed in the previous section about the
error on z.
The other three terms, instead, can be reduced choos-
ing the system parameters, z, Ω and d in the proper way.
A typical working distance z is generally chosen and typ-
ical δα and δs are estimated. The three linear terms
of the equation above can then be kept smaller than a
certain threshold, c, imposing the following inequalities:
zδs/Ωd < c and zδα/d < c. These two relations fix a
lower bound for Ω and for d.
Concerning x, substituting eq.(13) in eq.(9) we find
that:
δx = x
[
δd
d
− z
d
(
α
δΩ
Ω
+
δs
Ω
+ δα
)]
+ δu
z
Ω
and substituting eq.(13) in eq.(10):
δy = y
[
δd
d
− z
d
(
α
δΩ
Ω
+
δs
Ω
+ δα
)]
+ δv
z
Ω
Note that an error on Ω does not affect the three com-
ponents x, y and z in the same way. In the expression
for δz/z, the coefficient of the term due to δΩ/Ω is equal
to (1 − αz/d) , while for δx/x and δy/y it is equal to
−αz/d. A positive error on Ω produces a negative er-
ror on x and y, while the error on z can be positive or
negative, depending on the position of the target.
When the angle α is not small the approximation
sinα ∼ α does not hold anymore and the original sys-
tem of equations has to be used. In the general case
the complete expression of z has to be derived with re-
spect to all the variables and the expression of the error
gets much more complicated, including extra terms. The
sources of errors are always the same, i.e. measure or cal-
ibration errors for intrinsic and extrinsic parameters and
segmentation inaccuracy, but their contributions are dif-
ferent. For the sake of simplicity we do not discuss here
the general case. The reader interested in error formula-
tion for the general problem has only to compute partial
derivatives of the complete solution with respect to each
parameter included in the expression for z.
2. Error on mutual distances between targets.
This is by far the more interesting issue. All the anal-
ysis we will do on trajectories is not based on the ab-
solute position of the targets, but on their mutual po-
sition. In order to guarantee the accuracy we want on
our analysis, we need to have accurate measure of the
distances between targets. Consider two targets in the
three dimensional space, P1 and P2, and their distance
R = |−−−→P1P2| = (∆x2 + ∆y2 + ∆z2)1/2, as shown in Fig.2.
In the special case when ∆z ∼ 0 the 3d error on the mu-
tual distance between the two targets is essentially the
case of the 2d experiment and the error on the mutual
distances is R ∼ rz/Ω as shown in the previous section.
Instead when R ∼ ∆z the error analysis is much more
complicated. In the following we will retrieve a formu-
lation of δ∆z for the special set up with a translation
along the x axis and a symmetric rotation about the y
axis of an angle α/2.
From eq.(8) z = Ωd/(s+ αΩ).
∆z = Ωd
[
1
s1 + αΩ
− 1
s2 + αΩ
]
where s1, s2 represent the disparity of the projection of
P1 and P2. Deriving the above equation we find:
δ∆z = ∆z
[
δd
d
+
δΩ
Ω
(
1− 2αz¯
d
)
− 2 z¯
d
(
δs¯
Ω
+ δα
)]
+
−2 z¯
2
Ωd
δ∆s
where z¯ = (z1 + z2)/2, δs¯ = (δs1 + δs2)/2 and δ∆s =
δs1 − δs2 is the difference between the error on the dis-
parity of the two targets.
For large ∆z the first term of the previous equation is
the dominant part of the error and:
δ∆z
∆z
∼ δd
d
+
δΩ
Ω
(
1− 2αz¯
d
)
− 2 z¯
d
(
δs¯
Ω
+ δα
)
(14)
Passing from 2d to 3d experiments the relative error
on the mutual distances between two targets is not con-
stant anymore. The only constant term is δd/d, while
all the others depend linearly on the position of the two
targets P1 and P2. The ratio z¯/d controls how much ∆z
is affected by δs, δα and δΩ. So that the error can be
kept low choosing z/d smaller than a desired value.
On the other side, for small ∆z the dominant part of
the error is:
δ∆z ∼ −2 z¯
2
Ωd
δ∆s (15)
This term is not relative, but absolute. Each pair
of targets segmented with an error δ∆s is affected by
the same error on ∆z, independently on the size of ∆z.
Thus, this error has a bigger effect on short distances
then on large ones. Moreover the dependence on z2
makes the error growing very fast when the targets get
farther from the cameras. When designing the experi-
ment it is very important to estimate this error, and to
choose the set up in order to keep it small, because it
will affect all the small distances.
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FIG. 5. Field of view of a single camera. Similarity
between the dashed and the filled orange triangles show that
the width of the field of view, W , grows linearly with the
sensor width, w, with the coefficient of proportionality equal
to z/Ω. While through the similarity between the dashed and
the filled green triangles it can be shown that H = hz/Ω.
In the general case the two expressions in eq.(14) and
eq.(15) contribute together at the error on ∆z. Note that
the segmentation error appears in two different terms,
one linearly depending on z, ∆zz¯δs/Ωd, which is due
to the error in the segmentation of the single pair of
targets mostly affecting large distances. The other one
grows with z2 and depends on the difference between the
errors on the segmentation of the two pairs of targets and
mostly affecting short distances.
With similar arguments it can be shown that:
δ∆x = ∆x
[
δd
d
− 2 z¯
d
(
α
δΩ
Ω
+
δs¯
Ω
+ δα
)]
+ 2
z¯2
Ωd
δ∆u
and
δ∆y = ∆y
[
δd
d
− 2 z¯
d
(
α
δΩ
Ω
+
δs¯
Ω
+ δα
)]
+ 2
z¯2
Ωd
δ∆v
The error on R = (∆x2 + ∆y2 + ∆z2)1/2 is then: δR =
(∆xδ∆x+ ∆yδ∆y+ ∆zδ∆z)/R So that, for large R the
error, δR, is dominated by:
δR
R
∼ δd
d
− 2 z¯
d
(
α
δΩ
Ω
+
δs¯
Ω
+ δα
)
+
∆z2
R2
δΩ
Ω
(16)
While for short R the dominant part of the error is the
absolute term:
δR ∼ −2 z¯
2
Ωd
δ∆s (17)
III. ERROR CONTROL: SETTING UP THE
SYSTEM
Designing the set up of a 3d experiments, intrinsic and
extrinsic parameters of the system have to be chosen tak-
ing into account the volume of the 3d space to be imaged
by the cameras, and the accuracy of the 3d reconstruc-
tion. In this section we give some suggestions on how to
choose the properly set up when performing 2d and 3d
experiments making use of the theoretical relations for
the error described in the previous sections.
A. Single camera.
When dealing with one camera only, the magnification
ratio, z/Ω plays a crucial role in the choice of the set up.
As shown in Section I, the magnification ratio fixes the
correspondence between distances expressed in meters
in the real world and distances expressed in pixels units
on the sensor plane. The magnification ratio has to be
chosen very carefully taking into account some properties
of the objects to be tracked, but also taking care of the
desired accuracy of the 3d reconstruction.
First of all, an object of size l in the real world would
be imaged in an object of size wl on the sensor, such that
wl = l/(z/Ω). The smaller the magnification ratio, the
bigger the imaged object on the screen. The previous
relation can be seen as a way to fix a lower bound for
z/Ω. As an example, in our experience we want the
image of the objects of interest to be at least as large as
four pixels. Thus, when recording birds with body size
l ∼ 0.4 m, in order to have their image as large as 4 pixels
we need z/Ω to be larger than 0.1 m/px, while when
recording midges with body size of about 2 mm, the
magnification ratio should be larger than 0.0005 m/px.
A second issue is related to the minimum apprecia-
ble distance. With the same argument used above, it
can be shown that the minimum reconstructable metric
distance in the 3d real world corresponds to one pixel
on the sensor and it is defined by rmin = 1 ∗ z/Ω and
expressed in meters. This means that two objects at
a mutual distance shorter than rmin can not be distin-
guished in the picture. It is generally very useful to have
an estimate of the interparticle distance of the group of
interest and choose z/Ω in such a way that on average
the distance between imaged objects is larger than 3 or
4 pixels. Otherwise objects would be too close to each
other and optical occlusions would occur frequently. As
an example if the interparticle distance is about 10cm,
we want z/Ω to be greater than 0.025m/px.
The third aspect related to z/Ω is the choice of the size
of the field of view. Denoting by W and H the width
and the height of the field of view, it is easy to show that
W = wz/Ω and H = hz/Ω where w × h represents the
size of the sensor, see Fig.5. The larger the ratio z/Ω
the larger the field of view. Denoting by W ? and H?
the minimum size of the field of view, we would like to
choose z and Ω such that:
z/Ω ≥W ?/w and z/Ω ≥ H?/h. (18)
The fourth and last issue is related to the error con-
trol. Eq(11) tells that the error on the distance R is:
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δR = R(δz/z − δΩ/Ω) + δrz/Ω. The first two terms of
this equation are constant and depend only on the pre-
cision in the measure of z and in the calibration of Ω, so
that they can be kept as small as we want only choosing
the measurement instrument with the proper accuracy.
Instead the last term depends on the chosen set up and
the larger the magnification ratio, the larger the abso-
lute error on short distances. Denote by c the maximum
acceptable error. Given an estimate of δ∆u we would
like to choose z and Ω such that:
z/Ω ≤ c/δ∆u. (19)
The first three issues above give lower bound for the
magnification ratio, while the last one gives an upper
bound. In principle one would like to have a large field
of view and a small error, but they are both controlled by
z/Ω, so that a compromise between the two issues has to
be found. Note that the pixel size is crucial for the two
problems related to the object size and the interparticle
distance, while the size of the sensor plays a crucial role
in the two inequalities for W and H. In practice, the
ratio z/Ω is chosen to guarantee the desired accuracy
through eq.(19) and then the size of the sensor needed
is determined by eq.(18).
B. Two cameras system
In the case of real 3d experiments the choice of the
parameters is a bit more complicated. For the sake of
simplicity, we refer only to a symmetric set up with a ro-
tation about the y-axis. This is the set up we use when
performing our experiment on bird flocks. It has the big
advantage that the angle  can be derived from the mea-
sure of the angle α, reducing the number of experimental
parameters.
The considerations made above about the lower bound
for the magnification ratio in order to guarantee the de-
sired size of the imaged objects and the desired interpar-
ticle distance on the sensor plane, are still valid when
designing a multicamera set up, but unlike 2d experi-
ment, the volume of interest is not determined anymore
by the field of view of one camera only. What matters
now is the common field of view of the two cameras. The
size of the common field of view does not depend only
on z and Ω but also on d and α, see Fig.3. Ω influences
the angle of view of each camera, so that the larger Ω
the narrower each field of view and as a consequence the
narrower the common field of view. d affects the portion
of 3d space in the common field of view. The larger d the
smaller the portion of 3d space imaged by the cameras.
α affects the distance from the cameras of the common
field of view. An angle α = 0rad, see Fig.3 where this
set up is highlighted in black, makes the common field
of view optimal for very large z. While α 6= 0rad makes
the common field of you optimal for short distances. In
particular, the larger α the shorter the working distance.
The same parameter, z, Ω, d and α , control also the
accuracy of the reconstructed distances. In fact, from
eq.(16) and eq.(17), the error on R is
δR = R
[
δd
d
− 2 z¯
d
(
α
δΩ
Ω
+
δs¯
Ω
+ δα
)
+
∆z2
R2
δΩ
Ω
]
+
− 2 z¯
2
Ωd
δ∆s
The constant term δd/d depends only on the instru-
ment used to take its measure and it can be strongly
reduced choosing an instrument with the proper accu-
racy. The three terms linear in z are controlled by the
ratio z/d, while the last term by the ratio z2/Ωd. In
principle the larger d and Ω the lower the error, while z
should be as short as possible. In practice many envi-
ronmental constraints are involved in the choice of the
parameters and a trade off between the biological char-
acteristic of the group of interest and the accuracy has
to be found.
As for the 2d experiment, if we denote by c the accept-
able threshold for the absolute error on short R and by
c′ the acceptable relative error for the large distances,
we can define the set up the system imposing the two
following inequalities:
2
z2
Ωd
δ∆s < c and 2
z
d
(
δΩ
Ω
+ δα+
δs
Ω
)
< c′
The above inequalities can be used to define an upper
bound for both the ratios z/d and z/Ω and find a set
of suitable parameters which allow accuracy in the 3d
reconstruction in the desired common field of view, re-
specting also the constraint due to the objects size and
interparticle distances.
In many cases some of the parameters are fixed by the
location where the experiments is performed.
Indeed, when designing our experiment on bird flocks,
we could not choose z. The experiment is performed
on the roof of a building and birds are almost at 125m
from the cameras. We can not go closer. Moreover,
the baseline can not be larger than 25 m. We put the
cameras the furthest we can, so that the ratio z/d is
defined by the environmental constraint and it is equal
to 5. We estimated δΩ/Ω = 0.001, δα = 0.001 rad (when
directly measured through the method described in [11])
and δs = 1 px. As a consequence c′ ∼ 0.01, telling
that the relative error on large distances is smaller than
0.01. Instead, for short distances we choose c = 0.4 m,
which is a typical bird to bird distance and we estimate
δ∆s ∼ 0.5 px. The previous inequality gives, than, the
following lower bound for Ω > 2z2δ∆s/cd ∼ 1500.
Instead, we perform the experiment on midge swarms
in a park and we can go as close as we want to the swarm.
The working distance is than not fixed by environmental
constraints. But we can not choose d as large as we want.
In fact, we take pictures of midges using the scattering
of the sun light, so that they appear as white dots on a
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black background. For very large d it is difficult to have
a good scatter effects for both the cameras. For this
reason when performing the experiments with swarms
we first fix the maximum d and then we choose z and
Ω accordingly. In practice we put the cameras the fur-
thest possible and we set the working distance choosing
z in such a way to guarantee a small error on the short
distances. For this experiment we choose Ω = 7000px,
because we do not need a wide field of view since swarms
are generally very stable. We define c ∼ 0.002 m which
is the body length of a midge. The inequality above,
implies that z should verify: z2 < cΩd/2δ∆s. If the
baseline is 6 m, and we estimate δ∆s ∼ 0.5 px than
z2 < 84 m2 and we find that z < 9 m.
IV. ERROR CONTROL: RECONSTRUCTION
TESTS
Every time the experiment is performed, an estimate
of the reconstructed error should be taken, in order to
check the experimental accuracy in measuring and cal-
ibrating that specific set up. The idea is to put some
targets in the common field of view of the cameras, to
measure their distance with a precise instrument, and
to reconstruct their 3d positions. The comparison be-
tween the measured distances between pairs of targets
and the reconstructed distances tells how accurate the
reconstruction is. Moreover, a careful analysis of the re-
sults can reveal the source of inaccuracy and can be used
when trying to fix problems.
Note that the theoretical formulation of the recon-
struction problem described in this paper is meant to
give an estimate of the errors when designing the ex-
periment. In practice, eqs.(5) in general does not have
an exact solution. This happens because of the error in
the segmented objects due to image noise and to all the
errors in the measure and calibration of intrinsic and ex-
trinsic parameters. An approximation of eqs.(5) is then
found, generally making use of a least squares method.
We perform experiments in the field with starling
flocks and midge swarms. The camera system set up
is similar in both cases. We use two synchronized cam-
eras shooting at 170 fps. For flocking events we choose a
baseline of 25m and a working distance of 125m, while for
swarming events the baseline is about 6m with a work-
ing distance of 8m. The main difference between the
two systems is the way we measure and calibrate the
extrinsic parameters.
A. Postcalibration: swarms
For swarming events we decide the orientation of each
camera independently; we find the interesting swarm,
we fix the baseline and then we rotate each camera in
order to center the swarm in the image. We measure
the baseline but we do not directly measure the mutual
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FIG. 6. Midges swarms. Relative error on mutual dis-
tances between targets. Orange circles represent relative
errors on the targets used in the extrinsic parameters post-
calibration process, while green circles represent the relative
errors on targets not used in the calibration. For both the
sets of measures the relative error is lower than 0.01.
orientation of the stereometric cameras. Instead we re-
trieve the 5 angles α, β, γ, δ and  making use of a post
calibration procedure. Two targets, 2× 2 checkerboard,
are mounted on a bar and their distance is accurately
measured. 25 pictures of the targets are taken in differ-
ent positions, moving the bar in the 3d volume where
the event of interest take place. A montecarlo algorithm
is then used to find the 5 angles minimizing the error
in the reconstruction of the distances between the post-
calibration targets. In addition we take some pictures
of the targets on the bar, which are not used for the
calibration procedure but only to check the reconstruc-
tion error. Typical reconstruction errors for the targets
used during the calibration process are shown in Fig.6,
orange circles, and compared with the reconstruction er-
ror on the control targets not used in the calibration
process, green circles. The errors on the two sets of tar-
gets are comparable and in both cases the relative errors
are lower than 0.01. This guarantees the reliability of
our retrieved trajectories.
B. Precalibration: flocks
In the set up for the experiment on birds, we can not
use a post calibration procedure, because we would need
to take pictures of targets in the sky at at least 100m
from the cameras, nor we can take pictures of known
targets to check the quality of the 3d reconstruction. For
this reason we fix the mutual orientation of the cameras
a priori as described in [11], and we record only those
events happening in the common field of view. But we
still need to check the accuracy. For this aim we per-
form reconstruction tests in a different location, setting
up the cameras in a smaller set up. We want to check
errors especially on the reconstruction of large distances
R, which are the ones affected by errors in the measure
of intrinsic and extrinsic parameters. For this reason we
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FIG. 7. Birds flocks. Errors on mutual distances be-
tween targets in the reconstruction test. a: Relative
errors in the reconstruction of the distance between targets
at with large R, R between 5m and 40m. Relative errors are
lower than 0.01. b: Absolute reconstruction errors on short
distances of about 0.2m. For all the targets the absolute error
is lower than 1cm.
perform reconstruction tests, keeping the ratio z/d as in
the field. Thus we choose a baseline of 10m and we put
targets at a distance in z between 20m and 60m.
We accurately measure the distances between all pairs
of targets. We take a picture of those targets and then
we use the measured extrinsic parameters to reconstruct
the distances between pairs of targets. The difference
between the measured distances and the reconstructed
ones gives the error on the 3d distances. Fig.7a shows
typical relative errors for our 3d reconstruction test on
targets at a large mutual distance R. As shown in the
plot, our reconstruction error is smaller than 0.01. In
Fig.7b absolute reconstruction errors on the distances of
targets at short R ∼ 0.2m are shown. The short distance
of 0.2m is chosen to simulate the distance between birds
in a quite dense flock. The results in Fig.7b show that
we have errors of the order of 1cm, showing the high
quality of the reconstructed distances.
The average of the errors on the reconstructed dis-
tances is by far the first measure to look in the results
of a reconstruction test. But it is also interesting and
more useful to analyze the results looking for sources of
errors. The big span of z for targets used in the test,
allows a more detailed analysis. Fig.8 shows the results
on the same reconstruction test of Fig.7, but where we
manually added errors on the intrinsic and extrinsic pa-
rameters of the system. These results perfectly match
the theory described in the paper.
The constant relative error due to a wrong measure of
d is shown in Fig.7a. Fig.7b,7c and 7d show the linear
trend of the three terms of the relative error on R de-
pending respectively on α, Ω and s. Instead in Fig.9 the
effect of a wrong segmentation of targets at short dis-
tances of about 0.2m are shown. As expected this term
is quadratic in z and it reaches 1m for z ∼ 50m.
Note that we forced the system to have errors on in-
trinsic and extrinsic parameters to be much bigger than
the typical experimental errors. A relative error of 0.1
on d would correspond, in our birds experimental set up,
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FIG. 8. Effects of errors on the measures of intrin-
sic and extrinsic parameters on the reconstruction of
large R. a: error on the measure of the baseline. Rel-
ative reconstruction error when δd/d = 0.1 on the baseline
d, green circles, compared with the error using the correct
measure of d, orange circles. As expected relative errors are
constant and equal to 0.1. b: error on the measure of
the mutual angle about the y axis. Relative reconstruc-
tion error when δα = −0.015rad, green circles, compared
with the error using the correct measure of α, orange circles.
The slope of the linear fit is equal to 0.0039 corresponding to
2δα/d = 0.003. The error is quite big and it reaches the value
0.15 for z ∼ 60m. c: error on the focal length. Relative
reconstruction error when δΩ/Ω = 0.1, green circles, com-
pared with the error using the correct measure of Ω, orange
circles. The slope of the linear fit is equal to 0.0025 corre-
sponding to 2αδΩ/(Ωd) = 0.003. Relative error reaches the
value 0.15 for z ∼ 60m. Note that the term ∆z2δΩ/(R2Ω) is
added to δR/R, in order to not affect the fit with a quantity
not constant for all the pairs of target. d: segmentation er-
ror. Relative reconstruction error when δs = −30px, green
circles, compared with the error using the correct segmen-
tation, orange circles. The slope of the linear fit is equal
to 0.0021 corresponding to 2δs/(Ωd). The relative error at
z ∼ 60m is quite close to 0.1.
to an absolute error of about 2.5m, which is not realistic
at all. The only reasonable error is the one on α, and
as shown in Fig.8, it is the one mostly affecting the 3d
reconstruction accuracy.
Whenever we run a test on the reconstruction quality
we plot the relative error on large ∆z vs z; we first look
at the average value of the errors. If we obtain high
and almost constant errors the most probable cause is
a bad measure of d and we check it taking again the
distance, or measuring the baseline more carefully. Then
we look if there is a linear trend relating the relative
error on ∆z to z. If we find a clear linear trend we try
to understand if the error is coming from a bad measure
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FIG. 9. Effect of segmentation error on the recon-
struction of short R. Relative reconstruction error when
δ∆s = −10px, green circles, compared with the error using
the correct segmented points, orange circles. The coefficient
of the quadratic fit is equal to 0.00047 and it is compatible
with 2δ∆s/(Ωd).
of α, Ω or δs performing again the test and in the worst
case calibrating a new time the intrinsic parameters of
the system.
In the nasty case when we find high reconstruction
errors due to a miscalibration of the intrinsic parameters
or due to a bad measure of the extrinsic parameters, we
throw away the correspondent collected data, so that
we are sure that our analysis is based only on reliable
trajectories.
CONCLUSIONS
In the design of a 3d experiment the choice of intrinsic
and extrinsic parameters is very delicate. A trade off
between biological necessity, environmental constraints
and accuracy of the reconstruction of the 3d position of
the imaged targets has to be found.
In the paper we showed how errors in the measure-
ment of the system parameters affect the reconstruction
of the mutual distance between targets. As a conse-
quence they affect the analysis of quantities like velocity,
acceleration and correlation functions. Moreover errors
on different parameters influence the reconstructed dis-
tances depending on their size and on their positions. In
particular, large distances are mostly affected by errors
on the orientation of the cameras, while short distances
by segmentation errors. In the example of Fig.8b, a small
error on α of 0.01rad produces relative errors up to 0.16,
while in the example of Fig.9 a segmentation error of
10px produces errors up to 1m at z ∼ 40m over mutual
distances of about 0.2m. In our experiment we manage
to keep relative errors on large distances smaller than
0.01 and absolute errors on short distances below 1cm
(over distances of about 0.2m).
Independently on the intrinsic and extrinsic parame-
ters calibration procedures and on the segmentation soft-
ware used, the best way to reduce the reconstruction er-
ror is to design the proper set up. The strategy is to
choose large Ω and d trying to be as close as possible
to the group of interest. But at the end of the day, the
only way to guarantee the reliability of the retrieved tra-
jectories is to take care of the error while planning the
experiment and then test the accuracy.
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