Multistationarity in molecular systems underlies switch-like responses in cellular decision making. Determining whether and when a system displays multistationarity is in general a difficult problem. In this work we completely determine the set of kinetic parameters that enable multistationarity in a ubiquitous motif involved in cell signaling, namely a dual phosphorylation cycle. We model the dynamics of the concentrations of the proteins over time by means of a parametrized polynomial ordinary differential equation (ODE) system arising from the mass-action assumption. Since this system has three linear first integrals defined by the total amounts of the substrate and the two enzymes, we study for what parameter values the ODE system has at least two positive steady states after suitably choosing the total amounts. We employ a suite of techniques from (real) algebraic geometry, which in particular concern the study of the signs of a multivariate polynomial over the positive orthant and sums of nonnegative circuit polynomials.
Introduction
Multistationarity, that is the existence of multiple steady states in a system, has been linked to cellular decision making and switch-like responses to graded input [26, 29, 41] . In the context of chemical reaction networks, there exist numerous methods to decide whether multistationarity arises for some choice of parameter values [6, 10, 11, 14-16, 32, 40] . However, determining for which parameter values this is the case, is a very difficult problem with complicated answers. Some recent progress in understanding the parameter region of multistationarity has eased the problem by focusing on subsets of parameters, and providing regions that guarantee or exclude that the other parameters can be chosen in such a way that multistationarity arises [1, 4] .
Here, we completely characterize the region of multistationarity in terms of kinetic parameters for a simple model of phosphorylation and dephosphorylation, which is a building block of the MAPK cascade involved ubiquitously in cell signaling [22, 23, 33] . Phosphorylation processes are central in the modulation of cell communication, activities and responses, as, for example, phosphorylation affects about 30% of all proteins in human body [2] .
The reaction network we consider consists of a substrate S that has two phosphorylation sites. Phosphorylation occurs distributively in an ordered manner, such that one of the sites is always phosphorylated first. We denote the three phosphoforms of S with 0, 1, 2 phosphorylated sites by S 0 , S 1 , S 2 respectively, and assume that a kinase E and a phosphatase F mediate the phosphorylation and dephosphorylation of S respectively. This gives rise to the following mechanism [7, 39] :
ÝÝá âÝÝ κ 11 F S 2
ÝÝá âÝÝ κ 5 F S 1
Under the assumption of mass-action kinetics, the evolution of the concentration of the species of the network over time is modeled by a system of autonomous ODEs in R 9 ě0 . The system consists of polynomial equations, whose coefficients are scalar multiples of one of 12 positive parameters κ 1 , . . . , κ 12 . Further, the dynamics are constrained to linear invariant subspaces of dimension six, characterized by the total amounts of kinase, phosphatase and substrate, which then enter the study as parameters.
In addition to the biological relevance of this system, this network has become the model model (like the model organisms in biology), where new techniques, strategies, and approaches are tested. We expect that the strategies employed to answer mathematical questions about this model can be used to approach similar systems arising in molecular biology. This system is large enough for hands-on approaches to fail, but small enough to challenge the development of new mathematics. Further, dynamical properties of the ODE system of this network might be lifted to more complex networks related to it. For example, (1) is an example of an n-site phosphorylation cycle [20, 36, 39] , a post-translational modification network [9, 18, 35 ], a MESSI system [31] , and a network with toric steady states [32] , to name a few.
Currently, it is known that the number of positive steady states within a linear invariant subspace is either one or three, if all positive steady states are non-degenerate [27, 39] . It has also been shown that there are choices of parameters for which there are two asymptotically stable steady states and one unstable steady state [21] , see also [37] . It is currently unknown whether it admits Hopf bifurcations or periodic solutions [3] .
Some recent progress has shed some light on how these qualitative properties depend on the choice of parameters. In [7] the authors give two rational functions on the parameters κ 1 , . . . , κ 12 , say apκq and bpκq, such that the system has one positive steady state in each invariant linear subspace if apκq ě 0 and bpκq ě 0, and has at least two in some invariant linear subspace if apκq ă 0. Furthermore, in [1, 17] conditions for the existence of three positive steady states involving the parameters κ 1 , . . . , κ 12 and some of the total amounts are given, see also [5] .
The difficulties in understanding the number of steady states arise from the high number of parameters and variables combined with the difficulties in studying polynomials over the positive real numbers. This is what left the scenario apκq ě 0 and bpκq ă 0 open in [7] . In this work, we focus on this open case. We give necessary conditions and sufficient conditions for multistationarity to arise in this case, and give an explicit parametrization of the boundary between the region of monostationarity and multistationarity. In particular, we conclude that the region of multistationarity in the parameters κ 1 , . . . , κ 12 is an open and connected set, and the region of monostationarity is closed in R 12 ą0 and connected as well.
The article is structured as follows: In Section 2 we introduce the notation, the ODE system and the mathematical techniques used in later sections, namely the Newton polytope and circuit polynomials. We elaborate on the problem we are interested in, and on the previous work. Section 3 focuses on the case when apκq " 0 and bpκq ă 0. For this case, we completely describe the region of monostationarity and multistationarity. The separating boundary is given by a polynomial equation in Theorem 3.1.
Sections 4 and 5 deal with the case apκq ą 0 and bpκq ă 0. In Section 4 we use two different methods to give sufficient conditions for monostationarity: first, the theory of discriminants, and cylindrical algebraic decomposition and second, sums of nonnegative circuit polynomials (SONC). In Section 5 we certify that multistationarity arises also in this case, and give an explicit parametric representation of the boundary between the two regions. This description can be used to certify if a set of parameters belongs to the region of multistationarity. Finally, Section 6 determines the connectivity of the regions and that the region of multistationarity is open.
Preliminaries
2.1. The ODE system and a polynomial. In this subsection we introduce the ODE system describing the dynamics of the reaction network (1), its linear first integrals, and a polynomial whose signs determine whether multiple positive steady states exist in some linear invariant subspace.
We consider the reaction network (1) and denote the concentrations of the species by x 1 " rEs, x 2 " rF s, x 3 " rS 0 s, x 4 " rS 1 s, x 5 " rS 2 s, x 6 " rES 0 s, x 7 " rF S 1 s, x 8 " rES 1 s, x 9 " rF S 2 s. Under mass-action kinetics, the ODE system modelling the concentrations of the nine species in the network (1) over time t is
dt "´κ 10 x 2 x 5`κ9 x 8`κ11 x 9 , where x i " x i ptq, [7] . This is a polynomial ODE system with coefficients κ 1 , . . . , κ 12 ą 0. These coefficients are treated as parameters, and referred to as reaction rate constants. The positive and nonnegative orthants of R 9 are forward invariant by the trajectories of this system (as it is the case for all mass-action systems [38] ). Furthermore, the system admits exactly three independent linear first integrals, x 1`x6`x8 , x 2`x7`x9 and x 3`x4`x5`x6`x7`x8`x9 . Note that these are independent of κ i . It follows that the dynamics take place in linear invariant subspaces of dimension six, defined by the equations
subject to x i ě 0 for i " 1, . . . , 9. Here E tot , F tot , S tot stand for the total amounts of kinase E, phosphatase F and substrate S. In the chemistry literature, the equations in (3) are referred to as conservation laws and they define the so-called stoichiometric compatibility classes.
The steady states of the network are the solutions to the system of polynomial equations given by setting the right-hand side of (2) to zero. Three of these equations are redundant, and for example the ones for x 1 , x 2 , x 3 can be removed. The remaining six equations together with the equations in (3) form the steady state system, which has variables x 1 , . . . , x 9 and parameters κ 1 , . . . , κ 12 , E tot , F tot , S tot , all of which are assumed to be positive. Definition 2.1. A vector of reaction rate constants κ " pκ 1 , . . . , κ 12 q enables multistationarity if there exist E tot , F tot , S tot such that the steady state system has at least two positive solutions, that is, with all coordinates positive. In this case we say that the network is multistationary in the linear invariant subspace with total amounts E tot , F tot , S tot . The vector κ is said to preclude multistationarity, if it does not enable it.
In [7] , see also [4] , conditions on the reaction rate constants for enabling or precluding multistationarity were given. We review them in Subsection 2.4, but first, we introduce a key polynomial and the results leading to it. Consider the Michaelis-Menten constants of each phosphorylation/dephosphorylation event:
ą0 Ñ R 8 ą0 sending κ " pκ 1 , . . . , κ 12 q to η " pK 1 , K 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 q is continuous and surjective. Consider the following polynomial in x 1 , x 2 , x 3 with coefficients depending on η: 4, 7] ). With p η as in (4), it holds: (Mono) If p η pxq is positive for all x 1 , x 2 , x 3 ą 0, then any κ P π´1pηq does not enable multistationarity, and there is exactly one positive steady state in each invariant linear subspace. (Mult) If p η pxq is negative for some x 1 , x 2 , x 3 ą 0, then any κ P π´1pηq enables multistationarity in the invariant linear subspace containing the point
Explicitly, the polynomial p η equals detpJ F pϕpx 1 , x 2 , x 3 qq, where F : R 9 Ñ R 9 is the function with first three components being the left-hand side of the equations in (3), and last 6 components being the right-hand side of dx 4 dt , . . . , dx 9 dt in (2), and J F denotes the corresponding Jacobian. The Brouwer degree of p η at zero is 1, and this is used to derive conditions (Mono) and (Mult) above (see [4] ).
In view of Proposition 2.2, in order to determine what vectors of reaction rate constants κ enable multistationarity, we need to study what signs p η attains over R 3 ą0 , as a function of η. To this end, we employ two key ingredients: the Newton polytope of p η and a SONC decomposition, reviewed in the next two subsections.
3. An important characteristic of this system is that (2) is invariant under the map pκ 1 , . . . , κ 12 q Þ Ñ pκ 10 , κ 11 , κ 12 , κ 7 , κ 8 , κ 9 , κ 4 , κ 5 , κ 6 , κ 1 , κ 2 , κ 3 q px 1 , . . . , x 9 q Þ Ñ px 2 , x 1 , x 5 , x 4 , x 3 , x 9 , x 8 , x 7 , x 6 q. This is because the reaction network (1) remains invariant after interchanging E and F , S 0 with S 2 , the intermediate complexes accordingly, and relabeling the reactions as the map above indicates. Under this map, we have pK 1 , K 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 q σ Ý Ý Ñ pK 4 , K 3 , K 2 , K 1 , κ 12 , κ 9 , κ 6 , κ 3 q.
It follows that η enables multistationarity if and only if σpηq does. In particular, for any relation on the parameters that guarantees or precludes multistationarity, a new relation might be obtained by applying σ to all parameters. However, in many cases, the relations we obtain are already invariant under σ.
The Newton Polytope.
A key ingredient that we use to derive conditions on parameters for multistationarity is the Newton polytope of a multivariate polynomial, which we review here.
Consider a polynomial ppxq " ppx 1 , . . . , x n q " ř α c α x α 1 1¨¨¨x αn n in Rrx 1 , . . . , x n s, where α " pα 1 , . . . , α n q P Z n ě0 . The Newton polytope Nppq associated with p is the convex hull of the points α P Z n ě0 such that c α ‰ 0. Given a face F of Nppq, we define the restriction p F of p to the monomials supported on F as the polynomial
Newton polytopes are relevant in studying the properties of polynomials. The main property we are interested in, is the relation between the signs the polynomial attains, and the signs the polynomials supported on the faces of the polytope attain. The following proposition is folklore in real algebraic geometry; we provide a proof in what follows for the convenience of the reader. Proposition 2.4. Given a non-empty face F of Nppq, consider the restriction p F of p to the monomials supported in F . For any x P R n ą0 such that p F pxq ‰ 0, there exists y P R n ą0 such that signpppyqq " signpp F pxqq.
Proof. Assume Nppq is full dimensional, otherwise restrict to the affine subspace containing the vertices of Nppq. Let us first consider the case when F is a facet of the Newton polytope Nppq. Let H :" v 1 x 1`. . .`v n x n " c be the supporting hyperplane of the facet F such that Nppq is contained in the half space H´:" v 1 x 1`. . .`v n x n ď c. The vector v " pv 1 , . . . , v n q is the outward pointing normal vector of the facet F . Note that p can be written as ppxq " p F pxq`p 1 pxq with p 1 given by restriction of p to the monomials not supported in the facet F . Let x P R n ą0 be as in the statement and for t ą 0 consider x ptq :" px 1 t v 1 , . . . , x n t vn q. Then ppx pt" ÿ α c α x α t v 1 α 1`¨¨¨`vn αn " p F pxq t c`l ower order terms in t,
as v 1 α 1`¨¨¨`vn α n " c if α P F and v 1 α 1`¨¨¨`vn α n ă c otherwise. Hence, y :" x ptq satisfies signpppyqq " signpp F pxqq provided t is large enough. By induction on the dimension of the face, using that any face is the facet of another face F and considering the polynomial p F for the new face, the statement is true for any proper face of Nppq.
We now give a corollary that follows immediately from Proposition 2.4.
Corollary 2.5. Let Nppq be the Newton polytope of the polynomial p P Rrx 1 , . . . , x n s such that the coefficient of one of the monomials supported on a vertex of Nppq is negative. Then there exists x P R n ą0 such that ppxq ă 0. Proof. Let F be the vertex with negative coefficient. As p F pxq is negative for any x P R n ą0 , the statement follows from Proposition 2.4.
Remark 2.6. The proof of Proposition 2.4 is constructive and allows us to find explicit values of y where the sign of ppyq agrees with the sign of p F pxq. As it will be relevant later on, we detail here this construction and substantiate it with examples. For p P Rrx 1 , . . . , x n s, consider a d-dimensional face F of Nppq and assume Nppq has dimension n. The outer normal cone N o F at the face F is the cone generated by the outer normal vectors of the supporting hyperplanes of all the facets of Nppq containing F . For any vector v " pv 1 , . . . , v n q in the interior of N o F (relative to the affine subspace of dimension n´d containing it), and any x P R n ą0 , the sign of ppx 1 t v 1 , . . . , x n t vn q agrees with the sign of p F pxq for t P R ą0 large enough. In what follows, if the coefficient of a monomial x α in a polynomial p P Rrx 1 , . . . , x n s is positive (negative), then we say that the point α P R n is positive (negative) accordingly.
Example 2.7. Consider the polynomial ppx, yq " y´4xy 3`x2 y 4`8 x 3 y 4 . The Newton polytope Nppq is a quadrilateral in the plane, see left panel in Figure 1 . As p1, 3q is a vertex, ppx, yq attains negative values over R 2 ą0 by Corollary 2.5. To find a point where p is negative, consider the outer normal cone at p1, 3q, which is generated by the outer normal vectors v 1 :" p´2, 1q and v 2 :" p´1, 1q. The vector u " v 1`v2 " p´3, 2q belongs to its interior. Evaluation of p at pt´3, t 2 q is´4t 3`2 t 2`8 t´1, which is negative for t larger than « 1.34.
Example 2.8. Consider the polynomial ppx, yq " 1`x 2 y 4`x4 y 2´3 x 3 y 3 . The Newton polytope Nppq of p is a triangle in the plane and all of its vertices are positive, see middle panel in Figure 1 . The edge F joining p2, 4q and p4, 2q contains a negative point p3, 3q. We have p F px, yq " x 2 y 4`x4 y 2´3 x 3 y 3 " x 2 y 2 py 2`x2´3 xyq, which is negative for instance when x " y " 1. It follows from Proposition 2.4 that p also attains negative values in R 2 ą0 . To find an instance, we consider the outer normal cone at F , which is generated by one outer normal vector u " p1, 1q. Evaluation of p at pt, tq is 1´t 6 , which is clearly negative for all t ą 1.
The next subsection discusses circuit polynomials. Therein we will see that p F in Example 2.8 is a circuit polynomial, and [24, Theorem 1.1] already implies that p F can attain negative values. Remark 2.9. In what follows we will repeatedly encounter homogeneous polynomials. Recall that a polynomial p P Rrx 1 , . . . , x n s is homogeneous if the total degree of all monomials is the same, say d. In this case, ppλxq " λ d ppxq for any λ P R. Hence, the set of signs p attains over R n ą0 agrees with the set of signs the polynomial ppλxq attains over R n ą0 for any choice of λ ą 0. In particular, we can set one of the variables to 1, and study the signs of the resulting polynomial in the remaining n´1 variables.
Circuit polynomials and nonnegativity.
In this section, we review circuit polynomials, an important tool to study the signs a polynomial can attain. Specifically, circuit polynomials can be used to derive conditions that guarantee a polynomial is nonnegative, that is, it does not attain negative values. Iliman and de Wolff introduced circuit polynomials in [24] , extending earlier work by Reznick [34] .
with r ď n, coefficients c αpjq P R ą0 , c β P R, and exponents αpjq, β P N n such that Nppq is a simplex with vertices αp0q, . . . , αprq containing β in its interior.
Every circuit polynomial p has an associated circuit number, Θ p , defined as
where λ 0 , . . . , λ n are the unique barycentric coordinates of β with respect to αp0q, . . . , αprq.
That is, β " ř r j"0 λ j αpjq with 0 ă λ j ď 1 for j " 0, . . . , r. In contrast to the original definition given in [24] , we also allow αpjq to contain non-even entries in Definition 2.10 since we work on the positive orthant; for further details see e.g., the discussion in [24, Section 3.1]. Note that the polynomial p F in Example 2.8 is a circuit polynomial with β " p3, 3q. The theorem that follows is a straightforward consequence of [24, Theorem 3.8] . It gives a way to check the nonnegativity of a circuit polynomial p over R n ą0 using the circuit number Θ p . Proof. Note that for x P R n , Definition 2.10 refers to a larger class of polynomials than the original definition in [24] . These definitions coincide when x is restricted to the positive orthant, since one can consider qpx 1 , . . . , x n q " ppx 2 1 , . . . , x 2 n q. Then the claim follows from the proof of [24, Theorem 3.8].
Next we provide an example to illustrate Theorem 2.11. Example 2.12. Consider the polynomial ppx, yq " 1`x 2 y 4`x4 y 2´c x 2 y 2 . Its Newton polytope is the triangle with the exponents tαp0q, αp1q, αp2qu " tp0, 0q, p2, 4q, p4, 2qu as vertices, all of which have positive coefficients, see right panel of Figure 1 . The exponent β " p2, 2q is in the interior of Nppq, and its barycentric coordinates with respect to αp0q, αp1q, αp2q are 1 3 , 1 3 , 1 3 . We compute the circuit number:
Therefore, by Theorem 2.11, p is nonnegative over R 2 ą0 if and only if c ď 3. For c " 3 in Example 2.12, ppx, yq is known as the Motzkin polynomial, which is a prominent example of nonnegative circuit polynomials. It is the first published example of a nonnegative polynomial that cannot be represented as a sum of squares of polynomials [28] . For further details on nonnegative circuit polynomials see [24] , and e.g., [13, 25] . See also [30] , where conditions for the positivity of multivariate polynomials were derived. to the monomials whose coefficient is a multiple of apηq, and the black point to the monomial with coefficient a multiple of bpηq.
2.4. Back to our system. To conclude this section of preliminaries, we re-derive the conditions on the reaction rate constants that enable or preclude multistationarity given in [7] . Recall the map π from Subsection 2.1 and that we write η " pK 1 ,
The coefficients of p η in x " px 1 , x 2 , x 3 q are polynomials in the eight parameters
Five of these coefficients are positive multiples of apηq, one is a positive multiple of bpηq, and the rest of the coefficients are positive. If apηq ě 0 and bpηq ě 0, then all non-zero coefficients of p η are positive, and hence p η pxq positive for all x P R 3 ą0 . By (Mono) in Proposition 2.2, any κ P π´1pηq precludes multistationarity and there is one positive steady state in each invariant linear subspace defined by the equations (3).
We consider Npp η q to investigate whether p η attains negative values. For η with apηq ‰ 0, Npp η q is depicted in Figure 2 and has 10 vertices: VertpNpp η" p4, 0, 2q, p2, 2, 2q, p4, 0, 1q, p3, 2, 1q, p2, 3, 1q, p0, 4, 1q, p2, 3, 0q, p2, 2, 0q, p1, 4, 0q, p0, 4, 0q
( .
For apηq ă 0 four of the vertices are negative. From Corollary 2.4, we conclude that p η attains negative values for x P R 3 ą0 , and hence by (Mult) in Proposition 2.2, any κ P π´1pηq enables multistationarity.
The coefficient that is a multiple of bpηq, however, corresponds to the point m :" p2, 2, 1q in the relative interior of a hexagonal 2-dimensional face of Npp η q (see right panel of Figure 2 ). As it is not a vertex, bpηq ă 0 does not immediately guarantee that multistationarity is enabled.
These observations cover the two known cases from [7] :
‚ if apηq ă 0, then any κ P π´1pηq enables multistationarity; ‚ if apηq ě 0 and bpηq ě 0, then the steady state system has exactly one positive solution for all E tot , F tot , S tot (hence, a κ P π´1pηq does not enable multistationarity).
In [4, 7] the scenario apηq ě 0 and bpηq ă 0 was left open. In the next sections we show that in this case, there exist choices of reaction rate constants that enable multistationarity and choices that do not. We give conditions that are sufficient to preclude multistationarity, and a parametric exact description of the region in parameter space where multistationarity is enabled. In particular, given any vector of parameters, we can certify whether multistationarity is enabled. We study first the case apηq " 0, where the sufficient condition for monostationarity also is necessary; and afterwards we consider the case apηq ą 0.
Remark 2.13. Observe that apηq only depends on κ 3 , κ 6 , κ 9 , κ 12 . By letting
it will be convenient sometimes to write apκq instead of apηq.
3. The Case apηq " 0 and bpηq ă 0
Assume in this section that apηq " 0 and bpηq ă 0. Then we have κ 3 κ 12 " κ 6 κ 9 and bpηq " κ 3 κ 12 ppK 2`K3 q´pK 1`K4 qq. Hence, bpηq ă 0 if and only if K 2`K3 ă K 1`K4 . Note that this condition depends only on K, and not on κ. The polynomial p η reduces to:
The corresponding Newton polytope is shown in Figure 3 where the only negative coefficient, which corresponds to m " p2, 2, 1q, is highlighted. It is an interior point of an edge L. Therefore, we only need to consider the following polynomial:
Since K 1 κ 6 x 3 is a positive common factor of all monomials in p η,L px 1 , x 2 , x 3 q, we write p η,L px 1 , x 2 , x 3 q " q η,L px 1 , x 2 q¨pK 1 κ 6 x 3 q and restrict ourselves to q η,L px 1 , x 2 q.
Theorem 3.1. Assume apηq " 0 and bpηq ă 0. The polynomial q η,L pxq attains negative values in R 2 ą0 if and only if gpKq :"
Furthermore, it always holds that
Hence, multistationarity is enabled if and only if gpKq is positive (independently of κ i ).
Proof. The polynomial q η,L pxq is homogeneous of degree 4 in x 1 and x 2 . Using Remark 2.9, we set x 2 to 1 and get a univariate quartic polynomial in x 1 with non-zero coefficients such that only the coefficient of x 2 1 is negative (under the assumption bpηq ă 0). By Descartes' rule of signs, q η,L px 1 , 1q has either two or zero positive roots and either two or zero negative roots (counted with multiplicity). Therefore, q η,L px 1 , 1q attains negative values in R ą0 if and only if q η,L px 1 , 1q has two distinct positive roots. Let ∆ x 1 be the discriminant of q η,L px 1 , 1q; it is a polynomial in K 1 , K 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 and vanishes whenever q η,L px 1 , 1q has a multiple root. In each connected component of the complement of ∆ x 1 " 0 in the parameter space R 8 ą0 , the number of real roots of q η,L px 1 , 1q is constant. Since complex roots occur in pairs, the discriminant partitions R 8 ą0 into regions with four, two, or zero reals roots.
We restrict the parameter space to the points where bpηq ă 0 and apηq " 0 and define:
Ω :" tη P R 8 ą0 : bpηq ă 0, apηq " 0 and ∆ x 1 pηq ‰ 0u. Here, we are interested in the regions in Ω where the number of positive real roots is 2. If q η,L px 1 , 1q has four real roots, then necessarily two are positive and two are negative. In any component of Ω where q η,L px 1 , 1q has two real roots, these are either both positive or both negative, as there cannot be a positive and a negative root with multiplicity 1. It follows that the regions in Ω where q η,L px 1 , 1q has two positive roots and those with two negative roots are not connected. We conclude that in every connected component of Ω, the number of positive roots of q η,L pxq is constant.
The discriminant ∆ x 1 pηq of q η,L px 1 , 1q is
The polynomial g of the statement is the last factor of ∆ x 1 in (7) after expanding the coefficients, which we write here as a polynomial in η. If bpηq ă 0, that is, K 2`K3 ă K 1`K4 , then K 1 K 2´K2 K 3`K3 K 4 ą 0. Namely:
Hence, in this case ∆ x 1 is zero if and only if g is zero and we have Ω " tη P R 8 ą0 : bpηq ă 0, apηq " 0 and gpηq ‰ 0u. Now, we compute the positive real roots of q η,L px 1 , 1q for a point in each connected component of Ω and determine the sign of g (which is constant in each component). As the condition bpηq ă 0 and gpηq ‰ 0 is independent of κ 3 , κ 6 , κ 9 , κ 12 , and the set of parameters where apηq " 0 is connected, we can fix κ 3 " κ 6 " κ 9 " κ 12 " 1. Furthermore, note that bpηq and gpηq are homogeneous polynomials in K 1 , K 2 , K 3 , and K 4 (of degree 1 and 4 respectively). Hence, scaling by λ these values does not change the sign of the two polynomials and the point remains in the same connected component of Ω. It follows that it is enough to consider one point in each connected component of the restriction of Ω to points of the form η " pK 1 , K 2 , 1, K 4 , 1, 1, 1, 1q. We use Mathematica, and the command SemialgebraicComponentInstances to obtain a list of points containing at least one point per connected component of Ω. In our case, we obtain 26 points η, and, after solving q η,L px 1 , 1q " 0 and evaluating g at the point, we conclude that q η,L px 1 , 1q has two positive real roots for bpηq ă 0 and apηq " 0 if and only if gpηq ą 0. Hence, gpηq " 0 describes the algebraic boundary that separates multistationarity from monostationarity in Ω. This concludes the proof.
Let us analyze the inequality g ą 0 from Theorem 3.1 more closely:
Note that the expressions at each side of the inequality are positive when bpηq ă 0. We have gpK 2`K3 , K 2 , K 3 , 0q " gp0, K 2 , K 3 , K 2`K3 q " 0, meaning that g " 0 intersects the two axes K 1 and K 4 at the given points.
The example below illustrates the regions of multistationarity for K 2 " K 3 " 1.
Example 3.2. Let K 2 " K 3 " 1. Then the zero set of the polynomial gpK 1 , 1, 1, K 4 q in the pK 1 , K 4 q-plane is shown in Figure 4 . The point pK 2 , K 3 q " p1, 1q gives a 2-dimensional slice of the zero set of the polynomial g and its complement. By checking whether g is positive or negative on points in the connected components of the complement of g, we find the regions of multistationarity. For this example, the regions of multistationarity and monostationarity are illustrated in the right panel of Figure 4 .
Remark 3.3. Note that after setting K 3 " 1 as in the proof of Theorem 3.1, g is a polynomial in K 1 , K 2 and K 4 . In K 1 and K 4 , g is a degree 3 polynomial. The discriminant of g with variables K 1 and K 4 is a polynomial in K 2 and it does not vanish for any positive value of K 2 . Therefore, for any value of K 2 , the zero set of the polynomial g has the same structure as depicted in Figure 4 on the left.
4.
The Case apηq ą 0 and bpηq ă 0: Monostationarity
We turn now to the case apηq ą 0 and derive two different necessary conditions for multistationarity, that is, sufficient conditions for monostationarity.
Recall that only one coefficient is multiple of bpηq, and it corresponds to the point m " p2, 2, 1q of Npp η q. For apηq ą 0, m lies on a facet Npp η q equal to the hexagon H " convpα 1 , . . . , α 6 q defined by the following six vertices (see Figure 2) : 0, 2q, p2, 2, 2q, p0, 4, 1q, p4, 0, 1q, p2, 2, 0q , p0, 4, 0qu .
Let A H be the set of points corresponding to the monomials of the restriction p η,H of p η to H:
By Proposition 2.4, and using that p η pxq´p η,H pxq ą 0 for all x P R 3 ą0 , p η attains negative values if and only if p η,H does. Observe that p η,H pxq is homogeneous of degree 4 in x 1 , x 2 . Therefore, by Remark 2.9, it suffices to study the signs of the following polynomial
. Accordingly, we redefine A H to be the set of the projection of the points in A H to the plane px 1 , x 3 q and H to be its convex hull. Namely, A H " tp4, 2q, p2, 2q, p0, 1q, p4, 1q, p2, 0q, p0, 0q, p2, 1q, p3, 2q, p1, 0q, p3, 1q, p1, 1qu , and let α 1 , . . . , α 6 and m denote likewise the projections, given as the first 7 points in A H .
Remark 4.1. The vector p´1,´1, 0q is an outer normal vector of H. Hence, by Remark 2.6, given x 1 , x 3 such that p η,H px 1 , x 3 q ă 0, then p η px 1 t´1, t´1, x 3 q ă 0 for t large enough. 4.1. Necessary polynomial condition for multistationarity via cylindrical algebraic decomposition. We observe that p η,H is a quadratic polynomial in x 3 . The constant term and the coefficient of x 2 3 are positive. Therefore, a necessary condition for the existence of x 1 , x 3 ą 0 such that p η,H px 1 , x 3 q ă 0 is that the coefficient of x 3 is negative. So, we study now the polynomial:
. This is a polynomial of degree 4 in x 1 , where only the coefficient of x 2 1 is negative. We proceed as in Section 3 and compute the discriminant of this polynomial and obtain the following theorem. If f pηq is negative, then p η,H is nonnegative over R 2 ą0 , and hence any κ P π´1pηq does not enable multistationarity.
Proof. We proceed analogously to the proof of Theorem 3.1, and hence some details are omitted. The polynomial q η,H has two or zero positive roots, and attains negative values if and only if it has two distinct positive zeros. We let ∆ x 1 be the discriminant of q η,H with respect to x 1 . As in the proof of Theorem 3.1, we define Ω :" tη P R 8 ą0 : apηq ą 0, bpηq ă 0 and ∆ x 1 pηq ‰ 0u, and, using Descartes' rule of signs, we conclude that the number of positive roots of q η,H is constant for all parameters in a connected component of Ω.
We compute ∆ x 1 and find that its zero set agrees with the zero set of one factor, f in the statement, when apηq ą 0 and bpηq ă 0. We note that bpηq, apηq and f pηq can be seen as polynomials in K 1 , K 2 , K 3 , K 4 and the products κ 3 κ 12 and κ 6 κ 9 . Further, f is homogeneous of degree 8 in K 1 , K 2 , K 3 , K 4 and homogeneous of degree 4 in κ 3 κ 12 and κ 6 κ 9 ; apηq and bpηq are both homogeneous of degree 1 in κ 3 κ 12 and κ 6 κ 9 ; and bpηq is homogeneous of degree 1 in K 1 , K 2 , K 3 , K 4 . Hence, given η " pK 1 , K 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 q and any λ 1 , λ 2 , λ 3 , λ 4 ą 0, the point
In particular, the signs of these three polynomials evaluated at η and η 1 agree, and if η belongs to Ω, then so does η 1 and both belong to the same connected component. As a consequence, it is enough to consider points of the form`K 1 , K 2 , 1, K 4 , κ 3 , 1, 1, 1˘P Ω. The condition apηq ą 0 becomes κ 3 ą 1, and hence it is advantageous to reparametrize these points as`K 1 , K 2 , 1, K 4 , a`1, 1, 1, 1˘with a ą 0.
We have reduced the problem to determining the number of positive roots of q η,H for one point in each connected component of Ω 1 :" tη "`K 1 , K 2 , 1, K 4 , a`1, 1, 1, 1˘P R 8 ą0 : bpηq ă 0 and f pηq ‰ 0u. Therefore, the next step is to find at least one point per connected component of Ω 1 . Ideally, we would like to proceed as in the proof of Theorem 3.1. However, since f has higher degree and more variables, the cylindrical decomposition of f required for this step takes longer. Therefore, we add an extra step in between: We consider f pηq for η P Ω 1 as a polynomial of degree 4 in a and compute the zero set ∆ a of the discriminant of f with respect to a, which is a polynomial in K 1 , K 2 , K 4 .
Let C be a connected component in the complement of ∆ a pf q. The roots of the polynomial f with variable a deform continuously in C. For a given point v in C, suppose f v has r real roots ta 1 , . . . , a r u for r ď 4 such that a i ď a i`1 for all i. For another point v 1 in C, f v 1 also has r roots ta 1 1 , . . . , a 1 r u such that a 1 i ď a 1 i`1 for all i. In C there exists a continuous path from v to v 1 such that a i deforms continuously to a 1 i . Therefore, there exists a continuous path in Ω 1 that takes a point from vˆpa i , a i`1 q to v 1ˆp a 1 i , a 1 i`1 q. Hence, in order to select at least one parameter point for each connected component of Ω 1 , we consider first (at least) one choice of K 1 , K 2 , K 4 ą 0 in each connected component C of the complement of ∆ a pf q. This is done using Mathematica as in the proof of Theorem 3.1. Next, we find the positive roots of f as a polynomial in a, and then extend K 1 , K 2 , K 4 to several parameter points in Ω 1 by selecting one value of a in each of the intervals the positive roots Figure 5 . pK 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 q " p1, 1, 2, 1, 1, 1q, such that apκq ą 0. Left-panel:
the solid-red curve is the solution set of f " 0 in the pK 1 , K 4 q-plane, and the blue-dashed curve shows bpηq " 0. In the gray region multistationarity is not enabled. The dark gray region is the one given in " p1, 1, 2, 1, 1, 1q , the polynomial f becomes
The solution set of f " 0 in the pK 1 , K 4 q-plane is depicted in Figure 5 , as well as the monostationarity region given in Theorem 4.2.
4.2.
Necessary condition for multistationarity via circuit numbers. We now derive a (easier) necessary condition for multistationarity via utilizing circuit polynomials. Recall that the Newton polytope of p η,H px 1 , x 3 q is the hexagon with the vertices α 1 , . . . , α 6 . Note that A H , the set of exponents of p η,H px 1 , x 3 q, is very well structured. In particular, m is the barycenter of the two triangles given by α 1 , α 3 , α 5 and α 2 , α 4 , α 6 . The four other points of A H are as follows:
We note that b 1 and b 2 are the midpoints of the two edges of H given by α 1 , α 2 and α 5 , α 6 respectively. Furthermore, the points i 1 and i 2 are in the interior of H, and m is the midpoint of both b 1 , b 2 and i 1 , i 2 as illustrated in the left panel of Figure 6 .
As apηq ą 0 and bpηq ă 0, all coefficients of p η,H px 1 , x 3 q have positive sign except the coefficient of the term x m " x 2 1 x 3 , which has a negative sign. We first decompose p η,H px 1 , x 3 q into 4 circuit polynomials, all of which contain the term x m as the inner term. The Newton polytopes of two circuit polynomials are given by triangles α 1 , α 3 , α 5 and α 2 , α 4 , α 6 . The remaining two circuit polynomials have 1-dimensional Newton polytopes given by line segments b 1 , b 2 and i 1 , i 2 . Next, Theorem 2.11 yields that each of these circuit polynomials is nonnegative if the absolute value of the coefficient x m is small enough relative to the other coefficients. Lastly, we combine the sufficient conditions for the nonnegativity of these 4 circuit polynomials into one sufficient condition for monostationarity. We formalize this approach in Theorem 4.4. 
then any κ P π´1pηq does not enable multistationarity.
Proof. We write p η,H pxq as the sum of four circuit polynomials. Let p η,1 be a circuit polynomial which has the exponent m as inner term and 2-dimensional simplex α 1 , α 3 , α 5 as follows,
Similarly, define the circuit polynomials p η,2 , p η,3 , p η,4 with exponent m as inner term with 2-dimensional simplex α 2 , α 4 , α 6 , and 1-dimensional simplices b 1 , b 2 and i 1 , i 2 respectively. Letc η,i be the coefficient of x m in the respective polynomial p η,i . The Newton polytopes of these circuit polynomials are illustrated in the right panel of Figure 6 . The circuit number corresponding to each of the circuit polynomials are:
. Now assume that the following inequality is satisfied for c η,m , the coefficient of x m in p η,H :
Then one can findc η,1 ,c η,2 ,c η,3 ,c η,4 P R such that řc η,i " c η,m and for all i,´c η,i ď Θ p η,i . Theorem 2.11 implies that each p η,i is nonnegative, and consequently p η,H is nonnegative and p η in (4) is positive. Therefore, (12) is sufficient to guarantee that p η is positive over the positive orthant. In terms of the entries of η, (12) becomeś
which after factoring out terms and simplifying gives the inequality in the statement.
Remark 4.5. The SONC decomposition of p η pxq into p η,1 , p η,2 , p η,3 , p η,4 in the proof of Theorem 4.4 is not unique. One can obtain different sufficient conditions using other covers of the Newton polytope, see e.g., [12, page 20] . There are two main reasons for the choice of the particular cover used in the proof. First, it uses the least possible number of circuits while using every Figure 7 . For pK 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 q " p1, 1, 2, 1, 1, 1q, the region between blue dashed lines is the region where we can certify monostationarity using Theorem 4.2. The region given between full lines is the region where we can certify monostationarity using Theorem 4.4. The two panels focus on either K 1 large or K 1 small. exponent with positive coefficient only once. We use all the possible positive weight and avoid introducing new parameters for non-disjoint circuits. Second, the fact that m is the barycenter of each circuit in the chosen cover simplifies the circuit numbers we obtain from this cover.
Example 4.6. To illustrate how to use inequality (11) for certifying monostationarity, consider the parameter choice κ " p2, 2, 2, 0.25, 0.25, 1, 0.25, 0.25, 1, 1, 1, 1q and let η " πpκq " p2, 0.5, 0.5, 2, 2, 1, 1, 1q. Then, (11) holds since the right hand side is « 24.72, while the left hand side is 2. Due to Theorem 4.4, the parameter choice κ " π´1pηq does not enable multistationarity. Indeed, p η pxq ě 0 for x P R 3 ě0 , since it can be written as:
3`x 4 2`p x 2 1 x 3´x 2 2 q 2 . Example 4.7. We fix the parameters pK 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 q " p1, 1, 2, 1, 1, 1q as in Example 4.3. Figure 7 shows a comparison of the two necessary conditions for multistationarity from Theorem 4.4 and Theorem 4.2. For this choice of parameters, inequality (11) becomes Figure 7 hints at that the sufficient condition for monostationarity of Theorem 4.4 includes a cone pointed at zero. To investigate this further, consider the line sK 1 " K 4 for s P p0,`8q. Then the right hand side of (13) becomes 3s 2 3`4 ? 2s
The line belongs to the monostationarity region if (14) is positive for all K 1 ą 0. As (14) The computations in the example above extend to any choice of fixed parameters K 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 . In particular, in the pK 1 , K 4 q plane, the region of monostationarity includes a cone pointed at zero which includes the line K 1 " K 4 . This is the content of the next corollary. (i) For any s P rs 1 pη 1 q, s 2 pη 1 qs, the points in the line K 4 " sK 1 satisfy (11).
(ii) If s R rs 1 pη 1 q, s 2 pη 1 qs, then there exists K 1 1 such that (11) holds if and only if K 1 ď K 1 1 . (iii) If κ 3 κ 12 increases, while K 2 , K 3 , κ 6 , κ 9 remain fixed, then s 1 pη 1 q decreases to zero and s 2 pη 1 q increases to`8. In particular, when K 1 " K 4 and apκq ě 0, multistationarity is not enabled.
Proof. As η 1 is fixed, inequality (11) is a relation between K 1 , K 4 . We rewrite it as:
When K 4 " sK 1 , we have 0 ď´´p1`sqκ 6 κ 9`3 ps 2 κ 2 6 κ 2 9 apηqq 1{3`3 psκ 2 6 κ 2 9 apηqq 1{3`4 psκ 3 κ 6 κ 9 κ 12 q 1{2¯K 1 (16)`2
First, note that since by assumption κ 3 κ 12 ą κ 6 κ 9 , we have:
p1`sqκ 6 κ 9 " p1`sq`κ 2 6 κ 2
9˘1
{2 ă p1`sqpκ 3 κ 6 κ 9 κ 12 q 1{2 .
If p1`sqpκ 3 κ 6 κ 9 κ 12 q 1{2 ď 4psκ 3 κ 6 κ 9 κ 12 q 1{2 for all s ą 0, then (16) Now, inequality (16) holds for all K 1 ą 0, s ą 0 if and only if the coefficient of K 1 is nonnegative. We set r 6 " s, and the coefficient of K 1 becomes hprq :"´p1`r 6 qκ 6 κ 9`3 r 4 pκ 2 6 κ 2 9 apηqq 1{3`3 r 2 pκ 2 6 κ 2 9 apηqq 1{3`4 r 3 pκ 3 κ 6 κ 9 κ 12 q 1{2 . This is a degree 6 polynomial in r with negative leading and independent term and the other coefficients are positive. Since r " 1, the polynomial is positive, it has exactly two distinct positive roots s 1 pη 1 q ă 14´?192 2 and 14`?192 2 ă s 2 pη 1 q for any η 1 . This proves (i). If s R rs 1 pη 1 q, s 2 pη 1 qs, then the coefficient of K 1 in (16) is negative, and hence the inequality only holds for K 1 smaller than or equal to the value K 1 1 ą 0 making the right-hand side of (16) zero. This concludes the proof of (ii).
Finally, (iii) follows from the fact that apκq increases with the product κ 3 κ 12 , and hence the positive terms of hprq also increase.
Regions of Multistationarity
In the previous section we gave two necessary conditions for multistationarity, that is, inequalities in the parameters that guarantee monostationarity for all choices of total amounts. Consider a choice of parameters K 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 and the pK 1 , K 4 q-plane. Corollary 4.8 (see also Figure 7 ) certifies monostationarity for a cone pointed at zero and containing the line K 1 " K 4 , and leaves two regions, along the K 1 -and K 4 -axes, undecided. Now, we will show that if K 4 also is fixed, then multistationarity is enabled for K 1 large enough, and, symmetrically, if K 1 is fixed, then K 4 large enough yields multistationarity.
We start by proving this fact using the Newton polytope of p η pxq again, but we treat p η pxq now as a polynomial in K 1 , x 1 , x 3 . Afterwards, we give an explicit parametric description of the boundary between the monostationarity and the multistationarity regions in the pK 1 , K 4 q-plane, for fixed K 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 .
5.1.
Multistationarity can be enabled when bpηq ă 0. Consider now η 1 " pK 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 q, and recall that we also write apκq " κ 3 κ 12´κ6 κ 9 . Let q η 1 pK 1 , x 1 , x 3 q be the polynomial p η,H px 1 , x 3 q viewed as a polynomial in K 1 , x 1 , x 3 . Under the hypothesis apκq ą 0 (which does not depend on K 1 ), the only negative coefficient of q η 1 pK 1 , x 1 , x 3 q is the coefficient´K 2 K 3 κ 3 κ 2 6 κ 9 κ 12 of K 2 1 x 2 1 x 3 . The exponent vector p2, 2, 1q is a vertex of the Netwon polytope of q η 1 pK 1 , x 1 , x 3 q, and the outer normal cone N o of Npq η 1 q at p2, 2, 1q.
Proposition 5.1. Given η 1 " pK 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 q, if K 1 belongs to the set
then multistationarity is enabled for any κ P π´1pηq. Moreover, this region is non-empty. Analogously, by symmetry, given K 1 , K 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 , after applying σ from Remark 2.3 to q η 1 pK 1 , x 1 , x 3 q, we obtain a set of values of K 4 that enable multistationarity.
Proof. As the exponent vector p2, 2, 1q is a vertex of Npq η 1 q, there exist K 1 , x 1 , x 3 ą 0 such that q η 1 pK 1 , x 1 , x 3 q ă 0 by Corollary 2.5.
The outer normal cone N o of Npq η 1 q at p2, 2, 1q is generated by the vectors
and any vector pw 1 , w 2 , w 3 q ": w in the interior of N o is of the form
In particular w 1 ą 0. Following Section 2.2, we consider the univariate function u η 1 ,w pzq " q η 1 pz w 1 , z w 2 , z w 3 q, which is a generalized polynomial with real exponents and negative leading term. Let z 0 be the largest root of u η 1 ,w and consider z ą z 0 . Hence, u η 1 ,w pzq ă 0. With η " pz w 1 , K 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 q, we have p η,H pz w 2 , z w 3 q " u η 1 ,w pzq ă 0. Hence, p η,H attains negative values for any K 1 larger than z w 1 0 , and so does p η . Example 5.2. Let η 1 " pK 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 q " p1, 1, 1, 2, 1, 1, 1q, such that apκq ą 0. Consider the vector p3, 1, 2q " 1 2 v 1`v2`1 2 v 3 P N o (c.f. (17)). Then q η 1 pz 3 , z, z 2 q "´z 7 p´2z 3`1 1z 2`1 5z`12q, whose largest root is « 6.75. Hence, by considering K 1 " 7 3 " 343, multistationarity is enabled. Specifically, κ " p1, 341, 2, 2, 1, 1, 2, 1, 1, 2, 1, 1q enables multistationarity, since πpκq " η. In order to find a linear invariant subspace with multiple steady states, we compute the corresponding point px 1 , x 3 q " p7 w 2 , 7 w 3 q " p7, 49q, for which p η,H px 1 , x 3 q "´24706290 ă 0. Using Remark 4.1, we consider
which is negative for t ą 47 30 . With t " 2, p η takes the value´1 0706059 32 ă 0. Hence, the steady state defined by px 1 , x 2 , x 3 q " p 7 2 Figure 7 . We observe that there are points that are neither in the region of monostationarity of Theorem 4.4 and there might be points not in the multistationarity regions of Proposition 5.1 defined by the choices of vectors w. Obtaining an explicit description of the region in Proposition 5.1, in terms of algebraic inequalities in the parameters has not been possible. However, in what follows we provide an explicit parametric description of the region of multistationarity (giving rise to the dotted blue line), which includes the region in Proposition 5.1.
Parametrization of the boundary.
We describe now the boundary between the region of multistationarity and monostationarity in the pK 1 , K 4 q-plane. If K 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 are fixed, then Proposition 5.1 and Corollary 4.8, together with the fact that bpηq ą 0 for K 1 , K 4 small, indicate that there are two branches of multistationarity along the two axes: one with K 1 large and K 4 small, and one with K 4 large and K 1 small. By the symmetry of the system, we describe the branch along the K 4 -axis, and the other branch results from applying σ.
We specify the nature of these branches further in the following lemma.
Lemma 5.3. Assume that η " pK 1 , K 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 q enables multistationarity. Then either for all K 1 4 ě K 4 or for all K 1 4 ď K 4 (but not for all K 1 4 ą 0), the parameter point η 1 " pK 1 , K 2 , K 3 , K 1 4 , κ 3 , κ 6 , κ 9 , κ 12 q also enables multistationarity. The analogous statement holds for K 1 .
Proof. Recall from the proof of Lemma 5.3 that p η,H px 1 , x 3 q is linear in K 4 . The leading and independent terms c 1 , c 0 of this polynomial are
In order to understand the branch along the K 4 -axis, we assume c 1 ă 0 (see the proof of Lemma 5.3). This implies that the coefficient of x 2 1 x 3 is negative, which means that x 1 is smaller than the positive root of K 2 κ 3 κ 9 x 2 1`2 K 3 κ 3 κ 12 x 1´K3 κ 6 κ 12 , namely
Under this assumption, and apκq ą 0, using the function IsEmpty in Maple 2019, we find that c 0 ą 0. Hence, c 1 ă 0 implies c 0 ą 0 and p η,H px 1 , x 3 q " 0 holds if K 4 "´c 0 c 1 ą 0 (and p η,H px 1 , x 3 q ă 0 holds if K 4 ą´c 0 c 1 .) We assume all parameters but K 4 are fixed. For any choice of x 1 , x 3 ą 0 such that c 1 ă 0, any K 4 larger than´c 0 c 1 yields a set of parameters that enable multistationarity. Hence, this branch of the multistationarity region is determined by minimizing´c 0 c 1 with respect to x 1 , x 3 ą 0 subject to c 1 ă 0. We consider first´c 0 c 1 as a function of x 3 . The derivative has a unique positive zero at x 3,min :"
which defines a minimum. We evaluate´c 0 c 1 at x 3,min , which now becomes the function ψpx 1 q " α η 1 ,4 px 1 q{β η 1 ,4 px 1 q in the statement. We compute the derivative again with respect to x 3 . We obtain a rational function whose numerator has degree 4 in x 1 , but is linear in K 1 . Therefore, the zeroes of the derivative are expressed as a function
with coefficients depending on K 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 . The polynomial β η 1 ,1 has degree 4 in x 1 , negative leading and independent terms, and the coefficient of x 2 1 is positive. By Descartes' rule of signs, β η 1 ,1 has at most two positive roots. Recall that x 1 must be smaller than x 1,bound . With the help of the function IsEmpty in Maple 2019, we find that β η 1 ,1 px 1,bound q ą 0. This implies that β η 1 ,1 has exactly one positive root ξ ă x 1,bound . The numerator α η 1 ,1 px 1 q has degree 4 in x 1 , is negative for all positive x 1 , and vanishes at x 1 " 0. Thus φpx 1 q is positive for x 1 ă x 1,bound if and only if x 1 P p0, ξq. We conclude that in the interval p0, ξq, φ is a strictly increasing function with image R ą0 .
Hence, for any given K 1 , there exists a unique 0 ă x 1 ă ξ ă x 1,bound such that ψ has a extreme value. As the numerator of ψ 1 has negative independent term, this value is a minimum, as desired.
All that remains is to show that ψpx 1 q is positive for all x 1 P p0, ξq. To this end, it suffices to show that c 1 px 1 , x 3,min q ă 0 if x 1 P p0, ξq, as this already implies´c 0 c 1 ą 0. We notice that c 1 px 1 , x 3,min q is a rational function in x 1 whose denominator is positive for x 1 ą 0, and the numerator is quadratic in x 1 , has positive leading term and negative independent term. Hence it has a unique positive root γ, which we can compute. Using again the function IsEmpty in Maple 2019, we conclude that β η 1 ,1 pγq ą 0, and thus γ is larger than the first positive root ξ of β η 1 ,1 . As a consequence, the numerator is negative for x 1 P p0, ξq, and hence c 1 px 1 , x 3,min q ă 0 and ψpx 1 q ą 0 if x 1 P p0, ξq, as desired.
This concludes the proof of (i); (ii) follows by symmetry using Remark 2.3. Figure 8 shows the K 1 -branch of the multistationarity region given in Theorem 5.4 when pK 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 q " p1, 1, 2, 1, 1, 1q.
Using implicitacion via for example Gröbner bases, one could theoretically determine an implicit equation for the curve K 1 " α η 1 ,1 psq β η 1 ,1 psq , K 4 " α η 1 ,4 psq β η 1 ,4 psq from Theorem 5.4. Such a computation has not been possible for arbitrary parameters K 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 due to the computational cost. When the parameters are fixed, as in Figure 8 , we obtain a polynomial in K 1 , K 4 whose zero set includes precisely the dotted blue curve in Figure 8 given by the parametrization. However, this zero set has further components intersecting the positive orthant.
Remark 5.5. Theorem 5.4 can be used to decide whether a given parameter point belongs to the region enabling multistationarity. Given K 1 , K 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 , decide first whether Theorem 4.4 applies. If it does not, and K 4 ą K 1 , then solve K 1 " α η 1 ,1 psq β η 1 ,1 psq for s P p0, ξq, and then decide whether K 4 ą α η 1 ,4 psq β η 1 ,4 psq . If K 1 ą K 4 , use the expressions for the K 1 -branch. For example, consider the point pK 1 , K 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 q " p700, 1, 1, 3, 2, 1, 1, 1q.
Inequality (11) in Theorem 4.4 does not hold. As K 1 ą K 4 , we consider the K 1 -branch. We solve 3 " α σpη 1 q,1 psq β σpη 1 q,1 psq for s P p0, ξq and obtain s « 0.174, which gives α σpη 1 q,4 psq β σpη 1 q,4 psq « 818.17. As 700 ă 818.17, the given parameter point does not enable multistationarity. It follows as well that the parameter point p900, 1, 1, 3, 2, 1, 1, 1q enables multistationarity.
Connectivity
In this last section we show that the subset X Ď R 8 ą0 of parameter points that enable multistationarity is open and connected. As any η P R 8 ą0 either enables or precludes multistationarity, the set R 8 ą0 zX consists of the parameter points that preclude multistationarity. We consider X as a topological subspace of R 8 ą0 with the Euclidean topology. We start by highlighting in the next lemma a path connected subset of X.
ą0 consist of the parameter points η such that apηq ă 0. Then Y is path connected.
Proof. Consider two points s p1q :" pK continuously to κ 1 12 in Y , and then travel along the curve κ 3 κ 12 " α from κ The polynomial p η,H has degree 3 in s, its leading coefficient is negative and the coefficients of degree 0 and 1 are positive. By Descartes' rule of signs, p η,H has exactly one positive root. By assumption, for s " 1, p η,H p1q " p η,H pz 1 , z 3 , k 12 q is negative, from where it follows that p η,H psq ă 0 for all s ě 1. Hence, any point ηpsq " pK 1 , K 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , k 12 s´2q belongs to X for s ě 1.
As s increases, κ 12 psq " k 12 s´2 decreases and hence apηpsqq decreases. For s ą b κ 3 k 12 κ 6 κ 9 , we have apηpsqq ă 0. We conclude that for any η P X with apηq ě 0, the point ηpsq belongs to X for s ě 1 and for s large enough belongs to Y . This proves the first part of the statement.
To show that Z :" R 8 ą0 zX also is path connected, note that the restriction of Z to R 2 ą0 obtained for fixed K 2 , K 3 , κ 3 , κ 6 , κ 9 , κ 12 with apκq ě 0 is path connected by Theorem 5.4, as it is R 2 ą0 minus the two branches. Hence, any given η " pK 1 , K 2 , K 3 , K 4 , κ 3 , κ 6 , κ 9 , κ 12 q in Z is in particular path connected to the point η 1 " pK 1 , K 2 , K 3 , K 1 , κ 3 , κ 6 , κ 9 , κ 12 q. As any point with K 1 " K 4 and apκq ě 0 belongs to Z, and this set is connected (proof analogous to Lemma 6.1 by reversing inequalities), any two points in Z are path connected. This concludes the proof of the second statement.
We show now that X is open, from where it follows directly that Z is closed with the induced topology in R 8 ą0 . Recall that X is characterized as the set of η such that p η attains negative values over R 3 ą0 . Hence given η P X, consider x 1 , x 2 , x 3 ą 0 such that p η px 1 , x 2 , x 3 q ă 0. As p η is continuous in the coefficients, there exists an open ball centered at η for which p η 1 px 1 , x 2 , x 3 q ă 0 for any η 1 in the ball. This shows X is open and concludes the proof of the theorem. By Theorem 6.2, the space of parameters that enable multistationarity for two-site phosphorylation cycle in the sense of Definition 2.1 is open and connected and the set of parameters that do not enable multistationarity is also connected and closed with the induced topology in R 8 ą0 . We end this section with the following remark. Remark 6.3. Several of the results in this article are derived by looking at the image of the map π : R 12 ą0 Ñ R 8 ą0 given by κ " pκ 1 , . . . , κ 12 q to η " p κ 2`κ3 κ 1 , κ 5`κ6 κ 4 , κ 8`κ9 κ 7 , κ 11`κ12 κ 10 , κ 3 , κ 6 , κ 9 , κ 12 q. In Theorem 6.2 we observed that, X, the region of parameters that enable multistationarity, is connected in R 8 ą0 . However, for this system the preimage of X is also path connected in R 12 ą0 . It is enough to consider the map pκ 1 , κ 2 , κ 3 q Þ Ñ p κ 2`κ3 κ 1 , κ 3 q. Each point in the image has onedimensional path-connected fibre. Our original map has four-dimensional path-connected fibres. Therefore, the preimage of X is path-connected.
Closing remarks
In this work we have determined the region of reaction rate constants that enable multistationarity for the model model, namely the two-site phosphorylation cycle. We hope that the techniques used here might be applicable to study other questions concerning the signs of a multivariate polynomial on the postive orthant. For instance, the allosteric kinase model given in [19] presents difficulties analogous to those encountered here. Furthermore, the study of the signs of a polynomial plays a key role when analyzing the stability of steady states or the presence of Hopf bifurcations via the Routh-Hurwitz criterion (see for example [8, 37] ).
