A family of integral functionals F which model in a simplified way material microstructure occupying a two-dimensional domain Ω and which take account of surface energy and a variable well depth is studied. It is shown that there is a critical well depth, whose scaling with the surface energy density and domain dimensions is given, below which the state u = 0 is the global minimizer of a typical F in F . It is also shown that u = 0 is a strict local minimizer of F in the sense that if v = 0 is admissible and either ||v|| L 2 (Ω) or L 2 ({(x, y) ∈ Ω : |vy|(x, y) ≥ 1}) is sufficiently small (with quantitative bounds given in terms of the parameters appearing in the energy functional F ), then F (v) > F(0). Provided the well depth is sufficiently large, the existence of a so-called energy barrier between u = 0 and the global minimizer of F is established under the assumption that paths (v(t)) 0≤t≤1 connecting these two states obey |vy| ≤ 1 almost everywhere in the domain.
Introduction.
The energy functionals we shall consider in this paper are related to the one used in [14] but with some important differences. The original Kohn-Müller functional is , L > 0, > 0 is a small parameter which is sometimes referred to as the surface energy density, and dx is shorthand for dL 2 (x). The addition of higher gradient terms, such as Ω v 2 yy dx, has become a standard way of regularizing functionals of the form Ω W (∇u) dx, where W has multiple minima. See [3] , [11] , [8] , [9] , and [2] for further examples. More sophisticated regularizations, such as those detailed in [15] and [7] , are available but are not considered in this paper.
Provided suitable boundary conditions are imposed, the global minimizers of E KM model in a simplified way the fine-scale microstructures that are observed to some degree at austenite-martensite interfaces in shape memory alloys. The second derivative term tempers the oscillations in the y-direction that any globally minimizing sequence will develop. Using a subtle argument, Kohn and Müller showed that the global minimization can be viewed as a straightforward competition between the term in Ω u 2 x dx, effectively a measure of "spread," and a version of surface energy derived from the terms Ω u 2 yy dx and Ω (u 2 y − 1) 2 dx, among functions u with |u y | = 1 almost everywhere (a.e.). The result is that the infimum of the energy scales in as though it were evaluated at the now well-known branched microstructure. See [14] for details.
However, u = 0 is not a local minimizer of the functional E KM on sufficiently large domains Ω, making E KM unsuitable for the study of austenite as a so-called metastable state, or for understanding the role played by well depth. This can be seen by an explicit calculation using the test function v constructed in Proposition 4.3 below. The idea is to exploit the local concavity of the Kohn-Müller potential W KM (s, t) = s 2 + (t 2 − 1) 2 with respect to the t variable at the point (s, 0) for each fixed s, as follows.
Indeed, with the parameters a and d proportional to the size of the support of v in the x-and y-directions, respectively, it can be shown that
for certain dimensionless constants C 1 and C 2 . Choosing a = ( then gives
Note that this choice of a and d is permissible provided L and 1 ; we henceforth assume that Ω satisfies these conditions. Finally, one observes that E KM (τv) − E KM (0) ≤ τ 2 (E KM (v) − E KM (0)) for real τ satisfying |τ | ≤ 1, leading to the conclusion that the functions τv(x, y) are arbitrarily close to u = 0 as τ → 0 and have lower energy as measured by E KM . See section 4.2 for details of the function v. Consequently, we introduce below the functionals E 1 (·; , δ), E 2 (·; , δ), and E 3 (·; , δ), each with a potential W (s, t) that is in particular convex in a neighborhood of (0, 0). Besides this feature, W enhances W KM by introducing a well depth; see below for details. The family of functionals F mentioned above consists of E 1 (·; , δ), E 2 (·; , δ), and E 3 (·; , δ) defined below in (1.1), (1.2) , and (1.3), respectively, as the parameters and δ vary. Definition 1.1. 
A(u) = Ω \ B(u).
In each case the functional takes the form
where W δ (s, t) = s 2 + δχ (−1,1) (t) and where S i (u) is a surface energy term. In particular, S 3 (u) will henceforth be written in the more conventional way
In the following we suppress the dependence of the E i on and δ for brevity. We study the behavior of each E i in the class A i of admissible maps defined below. First we define the subclass of W The new features of these models relative to the original Kohn-Müller functional are summarized here and discussed below:
(i) a variable well depth δ (see below for its definition); (ii) a convex potential in a neighborhood of (0, 0); (iii) the possibility of a cost, which may be zero, associated with the appearance of sets B(u) of positive measure in Ω, analogous to a lower bound on the cost of "nucleation" of martensite in austenite.
The term L 2 (A(u)) mimics the behavior of the term Ω (u 2 y −1) 2 dx appearing in the Kohn-Müller functional E KM in the following sense. In order for E i (u) to approach its infimum it is necessary that |u y | < 1 occur only on a set of small measure: "most" values of |u y | will be close to or larger than 1. Looking at E KM and referring to their argument, we see that most values of the gradient u y of the global minimizer in that case will be near ±1. The price we pay for replacing Ω (u 2 y − 1)
2 dx with a term proportional to L 2 (A(u)) is that large values of |u y | are not penalized as they would be in E KM . In fact, the nature of the global minimizer of E 1 in A 1 in a scaling sense can be deduced from the Kohn-Müller argument when δ is large enough, although we do not pursue this in the present work. When δ is in the range (0, C L −1 ) for an appropriate dimensionless constant C it happens that u = 0 is the global minimizer of E i in A i for i = 1, 2, 3. We remark that this behavior with respect to varying the well depth δ may be an artifact of the choice of the periodic boundary conditions. In any case, it will be necessary to know just how large δ needs to be before u = 0 ceases to be the global minimizer of E i in A i for i = 1, 2, 3.
The idea of introducing a well depth
comes from the Ball-James theory of martensitic phase transformations. See [3] , [4] for details. The theory asserts that the stored-energy potential should change in a certain way as the temperature changes; we synthesize this by varying δ, with δ = 0 corresponding to a high temperature stored-energy function and δ = 1, say, to a low temperature stored-energy function. The global minimizer in the case δ = 0 is u = 0 which, in the full three-dimensional models, would be referred to as austenite. See [3] , [4] for further details. We adopt the Ball-James approach by studying the static problem for each fixed well depth δ; in particular, we do not attempt to introduce dynamics. It is shown in section 3 that u = 0 is always a local minimizer of E i regardless of the size of δ; the only effect δ has on local minimality is through the size of the neighborhood N i , say, of u = 0 in A i on which u = 0 satisfies
See section 3, and in particular Theorem 3.1, for details. When the well depth is large enough we conjecture that it also appears in the scaling of the energy associated with the global minimizer; we do not pursue this in the present work. It is also natural to conjecture, and we thank an unnamed referee for doing so, that a suitably rescaled version of E 1 Γ-converges to the Kohn-Müller functional
Here, u yy is a Radon measure of finite mass, and all admissible functions u satisfy |u y | = 1 a.e. See [14, section 2] for details. Following the example of [8] , it could be that for an appropriate choice of the constant c the functionals
, defined in this case on those u ∈ H 1 (Ω) for which |u y | ≥ 1 a.e. and u yy is a radon measure as described above. We have so far been unable to prove this and similar conjectures.
Note that the potential
is convex in a neighborhood of (a, b) = (0, 0). This is sufficient to establish that u = 0 is an L 2 -local minimizer of E i in A i . It is not necessary, though, as examples of Taheri show [16, section 4] . In fact, the potential W δ can be bounded from below by a strongly convex potential in a neighborhood of zero by "borrowing" some surface energy and applying a suitable Poincaré inequality. For example, for any λ ∈ (0, 1), and in the case of E 2 ,
is strongly convex in a neighborhood of (0, 0). If we are allowed to vary the domain height, for example, by taking
then one can use the same procedure to bound the Kohn-Müller potential below by a potential that is strongly convex at (0, 0). The reason this works is that the Poincaré constant C Ω h , say, becomes large when h is small. See Taheri [16] for other interesting examples. When h = 1 the Poincaré constant is not large enough for this trick to work, from which it follows easily that u = 0 is not a local minimizer of E KM in A (provided is sufficiently small). We note that the idea of combining the strong convexity of W with higher order terms in order to guarantee local minimality has been studied in [16] and [2] . See also [1] . Although we do not use these arguments directly, they are, in view of the comments above, one of the main reasons that we can expect u = 0 to be a local minimizer of E i in A i for i = 1, 2, 3.
The results of section 3 are based on an apparently new inequality which relates all three terms appearing in E 1 and which, together with standard estimates, yields explicit functions r( , δ) and s( , δ) (given in (3.1) and (4.5), respectively) such that
provided u = 0. It is doubtful whether the scalings involved are optimal, for reasons explained in section 3. Nevertheless, it is still a stronger and more explicit result than L 2 -local minimality. The results for the functional E 1 are easily carried over to the functionals E 2 and E 3 .
In section 4 we discuss the effect of modifying the surface energy term. The reasoning set out in section 4 points out that any path that connects u = 0 with the global minimizer must, provided δ is large enough, pass through a state at which sets B(u) of positive measure first appear. This is the basis for a calculation which tests whether such states automatically cost a certain minimum amount of energy to introduce, analogous to a "nucleation cost." Restricting our attention to those admissible v that satisfy |v y | ≤ 1 a.e., Theorem 4.1 shows in particular that there is a constant C depending only on the parameters and L such that for each M > 0 and each fixed σ satisfying
for all sufficiently small L 1 (B(v)). Here, Π(v) is the projection of the set B(v) onto the x-axis. When δ is sufficiently large, it can be inferred from this result that there is a strictly positive "energy barrier" separating the state u = 0 from the global minimizer of E 1 in A 1 . Similar deductions can be made in the cases of E 2 and E 3 . See section 4 for the details. [17] for further details. The characteristic function of any set S is written χ S . All other notation is standard, with the possible exception that the value of the dimensionless positive constants C appearing in various inequalities may, where no confusion arises, change from line to line. Where it is necessary to distinguish between positive constants we shall use the convention that if C and c appear in the same calculation, then c < C. We will also employ the convention that roman letters x represent vectors in R 2 .
2. The effect of a variable well depth. When δ = 0 it is clear by inspection that u = 0 is a global minimizer of E i in A i for i = 1, 2, 3. Therefore the following definition makes sense.
Definition 2.1. For each i = 1, 2, 3,
Each δ i will be referred to as a critical well depth. The ordering
for all appropriate v, together with the fact that E 1 (0) = E 2 (0) = E 3 (0) for fixed and δ, implies the inclusions
and hence
It will be shown in this section that all the δ i scale alike with respect to and L in the sense that there are dimensionless constants c < C such that
provided is sufficiently small. To begin with, Proposition 2.5 below shows that there is a constant C depending only on L such that δ 1 ≥ C 2 . This follows relatively simply by using only the surface energy term in the functional E 1 , and it turns out to be a crude lower bound on δ 1 . A better (i.e., larger) lower bound is obtained in section 2.2, where it is shown that
The optimality (in terms of its scaling in and L) of this lower bound is proved by evaluating the energy of a particular element v of A 3 in section 2.3. The structure of v is given in section 2.3. It is not a branching microstructure, which is the global minimizer of the model studied by Kohn and Müller (corresponding to the case δ i ∼ 1 in the models studied in this paper).
The main result of this part of the paper is as follows. 
Moreover, for all δ the global minimizer U i of E i in A i exists, and when δ δi is large enough it satisfies L 2 (B(U i )) > 0. The proof of Theorem 2.2 rests on Propositions 2.6 and 2.8 in sections 2.2 and 2.3 below. The lower bound is proved with the help of an interpolation inequality; the upper bound corresponds to the statement concerning the optimality (in a scaling sense) of the lower bound. The proof of the existence of the global minimizer U i of E i in A i is a relatively straightforward application of the direct method of the calculus of variations. It is given in an appendix for the sake of completeness. The last assertion of Theorem 2.2 can be deduced from the comparison function constructed during the proof of Proposition 2.8.
2.1.
A simple lower bound on δ 1 . We recall that
where
The following lemma will be used to show that δ 1 is strictly positive; it will also play an important role in section 3.
,
.
Proof. We begin by remarking that the quantity on the right-hand side of (2.5) is finite under the assumptions of the lemma. Let B = B(u) for brevity. Clearly,
Then, since u y is absolutely continuous along almost all lines l x , we must have for almost all x that either
contradicting the periodic boundary conditions imposed along y = 0 and y = 1. In fact, this argument shows that L 1 (l x ∩ B) < 1 for almost all x. Now we proceed with the proof of inequality (2.5). Let x ∈ Π(u). The argument above shows that we may assume there is at least one open set Y 1 ⊂ l x ∩ B on which u y (x, ·) ≥ 1 and at least one other open set Y 2 ⊂ l x ∩ B on which u y ≤ −1. We may suppose that y 1 := sup Y 1 < inf Y 2 =: y 2 , so that the intervening set is [y 1 , y 2 ]. It is easy to check that the minimum of the scalar functional
The minimization calculation is of the "free endpoint" kind, so that it prescribes optimal values for the differences f (y
, with y * = y1+y2 2 . Since this calculation is elementary we omit the proof.
The result is
But since
we must have
Integrating over x ∈ Π(u) and applying Jensen's inequality gives
Dividing by L 2 (B) and rearranging yields inequality (2.5). Remark 1. The global minimizer v of the functional on the left-hand side of (2.5) is such that τ = . Though easy to construct, v can never belong to A 1 because it violates the boundary condition u = 0 at x = 0.
In the rest of the paper it will be useful to have a label for those elements u of
Proof. By Chebyshev's inequality, C 2 ≥ C 1 . Therefore we need only prove δ 1 ≥ C 2 2 . By Remark 1 above, C 2 = 16, but the infimum is not attained. Now
So if δ ≤ 16 2 , then u = 0 is a global minimizer of E 1 , and hence δ 1 ≥ 16 2 .
2.2.
A refined lower bound on δ 1 . In this section we show that there is a dimensionless constant c such that δ 1 ≥ c L for all . This improves (i.e., increases) the lower bound obtained in section 2.1. The reason for the improvement is essentially that the term Ω u 2 x dx is brought into play. We shall make use of the standard interpolation inequality
which holds for some C > 0, all ρ, all nonzero σ, and all f ∈ W 2,2 ([0, 1], R). (See, e.g., [12, section 7.12] .) Let u ∈ A 1 , fix x ∈ Π(u), and take ρ = 0, f (y) = u(x, y) in (2.8) above. Using the inequality
integrating over x ∈ Π(u), and using Fubini's theorem, we obtain
Minimizing the left-hand side of (2.9) over nonzero σ, we see that (2.10)
Note that the constant C is independent of the dimensions of the domain Ω. We also need the standard Poincaré inequality
which uses the boundary condition u = 0 along x = 0. The constant C is independent of the domain dimensions. Proof. Let u ∈ A 1 and set B = B(u). By definition of E 1 , and from inequalities (2.10) and (2.11), we have
we see that the right-hand side of (2.12) above has the form
The term in parentheses is minimized when t = c L for some constant c. From this it follows that any δ ≤ c L is such that u = 0 is a global minimizer of E 1 . Therefore
In some cases one can do better than Proposition 2.6. The following lemma shows that the lower bound on δ 1 obtained above is correct with constant c = 1, provided condition (2.13) below holds. This supplementary condition amounts to a strengthening of the boundary condition along y = 0 and y = 1; it is satisfied, for example, by all sufficiently smooth admissible functions having compact support in Ω.
Lemma 2.7.
Proof. First fix x ∈ Π(v) for which (2.13) holds. Then
where we have applied (2.13) and the boundary condition v(0, y) = 0 for 0 ≤ y ≤ 1 to pass from the fourth to the fifth line. Integrating both sides of inequality (2.14) over Π(v), dividing by L 1 (Π(v)), and inserting the resulting expression into the definition of E 1 (v) gives
from which the inequality δ 1 ≥ L follows easily. Inserting the integrated from of (2.14) into E 2 (v) gives
Remark 2. Any δ satisfying δ ≤ L forces (2.15) to hold. Therefore inequality (2.15) provides a shortcut to the proof that δ 2 ≥ L whenever (2.13) is true.
2.3.
A sharp upper bound on δ 3 . We show in this section that there is a constant C independent of Ω and such that δ 3 ≤ C L if is sufficiently small. The idea of the proof can be explained as follows. Let us suppose that for each > 0 there is an element v of A 3 with the properties that
The constants C 1 and C 2 should not depend on or L. Let δ < δ 3 . Then in particular
Using (2.16) and (2.17) above, 
] by reflection in the line y = 2h, namely,
It can be checked that 
See Figure 1 for a graphical indication of this function. It is straightforward to check that
Finally we use (2.20)-(2.24) to compute
2 ) −1 ∈ N and |c − 1| is minimized, and inserting into the above gives 3. Austenite as a local minimizer of E i . We saw earlier that u = 0 is a global minimizer of E i in A i , provided δ ≤ δ i . In this section we show that when δ > δ i the state u = 0 is a local minimizer of E i in A i under the conditions set out in Theorem 3.1 below. It suffices to prove the theorem for the functional E 1 in view of the ordering (2.1) and since E 1 (0) = E 2 (0) = E 3 (0). The result is then automatically true for the other E i .
Theorem 3.1. Let > 0 and δ > 0. There exists a constant C independent of and δ such that if the nonzero function v ∈ A 1 satisfies either
The same statement holds with E i and A i in place of E 1 and A 1 , respectively, for i = 2, 3. The proof has elements in common with [2, Theorem 2.2]. A key difference, however, is that here we take into account the size of the set B(u), where |u y | ≥ 1. According to the theorem, u = 0 is a strict local minimizer in the sense that the strict
is sufficiently small and nonzero, with bounds given explicitly in terms of the parameters , δ, and L. See section 4 for a stronger version of Theorem 3.1. It would be interesting to determine whether, in the terminology of Ball and colleagues [5] , [6] , u = 0 lies in an energy well of the E i with respect to either ||v|| 2 
then there is nothing to prove. There is also nothing to prove should L 2 (B) = 0, since in this case the assumption v = 0 implies (in view of the boundary conditions) that 
where L 2 (B) > 0. The claim will be that the two conditions (3.6) and (3.7) imply lower bounds on Ω v 2 dx and L 2 (B(u)), thereby proving the contrapositive of Theorem 3.1. The intuition behind the claim is explained in the course of the next few paragraphs, which should be regarded as a preparation for the proofs of Lemma 3.2 and Proposition 3.3. It is on these results that the proof of Theorem 3.1 ultimately rests.
Preparation for proof of Theorem 3.1.
Suppose v = 0 satisfies (3.6) and (3.7). Applying Lemma 2.3 to (3.6), and bearing in mind that L 2 (B) > 0, we see that
Note that this automatically implies δ ≥ 16 2 , which is not a restriction since we already know from Proposition 2.5 that u = 0 is a global minimizer of E 1 in A 1 when δ < 16 2 . Rearranging (3.8) gives
where, as usual, B = B(v) for short. The upper bound is merely a slight improvement on the trivial inequality t ≤ 1; the lower bound is new information on the set B(v) and is a direct consequence of the assumption (3.6). Inequality (3.9) can be interpreted by supposing for the sake of argument that it applies to some rectangle B whose sides are parallel to the coordinate axes. Its "height" would then be bounded below by a fixed constant. For more general sets B, condition (3.9) should be interpreted in an average sense, viz.
The following lemma establishes inequalities (3.11) and (3.13) that will be needed in this and subsequent sections of the paper. Part (b) involves all the terms appearing in the energy E 1 (v) and the L 2 norm of v; it should be regarded as the backbone of Theorem 3.1. Inequality (3.11) is used in section 4.2. 
(b) Let M > 0 and define
Then there is a constant C > 0 independent of v and the dimensions of Ω such that
Proof. By applying standard results from the theory of Sobolev functions, we may assume without loss of generality that x → v 2 (x, y) is weakly differentiable, and hence that
on using the boundary condition v(0, y) = 0. The left-hand side of this inequality is trivially bounded above by (3.14)
for all nonzero σ; the dependence on σ will be minimized out later. The inequality
valid for 0 ≤ x ≤ L and 0 ≤ y ≤ 1, can now be adapted to prove statements (a) and (b) as follows. Proof of (a). We begin by integrating (3.15) over Π. Now
The term involving v 2 x in (3.14) can be estimated in the same way. It follows that
and hence, in view of (3.15), that
Here, we have taken
in the right-hand side of inequality (3.16). Part (a) now follows by rearranging (3.17) .
Proof of (b). Let x ∈ Π M (v) and 0 ≤ y ≤ 1. By (3.3) we have
Integrating both sides of this expression over Π M (v) and applying Jensen's inequality to the right-hand side yields
The expression on the right is almost the desired lower bound; a factor of L 1 (Π M (v)) is missing from the denominator. But we know from (3.15) that (3.19)
and therefore by analogy with the argument leading to (3.16) we have
Putting this together with (3.18) and (3.19), and choosing σ as in part (a), gives
concluding the proof.
We continue to suppose that v ∈ A + 1 satisfies (3.6) and (3.7). By applying the definition of Π M (v),
from which it follows by integrating and then applying (3.7) that
We are free to choose M = 2δ −2 , thereby ensuring 
7). Then there is a constant C independent of v and the dimensions of Ω such that
Furthermore, provided δ δ1 is sufficiently large,
Proof. Applying Lemma 3.2 to v with the choice of M made above, and by using inequalities (3.7) and (3.9), we see that
This inequality is (3.22). The constant C changes from line to line but it remains independent of , δ, and L. For brevity we denote the right-hand side of this inequality by f . Next, we use the simple interpolation inequality (2.10) together with (3.7) to get
Hence,
where g = C δ − 1 2 . Finally, (2.11) and (3.7) together imply
which in terms of p and q can be written
The aim is to determine the (p, q) region which is compatible with these inequalities. This can be done by looking at Figure 2 . Note that the line with equation p = CLδ It is immediate that solving pq = f and p = gq yields the smallest possible value p min of p consistent with (3.6) and (3.7). The result is
giving the lower bound on ||v|| L 2 (Ω) stated in (3.23). Similarly, the smallest value q min of q consistent with (3.6) and (3.7) is found by solving for q in pq = f and p = CLδ 1 2 q. The result is giving the claimed lower bound on L 2 (B). This concludes the proof of Proposition 3.3.
We now draw the preceding results together. Proof of Theorem 3.1. We prove the contrapositive under the assumption v = 0. Suppose E 1 (v) ≤ E 1 (0). Then in particular both is small enough. Under these circumstances the region compatible with all three inequalities (3.25), (3.26), and (3.27) becomes empty and the starting point for these calculations, namely, the inequality E 1 (v) ≤ E 1 (0), is contradicted. But this makes sense since for small δ δ1 it is the case that E 1 (v) > E 1 (0) for all nonzero v.
Remark 5. If the lower bounds on ||v|| L 2 (Ω) and L 2 (B) were optimal in a scaling sense, then as δ → δ 1 we might expect r( , δ) → ∞ and s( , δ) → L 2 (Ω). In other words, the constraints on ||v|| 2 and L 2 (B(v)) should become redundant as δ approaches δ 1 , since when δ ∼ δ 1 the state u = 0 is the unique global minimizer and the desired inequality E 1 (v) ≥ E 1 (0) should hold for any admissible v. But it is easily checked that
Ω). Thus r( , δ)
and s( , δ) would appear to be smaller than they could be, i.e., suboptimal. Said differently, the inequalities (3.1) and (4.5) are likely to be sufficient but not necessary conditions for the inequality E 1 (v) ≥ E 1 (0).
4.
The effect of modifying the surface energy term. Let us assume that δ δ1 is large enough to ensure that u = 0 is not the global minimizer of E i for i = 1, 2, 3. Theorem 2.2 assures us that this is possible, and that in this case the global minimizer u 1 satisfies L 2 (B(u 1 )) > 0. Thus in the energy landscape {E 1 (v; δ) : v ∈ A 1 }, for example, the points u = 0 and u = u 1 are local, respectively, global, minimizers which may be separated by a so-called energy barrier. A natural way to measure such an energy barrier is to calculate E, where
Here, a path (u (·; t) 
is continuous as a function of t in a right-neighborhood of each t 0 such that L 2 (B(u(·, t 0 ))) = 0. Clearly, other interpretations are possible. Ours is motivated by the simple observation that in any "physically reasonable" path (u(·; t)) 0≤t≤1 in A 1 connecting
Property (iv) ensures that this cannot happen. The restriction |u y (·; t)| ≤ 1 a.e. in Ω is analytically convenient. Section 4 of this paper focuses on deciding whether or not the quantity E is strictly positive. The question is addressed by examining the behavior of M in (4.17) is independent of |Π| as |Π| → 0. Since we have already observed that passing from the austenite state u = 0 to the global minimizer u = u 1 necessarily involves changing Π from a null set to a nonnull set, and taking into account our definition of path joining u = 0 to u = u 1 , it follows that E must be strictly positive.
where Π(v) is the projection of B(v) onto the x-axis, and |Π
We recall that the inequalities
hold for all suitable v. In particular, they imply that parts (a) and (b) also hold for the functionals E 3 and E 2 .
4.1.
A lower bound on the growth of E 1 (v) − E 1 (0). Let v ∈ A 1 , and as before let
The following estimate will be needed in the course of Theorem 4.1. The proof is elementary and only the main steps are indicated. 
It is straightforward to show that Now, by Lemma 3.2,
Since Π ⊃ S, it follows from Proposition 4.2 above that
For later use we recall that
Using the definition of Λ(α j ) given above, together with the condition β j ≥ c, yields
is the average length of the intervals α j contained in l x and satisfying the hypotheses above. By writing 
where f (s) = 
Also, since
where g(t) = t 2 is convex in t, it follows that (4.8)
and note that the integrand on the right-hand side of (4.9) is pointwise bounded below
Since f and g above are strictly convex, inequalities (4.7) and (4. 
becomes an equality if and only if
, which when equality holds in (4.7) and (4.8) further implies
Proof of part (a). From (4.10) and (4.12), 
with c independent of diam supp v. Statement (a) of the theorem is now immediate. Proof of part (b). The argument proceeds in two steps.
Step 1. We will obtain a lower bound on ρ 1 2 using (4.12), (4.6) and the estimate (4.3) above as follows. We may assume v is such that Λ(α j ) = Λ(x), j = 1, . . . , N(x), and |γ j | = |γ|, j = 1, . . . , N(x), for some Λ(x) and |γ|, thereby ensuring that F (v) is minimized and that consequently (4.12) holds. From (4.3), and with the shorthand
where we have used (4.12) to obtain the last line above. Again using
2 (c k)
Substituting this into (4.6) yields
. Applying Jensen's inequality to the right-hand side further implies
The aim now is to replace the ||v|| 2 term in this last expression by a term involving only |Π|, ρ, and W . Now, by definition,
The assumptions on v ensure that Π v 2 dx ≤ C 1 S v 2 dx for some constant C 1 , where S is the set defined in (3.2) , and that the estimate (4.3) holds with approximate equality, that is,
for some constant C 2 depending only on the domain parameters. The trivial bound Λ(x)(λ(x) + 1 2 |γ|) ≤ 1 therefore gives
In particular, (4.14) ||v||
where C = C 1 C 2 . Substituting this into (4.13) yields
The assumptions on v imply that |l
Inserting this into (4.15) and rearranging gives
Finally,
In
Step 2 below we compare the behaviors of (ρ|Π|) To finish the proof of the claim it suffices to note that, since σ > 1 2 , the left-hand side converges to zero as |Π| → 0, while the right-hand side is bounded below independently of |Π|.
In order to conclude the proof of statement (b) of Theorem 4.1 we apply the above claim to (4.16) as follows. Let M > 0 and fix σ ∈ ( Hence, Definev η = ψ η * v and note that since 0 ≤ ψ ≤ 1, it follows that |v η,y | ≤ 1 a.e. in R 2 . Moreover, L 2 (B(v η )) → L 2 (B(v)) as η → 0. One can now smoothly truncatev η to ensure both that the result has compact support in Ω and that the set B(v η ) remains unchanged. The last statement of the proposition now follows by calculations similar to those given above and by letting η → 0.
Remark 6. We remark that the proof of Proposition 4.3 above also shows that 
