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ON THE DIMENSION OF DIVERGENCE SETS OF SCHRO¨DINGER
EQUATION WITH COMPLEX TIME
JIYE YUAN, TENGFEI ZHAO, AND JIQIANG ZHENG
Abstract. This article studies the pointwise convergence for the fractional Schro¨dinger
operator Pta,γ with complex time in one spatial dimension. Through establishing L
2-
maximal estimates for initial datum in Hs(R), we see that the solution converges to the
initial data almost everywhere with s > 1
4
a(1 − 1
γ
)+ when 0 < a < 1 and s >
1
2
(1 − 1
γ
)+
when a = 1. By constructing counterexamples, we show that this result is almost sharp
up to the endpoint. These results extends the results of P. Sjo¨lin, F. Soria and A. Baily.
Second, we study the Hausdorff dimension of the set of the divergent points, by show-
ing some L1-maximal estimates with respect to general Borel measure. Our results reflect
the interaction between dispersion effect and dissipation effect, arising from the fractional
Schro¨dinger type operator Pta,γ with the complex time.
Key Words: Ginzburg–Landau equation; maximal inequality estimate; point-
wise convergence; Hausdorff dimension.
AMS Classification: 42B25, 35Q56, 47A63.
1. Introduction
In this article, we are going to study pointwise convergence of the fractional Schro¨dinger
operator with complex time in one spatial dimension as follows
Pta,γ f (x) = e
ig(t)(−∆) a2 f (x) =
∫
R
fˆ (ξ)eit|ξ|
a−tγ |ξ|aeixξ dξ, (1.1)
where t > 0, γ > 0, g(t) = t + itγ, and a > 0. The operator Pta,γ generates several classical
equations, for example,
(1) If g(t) = it, (1.1) is the solution to the linear fractional dissipative equation (see
[9, 12]) 
∂tu + (−∆) a2 u = 0, (t, x) ∈ [0,∞) × R
u(x, 0) = f (x), x ∈ R. (1.2)
(2) If g(t) = t and a = 2, (1.1) is the solution to the basic and universal form of the
Schro¨dinger equation1,
i∂tu − ∆u = 0, (t, x) ∈ R × R
u(x, 0) = f (x), x ∈ R. (1.3)
(3) If g(t) = eiθt and a = 2, (1.1) is the solution to the linear complex Ginzburg–
Landau equation
∂tu − eiθ∆u = 0, (t, x) ∈ [0,∞) × R
u(x, 0) = f (x), x ∈ R, (1.4)
where θ ∈ [− π
2
, π
2
], see [5] for example.
1This corresponds to the case of γ = ∞ when we consider t ∈ [0, 1).
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For the equation (1.2), Miao-Yuan-Zhang [9] obtained pointwise estimates of the kernel
function P(x, t, a) of the semigroup e−t(−∆)
a
2 ,
|P(x, t, a)| ≤ C t
(t
2
a + |x|2) 1+a2
. (1.5)
From this estimate, one can find that |e−t(−∆)
a
2 f (x)| ≤ CM( f )(x), where M is the Hardy-
Littlewood maximal operator. By the boundedness ofM, for f ∈ Lp(R) with 1 ≤ p < ∞,
we have
e−t(−∆)
a
2
f (x) → f (x), for a.e. x ∈ R,
as the time t tends to 0+.
For the equation (1.3), Carleson [4] put forward a question about the range of exponent
σ for the Sobolev space Hσ(Rn) such that for f ∈ Hσ(Rn), there is
eit∆ f (x)→ f (x) a. e. x ∈ Rn,
as the time t tends to 0. He proved the almost everywhere convergence for the exponent
σ ≥ 1
4
in dimension 1, which is sharp by the counterexamples given by Dahlberg and
Kenig[6]. Barcelo, Bennet, Carbery and Rogers [2] refined these results by showing the
divergent set such that, for 1
4
≤ σ ≤ 1
2
,
dim
{
x ∈ R : eit∆ f (x)9 f (x), as t → 0} ≤ 1 − 2σ,
where dim U is the Hausdorff dimension of a set U ⊂ R.
This paper is devoted to the study of the pointwise convergence and the Hausdorff di-
mension of divergent set of the operator Pta,γ. For the sake of simplicity, we only recall
some related results in one spatial dimension. For the case g(t) = t, Sjo¨lin[14] proved that
the almost everywhere convergence holds for the operator eit(−∆)
a
2 if and only if σ ≥ 1
4
when a > 1. In [19, 20], Walther considered the fractional Schro¨dinger operator eit(−∆)
a
2 of
a concave phase case, that is, a ∈ (0, 1), and proved almost sharp L2 maximal estimates(up
to the endpoint) for functions in H s(R) if s > a
4
. We also refer to Rogers and Villarroya
[13] for the half wave operator eit
√
−∆, where they showed the L2 maximal estimates for
s > 1
2
. For the operator Pta,γ, Sjo¨lin in [15] and in [16] together with Soria studied the
classical Schro¨dinger operator with a complex parameter(a = 2 and γ ∈ (0,∞)). Later,
using the Kolmogrov-Selierstov-Plessner method, Bailey[1] improved their results to the
case a > 1.
We first consider positive parts question in the case 0 < a ≤ 1. Let s+ = max{0, s} for
s ∈ R and define the maximal operator P∗a,γ by
P∗a,γ f (x) = sup
0<t<1
∣∣∣Pta,γ f (x)∣∣∣.
The following is established:
Theorem 1.1. (i) Local estimate : For a ∈ (0, 1) and γ ∈ (0,∞), we have∥∥∥P∗a,γ f (x)∥∥∥L2(B(0,1)) . ‖ f ‖H s(R), (1.6)
for f ∈ H s(R) and s > 1
4
a(1 − 1
γ
)+. While for a = 1 and γ ∈ (0,∞), (1.6) holds for
s > 1
2
(1 − 1
γ
)+.
(ii) Global estimate : For a ∈ (0, 1) and γ ∈ (1,∞), we have∥∥∥P∗a,γ f (x)∥∥∥L2(R) . ‖ f ‖H s (R), (1.7)
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for f ∈ H s(R) and s > 1
4
a(1 − 1
γ
). While for a = 1 and γ ∈ (1,∞), (1.7) holds for
s > 1
2
(1 − 1
γ
).
(iii) Lp estimate : For a ∈ (0, 1] and γ ∈ (0, 1], the maximal estimate holds in Lp(R)
for 1 < p ≤ ∞, that is,∥∥∥P∗a,γ f (x)∥∥∥Lp(R) . ‖ f ‖Lp (R), for f ∈ Lp(R). (1.8)
For p = 1, we have
∣∣∣{x ∈ R : |P∗a,γ f (x)| > λ}∣∣∣ < C ‖ f ‖L1λ , (1.9)
for f ∈ L1(R), λ > 0.
Remark 1.1. (1) Theorem 1.1 extends the results of [1, 15, 16] to the case that 0 < a ≤ 1.
(2) For γ ∈ (0, 1], we note from Remark 2.2 below that the dissipative part plays a
leading role, then we can obtain the boundedness of the operator Pta,γ, in accord with the
operator e−t(−∆)
a
2 for any s > 0, see the detail in Remark 2.2.
(3) For γ > 1, if we just consider the dispersive effect for the operator eit(−∆)
a
2 , we can get
(1.7)with s > a
4
for a < 1, see Remark 2.2 below for more detail. Furthermore, we consider
the dissipative effect for the operator Pta,γ, we can improve this result to s >
a
4
(
1 − 1
γ
)
for
a < 1 as in Theorem 1.1.
(4) From Theorem 1.1 and the result in [1, 15, 16], we know that the index of regularity
s is not continuous with respect to a at the point a = 1 due to the finite speed propaga-
tion for the wave equation, see Fig.1 below. This phenomenon corresponds to fractional
Schro¨dinger operator eit(−∆)
a
2 and half wave operator eit
√
−∆ as in [13, 14].
a
s
Fig 1. γ > 1
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The proof of Theorem1.1 (i,ii) is based on some oscillatory estimates and the Littlewood-
Paley decomposition(see Section 2), which shows the interaction between the dispersive
effect and the dissipative effect for the operator Pta,γ. Theorem1.1 (iii) is proved by showing
P∗
a,1
and the fractional dissipation e−t(−∆)
a
2 is bounded by the Hardy-Littlewood maximal
functions. As a direct consequence, through a standard argument, we obtain the almost
everywhere convergence results:
Corollary 1.2. Let 0 < a ≤ 1. For f ∈ Lp(R) with 1 ≤ p < ∞ if γ ∈ (0, 1], and f ∈ H s(R)
if γ ∈ (1,∞), s > 1
4
a(1 − 1
γ
) with 0 < a < 1, and s > 1
2
(1 − 1
γ
) with a = 1, then
lim
t→0+
Pta,γ f (x) = f (x) (1.10)
holds almost everywhere.
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By employing the theorems of Nikishin[11], we construct a counterexample to obtain
a necessary condition for the pointwise convergence of the operator Pta,γ, which indicates
that Corollary 1.2 is sharp up to the endpoint.
Theorem 1.3. For 0 < a < 1, if γ > 1, and s < 1
4
a(1 − 1
γ
), and for a = 1, if γ > 1 and
s < 1
2
(1 − 1
γ
), then the almost everywhere convergence (1.10) fails.
Next, we consider the maximal estimate for the operator Pta,γ in the cases of general
Borel measures, in order to estimate the Hausdorff dimension of the divergent set. Let µ
be a Borel measure on R. The support of a measure µ is the smallest closed set F such that
µ(R\F) = 0, which is denoted by spt µ. Let X ⊂ R, then we denoteM(X) by the set of all
Borel measures µ on R with 0 < µ(X) < ∞ and with compact spt µ ⊂ X. And for s > 0,
the s-energy of a Borel measure µ is denoted by Is(µ)(see [8]), that is
Is(µ) =
"
R×R
|x − y|−s dµ(x) dµ(y).
With these notations, we will prove the following results:
Theorem 1.4. Let a ∈ (0,∞), γ ∈ (0,∞), and µ ∈M(B(0, 1)). For f ∈ H s(R), we have
(i) For a > 0 and a , 1, if γ ∈ (0, 1] and s ∈ (0, 1
2
) or γ > 1 and s ∈ [ 1
4
, 1
2
), then∫
sup
0<t<1
|Pta,γ f (x)| dµ . I1−2s(µ)
1
2 ‖ f ‖H s (R), (1.11)
provided that I1−2s(µ) < ∞.
(ii) For 0 < a < 1, if γ > 1 and s ∈ ( 1
4
a(1 − 1
γ
), 1
4
), we have∫
sup
0<t<1
|Pta,γ f (x)| dµ . Iσ(µ)
1
2 ‖ f ‖H s(R), (1.12)
provided that Iσ(µ) < ∞ with σ = 1 − 2s + a(4s−1)(γ−1)2[(a−1)γ−a] .
(iii) For a > 1, if γ ∈ (1, a
a−1 ) and s ∈ ( 14a(1 − 1γ ), 14 ), then there holds (1.12).
(iv) For a = 1, if γ > 0 and s ∈ ( 1
2
(1− 1
γ
)+,
1
2
), let ̺(γ, s) = max{1−2s, γ(1−2s)}, then∫
sup
0<t<1
|Pta,γ f (x)| dµ . I̺(γ,s)(µ)
1
2 ‖ f ‖H s (R), (1.13)
provided that I̺(γ,s)(µ) < ∞.
Remark 1.2. Especially, let µ = χB(0,1)L, where χB(0,1) is the characteristic function on
B(0, 1) and L is the Lebesgue measure on R, then we can establish the L1 local maximal
estimate for the operator Pta,γ in the Lebesgue measure by Theorem 1.4, from which we can
also obtain the pointwise convergence result Corollary 1.2.
As an application of Theorem 1.4, we have the following estimate on the Hausdorff
dimension of the divergent set of the operator Pta,γ, in viewing of the relation between the
energy of a Borel measure and the Hausdorff dimension of a set, see Lemma 5.1 below.
Theorem 1.5. Let a ∈ (0,∞) and γ ∈ (0,∞). We have following estimates:
(i) For a > 0 and a , 1, if γ ∈ (0, 1] and s ∈ (0, 1
2
] or γ > 1 and s ∈ [ 1
4
, 1
2
], then
dim
{
x ∈ R : lim
t→0+
Pta,γ f (x) , f (x)
} ≤ 1 − 2s, (1.14)
for any f ∈ H s(R).
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(ii) For 0 < a < 1, if γ > 1 and s ∈ ( 1
4
a(1 − 1
γ
), 1
4
), then
dim
{
x ∈ R : lim
t→0+
Pta,γ f (x) , f (x)
} ≤ σ, (1.15)
for any f ∈ H s(R) with σ = 1 − 2s + a(4s−1)(γ−1)
2[(a−1)γ−a] .
(iii) For a > 1, if γ ∈ (1, a
a−1 ) and s ∈ ( 14a(1 − 1γ ), 14 ), then (1.15) holds.
(iv) For a = 1, if γ > 0 and s ∈ ( 1
2
(1− 1
γ
)+,
1
2
], let ̺(γ, s) = max{1−2s, γ(1−2s)}, then
dim
{
x ∈ R : lim
t→0+
Pta,γ f (x) , f (x)
} ≤ ̺(γ, s), (1.16)
for any f ∈ H s(R).
Remark 1.3. In the general Borel measure setting, the authors of [2] and [8] considered
the Hausdorff dimension of the divergent set associated with the operator eit(−∆)
a
2 for a > 1.
We first consider this problem for the operator Pta,γ for a > 0 with complex time, which is
associated with the linear complex Ginzburg-Landau equation (1.4) for γ = 1, a = 2 and
θ = π
4
.
This paper is organized as follows. In the section 2, we will give the main oscillatory
estimates associated with the operator Pta,γ, which plays an important role in the proof
of Theorem 1.1 and the Hausdorff dimension of the divergent set. Section 3 is aimed at
proving Theorem 1.1 and discusses the almost everywhere convergence of the solution to
the Schro¨dinger equation. Section 4 is devoted to the proof of Theorem 1.3. In the section
5, we will study the Hausdorff dimension of the set of the divergent points.
1.1. Notations. Finally, we conclude the introduction by giving some notations which
will be used throughout this paper. If A and B are two positive quantities, we write A . B
when there exists a constantC > 0 such that A ≤ CB, where the constant will be clear from
the context. We use S(R) denote the Schwartz class of functions on the Euclidean space R.
For σ > 0, Hσ(R) denotes the Sobolev space
{
f ∈ L2(R) :
∫
R
(1 + |ξ|2|)σ| fˆ (ξ)|2 dξ < ∞
}
.
For s ≥ 0 and a Borel set U ⊂ R, the HausdorffmeasuresH s of U can be defined as
H s(U) = lim
δ→0
H sδ (U),
where, for 0 < δ ≤ ∞,
H sδ (U) = inf
{∑
j
d(E j)
s : U ⊂
⋃
j
E j, d(E j) < δ
}
.
And the Hausdorff dimension of a Borel set U ⊂ R is equivalently defined by
dim U = inf
{
s : H s(U) = 0} = sup {s : H s(U) = ∞}.
For X ⊂ R, we denote |X| or m(X) to be the Lebesgue measure of set X.
2. Preliminaries
In this section, we give some oscillatory estimates for latter use. First, we will utilize
the stationary phase analysis and Fourier localization method to obtain the Carleson type
estimates for a ∈ (0, 1]. We also show a Poisson kernel type estimate associated with the
operator e−(1+i)t(−∆)
a
2 .
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2.1. Elementary oscillation estimates. In the case a ∈ (0, 1], we will show the following
corresponding estimates:
Lemma 2.1. For γ ∈ (0,∞), suppose a ∈ (0, 1) with 1
2
a
(
1 − 1
γ
)
+
< α < 1, and a = 1 with
(1 − 1
γ
)+ < α < 1. Let µ ∈ S(R), compactly supported, positive, even and real-valued.
Suppose χ is a compactly supported function and χ(ξ) = 1 for |ξ| ≤ 1.
Then,
(i) Global estimate : If a ∈ (0, 1], then there exists a function K(x) ∈ L1(R) such that
for ∀t1, t2 ∈ (0, 1) and x ∈ R and N ∈ 2N, we have∣∣∣∣∣
∫
R
ei(t1−t2)|ξ|
a
e−ixξe−(t
γ
1
+t
γ
2
)|ξ|a(1 + ξ2)−
α
2 (1 − χ(ξ))µ( ξ
N
)
dξ
∣∣∣∣∣ ≤ CK(x). (2.1)
(ii) Local estimate : If a ∈ (0, 1), then for x ∈ B(0, 1), we can take K(x) as
K(x) =

|x|α−1 if γ ∈ (0, 1),
|x|α−1 + |x|−σ if γ > 1, (2.2)
where
σ =
1
a − 1
(
α +
1
2
(a − 2) + a(α −
1
2
)
(a − 1)γ − a
)
. (2.3)
While for a = 1 and x ∈ B(0, 1), we can take K(x) ∈ L1(B(0, 1)) as
K(x) = |x|α−1 + |x|γ(α−1). (2.4)
Remark 2.1. This lemma extends the results of Bailey [1] to the case that a ≤ 1. Here, we
focus on the high frequency part, since the maximal estimates of low frequency are quite
easy.
(1) For the proof of the global estimate (2.1), we will utilize the Fourier localization
methods since the critical point depends on the frequency.
(2)We can observe that the estimate (2.1) holds for a > 1 and x ∈ B(0, 1) by choosing
K(x) =

|x|α−1 if γ ∈ (0, 1), or γ ∈ (1,∞) and α ∈ [ 1
2
, 1),
|x|−σ if γ ∈ (1, a
a−1 ) and α ∈ ( 12a(1 − γ), 12 ),
(2.5)
where σ is as in (2.3). This fact can be deduced from Lemma 2.1 [1].
(3) The local estimates (2.2) and (2.5) will play an important role in the proof of the
maximal estimate for the operator Pta,γ in the general Borel measure µ ∈ M(B(0, 1)).
In order to prove Lemma 2.1, we first recall the Van der corput Lemma.
Lemma 2.2 (Van der corput lemma, [18]). Suppose φ is real-valued and smooth in (a, b),
ψ is complex-valued and smooth, and that |φ(k)(x)| ≥ 1 for all x ∈ (a, b). Then∣∣∣∣
∫ b
a
eiλφ(x)ψ(x) dx
∣∣∣∣ ≤ ckλ− 1k [|ψ(b)| +
∫ b
a
|ψ′(x)| dx
]
(2.6)
holds when
(1) k ≥ 2 or
(2) k = 1 and φ′(x) is monotonic.
The bound ck is independent of φ and λ.
Next, we prove the Poisson-type kernel estimates, which reflects that the dissipative part
of the operator paly an leading role, when γ ∈ (0, 1]. The case γ = 1. is associated with the
complex Ginzburg–Landau equation (1.4). Let L(x, t, a) be the convolution kernel of the
operator e−(1+i)t(−∆)
a
2 .
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Lemma 2.3 (Poisson-type kernel estimates). For a > 0, then we have for x ∈ R and t > 0
|L(x, t, a)| . t
(t
2
a + |x|2) 1+a2
. (2.7)
Proof. By scaling, we have L(x, t, a) = L(xt−
1
a , 1, a)t−
1
a . It is sufficient to prove∣∣∣∣
∫
R
e−(1+i)|ξ|
a
eixξdξ
∣∣∣∣ ≤ Cmin{1, |x|−1−a}. (2.8)
Since the finiteness is trivial, we just consider the case |x| ≫ 1. By integration by parts, we
have ∫
R
e−(1+i)|ξ|
a
eixξdξ = − a|x|
∫
R
e−(1+i)|ξ|
a
eixξ |ξ|a−2ξdξ
.
1
|x|
∫
|ξ|≤1/|x|
|ξ|a−1dξ + 1|x|
∣∣∣∣
∫
|ξ|≥1/|x|
e−(1+i)|ξ|
a
eixξ |ξ|a−2ξdξ
∣∣∣∣
:= C|x|−1−a + |x|−1Σ.
By changing of variables, we have
Σ .|x|−a
∣∣∣∣
∫ ∞
1
h(η)eiφ(η)dη
∣∣∣∣ + |x|−a
∣∣∣∣
∫ −1
∞
h(η)eiφ(η)dη
∣∣∣∣,
where h(η) = e−|x|
−aη and φ(η) = η
1
a − |x|−aη. By symmetry, it suffices to prove∣∣∣∣
∫ ∞
1
h(η)eiφ(η)dη
∣∣∣∣ ≤ C, for |x| ≫ 1, (2.9)
which is a direct consequence of the basic inequalities
|∂ξ(e−ǫ|ξ|a)| . 1|ξ| , |∂2ξ
(
e−ǫ|ξ|
a)| . 1|ξ|2 , for each ξ , 0 and ǫ > 0, (2.10)
and integration by parts.

Remark 2.2. As a direct consequence of the estimate (2.7), we have for x ∈ R and t > 0,
|e−t(1+i)(−∆)
a
2
f | . (M f )(x). (2.11)
On the other hand, by simple modifications of above arguments, for a > 0, as stated in the
introduction, we have the following estimates2 for P(x, t, a) and P˜(x, t, a), which are the
kernels of the fraction dissipation operators e−t(−∆)
a
2 and t(−∆) a2 e−t(−∆)
a
2 ,
|P(x, t, a)| + |P˜(x, t, a)| . t
(t
2
a + |x|2) 1+a2
, (2.12)
which implies, for t > 0 and x ∈ R,
|e−t(−∆)
a
2
f (x)| + |t(−∆) a2 e−t(−∆)
a
2
f (x)| . (M f )(x). (2.13)
Therefore, if h(t) ≤ g(t), we have∥∥∥∥ sup
0<t<1
|ei(t+ig(t))(−∆)
a
2
f |
∥∥∥∥
L2(R)
.
∥∥∥∥ sup
0<t<1
|ei(t+ih(t))(−∆)
a
2
f |
∥∥∥∥
L2(R)
, (2.14)
which extends the results of Lemma 1.4 in [1]. Especially, one has∥∥∥∥ sup
0<t<1
|ei(t+itγ)(−∆)
a
2
f |
∥∥∥∥
L2(R)
.
∥∥∥∥ sup
0<t<1
|eit(−∆)
a
2
f |
∥∥∥∥
L2(R)
. (2.15)
2 This is a well-known result, see [3, 9] for example.
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2.2. Proof of the global estimates in Lemma 2.1. Without loss of generality, we can
assume that t2 < t1. Let
t = t1 − t2, ǫ = tγ1 + tγ2 .
(2.1) is reduced to show that there exists K(x) ∈ L1(R) such that∣∣∣∣
∫
R
eit|ξ|
a
e−ixξe−ǫ|ξ|
a
(1 + ξ2)−
α
2 (1 − χ(ξ))µ( ξ
N
)
dξ
∣∣∣∣ ≤ CK(x). (2.16)
To do this, we introduce the dyadic partition of unity[10]
χ(ξ) +
∑
M≥1
η
( ξ
M
)
= 1, (2.17)
where M denotes the dyadic integer, η(ξ) is a smooth function and such that supp η(ξ) ⊂{
ξ ∈ R : 1 ≤ |ξ| ≤ 4}, η(R) ⊂ [0, 1], and supp χ(ξ) ⊂ [ − 2, 2], χ(ξ) = 1 on [ − 1, 1].
Applying the dyadic partition of unity to (2.16), we estimate
LHS of (2.16) ≤
∑
M≥1
|ΛM |,
with
ΛM(x) =
∫
eit|ξ|
a
e−ixξgM(ξ)dξ,
and
gM(ξ) = e
−ǫ|ξ|a(1 + |ξ|2)− α2 η( ξ
M
)
µ
( ξ
N
)
.
Thus, we further reduce (2.16) to show that for α > a
2
(
1 − 1
γ
)
+
,∑
M≥1
‖ΛM‖L1(R) ≤ C < +∞, (2.18)
uniformly for t, ǫ ∈ (0, 2).
2.2.1. Estimation for ΛM with 0 < a < 1. Recall
ΛM =
∫
eit|ξ|
a
e−ixξe−ǫ|ξ|
a
(1 + |ξ|2)− α2 η( ξ
M
)
µ
( ξ
N
)
dξ
,M
∫
eiΦa(ξ,Mx,M
a t)e−ǫM
a |ξ|a(1 + |Mξ|2)− α2 η(ξ)µ(Mξ
N
)
dξ
with Φa(ξ, x, t) = t|ξ|a − xξ. A simple computation shows that
∂ξΦa(ξ,Mx,M
at) = atMa|ξ|a−2ξ − Mx.
We divide the two cases to estimate ΛM .
Case 1: |x| ≥ 22−aMa−1t. In this region, we have
|∂ξΦa(ξ,Mx,Mat)| > |Mx|
2
,
and ∣∣∣∣
(
1
iΦ′a
(
(1+|Mξ|2)− α2 ηe−ǫ|ξ|a
iΦ′a
)′)′∣∣∣∣ . M−α |Mx|−2.
Hence, using integration by parts twice, we get
|ΛM | . M1−α |Mx|−2.
On the other hand, it is easy to see that
|ΛM | ≤ M
∫
(1 + |Mξ|2)− α2 η(ξ)dξ ≤ CM1−α.
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Hence
‖ΛM‖L1(|x|≥22−aMa−1 t) ≤CM1−α‖(1 + |Mx|)−2‖L1(R) ≤ CM−α. (2.19)
Case 2: |x| ≤ 22−aMa−1t. In this region, for ξ ∈ [ 1
2
, 2], we have
|∂2ξΦa(ξ,Mx,Mat)| = at(1 − a)Ma|ξ|a−2 ≥ cM|x|.
Hence, we obtain by Lemma 2.2
|ΛM | .M|Mx|− 12
(
M−α|e−Maǫ2a | +
∫ ∣∣∣((1 + |Mξ|2)− α2 ηe−Maǫ|ξ|a)′∣∣∣ dξ
)
.
This together with the elementary inequality
e−y .β y−β, for any y, β > 0, (2.20)
yields that
|ΛM | .M|Mx|− 12
(
M−αM−aβǫ−β +
∫
Maǫ|ξ|a−1(1 + |Mξ|2)− α2 ηe−Maǫ|ξ|a dξ
+ e−M
aǫ( 1
2
)a
∫ (
|(1 + |Mξ|2)− α2 η′| + M2|ξ|(1 + |Mξ|2)− α2 −1η
)
dξ
)
.M|Mx|− 12 M−α−aβǫ−β
.M|Mx|− 12 M−α−aβt−γβ, (2.21)
where we have used the fact that ǫ > tγ by definition of t and ǫ.
Subcase 2.1: γ ∈ (0, 1] and α ∈ (0, 1). Since t ∈ (0, 2) and |x| ≤ 22−aMa−1t, we have by
(2.21)
|ΛM | . M|Mx|− 12 M−α−aβt−β . M 12−α−β|x|− 12−β.
Choosing β = 1
2
− τ > 0, we have
‖ΛM‖L1(|x|≤22−aMa−1t) . M
∫ 22−aMa−1
0
M−
1
2
−α−β|x|− 12−βdx . Maτ−α. (2.22)
Subcase 2.2: γ ∈ (1,∞) and α > a
2
(1 − 1
γ
). Note that |x| ≤ 22−aMa−1t, we get by (2.21)
|ΛM | . MM− 12−α−aβ−(1−a)γβ|x|− 12−γβ.
Taking β = 1
2γ
− τ > 0, we have
‖ΛM‖L1(|x|≤22−aMa−1 t) . M
∫ 22−aMa−1
0
M−
1
2
−α−aβ−(1−a)γβ|x|− 12−γβdx . M a2 (1− 1γ )−α+aτ.
This estimate together with (2.22) and (2.19) implies that
∑
M≥1
‖ΛM‖L1(R) .
∑
M≥1
(
M−α + Maτ−α + M
a
2
(1− 1
γ
)−α+aτ) < +∞ (2.23)
provided that α > a
2
(1 − 1
γ
)+ and taking τ > 0 small enough.
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2.2.2. Estimation for ΛM with a = 1. In this case,
ΛM ,M
∫
eiΦ(ξ,Mx,Mt)e−ǫM|ξ|(1 + |Mξ|2)− α2 η(ξ)µ(Mξ
N
)
dξ
with Φ(ξ, x, t) = t|ξ| − xξ. Through the direct computation, we have
∂ξΦ(ξ,Mx,Mt) = atM|ξ|−1ξ − Mx.
We divide the two cases to estimate ΛM .
Case 1: |x| ≥ 2t. Note that the argument in case 1 in section 2.2.1 also holds for a = 1,
that is, the estimate (2.19) holds for a = 1.
Case 2: |x| ≤ 2t. The elementary inequality
e−y .β y−β, for any y, β > 0, (2.24)
yields that
|ΛM | . M
∫
e−ǫM|ξ|(1 + |Mξ|2)− α2 η(ξ) dξ
≤ M
∫ 4
1
(ǫM|ξ|)−β(1 + |Mξ|2)− α2 dξ
. M
∫ 4
1
t−γβM−β−α|ξ|−β−α dξ
. M1−β−αt−γβ (2.25)
where we have used the fact that ǫ > tγ by definition of t and ǫ.
Subcase 2.1: γ ∈ (0, 1] and α ∈ (0, 1). Since t ∈ (0, 2) and |x| ≤ 2t, we have by (2.25)
|ΛM | . M1−β−αt−β . M1−β−α|x|−β.
Choosing β = 1 − τ > 0, we have
‖ΛM‖L1(|x|≤2t) .
∫ 4
0
M1−β−α|x|−β dx . Mτ−α. (2.26)
Subcase 2.2: γ ∈ (1,∞) and α > a
2
(1 − 1
γ
). Note that |x| ≤ 2t, we get by (2.25)
|ΛM | . M1−β−α|x|−γβ.
Taking β = 1
γ
− τ > 0, we have
‖ΛM‖L1(|x|≤2t) .
∫ 4
0
M1−β−α|x|−γβ dx . M(1− 1γ )−α+τ.
This estimate together with (2.26) and (2.19) implies that∑
M≥1
‖ΛM‖L1(R) .
∑
M≥1
(
M−α + Mτ−α + M(1−
1
γ
)−α+τ) < +∞ (2.27)
provided that α > (1 − 1
γ
)+ and taking τ > 0 small enough.
Therefore, combining the estimate (2.23) and (2.27), we conclude the proof of Lemma
2.1(i).
2.3. Proof of the local estimates in Lemma 2.1.
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2.3.1. Local estimate for 0 < a < 1. Let t = t1 − t2 and ǫ = tγ1 + tγ2 as in the above
subsection, F(x, t, ξ) = t|ξ|a − xξ and G(ξ) = (1 + ξ2)− α2 e−ǫ|ξ|a(1 − χ(ξ))µ( ξ
N
), then it is
equivalent to show for x ∈ B(0, 1)
∣∣∣∣
∫
R
eiF(x,t,ξ)G(ξ) dξ
∣∣∣∣ ≤ C

|x|α−1 if γ ∈ (0, 1),
|x|α−1 + |x|−σ if γ > 1, (2.28)
where σ is defined as in (2.3). To do this, we split the integral into two parts as A + B,
where
A =
∫
|ξ|≤|x|−1
eiF(x,t,ξ)G(ξ) dξ,
B =
∫
|ξ|≥|x|−1
eiF(x,t,ξ)G(ξ) dξ.
First, it is easy to see that
|A| .
∫
|ξ|≤|x|−1
(1 + ξ2)−
α
2 dξ . |x|α−1. (2.29)
It remains to estimate B. By symmetry, we just need to consider the positive part {ξ :
ξ > |x|−1} of the integral region for B. We consider the following two cases.
Case 1: |x|a ≥ 2at. By a direct calculation, we see that
∂ξF(x, t, ξ) = atξ
a−1 − x,
and ∂ξF(x, t, ξ) is monotonic with respect to ξ. Then the conditions ξ ≥ |x|−1 and at|x|a−1 ≤ |x|2
imply that
|∂ξF(x, t, ξ)| = |atξa−1 − x| ≥ |x| − |atξa−1| ≥ |x|
2
.
By Lemma 2.2, we have∣∣∣∣∣∣
∫
ξ>|x|−1
eiF(x,t,ξ)G(ξ) dξ
∣∣∣∣∣∣ .
1
|x|
 sup
ξ>|x|−1
|G(ξ)| +
∫
ξ>|x|−1
|G′(ξ)| dξ
 .
It is easy to see that
|G(ξ)| . (1 + ξ2)− α2 . |x|α, f or ξ > |x|−1. (2.30)
Define hǫ(ξ) = e
−ǫ|ξ|a , then we have
G′(ξ) =2ξ
( − α
2
)
(1 + ξ2)−
α
2
−1hǫ(ξ)(1 − χ(ξ))µ( ξN ) + (1 + ξ2)− α2 h′ǫ(ξ)(1 − χ(ξ))µ( ξN )
− (1 + ξ2)− α2 hǫ(ξ)χ′(ξ)µ( ξN ) + (1 + ξ2)− α2 hǫ(ξ) 1N (1 − χ(ξ))µ′( ξN ).
Since |h′ǫ(ξ)| . 1ξ with constant independent of ǫ, then one can obtain
|G′(ξ)| ≤ αξ(1 + ξ2)− α2 −1hǫ(ξ)µ( ξ
N
) + (1 + ξ2)−
α
2 |h′ǫ(ξ)|µ(
ξ
N
)
+ (1 + ξ2)−
α
2 hǫ(ξ)|χ′(ξ)|µ( ξ
N
) + (1 + ξ2)−
α
2 hǫ(ξ)
1
N
|µ′( ξ
N
)|
. ξ−α−1 +
ξ−α
N
|µ′( ξ
N
)|
. ξ−α−1.
From above estimates, we have∫
ξ>|x|−1
|G′(ξ)| dξ ≤
∫ ∞
|x|−1
ξ−α−1 dξ ≤ |x|α.
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This implies that
|B| . |x|α−1. (2.31)
Case 2: |x|a ≤ 2at. We split the integral region of B into three parts as follows
I1 = {ξ ≥ |x|−1 : ξ ≤ δρ};
I2 = {ξ ≥ |x|−1 : ξ ∈ [δρ, ρδ ]};
I3 = {ξ ≥ |x|−1 : ξ ≥ ρδ },
where δ is a small constant and ρ =
( |x|
ta
) 1
a−1 . Let
J j =
∫
I j
ei(t|ξ|
a−xξ)(1 + ξ2)−
α
2 e−ǫ|ξ|
a
(1 − χ(ξ))µ( ξ
N
) dξ, j ∈ {1, 2, 3}.
For ξ ∈ I1, we have atξa−1 ≥ δa−1|x| ≥ 2|x|, then
|∂ξF(x, t, ξ)| = |atξa−1 − x| ≥ |x|.
For ξ ∈ I3, there is atξa−1 ≤ δ1−a|x| ≤ 12 |x|, then
|∂ξF(x, t, ξ)| = |atξa−1 − x| ≥ 1
2
|x|.
It follows from the proof as in Case 1 that
sup
ξ>|x|−1
|G(ξ)| +
∫
ξ>|x|−1
|G′(ξ)| dξ . |x|α.
By Lemma 2.2, we have
|J1|, |J3| . |x|−1|x|α = |x|α−1. (2.32)
Finally we estimate the integral J2. Since ρmight be the critical point of F, we consider
∂2ξF(x, t, ξ) = a(a − 1)tξa−2.
Using ξ ∼ ρ instead of ξ > |x|−1, then
|∂2ξF(x, t, ξ)| ≥ t
1
a−1 |x| a−2a−1 .
As (2.30), we have
sup
ξ∈I2
|G(ξ)| . ρ−αe−δaǫρa .
Since |G′(ξ)| . ρ−α|h′ǫ(ξ)| + ρ−α−1hǫ(δρ), then we have∫
I2
|G′(ξ)| dξ . ρ−α
∫ ρ
δ
δρ
|h′ǫ | dξ +
∫ ρ
δ
δρ
ρ−α−1hǫ(δρ) dξ
= −ρ−α
∫ ρ
δ
δρ
h′ǫ(ξ) dξ +
∫ ρ
δ
δρ
ρ−α−1hǫ(δρ) dξ
≈ ρ−αe−δ
aǫρa .
By Lemma 2.2, we have
|J2| . t−
1
2(a−1) |x|− a−22(a−1)
(
sup
ξ∈I2
|G(ξ)| +
∫
I2
|G′(ξ)| dξ
)
. t−
1
2(a−1) |x|− a−22(a−1) ρ−αe−δaǫρa
. t
1
a−1 (α− 12 )|x| 1a−1 (−α− 12 (a−2))e−δa(tγ1+tγ2 )|x|
a
a−1 t−
a
a−1
DIMENSION OF DIVERGENCE SET OF SCHRO¨DINGER WITH COMPLEX TIME 13
Note that t
γ
1
+ t
γ
2
& c0(t1 + t2)
γ ≥ c0tγ with c0 = 2−γ, then
|J2| . t 1a−1 (α− 12 )|x| 1a−1 (−α− 12 (a−2))e−δac0t
γ− a
a−1 |x| aa−1 .
To obtain the estimate of J2, we consider the following two subcases.
(1) For α ∈ [ 1
2
, 1), we have 1
a−1 (α − 12 ) ≤ 0. Since |x|a ≤ 2ta, we have
|J2| . t 1a−1 (α− 12 )|x| 1a−1 (−α− 12 (a−2)) . |x|α−1. (2.33)
(2) For α ∈ ( 1
2
a(1 − 1
γ
)+,
1
2
), by the inequality (2.24), we have
|J2| . t 1a−1 (α− 12 )|x| 1a−1 (−α− 12 (a−2))t−β(γ− aa−1 )|x|−
βa
a−1 .
Choose β such that 1
a−1 (α − 12 ) = β(γ − aa−1 ), i.e., β =
α− 1
2
(a−1)γ−a . In fact since
γ > 0, α < 1
2
, we have β > 0. Then
|J2| . |x|−σ, (2.34)
where σ = 1
a−1 (α +
1
2
(a − 2) + a(α−
1
2
)
(a−1)γ−a ). When α >
1
2
a(1 − 1
γ
), we have σ < 1.
In summary, collect the estimates (2.29), (2.31), (2.32), (2.33) and (2.34), then we obtain
the local estimates (2.2) of Lemma 2.1.
2.3.2. Local estimate for a = 1. Choose the function ρ(ξ) ∈ C∞c (R) such that
ρ(ξ) =

1, if |ξ| < 1;
0, if |ξ| > 2. (2.35)
Split the integral (2.4) into two parts as follows
A˜ =
∫
ei(t1−t2)|ξ|e−ixξe−(t
γ
1
+t
γ
2
)|ξ|ρ( ξ|x|−γ )(1 + ξ
2)−
α
2 (1 − χ(ξ))µ( ξ
N
)
dξ,
B˜ =
∫
ei(t1−t2)|ξ|e−ixξe−(t
γ
1
+t
γ
2
)|ξ|(1 − ρ( ξ|x|−γ ))(1 + ξ2)−
α
2 (1 − χ(ξ))µ( ξ
N
)
dξ.
It is easy to see that
|A˜| ≤
∫
|ξ|<2|x|−γ
(1 + ξ2)−
α
2 dξ . |x|γ(α−1), (2.36)
for x ∈ B(0, 1).
Next we turn to look at the integral B. We consider the following two cases.
Case 1, |x| < 2t. In this case, we have
|B˜| ≤
∫
|ξ|>|x|−γ
e−(t
γ
1
+t
γ
2
)|ξ|(1 + |ξ|2)− α2 (1 − χ(ξ))µ( ξ
N
)
dξ
.
∫
|ξ|>|x|−γ
(t
γ
1
+ t
γ
2
)−β|ξ|−α−β dξ
. t−γβ
∫
|ξ|>|x|−γ
|ξ|−α−β dξ
. |x|−γβ|x|γ(α+β−1) . |x|γ(α−1).
(2.37)
Case 2, |x| > 2t. Choose the functions χ1(ξ), χ2(ξ) ∈ C∞c (R) such that
χ1(ξ) =

1, if ξ < −1;
0, if ξ > 0,
(2.38)
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and
χ2(ξ) = χ1(−ξ). (2.39)
Then we have
|B˜| =
∣∣∣∣∣
∫
eit|ξ|eixξ(1 − ρ( ξ|x|−γ ))e−(t
γ
1
+t
γ
2
)|ξ|(1 + ξ2)−
α
2 (1 − χ(ξ))µ( ξ
N
)
dξ
∣∣∣∣∣
≤
∣∣∣∣∣
∫
ei(x−t)ξ(1 − ρ( ξ|x|−γ ))χ1( ξ|x|−γ )e−(t
γ
1
+t
γ
2
)|ξ|(1 + ξ2)−
α
2 (1 − χ(ξ))µ( ξ
N
)
dξ
∣∣∣∣∣
+
∣∣∣∣∣
∫
ei(x+t)ξ(1 − ρ( ξ|x|−γ ))χ2( ξ|x|−γ )e−(t
γ
1
+t
γ
2
)|ξ|(1 + ξ2)−
α
2 (1 − χ(ξ))µ( ξ
N
)
dξ
∣∣∣∣∣
= |B˜1| + |B˜2|.
It suffices to estimate |B˜1|, since the estimate for |B˜2| is similar.
For |B˜1|, we have
|B˜1| ≤
∣∣∣∣∣
∫
ei(x−t)ξe−(t
γ
1
+t
γ
2
)|ξ|χ1(
ξ
|x|−γ )(1 + ξ
2)−
α
2 (1 − χ(ξ))µ( ξ
N
)
dξ
∣∣∣∣∣
+
∣∣∣∣∣
∫
ei(x−t)ξe−(t
γ
1
+t
γ
2
)|ξ|ρ( ξ|x|−γ )χ1(
ξ
|x|−γ )(1 + ξ
2)−
α
2 (1 − χ(ξ))µ( ξ
N
)
dξ
∣∣∣∣∣
= |B˜11| + |B˜12|.
Note that if 0 < σ < 1, we have the estimate for the Bessel potential of order σ∣∣∣∣∣
∫
eixξ(1 + |ξ|2)− σ2 dξ
∣∣∣∣∣ . |x|σ−1, for x ∈ R, (2.40)
which can be found in [7]. Then
|B˜11| = |F −1(e−(t
γ
1
+t
γ
2
)|ξ|χ1(
ξ
|x|−γ )(1 + |ξ|2)−
α
2 (1 − χ(ξ))µ( ξ
N
)
)(x − t)|
.M(F −1((1 + |ξ|2)−
α
2 ))(x − t)
. |x − t|α−1 ∼ |x|α−1,
and
|B˜12| ≤
∫
|ξ|<2|x|−γ
(1 + ξ2)−
α
2 dξ . |x|γ(α−1).
Thus
|B˜1| . |x|α−1 + |x|γ(α−1). (2.41)
Similarly, we have
|B˜2| . |x|α−1 + |x|γ(α−1). (2.42)
By (2.36), (4.10), (2.41) and (2.42), we obtain that
LHS of (2.4) . |x|α−1 + |x|γ(α−1)
for x ∈ B(0, 1).
The proof is completed.
3. L2-maximal estimates and almost everywhere convergence
In this section, we first prove Theorem 1.1 by employing the estimates established in
previous section. Second, we give the proof of the almost everywhere convergence result
in Corollary 1.2 by a standard method.
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3.1. Proof of Theorem 1.1. First, it is easy to see that third part of Theorem 1.1 follows
from Remark 2.2 and boundedness of the Hardy-Littlewood operatorM .
(i) Next, we turn to prove Theorem 1.1(i) by the local estimate (2.2). We first consider
the case that 0 < a < 1.
Let η ∈ S(R) be a positive, even function with supp η ⊂ [−1, 1] and η = 1 in [− 1
2
, 1
2
].
Fix a measurable function t = t(x) : R→ (0, 1), define for each N ∈ N
P
t(x)
a,γ,N
f (x) = η(
x
N
)
∫
R
fˆ (ξ)eit(x)|ξ|
a
e−t(x)
γ |ξ|aeixξη(
ξ
N
) dξ. (3.1)
Thus, we have P
t(x)
a,γ,N
f (x)→ Pt(x)a,γ f (x), as N → ∞. From Fatou’s lemma, it suffices to prove
for s > 1
4
a(1 − 1
γ
)+ and N ∈ N,
∥∥∥∥Pt(x)a,γ,N f (x)
∥∥∥∥
L2(B(0,1))
≤ C‖ f ‖H s (R), (3.2)
with some constant C depending on a, γ, s and independent of f and N. And by duality, it
is equivalent to prove for ∀g(x) ∈ L2(B(0, 1)) with ‖g‖L2(B(0,1)) = 1,
∣∣∣∣∣∣
∫
B(0,1)
(P
t(x)
a,γ,N
f (x))g(x) dx
∣∣∣∣∣∣ . ‖ f ‖H s(R). (3.3)
Take the function χ(ξ) ∈ S (R) such that
χ(R) ⊂ [0, 1], χ(ξ) = 1 on [−1, 1], supp χ(ξ) ⊂ [−2, 2].
Then by Fubini’s theorem and Cauchy-Schwarz inequality, we have
∣∣∣∣∣∣
∫
B(0,1)
(
P
t(x)
a,γ,N
f (x)
)
g(x) dx
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∫
R
fˆ (ξ)(1 + ξ2)
s
2 (1 + ξ2)−
s
2 η
( ξ
N
) ∫
B(0,1)
eit(x)|ξ|
a
e−t(x)
γ |ξ|aeixξg(x)η
( x
N
)
dxdξ
∣∣∣∣∣∣
2
≤‖ f ‖2H s (R)
∣∣∣∣∣∣
∫
R
(1 + ξ2)−sη
( ξ
N
) ∫
B(0,1)
∫
B(0,1)
ei(t(x)−t(y))|ξ|
a
e−(t(x)
γ
+t(y)γ)|ξ|aei(x−y)ξ
× g(x)g(y)η( x
N
)
η
( y
N
)
dxdydξ
∣∣∣∣∣∣
≤‖ f ‖2H s (R)
∫
B(0,1)
∫
B(0,1)
∣∣∣g(x)g(y)∣∣∣ ·
∣∣∣∣∣
∫
R
ei[(t(x)−t(y))|ξ|
a−(y−x)ξ](1 + ξ2)−s e−(t(x)
γ
+t(y)γ)|ξ|aη
( ξ
N
)2
dξ
∣∣∣∣ dxdy
≤‖ f ‖2H s (R)
∫
B(0,1)
∫
B(0,1)
∣∣∣g(x)g(y)∣∣∣ ·
(∣∣∣∣∣
∫
R
ei[(t(x)−t(y))|ξ|
a−(y−x)ξ](1 + ξ2)−sχ(ξ)e−(t(x)
γ
+t(y)γ)|ξ|aη
( ξ
N
)2
dξ
∣∣∣∣∣
+ sup
t1,t2∈(0,1)
∣∣∣∣∣
∫
R
ei[(t1−t2)|ξ|
a−(y−x)ξ](1 + ξ2)−s(1 − χ(ξ))e−(tγ1+tγ2 )|ξ|aη( ξ
N
)2
dξ
∣∣∣∣∣
)
dxdy
.‖ f ‖2H s (R)
∫
B(0,1)
∫
B(0,1)
∣∣∣g(x)g(y)∣∣∣ · (1 + |K(x − y)|) dxdy. (3.4)
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On the other hand, applying Lemma 2.1 with α = 2s, µ = η2, t1 = t(x), t2 = t(y), we get∫
B(0,1)
∫
B(0,1)
∣∣∣g(x)g(y)∣∣∣ · |K(x − y)| dxdy ≤
∫
B(0,1)
∫
B(0,1)
∣∣∣g(x)g(y)∣∣∣(|x − y|α−1 + |x − y|−σ) dxdy
=
∫
B(0,1)
∫
B(0,1)
∣∣∣g(x)g(y)∣∣∣ · |x − y|α−1 dxdy
+
∫
B(0,1)
∫
B(0,1)
∣∣∣g(x)g(y)∣∣∣ · |x − y|−σ dxdy
=M1 + M2.
Since 1
2
a(1 − 1
γ
)+ < α = 2s <
1
2
, by Ho¨lder inequality and Hardy-Littlewood-Sobolev
inequality, we estimate
M1 ≤‖g(x)‖L2(B(0,1))
∥∥∥∥∥∥
∫
B(0,1)
|g(y)|
|x − y|1−α dy
∥∥∥∥∥∥
L2(B(0,1))
≤‖g(x)‖L2(B(0,1))‖g(y)‖
L
2
2α+1 (B(0,1))
≤‖g(x)‖L2(B(0,1))‖g(y)‖L2(B(0,1)) ≤ 1.
Similarly, we obtain M2 ≤ 1. Plugging this into (3.4), we obtain (3.3).
By the similar argument above, we can also obtain the proof of the case a = 1. So we
conclude the proof of Theorem 1.1(i).
(ii) Finally, we shall prove Theorem 1.1(ii).
For the case a ∈ (0, 1], split the function f (x) into two functions as follows
f (x) = F −1( fˆχ(ξ)) + F −1( fˆ (1 − χ(ξ))) , f1(x) + f2(x).
Step 1: Estimation for f1(x). Choose the function ψ(t) ∈ S (R) such that
ψ(t) =

1, if |t| ≤ 1,
0, if |t| ≥ 2. (3.5)
Set
Tt f (x) = ψ(t)
∫
eixξeit|ξ|
a
e−|t|
γ |ξ|a fˆ (ξ) dξ,
where a ∈ (0, 1] and γ > 1. By Plancherel’s theorem, it is easy to see that
‖Tt f1‖L2t,x(R×R) = ‖ψ(t)e−t
γ |ξ|a fˆχ(ξ)‖L2
t,ξ
(R×R) ≤ ‖ψ(t)‖L2t (R)‖ fˆχ(ξ)‖L2ξ (R) . ‖ f (x)‖L2 (R). (3.6)
We have
∂tTt f (x) = ψ
′(t)
∫
eixξeit|ξ|
a
e−t
γ |ξ|a fˆ (ξ) dξ
+ ψ(t)
∫
eixξeit|ξ|
a
e−t
γ |ξ|a(i − γ|t|γ−2t)|ξ|a fˆ (ξ) dξ.
Since t ∈ supp ψ ⊂ [−2, 2] and γ > 1, then
∣∣∣i − γ|t|γ−2t∣∣∣ ≤ Cγ. By (3.6), we have
‖Tt f1‖L2x(R,H1t (R)) ≤ ‖Tt f1‖L2t,x(R×R) + ‖Tt(F −1(|ξ|a fˆ1))‖L2t,x(R×R)
. ‖ f (x)‖L2 (R) + ‖|ξ|a fˆχ(ξ)‖L2
ξ
(R)
. ‖ f (x)‖L2 (R)
(3.7)
Interpolation between (3.6) and (3.7) yields
‖Tt f1‖L2x(R,Hrt (R)) . ‖ f ‖L2 (R), for r ∈ [0, 1]. (3.8)
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Taking r = 2
3
in (3.8), by Sobolev inequality, we have
‖ sup
0<t<1
|Pta,γ f1|‖L2(R) ≤ ‖Tt f1‖
L2x(R,H
2
3
t (R))
. ‖ f ‖L2(R), (3.9)
where a ∈ (0, 1] and γ > 1.
Step 2: Estimation for f2. Similar to (i), we only need to prove∥∥∥∥Pt(x)a,γ,N f2(x)
∥∥∥∥
L2(R)
≤ C‖ f ‖H s (R). (3.10)
By duality, it is equivalent to prove for ∀g(x) ∈ L2(R) with ‖g‖L2(R) = 1∣∣∣∣∣∣
∫
B(0,1)
(
P
t(x)
a,γ,N
f2(x)
)
g(x) dx
∣∣∣∣∣∣ . ‖ f ‖H s (R). (3.11)
Through the same argument in (3.4), we can obtain
∣∣∣∣∣
∫
R
(
P
t(x)
a,γ,N
f2(x)
)
g(x) dx
∣∣∣∣∣∣
2
=
∣∣∣∣∣
∫
R
fˆ (ξ)(1 − χ(ξ))(1 + ξ2) s2 (1 + ξ2)− s2 η( ξ
N
) ∫
R
eit(x)|ξ|
a
e−t(x)
γ |ξ|aeixξg(x)η
( x
N
)
dxdξ
∣∣∣∣∣
2
≤‖ f ‖2H s (R)
∫
R
∫
R
∣∣∣g(x)g(y)∣∣∣ ·
∣∣∣∣∣
∫
R
ei[(t(x)−t(y))|ξ|
a−(y−x)ξ](1 + ξ2)−s e−(t(x)
γ
+t(y)γ)|ξ|a(1 − χ(x))2η( ξ
N
)2
dξ
∣∣∣∣ dxdy
≤‖ f ‖2H s (R)
∫
R
∫
R
∣∣∣g(x)g(y)∣∣∣ · sup
t1,t2∈(0,1)
∣∣∣∣∣
∫
R
ei[(t1−t2)|ξ|
a−(y−x)ξ](1 + ξ2)−se−(t
γ
1
+t
γ
2
)|ξ|a(1 − χ˜(ξ))η( ξ
N
)2
dξ
∣∣∣∣∣ dxdy
.‖ f ‖2H s (R)
∫
R
∫
R
∣∣∣g(x)g(y)∣∣∣ · |K(x − y)| dxdy, (3.12)
where χ˜(ξ) = 2χ(ξ) − χ2(ξ) ∈ S (R) satisfying that
χ˜(R) ⊂ [0, 1], χ˜(ξ) = 1 on [−1, 1], supp χ˜ ⊂ [−2, 2].
For (3.12), by Lemma 2.1 with α = 2s, µ = η2, t1 = t(x), t2 = t(y), and Young’s convolution
inequality, we obtain that∣∣∣∣∣
∫
R
(
P
t(x)
a,γ,N
f2(x)
)
g(x) dx
∣∣∣∣∣ . ‖ f ‖2H s (R)‖g(x)‖L2(R)‖g(y)‖L2(R) ≤ ‖ f ‖2H s(R),
which proves the estimate (3.10).
(3.9) and (3.10) together finish the proof of Theorem 1.1.
3.2. The proof of Corollary 1.2. First we claim that for ∀ f ∈ S (R), we have that
Pta,γ f (x)→ f (x), ∀x ∈ R. (3.13)
In fact, through a direct computation, we have
|Pta,γ f (x) − f (x)| =
∣∣∣∣∣
∫
eixξ fˆ (ξ)(eit|ξ|
a
e−t
γ |ξ|a − 1) dξ
∣∣∣∣∣ .
∫ ∣∣∣ fˆ (ξ)(eit|ξ|ae−tγ |ξ|a − 1)∣∣∣ dξ.
We see that when t → 0, there holds pointwise convergence
fˆ (ξ)(eit|ξ|
a
e−t
γ |ξ|a − 1)→ 0, ∀ξ ∈ R.
Meanwhile, we have
| fˆ (ξ)(eit|ξ|ae−tγ |ξ|a − 1)| ≤ 2| fˆ (ξ)| ∈ L1.
Then (3.13) follows from the Lebesgue Dominated Convergence Theorem.
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Next we consider the function f ∈ H s. Since Schwartz functions are dense in H s, then
for ∀ǫ > 0, we have f = g + h, where g is the Schwartz function and ‖h‖H s < ǫ. With this
decomposition of f , we have that
lim sup
t→0
|Pta,γ f (x) − f (x)| ≤ lim sup
t→0
|Pta,γg(x) − g(x)| + lim sup
t→0
|Pta,γh(x) − h(x)|
≤ sup
0<t≤1
|Pta,γh(x)| + |h(x)|.
For ∀λ > 0, set
Eλ =
{
x ∈ R : lim sup
t→0
|Pta,γ f (x) − f (x)| > λ
}
.
and
E = ∪∞k=1E 1k .
In order to prove the convergence a.e., we just need to prove |E| = 0. It is obvious that
|Eλ| ≤
∣∣∣∣∣∣
{
x ∈ R : sup
0<t≤1
|Pta,γh(x)| >
λ
2
}∣∣∣∣∣∣ +
∣∣∣∣∣
{
x ∈ R : |h(x)| > λ
2
}∣∣∣∣∣ . (3.14)
Case 1: γ > 1. By the maximal estimate in Theorem 1.1(ii), for 0 < a < 1 with
s > 1
4
a(1 − 1
γ
) and a = 1 with s > 1
2
(1 − 1
γ
), we have
∣∣∣∣∣∣
{
x ∈ R : sup
0<t≤1
|Pta,γh(x)| > λ2
}∣∣∣∣∣∣ ≤
‖ sup0<t≤1 |Pta,γh(x)|‖L2(R)
(λ/2)2
.
‖h‖2
H s
λ2
.
ǫ2
λ2
, (3.15)
and
|{x ∈ R : |h(x)| > λ
2
}| ≤
‖h‖2
L2
(λ/2)2
≤ ‖h‖
2
H s
(λ/2)2
.
ǫ2
λ2
. (3.16)
Therefore, for ∀λ > 0, there holds
|Eλ| . ǫ
2
λ2
(3.17)
for ∀ǫ > 0. Then we have |Eλ| = 0 for any λ > 0. These imply that∣∣∣∣∣∣
{
x ∈ R : lim sup
t→0
|Pta,γ f (x) − f (x)| , 0
}∣∣∣∣∣∣ = |E| = 0.
Thus for a ∈ (0, 1), we have
lim
t→0+
Pta,γ f (x) = f (x), for a.e. x ∈ R,
where f ∈ H s, s > 1
4
a(1 − 1
γ
) and γ > 1.
For a = 1, we have
lim
t→0+
Pt1,γ f (x) = f (x), for a.e. x ∈ R,
where f ∈ H s, s > 1
2
(1 − 1
γ
) and γ > 1.
Case 2: 0 < γ ≤ 1. Let f ∈ Lp(R), 1 ≤ p < ∞. For ∀ǫ > 0, choose g ∈ S (R) such
that f = g + h with ‖h‖Lp < ǫ. By the estimate (1.8) and (1.9) in Theorem 1.1, we have the
weak type inequality ∣∣∣{x ∈ R : |P∗a,γ f (x)| > λ}∣∣∣ < C ‖ f ‖
p
Lp
λp
, (3.18)
for f ∈ Lp(R), 1 ≤ p < ∞, λ > 0.
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By the estimate (3.14), (3.16) and (3.18), we have
|Eλ| ≤
∣∣∣∣∣∣
{
x ∈ R : sup
0<t≤1
|Pta,γh(x)| > λ2
}∣∣∣∣∣∣ + |{x ∈ R : |h(x)| > λ2 }|
.
‖h‖p
Lp
(λ/2)p
.
ǫp
λp
,
then we have |Eλ| = 0, for any λ > 0. This yields that |E| = 0, which means for 0 < a ≤ 1,
lim
t→0+
Pta,γ f (x) = f (x), for a.e. x ∈ R,
where f ∈ Lp with 1 ≤ p < ∞.
The proof is completed.
4. Sharpness of the sobolev index s when 0 < a ≤ 1
In this section, we will show the necessary condition for the pointwise convergence, that
is Theorem 1.3. To do this, we first derive that the almost everywhere convergence result
implies the weak boundedness of the operator P∗a,γ.
Proposition 4.1. If the almost everywhere convergence for Pta,γ f (x) with f ∈ H s holds,
then, for any ǫ > 0, there exists a set Eǫ ⊂ [0, 1] with mEǫ > m[0, 1] − ǫ such that∣∣∣{x ∈ Eǫ : |P∗a,γ f (x)| > λ}∣∣∣ ≤ Cǫλ−2‖ f ‖2H s , (4.1)
for ∀λ > 0 and f ∈ H s(R).
To prove Proposition 4.1, we need two results of Nikishin [11].
Lemma 4.2 (Nikishin [11]). Assume X is a space with σ-finite measure, D is an N-
dimensional region with mD < ∞ and S (D) denotes the set of the measurable functions
on the region D. Assume also that Lp(X) is separable. Let G be a bounded3 hyperlinear
operator from Lp(X) into S (D), which means that
G( f + g) ≤ G f +Gg, f , g ∈ Lp(X).
Then for an arbitrary ǫ > 0 there exists a set Eǫ ⊂ D with mEǫ ≥ mD − ǫ such that
m{x ∈ Eǫ , |G f | ≥ λ} ≤ Cǫ
(‖ f ‖Lp
λ
)q
, (4.2)
for all λ > 0 and f ∈ Lp(X). Here q = min(p, 2).
The second result explains the relationship between the almost everywhere pointwise
convergence and the boundedness for the relevant operator.
Lemma 4.3 (Nikishin[11]). Let Tn : L
p(X) → S [0, 1] be a sequence of linear operators
which are continuous in measure4. If for each f ∈ Lp(X) the limn→∞ Tn f exists almost
everywhere on [0, 1], then the operator G defined by G f = supn |Tn f | is hyperlinear and
bounded.
3Here we say G : Lp(X) → S (D) is bounded, if for ∀ǫ > 0, there exists a constant R > 0 such that for
∀ f ∈ Lp(X) with ‖ f ‖Lp ≤ 1, we have m{x : |G f | ≥ R} ≤ ǫ.
4Each Tn is continuous in measure, if convergence of fk → f0 in Lp(X) implies convergence of Tn fk → Tn f0
in measure on [0, 1].
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Now, we apply these two lemmas to show Proposition 4.1. Recall
Pta,γ f (x) =
∫
fˆ (ξ)e2πi(xξ−t|ξ|
γ)e−t
γ |ξ|a dξ, x ∈ R, fˆ ∈ L2((1 + |ξ|2)sdξ).
One can regard Pta,γ as an operator on L
2((1 + |ξ|2)sdξ). By Chebyshev’s inequality, one
can find that Pta,γ is continuous in measure. And if the almost everywhere convergence for
Pta,γ f (x) with f ∈ H s holds, we have that P∗a,γ is bounded and hyperlinear by Lemma 4.3.
Therefore, Proposition 4.1 follows from Lemma 4.2.
The proof of Theorem 1.3: First we consider 0 < a < 1.
Case 1: 0 < a < 1. By contradiction, we assume that the almost everywhere conver-
gence (1.10) holds for s < 1
4
a
(
1 − 1
γ
)
with γ > 1. Then, using Proposition 4.1, we obtain
for any ǫ > 0, there exists a set Eǫ ⊂ [0, 1] with mEǫ > 1 − ǫ such that∣∣∣{x ∈ Eǫ : |P∗a,γ f (x)| > λ}∣∣∣ ≤ Cǫλ−2‖ f ‖2H s , (4.3)
for ∀λ > 0, f ∈ H s(R) and s < 1
4
a
(
1 − 1
γ
)
. In the following, we will construct an coun-
terexample to get an contradiction.
For ν ∈ (0, 1), choose gν ∈ S (R) such that
gν(ξ) =

1, if |ξ| < 1
2
ν
(a−1)− a
γ ;
0, if |ξ| > ν(a−1)− aγ .
Let fˆν(ξ) = νgν(νξ +
1
ν
), then we have
‖ fν‖2H s =
∫
R
(1 + ξ2)s| fˆv|2 dξ = ν2
∫
R
(1 + ξ2)s|gv(νξ + 1
ν
)|2 dξ . νa−4s− aγ .
Since s < 1
4
a(1 − 1
γ
), we have
‖ fν‖H s → 0
as ν→ 0. Let η = νξ + 1
ν
, and recall that
Pta,γ fν(x) =
∫
R
ei(xξ+t|ξ|
a)e−t
γ |ξ|aνgν(νξ +
1
ν
) dξ,
then
|Pta,γ fν(x)| =
∣∣∣∣∣
∫
R
ei(x
1
ν
(η− 1
ν
)+t| 1
ν
(η− 1
ν
)|a)e−t
γ | η
ν
− 1
ν2
)|a
gν(η) dη
∣∣∣∣∣
=
∣∣∣∣∣
∫
R
e
i[x
η
ν
+t| η
ν
− 1
ν2
|a]
e
−tγ | η
ν
− 1
ν2
|a
gν(η) dη
∣∣∣∣∣ .
Let
Fx,t,ν(η) = x
η
ν
+ t
∣∣∣∣∣ην −
1
ν2
∣∣∣∣∣
a
− t
ν2a
, Gt,ν(η) = t
γ
∣∣∣∣∣ην −
1
ν2
∣∣∣∣∣
a
.
By the property of the support of gν, we have
|Pta,γ fν(x)| ≥
∣∣∣∣∣∣∣
∫ ν(a−1)− aγ
−ν(a−1)− aγ
cos(Fx,t,ν(ν))e
−Gt,ν(η)gν(η) dη
∣∣∣∣∣∣∣ .
Using Taylor’s formula for |η| ≤ ν(a−1)− aγ , we have∣∣∣∣∣ην −
1
ν2
∣∣∣∣∣
a
=
1
ν2a
− aη
ν2a−1
+
a(a − 1)
2
η2
ν2(a−1)
+ o
(
tη2
ν2(a−1)
)
,
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then
Fx,t,ν(η) = x
η
ν
− taη
ν2a−1
+
a(a − 1)
2
tη2
ν2(a−1)
+ o
(
tη2
ν2(a−1)
)
.
For x ∈ [0, aν 2aγ −2(a−1)] ⊂ [0, 1], fix t = xν2(a−1)
a
∈ (0, 1). Then
Fx,t,ν(η) =
a − 1
2
xη2 + o(xη2),
and
|Fx,t,ν(η)| . |xη2 + o(xη2)| . aν
2a
γ
−2(a−1)
ν
2[(a−1)− a
γ
]
. a < 1.
Similarly,
Gt,γ(η) = t
γ
∣∣∣∣∣ην −
1
ν2
∣∣∣∣∣
a
=
tγ
ν2a
− at
γη
ν2a−1
+
a(a − 1)
2
tγη2
ν2(a−1)
+ o
(
tγη2
ν2(a−1)
)
.
Since |η| ≤ ν(a−1)− aγ ≤ ν−1, x ∈ [0, aν 2aγ −2(a−1)] ⊂ [0, 1] and t = xν2(a−1)
a
, then
|Gt,ν(η)| . t
γ
ν2a
+
tγ
ν2a
η
ν−1
+
tγ
ν2a
η2
ν−2
+ o(
tγ
ν2a
η2
ν−2
)
.
tγ
ν2a
+ o(
tγ
ν2a
)
. xγν2aγ−2γ−2a + o(xγν2aγ−2γ−2a)
. 1.
In conclusion, when x ∈ [0, aν 2aγ −2(a−1)], t = xν2(a−1)
a
, and η ∈ [−ν(a−1)− aγ , ν(a−1)− aγ ], there
holds
cos(Fx,t,ν(η)) & C, e
−Gt,ν(η) & C.
Hence,
|P∗a,γ fν(x)| & ν(a−1)−
a
γ , f or x ∈ [0, aν 2aγ −2(a−1)].
Put this inequality into (4.3), we have
|{x ∈ Eǫ ∩ [0, aν
2a
γ
−2(a−1)
] : |P∗a,γ fν(x)| & ν(a−1)−
a
γ }|
≤|{x ∈ Eǫ : |P∗a,γ fν(x)| & ν(a−1)−
a
γ }|
.ν
−2((a−1)− a
γ
)‖ fν‖2H s
.ν
2( a
γ
)
ν
a−4s− a
γ .
(4.4)
If we take ǫ = 1
4
, then
E 1
4
> m[0, 1] − 1
4
≥ 1
2
m[0, 1].
For ∀λ ∈ (0, 1
10
), we claim that there exists x0 ∈ [0, 1] such that
m
(
Eǫ ∩ [x0, x0 + λ]) ≥ 12m[x0, x0 + λ]. (4.5)
Indeed, we split the interval [0, 1] as [0, 1] =
⋃
k[xk, xk + λ]. Then we have
mEǫ =
∑
k
m
(
Eǫ ∩ [xk, xk + λ]),
and
m[0, 1] =
∑
k
m[xk, xk + λ].
By pigeonholing, we prove the claim (4.5).
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Let λ = aν
2a
γ
−2(a−1)
and f˜ν(x) = fν(x − x0), then we have by (4.4)
1
2
aν
2a
γ
−2(a−1)
=
1
2
|[x0, x0 + aν
2a
γ
−2(a−1)]| ≤ |Eǫ ∩ [x0, x0 + aν
2a
γ
−2(a−1)]|
≤ |{x ∈ Eǫ ∩ [x0, x0 + aν
2a
γ
−2(a−1)
] : |P∗a,γ f˜ν(x)| & ν(a−1)−
a
γ }|
≤ Cǫν−2((a−1)−
a
γ
)‖ f˜ν‖2H s = Cǫν−2((a−1)−
a
γ
)‖ fν‖2H s
≤ Cǫν2(
a
γ
)νa−4s−
a
γ .
This inequality yields
ν
a−4s− a
γ & a (4.6)
Let ν tend to 0, then ν
a−4s− a
γ → 0 for s < 1
4
a(1 − 1
γ
), which contradicts with (4.6).
In conclusion, for 0 < a < 1,if s < 1
4
a
(
1− 1
γ
)
, we see that the weak type (2, 2) inequality
|{x ∈ R; |P∗a,γ fν(x)| & ν(a−1)−
a
γ }| . ν−2
(
(a−1)− a
γ
)
‖ fν‖2H s
fails, which implies almost everywhere convergence fails either.
Next, we turn to look at the case a = 1.
Case 2: a = 1. Similarly by contradiction, we assume that the almost everywhere
convergence (1.10) holds for s < 1
2
(
1 − 1
γ
)
with γ > 1. Then, using Proposition 4.1, we
obtain for any ǫ > 0, there exists a set E˜ǫ ⊂ [0, 1] with mE˜ǫ > 1 − ǫ such that∣∣∣{x ∈ E˜ǫ : |P∗1,γ f (x)| > λ}∣∣∣ ≤ Cǫλ−2‖ f ‖2H s , (4.7)
for ∀λ > 0, f ∈ H s(R) and s < 1
2
(
1 − 1
γ
)
. As before, we will construct an counterexample
to get an contradiction.
For N ≥ 1 and γ > 1, we choose the set A = [−N,−N
2
] and E = [0,N−
1
γ ]. Let
fˆA(ξ) = χA(ξ),
and we have
‖ fA‖H s =
(∫ (
1 + |ξ|2
)s | fˆA|2 dξ
) 1
2
∼ N sN 12 (4.8)
It is easy to see that
|Pt1,γ fA| =
∣∣∣∣∣
∫
A
eixξeit|ξ|e−t
γ |ξ| dξ
∣∣∣∣∣ . (4.9)
Choose t = x ∈ E, then |xγN| ≤ 1 and
sup
0<t<1
|Pt1,γ fA| ≥
∣∣∣∣∣
∫
A
eixξeit|ξ|e−t
γ |ξ| dξ
∣∣∣∣∣ =
∣∣∣∣∣
∫
A
e−t
γ |ξ| dξ
∣∣∣∣∣ & Ne−xγN & N. (4.10)
By (4.5), there exists x˜0 ∈ [0, 1] such that
m(E˜ǫ ∩ [x˜0, x˜0 + N−
1
γ ]) ≥ 1
2
m[x˜0, x˜0 + N
− 1
γ ]. (4.11)
Let f˜A(x) = fA(x − x˜0), then by (4.7), (4.10) and (4.11), there holds that
1
2
N
− 1
γ =
1
2
|[x0, x0 + N−
1
γ ]| ≤ |E˜ǫ ∩ [x0, x0 + N−
1
γ ]|
≤ |{x ∈ E˜ǫ ∩ [x0, x0 + N−
1
γ ] : |P∗1,γ f˜A(x)| & N}|
≤ CǫN−2‖ f˜A‖2H s = CǫN−2‖ fA‖2H s
≤ CǫN2s−1.
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From this inequality, we can obtain
N2s−1+
1
γ ≥ C. (4.12)
Let N tend to∞, then N2s−1+ 1γ → ∞ for s < 1
2
(1 − 1
γ
), which contradicts with (4.12).
In conclusion, for a = 1, if s < 1
2
(1 − 1
γ
), we see that the weak type (2, 2) inequality
|{x ∈ R; |P∗1,γ fA(x)| & N}| . N−2‖ fA‖2H s
fails, which implies almost everywhere convergence fails either.

5. Hausdorff Dimension of Divergent points
In this section, we will discuss the problem for the set of the divergent points. First we
need to establish the maximal estimate for the operator Pta,γ with 0 < a ≤ 1 and γ > 0 in
the general Borel measure µ ∈ M(B(0, 1)). As a consequence, we obtain Theorem 1.5 by
the Frostman lemma below.
The proof of Theorem 1.4. Using the Kolmogrov-Selierstov-Plessner method, one can
find a Borel function t = t(x) : R → (0, 1), and a Borel function ω ∈ L∞(µ) with
‖ω‖L∞(µ) ≤ 1 such that
‖P∗a,γ f (x)‖L1(µ) ≤ 2‖Pt(x)a,γ f (x)‖L1 (µ) ≤ 2 lim inf
N→∞
‖Pt(x)
a,γ,N
f (x)‖L1 (µ)
≤ 2 lim inf
N→∞
∫
P
t(x)
a,γ,N
f (x) ω(x) dµ(x).
Take the function χ(ξ) ∈ S (R) such that
χ(R) ⊂ [0, 1], χ(ξ) = 1 on [−1, 1], supp χ(ξ) ⊂ [−2, 2].
Then by Fubini’s theorem, Cauchy-Schwarz’s inequality, and Lemma 2.1, similar to (3.4),
we obtain ∣∣∣∣∣
∫
(P
t(x)
a,γ,N
f (x)) ω(x) dµ(x)
∣∣∣∣∣∣
2
=
∣∣∣∣∣
∫
R
fˆ (ξ)η(
ξ
N
)
∫
eit(x)|ξ|
a
e−t(x)
γ |ξ|aeixξg(x)η(
x
N
) dµ(x)dξ
∣∣∣∣∣
2
≤ ‖ f ‖2H s(R)
"
|ω(x)ω(y)|(1 + W(x, y) )dµ(x)dµ(y),
where
W(x, y) =
∣∣∣∣∣
∫
R
ei(t(x)−t(y))|ξ|
a−i(y−x)ξ(1 + ξ2)−s(1 − χ(ξ))e−(t(x)γ+t(y)γ)|ξ|aη( ξ
N
)2 dξ
∣∣∣∣∣ . (5.1)
Then by Lemma 2.1 , Remark 2.1 and the fact that ‖ω‖L∞(µ) ≤ 1, we finish the proof.

To prove Theorem 1.5, we recall the following lemma, which builds the relation be-
tween dim U and the energy Is(µ) of Borel measue µ on U.
Lemma 5.1 (Frostman, [8]). For a Borel set U ⊂ Rn,
dim U = sup{s: there is µ ∈M(U) such that Is(µ) < ∞}.
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The proof of Theorem 1.5. First, we give the detail proof of Theorem 1.5(i). Suppose
I1−2s(µ) < ∞. Let
Q = {x ∈ R : Pta,γ f (x)9 f (x) as t → 0}.
Q is obviously a Borel set. Let λ ∈ (0, 1), ǫ > 0 and choose a smooth function g for which
‖ f − g‖H s(R) < λǫ. Since limt→0+ Pta,γg(x) = g(x), for any x ∈ R, then we have
lim sup
t→0
|Pta,γ f (x) − f (x)| ≤ P∗a,γ( f − g)(x) + | f (x) − g(x)|, (5.2)
for any x ∈ R. Therefore, by the estimate (1.11) and the Cauchy-Schwarz inequality, we
have
µ({x : lim sup
t→0
|Pta,γ f (x) − f (x)| > λ})
.λ−1
√
I1−2s(µ)‖ f − g‖H s(R) + λ−1‖ f − g‖L1(dµ)
.
√
I1−2s(µ)ǫ,
(5.3)
which yields µ(Q) = 0.
If we assume dim Q > 1−2s, then by Lemma 5.1, there exists a Borel measure µ ∈M(Q)
with I1−2s(µ) < ∞. And by (5.2) and (5.3), we have µ(Q) = 0, which contradicts with the
condition µ ∈ M(Q) and 0 < µ(Q) < ∞. In conclusion, we have dim Q ≤ 1 − 2s in this
case.
The proofs of Theorem 1.5(ii)(iii)(iv) are similar to that of (i) above. Therefore, we
conclude the proof of Theorem 1.5.

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