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Abstract 
Traffic congestion has been growing at an unsustainable rate and decreasing the quality of life of people living in many countries 
especially in last few decades. At the same time, congestion causes decreasing accessibility and mobility whereas it leads to 
increase travel time and air pollution. Although various optimization techniques in determining signal timings or optimal capacity 
expansion have been discussed separately in the literature, few studies have been considered for solving the both problems 
simultaneously. Thus, it can be emphasized that the majority of literature fails to highlight an indispensable relationship between 
these two problems. To fill this gap, a bi-level solution methodology based on Differential Evolution (DE) algorithm is proposed 
in this study. The upper level deals with minimizing total system travel cost under given budget and signal timing plan while the 
User Equilibrium link flows are determined by VISUM at the lower level. In this study, the DE based solution algorithm is coded 
in VBA which is combined with VISUM for solving the problem. In order to illustrate the efficiency of the proposed algorithm, it 
is applied to real data of Sioux-Falls city network which has 76 links, 24 nodes and 552 OD trips. In this network, 7 nodes are 
considered as signalized junction, and 16 links which connect these nodes are chosen as candidate for capacity expansion. 
Results indicated that the proposed algorithm shows significant performance in solving the combined problem for signalized road 
networks.  
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1. Introduction 
Since most of transportation problems are considerably complex and their solutions depend on large number of 
parameters, it is generally preferred to separate such problems into sequence of sub-problems. However, due to high 
interdependence of capacity expansion and signal setting problems, an indispensable relationship between these two 
problems should be taken into consideration. Since a Signalized Road Network Design Problem (SRNDP) with link 
capacity expansion has multiple objectives, it is common to formulate it using a bilevel model. As known, road users 
make route choice decisions based on the link capacities and signal settings in the process of traffic assignment at the 
lower level and planners try to redesign the capacity expansion plan and the signal settings based on road users’ 
behaviour and the state of the road network at the upper level. Therefore, both problems should be solved 
simultaneously and thus more reliable results can be provided to decision makers/planners to design the signalized 
road networks. From a capacity expansion viewpoint, the first formulation for the Continuous Network Design 
Problem (CNDP) was proposed by Abdulaal and LeBlanc (1979). After this study, Suwansirikul et al. (1987) 
proposed equilibrium decomposition optimization heuristic for solving the CNDP and tested this heuristic on several 
networks. Following, a number of heuristic algorithms were developed for the CNDP (Friesz et al., 1990; Friesz et 
al., 1992; Friesz et al., 1993; Yang, 1995; Yang, 1997). Moreover, Chiou (2005) used gradient-based methods to 
solve the CNDP, and numerical applications are conducted in several test networks. Karoonsoontawong and Waller 
(2006) presented several heuristic methods for solving the resulting problem. Li et al. (2012) presented a global 
optimization method and converted the CNDP into a sequence of single level problems. Baskan (2013, 2014) 
attempted to solve the bilevel formulation of the CNDP using Cuckoo Search and Harmony Search algorithms, 
respectively. On the other hand, from the point of signal setting problem, Allsop and Charlesworth (1977) proposed 
a mutually consistent approach for signal setting problem. Heydecker and Khoo (1990) proposed a linear constraint 
approximation to the equilibrium flows and solved signal setting problem as a constrained optimization problem. 
Yang and Yagar (1995) proposed a sensitivity analysis based algorithm to solve the SRNDP. Moreover, Cascetta et 
al. (2006) discussed models and algorithms for the signal setting problem with stochastic traffic assignment where 
numerical tests are reported on a small-scale real network. Teklu et al. (2007) considered the problem of signal 
timing optimization in a road network and GA based algorithm is proposed for solving the resulting problem. 
Dell’Orco et al. (2013) presented a bi-level formulation for finding optimal signal settings under Stochastic User 
Equilibrium (SUE) conditions.  
An overview to the literature reveals that finding of optimal signal timings or capacity expansion plan has been 
discussed separately in most cases. However, considering both problems together, few studies have been carried out 
in the literature. That is, Ziyou and Yifan (2002) raised that solving signal setting problem with link capacity 
expansions provides more realistic information for planners. Chiou (2008a) considered a signalized road network 
where the set of link capacity expansions and signal settings are simultaneously determined. Promising results are 
obtained after numerical calculations performed. Similarly, Chiou (2008b) presented a solution model for a 
signalized road network with link capacity expansions by considering the maximum possible increase in travel 
demands. Karoonsoontawong and Waller (2010) developed a robust optimization formulation that simultaneously 
solves capacity expansion, signal optimization and dynamic traffic assignment problems.  
The organization of this paper is as follows. In next section, problem formulation is given. The solution algorithm 
is presented in Section 3. Numerical applications are explained with the results of the proposed model in Section 4. 
In last section, conclusions and future studies are remarked. 
2. Problem formulation 
The notations used in this paper are given as follows: 
 
A   the set of links in the network 
rsK  the set of paths between O-D pair SsRrrs  ,  
R  the set of origins in the network  
S  the set of destinations in the network 
63 Ozgur Baskan and Cenk Ozan /  Transportation Research Procedia  10 ( 2015 )  61 – 70 
M the set of signal stages, m M   
N the set of candidate links for capacity expansion, n N   
L the set of signalized junctions, l L   
( , )I ]ψ  the set of signal timing variables  
D  the vector of O-D pair demands, > @ ,rsD r R s S   D  
f  the vector of path flows, , ,rsk rsf r R s S k K    ª º¬ ¼f ,  
t  the vector of link travel times, > @( , )a a at x y a A  t  
x  the vector of equilibrium link flows, > @ ,ax a A  x  
y  the vector of link capacity expansions, > @ ,ay a A  y  
I  the vector of duration of green timings 
ad  the cost coefficient, Aa   
aT  the link capacity, Aa  
 Z upper level objective function 
 z lower level objective function 
 I intergreen time between signal stages U  conversion factor from investment cost to travel times 
( )a ag y  investment function, Aa   
rs
ka ,G  the link/path incidence matrix variables, , ,rsr R s S, k K a A     . , 1rsa kG   if route k between O-D 
pair rs uses link a, and 0,  rskaG  otherwise 
aD , aE  the parameters of link cost function, Aa  
minI  minimum duration of green timings 
maxI  maximum duration of green timings 
l]  cycle time, l L    
h total number of upper level decision variables 
F mutation factor 
CR crossover rate 
u number of generation  
uO  mutant vector at generation u 
uZ  trial vector at generation u 
p number of the population  
2.1. Upper level formulation 
Since the multiple objectives exist in the SRNDP with link capacity expansions, it is common to solve it using 
bilevel programming. Although the bi-level formulation is not only way of defining this problem, we have preferred 
it in order to avoid computational difficulties experienced with other solution techniques. The upper level deals with 
finding optimal signal timings and capacity expansion plan for a given signalized road network by minimizing the 
total system and construction costs. On the other hand, in the lower level, User Equilibrium (UE) link flows are 
determined by considering capacity expansion plan and signal timings given in the upper level. Therefore, the 
SRNDP with link capacity expansions can be recognized within the framework of a leader-follower, where the 
planner is the leader and the road user is the follower (Fisk, 1984). The objective function of the upper level can be 
formulated as follows:  
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min , ( ( , ) ( ))a a a a a ay a A
Z(x, y ) t x y x g y\ U

 ¦            (1) 
 
s.t. max0 ,a ay y a Ad d          (2) 
  min max ,m m m m MI I Id d    
 
where maxay  is the upper-bound capacity expansion of link a A which ensures that the investment cost of link a  
will not exceed the related budget. It represents also the non-negativity constraint of the upper level decision 
variables. 
 
2.2. Lower level formulation 
 
In the lower level, the user’s route choice behavior can be characterized by the UE assignment which distributes the 
demand according to the Wardrop’s first principle. It states that the travel times of all used paths between the same 
Origin-Destination (O-D) pair are equal and less than any unused paths (Wardrop, 1952). As known, static UE 
problem is convex because the link travel time functions are monotonically increasing function. Additionally, if the 
cost functions are also strictly increasing, then the link flow solution is unique (Smith, 1979). On the other hand, this 
hypothesis underlies the unrealistic assumption that every road user is fully informed about the state of the road 
network.  However, it is approved due to fundamental advantage which guarantees the existence and uniqueness of 
assignment result. Therefore, this approach is commonly preferred to find the equilibrium link flows in road network 
design problems. The static UE assignment problem can be formulated as follows: 
 
 min ( , , )a a ax a A
z t w y dw\

 ¦ ³a
x
0
        (3) 
 
 s.t.    , ,rsk rs rs
k K
f D r R s S k K

    ¦       (4) 
  , , , ,
rs
rs rs
a k a k rs
rs k K
x f r R s S a A k KG

     ¦ ¦     (5) 
                            0 , ,rsk rsf r R s S k Kt           (6) 
 
              (7) 
 
where the definition ( , , )a a at w y \ in the Eq. (3) represents the cost of link a a A  , which is usually expressed by the 
following function called the Bureau of Public Roads (BPR) function as: 
 4( , , ) ( )aa a a a a a
a a
x
t x y
y
\ D E T            (8) 
 
where D E, are the parameters and T  is the link capacity for link a a A  . Additionally, Eq. (4) represents that the 
total volume of all routes have to be equal the demand from origin r to destination s; Eq. (5) shows volume of link a 
results from the sum of volumes of all routes which contain this link; Eq. (6) describes that all route volumes have to 
be positive and Eq. (7) states that the sum of duration of green timings and intergreen times of signal stages of an 
intersection equals to its cycle time. Since UE assignment is a convex problem, it can be numerically solved by 
various methods. In this study, VISUM (PTV AG, 2014) software is used for finding equilibrium link flows at the 
lower level by means of given capacity expansion plan and signal timings at the upper level. As known, VISUM 
offers a number of UE assignment models such as Incremental assignment, Equilibrium assignment, LUCE and ICA 
in order to serve different objectives. In this paper, we have used Equilibrium assignment module which distributes 
1
m
i i
i
lI l LI ]
 
   ¦
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the demand according to the Wardrop’s first principle. Since the procedure of Equilibrium assignment is only 
terminated when all routes of any OD pair are in the balanced state, it provides more realistic results. 
3. Solution algorithm 
     In order to solve the SRNDP with link capacity expansions we developed a heuristic solution algorithm, called 
Differential Evolution for Signalized ROad Networks (DESRON), using bilevel programming model. In the 
DESRON, the decision variables of a signalized road network are generated in the upper level while the UE link 
flows are determined by VISUM in the lower level. The solution algorithm is coded in VBA programming language 
due to outstanding advantages of VISUM that allows to import and export data using VBA. In the upper level of the 
proposed algorithm, capacity expansion and signal setting variables are generated by using Differential Evolution 
(DE) algorithm because of its recently successful applications for solving complex optimization problems. The DE 
is a simple and powerful heuristic algorithm in which the initial population is improved to reach to vicinity of the 
global or near-global optimum for a given optimization problem through repeated cycle of mutation, crossover and 
selection procedures (Liu et al., 2010). In the DE, two fundamental control parameters are used to manage the 
optimization process. The first one is the mutation factor (F), which is used to obtain mutant vector from selected 
three solution vectors in the population and the second one is the crossover rate (CR) that is the probability of 
consideration of the mutant vector (see for details Storn and Price, 1995). In the DESRON, the upper level decision 
variables are generated as following way: 
 
 
 
y11 y12 .. .. .. y1n ϕ11 ϕ12 .. .. .. ϕ1m 
y21 y22 .. .. .. y2n ϕ21 ϕ22 .. .. .. ϕ2m 
 
           
yp1 yp2 .. .. .. ypn ϕp1 ϕp2 .. .. .. ϕpm 
Fig. 1 Population structure of the DESRON 
where n is the number of candidate links for capacity expansion in the network, m is the set of signal stages and p is 
the number of population.  In the DESRON, similarly to other heuristic algorithms, each row of population is filled 
with randomly generated capacity expansions for a set of selected links and duration of green timings by considering 
upper and lower boundaries and so called target vectors are created. Moreover, cycle times of signalized junctions in 
the network can be simply calculated using generated green timings and predefined intergreen times. Following, the 
upper level decision variables are input to VISUM and equilibrium link flows are determined after executed traffic 
assignment process. Thus, the objective function values are found for target vectors located in each row of the 
population in the DESRON. The algorithm steps are given in Fig. 2. After then, each element of a mutant vector is 
obtained from randomly selected three solution vectors using Eq. (9). 
 
, , , ,
1 2 3( ) , 1,2,.... , 1,2,....
j u j u j u j u
i F i p j hO G G G                  (9) 
where ,1
j uG , ,2j uG  and ,3j uG  are randomly selected decision variables within the range [0, p] at generation u, h is the 
total number of upper level decision variables and , , ,1 2 3
j u j u j uG G Gz z . After creating the mutant vector for each 
target vector, the other improvement process of the DE is performed using crossover operator to obtain trial vector. 
At this step, each member of the trial vector, ,j uiZ , is chosen from the mutant vector with the probability of CR or 
from the target vector with the probability of (1-CR) as given in Eq. (10). 
            link capacity expansions                         duration of green timings 
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,
,
, ,
, if rand (0,1) or 
, otherwise
j u
i
j u
i rand
j u j u
i i
CR i i
y
OZ I
­ d  ° ® °¯
           (10) 
  
Fig. 2 Steps of the DESRON algorithm    
As can be seen from Eq. (10), the value of CR is compared with the output of a uniform random number 
generator, rand (0,1) , to determine either mutant vector or target vector will provide the member of the trial vector. 
If the random generated number is less than or equal to CR at generation u, the trial parameter is chosen from the 
mutant vector, ,j uO ; otherwise the parameter is chosen from the members of the target vector, , ,j u j ui iy I . 
Additionally, the constraint, randi i , where randi is the uniformly distributed random number in the range [1, p], 
ensures that at least one member of the trial vector is taken from the mutant vector. At this step, the trial vector uZ is 
compared with the target vector by way of determining the objective function values. In order to determine the 
fitness value of trial vector, the capacity expansion and signal timing variables located in the trial vector are input to 
VISUM and traffic assignment process is executed. After then the fitness value of trial vector is calculated using Eq. 
(1). Finally, after comparing the objective function values of trial and target vectors, best one enters to the 
generation u+1 as shown in Eq. (11). Mutation, crossover and selection steps of the DESRON are repeated until a 
predetermined stopping criterion is met or maximum number of generations is reached.  
1 , if ( ) ( )
, otherwise
u u u
u
u u
f f ­ d° ® °¯
y
y
y
Z Z
I
                             (11) 
4. Numerical application 
In order to show the capability of the DESRON in solving the SRNDP with capacity expansions, the city of 
Sioux Falls is used which is probably the most used network in the literature.  The network has 24 nodes and 76 
links. The link parameters of the network and travel demands between 552 O-D pairs are taken from Baskan (2014). 
Step 1 Setting input parameters 
x Upper bound for capacity expansion (  ) 
x Upper and lower boundaries for stage green      
timings 
x Investment function and cost coefficient (da) 
x DE parameters (F,CR,p) 
x O-D demand matrix and network parameters 
x Parameters of link cost function  
Step 2 Generation of the initial population 
Randomly generate link capacity expansions and 
stage green timings 
Start, u=1, p=1 
u=u+1 
Step 3 Mutation  
Determine mutant vectors for each target vector 
using Eq. (9) 
Stopping 
criterion
Optimal capacity expansions and 
signal timings 
Y 
N 
Solve the lower level problem using VISUM and 
obtain the UE link flows (x) 
Calculate fitness values using Eq. (1) 
Step 4 Crossover  
Determine trial vectors by considering mutant and 
target vectors using Eq. (10) 
Step 5 Selection  
Compare fitness values of target and trial vectors 
after solving lower level problem using VISUM 
and enter best one to the next generation p=p+1 
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The link travel time function is used as given in Eq. (8). The dashed links are candidates for capacity expansion as 
shown in Figure 3. 
 
Fig. 3 Sioux Falls network 
Additionally, 7 nodes marked as bold in the network are considered as signalized junctions. It is assumed that 
nodes numbered with 4, 5, 9 and 14 are three stage junctions and the rest are four stages. The upper level objective 
function for the Sioux Falls network is formulated as in Eq. (12). Lower and upper bounds for stage green timings 
are selected 7 and 40 sec, respectively. Intergreen times for all stages are taken 5 sec. In addition, maximum 
capacity expansion max ,a a Ay   is considered as 20 while parameters of the DE algorithm F, CR and p are selected 
0.8, 0.8 and 10, respectively in keeping with the literature. 
      2min , , ( ( , ) 0.001 )a a a a a ay a
Z(x y ) t x y x d y\

 ¦
A
        (12) 
             s.t.          max0 ,a ay a Ayd d    
             min max ,m m m m MI I Id d    
At the lower level, UE traffic assignment is performed by way of VISUM. It is assumed that the DESRON has 
found optimum or near-optimum solution when the relative error between average and best objective function 
values is less than the value of 0.001 for Sioux Falls network. The convergence graph of the DESRON can be seen 
in Figure 4. 
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Fig. 4 Convergence graph of the DESRON for the Sioux Falls network 
 
Maximum generation number is selected 200 and the algorithm is terminated after 134 generations since 
predefined stopping criterion is met. In the initialization process, the DESRON randomly generates capacity 
expansion and signal timing variables in terms of their selected upper and lower bounds and thus the initial 
population is created. The initial value of objective function is found as 162 considering current population. After 
then mutation, crossover and selection operators are applied to initial population and the final objective function 
value is obtained as about 117 after rapidly decreasing of its initial value especially during first 50 generations. 
Resulting equilibrium link flows are given in Table 1.  
Table 1 Resulting equilibrium link flows  
Link 
number 
Volume 
(veh/h) 
Link 
number 
Volume 
 (veh/h) 
Link 
number 
Volume 
(veh/h) 
1 7.04 27 19.70 53 10.40 
2 12.00 28 24.40 54 16.20 
3 8.12 29 11.10 55 21.20 
4 6.60 30 8.91 56 21.90 
5 11.00 31 9.98 57 20.30 
6 18.20 32 13.90 58 10.60 
7 15.80 33 9.34 59 9.85 
8 17.50 34 12.20 60 21.80 
9 27.20 35 15.40 61 10.00 
10 2.25 36 10.00 62 7.67 
11 18.90 37 16.50 63 7.70 
12 8.19 38 16.80 64 7.70 
13 24.40 39 11.70 65 9.31 
14 7.68 40 13.60 66 10.20 
15 7.59 41 12.40 67 21.40 
16 13.90 42 8.10 68 7.70 
17 12.00 43 22.90 69 8.17 
18 20.30 44 7.60 70 10.80 
19 14.40 45 20.20 71 4.58 
20 16.20 46 18.30 72 8.88 
21 1.97 47 8.25 73 8.94 
22 9.85 48 16.70 74 12.00 
23 16.70 49 12.50 75 11.40 
24 8.23 50 17.00 76 7.40 
25 23.40 51 9.28  
26 22.20 52 12.20  
100
120
140
160
180
200
220
1 10 19 28 37 46 55 64 73 82 91 100 109 118 127
O
bj
ec
tiv
e 
fu
nc
tio
n 
va
lu
e
Number of generations
Best
Average
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The maximum equilibrium link flow in the network is observed from link 9 while link 21 has least volume as 
shown in Table 1. Equilibrium link flows on the candidate links for capacity expansion, which are marked in bold, 
can be also seen in Table 1. It should be emphasized that links 25 and 28 have more traffic volume than most of 
links and thus more capacity expansion is performed to these links than other candidate links in the network as 
shown in Table 2.  
Table 2 Optimal link capacity expansions 
Link number ya Link number ya 
9 5.18 27 2.69 
11 2.74 32 1.07 
13 1.18 34 7.15 
23 0.18 40 8.81 
25 10.91 28 13.10 
26 2.22 43 3.50 
10 0.00 44 1.05 
31 0.46 41 3.79 
 
Additionally, optimal signal timings are obtained after running the DESRON and given in Table 3. Minimum and 
maximum cycle times for the Sioux Falls network are found as 47 and 135 for junctions 14 and 11, respectively. It 
should be noted that these results depend on the selected stage configurations since different stage plans may affect 
equilibrium link flows and optimal signal timings in the network. In addition, completely different results can be 
obtained in case coordinated signalized network is considered. It should not overlook that link volumes are in 
accordance with the value of stage green timings in which these links have the right of way as can be seen in Tables 
1 and 3. This result may be evaluated as evidence that the DESRON can be used in order to solve the SRNDP with 
link capacity expansions.   
Table 3 Resulting optimal signal timings  
Junction  
number 
Cycle  
time 
(sec) 
Stage  
number 
Start of 
green 
(sec) 
End of 
green 
(sec) 
Junction  
number 
Cycle  
time 
(sec) 
Stage  
number 
Start of 
green 
(sec) 
End of 
green 
(sec) 
4 114 
1 0 31 
10 100 
1 0 15 
2 36 64 2 20 34 
3 69 109 3 39 70 
5 84 
1 0 22 4 75 95 
2 27 47 
11 135 
1 0 35 
3 52 79 2 40 47 
9 74 
1 0 37 3 52 86 
2 42 49 4 91 130 
3 54 69 
15 89 
1 0 15 
14 47 
1 0 12 2 20 39 
2 17 30 3 44 60 
3 35 42 4 65 84 
 
5. Conclusions 
In this study, the DESRON algorithm is proposed for solving the SRNDP with link capacity expansions using bi-
level programming model. The upper level aims to minimize total travel cost under given budget and signal timing 
plan while the UE link flows are found by VISUM at the lower level. The DE based heuristic solution algorithm is 
combined with VISUM for solving the problem. In order to test the proposed algorithm, it is applied to Sioux Falls 
network in which 7 junctions are considered as signalized junction, and 16 links which connect these nodes are 
chosen as candidate for capacity expansion. Results show that the DESRON is capable to find optimal capacity 
expansions and signal timings simultaneously. In future, the proposed algorithm will be applied to large scaled road 
networks in order to see how it reacts to such conditions. Using the proposed algorithm on large scaled road 
networks with possible good results may help planners to use sources effectively.  
70   Ozgur Baskan and Cenk Ozan /  Transportation Research Procedia  10 ( 2015 )  61 – 70 
Acknowledgements 
We would like to thank to PTV AG for providing the academic version of VISUM 14. 
References 
Abdulaal, M., & LeBlanc, L. (1979). Continuous equilibrium network design models. Transportation Research Part B, 13, 19-32. 
Allsop, R. E., & Charlesworth, J. A. (1977). Traffic in a signal-controlled road network: an example of different signal timings including different 
routings. Traffic Engineering Control, 18(5), 262-264. 
Baskan O. (2014). Harmony search algorithm for continuous network design problem with link capacity expansions. KSCE Journal of Civil 
Engineering, 18(1), 273-283. 
Baskan, O. (2013). Determining Optimal Link Capacity Expansions in Road Networks Using Cuckoo Search Algorithm with Lévy Flights. 
Journal of Applied Mathematics, vol. 2013, Article ID 718015, 11 pages. 
Cascetta, E., Gallo, M., & Montella, B. (2006). Models and algorithms for the optimization of signal settings on urban networks with stochastic 
assignment models. Annals of Operations Research, 144, 301–328. 
Chiou, S. W. (2005). Bilevel programming for the continuous transport network design problem. Transportation Research Part B, 39, 361-383. 
Chiou, S. W. (2008a). A hybrid approach for optimal design of signalized road network. Applied Mathematical Modeling, 32, 195-207. 
Chiou, S. W. (2008b). A non-smooth model for signalized road network design problems. Applied Mathematical Modeling, 32, 1179-1190. 
Dell’Orco, M., Baskan, O., & Marinelli, M. (2013). A Harmony Search algorithm approach for optimizing traffic signal timings. Promet Traffic 
& Transportation, 25(4), 349-358. 
Fisk, C. (1984). Optimal signal controls on congested Networks. In: 9th International Symposium on Transportation and Traffic Theory, VNU 
Science Press, 197-216. 
Friesz, T. L., Anandalingam, G., Mehta, N. J., Nam, K., Shah, S. J., & Tobin, R. L. (1993). The multiobjective equilibrium network design 
problem revisited-A simulated annealing approach. European Journal of Operational Research, 65(1), 44-57. 
Friesz, T. L., Cho, H. J.,  Mehta, N. J., Tobin, R. L., & Anandalingam, G. (1992). A simulated annealing approach to the network design problem 
with variational inequality constraints. Transportation Science, 26(1), 18-26. 
Friesz, T. L., Tobin, R. L., Cho, H. J., & Mehta, N. J. (1990). Sensitivity analysis based algorithms for mathematical programs with variational 
inequality constraints. Mathematical Programming, 48, 265-284.  
Heydecker, B. G., & Khoo, T. K. (1990). The equilibrium network design problem. Proceedings of AIRO’90 conference on Models and methods 
for Decision Support, Sorrento, 587-602. 
Karoonsoontawong, A., & Waller, S. T. (2010). Integrated Network Capacity Expansion and Traffic Signal Optimization Problem: Robust Bi-
level Dynamic Formulation. Networks and Spatial Economics, 10, 525-550. 
Karoonsoontawong, A., & Waller, S.T. (2006). Dynamic continuous network design problem-Linear bilevel programming and metaheuristic 
approaches. Transportation Research Record 1964(1), 104-117.  
Li, C., Yang, H., Zhu, D., & Meng, Q. (2012). A global optimization method for continuous network design problems. Transportation Research 
Part B, 46, 1144-1158. 
Liu, H., Cai, Z., & Wang, Y. (2010). Hybridizing particle swarm optimization with differential evolution for constrained numerical and 
engineering optimization. Applied Soft Computing, 629-640. 
PTV AG. (2014). VISUM 14- User Manual, Karlsruhe: PTV Planung Transport Verkehr AG. 
Smith, M.J. (1979). The existence, uniqueness and stability of traffic equilibria. Transportation Research Part B, 13(4), 295-304. 
Storn, R., & Price, K. (1995). Differential evolution: A simple and efficient adaptive scheme for global optimization over continuous spaces. 
ICSI, USA, Tech. Rep. TR-95-012. 
Suwansirikul, C., Friesz, T. L., & Tobin, R. L. (1987). Equilibrium decomposed optimisation: a heuristic for the continuous equilibrium network 
design problem. Transportation Science, 21(4), 254-263. 
Teklu, F., Sumalee, A., & Watling, D. (2007). A genetic algorithm approach for optimizing traffic control signals considering routing. Computer-
Aided Civil and Infrastructure Engineering, 22, 31-43. 
Wardrop, J. G. (1952). Some theoretical aspects of road traffic research. Proceedings of the Institution of Civil Engineers Part II, Vol. 1, 325-
378. 
Yang, H. (1995). Sensitivity analysis for queuing equilibrium network flow and its application to traffic control. Mathematical and Computer 
Modelling, 22(4-7), 247–258. 
Yang, H. (1997). Sensitivity analysis for the elastic-demand network equilibrium problem with applications. Transportation Research Part B, 
31(1), 55-70. 
Yang, H., & Yagar, S. (1995). Traffic assignment and signal control in saturated road networks. Transportation Research Part A, 29(2), 125-139. 
Ziyou, G., & Yifan, S. (2002). A reserve capacity model of optimal signal control with user-equilibrium route choice. Transportation Research 
Part B, 36, 313–323. 
 
 
 
 
 
 
 
