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Paranoid beliefs have been conceptualized as a central psychological process linked to 
schizophrenia and many mental disorders. Research on paranoia has indicated that it is 
pivotal to consider not only levels but also dynamic aspects of incriminated related 
mechanisms over time. In the present study, we conceptualized paranoia as a system of 
interacting elements. To do so, we used temporal network analysis to unfold the temporal 
dynamics between core psychological paranoia-related mechanisms, such as self-esteem, 
sadness, feeling close to others, and experiential avoidance. Time-series data of 23 
participants with high scores in paranoia and/or interpersonal sensitivity were collected 
via experience sampling methodology (ESM). We applied a multilevel vector autoregressive 
(mlVAR) model approach and computed three distinct and complementary network models 
(i.e., contemporaneous, temporal, and between-subject) to disentangle associations 
between paranoia-related mechanisms in three different time frames. The contemporaneous 
model indicated that paranoia and sadness co-occurred within the same time frame, 
while sadness was associated with both low self-esteem and lack of closeness to others. 
The temporal model highlighted the importance of feeling close to others in predicting 
low paranoia levels in the next time frame. Finally, the between-subject model largely 
replicated an association found in both contemporaneous and temporal models. The 
current study reveals that the network approach offers a viable data-driven methodology 
for elucidating how paranoia-related mechanisms luctuate over time and may determine 
its severity. Moreover, this novel perspective may open up new directions toward identifying 
potential targets for prevention and treatment of paranoia-related problems.
Keywords: paranoia, sadness, self-esteem, experience sampling methodology, temporal network analysis, 
intensive time-series
INTRODUCTION
Paranoia has been deined as “unfounded thoughts that others are deliberately intending to 
cause harm” (Murphy et  al., 2018). hough traditionally linked to schizophrenia and other 
psychotic disorders (Jorgensen and Jensen, 1994; Bentall et  al., 2001), paranoid beliefs are 
common in the general population (Freeman, 2006) and exist on a continuum (Elahi et al., 2017). 
At the clinical level, paranoia has been conceptualized as a transdiagnostic feature associated 
with afective dysregulations and emotional disorders (Bentall et al., 2009). In this way, paranoia 
constitutes a viable target for clinical interventions, not only among people with psychotic 
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disorders but also across a wide range of mental disorders 
(Freeman, 2007; Lincoln et  al., 2013).
Yet, uncertainties still abound regarding the underlying 
mechanisms driving paranoid beliefs (Bentall et al., 2001; Freeman 
et  al., 2002). Prominent models of paranoia highlight self-esteem 
as a core process of paranoia (Bentall et al., 2001; Freeman et al., 2002). 
According to the self-serving bias theory, paranoia fulills a defensive 
function blaming others of negative events (Bentall et  al., 2001). 
Conversely, paranoid beliefs have also been viewed as a direct 
relection of individual’s negative self-schemas (Freeman et  al., 
2002). Without alluding to a defensive process as an explanation, 
this perspective suggest that individuals’ social and emotional 
di culties would simply correlate with low self-esteem and depression 
(Freeman, 2007). Nonetheless, results regarding the role of self-
esteem in paranoia are inconsistent. Supporting Freeman’s proposal, 
some authors have evidenced that people with paranoid beliefs 
exhibited lower self-esteem than those without such beliefs (Kesting 
and Lincoln, 2013). On the other hand, although some predictions 
of the defense model are not supported (i.e., explicit self-esteem 
preserved), a recent meta-analysis has revealed that, based on 
studies relying on experience sampling methodology (ESM, an 
intensive longitudinal research methodology that involves asking 
participants to report on their thoughts, feelings, behaviors, and/
or environment on multiple occasions over time), instability of 
self-esteem is clearly associated with increased severity of paranoia 
(Murphy et  al., 2018). Uncertainty thus remains regarding the 
precise role of self-esteem in paranoia.
In addition to self-esteem, other processes have also been 
associated with the onset and maintenance of paranoid beliefs. 
First, negative afect is common in people with paranoid thinking 
(Freeman et al., 2011; Hartley et al., 2013; Vorontsova et al., 2013). 
In fact, the presence of depressive symptoms, in particular, has 
been associated with a 7-fold-increased risk of experiencing 
the most severe form of paranoid beliefs (Freeman et  al., 2011; 
Freeman and Garety, 2014). Previous ESM research has also 
revealed that depression was associated with the duration of 
the paranoid episodes (hewissen et  al., 2011). Second, people 
with paranoia exhibit higher levels of dysfunctional emotional 
regulation strategies such as experiential avoidance (EA), that 
is, the unwillingness to remain in contact with particular private 
negative experiences (e.g., bodily sensations, thoughts, and 
emotions) and attempts to eliminate them (Hayes et  al., 2004; 
Udachina et al., 2009). Interestingly, the relation between paranoia 
and EA has been found to be  partially mediated by low 
self-esteem in time-series studies (Udachina et  al., 2014). In 
favor of the self-serving bias theory (Bentall et al., 2001), people 
with paranoia exhibited greater life satisfaction when they have 
greater experiential avoidance and low insight, suggesting EA 
might serve as a “defensive strategy” (Valiente et  al., 2015). 
Finally, a third critical paranoia-related process is cognitive 
schemas about others (Fowler et  al., 2006). Research has shed 
light about the association between paranoia with a negative 
view of others (Lamster et  al., 2017) as well as with subjective 
perception of social exclusion (Westermann et  al., 2012). One 
way of construing these observations may be within the attachment 
framework (Berry et  al., 2019), although it is not exempt of 
critics as it is oten assessed in adulthood, whereas the original 
theory was based on studies of children and their caregivers 
(Bartholomew and Shaver, 1998; Gumley et  al., 2014). 
Notwithstanding this limitation, a speciic relationship between 
insecure attachment and paranoia has been observed in multiple 
clinical, population, and analogue studies, which might, in turn, 
be  relected in interpersonal problems (Gumley et  al., 2014; 
Berry et  al., 2019; Lavin et  al., 2019).
Recently, the network approach has emerged in psychopathology 
(Borsboom and Cramer, 2013; for a review, see Contreras et  al., 
2019; Robinaugh et  al., 2019). From this perspective, mental 
disorders are conceptualized as complex network systems, wherein 
elements (i.e., symptoms or psychological processes) interact 
and evolve over time (Borsboom, 2017). Accordingly, one may 
expect that the aforementioned paranoia-related processes (i.e., 
self-esteem, sadness, experiential avoidance, and closeness to 
others) are embedded within a network system, wherein they 
trigger one another over time.
Previous network research has relied on cross-sectional 
models to study psychosis (Isvoranu et  al., 2017, 2018; van 
Rooijen et  al., 2017). However, only a few studies included 
paranoia as an element in the network (Isvoranu et  al., 2016; 
Bell and O’Driscoll, 2018; Hajdúk et al., 2019). Yet, their indings 
were heterogeneous (for a discussion, see Contreras et al., 2019). 
Moreover, although this nascent ield is promising, cross-sectional 
designs preclude strong inference regarding the causal (e.g., 
Maurage et  al., 2013) as well as the temporal relationships 
among paranoia-related processes (e.g., Bos et al., 2017). Indeed, 
whereas these network models are good at describing associations 
between the average scores on the variables of interest, they 
fall short of explaining how these variables dynamically trigger 
each other over time. Hereater, we  believe conceptualizing 
paranoia-related processes as a temporal network, rather than 
restricting it to cross-sectional associations between processes, 
may ofers clues to generating new hypotheses about the temporal 
dynamic interplay of the paranoia-related processes.
A dynamic conceptualization of paranoia-related processes 
can be done by generating network models from intensive time-
series data collected via ESM (for a review, see Myin-Germeys 
et  al., 2018). Some ESM studies have shed light on time-lagged 
associations between paranoia and core processes like self-esteem, 
negative afect, or experiential avoidance (hewissen et al., 2008, 
2011; Udachina et al., 2009, 2014; Ben-Zeev et al., 2011; Kramer 
et  al., 2014). Although the aforementioned variables have been 
well established in previous ESM research, a network perspective 
provides a diferent approach. Temporal network analysis call 
upon a multilevel vector autoregressive (mlVAR) approach that 
allows the estimations of three types of networks taking into 
account three diferent time frames (i.e., the same measurement 
time, diferent measurement occasion, and 1-week average; 
Epskamp et  al., 2018d). he advantage of multilevel temporal 
network model is that it ofers the possibility of considering 
the intra‐ and the inter-individual level of information and creates 
network models that control for all other variables and temporal 
efects (e.g., Epskamp et  al., 2018a,d). In this way, by using an 
mlVAR network approach in combination to the ESM data, one 
may disentangle the temporal sequence of the dynamic interaction 
between more than one variable of interest (Bringmann et al., 2016; 
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Epskamp et al., 2018a,d; Hoorelbeke et al., 2019). Although there 
is a growing interest in applying temporal network analysis in 
psychology, only one single case study has, to date, included 
paranoia as an element (Bak et  al., 2016).
he aim of the current study was thus to examine the 
temporal dynamics of the aforementioned theory-driven 
paranoia-related processes (i.e., self-esteem, feeling of closeness 
to the others, experiential avoidance, and sadness) by conducting 
temporal network analyses on ESM data.
MATERIALS AND METHODS
Open Science Practice
he de-identiied data, ESM’s items, and R code are publicly 
available via the Open Science Framework (OSF) and can 
be  accessed at https://osf.io/7tk4b/.
Participants
Participants were recruited from a larger randomized controlled 
trial registered at ClinicalTrials.gov1, aiming at testing the impact 
of psychological group intervention for people with paranoid 
tendencies (Valiente et  al., 2019). hey were attending the 
Psychology Clinic of the Complutense University of Madrid 
for clinical psychological distress (i.e., mood, anxiety, 
interpersonal, or nonspeciied problems), and they were referred 
by their therapist. he current paper reports indings from 
the assessment phase that preceded the treatment protocol.
Eligibility criteria were as follows: (a) be  over 18  years old 
and (b) scoring at least one SD above the population mean in 
the subscales for paranoid ideation and/or interpersonal sensitivity 
of the validated Spanish version of the Symptom Checklist 
90-Revised (SCL-90-R; Derogatis, 2001). his is a widely used 
scale, especially as a screening tool, to assess psychological and 
psychopathological symptoms in both clinical and normal 
populations (Derogatis, 2001). he latter criterion was used to 
broaden the range of paranoid experience included in the study, 
as previous research has revealed that interpersonal sensitivity 
is associated with paranoid thinking (Bebbington et  al., 2013; 
Isvoranu et al., 2016; Meisel et al., 2018), and paranoid ideation 
can be  considered as an extension of such concerns (Freeman 
and Garety, 2014). Following the screening procedure, 64 patients 
were enrolled in the study and thus participated in the ESM 
assessment. Of this sample, we only included data from participants 
providing over 21 valid responses (i.e., 1/3 of potential total 
number of responses); a cutof based on prior research combining 
network analysis and ESM methodology (Aalbers et  al., 2019; 
Greene et  al., 2019). he resulting 23 participants who were 
included in the analyses (82.6% females) completed an average 
of 28.48 measurements (SD  =  6.58). Note that included and 
excluded participants did not difer on any demographic or 
clinical variables (see Table S1 in the Supplementary Materials 
available on the OSF at https://osf.io/378q4/). Demographic and 
clinical characteristics are depicted in Table  1.
1 https://clinicaltrials.gov/ct2/show/NCT04476771
ESM Measures
We used a time-contingent ESM design (Myin-Germeys et al., 2018), 
whereby participants received 10 notiications a day between 
9:00 AM and 10:00 PM over a 7-day period. We used a stratiied 
schedule wherein, each day, 10 notiications were delivered between 
intervals of, at least, 30 min between each signal. Signals timed-out 
15  min ater being sent (Delespaul, 1995).
he study was part of a larger ESM protocol, which included 
33 items, which took an average of 5  min to complete. For 
the present study, we only focused on paranoia-related processes, 
which include seven items: (a) Negative afect, we  use one 
item to measure sadness (“At this moment, I  feel sad”). his 
ESM item has been previously used to study negative afect 
(e.g., Palmier-Claus et  al., 2011); (b) Self-esteem, we  adapted 
two items from the Rosenberg Self-esteem Scale (RSES; 
Rosenberg, 1989; “At this moment, I  feel useful” and “At this 
moment, I feel I can manage issues well”). he internal consistency 
of this scale was α = 0.745; (c) Closeness to others, as persecutory 
beliefs are also associated with negative beliefs about others 
as well as social exclusion, we  designed one item to assess 
how close individuals perceived others (“At this moment, I  feel 
close to others”); (d) Experiential avoidance, as an emotional 
regulation strategy, we  adapted one item from the Acceptance 
and Action Questionnaire-II (AAQ-II; Hayes et al., 2004; “Since 
the last beep, I have tried to avoid negative thoughts and feelings”); 
TABLE 1 | Sample characteristics.
Participants n = 23
Demographic characteristics
Age in years, mean (SD) 23.78 (6.17)
Sex: women, n (%) 19 (82.6)
Single status, n (%) 22 (95.7)
Education, n (%)  




Part-time employment 5 (21.7)
Full-time employment 3 (13)
Clinical characteristics
SCL-90-R paranoid ideation, mean (SD) 1.24 (0.92)
SCL-90-R interpersonal susceptibility, mean (SD) 1.57 (0.86)
SCL-90-R anxiety, mean (SD) 1.10 (0.46)
SCL-90-R depression, mean (SD) 1.93 (0.74)
Participants diagnosis: n (%)
Not meeting criteria for diagnosis 9 (39.1)
Major depression disorder 5 (21.7)
Anxiety disorder (includes PD and GAD) 3 (13)




Number of completed observations, mean (SD) 28.48 (6.58)
Number of missing beeps, mean (SD) 30.83 (13.90)
Number of missing data, mean (SD) 10.70 (12.95)
SCL-90-R, symptom checklist 90-R (Cronbach’s α = 0.79–0.90); SD, standard 
deviation; PD, panic disorder; GAD, generalized anxiety disorder; number of missing 
beeps = the inal amount of missing notiications due to technical problems; number of 
missing data = notiications that participants did not response.
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and (e) Paranoid beliefs, following the Persecutory Ideation 
Questionnaire (PIQ; McKay et  al., 2006), we  adapted three 
items (“Since the last beep, I  have had the impression that 
I  cannot trust people,” “I have had the impression that people 
have tried to harm me,” and “I have had the impression that 
people have criticized me”). he internal consistency of this 
scale was α  =  0.737; self-esteem and paranoid ideation were 
computed using the average of their corresponding items (see 
section “Identifying Redundant Items” in the Supplementary 
Materials). All items were presented on a 9-point Likert-type 
scale, and a careful translation was carried out, following the 
latest indications (e.g., Wild et al., 2005; for English and Spanish 
versions of the ESM items, see Table S2 in the Supplementary 
Materials available on the OSF at https://osf.io/378q4/).
Procedure
As a part of a broader clinical trial project, the ESM data 
reported here was collected during the baseline assessment of 
the trial (Valiente et al., 2019). At the outset, we used Personal 
Analytics Companion application (PACO APP; https://pacoapp.
com), a free and open-source application for building and 
running ESM studies. However, this application ceased to 
be  accessible in midway through the research, at which point 
we  switched to the Qualtrics platform2. Note that in both 
platforms everything was made identical and there were no 
signiicant diferences in terms of demographic and clinical 
characteristics between people who received the ESM procedure 
via the irst platform vs. the second platform (see Table S3 
in the Supplementary Materials). An initial one-on-one 
instructional session was organized with each participant. During 
this session, an instructor (i.e., the irst author of this paper) 
demonstrated the ESM-platform use and turned on the 
notiication’s parameters of the participant’s mobile phone. 
Participants were given an email address to contact in case 
of questions or technical problems with the application. Ater 
the completion of the ESM, participants received information 
about their performance. In addition, ater the completion of 
the RCT, the results of the study were available for the University 
Clinic staf as well as participants. he study was approved 
by the Complutense University of Madrid’s Institutional Review 
Board and conducted according to the Declaration of Helsinki. 
All participants provided written informed consent and were 
fully debriefed at the end of the study.
Data Analysis
Assumptions Check
We used the Shapiro-Wilk normality test to test whether each 
variable was normally distributed. Multilevel vector autoregressive 
(VAR) analysis employed to analyze the data assumes that the 
mean and variance of a variable do not change as a function 
of time – i.e., the assumption of stationarity (Bringmann et al., 2016; 
Aalbers et  al., 2019). To test this assumption, we  used the 
Kwiatkowski-Phillips-Schmidt-Shin unit root test (KPSS Test for 
Stationarity) for each variable of each participant, as implemented 
in the R package tseries (Trapletti and Hornik, 2019).
2 https://qualtrics.com
Network Estimation and Visualization
To analyze the dynamic relationships between the variables, 
we  used the VAR model on the ESM data, implemented in 
mlVAR R package (version 0.4.3; Epskamp et  al., 2017). Within 
this model, we estimate three network structures (Epskamp et al., 
2018d): (1) a contemporaneous network, which is a Gaussian 
graphical model (GGM) that depicts within-time-window edges 
(associations between nodes) corresponding to a multilevel partial 
correlation network, ater controlling for temporal associations; 
(2) a temporal network, which is a directed network of regression 
coeicients that depicts the lagged associations between nodes 
from one measurement point to the next measurement point 
ater controlling for all other variables at the previous measurement 
point; and (3) inally, a between-subject network, which is a 
GGM that depicts regularized partial correlations (ater taking 
into account the remaining variables in the network) between 
individuals’ means during a speciic period of time (Epskamp 
et al., 2018a,d). hus, while the contemporaneous network model 
inform about association at the same time frame, the between-
subject network model reveals, on average (i.e., 1-week assessment), 
the variance–covariance structure of participants’ means.
Decomposing the variance in these three distinct networks 
provides diferent but complementary insights in the covariation 
and potential dynamics of the constructs of interest. First, the 
contemporaneous network shows whether deviations from a person’s 
means on two variables predict one another at the same measurement 
occasion (Epskamp et  al., 2018c; Greene et  al., 2018). Second, the 
temporal network indicates whether a deviation from a person’s 
mean predicts a deviation from that person’s mean in another 
variable at the next measurement occasion (Bringmann et al., 2016; 
Epskamp et al., 2018c). Finally, the between-subject network mirrors 
the covariation between means of participants (Epskamp et  al., 
2018c; Greene et al., 2018) and, in this way, allows for comparison 
with previous cross-sectional studies (Epskamp et  al., 2018c,d).
he mlVAR package calls upon the qgraph package (version 
1.6.3; Epskamp et  al., 2018b) to plot the estimated coeicients 
as graphical network models. For the contemporaneous and 
between-subject networks, we  used the conservative “AND-rule” 
approach in retaining signiicant edges – that is, an edge was 
retained if both regressions, on which the edge was based, were 
signiicant (α  =  0.05). For each network model, blue lines on 
the graphical representations show positive associations, whereas 
red lines show negative ones. he strength of the connectivity 
is represented by thickness of the edges. A thicker edge denotes 
a larger association. In the temporal network, arrows are used 
as edges to illustrate the direction of efects. Interpretations regarding 
centrality of nodes rely on visual inspection of the obtained 
network structures, given that standardized centrality indices are 
not ideal for multilevel VAR-models (Bringmann et  al., 2016).
RESULTS
Descriptive Statistics
Means and standard deviations of within-participant means 
and within-participant standard deviations of each variable are 
depicted in Table  2.
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Assumption Checks
Shapiro-Wilk tests indicated that no variable was normally 
distributed (see Table S4 in the Supplementary Materials 
available on the OSF at https://osf.io/378q4/). As we  aimed 
to account for temporal variability, we  conducted the analysis 
as planned regardless this assumption. KPSS unit root tests 
suggested stationary data for all variables in all participants.
Network Estimation and Visualization
Contemporaneous Network
Figure  1 depicts the contemporaneous network – i.e., the 
associations between the variables within the same time frame 
ater controlling for all other temporal and contemporaneous 
relations. A few connections stand out. Paranoia and sadness 
are positively associated, suggesting that higher scores in paranoia 
are associated with higher of levels of sadness during the same 
time frame. Likewise, sadness is negatively associated with both 
self-esteem and feeling close to others. In other words, the higher 
the sadness, the lower the levels of self-esteem and feeling close 
to others at the same moment. Moreover, self-esteem and feeling 
of being close to others are positively associated. Finally, experiential 
avoidance is not connected to any other variable in this analysis.
Temporal Network
Figure  2 depicts the temporal network, which represents the 
extent to which nodes predicted themselves (i.e., autoregression) 
and each other from one time frame (t) to the next time frame 
(t  +  1). he arrow depicts the direction of the prediction, and 
this analysis is much more informative about potential causal 
mechanisms. Unsurprisingly, all nodes show positive autocorrelation 
over time; with sadness being particularly autoregressive, these 
indings simply show the relative stability of these variables over 
relatively short time frames. Much more importantly, feeling of 
being close to others negatively predicted paranoia at the next 
time point and sadness positively predicted experiential avoidance, 
which, in turn, positively predicted self-esteem at the next time point.
Between-Subject Network
he between-subject network shows the correlations between 
intra-individual mean levels of the nodes over the entire testing week. 
TABLE 2 | Means and standard deviations of within-participant means and 
within-participant standard deviations for all ESM variables.
ESM variable M (SD) SD (SD)
Sad 3.92 (1.59) 1.73 (0.50)
Closeness to others (others) 4.73 (1.36) 1.59 (0.62)
Self-esteem (SE) 4.95 (1.12) 1.27 (0.40)
Experiential avoidance (EA) 4.21 (1.79) 1.77 (0.61)
Paranoia 2.01 (1.03) 0.78 (0.50)
M, mean; SD, standard deviation. All variables were measured using a 9-point Likert 
scale (range 0–9).
FIGURE 1 | Contemporaneous network model. Edges represent 
associations between the variables within the same time frame after 
controlling for temporal associations. Blue lines depict positive associations 
and red lines depict negative associations between variables. SE, self-
esteem; EA, experiential avoidance, Others = closeness to others.
FIGURE 2 | Temporal network model. Edges represent prediction between 
nodes from one measurement point to the next measurement point that 
remain after controlling for all other variables at the previous measurement 
point. Blue lines depict positive associations and red lines depict negative 
associations between ESM variables. SE, self-esteem; EA, experiential 
avoidance; Others = closeness to others.
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hat is, the associations between individual’s means during the 
overall ESM week. As shown in Figure  3, the mean levels of 
closeness to others was negatively associated with the mean levels 
of paranoia and positively associated with mean levels of self-
esteem. he mean level of sadness was negatively associated with 
the mean levels of self-esteem and positively associated with mean 
levels of experiential avoidance.
DISCUSSION
In this study, we  aimed at unfolding the temporal interplay 
between sadness, experiential avoidance, self-esteem, feeling of 
being close to others, and paranoia during one ESM week among 
23 participants with high scores in paranoia. We applied temporal 
network analysis and computed three network models to examine 
within‐ and between-individual diferences over time. he 
contemporaneous and between-subject networks consider the way 
that the variables of interest covary, at the same time point and 
on average, respectively; the latter in efect replicates cross-sectional 
analyses previously reported in the literature but with longitudinal 
data (Epskamp et  al., 2018c,d). he temporal network allows us 
to move closer to identifying the potential causal interplay between 
the variables by considering how events at one time point predicts 
what happens at the next. It is worth noting that, because of 
the timing of the ESM assessments, the temporal model can 
only detect potential causal associations that take place over a 
number of hours (Greene et  al., 2018). Note also that all nodes 
show self-loops, indicating that all variables predict themselves 
at the next time frame, which may point to a degree of stability 
in the variables. Some previous ESM studies have used lagged 
data to identify how changes in speciic variables lead to changes 
in others, for example how low self-esteem (hewissen et al., 2008), 
experiential avoidance (Udachina et  al., 2014), and momentary 
attachment insecurity (Sitko et  al., 2016) relate to paranoia, but 
network analysis allows the interplay between all of these variables 
to be  considered at the same time. Together, these networks 
provide insights into the dynamical nature of paranoid beliefs 
when taking into account diferent time frames.
Perhaps the most surprising inding is a negative one: 
paranoia was not directly related to self-esteem in any of the 
three networks. Hence, although there has been consistent 
evidence supporting the role of self-esteem in paranoia from 
previous studies (Kesting and Lincoln, 2013; Murphy et al., 2018), 
the current indings do not replicate this efect and therefore 
call into question psychological models which aford self-esteem 
a central role, for example the attributional model of paranoia 
proposed by Bentall et  al. (2001). Several explanations could 
account for this unexpected lack of association, other than 
the possibility that it does not, in fact, exist.
First, the relationship between the two variables might have 
become nonsigniicant when controlling for the remaining 
variables in the model. Sadness is a candidate variable in this 
respect. Both the contemporaneous and between-subject networks 
reported a negative association between sadness and self-esteem 
consistent with numerous previous time-series studies of both 
depression (Orth and Robins, 2013) and paranoia (hewissen 
et  al., 2011). Second, the association between paranoia and 
self-esteem might be  mediated by other processes. In fact, our 
contemporaneous network model evidences that the relation 
between paranoia and self-esteem is conditionally independent, 
given the presence of sadness. hese indings are consistent 
with previous cross-sectional research that shows associations 
between paranoia, low mood, and low self-esteem (e.g., hewissen 
et  al., 2011). his result indicates that sadness could have a 
mediating role on a small timescale, supporting previous indings 
that point to depression as a signiicant mediator in the relationship 
between paranoia and self-esteem (Ben-Zeev et  al., 2009). 
Accordingly, the current indings can be  interpreted as in line 
with the cognitive perspective of paranoia, which assumes that 
low self-esteem afects paranoia largely through depressed and 
anxious symptomatology (Freeman, 2016).
he most important positive inding of this study is that 
closeness to others is directly and negatively associated with 
paranoia in the between-subjects network and the indings 
from the temporal network show a similar efect, raising the 
possibility that this efect is causal. his observation aligns 
with an attachment framework for understanding paranoia 
(Berry et al., 2019) and previous studies showing that paranoia 
can be  triggered by interpersonal factors such as negative 
interpersonal schemata (Lincoln et  al., 2010), momentary 
attachment insecurity (Sitko et  al., 2016), perceived social 
exclusion (Westermann et  al., 2012), and impoverished social 
FIGURE 3 | Between-subject network model. Edges represent correlations 
between intra-individual mean levels, after taking into account the remaining 
variables in the network. Blue lines depict positive associations, and red lines 
depict negative associations between ESM variables. SE, self-esteem; EA, 
experiential avoidance; Others = closeness to others.
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network (Gayer-Anderson and Morgane, 2013). Furthermore, 
our results reveal that closeness to others is positively associated 
with self-esteem in both the between-subject and the 
contemporaneous network. Again, these indings are completely 
consistent with previous cross-sectional research, which shows 
associations between positive beliefs about the self and secure 
attachment (Gayer-Anderson and Morgane, 2013).
Finally, the networks are informative about the role of 
experiential avoidance. Experiential avoidance refers to the need 
to avoid distressing mental contents, and has been hypothesized 
to play an important role in maintaining psychopathology (Hayes 
et  al., 2004). Previous studies have reported high experiential 
avoidance in paranoid patients and non-patients. In studies with 
analogue (Udachina et al., 2009) and patient samples (Udachina 
et al., 2014), some positive direct efect of experiential avoidance 
on paranoia was found, as well as an indirect efect through 
lowered self-esteem; these indings were interpreted as paranoia 
arising from failed attempts to avoid negative thoughts about 
the self. In our analyses of the present data, however, no direct 
association between experiential avoidance and paranoia was 
found. Moreover, the association between experiential avoidance 
and sadness is consistent in the between-subjects and temporal 
network. In the temporal network, sadness provoked experiential 
avoidance, which in turn led to improved self-esteem, an efect 
that is entirely consistent with the original conceptualization 
of the experiential concept by Hayes et  al. (2004). Overall, 
these indings suggest a complex relationship between experiential 
avoidance and mood but, at most, a distant and very indirect 
role for experiential avoidance in paranoid thinking.
Clinical Implications
Our indings yield clinical implications. Overall, our results 
underscore the importance of taking into account the dynamic 
nature of psychological phenomena. Temporal network analysis 
might be  useful to identify potential therapeutic target that 
may change the dynamic in the network. Speciically, based 
on the results from the temporal network model, it may 
be hypothesized that intervening on attachment-related cognitions 
may reduce paranoid thinking over time (Berry et  al., 2019). 
It is possible that clinical efects will be  enhanced by focusing 
on the positive aspect of social relations, instead of focusing 
on their deicit (Wykes et  al., 2008). his idea is in line with 
the recent increased awareness in the need for a positive 
movement in psychology, focused on positive psychosocial 
factors and well-being (Jeste et  al., 2017). Positive psychology 
intervention for psychosis have encouraged the enhancement 
of positive social relationships as a protective factor (Slade, 2010; 
Slade et  al., 2016), and accordingly, our indings suggest that 
targeting interpersonal processes might be beneicial for people 
with vulnerability to paranoia.
Limitations and Strengths
his is a pilot study, and several issues require further examination 
in follow-up research. First, the compliance to the ESM protocol 
was low, resulting in a small inal sample size (n = 23). Although 
the number of measurements per person is satisfactory, the 
sample is modest for temporal network analysis and replications 
would beneit from a larger group of participants. Several 
explanations may explain this issue. To begin with, because the 
use of both ESM apps relies on internet access, one cannot 
exclude that whenever participants were not connected to a 
proper network, they were not properly notiied and, in turn, 
missed the beeps (see Table S1 in the Supplementary Materials 
available on the OSF at https://osf.io/378q4/). Second, the length 
of the ESM protocol could have inluenced the number of 
dropouts. Another potential explanation could be  that people 
with high paranoid tendencies do not rely on devices or do 
not feel comfortable sharing their experiences via an app. However, 
although prior research has made eforts to cast light on potential 
predictors of compliance and did not found demographic or 
clinical variables to be  related to lack of compliance (Hartley 
et  al., 2014), the study of the adherence to an ESM-protocol 
among people with paranoid tendency has yet to be  done.
Second, our three network models are low dimensional (i.e., 
few nodes relative to the number of participants). Network 
analyses, like any statistical tool, can only examine variables that 
are entered into a model. herefore, though the current graphs 
are parsimonious with only ive nodes and based on current 
prominent models of paranoia, there could be important variables 
let out. For instance, the external explanation for negative events 
and a distinction between explicit and implicit self-esteem are 
important components in one of the most inluential model of 
paranoia (Bentall et  al., 2001; Murphy et  al., 2018). hus, 
we  encourage future research to compare empirical data model 
to theory models (Haslbeck et  al., 2019; Heeren et  al., 2020).
hird, as this sample was made of participants with paranoia 
vulnerability (i.e., subclinical population), the mean levels of 
paranoia are low. We  consider that replications of the current 
study in a population with higher paranoid severity are needed. 
Fourth, our data did not meet normality assumptions. Such 
an approach is common in psychological sciences and has 
been reported in previous temporal network studies (e.g., 
Aalbers et  al., 2019). Some authors have highlighted that 
assuming normally distributed parameters can be  problematic 
because it imposes that subjects cannot difer on the structure 
of the network (Epskamp et  al., 2018d). However, it is still 
unclear how robust time-series analysis is to these violations, 
and results should be  interpreted cautiously. We  consider this 
issue to be  an essential direction for future work on temporal 
network analysis. In addition, it is pivotal to state that the 
obtained results are useful for generating hypotheses about 
the causality of paranoia-related processes, but not suicient 
to draw robust conclusions about true causality. Finally, there 
are procedures available to test the robustness and accuracy 
of estimated parameters from cross-sectional data (Epskamp 
et  al., 2018c), but unfortunately there are no tools available 
for time-series data and mlVAR (Aalbers et  al., 2019). Hence, 
we  encourage future research to develop methodological 
procedures to assess the quality of temporal networks.
Despite these constraints, an important quality of the current 
study is that we  have applied a complex methodology and 
provide all material to replicate the study via Open Science 
Framework. We also share potential methodological issues that 
future research may encounter and should be  aware of in 
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order to move forward in the understanding of this methodology 
in the paranoia ield.
CONCLUSION
he current study provided important contributions to the 
paranoia ield by identifying how certain psychological mechanisms 
such as self-esteem, sadness, feeling close to others, and experiential 
avoidance are meaningfully related to paranoia. In addition, 
we provided evidence that psychopathology can be conceptualized 
as a complex dynamical system and that temporal network 
analysis is a useful approach to provide novel insight about 
the complexity of mechanisms implicated in paranoia.
DATA AVAILABILITY STATEMENT
Publicly available datasets were analyzed in this study. his 
data can be  found here: https://osf.io/7tk4b.
ETHICS STATEMENT
he studies involving human participants were reviewed and 
approved by the Complutense University of Madrid’s Institutional 
Review Board and conducted according to the Declaration of 
Helsinki. he patients/participants provided their written 
informed consent to participate in this study.
AUTHOR CONTRIBUTIONS
AC and CV developed the design. AC and AH carried out 
the analysis. AC, CV, and AH wrote the irst drat of the 
manuscript. CV, AH, and RB supervised the project. All 
authors contributed to the article and approved the 
submitted version.
FUNDING
his research was supported by a grant from the Spanish 
Ministry of Science and Innovation (PSI2016-74987-P). AH is 
also supported (as FRS-FNRS research associate) by the 
FRS-FNRS Belgian National Science Foundation (Grant 
1.C.059.18F).
ACKNOWLEDGMENTS
We thank the Psychology Clinic from Complutense University 
of Madrid for their collaboration and support in diferent stages 
of this study.
SUPPLEMENTARY MATERIAL




Aalbers, G., McNally, R. J., Heeren, A., de Wit, S., and Fried, E. I. (2019). 
Social media and depression symptoms: a network perspective. J. Exp. Psychol. 
148, 1454–1462. doi: 10.1037/xge0000528
Bak, M., Drukker, M., Hasmi, L., and Van Jim, O. S. (2016). An n=1 clinical 
network analysis of symptoms and treatment in psychosis. PLoS One 
11:e0162811. doi: 10.1371/journal.pone.0162811
Bartholomew, K., and Shaver, P. R. (1998). “Methods of assessing adult attachment” 
in Attachment theory and close relationships. eds. J. A. Simpson and W. S. Rholes 
(New York, NY: Guilford Press), 25–45.
Bebbington, P. E., McBride, O., Steel, C., Kuipers, E., Radovanoviƙ, M., Brugha, T., 
et al. (2013). he structure of paranoia in the general population. Br. J. 
Psychiatry 202, 419–427. doi: 10.1192/bjp.bp.112.119032
Bell, V., and O’Driscoll, C. (2018). he network structure of paranoia in the 
general population. Soc. Psychiatry Psychiatr. Epidemiol. 53, 737–744. doi: 
10.1007/s00127-018-1487-0
Bentall, R. P., Corcoran, R., Howard, R., Blackwood, N., and Kinderman, P. 
(2001). Persecutory delusions: a review and theoretical integration. Clin. 
Psychol. Rev. 21, 1143–1192. doi: 10.1016/S0272-7358(01)00106-4
Bentall, R. P., Rowse, G., Shryane, N., Kinderman, P., Howard, R., Blackwood, N., 
et al. (2009). he cognitive and afective structure of paranoid delusions. 
Arch. Gen. Psychiatry 66, 236–247. doi: 10.1001/archgenpsychiatry.2009.1
Ben-Zeev, D., Ellington, K., Swendsen, J., and Granholm, E. (2011). Examining 
a cognitive model of persecutory ideation in the daily life of people with 
schizophrenia: a computerized experience sampling study. Schizophr. Bull. 
37, 1248–1256. doi: 10.1093/schbul/sbq041
Ben-Zeev, D., Granholm, E., and Cafri, G. (2009). Symptoms of depression 
and anxiety mediate the relationship between self-esteem and paranoia. 
Schizophr. Res. 115, 377–378. doi: 10.1016/j.schres.2009.06.009
Berry, K., Bucci, S., and Danquah, A. N. (eds.) (2019). Attachment theory and 
psychosis: Current perspectives and future directions. Routledge.
Borsboom, D. (2017). A network theory of mental disorders. World Psychiatry 
16, 5–13. doi: 10.1002/wps.20375
Borsboom, D., and Cramer, A. O. (2013). Network analysis: an integrative 
approach to the structure of psychopathology. Annu. Rev. Clin. Psychol. 9, 
91–121. doi: 10.1146/annurev-clinpsy-050212-185608
Bos, F. M., Snippe, E., de Vos, S., Hartmann, J. A., Simons, C. J. P., Van Der 
Krieke, L., et al. (2017). Can we  jump from cross-sectional to dynamic 
interpretations of networks? Implications for the network perspective in 
psychiatry. Psychother. Psychosom. 86, 175–177. doi: 10.1159/000453583
Bringmann, L. F., Pe, M. L., Vissers, N., Ceulemans, E., Borsboom, D., 
Vanpaemel, W., et al. (2016). Assessing temporal emotion dynamics using 
networks. Assessment 23, 425–435. doi: 10.1177/1073191116645909
Contreras, A., Nieto, I., Valiente, C., Espinosa, R., and Vazquez, C. (2019). 
he study of psychopathology from the network analysis perspective: a 
systematic review. Psychother. Psychosom. 88, 71–83. doi: 10.1159/000497425
Delespaul, P. A. (1995). Assessing Schizophrenia in daily life. Universitaire 
Pers Maastricht.
Derogatis, L. R. (2001). Cuestionario de 90 síntomas (SCL-90-R). Madrid: 
TEA Ediciones
Elahi, A., Perez Algorta, G., Varese, F., McIntyre, J. C., and Bentall, R. P. (2017). 
Do paranoid delusions exist on a continuum with subclinical paranoia? A multi-
method taxometric study. Schizophr. Res. 190, 77–81. doi: 10.1016/j.schres.2017.03.022
Epskamp, S., Borsboom, D., and Fried, E. I. (2018a). Estimating psychological 
networks and their accuracy: supplementary materials. Behav. Res. Methods 
50, 195–212. doi: 10.3758/s13428-017-0862-1
Epskamp, S., Costantini, G., Haslbeck, J., Cramer, A. O., Waldorp, L. J., 
Schmittmann, V. D., et al. (2018b). Graph plotting methods, psychometric 
data visualization and graphical model estimation. R Package Version 1.6.3. 
Available at: https://www.rdocumentation.org/packages/qgraph/versions/1.6.5
Epskamp, S., Deserno, M. K., and Bringmann, L. F. (2017). mlVAR: multi-level 
vector autoregression. R Package Version 0.4.3. Available at: https://cran.r-
project.org/web/packages/mlVAR/index.html
Contreras et al. A Temporal Network Approach to Paranoia
Frontiers in Psychology | www.frontiersin.org 9 September 2020 | Volume 11 | Article 544565
Epskamp, S., van Borkulo, C. D., van der Veen, D. C., Servaas, M. N., 
Isvoranu, A. M., Riese, H., et al. (2018c). Personalized network modeling 
in psychopathology: the importance of contemporaneous and temporal 
connections. Clin. Psychol. Sci. 6, 416–427. doi: 10.1177/2167702617744325
Epskamp, S., Waldorp, L. J., Mõttus, R., and Borsboom, D. (2018d). he gaussian 
graphical model in cross-sectional and time-series data. Multivar. Behav. 
Res. 53, 453–480. doi: 10.1080/00273171.2018.1454823
Fowler, D., Freeman, D., Smith, B., Kuipers, E., Bebbington, P., Bashforth, H., 
et al. (2006). The brief core schema scales (BCSS): psychometric properties 
and associations with paranoia and grandiosity in non-clinical 
and psychosis samples. Psychol. Med. 36, 749–759. doi: 10.1017/
S0033291706007355
Freeman, D. (2006). Delusions in the nonclinical population. Curr. Psychiatry 
Rep. 8, 191–204. doi: 10.1007/s11920-006-0023-1
Freeman, D. (2007). Suspicious minds: the psychology of persecutory delusions. 
Clin. Psychol. Rev. 27, 425–457. doi: 10.1016/j.cpr.2006.10.004
Freeman, D. (2016). Persecutory delusions: a cognitive perspective on 
understanding and treatment. Lancet Psychiatry 3, 685–692. doi: 10.1016/
S2215-0366(16)00066-3
Freeman, D., and Garety, P. (2014). Advances in understanding and treating 
persecutory delusions: a review. Soc. Psychiatry Psychiatr. Epidemiol. 49, 
1179–1189. doi: 10.1007/s00127-014-0928-7
Freeman, D., Garety, P. A., Kuipers, E., Fowler, D., and Bebbington, P. E. 
(2002). A cognitive model of persecutory delusions. Br. J. Clin. Psychol. 41, 
331–347. doi: 10.1348/014466502760387461
Freeman, D., McManus, S., Brugha, T., Meltzer, H., Jenkins, R., and Bebbington, P. 
(2011). Concomitants of paranoia in the general population. Psychol. Med. 
41, 923–936. doi: 10.1017/S0033291710001546
Gayer-Anderson, C., and Morgane, C. (2013). Social networks, support and 
early psychosis: a systematic review. Epidemiol. Psychiatr. Sci. 22, 131–146. 
doi: 10.1017/S2045796012000406
Greene, T., Gelkopf, M., Epskamp, S., and Fried, E. (2018). Dynamic networks 
of PTSD symptoms during conlict. Psychol. Med. 48, 2409–2417. doi: 10.1017/
S0033291718000351
Greene, T., Gelkopf, M., Fried, E. I., Robinaugh, D. J., and Lapid Pickman, L. 
(2019). Dynamic network analysis of negative emotions and DSM-5 
posttraumatic stress disorder symptom clusters during conlict. J. Trauma. 
Stress 33, 72–83. doi: 10.1002/jts.22433
Gumley, A. I., Taylor, H. E. F., Schwannauer, M., and MacBeth, A. (2014). A 
systematic review of attachment and psychosis: measurement, construct 
validity and outcomes. Acta Psychiatr. Scand. 129, 257–274. doi: 10.1111/
acps.12172
Hajdúk, M., Klein, H. S., Harvey, P. D., Penn, D. L., and Pinkham, A. E. 
(2019). Paranoia and interpersonal functioning across the continuum from 
healthy to pathological – network analysis. Br. J. Clin. Psychol. 58, 19–34. 
doi: 10.1111/bjc.12199
Hartley, S., Barrowclough, C., and Haddock, G. (2013). Anxiety and depression 
in psychosis: a systematic review of associations with positive psychotic 
symptoms. Acta Psychiatr. Scand. 128, 327–346. doi: 10.1111/acps.12080
Hartley, S., Varese, F., Vasconcelos, E., Sa, D., Udachina, A., Barrowclough, C., 
et al. (2014). Compliance in experience sampling methodology: the role of 
demographic and clinical characteristics. Psychosis 6, 70–73. doi: 10.1080/ 
17522439.2012.752520
Haslbeck, J., Ryan, O., Robinaugh, D., and Waldorp, L. (2019). Modeling 
psychopathology: from data models to formal theories. PsyArXiv [Preprint]. 
doi: 10.31234/osf.io/jgm7f
Hayes, S. C., Strosahl, K., Wilson, K. G., Bissett, R. T., Pistorello, J., Toarmino, D., 
et al. (2004). Measuring experiential avoidance: a preliminary test of a 
working model. Psychol. Rec. 54, 553–578. doi: 10.1007/BF03395492
Heeren, A., Bernstein, E. E., and McNally, R. J. (2020). Bridging maladaptive 
social self-beliefs and social anxiety: a network perspective. J. Anxiety Disord. 
74:102267. doi: 10.1016/j.janxdis.2020.102267
Hoorelbeke, K., Van den Bergh, N., Wichers, M., and Koster, E. H. W. (2019). 
Between vulnerability and resilience: a network analysis of luctuations in 
cognitive risk and protective factors following remission from depression. 
Behav. Res. her. 116, 1–9. doi: 10.1016/j.brat.2019.01.007
Isvoranu, A. M., Borsboom, D., van Os, J., and Guloksuz, S. (2016). A network 
approach to environmental impact in psychotic disorder: brief theoretical 
framework. Schizophr. Bull. 42, 870–873. doi: 10.1093/schbul/sbw049
Isvoranu, A. M., Boyette, L. L., Guloksuz, S., and Borsboom, D. (2018). Symptom 
network models of psychosis. Schizophr. Bull. 44:S367. doi: 10.1093/schbul/
sby018.896
Isvoranu, A. M., Van Borkulo, C. D., Boyette, L. L., Wigman, J. T. W., 
Vinkers, C. H., Borsboom, D., et al. (2017). A network approach to psychosis: 
pathways between childhood trauma and psychotic symptoms. Schizophr. 
Bull. 43, 187–196. doi: 10.1093/schbul/sbw055
Jeste, D. V., Palmer, B. W., and Saks, E. R. (2017). Why we  need positive 
psychiatry for schizophrenia and other psychotic disorders. Schizophr. Bull. 
43, 227–229. doi: 10.1093/schbul/sbw184
Jorgensen, P., and Jensen, J. (1994). Delusional beliefs in irst admitters: a 
clinical description. Psychopathology 27, 100–112. doi: 10.1159/000284854
Kesting, M. L., and Lincoln, T. M. (2013). he relevance of self-esteem and 
self-schemas to persecutory delusions: a systematic review. Compr. Psychiatry 
54, 766–789. doi: 10.1016/j.comppsych.2013.03.002
Kramer, I., Simons, C. J., Wigman, J. T., Collip, D., Jacobs, N., Derom, C., 
et al. (2014). Time-lagged moment-to-moment interplay between negative 
afect and paranoia: new insights in the afective pathway to psychosis. 
Schizophr. Bull. 40, 278–286. doi: 10.1093/schbul/sbs194
Lamster, F., Lincoln, T. M., Nittel, C. M., Rief, W., and Mehl, S. (2017). he 
lonely road to paranoia. A path-analytic investigation of loneliness and 
paranoia. Compr. Psychiatry 74, 35–43. doi: 10.1016/j.comppsych.2016.12.007
Lavin, R., Bucci, S., Varese, F., and Berry, K. (2019). he relationship between 
insecure attachment and paranoia in psychosis: a systematic literature review. 
Br. J. Clin. Psychol. 59, 39–65. doi: 10.1111/bjc.12231
Lincoln, T. M., Hohenhaus, F., and Hartmann, M. (2013). Can paranoid thoughts 
be reduced by targeting negative emotions and self-esteem? An experimental 
investigation of a brief compassion-focused intervention. Cogn. her. Res. 
37, 390–402. doi: 10.1007/s10608-012-9470-7
Lincoln, T. M., Mehl, S., Ziegler, M., Kesting, M. L., Exner, C., and Rief, W. 
(2010). Is fear of others linked to an uncertain sense of self? he relevance 
of self-worth, interpersonal self-concepts, and dysfunctional beliefs to paranoia. 
Behav. her. 41, 187–197. doi: 10.1016/j.beth.2009.02.004
Maurage, P., Heeren, A., and Pesenti, M. (2013). Does chocolate consumption 
really boost nobel award chances? he peril of over-interpreting correlations 
in health studies. J. Nutr. 143, 931–933. doi: 10.3945/jn.113.174813
McKay, R., Langdon, R., and Coltheart, M. (2006). he persecutory 
ideation questionnaire. J. Nerv. Ment. Dis. 194, 628–631. doi: 10.1097/01.
nmd.0000231441.48007.a5
Meisel, S. F., Garety, P. A., Stahl, D., and Valmaggia, L. R. (2018). Interpersonal 
processes in paranoia: a systematic review. Psychol. Med. 48, 2299–2331. 
doi: 10.1017/S0033291718000491
Murphy, P., Bentall, R. P., Freeman, D., O’Rourke, S., and Hutton, P. (2018). 
he paranoia as defence model of persecutory delusions: a systematic 
review and meta-analysis. Lancet Psychiatry 5, 913–929. doi: 10.1016/
S2215-0366(18)30339-0
Myin-Germeys, I., Kasanova, Z., Vaessen, T., Vachon, H., Kirtley, O., 
Viechtbauer, W., et al. (2018). Experience sampling methodology in mental 
health research: new insights and technical developments. World Psychiatry 
17, 123–132. doi: 10.1002/wps.20513
Orth, U., and Robins, R. W. (2013). Understanding the link between low self-
esteem and depression. Curr. Dir. Psychol. Sci. 22, 455–460. doi: 
10.1177/0963721413492763
Palmier-Claus, J., Dunn, G., Drake, R., and Lewis, S. (2011). he negative and 
positive self: a longitudinal study examining self-esteem, paranoia and negative 
symptoms in individuals with irst-episode psychosis. Early Interv. Psychiatry 
5, 150–155. doi: 10.1111/j.1751-7893.2010.00250.x
Robinaugh, D. J., Hoekstra, R. H. A., Toner, E. R., and Borsboom, D. (2019). 
he network approach to psychopathology: a review of the literature 2008-2018 
and an agenda for future research. Psychol. Med. 50, 353–366. doi: 10.1017/
S0033291719003404
Rosenberg, M. (1989). Society and the adolescent self-image. Revised Edn. 
Middletown, CT: Wesleyan University Press.
Sitko, K., Varese, F., Sellwood, W., Hammond, A., and Bentall, R. (2016). he 
dynamics of attachment insecurity and paranoid thoughts: an experience 
sampling study. Psychiatry Res. 246, 32–38. doi: 10.1016/j.psychres.2016.08.057
Slade, M. (2010). Mental illness and well-being: the central importance of 
positive psychology and recovery approaches. BMC Health Serv. Res. 10:26. 
doi: 10.1186/1472-6963-10-26
Contreras et al. A Temporal Network Approach to Paranoia
Frontiers in Psychology | www.frontiersin.org 10 September 2020 | Volume 11 | Article 544565
Slade, M., Brownell, T., Rashid, T., and Schrank, B. (2016). Positive psychotherapy 
for psychosis: A clinician’s guide and manual. London, UK: Routledge.
hewissen, V., Bentall, R. P., Lecomte, T., van Os, J., and Myin-Germeys, I. 
(2008). Fluctuations in self-esteem and paranoia in the context of daily life. 
J. Abnorm. Psychol. 117, 143–153. doi: 10.1037/0021-843X.117.1.143
hewissen, V., Bentall, R. P., Oorschot, M., Campo, A. J., Van Lierop, T., 
van Os, J., et al. (2011). Emotions, self-esteem, and paranoid episodes: an experience 
sampling study. Br. J. Clin. Psychol. 50, 178–195. doi: 10.1348/014466510X508677
Trapletti, A., and Hornik, K. (2019). tseries: time series analysis and computational 
inance. R Package Version 0.10-47. Available at: https://rdrr.io/cran/tseries/
Udachina, A., hewissen, V., Myin-Germeys, I., Fitzpatrick, S., O’Kane, A., and 
Bentall, R. P. (2009). Understanding the relationships between self-esteem, experiential 
avoidance, and paranoia: structural equation modelling and experience sampling 
studies. J. Nerv. Ment. Dis. 197, 661–668. doi: 10.1097/NMD.0b013e3181b3b2ef
Udachina, A., Varese, F., Myin-Germeys, I., and Bentall, R. P. (2014). he role 
of experiential avoidance in paranoid delusions: an experience sampling 
study. Br. J. Clin. Psychol. 53, 422–432. doi: 10.1111/bjc.12054
Valiente, C., Espinosa, R., Contreras, A., Trucharte, A., Duque, A., Nieto, J., et al. 
(2019). Cultivating well-being beyond symptomatology in a clinical sample with 
paranoid tendencies; the feasibility, acceptability and possible beneit of a group 
intervention. J. Posit. Psychol. 15, 455–466. doi: 10.1080/17439760.2019.1627400
Valiente, C., Provencio, M., Espinosa, R., Duque, A., and Everts, F. (2015). 
Insight in paranoia: the role of experiential avoidance and internalized 
stigma. Schizophr. Res. 164, 214–220. doi: 10.1016/j.schres.2015.03.010
van Rooijen, G., Isvoranu, A. M., Meijer, C. J., van Borkulo, C. D., Ruhé, H. G., 
and de Haan, L. (2017). A symptom network structure of the psychosis 
spectrum. Schizophr. Res. 189, 75–83. doi: 10.1016/j.schres.2017.02.018
Vorontsova, N., Garety, P., and Freeman, D. (2013). Cognitive factors maintaining 
persecutory delusions in psychosis: the contribution of depression. J. Abnorm. 
Psychol. 122, 1121–1131. doi: 10.1037/a0034952
Westermann, S., Kesting, M. L., and Lincoln, T. M. (2012). Being deluded 
ater being excluded? How emotion regulation deicits in paranoia-prone 
individuals afect state paranoia during experimentally induced social stress. 
Behav. her. 43, 329–340. doi: 10.1016/j.beth.2011.07.005
Wild, D., Grove, A., Martin, M., Eremenco, S., McElroy, S., Verjee-Lorenz, A., 
et al. (2005). Principles of good practice for the translation and cultural 
adaptation process for patient-reported outcomes (PRO) measures: report 
of the ISPOR task force for translation and cultural adaptation. Value Health 
8, 94–104. doi: 10.1111/j.1524-4733.2005.04054.x
Wykes, T., Steel, C., Everitt, B. S., and Tarrier, N. (2008). Cognitive behavior 
therapy for schizophrenia: efect sizes, clinical models, and methodological 
rigor. Schizophr. Bull. 34, 523–527. doi: 10.1093/schbul/sbm114
Conlict of Interest: he authors declare that the research was conducted in 
the absence of any commercial or inancial relationships that could be  construed 
as a potential conlict of interest.
Copyright © 2020 Contreras, Valiente, Heeren and Bentall. his is an open-access 
article distributed under the terms of the Creative Commons Attribution License 
(CC BY). he use, distribution or reproduction in other forums is permitted, 
provided the original author(s) and the copyright owner(s) are credited and that 
the original publication in this journal is cited, in accordance with accepted academic 
practice. No use, distribution or reproduction is permitted which does not comply 
with these terms.
