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Abstract 
In analyzing data from experiments on periodically stimulated neurons, 
the interspike interval histogram shows a multi-modal distribution and 
under certain conditions, stochastic resonance. We discuss a simple in­
tegrate and fire model of a single neuron which is capable of describing 
these two features. As input for the neuron we use a periodic signal 
combined with poisson noise, this gives results that resemble data from 
experiments. 
1 Introduction 
There has been a great number of experiments in the past involving measure­
ments on single neurons in the presence of some external stimulus. In the 
special case of a periodic and excitatory stimulus a typical phenomenon is ob­
served: the neuron of interest tends to fire with the same period as the period 
of the stimulus it receives. We call this the coherent signal. 
It depends on the strength of the stimulus whether a spike occurs every cycle 
or not. In the latter case we observe multi-modality in interspike interval his­
tograms (ISIHS): peaks at integer multiples of the driving period. 
Changing the noise level at the input of the neuron gives a different picture of 
the ISIH. At a specific noise level a maximum occurs in the coherent power at 
the output of the neuron (this is the power of the coherent signal, see above). 
This is called stochastic resonance (SR) . 
It was back in 1960 that Gerstein (Gerstein and Kiang, 1960) observed a multi­
modal ISIH when they discussed several ways to analyze data from experiments 
on single neurons. They used anesthetized cats whom they presented an audi­
tory stimulus, being clicks at various rates and intensities. Siegel (Siegel, 1990) 
did similar experiments with light instead of sound. Sensory experiments on 
monkeys were done by Mountcastle (Mountcastle et al., 1969). In all these ex­
periments the phenomenon of multi-modal firing patterns was observed. This 
effect was discussed by Gerstein and Mandelbrot (Gerstein and Mandelbrot, 
1964). They represented the neuron by a random walk model, with a reflecting 
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barrier at a resting potential and an absorbing barrier at the threshold. Adding 
a drift term, the strength of which was periodically varied in time, they ob­
tained ISIHs like the ones found in the experiments of Gerstein and Kiang. 
Douglas (Douglass et al., 1993), too, observed multi-modal ISIHS in experiments 
on the mechanoreceptors of the crayfish. In addition, he observed SR in varying 
the noise level of the stimulus. (Although he used a slightly different definition 
of SR than we will discuss below.) This phenomenon was discussed by Longtin 
(Longtin, 1993). He treated SR in two models: a double well potential and an 
excitable neuron model following the Fitzhugh-Nagumo equations. 
Our goal is to demonstrate that SR can be observed in a neuron model with 
much more simple dynamics, but still biologically plausible. 
2 The Model 
A suitable model seems to be an integrate and fire model in which the soma 
potential v(t) plays a central role. Initially the potential starts at zero. It is 
influenced by two inputs and a decay. The neuron input is divided in two parts: 
the noise and the signal. The noise is modeled as poisson distributed spikes 
with an average interval T"noi .. of constant. strengt.h enoise, while the signal has 
a steady period 1"si9 and strength Cs·ig. The potential is increased by the noise 
and the signal and decreased at a constant rate by t.he decay with strength I' 
The change in soma potential can thus be written as 
QC 
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where �(.) denot.es a poisson process. At the time the pot.ential reaches a 
threshold (J, t.he neuron fires and t.he potential resets to zero. 
The choice of a linear decay as an approximation of an exponential decay is 
mot.ivat.ed by our aim to find an analytical expression for the SR in this model. 
In the case of exponential decay (and noise from a standard "Viener process) 
the model turns into an Ornstein-Uhlenbeck process, for which no expression 
can be found for first passage times. This means that one cannot calculate the 
probability of firing at a specific time after the last. spike. Adding a periodic 
input will only make things more complicated, thus this model is better left 
behind, In the model we describe here, if no signal is applied, it is possible t.o 
write down the probability that no spike has occurred during a time interval 
0::; t ::; 1". The following result is due to Pyke (Pyke, 1959). 
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For notational convenience this formula has been written for the case the 
process has been scaled so that eno'" equals one, thus "( 
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Figure 1: The ISIH of spontaneous activity. Parameters 0 
Tnoise = 0.5 and cnoise = 1. 
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Figure 2: The multi-modal ISIH with a driving force. Parameters 0 = 4, 'Y = 
0.05, Tsig = 2, Csig = 0.7, Tnoise = 0.5 and Cnoise = l. 
3 Results 
First we treat the case that no signal is given to the neuron, only noise. The out­
put the neuron then produces, can be viewed as spontaneous activity. Whether 
the input noise must be seen as a collection of random inputs from other neu­
rons or as the result of unknown processes in the neuron itself, or perhaps both, 
is not argued. The ISIH then looks like Fig. 1. 
Adding a periodic and excitatory stimulus makes the occurrence of a spike 
at the moment of the stimulus more probable. This results in peaks at integer 
multiples of the driving period. The multi-modal ISIH is plotted in Fig. 2. 
The first peak in this figure represents spikes that have occurred with the 
same frequency as the stimulus. We called this the coherent part of the output 
signal. By varying the noise level we can observe a change in the height of 
this peak: from a small peak at low noise level, going through a maximum at 
a medium noise level and decreasing again at a high noise level. Thus SR is 
observed in this model, it is plotted in Fig. 3. 
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Figure 3: The peak intensity (vertical axis) in the ISIH with the same period as 
the stimulus when the noise level Tnoi." (horizontal axis) is varied. At a specific 
noise level a maximum in the coherent output occurs: this is the point of SR. 
Parameters () 
= 
4, r = 0.05, Tsig = 2, fsig = 0.7 and Cnoise = 1. 
4 Discussion 
We have seen that the simple model we used is capable of describing multi­
modal firing patterns and SR. The reason to choose this model lies in its 
simplicity. Several other models, that may seem more realist.ic in a biological 
sense, are that complex that finding an analytical description for the ISIH turns 
out to be very difficult, if not impossible. Although we haven't been able to 
write down such an expression for our model yet., it. looks as if we are making 
progress. 
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