Abstract. We develop elementary methods of computing the monoid V(R) for a directly-finite regular ring R. We construct a class of directly finite non-cancellative refinement monoids and realize them by regular algebras over an arbitrary field.
Introduction
The commutative monoid V(R), assigned to a unital associative ring R, consists of all isomorphism classes of finitely generated projective right R-modules, with the operation induced from direct sums. Alternatively, the monoid V(R) is defined as Murray-von Neumann equivalence classes of idempotent ω × ω-matrices with finitely many nonzero entries over R.
For a von Neumann regular ring R, the monoid V(R) faithfully reflects the structure of the ring. Not surprisingly, many of direct sum decomposition problems of von Neumann regular rings have reformulation in terms of the corresponding refinement monoids. Let us mention the separativity problem whether there are non-isomorphic finitely generated projective right R-modules M, N such that M ⊕ M M ⊕ N N ⊕ N as a prominent example (cf. [9, Problem 1] ).
If R is a von Neumann regular ring or a C * -algebra with real rank zero, then the monoid V(R) satisfies the Riesz refinement property. The realization problem [10] asks which refienement monoids are realized as V(R) of von Neumann regular rings. As shows an example of F. Wehrung [12, Corollary 2.12] , not all of them. But the size of the Wehrung's counter-example is ≥ ℵ 2 , which leaves the realization problem open for refinement monoids of smaller cardinalities. The countable case is particularly important for the direct sum decomposition problems of von Neumann rings are usually reduced to realization problems of certain countable refinement monoids.
There are classes of refinement monoids for which the realization problem has a positive solution. The monoids M(E) associated to row-finite directed graphs (cf. [6] ) are realized functorially in [3] . The method used in [3] is extended in [2] , where finitely generated primitive monoids are realized. We refer to [1] for a survey on this result.
The refinement monoids obtained by these canonical constructions have a common feature; they are direct limits of finitely generated refinement monoids. Such refinement monoids are called tame in [4] . The remaining ones are wild. Two examples of wild monoids M and M are studied in detail in [4] and realized in [5] .
The refinement monoid M is non-cancellative but admits faithful state, consequently, it cannot be realized as V(R) for any von Neumann regular algebra over an uncountable field [2, Proposition 4.1] . Surprisingly, M is realized by an exchange algebra over any field with involution [5, Theorem 4.10] as well as a regular algebra over a countable field [5, Theorem 5.5] . Note that the first such example goes back to [7] .
The monoid M is a factor of M by an o-ideal and it is isomorphic to V(S) for a regular algebra S invented by Bergman and Goodearl [9, Example 5.10] . It is in some sense a canonical example of a wild monoid. The modification of this construction was used by Moncasi who constructed a directly finite regular Hermite ring such that K 0 (R) is not a Riesz group [11] , in particular, the monoid V(R) does not satisfy the Riesz interpolation property. Modifications of the Bergman-Goodearl construction play a crucial role also in this paper.
The paper consists of three parts. Firstly, we develop quite elementary but useful methods of computing the monoid V(R) for a regular ring R. We define a partial H-map from a hereditary subset H of a monoid and we understand when the partial H-map map uniquely extends to a monoid isomorphism. This idea leads to Lemma 3.5 that allows us to compute the monoid V(R) of a regular ring R knowing the structure of the partial monoid of its finitely generated right ideals. We refine Lemma 3.5 in Corollary 3.9, which is designed to compute V(R) of directly finite regular rings R; in this case it suffices to describe the ordered set of traces of idempotents of the ring R.
In the second part of the paper, consisting of Sections 4 and 5, we construct a class of directly finite non-cancellative refinement monoids. In Sections 4 we aim to construct a class of refinement monoids rich enough to provide interesting examples with potential of further applications. In Section 5 we restrict ourselves to particular refinement monoids B 2n , n ∈ N, obtained by the previous construction. We prove that the monoids B 2n for n ≥ 2, do not satisfy the Riesz interpolation property.
The remaining Sections 6-8 are devoted to construction of regular rings R 2n and the proof that V(R 2n ) B 2n , for all positive integers n. The auxiliary Section 6 is elementary linear algebra. In Section 7 we recall the Goodearl's modification [9, Example 5.10] of the Bergman's example, denoted by R 2 , and we prove that B 2 V(R 2 ). In the final Section 8, we generalize the constructions of Bergman and Goodearl. This results in rings R 2n such that V(R 2n ) B 2n .
Basic concepts
We denote by Z, N, and N 0 , the set of all, all positive, and all non-negative integers, respectively.
Refinement monoids.
Within the paper, all the monoids are supposed to be commutative. Let M be a monoid. We will use ≤ M to denote the algebraic preorder of M defined by x ≤ M y if and only if there is u ∈ M such that x + u = y, for all x, y ∈ M. We denote by ≡ M the equivalence relation induced by by the algebraic preorder ≤ M , defined by x ≡ M y provided that x ≤ M y and y ≤ M x, for all x, y ∈ M.
A subset H of a monoid M is called hereditary provided that y ∈ H and x ≤ M y implies that x ∈ H, for all x, y ∈ M. Given a subset X of the monoid M, we set ↓ (X) M := {x ∈ M | ∃y ∈ X : x ≤ M y} .
Thus ↓ (X) M is the least hereditary subset of M containing X. A hereditary submonoid of the monoid M will be called an o-ideal of M. We will denote by O(X) M the least o-ideal of M containing the set X, i.e.,
When X = {x} is a singleton set, we will write shortly
A monoid M is conical provided that x + y = 0 =⇒ x = y = 0, for all x, y ∈ M. A monoid M satisfies the Riesz refinement property provided that whenever x 1 + x 2 = y 1 + y 2 in M, there are elements z ij ∈ M, i, j = 1, 2, such that (2.1)
A refinement monoid is a conical monoid satisfying the Riesz refinement property. A monoid M satisfies the interpolation property provided that for all
A cancellative conical monoid is a refinement monoid if and only if it satisfies the interpolation property [8, Proposition 2.1]. In general, there are refinement monoids that do not satisfy the interpolation property (cf. [11] and Section 4).
Rings and modules.
A ring R is (von Neumann) regular 1 provided that for every a ∈ R there is b ∈ R such that aba = a. There are many characterizations of regular rings. Probably the most prominent one is that a ring R is regular if and only if each right (resp. left) finitely generated ideal of R is generated by an idempotent [9, Theorem 1.1].
Given a ring R, we denote by proj−R the class of all finitely generated projective right R-modules. Given R-modules A and B, the notation A ≤ B means that A is a submodule of B and A B denotes that the module A is isomorphic to a 1 It is common to shorten the title by dropping von Neumann and call the von Neumann regular rings just regular (cf. [9] ). In the paper we will follow this custom.
submodule of B. We will use the notation A ≤ ⊕ B, resp. A ⊕ B, to denote that A is a direct summand of B, resp. that A is isomorphic to a direct summand of B.
An element e of a ring R is an idempotent if e = ee. We denote by Idem(R) the set of all idempotents in the ring R. Idempotents e and f are orthogonal provided that ef = f e = 0.
Given a ring R and right R-modules A and B, we denote by hom R (A, B) the set of all R-linear maps A → B. We denote by 0 the zero monoid, the zero module, the zero vector space, depending on the context.
Partial H-maps and their applications
Let M, N be monoids and H a hereditary subset of M. A partial H-map is a one-to-one map α : H → N such that for all z ∈ H and all u, v ∈ N, the equality α(z) = u + v holds true if and only if there are (necessarily unique) x, y ∈ H such that α(x) = u, α(y) = v and x + y = z.
By induction we readily prove that if α : H → N is a partial H-map, then for all x ∈ M, all n ∈ N and all u 1 , . . . , u n ∈ N : α(x) = u 1 + · · · + u n if and only 
readily by the definition of a partial H-map. Conversely, the equality α(z) = α(x) + α(y) implies that there are x , y ∈ H such that z = x + y , α(x) = α(x ) and α(y) = α(y ). Since a partial H-map is by definition one-to-one, we conclude that x = x and y = y .
Keeping the setting of Lemma 3.1, we get by induction that for every n ∈ N and all x, y 1 , . . . , y n ∈ H: 
Proof. By the definition, for every x ∈ O(H) M there are n ∈ N and y 1 , . . . , y n ∈ H with x ≤ M y 1 + · · · + y n . Since M is a refinement monoid, there are
Claim 1. The map β is a well-defined monoid homomorphism.
Proof of Claim 1. Let x 1 + · · · + x m = y 1 + · · · + y n for some m, n ∈ N and
Thus the map β : O(H) M → N is well-defined. It is straightforward that it is a monoid homomorphism.
Claim

Claim 2. The homomorphism β is one-to-one.
Proof of Claim 2. Suppose that β(x) = β(y) for some x, y ∈ O(H) M . By the definition, there are m, n ∈ N and
and
Applying that α is a partial H-map again, we infer that there are elements
Since the map α : H → N is by definition one-to-one, we get from (3.2) and (3.3) that z i,j = z i,j for all i ∈ {1, 2, . . . , m} and j ∈ {1, 2, . . . , n}. It follows that
This proves that β is one-to-one. 
Claim
Claim 3. The equality β(O(H)
M ) = O(α(H)) N holds true.(α(H)) N is a sum of elements of ↓ (α(H)) N . Therefore O(α(H)) N is a submonoid of N generated by α(H). From H ⊆ O(H) M we infer that α(H) ⊆ β(O(H) M ). Since β(O(H) M ) is a submonoid of N, we conclude that O(α(H)) N ⊆ β(O(H) M ).
Claim
The three claims prove the lemma. Let R be a ring. Given a finitely generated right R-module A, we denote by [A] the isomorphism class of the module A, and by V(R) the monoid of all isomorphism classes of finitely generated projective right R-modules with the operation of addition defined by
for all A, B ∈ proj−R. As above, we will use ≤ V(R) to denote the algebraic preorder on V(R) and ≡ V(R) to denote the corresponding equivalence relation. If the ring R is regular, then V(R) is a refinement monoid due to [9, Theorem 2.8]. Proof. (⇐) Let e, f be orthogonal idempotents such that eR A and f R B. Since the idempotents e and f are orthogonal,
A and B B. The projection R → A with the kernel B ⊕ C corresponds to a left multiplication by an idempotent, say e. Similarly, the projection R → B with the kernel A ⊕ C corresponds to a left multiplication by an idempotent, say f . As the composition of these projections, in whatever order, is the zero endomorphism, the idempotents e and f are orthogonal. 
(2) The equality x + y = γ(g) holds true for some x, y ∈ N and g ∈ Idem(R) if and only if there are orthogonal idempotents e, f ∈ R such that γ(e) = x, γ(f ) = y, and e + f = g. Lemma 3.6. Let e and f be idempotents of a ring R. Then
Then eR ⊕ f R, by the definition. It follows that there is a surjective homomorphism ϕ : f R → eR. Since f is an idempotent, ϕ extends to a homomorphism Φ : R → eR. The homomorphism Φ corresponds to a left multiplication by an element a = Φ(1) ∈ R. It follows that eR = af R, and consequently tr R (e) ⊆ tr R (f ).
(⇐) If tr R (e) ⊆ tr R (f ), then e ∈ af R for some a ∈ R. Since e is an idempotent, the left multiplication by ea determines a surjective map f R → eR. Since eR is a projective right R-module, we infer that eR
A right R-module A is directly finite provided that A A ⊕ B implies that B = 0 for all right R-modules B, i.e, the module A it is not isomorphic to any of its proper direct summands [9, page 49] . A ring R is directly finite if it is directly finite as a right R-module. Note that this notion is left-right symmetric as a ring R is directly finite if and only if ab = 1 implies ba = 1 for all a, b ∈ R (cf. [9, Lemma 5.1]).
Lemma 3.7. If a ring R is directly finite then
for all e, f ∈ Idem(R). 
Since the ring R is directly finite, we conclude that A = B = 0, hence eR f R,
Applying Lemma 3.6 we get that Corollary 3.8. Let R be a directly finite ring. Then
for all e, f ∈ Idem(R).
Combining Lemma 3.5 and Corollary 3.8 we conclude with Corollary 3.9. Let R be a directly finite regular ring, let N be a refinement monoid, and let γ : Idem(R) → N be a map satisfying:
The equality x + y = γ(g) holds true for some x, y ∈ N and g ∈ Idem(R) if and only if there are orthogonal idempotents e, f ∈ R such that γ(e) = x, γ(f ) = y, and e + f = g.
Non-cancellative refinement monoids
In this section we recall a construction of refinement monoids that are, under some simple conditions, non cancellative directly finite. It leads to examples that will be realized as V(R) of regular rings, R, in the rest of the paper. We seek both simplicity and generality hoping for further applications of the construction. 
for all x, y ∈ M. 
either both x and y belong to H, in which case they are equal, or none of them belong to H. Therefore, in order to verify transitivity of Θ F H , there are two cases to discuss:
Case 1: None of the elements x, y, z belong to H. In this case there are p, q, r, s ∈ F such that
It follows that ι(x) + (p + r) = ι(z) + (q + s), and since F is a submonoid of G, we conclude that x ≡ z (Θ F H ). Case 2: All the elements x, y, z belong to H. In this case it follows readily from (4.2) that x = y = z, and thus trivially
Suppose that not all the elements x i , y i , i = 1, 2, belong to H. By symmetry we can without loss of generality assume that
∈ H as well. Since H is a hereditary subset of M, we get that
Since F is closed under addition and none of the elements x 1 + x 2 , y 1 + y 2 belongs to H, we conclude from (4.1) that
Claim
This concludes the proof. 
Then the quotient monoid
M/Θ F H is not cancellative. Proof. Since H is a proper subset of M, there is z ∈ M \ H. From (4.3) we get that (4.4) ι(z + x) + p = ι(z) + ι(x) + q = ι(z) + ι(y) + q = ι(z + y) + q .
From (4.4) we infer that
On the other hand since x = y in H, we get from Definition 4.1 that
H is not cancellative. In the next lemma we show that under the assumptions that H = O is an o-ideal and both O and G are cancellative, we can cancel elements from the given hereditary subset. 
Proof. Equation (4.5) is equivalent to
Similarly we get that y / ∈ O. According to Definition 4.1 there are elements p, q ∈ F such that
Since F is cancellative, we get that
Let G be a group and F a submonoid of G. We set
Clearly, F is the subgroup of G generated by the monoid F. 
Substituting to (4.6) we get that
. Under the assumptions of Lemma 4.5 we may restrict ourselves to the case when F is a subgroup of the group G. Notice also that when ι : M → G is the inclusion map and F is a group, we have that
A monoid M is said to be directly finite provided that x + y = x implies that y = 0 for all x, y ∈ M. We can see readily from the definitions, that the monoid V(R) is directly finite if and only if all finitely generated projective right R-modules are directly finite. Following [9, p. 50] , this is equivalent to all matrix rings M n (R) being directly finite. As far as we know it is still an open question whether the monoid V(R) of a directly finite regular ring must be directly finite (cf. [ 
H and since M is directly finite, we conclude that y = 0. Suppose that x / ∈ H. According to (4.7) there is q ∈ F such that
Since G is a group, we get from (4.8) that ι(y) = q, and so y ∈ ι −1 (F) = 0. Therefore y = 0.
In the proof of forthcoming Lemma 4.8 we will repeatedly make use of the following:
and suppose that here are
for all i = 1, 2 and (4.10)
, is a refinement of (4.9).
Proof. Since Θ is a congruence of M, the equality
Lemma 4.8. Let M, G be monoids, O and order ideal of M, and F a submonoid of G. Let ι : M → G be a one-to-one monoid homomorphism such that for every x, y ∈ M \ O and every p, q ∈ F there is r ∈ F such that both ι(
is a refinement monoid as well.
Proof. We are to verify that the quotient monoid M/Θ F O is conical and that it satisfies the Riesz refinement property.
for some x, y ∈ M. This is equivalent to x + y ≡ 0 (Θ 
and so equivalently (4.12)
. We are going to discuss the following two complementary case:
Case 1:
With regard to definition (4.1), we get from (4.12) that y 1 + y 2 ∈ O as well and that (4.13)
Since (4.13) has a refinement, (4.11) has a refinement as well due to Lemma 4.7 Case 2:
∈ O as well, due to (4.12) and (4.1). Since O is an o-ideal of M, in particular, it is closed under addition, at least one of the elements x 1 , x 2 , as well as at least one of the elements y 1 , y 2 does not belong to O. By symmetry, we can assume without loss of generality that both x 2 and y 2 are not in O. Since (4.12) holds true, there are p, q ∈ F such that (4.14)
ι(
due to definition (4.1). According to the assumptions, there is an element r ∈ F such that ι(
It follows from (4.14) that
From (4.15) and the injectivity of ι we conclude that (4.16)
Since M is a refinement monoid, equation (4.16 ) has a refinement that induces a refinement of (4.11) due to Lemma 4.7.
Claim
The properties verified by Claims 1 and 2 mean that M/Θ F O is a refinement monoid.
We state a corollary of Lemma 4.8 describing some cases when the formulation of the assumptions can be reasonably simplified. It is going to be applied in the next section. [
Then, by the definition, there are o, p ∈ O such that x 1 + x 2 + o = y 1 + y 2 + p. We set x 2 := x 2 + o and y 2 := y 2 + p. Then Thus we only need to verify that y 1 = z 11 + z 21 . This follows from
and the cancellativity of M.
Case 3: All the elements
O is a refinement monoid, there are z ij , i, j = 1, 2, such that
for all i = 1, 2 , and
This particularly means that there are o i , p i ∈ O, i = 1, 2, satisfying
Observe that since
We can without loss of generality assume that the first one holds true. Set
, for all i = 1, 2 and u ij := z ij for all i = j in {1, 2} , and observe that (5.5)
, for all j = 1, 2 , and both u 11 , u 22 belong to M \ O. It follows from (5.5) that
for some q j , r j ∈ O, j = 1, 2. Therefore (5.7)
Since M is cancellative, we conclude from (5.4) and (5.7) that
Since O satisfies the Riesz refinement property, there are s ij ∈ O, i, j = 1, 2 such that (5.
Substituting from (5.8) to (5.6), we get that
Since the monoid M is cancellative, we conclude from (5. we get a refinement of (5.4) in M.
Let n be a non-negative integer. Let
be a submonoid of the Cartesian power Z n+1 . Note that being a submonoid of a group, the monoid A n is cancellatice. We denote by O n the o-ideal of A n defined by O n := 0 × N n 0 , and we set U n := A n \ O n = N × Z n .
Corollary 5.2. The monoid A n is a refinement monoid, for every non-negative integer n.
Proof. It is straightforward to see that o ≤ An x for every o ∈ O n and every x ∈ U n . Therefore property (5.1) of Lemma 5.1 is satisfied. Clearly O n , being a Cartesian product of refinement monoids, is a refinement monoid. Observing that
which is a refinement monoid as well, we conclude from Lemma 5.1 that A n is a refinement monoid.
Lemma 5.3. Let n be a non-negative integer and ι
On is a refinement monoid for every submonoid F of Z n+1 . Moreover
On is not cancellative. Proof. Firstly note that according to Lemma 4.5 we can without loss of generality assume that F is a subgroup of Z n+1 , i.e, that F = F . Put F + := F ∩ (N 0 × Z n ) and observe that ι(U n ) + F + ⊆ ι(U n ). Applying Corollary 4.9 we conclude that A n /Θ F On is a refinement monoid. Being a submonoid of Z n+1 , the monoid A n is cancellative and, a fortiori, directly finite. Then (a) follows readily from Lemma 4.6.
The assumption O n ∩ F = 0 implies that there are x = y in O n and p, q ∈ F such that x − y = q − p, and so, equivalently, x + p = y + q. Since ι is an inclusion map, the monoid A n /Θ 
Fix a positive integer n. For an element x = x 0 , x 1 , . . . , x n ∈ Z n+1 we set
We put Σ 
Proof. Observe that
n , and apply Lemma 5.3. Given a positive integer n, let F 2n denote a subgroup of Z 2n+1 generated by 0, 1, −1, . . . , 1, −1 . We set
As F 2n is clearly a non-trivial subgroup of Σ 0 2n , B 2n is a non-cancellative directly finite refinement monoid. We are going to realize the monoids B 2n as V(R 2n ) of regular rings R 2n .
Before that, we prove that the monoid B 4 (and consequently the monoids B 2n for all n ≥ 2) does not satisfy the Riesz interpolation property.
Proposition 5.6. The monoid B 4 does not satisfy the Riesz interpolation property.
Proof. Let x = x 0 , x 1 , . . . , x 4 and y = y 0 , y 1 , . . . , y 4 be elements of A 4 . We observe readily from the definitions that if x 0 = y 0 , then 
and [
. Since
. Suppose that there is z = z 0 , z 1 , . . . , z 4 with (5.14)
Since x i 0 = y i 0 = 1, for all i = 1, 2, we get that z 0 = 1. From (5.13) and (5.14) we get that 3 = σx i < σz < σy j = 4, i, j = 1, 2. This is absurd.
Let n be a positive integer. For each i, j ∈ {1, 2, . . . , n} we set x {2i−1,2j} := x 2i−1 + x 2j and we define
. . , n}}
and we set C 2n := O 2n ∪V 2n . Observe that V 2n is a semigroup isomorphic to N×Z n 2 and that C 2n is a monoid with the operation of addition defined coordinate-wise on the two components O 2n and V 2n and by
Let ϕ 2n : A 2n → C 2n be a map corresponding to the identity on O 2n and sending
, whenever x 0 > 0. It is straightforward to see that ϕ 2n is a monoid homomorphism. Let x = x 0 , . . . , x 2n , y = y 0 , . . . , y 2n be elements from A 2n satisfying ϕ 2n (x) = ϕ 2n (y). Readily from the definition we see that x 0 = y 0 . If x 0 = y 0 = 0, then necessarily x = y. Suppose that x 0 = y 0 > 0. In this case the equality ϕ 2n (x) = ϕ 2n (y) is equivalent to (5.15)
for all i, j ∈ {1, 2, . . . , n}. This is equivalent to
which happens if and only if
for some λ ∈ Z. Therefore the kernel of the homomorphism ϕ 2n coincides with the congruence Θ
F2n
O2n , and so ϕ 2n factors through an embedding ψ 2n : B 2n → C 2n . This one is given by
We say that a tuple x 0 , x {2i−1,2j} i,j≤n ∈ V 2n is balanced provided that
holds true for all i, j, k, l ∈ {1, 2, . . . , n}. We denote by W 2n the set of all balanced tuples from V 2n and we set
It is straightforward to show that D 2n is a submonoid of C 2n . Observe also that
Lemma 5.7. The monoid D 2n corresponds to ϕ 2n (A 2n ), the image of A 2n under the monoid homomorphism ϕ 2n : A 2n → C 2n .
Proof. As ϕ 2n O 2n is the identity map, we have that ϕ 2n (O 2n ) = O 2n . We are going to prove that
, where
Given i, j, k, l ∈ {1, 2, . . . , n}, we get straightaway that
and so ϕ 2n (x) is a balanced tuple. Therefore we have the inclusion ϕ 2n (U 2n ) ⊆ W 2n . Let x 0 , x {2i−1,2j} i,j≤n ∈ W 2n be a balanced tuple. We set for all i, j = {1, 2, . . . , n} and we put x := x 0 , x 1 , . . . , x 2n . Since the tuple x 0 , x {2i−1,2j} i,j≤n is balanced, we have the equality
, we have that x 0 > 0, and so x ∈ U 2n . Therefore W 2n ⊆ ϕ 2n (U 2n ).
Corollary 5.8. The map defined by correspondence (5.16) is an isomorphism
It is easy to gain insight into the algebraic preorder on A 2n . Indeed,
if and only if either x 0 < y 0 or x 0 = y 0 and x i ≤ y i for all i ∈ {1, 2, . . . , n}. We are going to show that the algebraic preorder on the monoid D 2n behaves analogously.
Let x = x 0 , . . . and y = y 0 , . . . be elements of D 2n . We set
It is easy to see that is a partial order on the set D 2n .
Lemma 5.9. Let x = x 0 , x {2i−1,2j} i,j≤n ∈ V 2n and z = z 0 , z 1 , . . . , z 2n ∈ U 2n be such that x ϕ 2n (z). There is w ∈ U 2n such that w ≤ A2n z and x = ϕ 2n (w).
Proof. We set 
for every i, j ∈ {1, 2, . . . , n}. Since the tuple x is balanced, we have that
for all i, j ∈ {1, 2, . . . , n}. It follows that
for all i, j ∈ {1, 2, . . . , n}. Since x 0 = w 0 by definition, we conclude that x = ϕ 2n (w). Let j ∈ {1, 2, . . . , n}. From µ ≤ z 2j − x {1,2j} + z 1 we get that
Let k ∈ {1, 2, . . . , n} be such that µ = z 2k − x {1,2k} + z 1 . Then, with regard to (5.19), we compute that
Since x ϕ 2n (z), we have that x {2i−1,2k} ≤ z 2i−1 + z 2k . Substituting to (5.21), we conclude that Proof. If x ≤ D2n y, there are x ≤ A2n y in A 2n sutisfying x = ϕ 2n (x ) and y = ϕ 2n (y ). Using the description of the algebraic preoreder in A 2n , it is easy to see that the relation x y holds true. On the other hand, suppose that x y. If x 0 ≤ y 0 or x 0 = y 0 = 0, then x y clearly implies that x ≤ D2n y. In the remaining case when 0 < x 0 = y 0 , the implication x y =⇒ x ≤ D2n y follows from Lemma 5.9.
Some linear algebra
We fix an arbitrary field F. All vector spaces are supposed to be over F. Let U , V be vector spaces and f : U → V a linear map. We define a dimension and a codimension of the map f by (i) dim f := codim ker f + dim im f , (ii) codim f := dim ker f + codim im f . Observe that dim f = 2 dim im f and dim f + codim f = dim U + dim V . In particular, if dim f is finite, it is even. Clearly im h = im h + Z and im g = im g + Z. Since Z ⊆ im h ∩ im g, we conclude that (6.3) codim im h = codim im h and codim im g = codim im g .
Since both codim ker f and codim X = dim ker g are finite, we have that codim Y is finite. As codim im g = codim g(X) is finite, and the codimension of Y in X is finite (cf. codim Y is finite), codim Z = codim g(Y ) is finite. Clearly dim ker h + codim ker h = codim Y and dim im h + codim im h = codim Z. Since codim ker h ≤ codim Y is finite, we have that codim ker h = dim im h . We conclude that
Similarly we prove that dim ker g − codim im g = codim Y − codim Z , and so (6.4) dim ker h − codim im h = dim ker g − codim im g . Equation (6.4) together with equalities (6.2) and (6.3) give (6.1).
Lemma 6.2. Let f : U → V and g : V → W be homomorphisms of vector spaces and h := g • f their composition. Let X be a subspace of ker g such that ker g decomposes as ker g = X ⊕ (im f ∩ ker g). Then
Proof. The lemma follows from these straightforward equalities:
The next lemma is "the reason why it works". It is a crucial part of Lemma 7.10. 
Proof. We are going to prove that
The other inequality, namely codim h 1 + codim h 2 ≥ codim f 1 + codim f 2 , is symmetric. We choose decompositions
Applying Lemma 6.2, we get that
Since, by the initial assumptions, codim u is finite and both dim v i , i = 1, 2, are finite, the co-dimensions codim g i , i = 1, 2, are finite due to Lemma 6.1. Thus it suffices to prove that
Applying Lemma 6.1 again we get that
It follows from (6.8) that dim X ≤ dim ker g 2 and dim Y ≤ codim im g 1 . This together with previous equality (6.10) implies inequality (6.9), and, consequently, inequality (6.7). This concludes the proof.
Lemma 6.4. Let f : U → U be an endomorphism of a vector space U of a finite dimension. We denote by 1 the identity endomorphism of U . Then codim(1 + f ) is finite and even.
Proof. We apply Lemma 6.1 putting g := 1 and h := g + f = 1 + f . Note that dim ker 1 = codim im 1 = 0. Thus it follows from (6.1) that dim ker(1 + f ) = codim im(1+f ), hence codim(1+f ) = dim ker(1+f )+codim im(1+f ) is even.
The example of Bergman and Goodearl
In this section we recall the Goodearl's modification [9, Example 5.10] of the Bergman's example [9, Example 4.26] of a regular ring R 2 which is not unit-regular but the matrix rings M n (R 2 ) are directly finite for all positive integers. The ring R 2 is constructed as follows: Let T denote the ring F[[ t ]] of all formal power series over a field F in an indeterminate t, and let K denote the quotient field of T . Denote by S the ring of all a ∈ End F (T ) such that there is a positive integer n and b ∈ K with (a − b)t n T = 0 (i.e., b t n T ⊆ T and the restriction a t n T coincides with the multiplication by b). It turns out that the element b ∈ K is unique and the correspondence a → b := ϕ(a) determines an F-algebra homomorphism ϕ : S → K (cf. [9, Example 4.26]). Finally let us denote by S op the opposite ring of the ring S and set
Observe that every nonzero element a of T = F[[t]
] is a product a = t n a for some n ∈ N 0 and some invertible a ∈ T . Moreover, every nonzero b ∈ K is of the form b = t z b for a unique integer z and b ∈ T invertible in T . Denote the unique exponent z by ν(b) and set ν(0) := 0. Let b = 0 be an element of K. Observe that whenever n + ν(b) ≥ 0 for a positive integer n, the left multiplication by b determines a bijection t n T → t n+ν(b) T . Given an element a = a 1 , a 2 ∈ R 2 , we define ϕ(a) := ϕ(a 1 ) = ϕ(a 2 ). For elements a ∈ S and a ∈ R 2 we set ν(a) := ν(ϕ(a)) and ν(a) = ν(ϕ(a)), respectively. Finally given an element a = a 1 , a 2 ∈ R 2 , we define dim a := dim a 1 + dim a 2 and codim a := codim a 1 + codim a 2 .
2
Let a ∈ R 2 . Observe that ϕ(a) = 0 implies that dim a is finite while ϕ(a) = 0 implies that codim a is finite; the latter follows from the first statement of Lemma 6.1. Lemma 7.1. Let a be an element of the ring S. Then
Proof. It follows from the finiteness of dim a, codim a, respectively, and Lemma 6.4. a = (a 1 , a 2 ) be an element of the ring R 2 . Then
Corollary 7.2. Let
(1) ϕ(a) = 0 implies that both the dimensions dim a 1 and dim a 2 are even;
Proof. If ϕ(a) = 0, then both the dimensions dim a 1 and dim a 2 are finite and (1) follows readily from Lemma 7.1. Suppose that a ∈ R 2 satisfy ϕ(a) = 0. Since R 2 is a regular ring, there is an idempotent e ∈ R 2 such that eR 2 = aR 2 . Then clearly tr R2 (e) = tr R2 (a). From a ∈ tr R2 (e) and e ∈ tr R2 (a) we get that codim a ≤ codim e and codim e ≤ codim a, due to Lemma 6.3. Therefore codim a = codim e. Since e is an idempotent of a finite codimension, ϕ(e) = 1, and so the codimension of e is even due to Lemma 7.1. 
be a decreasing sequence of subspaces of U , and V a finite-dimensional subspace of U . Suppose that
then there is a positive integer n such that V ∩ U n = 0.
Proof. For every positive integer n we set V n := V ∩ U n . Note that
is a decreasing sequence of subspaces of V such that i∈N V i = 0. Since V is finite-dimensional, the sequence (7.2) is eventually stationary. Therefore there is n ∈ N such that 0 = V n = V ∩ U n . We set I := {a ∈ S | ϕ(a) = 0} . It is straightforward to see that I is an ideal of the ring S.
Lemma 7.5. For all a, b ∈ I, the following properties are equivalent:
Proof. (1 ⇒ 2) Let U 1 and V 1 denote complements of ker a and ker b, respectively, in T (viewed as a vector space over the field F). We set U 2 := im a and V 2 = im b and we denote by a : U 1 → U 2 , resp. b : V 1 → V 2 the restrictions a := a U 1 , resp. b := b V 1 . Observe that dim a ≤ dim b . Applying Lemma 7.3, we find homomorphisms r : U 1 → V 1 and s : V 2 → U 2 such that a = s b r . There are positive integers m and n such that U 1 ∩ t m T = 0 = V 1 ∩ t n T due to Lemma 7.4. It follows that there are r and s in End F (T ) extending r and s , satisfying t m T ⊆ ker r and t n T ⊆ ker s, respectively. It follows that r, s ∈ I and that a = sbr, hence a ∈ tr I (b). The implication (2) ⇒ (3) is trivial and (3) ⇒ (1) follows from Lemma 7.3.
We set
and observe that J 2 is an ideal of the ring R 2 . The next corollary follows readily from Lemma 7.5. 
For each ordered pair m ≤ n of non-negative integers we denote by e m,n : T → T the projection onto
Lemma 7.7. Let λ be a positive integer and e = e 1 , e 2 an idempotent of the ring R 2 such that ϕ(e) = 0. Then the following hold true:
and elements r, s ∈ R 2 such that ϕ(r) = t λ , ϕ(s) = t −λ , and f = ser.
and elements r, s ∈ R 2 such that ϕ(r) = t −λ , ϕ(s) = t λ , and f = ser.
Proof. We prove property (1). Property (2) is symmetric. Since ϕ(e) = 0 and e is an idempotent, we have that ϕ(e) = 1. By the definition (of the ring R 2 ) there is a natural number n such that (e i − 1)t n T = 0, in particular ker e i ∩ t n T = 0, for all i = 1, 2. For each i = 1, 2 we pick a complement U i of t n T ⊕ ker e i in T . Observe that the restrictions e i (t n T ⊕ U i ) are one-to-one. Since e i t n T coincides with identity, we conclude that e i U i ∩ t n T = 0, for all i = 1, 2. Since codim t n T = n is finite, we get that
hence codim e i = 2 dim ker e i , for both i = 1, 2. Since codim e 1 ≥ 2λ, we get that dim ker e 1 ≥ λ, hence dim U 1 = codim t n T − dim ker e 1 ≤ n − λ. It follows that there are F-linear maps r 1 : 
where W i are complements of t n T ⊕ e i U i , for both i = 1, 2. Observe that r i , s i belong to I.
Let us define r : t n−λ T → T n , resp. s : t n T → T n−λ , to be the F-liner maps corresponding to multiplications by t λ , resp. t −λ , and we extend these maps to F-endomorphisms of T by setting r(
Observe that both r and s belong to S.
We set r i := r + r i and s i = s + s i , for both i = 1, 2. Then it is straightforward from the constructions of the endomorphisms r, r i , s, and
−λ , and that f i = s i e i r i = s i e i r i are idempotents, for all i = 1, 2. Furthermore we have that codim f 1 = codim e 1 − 2λ and codim f 2 = codim e 2 + 2λ .
Finally setting f := f 1 , f 2 , r = r 1 , r 2 , and s = s 1 , s 2 , we get the desired idempotent and elements of R 2 such that f = ser.
Observe that f ∈ tr R2 (e) and since codim f is finite, and it is an idempotent, we have that ϕ(f ) = 1. Proof. (⇐) First suppose that e = sf r for some r, s ∈ T with ϕ(r) = ϕ(s) = 1. Since e, f ∈ Idem(S) \ I, there is a positive integer n such that (e − 1)
induce endomorphisms e , f , r , and s of the finite-dimensional F-vector space T /t n T . From codim e = codim e , codim f = codim f , and dim e = dim s f r ≤ dim f , we deduce that codim e = codim e = 2n − dim e ≥ 2n − dim f = codim f = codim f .
(⇒) Suppose now that codim e ≥ codim f . Since e and f are idempotents not in I, we have that ϕ(e) = ϕ(f ) = 1. It follows that there is a positive integer n such that (e − 1)t n T = (f − 1)t n T = 0. Therefore ker e ∩ t n T = ker f ∩ t n T = 0. We pick subspaces U and V of the F-vector space T such that
and we set e := e U , f := f V . Since ker e ∩ (U ⊕ t n T ) = 0 and the restriction e t n T coincides with the identity map, we have that eT = eU ⊕ t n T . Similarly we prove that
and there are linear maps r : U → V and s : f V → eU such that e = s f r . There are r, s ∈ End F (W ) such that r U = r , ker r ≥ ker e, and (r − 1)t n T = 0 , s V = s , ker s ≥ ker f, and (s − 1)t n T = 0 .
We conclude that r and s are elements of S satisfying ϕ(r) = ϕ(s) = 1 and e = sf r.
As an immediate consequence we have that e ∈ tr S (f ).
The next corollary will be applied in the forthcoming section. Proof. Both the cases are symmetric, we only prove (1) . Suppose that codim e 1 ≥ 2λ. Then codim f 2 = codim e 2 + 2λ ≥ 2λ, and so there is an idempotent g = g 1 , g 2 ∈ R 2 with (7.3) codim g 1 = codim f 1 + 2λ = codim e 1 and codim g 2 = codim f 2 − 2λ = codim e 2 , and element r , s ∈ R 2 such that (r ) = t −λ , ϕ(s ) = t λ , and g = s f r due to Lemma 7.7. Applying Lemma 7.8, we get elements r , s ∈ R 2 with ϕ(r ) = ϕ(s ) = 1 and e = s gr = s s f r r .
We put r * = r r and s * = s s . It is straightforward to compute that ϕ(r * ) = ϕ(r r ) = ϕ(r )ϕ(r ) = t −λ and ϕ(s
Proof. (⇒) It follows from Lemma 6.3 that
, then a = sbr for some s, r ∈ R 2 . Observe that s, r / ∈ J 2 , for otherwise a ∈ J 2 . Applying (7.4) twice, we get that codim a = codim sbr ≥ codim br ≥ codim b .
(⇐) Suppose that codim a ≥ codim b. Since R 2 is regular there are idempotents e = e 1 , e 2 and f = f 1 , f 2 such that eR 2 = aR 2 and f R 2 = bR 2 , respectively. As a consequence we get that (7.5) tr R2 (e) = tr R2 (a) and tr R2 (f ) = tr R2 (b) .
By the already proved implication we have that codim e = codim a ≥ codim b = codim f .
By Lemma 7.7, there is an idempotent g = g 1 , g 2 ∈ tr R2 (f ) such that codim e 1 ≥ codim g 1 and codim e 2 ≥ codim g 2 . By Lemma 7.8, there are elements r i , s i ∈ S, i = 1, 2, such that ϕ(r i ) = ϕ(s i ) = 1 and e i = s i g i r i . It follows that e ∈ tr R2 (g) ⊆ tr R2 (f ), and so a ∈ tr R2 (a) = tr R2 (e) ⊆ tr R2 (f ) = tr R2 (b) due to (7.5). Lemma 7.12. Let g ∈ I be an idempotent, λ and µ non-negative integers such that dim g = 2λ + 2µ. Then there is a pair e, f ∈ I of orthogonal idempotents such that dim e = 2λ, dim f = 2µ, and g = e + f .
Proof.
Since g ∈ I, it is of a finite dimension, and so dim im g = (dim g)/2 = λ+µ. We pick a decomposition im g = U ⊕ V with dim U = λ and dim V = µ. Let e be an endomorphism of T such that ker e = ker g ⊕ U and e V = g V . Putting f = g − e, we get a pair e, f of orthogonal idempotents with the desired properties.
Lemma 7.13. Let g ∈ S \ I be an idempotent, λ and µ non-negative integers such that 2λ = codim g + 2µ. Then there is a pair e ∈ S \ I and f ∈ I of orthogonal idempotents such that codim e = 2λ, dim f = 2µ, and g = e + f .
Proof. From g ∈ S \ I we infer that dim im g is infinite. We find a decomposition im g = U ⊕V such that dim U = µ. Let f ∈ End F (T ) be such that ker f = ker g⊕V and f U = g U . Putting e = g − f , we get a pair of orthogonal idempotents e ∈ S \ I and f ∈ I satisfying the desired properties. Applying Lemma 7.13 we get that Corollary 7.14. Let g ∈ R 2 \ J 2 be an idempotent. Let λ, µ 1 , µ 2 be non-negative integers such that 2λ = codim g + 2µ 1 + 2µ 2 . Then there are orthogonal idempotents e ∈ R 2 \ J 2 and f = f 1 , f 2 ∈ J 2 such that codim e = 2λ, dim f i = 2µ i , for all i = 1, 2, and g = e + f . if ϕ(e) = 1 , and we verify that the properties (1)-(3) of Corollary 3.9 are satisfied. Property (1) follows from Lemma 7.11. Property (2) is a consequence of Lemma 7.12 in the case that ϕ(e) = 0 and Corollary 7.14 if ϕ(e) = 1. Observe that in the latter case, when ϕ(e) = 1, if γ(e) = u + v for some u, v ∈ C 2 , one of them belongs to O 2 . This is because γ(e) = 1, − codim e 2 , and so u 0 + v 0 = 1. By the definition, γ(1) = 1, 0 which is an order-unit in C 2 , thus property (3) holds true as well.
Since the ring R 2 is directly finite due to [9, Example 5.10], the map γ extends to a unique isomorphism β : V(R 2 ) → C 2 , due to Corollary 3.9.
Representing the monoids B 2n
Let R 2 and S be the rings defined in the previous section. Given a positive integer n, we set R 2n := { a 1 , a 2 , . . . , a 2n | a 2i−1 ∈ S, a 2i ∈ S op , and ϕ(a 1 ) = · · · = ϕ(a 2n )} .
Observe that R 2n is a sub-direct product of copies of the ring R 2 . Therefore it is regular and directly finite (cf. For a pair of elements a = a 1 , . . . , a 2n and b = b 1 , . . . , b 2n from J 2n , the following properties are equivalent:
(1) dim a i ≤ dim b i for all i = 1, . . . , 2n.
(2) a ∈ tr J2n (b).
(3) a ∈ tr R2n (b).
Let a = a 1 , . . . , a 2n be an element of the ring R 2n . For each i, j ∈ {1, 2, . . . , n} we set a {2i−1,2j} := a 2i−1 , a 2j . Observe that a {2i−1,2j} is an element of the ring R 2 . Proof. (⇒) Suppose that a ∈ tr R2n (b). Then a {2i−1,2j} ∈ tr R2 (b {2i−1,2j} ), which implies that codim a {2i−1,2j} ≥ codim b {2i−1,2j} , for all i, j ∈ {1, 2, . . . , n}, due to Lemma 7.10. (⇐) Since the ring R 2n is regular, it contains idempotents e = e 1 , e 2 , . . . , e 2n and f = f 1 , f 2 , . . . , f 2n such that tr R2n (a) = tr R2n (e) and tr R2n (b) = tr R2n (f ). As we have just proved, this implies that codim a {2i−1,2j} = codim e {2i−1,2j} and We are going to prove that (2) holds true. Let x = x 0 , . . . , y = y 0 , . . . ∈ D 2n and g = g 1 , g 2 , . . . , g 2n ∈ Idem(R 2n ). The implication (⇐) is trivial. In order to prove the opposite one, (⇒), assume that γ(g) = x + y. We are going to discuss two cases.
The first case is when g ∈ J 2n . Then 0 = ϕ(g) = x 0 + y 0 , hence x 0 = y 0 = 0 and both x 0 and y 0 belong to O 2n . Applying Lemma 7.12, we find, for each i ∈ {1, 2, . . . , 2n}, a pair of orthogonal idempotents e i , f i ∈ I such that dim e i = x i , dim f i = y i , and g i = e i +f i . Putting e = e 1 , e 2 , . . . , e 2n and f = f 1 , f 2 , . . . , f 2n , we get a pair of orthogonal idempotents e, f such that γ(e) = x, γ(f ) = y, and g = e + f .
The latter case is when g is an idempotent from R 2n \ J 2n . We can without loss of generality assume that x 0 ≥ y 0 . Since x 0 + y 0 = z 0 = 1, we get that x 0 = 1, hence x ∈ V 2n , and y 0 = 0, hence y ∈ O 2n . Applying Lemma 7.13 we find for each i ∈ {1, 2, . . . , 2n} a pair of orthogonal idempotents e i ∈ S \ I, and f i ∈ I such that codim e i 2 = codim g i 2 + y i , dim f i 2 = y i , and g i = e i + f i .
Set e := e 1 , e 2 , . . . , e 2n and f := f 1 , f 2 , . . . , f 2n . Then e ∈ R 2n \ J 2n and f ∈ R 2n are orthogonal idempotents such that g = e + f and γ(f ) = y. It follows that γ(e) + y = γ(g) = x + y . Applying Lemma 5.4, we infer from y ∈ O 2n that γ(e) = x. Therefore property (2) is satisfied.
By the definition γ(1) = 1, 0, . . . , 0
which is an order-unit in D 2n , thus property (3) holds true as well.
Since the ring R 2n is directly finite, the map γ extends to a unique isomorphism β : V(R 2n ) → D 2n , due to Corollary 3.9.
