Abstract-Sentiment Analysis or opinion mining refers to a process of identifying and categorizing the subjective information in source materials using natural language processing (NLP), text analytics and statistical linguistics. The main purpose of opinion mining is to determine the writer's attitude towards a particular topic under discussion. This is done by identifying a polarity of a particular text paragraph using different feature sets. Feature engineering in pre-processing phase plays a vital role in improving the performance of a classifier. In this paper we empirically evaluated various features weighting mechanisms against the well-established classification techniques for opinion mining, i.e. Naive Bayes-Multinomial for binary polarity cases and SVM-LIN for multiclass cases. In order to evaluates these classification techniques we use Rotten Tomatoes publically available movie reviews dataset for training the classifiers as this is widely used dataset by research community for the same purpose. The empirical experiment concludes that the feature set containing noun, verb, adverb and adjective lemmas with feature-frequency (FF) function perform better among all other feature settings with 84% and 85% correctly classified test instances for Naïve Bayes and SVM, respectively.
I. INTRODUCTION
Sentiment analysis or opinion mining is a process of recognizing and categorizing people's sentiments, opinions, attitudes, and emotions from the text written in natural language. Because of the proliferation of text data on web and social media, opinion mining has gained a lot of attention and has in this way turned into an active research area in natural language processing NLP, which exploits systems and techniques from data mining.
Every hour, millions of messages are posted on social media like twitter, rotten tomatoes and Facebook. These messages cover numerous topics including public opinion about various topics such as products, current affairs, politics, and movies and so on. The public opinions or sentiments against a product in fact impact the market trends. For instance, [1] found a strong correlation between positive sentiments on twitter and the box-office collection of the movies. The polarity ration regarding a movie has an influence on movie revenue. For example, in the first week of release of "New Moon" movie polarity ratio was 6.29 and box-office collection was 142M. In the second week the ratio dropped to 5 and the box-office collection also dropped to 34M. The polarity ration of tweets can be measured as under:
Tweets with positive sentiments PNratio
Tweets with negative sentiments  In the opening week of "The Blind Side" movie, the boxoffice collection as 34M with the polarity ratio of 5.1 and then in the second week polarity ratio increased to 9.61 and the collection also increased to 41M.
Recently, the increased demand of employing opinion mining for decision making in various application domains has drawn a considerable attention of research community from computer science towards the development of practical solutions. For instance, in [2] authors reported a strong correlation between public mood on social media and political as well as cultural events like the Presidential Election and Thanksgiving Day. There are a lot of example of real world use cases where sentiment analysis has been exploited for decision making [2, 3, 4] . Thus, many algorithms and methods for sentiment analysis evolved in recent years [5] . In order to get deeper understanding into strengths and shortcomings of these methods, it is important to evaluate them in different settings with a variety of preprocessing choices.
In this paper, we empirically performed the evaluations of two well established classification methods, i.e. Naive BayesMultinomial for binary polarity cases and SVM-LIN for multiclass cases. These methods are evaluated by means of three different feature settings in preprocessing phase. The feature settings include Feature Presence (FP), which represents binary values, Feature Frequency (FF) and Term Frequency-Inverse Document Frequency TF-IDF both represent real values. We have validated the evaluation using publicly available dataset of movie reviews taken from Rotten Tomatoes. The empirical evaluation revealed an interested conclusion that the feature-frequency (FF) setting performed better among all other feature settings with 84% and 85% accuracy for Naïve Bayes and SVM, respectively.
The rest of the paper is organized as follows. The background section contains some related and technical knowledge about the domain. The Literature Review section contains previous research which relates to the experiment. The Methodology section introduces the specifics of the experiment. The Results section presents the results of the work. Lastly, the Conclusion section presents the conclusion. Applications, Vol. 10, No. 3, 2019 160 | P a g e www.ijacsa.thesai.org II. BACKGROUND
(IJACSA) International Journal of Advanced Computer Science and

A. Natural Language Processing
Natural Language Processing (NLP) is a framework to support an interaction between computers and human (natural) languages by providing processing capability of a text written in natural language using the methods and techniques stemming from various fields like computer science, computational linguistics and artificial intelligence. Natural language processing provides us various algorithms for understanding and recognizing the patterns of human language especially statistical algorithms, which are based on machine learning. The machine-learning algorithms learn different rules through the analysis of large corpora (A hand-annotated documents with their respective polarity values to be learned by algorithm) of typical real-world. These algorithms take a large set of features generated from corpora as input. Research in natural language processing is now focused towards soft and probabilistic predictions based on assigning weight to all features. Such models have an advantage of expressing the relative certainty of many different possible answers rather than only one, thus they provide more reliable and accurate results when such kind of a model is included as a component of larger systems some of these algorithms are Naive Bayes, Maximum Entropy Measure and SVM [6] .
B. Finding Appropriate Features
Sentiment Analysis is a task of performing text classification. In supervised classification different machine learning algorithms can be used to classify the text. In supervised learning the major focuses are features selection and choosing appropriate classification algorithm. In Natural language processing the terms features and token are used interchangeably. Finding best features are very important when text mining is performed using machine learning algorithms. Features which tend to be consistent in text of a certain class are generalized as a good indicator of that class [6, 8] . For example the word bad may be a good indicator to identify a text as negative. However, many features such as unigrams, bigrams, trigrams, POS tagged unigrams, dependency trees and several other have been used in sentiment analysis [1, 2, 5] . The purpose of finding these features is to find good indicators to generalize for text classification.
Some of the several feature types are discussed below:
We use n-grams to capture the dependencies between all words which appear in a sentence structure sequentially; ngrams combination does not preserve the words' syntactical or semantic relations. An n-gram is a probabilistic language model which predicts next word conditioned on the occurrence of previous word. The probabilistic expression is P(xi|xi-(n-1)…,xi-1).
N-grams can be of size 1 (unigrams) size 2 (bigrams), size 3 (trigrams) and so on.
Finding of Pang et al. (2002) research states that unigrams perform better than bigrams [10, 11] .
 Parts of Speech Tagging POS tagging has been used for a long time in text classification and Natural Language Processing (NLP). POS tagging differentiates syntactic meaning of words in a sentence by using some specific tags, such as tags for noun, pronoun, verb, adjective, adverb, conjunction and others.
In sentiment analysis POS tagged words are used as features for classification as the adjective can provide good clues about the polarity of the sentence. In 2011 Mejova et al. conducted a study in which they tested POS tagged features effectiveness in supervised learning separately and with combinations of POS tags. The combinations of adjectives, adverbs and nouns performed better than other combinations when treated as features and all individual POS tagged features were outperformed by adjective when used as features. In this study we have applied Apache OPENNLP Maxent POS tagger model. Some POS tags are defined in Table 1 below.
 Syntactic Dependency Tree Patterns
A syntax dependency tree is a syntax tree structure that captures the dependency between a word (root) and its dependents (Childs) it identifies useful semantic relationships. In syntax tree the relation among nodes are based on their grammatical dependency. Dependency parsing identifies parts of speech and syntactic relations and then determines the grammatical structure of sentence. Many researches have been conducted for determining the efficient and accurate parsing tree pattern for sentiment analysis.
Except that appropriate feature selection, assignment of numerical feature values to selected feature is also important. This value assigning method is called the weighting method and most widely used weighting methods are term frequency (TF) and presence.
C. Feature Selection Methods
Feature selection methods are techniques to reduce the size of features space and to choose small set of features to capture relevant properties or classification of dataset.
An effective feature selection method can increase the efficiency of classifier. Normally the size of feature vectors for a document and sentence is usually bif specially when unigram features are used and these large sized vectors can slow down the system performance one way to get rid of these large vector which contains less efficient features is to pre-process the data such as removal of stop word
D. Naive Bayes Classifier
Bayesian classifier, a statistical technique, predicts the probability of an event to belong to a particular class. The classifier is based on Bayes Theorem [7] which states that the probability of an event is based on the prior (conditional) knowledge of the event. It can mathematically be stated as under:
where A and B are events and P(B) ≠ 0.
P(A) and P(B) are the probabilities of A and B without considering their conditional interaction.
is a conditional probability of event A given a condition that the B is true.
P(B | A) is a conditional probability of event B given a condition that the A is true.
given sample to belong to a particular class.
E. Support Vector Machine Classifier
Support Vector Machines are based on the idea of decision planes for defining decision boundaries. We used decision planes for separating the objects having different class memberships. A decision plane creates a boundary between them.
III. LITERATURE REVIEW
Due to the rapid growth of text data on web and social media, opinion mining has gained a lot of attention and has thus become an active research area in natural language processing, which exploits techniques and methods from data mining. The sentiment Analysis is not only limited to computer science domain but it has also spread to management sciences and social sciences application domains due to its importance and applications to business areas and society. In fact, the importance of opinion mining is proportional to the growth of social media such as Facebook, social discussion forums, Twitter and product review websites. With the growth of social media we now have huge stores of raw datasets which can be analyzed to find different informative patterns [8, 9] .
A simple use case for sentiment analysis is to discover what people feel about a particular topic and what their attitude about a particular topic is. For example: Do people on a social chat group think that the recently released movie was a block buster or flop one?
The newly opened restaurant is serving best sea foods?
What is the public opinion for a particular election candidate?
By analyzing tweets for sentiments will answer these questions. Furthermore, we can also learn why people think that the movie was a hit or flop by extracting the exact words indicating why people did or didn't like the movie. For example, poor plot, and or bad casting. This is the kind of insight one hopes to find when conducting market research. Now one can easily decide that in which particular direction he/she need to work more in next film either on plot or cast.
From many years research has been focusing on different levels of classification either document level classification, sentence level classification or phrase level classification using supervised or unsupervised learning. For supervised learning selection of features, feature weight assignments and features selection methods play an important role in classification performance.
Prior to the text polarity classification which identify that the document as positive or negative several research studies were conducted for subjectivity classification of document that whether the document or sentence is subjective or objective?
In 2002, Pang and lee conducted a sentiment analysis study using movie review data. In that document level supervised learning they classify the document using Naïve Bayesian, SVM and Maximum Entropy. They choose several token such as POS tags, adjectives and n-grams as features and they found that the machine learning methods outperformed the human classification (they asked their two students to classify the documents). They also found that SVM outperformed other machine learning algorithms and unigrams perform better than bigrams [10] .
In 2004, Bo Pang and Lillian Lee again conduct a study in which they perform Sentiment Analysis Using Subjectivity Analysis Based on Minimum Cuts [11] . In this study they examined the relationship between subjectivity detection and polarity classification. Their findings show that text subjectivity detection can compress it into small and much shorter extracts but retaining polarity information at a comparable level to that of full review.
Their work identifies that subjectivity extracts classified by Naïve Bayes are more effective inputs. Their work also shows that utilizing context based information via minimumcut framework can see statistically significant improvement in www.ijacsa.thesai.org polarity-classification accuracy. In [12] , Eguchi et al. proposed methods in which he define some assumptions that sentiment expressions are related to their topics. As for example, a negative view for a politician may be indicated using reckless or negative review for a voting event may be indicated by Flaw. In their research Eguchi combined topic relevance models and sentiment relevance models. They create a training dataset by annotating S (sentiment) and T (topic) to sentiment. Then these S, T and polarities of sentiment together formed a triangular relationship and they obtained high performance.
In [13] , Riya et al. introduce a hybrid approach on Sanders analytics dataset. The classification was a combination of both Knowledge base and machine learning approach in which each word was first classified using knowledge based approach with the help of SentiWordNet then the complete tweets was classified using different classifiers. The hybrid approach results in 100% accuracy, the Naïve Bayes classifier with a total accuracy of 75%. The paper concludes that in sentiment classification the machine learning techniques are easier then symbolic techniques.
The approach of Tirath, Sanjeev [14] was more focused on calculating some robust features. The features having information gain (IG) score greater than zero where considered for classification.
Asha et al. [15] used three different dataset to report the accuracy of Naïve Bayes and SVM classifiers. The features selection approach was based on the extraction of TF, TF-IDF, opinion oriented keywords using SentiWordNet. The features were then assigned a weight using GINI index. The results show that both classifiers performed better on large movie review data set SAR14. Dhiraj Gurkhe's [5] dataset was an amalgamation of tweets, movie reviews dataset, hand classified tweets from Sanders, emoticons dataset and sentiment lexicons. Three different features vectors were used for classification having unigrams, bigrams and unigrams+bigrams. The classification results show that the Naïve Bayes performs better by using unigrams features.
IV. METHODOLOGY
In this study an experiment on Rotten Tomatoes movies reviews dataset was performed. This dataset contains 1500 positive reviews and 1500 negative reviews. The purpose behind choosing the movie reviews dataset is that they are more detailed and often considered as good material for subjectivity and polarity classification. Typical comments are usually very short such as tweets that are only one or two sentences long. These comments are narrowly focused on a single topic of interest expressed. Whereas movie reviews tend to be more detailed and focused on whole story, acting, actors and give an overall impression about the movie.
For performing machine learning, the focus is to find some relatively correct clues from the text which can lead to correct classification. These clues about the original data are called features and are stored as a feature vector, F = (f1, f2, …,fn) in feature vectors each coordinate represent one clue say feature fi of the original text.
Features selection strongly influences the classifier learning. In feature selection this study goal is to capture desired properties of text in some numerical form. The choice of features is based upon their relevancy with sentiment analysis task. The algorithms for extracting best feature sets does not exist, thus we only rely over research intuitions, expertise in field, domain knowledge and performing various experiments for choosing the best set of features [17, 18] .
In this study we have focused on unigrams and we used Apache OPENNLP an open-source java library for extracting the relevant linguistic features from the corpora. OPENNLP is a set of classifiers which work on word level. As we are working on word level we removed all the punctuations and emotions from the text. Table 2 below summarizes the types of word level features we used for classification. We experiment with different combination of above mentioned features and along with these features we have also used three different weighting functions and then choose the feature set and weighting function which performed best for the Sentiment Analyzer.
A. Negation Handling
Negation handling is an important part of polarity analysis. Some of the sentences such as "it was not a good movie" has the opposite polarity from the sentence "It was a good movie". Word influenced by the negation especially adverbs and adjectives should be treated differently. One way to handle negation is to use a bigram dictionary including special feature word NOT for every adverb and adjective [16] .
Another way could be to perform parsing of all sentences, but this approach is computationally expensive and may cause inaccuracies if the corpus is not completely tagged. Another approach is to construct training dataset having all possible negation sentences, but this requires time and efforts to construct an optimal dataset.
In this approach we have dealt with some simple cases of negation such as not, do not, doesn't. We have performed POS tagging and have defined some rules for checking the predeterminer of adverbs and adjectives this approach has increase the performance a little better, it would possible to define more extensive rule for more better performance that would deal with noun and verbs instead. The girl was very beautiful In this sentence the word beautiful is adjective www.ijacsa.thesai.org
B. Weighting Functions
The three weighting functions we used in this experiment are:
1) Feature presence (FP):
It represent a binary value, these binary values indicate the absence and presence of a feature in text (e.g. in the text-"good day", only the features "good" and "day" are set to 1) and all the other remaining words in the vocabulary (set of words we see in corpus) are set to 0.
2) Feature frequency (FF): It represents a real value, which indicates the occurrences (frequency) of a feature in a given example, the frequency value is normalized according to the size of the text (in words).
3) TF-IDF: It represents a real value, which indicates the occurrences (frequency) of the feature in a given text; this frequency value is then divided by the logarithm of the number of examples from the corpus containing this feature. This can be explained as for features f i.
() log( )
Where FF i denotes feature frequency of f i , and "DF i " denotes the document frequency of f i (number of documents containing f i) . The purpose of using this weighting function was to give a larger weight to features that were seen less in the corpus than the common ones. In other words, we increase the impact of rare words over common words.
C. Classification
After determining the best features we performed classification. In performing classification task each sentence is considered as conditionally independent. In this study we performed supervised classification. Classifier learning or training is done using cases from training set and later the quality of training is evaluated using the cases from the test set. The labels of interest are polarity labels "Positive" and "Negative" for Naïve Bayes and SVM classifier.
We have taken the following steps for performing classification:
1) Data preprocessing: Training dataset was preprocessed by applying POS tagging, location and subject tagging, removing stop words and punctuations.
2) Feature extraction: Suitable features were extracted for classification using different combinations of word level features and weighting functions discussed above.
3) Model building: Using features the classifiers were trained and a model was created.
4) Model evaluation:
The classifiers were evaluated by mean of confusion matrix and ROC analysis.
5) Classification:
The test cases were classified using the classification models. The test dataset for classifiers had 1500 positive and 1500 negative reviews. The algorithm 1 describe our approach to data cleaning and training dataset preparation before performing classification. In this experimental setup we try to see how each classifier perform on the dataset when using different features settings. We have defined the five different feature settings for each of the weighting function. These settings are defined in Table 3 .
We have compiled the results for all five different features setting with all three different weighting functions for both classifiers Naive Bayes and SVM. Only selected lemmas whose parts of speech are adjective and adverb because it has been observed that the subjective sentiments of an author are reflected mostly on adverbs and adjectives. Subject words are not considered
Only selected lemmas whose parts of speech are adjective, adverb, noun and verb so that the dependencies can be captured. Subject words are not considered www.ijacsa.thesai.org Fig. 1 depicts the performance graph of both SVM and Naïve Bayes algorithm using different features and feature presence weighting function. The graph show that when adjective, adverbs, nouns and verbs were extracted as features the SVM classifier outperformed the Naïve Bayes classifier with overall accuracy of 85%, when tested on test dataset while the Naïve Bayes classifier gave 84% accuracy. Fig. 2 depicts the performance graph of both SVM and Naïve Bayes algorithm using different features and feature frequency weighting function. The graph show that when adjective, adverbs, nouns and verbs were extracted as features the SVM classifier again outperformed the Naïve Bayes classifier with overall accuracy of 85.5%, when tested on test dataset while the Naïve Bayes classifier gave 84.5% accuracy. The weighting function feature presence increased the performance of both classifiers. Fig. 3 depicts the performance graph of both SVM and Naïve Bayes algorithm using different features and Term frequency-inverse document frequency weighting function. The graph show that the SVM gave an accuracy of 83% when adjective, adverbs, nouns and verbs were extracted as features but the performance of Naïve Bayes classifier depletes badly. Naïve Bayes classifier gave 83% accuracy when lemmas were extracted as features. After analyzing the results of the experiment we can conclude that the features setting SL2 which includes only adverb, adjective, verb and noun lemmas perform good using all three weighting functions when used by both classifiers.
As it is now clear that the models build using feature set of adverb, adjective, verb and noun lemmas performed best when used with feature-frequency weighting functions with accuracies 84% and 85% for Naive Bayes and SVM-LIN respectively we evaluate the models using a test dataset of 1500 positive, 1500 negative movie reviews. The confusion matrix in Table 4 shows the positive predicted rate, negative prediction rate, sensitivity, specificity and accuracy of Naïve-Bayes classifiers. The F-score of test results was 0.85.
The true positive rate of the build was 86% while the true negative rate was 85%. The overall accuracy achieved was approximately 85%. The performance of both classifiers was also evaluated using ROC curve analysis. The ROC curve analysis is shown in Fig. 4 and 5. The ROC curve shows an excellent classification test accuracy for Naïve Bayes classification model with value 0.093 while the ROC curve accuracy for SVM classification model was 0.72. 
VI. CONCLUSION
We have performed classification on two different datasets and calculated simple word based features for classification. To find most appropriate feature set we defined five different feature settings and use three different weighting functions and then calculated the accuracies of features for each feature setting and identified that the feature set containing noun, verb, adverb and adjective lemmas with feature-frequency (FF) function perform better among all other feature settings with 84% and 85% correctly classified test instances for Naïve Bayes and SVM, respectively.
