Abstract. In this paper, we present Poisson brackets of certain classes of mappings obtained as general periodic reductions of integrable lattice equations. The Poisson brackets are derived using the so called Ostrogradsky transformation.
Introduction
In this paper we derive Poisson structures (and sympletic structures) for several families of discrete dynamical systems. In general, of course, the problem of finding a Poisson structure for a given mapping (if it has such a structure) is not algorithmic. However, suppose the system in question is the periodic reduction of a partial difference equation, e.g. where F is a given function, R 3 → R, and u is the unknown function, Z 2 → R. In the simplest cases, p = q resp. p = 1, Poisson structures were first found by inspection, cf. [15] , resp. [21] . Later on, for the case p = −q (pre) symplectic structures for reductions of Adler-Bobenko-Suris (ABS) equations were derived using the existence of the so-called three-leg form [1, 18] . Using the three-leg forms of ABS equations, we can derive Lagrangians for these equations which help us to find symplectic structures for the case where p = ±q. This method is called the Hamiltonian-Lagrangian approach and it was introduced in [5, 24] . For the case p = q, using the discrete Legendre transformation we can bring reduction of potential Korteweg-de Vries (pKdV) to canonical coordinates [7] . For the case p = ±q, the discrete analogue of the so-called Ostrogradsky transformation will help us to bring the map to canonical coordinates [4, 5, 24] ; therefore we can derive Poisson structures of the original maps. We note that in the continuous context, this transformation has been using to construct Hamiltonians from higher derivative Lagrangians. The Hamiltonian-Lagrangian approach was used in [11] 1 to find the Poisson structure of p = 1 reductions of the discrete KdV equation.
In this paper we use the Ostrogradsky transformation to find Poisson structures for periodic reductions of several partial difference equations, including the discrete KdV equation, the plus-KdV equation, the discrete Lotka-Volterra equation, and the discrete Liouville equation. All the partial difference equations we discuss (except for one) are integrable, i.e. they possess a Lax representation, and this Lax representation can be used to derive Lax representations for the reductions, in their turn yielding integrals of the reductions, cf. [15, 16, 19] . As examples, we explicitly show that p = 2, q = 3 reductions of the integrable partial difference equations are Liouville integrable in their own right, i.e. they possess a sufficient number of functionally independent integrals in involution with respect to the derived Poisson structures.
Setting
In this section, we give some basic notions for the rest of the paper. In particular, we will present the so-called discrete Ostrogradsky transformation to obtain Poisson brackets from a Lagrangian. 
where {, } denotes the Poisson bracket in R d (the same bracket in the domain and the co-domain). One sufficient condition for the map (3) to be Poisson is the existence of a structure matrix, Ω, such that
where dϕ is the Jacobian of the map (3). By structure matrix, we mean that Ω is a d×d skew-symmetric matrix that satisfies the Jacobi identity [14] (6)
The Poisson bracket between 2 smooth functions f and g is defined through this structure by the following formula
where ∇f is the gradient of f . In this case, Ω ij = {x i , x j }. We can see that the entries in the LHS and RHS of (5) are {x i , x j } and {x i , x j } | x=x , respectively. If the Poisson structure is non-degenerate, i.e., Ω has full rank, one can define a closed two-form
through the Poisson structure W = Ω −1 and vice versa. 2 Then the Poisson map is called a symplectic map and preserves the closed two-form W . For the case where the closed two-form is preserved by the map (3) but degenerate, we call the two-form pre-symplectic [6] .
A function I(x) is called an integral of ϕ if I(x) = I(x ). A set of smooth functions {I 1 , I 2 , . . . , I k } on an open domain D is called functionally independent on D if its Jacobian matrix dI has full rank on a set dense in D. Definition 1. The map ϕ is completely integrable if it preserves a Poisson bracket of rank 2r ≤ d and it has r + d − 2r = d − r functionally independent integrals which are pairwise in involution.
(q, −p)
reductions of lattice equations. In this section, we introduce the (q, −p)-reduction (gcd(p, q) = 1, q, p > 0) to obtain ordinary difference equations from lattice equations.
Given a lattice equation (see Figure 1 )
the (q, −p) reduction can be described as follows. We introduce the periodicity condition u l,m = u l+q,m−p and travelling wave reduction v n = u l,m , where n = lp + mq. For 0 ≤ n ≤ p + q − 1, since gcd(p, q) = 1 one can find unique (l, m), l ≥ 0, m ≤ 0 such that |m| is smallest and n = lp + mq. The lattice equation reduces to the following ordinary difference equation
This equation gives us a (p + q)-dimensional map
where we have assumed that one can solve v n+p+q uniquely from equation (9) . For example, the (3, −2)-reduction is depicted in Figure 1 . [5] . We use this canonical form to derive a Poisson structure for mappings obtained from the Euler-Lagrange equation.
We start with the following symplectic map without knowing its symplectic structure
where x(n), x(n + 1) ∈ R 2N . We rewrite the map in canonical form as follows
with q j (n + 1) = g j (q(n), p(n)) and p j (n + 1) = f j (q(n), p(n)) and such that {f i , f j } = {g i , g j } = 0 and
) and the discrete action functional
The discrete Euler-Lagrange equation for the Lagrangian L is δI δu(n) = 0, which means
We denote u (s) = u(n + s) and L r = ∂L ∂u (r) and introduce a shift operator E, i.e, E j (u(n)) = u(n + j) for j ∈ Z. The Euler-Lagrange equation can be rewritten as follows
Given a normal Lagrangian L, we obtain a (non-linear) difference equation of order 2N . We introduce coordinates q i and p i , so that we can write the map derived from the Euler-Lagrange equation in canonical form. For example, we introduce a transformation
where
for i = 1, 2, . . . , N . This transformation can be considered as an analog of Ostrogradsky's transformation, cf. [8] . We have, using (14),
where we suppose that we can obtain
We give a proof for this result.
Lemma 3. The map (12) has the following canonical form
where we denote
Proof. It is easy to obtain (17) , (18) and (20) . For 1 ≤ i ≤ N − 1, we have
Now we prove that the mapping (12) preserves the canonical symplectic structure, i.e., we show that
We have
Thus, we get
. This implies that, {f i , f j } = 0 and {f i , f N } = 0.
Poisson brackets for (q, −p) reductions of the KdV and the plus-KdV equations
The KdV equation and a similar equation which we call the plus-KdV equation are given as follows (21) and (22) become
These equations are Euler-Lagrange equations with the corresponding Lagrangians
The (q, −p) reduction where gcd(p, q) = 1 and p < q gives us the following Lagrangians
The Euler-Lagrange equations derived from these Lagrangians are
which are the (q, −p) reduction of KdV and plus-KdV via reduction u n = v n−p−q − v n . In canonical coordinates, for a double copy of KdV we have
, for 1 < i ≤ p,
, for p < i ≤ q,
For the plus-KdV equation, we have
Using the canonical Poisson bracket for these variables we obtain Poisson brackets for mappings obtained as the (q, −p) reductions of equations (21) and (22) . For both equations, we distinguish between two cases where p = 1 and p > 1.
Theorem 4. The KdV map admits the following Poisson structure for 0 ≤ i < j ≤ p + q − 1.
• If p = 1, we have
Proof. We note that for the case p = 1, the Poisson bracket was given in [11] . We just need to prove this theorem for the case where p > 1.
We first need to prove that the Poison bracket (32) is preserved under the KdV map (33) φ : (u n , u n+1 , . . . , u n+p+q−1 ) → (u n+1 , u n+2 , . . . , u n+p+q−1 , u n+p+q ), where
By direct calculation, we have
It is easy to see that for 0 ≤ i < j < p + q − 1, we have
For 0 ≤ i < j = p + q − 1, we have
By considering whether p|(i + 1), one can see easily that if i + 1 = q and i + 1 = q, then
We consider 3 cases.
• Case 1 where p + q − i − 1 = q and p (p + q − i − 1). This means i + 1 = p and p q − i − 1. Therefore, {u n+i+1 , u n+q } = 0 and i + 1 = q, |i + 1 − p| = 0, and q. This also gives us (36). Thus, {u n+i , u n+p+q−1 } = 0 = {u n+i , u n+p+q−1 }| u=φ(u) .
• Case 2 where p + q − i − 1 = q, i.e. i + 1 = p. It implies that the second term and third term in (35) vanish. Hence, we have
• Case 3 where p|(p + q − i − 1), i.e. p|(q − i − 1). If i + 1 = q, the second and third term in (35) equals to 0. Therefore, we have
. If i + 1 = q and i + 1 = p, we have (36). Since i + 1 − q < p, we have i + 1 − q < 0. Thus, (35) becomes
To complete this proof, we need to prove the Jacobian identity (6):
Without loss of generality, we can assume that 0 ≤ i ≤ j ≤ k ≤ p + q − 1. It is easy to see that the Jacobian identity holds if two indices in (i, j, k) are equal. We need to prove the case where 0 ≤ i < j < k ≤ p + q − 1. We also distinguish 3 cases.
• Case 1 where j −i = q. Since k < p+q, we have 0 < k−j < p. Therefore, Ω jk = 0. Furthermore, one can see easily that
If p (k − i), then Ω ki = 0. Thus, the Jacobian identity (37) holds. If p|(k − i), then we have
where we have used Ω lj = 0 as p (j − l) and j − l = ±q for i < l ≤ k and p|(l − i).
• Case 2 where p|(j − i). We have
. This yields Ω jk = 0 and
However, for i < l ≤ j and l ≡ i mod p, we have Ω lk = 0. Therefore, the RHS of (38) becomes 2Ω ik Ω ij /u n+i . Hence, we obtain the Jacobian identity (37).
If k − i = q and p k − i, then Ω jk = Ω ki = Ω lk = 0 for i < l < j and l ≡ i mod p (as k − l < p + q − (i + p) ≤ q and p (k − l). This implies that LHS (38) = 0. Thus, the Jacobian identity (37) holds.
If p|(k − i), i.e. i ≡ j ≡ k mod p then the LHS of the Jacobian identity (37) is
It is easy to see that the three terms in this sum can be written as follows
Adding these three terms together we get LHS (37) = 0.
• Case 3 where j − i = q and p (j − i), i.e. we have Ω ij = 0. Similarly, by considering the following sub-cases k − j = q; p|(k − j); k − j = q, andp (k − j), we can prove that the Jacobian identity (37) holds.
Analogously, we can derive the following result for the map obtained from the plus-KdV.
Theorem 5. The map obtained as the (q, −p) reduction of equation (22) admits the following Poisson structure for 0 ≤ i < j ≤ p + q − 1.
• If p > 1, we have
are Lax-matrices for the KdV-equation (21) . For the (3,-2)-reduction (with n = 2l + 3m,
, the trace of the monodromy matrix
1 L 2 L 0 yields the following three invariants
and I 1 is a Casimir of the corresponding bracket. The rank of the bracket is 4, and we have 5 − 4/2 = 3 functionally independent invariants in involution with respect to the Poisson bracket, so the Poisson map is completely integrable. The matrices
, are anti-Lax-matrices for the plus-KdV-equation (22), which satisfy L l,m+1 M l,m ≡ −M l+1,m L l,m modulo the equation. The idea of an anti-Lax pair was suggested to one of the authors by J.A.G. Roberts [17] . For the (3,-2)-reduction,
, the trace of the monodromy matrix gives rise to the following three 2-integrals
that is, we have The discrete Lotka-Volterra equation is given as follows
We introduce the new variable w l,m = ln u l,m to get One can easily derive a Lagrangian
Using the discrete analogue of the Ostragrasky transformation, we can derive Poisson brackets of mappings obtained the (p, −q) reduction of equation (42) Once we have a Poisson bracket in the w variable, the associate Poisson bracket in the original variable is calculated by {u n+i , u n+j } = {e w n+i , e w n+j } = e w n+i e w n+j {w n+i , w n+j }.
We obtain the following theorem.
Theorem 6. The map obtained as the (q, −p) reduction of equation (41) admits the following Poisson structure for 0 ≤ i < j ≤ p + q − 1.
Similarly, if we take
and w l,m = v l−1,m−1 + v l,m we obtain Poisson bracket for the (q, −p) reduction of the following equation
Theorem 7. The map obtained as the (q, −p) reduction of equation (46) admits the following Poisson structure for 0 ≤ i < j ≤ p + q − 1.
• If p > 1, we have (48)
If we take
we obtain Poisson brackets of maps obtained as reductions of the discrete Liouville equation
Theorem 8. The map obtained as the (q, −p) reduction of (49) admits the following Poisson structure for 0 ≤ i < j ≤ p + q − 1.
otherwise.
Remark 9.
We note that all equations that we have considered in this paper can be written in the following form (after some transformations)
In fact, using the Ostrogradsky transformation and a Lagrangian which has the same form as (43), one can always find Poisson brackets for maps obtained as reductions of these equations. This method can also be applied to more general (q, p)-reductions, i.e. we do not require gcd(p, q) = 1.
Examples. The matrices
are Lax-matrices for the Lotka-Volterra-equation (41). For the (3,-2)-reduction,
the determinant of the monodromy matrix provides the invariant
which is also a Casimir of the Poisson bracket defined by The trace yields two additional functionally independent integrals,
These integrals are in involution which shows the mapping is completely integrable. The (3,-2)-reduction of equation (46) is a 2-integral, applying the map gives the multiplicative inverse. Hence the function C + 1/C is an integral. We have not been able to find more integrals and, as the map seems to have non-vanishing entropy, we believe it is not integrable. The (3,-2)-reduction of equation (49), We have C = A/A and it can be checked that the integrals I 1 , I 2 = A+A , I 3 = BB B are functionally independent and in involution. The additional integral I 4 = B + B + B is functionally independent, and in involution with I 2 (and I 1 ), but not with I 3 . A linearisation of the lattice equation can be found in [2] .
