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Tato práce se zabývá trasováním očí ve videu v reálném čase za použití ozařování infra-
červeným zářením a detekcí jeho odrazu na zorničkách. Popisuje lidské oko a jeho reakce
na infračervené záření. Obsahuje návrhy hardwarového i softwarového řešení a konečnou
realizaci základní varianty v prostředí Simulink, osvětluje vybrané metody číslicového
zpracování obrazu a v závěru obsahuje zhodnocení použité metody.
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ABSTRACT
This work deals with tracing eyes in real-time video using infrared radiation treatment
and detection of its rebound on pupils. It describes the human eye and its response
to infrared radiation. It contains proposals for hardware and software solutions and the
final realization of the basic options in Simulink, explains the selected methods of digital
image processing and includes an assessment of methods used in this work in conclusion.
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ÚVOD
Téma trasování očí je velice obsáhlým odvětvím výzkumu mnoha vědeckých ústavů,
univerzit i soukromých firem po celém světě. Trasování očí, resp. jejich detekce a de-
tekce obličeje, je spjata s každodenním životem člověka. S všudypřítomností nových
informačních technologií a médií již toto odvětví zakotvilo v mnoha oblastech vědy a
techniky. Začaly se vyvíjet metody pro efektivnější a pohodlnější interakci člověka s
počítačem (HCI), které už nemusely spoléhat na takové nástroje, jakými jsou kláves-
nice nebo myš. Další neméně důležitá využití nalezla metoda trasování očí v oblasti
dozoru a lékařství. To vše díky její široké dostupnosti a nízké ceně. Metoda detekce a
rozpoznání obličeje a očí je také jednou z nejdůležitějších biometrických technologií,
oproti jiným má tyto výhody: je přirozená, nenarušuje lidské tělo a vyznačuje se
jednoduchým použitím [11].
U většiny způsobů zpracování trasování očí, resp. jejich detekce v obraze, je
ovšem nutné nalézt nejprve pravděpodobnou oblast obličeje a tuto oblast následně
prohledat na jednotlivé znaky a rysy obličeje, tedy i oči. O zpracování tohoto pří-
stupu jsem se úspěšně pokusil v semestrálním projektu, ve kterém jsem k detekci
obličeje použil detekci na základě barvy kůže a nalezení očí v obraze pomocí jedno-
duchého pravděpodobnostního matematického modelu umístění očnic [1].
Ve zpracování této bakalářské práce je ovšem výše popsaný postup obrácen.
Jednoduše to znamená, že jsou v obraze nalezeny právě oči a jejich validace by poté
mohla být založena na zjištění, zda jde opravdu o obličej, resp. jeho část, nebo se
jedná pouze o nežádoucí artefakty. Celá tato metoda je ovšem umožněna pouze díky
ozáření očí infračerveným zářením a využití efektu jeho silného odrazu od zorniček,
pro lidké oko nepozorovatelného.
V první části práce je popsána v pěti fázích detekce očí obecně, tyto fáze jsou
ovšem stejně dobře využitelné také při hledání jiných výraznějších prvků v obraze
a videu. Druhá kapitola se zabývá teoretickými náležitostmi bakalářské práce, tj.
jednoduchým úvodem do anatomie oka a popisem jeho základních částí. Zabývá
se elektromagnetickým zářením, podrobněji zářením infračerveným a jeho nebez-
pečnými účinky vůči oku i celému lidskému tělu. Třetí kapitola rozebírá možnosti
hardwarové realizace, její jednotlivé části, výhody a nevýhody jednotlivých řešení
a konečné řešení použité v této práci. Poslední kapitola se zabývá softwarovou rea-
lizací v laboratorním vývojovém prostředí Simulink a rozborem jednotlivých bloků
a použitých funkcí, jejichž zdrojové kódy jsou přiloženy.
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1 OBECNÁ DETEKCE OČÍ
Proces detekce očí, ať již ve videu či statickém obraze, obyčejně obsahuje několik
základních fází. Počet operací v každé fází je ovšem omezený, každá operace je více
či méně náročná a výkon počítače nebo jiného přístroje je taktéž omezený. Proto
nesmíme nikdy zapomenout tyto skutečnosti zkombinovat. Pro monoho metod jsou
fáze velice podobné, operace již nikoliv. Podobnost bude demonstrována na metodě
detekce očí, která byla použita v odevzdaném semestrálním projektu. Nejdříve je
ovšem nutné se seznámit s úskalími a nástrahami tohoto úkolu.
1.1 Cíle detekce a s nimi spojené problémy
Cílem celé detekce je schopnost v libovolném snímku rozhodnout, zda se v něm oko
resp. jiná výrazná část obličeje, s jejíž pomocí dosáhneme správné detekce, nachází,
a pokud tomu tak je, vrátit lokaci a rozměry všech nalezených objektů. S tímto cílem
se ovšem pojí nemalé problémy, které by se daly vypsat do následujících bodů [20].
• Pozice – Pozice hlavy vůči kameře může způsobit částečné vytracení hledané
části obličeje ze záběru a její velice obtížnou detekci.
• Přítomnost jednotlivých strukturních prvků obličeje – Obličejové znaky
jako například vousy, knírek, brýle nebo make-up mohou, ale nemusí být v ob-
raze přítomny. To dává velký prostor rozmanitosti těchto prvků zahrnující
tvar, barvu, velikost apod.
• Výraz obličeje – Detekce je vždy velice stížena, pokud má snímaný člověk
nestandardní výraz v obličeji, například pokud se mračí.
• Jiné objekty v okolí obličeje – Například v obrázku s více lidmi může být
obličej obklopen dalšími obličeji.
• Orientace obrazu, vzdálenost snímaného cíle – Obraz obličeje a tedy
i očí se mění s natočením kamery, resp. natočením obličeje, se vzdáleností
snímaného člověka od kamery.
• Podmínky při snímání – Všechny podmínky, jako je například osvětlení
nebo vlastnosti a kvalita kamery, se projeví také ve snímku a v obtížnosti
následného zpracování.
• Typ vstupního obrazu – Na šedotónovém obraze budeme provádět jiné




První fází je příprava obrazu k následnému zpracování. Pro potřeby dalšího zpra-
cování bývá často nutné upravit obraz do správného formátu, např. ve smyslu ve-
likosti, použitého barevného modelu, tj. zda budeme pracovat s barvami obrazu
(např. RGB) nebo v odstínech šedé. Aby byly podmínky v obraze stejnorodé, mů-
žeme přidat ekvalizaci histogramu. V semestrálním projektu byla detekce postavena
na barevném modelu YCbCr, který je velice vhodný pro detekci pleťových barev.
Následující názorné ukázky pochází právě z tohoto projektu. I přes odlišný způ-
sob zpracování bakalářské práce jsou tyto základní fáze, jak již bylo zmíněno výše,
podobné [19].
Obr. 1.1: Příklad přípravy k dalšímu zpracování. Převod z modelu RGB do YCbCr.
Nahoře: obraz v RGB, Dole: Separované kanály Y, Cb a Cr.
1.2.2 Druhá fáze
Obr. 1.2: Náhledová tabulka
Druhou fází je odprahování ploch, které
se svými vlastnostmi hrubě liší od hleda-
ných. V této fázi se mohou vyfiltrovat pi-
xely s intenzitou barvy nebo jasu, která ne-
splňuje daná kritéria (práh, interval, náhle-
dová tabulka apod.). Tato fáze je velice dů-
ležitá pro další postup. Ukázku náhledové
tabulky pravděpodobného rozložení barvy




Pro vyfiltrování malých ploch s velkou pravděpodobností šumu lze použít některý
rozostřovací filtr medián. Lze ovšem také použít s lepšími výsledky operaci otevření.
Tato operace linearního filtrování patří do odvětví matematické morfologie a přes-
něji se jedná o proces eroze následované dilatací. Výhody a nevýhody těchto dvou
metod jsou uvedeny níže. Po této fázi je vhodné použít také operaci uzavření, tedy
dilataci následovanou erozí, která nám zajistí jednolitější oblasti. Těmito kroky ně-
kolikanásobně snížíme výpočetní náročnost následujícího zpracování [9, 21].
Otevření Medián
+ možnost dalších kombinací MO + účinné i při nízké výpočetní náročnosti
+ lepší výsledky – rozostření obrazu
– vyšší výpočetní náročnost
1.2.4 Čtvrtá fáze
Ve čtvrté fázi dochází k další podrobnější filtraci. V případě semestrálního projektu
i této bakalářské práce je nutné jednotlivé výsledné oblasti volitelným způsobem
odlišit a další zpracování a detekci již provádět pouze na těchto oblastech. Počítají
se parametry oblastí a ty se vyhodnocují. V této fázi můžeme například odfiltrovat
plochy, které nesplňují maximánlní resp. minimální limit velikosti, jejichž tvar ne-
vyhovuje, apod. Další fází jsou již nádstavbové filtry nutné pro specifické potřeby [2].
Obr. 1.3: Označení, rozlišení, měření a následné vyfiltrování nevhodných oblastí
1.2.5 Pátá fáze
V této chvíli máme v obraze mnohem méně oblastí, ve kterých se oko pravděpo-
dobně vyskytuje, a můžeme využít vyšší metody jeho detekce. V praktické části
této práce nejsou tyto metody použity, protože detekce očí byla dostatečně přesná
již v této chvíli. Detekce očí je však ve většině případů spojena s detekcí obličeje a
zde přichází na řadu další metody. Těchto metod je velké množství a jejich průběh
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se liší u každého zpracování, mohou se různě proplétat a kombinovat, každá metoda
je ovšem postavena na stejném základu. [20]
Metoda znalostního základu
Tato metoda je založena na použití znalostí člověka o ustavení typického lidského
obličeje. Obvykle tyto znalosti zahrnují vztah mezi částmi obličeje. Tato metoda je
výhodná hlavně pro lokalizaci obličeje.
Metoda invariantních rysů
Tato metoda je zaměřena na nalezení základních strukturních prvků obličeje, které
se neztrácejí při různém úhlu pohledu, různých světelných podmínkách nebo pozici
obličeje. Tato metoda je výhodná pro lokalizaci obličeje.
Metoda porovnání se šablonou
Šablona představuje celý obličej případně pouze některou jeho část. Tato šablona
se pomocí korelace porovná se vstupním obrazem. Jmenovaná metoda je používána
jak pro lokalizaci, tak i detekci obličeje a očí.
Metoda založená na zjevu
Jako nádstavba k metodě porovnání se šablonou je model učen ze sady trénovacích
obrázků. Detekce poté probíhá podobně jako v metodě s šablonou. Tato metoda je
navržena přímo pro detekci obličeje a očí a dosahuje velice dobrých výsledků.
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2 LIDSKÉ OKO A ZÁŘENÍ
2.1 Oko a zrak
Zrak je pro člověka nejdůležitějším smyslem. Asi 80% všech informací z okolí zís-
káváme prostřednictvím zraku. Orgánem zraku je oko, reagující na viditelné světlo,
část spektra elektormagnetického záření – to se v oku transformuje v nervové sig-
nály. Příjmu a zpracování vizuálních informací se účastní v každém oku více než
100 milionů receptorových buněk, tyčinek a čípků v sítnici. Tyto buňky jsou s moz-
kem spojeny 1 600 000 nervovými vlákny. Již z těchto čísel lze usuzovat, že proces












Obr. 2.1: Řez okem s popisem jednotlivých částí
Oko je uloženo v očnici a je složeno z šesti základních částí.
• Bělima je tvořena vazivovou blánou, udržuje tvar oka a pozorujeme ji jako bílý
obal oka. V přední části přechází v průhlednou rohovku.
• Cévnatka tvoří vnitřní vrstvu oční koule. Jejím úkolem je zásobovat zevní
vrstvy oka krví a zabránit rozptylu světla uvnitř oka za pomoci pigmentových
buňek. Vpředu přechází cévnatka v řásnaté tělísko.
• Duhovka má tvar kruhového terčíku s kruhovým otvorem uprostřed – zornicí.
Je tvořena hladkým svalstvem. Na povrchu duhovky se nacházejí pigmentové
buňky, které dávají očím barvu.
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• Čočka je zavěšena na vazivových vláknech vycházejících z řásnatého tělíska.
Je tvořena rosolovitou dokonale průhlednou hmotou.
• Sklivec, průhledná rosolovitá hnota, tvoří vnitřní výplň většiny prostoru oční
koule
• Sítnice, nejvnitřnější vrstva oční koule, tvoří vlastní světločivný systém oka.
Pokrývá zadní 2/3 oka, kromě místa, kterým z oční koule vychází zrakový
nerv. Toto místo se nazývá slepá skvrna.
2.1.1 Světlolomný systém oka
Světelné paprsky přicházející do oka procházejí nejprve rohovkou do přední komory
vyplněné komorovou vodou a dále čočkou a sklivcem. Pomocí rohovky a čočky jsou
přitom světelné paprsky soustřeďovány na sítnici. Obraz, jenž se na sítnici promítá,
je zmenšený a obrácený obraz pozorovaného předmětu [13].
2.2 Elektromagnetické záření
Světelný paprsek je postupná vlna tvořená elektrickým a magnetickým polem. S tímto
zjištěním přišel v roce 1860 James Clerk Maxwell a spojil tak dvě odvětví vědy –
optiku a elektromagnetismus. Jeho teorii poté rozšířil o další druhy elektromagne-
tického záření Heinrich Hertz. Jejich zásluhou dnes známe pojem Maxwellovy duhy,
tedy širokého spektra elektromagnetického záření [5].
Obr. 2.2: Zjednodušené spektrum elektromagnetického záření
Infračervené záření, jehož vlastností se využívá v této práci, je právě součástí
rozsáhlého spektra. Různé části tohoto spektra se liší různými hodnotami určité
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proměnné veličiny. Tato veličina se nazývá vlnová délka. S její změnou ve viditel-
ném spektru mění světlo svou barvu od červené k fialové. Pokud budeme zkoumat
spektrum systematicky od dlouhých vlnových délek ke kratším, začneme dlouhými
vlnami. Následují vlny rádiové (rozhlasové). Běžné vysílače používají vlnovou délku
okolo 500 metrů, k rádiovým vlnám ovšem patří také krátké vlny, radarové, poté
milimetrové atd. Skutečné hranice mezi jednotlivými rozsahy neexistují a nejsou tak
určena žádná ostrá rozhraní. Daleko pod milimetrovými vlnami najdeme infračer-
vené vlny, poté viditelné světlo a dále oblast, které říkáme ultrafialová. Pod ní se
nacházejí rentgenové paprsky, které se dále dělí na měkké, normální a velmi tvrdé. A
na konci se nachází gama záření. Samozřejmě by bylo možné pokračovat dál ke stále
menším hodnotám vlnové délky. [5]
2.3 Infračervené záření
Infračervené záření je elektromagnetické záření s vlnovou délkou delší než viditelné
světlo a zároveň kratší než mikrovlny. Jeho vlnová délka je mezi 750 nm a 1 mm.
Využití IR (infračerveného) záření a jeho snímání je velice mnoho jak v civilní tak
i vojenské oblasti. V civilní je to například dálkové měření teploty, bezdrátová ko-
munikace nebo předpovídání počasí. Ve vojenské oblasti je to pak zaměřování cíle,
systémy nočního vidění a sledovací zařízení [16].
Objekty (např. LED dioda, člověk) vyzařují infračervené záření ve velkém spek-
tru vlnových délek, ale jen některé oblasti tohoto spektra jsou pro nás v určitou
chvíli zajímavé. Proto rozdělila Mezinárodní komise pro osvětlování (CIE) IR záření
do následujících tří pásem [16]:
• IR-A: 700 nm – 1400 nm
NIR: Near-infrared pásmo je absorbováno vodou a jeho hlavní využití naj-
deme v oblasti telekomunikací při použití optických kabelů. Právě toto pásmo
se používá z důvodu nízkých ztrát na přenosovém médiu z SiO2. K dalším
příkadům patří systémy nočního vidění a praktická část této bakalářské práce.
• IR-B: 1400 nm – 3000 nm
SWIR: Short-wavelength pásmo je taktéž využíváno v telekomunikacích
a nejvíce v rozsahu vlnových délek od 1530 nm do 1560 nm.
• IR-C: 3000 nm – 1 mm
MWIR: Mid-wavelength pásmo (někdy označováno zkratkou IIR) se roz-
kládá na vlnových délkách od 3000 nm do 8000 nm. Využívá se hlavně ve vo-
jenské technice například k tepelnému navádění raket a označování cílů.
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LWIR: Long-wavelength pásmo je v intervalu 8000 nm - 15000 nm. Jeho
vlastností využívají například termokamery, které dokáží vytvořit obraz bez
jakýchkoliv externích přisvětlování.
FIR: Far IR zaujímá vlnové délky od 15000 nm do 1 mm a využívá se
v armádní technice.
2.4 Nebezpečné účinky infračerveného záření
Lidé jsou již od dávné historie vystavováni vysokým dávkám IR záření. Ať už na
silném denním světle nebo při zpracovávání oceli a skla, jednoduše všude tam, kde
jsou v blízkosti velmi horkých objektů. Infračervené záření je nebezpečné kvůli teplu,
které sálá ve směru jeho působení. Tohoto jevu se například využívá v IR přímoto-
pech. Jeho silné nebo dlouhodobé působení však může na kůži vytvořit popáleniny
a puchýře. Mnohem hůř ovšem působí na oči [14].
2.5 Reakce oka na infračervené záření
Jasné denní světlo apod., obsahující pro oči škodlivé infračervené záření, způsobí, že
začneme očima mrkat, stáhne se duhovka, tak aby propouštěla méně světla, a donutí
nás odklonit hlavu. Efekt, kdy se stáhne duhovka, můžeme dobře pozorovat při focení
s bleskem, kdy oko nedokáže tak rychle reagovat a ve vyfoceném snímku se objeví
silný odraz od zornice. Tento podmíněný způsob obrany proti IR záření je ale rázem
pryč v případě, že odstraníme ze spektra právě viditelnou složku. Oko se přestane
bránit a je v tu chvíli vystaveno záření, které může při rychlé a silné expozici přímo
popálit sítnici a způsobit zákal. Při delším ale menším výkonu expozice dochází
k zahřívání komorové vody, které taktéž způsobuje velká poškození zrakového orgánu
[14].
Následující graf 2.3 znázorňuje relativní škodlivost závislou na vlnové délce. Z to-
hoto grafu můžeme jasně vidět, že nejškodlivější vlnové délky jsou právě ty nejblíže
viditelnému spektru. Těm se ovšem, jak již bylo popsáno výše, dokáže člověk bránit.
Proto opravdu nebezpečné vlnové délky začínají až na 750 nm a výše, jejich škodli-
vost však logaritmicky klesá. IR LED diody použité v této práci jsou však bezpečné.
Výkon vyzařování jedné LED diody je dle technické dokumentace 30 mW na vlnové
délce 940 nm. Udávaná hodnota pro škodlivé působení IR záření začíná na 300 mW.
Tato čísla jsou ale minimální v porovnání s IR lampami používanými ve zdravot-
nictví, kde jejich výkony dosahují i 500 W, těmi se ale přirozeně nesmí ozařovat oči
















Obr. 2.3: Závislost relativní škodlivosti infračerveného záření na vlnové délce [14].
Shrnutí paramterů podílejících se na škodlivosti IR záření:
• Výkon zářiče, čím vyšší, tím škodlivější.
• Vlnová délka, čím vyšší, tím bezpečnější.
• Úhel vyzařování, čím vyšší tím, bezpečnější (při konstantím výkonu)
• Vzdálenost pozorovatele od zářiče, čím vyšší, tím bezpečnější.
• Délka vystavavení záření, čím vyšší, tím škodlivější.
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3 HARDWAROVÁ REALIZACE
Celá hardwarová realizace praktické ukázky je velice jednoduchá, ale účinná. Hlav-
ními částmi jsou webová kamera, 16 LED diod zářících infračerveným světlem a zdroj
napájení v podobě jedné AA baterie.
V této části nebudu popisovat pouze metodu, která je použita při této bakalářské
práci, ale také možnosti dalších realizací a úskalí s nimi spojených.
3.1 Náležitosti hardwarové realizace
3.1.1 Kamera
Výchozím typem kamery pro celou tuto práci byla webová kamera. Tento typ ka-
mery, nehledě na výrobce, je velice dobře použitelná, k testovacím účelům. Ke kla-
dům patří určitě její cena, kompaktní rozměry, jednoduchost její výroby a možnost
propojení s USB porty počítače.
Obr. 3.1: Webová kamera
3.1.2 Použitý CCD snímač
Na obrázku 3.2 vidíme CCD snímač použité kamery. Tento snímač je založen na
typu FT (Field Transfer) a skládá se ze dvou shodných částí, snímací a zatemněné
paměťové části. Po akumulaci se náboje přesunou ze snímací do paměťové části.
Jednotlivé světločivné buňky se přitom využívají k přenosu náboje jako posuvné
registry. Nevýhodou tohoto typu snímače je mazání obrazu ve svislém směru při
snímání velkých jasných ploch, má ovšem maximální využití plochy snímače. [6]
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Obr. 3.2: CCD snímač použité webové kamery
3.1.3 Úskalí použití webové kamery
Obr. 3.3: Odstraněný RGB filtr
Obecně většina těchto kamer snímá také obraz
v infra oblasti. Aby u kamery však infra osvět-
lení fungovalo je nutné otestovat, zda je čočka
opatřena RGB filtrem. U černobílých kamer se
tento filtr obyčejně nenachází, proto pokud po-
užijeme černobilou kameru, bude infra osvět-
lení s velkou pravděpodobnosti fungovat. Ba-
revné kamery ovšem tímto filtrem vybaveny být
musí, protože je citlivost snímacího čipu nerov-
noměrná. Funkčnost kamery pro snímání IR zá-
ření lze ověřit jednoduchým způsobem. Stačí na-
mířit do čočky kamery dálkové ovládání a vyslat
například volbu programu. V tu chvíli vidíme na
monitoru blikající světlo infračerveného záření,
které bychom pouhým okem stěží zahlédli. I přesto ale nemůsíme mít vyhráno. Ka-
mera totiž nad CCD snímačem skrývá výše zmíněný RGB filtr, většinou nekvalitní
plastový, který může neúplně potlačovat IR záření. To se projevuje například tím,
že příme IR záření do kamery viditelné je, ovšem jeho odrazy (od očí, obličeje, okolí)
již viditelné nejsou. Proto je nutno tento filtr nahradit jiným filtrem (skleněným),
případně jako v mém případě nenahrazovat žádným, což ovšem vede k obrazu s de-
formovanými barvmi (a tedy nutnosti použití desaturovaného obrazu). [10]
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3.2 Možnosti hardwarové realizace
Následující možnosti hardwarové realizace byly čerpány z publikací [12] a [7], jejichž
autoři Myron Flickner, Carlos Moromoto a další jsou uznávanými vědci v tomto
oboru.
3.2.1 Základní přístup
• kamera se stále svítícími IR LED diodami nejblíže ose snímání
• nejjednodušší realizace
• závislost na světelných podmínkách (detekce je slabší při horším osvětlení,
vychází z fyziologie oka, rozšíření zorničky)
• vhodné doplnit dalšími náročnějšími metodami
3.2.2 Pokročilý přístup
• kamera s IR LED diodami nejblíže ose snímání, diody blikají synchronizovaně
s expozicí kamery
• nutnost synchronizace blikání IR LED s kamerou
• znatelné zvýšení účinnosti
• není nutné přidávat další náročné metody
3.2.3 Zdokonalený pokročilý přístup
• kamera s vnitřním a vnějším kruhem IR LED diod, kruhy se střídají syn-
chronně s expozicí
• vnější kruh (vzdálenější od osy snímání) přidá do snímané oblasti tzv. ambi-










Obr. 3.4: Možnosti hardwarové realizace
3.2.4 Možnosti synchronizace
Problém
Kamera mění automaticky frekvenci snímání s měnícími se podmínkami, z toho
plyne nemožnost použití pevně dané frekvence blikání IR LED diod.
Řešení
• nastavení konstantní frekvence snímání za jakýchkoliv světelných podmínek
v ovladačích kamery
• synchronizace přímo z kamery, nejúčinnější (okamžitá odezva), obtížné nalézt
kontakty na kterých se provádí expozice CCD snímačem
• synchronizace pomocí rozboru příjmaných dat, pravděpodobně nerealizova-
telné, Matlab komunikuje s kamerou asynchronně
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3.3 Hardwarová realizace
Ke konečné hardwarové realizaci byla vybrána možnost „základního přístupuÿ, tedy
přisvětlování infračerveně stále svítícími diodami rozmístěnými ve dvojitém kruhu,
co nejblíže ose snímání. Bylo použito 16 diod paralelně spojených napájených jednou
klasickou AA baterií. Použité diody vyzařují na vlnové délce 940 nm v úhlu 20o.
Jejich počet je sice dostatečný, ovšem v tomto případě platí pravidlo „čím více, tím
lépeÿ.
Obr. 3.5: Konečná hardwarové realizace
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4 SOFTWAROVÁ REALIZACE
Tato kapitola sestává ze dvou celků. Prvním z nich je návrh, jak by měl algoritmus
fungovat a co se od něj očekává. Také bude dále popsána jedna z rozšiřujících funkcí,
kterou lze použít ke zpřesnění celé detekce očí a detekci obličeje. Druhým celkem je
samotná realizace, již ne na papíře, ale v prostředí Simulink. Tento celek popisuje
více do hloubky jednotlivé stavební bloky a funkce algoritmu.
4.1 Návrh softwarové realizace
Softwarová realizace spočívá v rozboru již IR LED diodami nasvíceného cíle. Je
započata spuštěním snímání z kamery. Na diagramu 4.2 vidíme algoritmus rozboru,
který se opakuje pro každý snímek přijatý z kamery.
Máme snímek, tento snímek je ovšem nutné upravit do šedotónového obrazu,
často anglicky označovaného jako Intensity. Je tedy nutné snímek desaturovat. Toho
jednoduše docílíme přepočítáním každého pixelu dle rovnice
Y (r, g, b) = 0, 299r+ 0, 587g+ 0, 114b a získáme tak ze třísložkového (RGB) snímku
jednosložkový (I).
V dalším kroku dojde k odprahování nízkých intenzit, které se vynulují (False)
a nebudou už tak brány v úvahu při dalších výpočtech. Zbylé pixely se v dalším
kroku nastaví na jednotnou nenulovou hodnotu (True) a získáme tak binární mapu.
Na této mapě označíme jednotlivé oblasti svým vlastním identifikátorem, a pro-
vedeme na nich měření. Počet těchto oblastí je omezen na 128. Úkolem je změřit
a přiřadit každé oblasti s identifikátorem položku s celkovou plochou (area) a tzv.
bounding box, tedy 4 hodnoty určující levý, pravý, horní a spodní okraj oblasti
v celém snímku. Tyto hodnoty jsou pro jednoduchost v diagramu v dalších krocích
sjednoceny do prudu dat LAB.
Díky tomu, že již známe plochu jednotlivých oblastí, můžeme díky tomu odfiltro-
vat další nevhodné oblasti. Protože známe také tvar ohraničujícího boxu, můžeme
další oblasti odfiltrovat na základě nevyhovujícího tvaru. U hledaného oka se oče-
kává, že bude mít tvar velice blízký čtverci.
V další fázi stejně jako v té minulé budeme pracovat pouze s proudem hodnot
LAB. Vypočteme středy oblastí a spočteme jejich poloměry. Každá oblast nám dá
dva poloměry, jeden na x-ově souřadnici, druhý na y-ové souřadnici. Vybereme ten
nižší, čímž zajistíme vyšší pravděpodobnost, že se kruh nachází celou plochou v ob-
jektu. O předem danou hodnotu tento poloměr zvýšíme a vybereme všechny pixely
okolí oblasti (v původním obraze), jejichž střed se nachází v kružnici. Na těchto
pixelech spočteme jejich průměrný jas a odečteme jej od hodnoty jasu středového
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pixelu oblasti (v původním obraze), u kterého se počítá s tím, že v případě oka bude
mít opravdu nejvyšší jas. Díky nedostatečnému rozdílu odfiltrujeme další oblasti.
označená oblast 
a její bounding 
box
oblast, ze které se 
počítá průměrný jas a 
její ohraničení
Obr. 4.1: Názorná ukázka filtrování pomocí rozdílu intenzit objektu a jeho okolí
Posledním krokem je vyznačit zbylé oblasti do původního obrazu a ten vykreslit
na monitor.
4.1.1 Návrh rozšíření
Prvním rozšířením, které se přímo nabízí, je rozšířít detekci o pravděpodobností
matematický model ustavení očí a celého obličeje. Obecně totiž při detekci obličeje
platí pravidlo, že je nutné nalézt oči (ústa, nos a jiné výrazné objekty), než může být
objekt vyhodnocen jako obličej. V tomto případě je ale situace opačná a detekovat
zase obličejové barvy nebylo cílem této práce. Proto si musíme pomoci jinak.
Ve vyfiltrovaném obraze nám zůstalo z předešlého algoritmu pouze několik ob-
lastí, o kterých již předpokládáme, že se jedná o oči. Z vlastní zkušenosti však víme,
že ne vždy je detekce ideální.
Cílem toho rozšíření bude zjistit, která dvojice očí patří k sobě. Na začátku si
musíme určit pevné hodnoty těchto vlastností a nastavit pravděpodobnost jejich
odchylky:
• nejvyšší možný úhel mezi dvěma očima (omezí možnosti správně detekovaného
naklánění hlavy vlevo/vpravo),
• nejnižší vzdálenost mezi dvěma očima (sníží nejvyšší možnou vzdálenost sní-
maného cíle),
• nejvyšší vzdálenost mezi dvěma očima (zvýší nejnižší možnou vzdálenost sní-
maného cíle),
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• podobnost velikostí oblastí vyhodnocených jako oko (obě zornice jednoho člo-
věka jsou si geometricky velice podobné).
Ve vstupním vyfiltrovaném obraze poté vypočteme tyto čtyři hodnoty pro kaž-
dou možnou dvojici, porovnáme s nastavenými hodnotami a vyhodnotíme, s jakou
pravděpodobností se jedná o dvojici očí. Všechny dvojice, které nebudou kolidovat a
jejich pravděpodobnosti budou vyšší než daný práh, budou vyhodnoceny jako dvo-
jice očí. V případě kolize se samozřejmě vybere dvojice s větší pravděpodobností.
Tato rozšiřující metoda není dokonalá a její funkčnost bude v porovnání s korelač-
ními metodami (porovnání s databází snímků očí) značně nepřesná. Jejím velkým
kladem je ovšem v duchu celé praktické části této bakalářské práce velice nízká
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Obr. 4.2: Diagram algoritmu hledajícího oči ve snímku
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4.2 Softwarová realizace
Konečná softwarová aplikace téměř odpovídá návrhu výše. Pro její realizaci jsem
si vybral laboratorní vývojové prostředí Matlab, přesněji jeho součást Simulink.
Barvy jednotlivých bloků diagramu 4.2 jsou pro jednoduchost sladěny s realizací
v Simulinku. U vybraných bloků jsou popsány útržky použitého kódu. Kompletní
okomentovaný kód naleznete v přílohách.
4.2.1 Vstupní bloky
Zdrojem videa, které dále zpracováváme, je právě tento blok, buďto zpracovaný
z kamery nebo pro účely testování ze souboru. Jeho výstupem je 2-D signál I, který
je obrazem intenzity. Pro snímání bylo vybráno rozlišení 640 × 480 pixelů. S takto
vysokým rozlišením je detekce přesnější, oči jsou lépe vidtelnější, na druhou stranu
je ovšem práce výpočetně mnohem náročnější. Proto jsem zvolil pro další důležité
bloky jazyk C, který v porovnání s funkcemi Matlabu i bloky Simulinku zpracovával
celý algoritmus o poznání rychleji.
Originální název bloku From Video Device
Sada bloků Image Acquisition Toolbox
Originální název bloku From Multimedia File
Sada bloků Video and Image Processing Blockset/Sources
4.2.2 Konstanty
Dalšími bloky ze Simulinku jsou bloky konstant.
• Práh – tento blok nastavuje práh, který určí, že hodnoty intenzit nižších než
práh budou vynulovány.
• Minimální a maximální plocha - nastavují, jak velké mohou být oblasti uva-
žovaného oka. V tomto případě odfiltruje oblasti, které nebudou mít poloměr
v rozsahu cca od 3 do 11 pixelů.
• Rozdíl intenzit - tato konstanta bude popsána dále v textu u bloku „Rozdíl
intenzit objektů (lumdiff)ÿ






































































Obr. 4.3: Bloky algoritmu v Simulinku
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4.2.3 Bloky a funkce hlavního algoritmu
Odprahování tmavých pixelů
Tento blok je prvním uživatelsky definovaným blokem v jazyce C v této práci. Stará
se o odprahování pixelů s intenzitou nižší než je nastavený práh (vstupní hodnota
value). V této fázi se zbavíme největšího počtu oblastí, a to jednoduše tím, že
je vynulujeme. Pokud ovšem hodnota pixelu splňuje naše podmínky, nastaví se na
hodnotu 255. Duležitou operací tohoto i všech následujících bloků je ovšem po-
hyb ve snímku (tedy poli hodnot) odlišný od použití přímo v m-file Matlabu. Data
snímku jsou totiž uložena v řádku, kde prvních 480 prvků je první sloupec, dalších
480 prvků je druhý sloupec atd. Výstupem je odprahovaný signál y0, nabývající
v každém pixelu hodnoty 0 nebo 255.
12 for (y = 0; y < 480; y++) {
13 for (x = 0; x < 640; x++) {
14 if (u0[y*640 + x] > *value) {
15 y0[y*640 + x] = 255;
16 }
17 else {




Originální název bloku S-Function Builder
Sada bloků Simlulink/User-defined Functions
Označení oblastí zájmu
O zkopírování vstupního signálu na signál, který budeme dále zpracovávat, se stará
funkce CopyImage popsaná dále. V tomto bloku probíhá jedna z nejdůležitějších
částí celého algoritmu. Touto částí je proces vyhledání a odlišení jednotlivých ob-
lastí, který je založen na algoritmu záplavového vyplňování (funkce FloodFill)
a použití FIFO fronty. Každá nalezená oblast je následně označena unikátní hod-
notou. Výstupem je původni obraz y0 a struktura objstream, která v sobě nese
hodnotu oblasti, její plochu v pixelech a ohraničující box (bounding box).
Pro každý pixel se v tomto bloku mimo další operace vykoná následující kód.
Tento úsek ma za úkol zasít první výchozí semínko každé jednolité oblasti s hod-
notou 255. Těchto výchozích semínek může zasít maximálně 128, tedy maximální
počet oblastí na výstupu je 128. Poté co je nalezena výchozí pozice pro semínko,
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je uložena do proměnných struktury Seed. Po vykonání záplavového vyplňování se
počet objektů v poli objects zvýší o 1 a identifikační hodnota label se přičtením
1 připraví pro další oblast.
28 if (pixel == 255 && numObjects < 127) {
29 seed.x = x;
30 seed.y = y;
31 objects[numObjects] = FloodFill(y0, seed, label);
32 numObjects++;
33 label += 1;
34 }
Originální název bloku S-Function Builder
Sada bloků Simlulink/User-defined Functions
Funkce CopyImage
3 void CopyImage (unsigned char *u0, unsigned char * y0)
Jednoduše zkopíruje vstup u0 na výstup y0, oba datové toky jsou typu uint8
(unsigned char).
Fronta FIFO
Jedna se o soubor funkcí, které zajišťují, že se budou data (semínka) zařazovat
do fronty, to znamená, budou se zpracovávat formou FIFO, tedy „první dovnitř,
první venÿ. Opakem fronty je zásobník (LIFO) [17].
První funkce se stará o vymazání celé fronty.
6 void Clear(Queue * pQueue)
Druhá funkce vrací počet zpracovávaných semínek jednoduchým odečtením pozice
následujícího semínka od semínka startovního.
11 int Count(Queue * pQueue)
Třetí funkce se stará o přidání semínka do fronty a čtvrtá jej z fronty vrací k dalšímu
zpracování.
18 void Enque(Queue * pQueue, Seed seed)
28 Seed Deque(Queue * pQueue)
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Funkce FloodFill
3 Object FloodFill(unsigned char * y0, Seed seed, int color)
Flood fill neboli česky záplavové vyplňování je algoritmus, který rozlišuje spoji-
tou plochu jednotné barvy v obraze pro většinu uživatelů lépe představitelný jako
„plechovkaÿ nebo „kouzelná hůlkaÿ ve většině bitmapových grafických nástrojů
[15, 18].
Pro celý algoritmus jsou důležité tři parametry: počáteční semínko (uzel), cílová
barva a barva, kterou se bude vyplňovat. Je mnoho způsobů, kterými může být celý
proces vyplňování proveden, ale všechny využívají řazení semínek formou fronty
nebo zásobníku. Existují ovšem dva způsoby zaplavování, které nám dají různý
výsledek. Prvním je 4-směrné vyplňování, které je použito v této práci a jehož průběh
je popsan níže. Druhým způsobem je 8-směrné vyplňování, které narozdíl od prvního
kontroluje všech 8 směrů okolo semínka.
Zdrojový kód této funkce je obsáhlejší a je k nahédnutí v příloze, proto jsem
















Obr. 4.4: Ukázka 4-směrného záplavového vyplňování
Podrobný popis názorné ukázky 4.4 fungování záplavového vyplňování.
Obsahuje popis prvního a čtvrtého prohledávaného úseku. Pro upřesnění se pro
podobné zpracování algoritmu, které je používáno v této práci vžil název „Scanline
fillÿ.
1. Algoritmus dorazí po řádcích k pixelu s hodnotou 255 a zaseje semínko. Pro-
měnné seed up resp. seed down nám uřčují, zda může algoritmus zasít semínko
v případě, že nalezne o pixel výše resp. niže secí hodnotu 255. Tyto proměnné
jsou automaticky po spuštění nastaveny na 1 (True).
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2. Zkontroluje zda není počáteční bod na začátku řádku. Pokud není, zkontroluje
pixely vlevo na hodnotu 255 (vykonává se i pro počáteční pixel). Pokud zde
žádné nejsou, provede kontrolu vpravo.
3. Při pohybu vpravo narazí na pixel (2, 5). Algoritmus stejně jako u každého
pixelu zkontroluje horní a spodní pixel na naši secí hodnotu.
4. Vidíme, že pixel (3, 5) má hodnotu 255 a jelikož je hodnota proměnné seed down
1 (True), zaseje se v tomto místě semínko, které se zařadí do fronty (v tomto
případě na první místo).
5. Dokončí se pohyb vpravo. Přestože pod pixelem (2, 6) je při kontrole hodnoty
hodnota 255, semínko už se nezaseje protože v proměnné seed down je již
hodnota 0 (False).
6. Pokud se změní řádek, nastaví se proměnné seed up i seed down na 1 (True).
Pokud algoritmus narazí o pixel výše resp. níže na překážku (tzn. pixel s hod-
notou 0), uloží hodnotu 1 do seed up, resp. seed down.
7. Dalším pixelem ve frontě je tedy (3, 5). Průběh v tomto i následujícím úseku
je podobný jako výše.
8. Abychom si objasnili výhodu použití fronty, pokročíme k semínku (5,4). Stejně
jako výše zkontrolujeme, zda nejsme na začátku řádku, a zkontrolujeme pi-
xely vlevo na hodnotu 255. Tím se dostaneme na pixel na levém okraji úseku
a provádíme test s proměnnou seed down.
9. Podmínka, že spodní pixel (6, 3) má hodnotu 255 a seed down je roven 1 (True)
je splněna, v bodě (6, 3) se tedy zaseje semínko a bod se zařadí do fronty.
10. Proměnné seed down se nastaví 0 (False) a algoritmus se pohybuje po úseku
vpravo až do bodu [5,6], kde narazí na spodní pixel (6, 6) s hodnotou 0, který
tvoří překážku. Proměnná seed down se tak nastaví zpět na hodnotu 1 a po-
kračuje dále vpravo.
11. V bodě (5, 8) algoritmus zjistí splnění podmínky pro zasetí semínka na pixelu
(6, 8). Toto semínko se zařadí do fronty na druhé místo. Proměnná seed down
se nastaví na 0 (False).
12. V bodě (5, 10) je splněna podmínka s proměnnou seed up a je zaseto semínko
na pixel (4, 10) a zařazeno do fronty na třetí místo.
13. Algoritmus poté dokončí prohledávání úseku (5, 3 − 11) a přejde k semínku,
které je ve frontě na řadě.
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Funkce EncodeStream
Funkce EncodeStream má za úkol zakódovat používaná data do proudu, jednak
z důvodu lepší přehlednosti, který byl původní, ale také z důvodu jednodušší práce
s tímto proudem. Parametry této funkce jsou odkaz na výstupní proud pStream, pole
nalezených oblastí ve snímku a jejich počet. Celá funkce vrací počet zakódovaných
objektů.
3 int EncodeStream(int * pStream, Object objects[], int numObjects)
4 {
5 int index, i;
6 for (index = 0; index < numObjects; index++) {
7 pStream[6*index ] = objects[index].label;
8 pStream[6*index + 1] = objects[index].area;
9 pStream[6*index + 2] = objects[index].bbox.min_x;
10 pStream[6*index + 3] = objects[index].bbox.min_y;
11 pStream[6*index + 4] = objects[index].bbox.max_x;
12 pStream[6*index + 5] = objects[index].bbox.max_y;
13 }
14 for (i = 0; i < 6; i++) {





Funkce DecodeStream má za úkol zakódovaná data z proudu zase rozložit pro ná-
sledné zpracování. Jedná se o opačný proces něž u funkce EncodeStream.













area bb bb bb bb label area bb bb bb bblabel
Obr. 4.5: Zakódování dat do proudu
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Test velikosti a poměru stran
V tomto bloku dojde na základě vstupních konstantních parametrů inmin a inmax
k odfiltrování objektů s plochou vyšší resp. nižší než je stanovené maximum resp.
minimum a dále k odfiltrování objektů, jejichž poměr stran je nižší než 3:4 resp. vyšší
než 4:3. Stejně jako se na vstupu bloku musela vstupní struktura inobjstream rozkó-
dovat, tak se nyní na konci bloku znovu zakóduje (narovná) do strukury objstream.
Tento úsek zdrojového kódu se stará právě o vyfiltrování oblastí s nevyhovující
plochou a tvarem. Provede se pro každý objekt. Pokud objekt splňuje podmínku
plochy, zjistí si z pole inobjects hodnoty jeho krajních bodů na obou souřadnicích
a vypočte rozměry bounding boxu. Z těchto rozměrů spočítá poměr mezi stranami
a přejde k podmínce. Pokud je podmínka splněna uloží se zpracovávaný objekt
na místo v připraveném poli struktury Object objects.
23 area = inobjects[index].area;
24 if (*inmin < area && area < *inmax)
25 {
26 /* ziskani min_x, max_x, min_y, max_y ze struktury inobjects */
27 ...
28 size_x = (max_x - min_x);
29 size_y = (max_y - min_y);
30 ratio = ((float) size_x) / (size_y);
31
32 if (0.75f < ratio && ratio < 1.33f)
33 {




Originální název bloku S-Function Builder
Sada bloků Simlulink/User-defined Functions
Rozdíl intenzit objektů
Funkce tohoto bloku je jednoduše pochopitelná z obrázku 4.1. Jas uvažovaného oka
odvodíme z jeho středového bodu a porovnáme s průměrnou hodnotou jasu v okolí
oblasti, obě tyto operace provádíme na originálním obraze. Pokud je rozdíl mezi
těmito intenzitami vyšší než nastavená konstanta lum – rozdíl intenzit, vyhodnotí
se tato oblast jako oko. Všechna takto nalezená místa se opět zakódují do struktury
objstream.
V tomto úseku kódu se provádí výpočet parametrické rovnice kružnice a do
proměnné crit se ukládá hodnota 1 (True), pokud se pixel nachází svým středem
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v kružnici. Pokud tomu tak je a pixel zároveň není označen identifikátorem zpra-
covávané oblasti zapíše se do proměnné luminance hodnota jasu pixelu a zvýší se
čítač count jejich počtu.
53 for (x = min_x; x <= max_x; x++) {
54 for (y = min_y; y <= max_y; y++)
55 {
56 crit = (x-cx+0.5)*(x-cx+0.5) + (y-cy+0.5)*(y-cy+0.5) < rr;
57 if (crit && u0[x * 480 + y] != label)
58 {





Pokud alespoň jeden pixel vyhovoval podmínkám výše, provede se výpočet prů-
měrného jasu.
70 if (count > 0) {
71 luminance = luminance / count;
72 }
Tato hodnota se odečte od jasu středového pixelu objektu a porovná se s hodno-
tou konstanty, na kterou odkazuje lum. Pokud je podmínka splněna dojde k zapsání
zpracovávaných hodnot na určené místo pole eyeObjects a čitač numEyeObjects se
zvýšením o 1 připraví pro další objekt.
75 if (count > 0 && u1[x*480 + y] - luminance > *lum) {
76 eyeObjects[numEyeObjects] = objects[index];
77 numEyeObjects++;
78 }
Originální název bloku S-Function Builder
Sada bloků Simlulink/User-defined Functions
Vykreslování a označení očí
Tento blok se již stará pouze o označení očí v originálním obraze a jeho posílaní
na výstup.
Jednouduché vykreslení hran bounding boxu invertovanou barvou.
1 for (x = min_x; x <= max_x; x++) {
2 y0[x * 480 + min_y] = (y0[x * 480 + min_y] + 128) % 256;




6 for (y = min_y+1; y <= max_y-1; y++) {
7 y0[min_x * 480 + y] = (y0[min_x * 480 + y] + 128) % 256;
8 y0[max_x * 480 + y] = (y0[max_x * 480 + y] + 128) % 256;
Originální název bloku S-Function Builder
Sada bloků Simlulink/User-defined Functions
Výstupní obraz
Díky tomuto bloku vidíme finální výsledek celého algoritmu.
4.2.4 Větev analýzy
Větev analýzy se skládá ze tří bloků:
• blok rozboru rozkódovaných streamů v jednotlivých fázích a vyplnění bounding
boxů jednotlivých fází jednotnou barvou pomocí funkce DrawRect. Na výstupu
je tedy signál s tímto analytickým pohledem a počet detekovaných objektů
v jednotlivých fázích.
• Přidání textu s informacemi o počtu nalezených objektů v jednotlivých fázích.















Obr. 4.6: Větev analýzy
Tato část algoritmu byla k realizaci přidána hlavně z důvodu kontroly fungo-
vání jednotlivých bloků. Na obrázku 4.2.4 vidíte příklad analytického pohledu, kde
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jsou v horním rohu zobrazeny informace o počtu detekovaných objektů v jednotli-
vých fázích. Bílá barva v analytickém pohledu označuje nalezené oči. Je patrné, že
právě v tomto snímku je detekce nepřesná, protože je detekován objekt, který okem
očividně není. Kvůli těmto chybám v detekci je nutné vyladit prahovací konstanty
algoritmu a k tomuto účelu je zde větev analýzy.
Obr. 4.7: Názorný příklad, vlevo detekované oči, vpravo analytický pohled
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5 ZÁVĚR
Tato bakalářská práce se zabývá problematikou trasování očí v pohyblivém obraze
v reálném čase za ozařování snímaného cíle infračerveným zářením a následnou
detekcí odrazu tohoto záření od zorniček. Toto je ale pouze jedna z mnoha možností
řešení a tato práce popisuje pouze velice malý zlomek informací, které skrývá toto
téma. Mnoho publikací, které se zabývají problematikou detekce očí a jiných částí
obličeje, představuje stovky stran textu. I přesto ovšem počet těchto publikací a osob
zabývajících se tímto úkolem stále roste.
Metoda ozařování snímaného cíle infračerveným světlem pro mne byla natolik
zajímavá, že byla upřednostněna před metodou trasování očí postaveného na detekci
barvy kůže, která byla popisována v semestrálním projektu. Výhodou je, že nyní mo-
hou být tyto dvě metody porovnány. Metoda popisovaná v této práci je především
zajímavá tím, že i jednoduchý a výpočetně minimálně náročný algoritmus může být
dostatečně spolehlivý. Velkým nedostatkem metody detekce barvy kůže byla mimo
vysokou výpočetní náročnost její silná závislost na ideálním prostředí a osvětlení,
a i minimální odchylky, ať již na straně špatného osvětlení nebo nekvalitní kamery,
trasování znemožňovaly. Cílem bakalářské práce proto bylo tento problém alespoň
v malé míře eliminovat. Použitý algoritmus sice nefunguje ideálně ve všech světel-
ných podmínkách, jeho rozsah je však znatelně vyšší než u předchozí metody. Další
zhodnocení naleznete v příloze.
V první kapitole byly popsány obecné hojně používané postupy u detekce očí,
ať již ve videu či statickém obraze. Druhá kapitola se zabývala lidským okem a jeho
reakcemi na infračervené záření. Zmíněno bylo také záření obecně. Třetí kapitola
popisuje hardwarou realizaci a lehce rozebírá základní tři přístupy k ozařování cíle
infračerveným světlem. Zabývá se použitou webovou kamerou a úskalími jejího pou-
žití pro tento účel. Také naznačuje konečnou realizaci. Ve čtvrté kapitole je podrobně
popsán návrh celého algoritmu a přidán návrh jeho dalšího možného rozšíření. Nej-
obsáhlejším celkem je podkapitola softwarové realizace, která se zabývá samotnou
realizaci v laboratorním vývojovém prostředí Simulink, které je součásti Matlabu.
Valná většina stavebních bloků algoritmu jsou uživatelsky definované bloky, to zna-
mená, že je nenajdeme v nabídce knihovny Simulinku. Všechny tyto bloky jsou
napsány v jazyce C. K tomuto řešení jsem byl veden nutností zrychlit celý algorit-
mus a také snížit výpočetní nároky, které ze zkušenosti ze semestrálního projektu
ma Matlab opravdu velice vysoké, resp. jeho překlady m-file souboru. Softwarová
realizace je take doplněna o větev analýzy, která je nápomocná při ladění prahových
hodnot jednotlivých bloků.
Tato práce dává alespoň částečný náhled na téma trasování očí a svědčí o pro-
blémech a překážkách s touto prací spojenými. Možností jejího nynějšího rozšíření je
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mnoho a díky úspoře výpočetního výkonu je možné použít i v této chvíli již metody,
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Jelikož byla funkčnost metody přímo z kamery ověřena, další její testování probí-
halo již na předtočených vzorcích. Tyto vzorky následné sloužily k doladění celého
algoritmu.





Pro příme zpracovávání z kamery je vhodné snížit rozdíl intenzit na hodnotu 30
a práh zvýšit na 180. Samozřejmě záleží na okolnostech.
A.1.1 output1.avi – normální
Ukázka se standartními pohyby hlavy. Úspěšnost detekce je vysoká. Při rychlejších
pohybech jsou patrné výpadky. V pozadí vlevo je pozorovatelná chybná detekce
mimo oko, tzv. false negative.
A.1.2 output2.avi – mrkání a pohyby očí
Pohyby očí jsou velice rychlé, v daném snímku rozmazané a oko tak mění tvar,
detekce tedy tyto objekty odstraní. Regenerace detekce po mrknutí je okamžitá.
A.1.3 output3.avi – další objekty v záběru
Tato ukázka naznačuje nedostatky metody detekce. Na sklenici jsou patrné chybné
detekce, kterých se lze zbavit pouze hrubým omezením parametrů, v tomto případě
zvýšením minimální plochy oblasti a zvýšením minimálního rozdílu intenzit.
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A.2 Zdrojové kódy hlavičky a podpůrných funkcí
headstruct.h
1 /* definice jednotlivych struktur (Seminko, Fronta, BoundingBox, Objekt) */





7 #define QUEUE_SIZE 4096 /* maximalni delka fronty */
8



















28 void Clear(Queue * pQueue);
29 int Count(Queue * pQueue);
30 void Enque(Queue * pQueue, Seed seed);
31 Seed Deque(Queue * pQueue);
32
33 Object FloodFill(unsigned char * y0, Seed seed, int color);
34
35 int EncodeStream(int * pStream, Object objects[], int numObjects);
36 int DecodeStream(Object * pObjects, int * pStream);
37
38 void CopyImage (unsigned char *u0, unsigned char * yo);
39
40 void DrawRect (unsigned char * y0, Object object, unsigned char color);
47
queue.c
1 // Vytvoreni fronty (FIFO)
2 #include "headstruct.h"
3 /* abychom nemuseli kopirovat frontu na zasobnik,
4 * upravit a kopirovat zase zpet, budeme pracovat
5 * pouze s jejimi adresami (->) */
6 void Clear(Queue * pQueue) /* vycisteni fronty */
7 {
8 pQueue->first = 0;
9 pQueue->next = 0;
10 }
11 int Count(Queue * pQueue) /* aktualni pocet seminek */
12 {
13 return pQueue->next - pQueue->first;
14 }
15 void Enque(Queue * pQueue, Seed seed) /* pridani */
16 {
17 int index = pQueue->next;
18
19 if (index > QUEUE_SIZE - 1) {
20 return;
21 }
22 pQueue->seeds[index] = seed;
23 pQueue->next++;
24 }
25 Seed Deque(Queue * pQueue) /* vraceni seminka ktere je na rade */
26 {
27 int index = pQueue->first;
28 Seed invalid = { 0, 0 };
29










3 Object FloodFill(unsigned char * y0, Seed seed, int color)
4 {
5 Queue seedsq;
6 int pixel_count = 0;
7 int seed_up = 1;
8 int seed_down = 1;






15 object.bbox.max_x = seed.x;
16 object.bbox.min_x = seed.x;
17 object.bbox.max_y = seed.y;
18 object.bbox.min_y = seed.y;
19
20 /* pixely obrazu jsou v poli y0 razeny po sloupcich*
21 /* dokud je pocet seminek ve fronte vetsi jak 0 */
22 while (Count(&seedsq) > 0) {
23 /* vybere seminko z fronty */
24 seed = Deque(&seedsq);
25 x = seed.x;
26 y = seed.y;
27 /* dokud je vlevo popredi, postupuje vlevo (dolu*) */
28 while (x > 0 && y0[(x-1)*480 + y] == 255) {
29 x--;
30 }
31 /* pokud je seed_xxx rovno 1, je mozne zasit seminko
32 * nahoru resp. dolu. (vlevo*,vpravo*) */
33 seed_up = 1;
34 seed_down = 1;
35 /* postup po radku vpravo (sloupci dolu*)
36 * oznacovani pixelu s hodnotou 255
37 * seti seminek na pixelech nahore, resp. dole (vlevo*,vpravo*) */
38 while (x < 640 && y0[x*480 + y] == 255) {
39 if (y > 0) {
40 if (seed_up && y0[x*480 + (y-1)] == 255) {
41 seed.x = x;
42 seed.y = y - 1;
43 Enque(&seedsq, seed);
44 seed_up = 0;
45 }
49
46 /* pokud narazi na pixelu y-1 na prekazku nastavi seed_up
47 na hodnotu 1, tedy mozno zasit seminko */
48 else if (y0[x*480 + (y-1)] == 0) {




53 if (y < 479) {
54 if (seed_down && y0[x*480 + (y+1)] == 255) {
55 seed.x = x;
56 seed.y = y + 1;
57 Enque(&seedsq, seed);
58 seed_down = 0;
59 }
60 else if (y0[x*480 + (y+1)] == 0) {
61 seed_down = 1;
62 }
63 }
64 /* oznaceni pixelu vybranym ID (barvou) */
65 y0[x*480 + y] = color;
66 /* vypocet bounding boxu */
67 if (x > object.bbox.max_x)
68 object.bbox.max_x = x;
69 else if (x < object.bbox.min_x)
70 object.bbox.min_x = x;
71 if (y > object.bbox.max_y)
72 object.bbox.max_y = y;
73 else if (y < object.bbox.min_y)
74 object.bbox.min_y = y;





80 object.label = color;






2 /* funkce zkopiruje vstupni obraz na vystup vhodny pro dalsi upravy */
3 void CopyImage (unsigned char *u0, unsigned char * y0)
4 {
5 int x, y;
6 for (y = 0; y < 480; y++) {
7 for (x = 0; x < 640; x++) {





13 /* funkce vykresli do analytickeho pohledu jednotlive obdelniky */
14 void DrawRect (unsigned char * y0, Object object, unsigned char color)
15 {
16 int x, y;
17 int min_x, min_y, max_x, max_y;
18
19 min_x = object.bbox.min_x;
20 min_y = object.bbox.min_y;
21 max_x = object.bbox.max_x;
22 max_y = object.bbox.max_y;
23
24 for (x = min_x; x < max_x; x++) {
25 for (y = min_y; y < max_y; y++) {







2 /* zakodovani dat do proudu */
3 int EncodeStream(int * pStream, Object objects[], int numObjects)
4 {
5 int index, i;
6 for (index = 0; index < numObjects; index++) {
7 pStream[6*index ] = objects[index].label;
8 pStream[6*index + 1] = objects[index].area;
9 pStream[6*index + 2] = objects[index].bbox.min_x;
10 pStream[6*index + 3] = objects[index].bbox.min_y;
11 pStream[6*index + 4] = objects[index].bbox.max_x;
12 pStream[6*index + 5] = objects[index].bbox.max_y;
13 }
14 for (i = 0; i < 6; i++) {




19 /* rozkodovani dat z proudu */
20 int DecodeStream(Object objects[], int * pStream)
21 {
22 int index = 0;
23
24 while (pStream[6*index] > 0){
25 objects[index].label = pStream[6*index ];
26 objects[index].area = pStream[6*index + 1];
27 objects[index].bbox.min_x = pStream[6*index + 2];
28 objects[index].bbox.min_y = pStream[6*index + 3];
29 objects[index].bbox.max_x = pStream[6*index + 4];







A.3 Zdrojové kódy jednotlivých uživatelsky defi-
novaných bloků
tresholding – odprahování tmavých pixelů




5 * u0 - originalni sedotonni obraz
6 * value - nastaveny prah
7 *
8 * Vystupy
9 * y0 - odprahovany sedotonni obraz
10 *************************************************************************/
11
12 for (y = 0; y < 480; y++) {
13 for (x = 0; x < 640; x++) {
14 /* pokud hodnota intenzity pixelu neprekroci prah, bude vynulovana,
15 pokud jej prekroci bude nastavena na 255*/
16 if (u0[y*640 + x] > *value) {
17 y0[y*640 + x] = 255;
18 }
19 else {





labeling - označení oblastí zájmu
1 Seed seed;
2 Object objects[128];
3 int numObjects = 0;
4
5 /* Pokud je label 0 jedna se o pozadi. */
6 int label = 1;
7





13 * u0 - sedotonni obraz, odprahovany
14 *
15 * Vystupy
16 * objstream - zakodovana data do proudu (label,area, bb)





22 for (x = 0; x < 640; x++) {
23 for (y = 0; y < 480; y++) {
24 pixel = y0[x*480 + y];
25
26 /* odliseni oblasti, pokud jeste nebyla odlisena,
27 * hleda vychozi pixel pro start vyplnovani*/
28 if (pixel == 255 && numObjects < 127) {
29 seed.x = x;
30 seed.y = y;
31 /* ulozeni informaci maximalne o 128 objektech
32 * provedeni funkce FloodFill (vyplneni) s danym pocatecnim
33 * bodem a barvou */
34 objects[numObjects] = FloodFill(y0, seed, label);
35 numObjects++;




40 /* Zakoduje data (label, area, bb) do vystupniho proudu objstream*/
41 EncodeStream(objstream, objects, numObjects);
54
shape – test velikosti a poměru stran
1 Object inobjects[128];
2 Object objects[128];
3 int numObjects = 0;
4 int index, index2 = 0;
5 int area;
6 int min_x, min_y, max_x, max_y;




11 * inobjstream - vstupni proud (label, area, bb)
12 * inmax, inmin - hodnoty omezujici velikost hledane oblasti
13 *
14 * Vystupy
15 * objstream - zakodovana data do proudu (label, area, bb)
16 *************************************************************************/
17 /* Rozkodovani dat z proudu inobjstream a ulozeni do struktury inobjects */
18 numObjects = DecodeStream(inobjects, inobjstream);
19
20 for (index = 0; index < numObjects; index++)
21 {
22 /* porovnani plochy s min a max hodnotou */
23 area = inobjects[index].area;
24 if (*inmin < area && area < *inmax)
25 {
26 /* pro prehlednejsi praci s promennymi */
27 min_x = inobjects[index].bbox.min_x;
28 max_x = inobjects[index].bbox.max_x;
29 min_y = inobjects[index].bbox.min_y;
30 max_y = inobjects[index].bbox.max_y;
31 /* vypocet velikosti stran a jejich pomeru */
32 size_x = (max_x - min_x);
33 size_y = (max_y - min_y);
34 ratio = ((float) size_x) / (size_y);
35 /* podminka pomeru stran 3:4 - 4:3 */
36 if (0.75f < ratio && ratio < 1.33f)
37 {





43 /* Zakoduje zbyla data (label, area, bb) do vystupniho proudu objstream*/
44 EncodeStream(objstream, objects, index2);
55




4 int numEyeObjects = 0;
5
6 int index;
7 int x, y;
8 int area, label;
9 int min_x, min_y, max_x, max_y;
10 int size_x, size_y;
11 int luminance;
12 int count;




17 * u0 - sedotonni obraz, s olabelovane objekty
18 * u1 - originalni sedotonni obraz
19 * inobjstream - vstupni proud (label, area, bb)
20 * lum - nejnizsi povoleny rozdil intenzity
21 *
22 * Vystupy
23 * objstream - zakodovana data do proudu (label, area, bb)
24 *************************************************************************/
25
26 numObjects = DecodeStream(objects, inobjstream);
27
28 for (index = 0; index < numObjects; index++)
29 {
30 area = objects[index].area;
31 label = objects[index].label;
32 min_x = objects[index].bbox.min_x;
33 max_x = objects[index].bbox.max_x;
34 min_y = objects[index].bbox.min_y;
35 max_y = objects[index].bbox.max_y;
36 /* vypocet velikosti a stredu objektu */
37 size_x = (max_x - min_x);
38 size_y = (max_y - min_y);
39 cx = min_x + size_x / 2.0f;
40 cy = min_y + size_y / 2.0f;
41 /* vypocet nizsiho polomeru */
42 r = imin(size_x, size_y) / 2.0f;
43 /* vypocet noveho polomeru o 2px vetsiho */
44 rr = r*r + 4.0f*r + 4.0f;
45 luminance = 0;
56
46 count = 0;
47 /* osetreni detekce pres okraj videa */
48 min_x -= 2; if (min_x < 0) min_x = 0;
49 min_y -= 2; if (min_y < 0) min_y = 0;
50 max_x += 2; if (max_x > 639) max_x = 639;
51 max_y += 2; if (max_y > 479) max_y = 479;
52 /* vypocteni rozdilu intezity objektu a jeho okoli */
53 for (x = min_x; x <= max_x; x++) {
54 for (y = min_y; y <= max_y; y++)
55 { /* +0.5 zajisti vyber dle stredu pixelu,
56 * parametricka rovnice kruznice, crit nabyva 1 nebo 0 */
57 crit = (x-cx+0.5)*(x-cx+0.5) + (y-cy+0.5)*(y-cy+0.5) < rr;
58 /* pokud je crit = 1 (pixel je v kruznici) a neni oznaceny
59 * (neni soucasti daneho objektu), uloz do luminance intenzitu */
60 if (crit && u0[x * 480 + y] != label)
61 {





67 x = (int) cx;
68 y = (int) cy;
69 /* vypocte prumerny jas okoli objektu */
70 if (count > 0) {
71 luminance = luminance / count;
72 }
73
74 /* jak velky je rozdil v intezite okoli a intenzite oka? */
75 if (count > 0 && u1[x*480 + y] - luminance > *lum) {




80 EncodeStream(objstream, eyeObjects, numEyeObjects);
57
renderer – vykreslování a označení očí
1 Object objects[128];
2 int numObjects = DecodeStream(objects, inobjstream);
3 int index;
4 int x, y;




9 * u0 - originalni sedotonni obraz
10 * inobjstream - vstupni proud (label, area, bb)
11 *
12 * Vystupy
13 * y0 - vystupni sedotonni obraz s oznacenim oci
14 *************************************************************************/
15 /* Zkopirovani originalniho obrazu na vystup */
16 CopyImage(u0, y0);
17
18 for (index = 0; index < numObjects; index++)
19 {
20 min_x = objects[index].bbox.min_x;
21 max_x = objects[index].bbox.max_x;
22 min_y = objects[index].bbox.min_y;
23 max_y = objects[index].bbox.max_y;
24 /* vykresleni ramecku inverzni barvou - dolni a horni cast */
25 for (x = min_x; x <= max_x; x++) {
26 y0[x * 480 + min_y] = (y0[x * 480 + min_y] + 128) % 256;
27 y0[x * 480 + max_y] = (y0[x * 480 + max_y] + 128) % 256;
28 }
29 /* vykresleni ramecku inverzni barvou - leva a prava cast */
30 for (y = min_y+1; y <= max_y-1; y++) {
31 y0[min_x * 480 + y] = (y0[min_x * 480 + y] + 128) % 256;
32 y0[max_x * 480 + y] = (y0[max_x * 480 + y] + 128) % 256;
33 }
34 /* vypocet stredu */
35 x = (min_x + max_x) / 2;
36 y = (min_y + max_y) / 2;
37 /* vykresleni cerneho krizku na stred oka */
38 y0[x * 480 + y+1] = 0;
39 y0[x * 480 + y-1] = 0;
40 y0[x * 480 + y] = 0;
41 y0[(x+1) * 480 + y] = 0;







4 /* rozkodovani proudu dat v jednotlivych fazich */
5 int numLabelObjects = DecodeStream(label_objects, objstream_label);
6 int numShapeObjects = DecodeStream(shape_objects, objstream_shape);
7 int numEyeObjects = DecodeStream(eye_objects, objstream_eye);
8 int index, x, y;
9 int min_x, max_x, min_y, max_y;
10
11 for (x = 0; x < 640; x++) {
12 for (y = 0; y < 480; y++) {
13 image[x*480 + y] = 0;
14 }
15 }
16 for (index = 0; index < numLabelObjects; index++)
17 {
18 DrawRect (image, label_objects[index], 60);
19 }
20 for (index = 0; index < numShapeObjects; index++)
21 {
22 DrawRect (image, shape_objects[index], 180);
23 }
24 for (index = 0; index < numEyeObjects; index++)
25 {
26 DrawRect (image, eye_objects[index], 255);
27 }
28 objcount[0] = numLabelObjects;
29 objcount[1] = numShapeObjects;
30 objcount[2] = numEyeObjects;
59
