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Abstract
With the Uniﬁed Modeling Language being used in diverse contexts, the ability of deﬁning and
checking customized consistency conditions is of increasing importance. Often, consistency checks
rely on existing formal analysis tools such as model checkers and require the translation of models
into input languages of these tools.
The technique of inconsistency handling aims at systematically dealing with inconsistencies de-
tected by such consistency checks. Resolution of inconsistencies typically involves changing the
model, with guidance of the software engineer or completely automated in the ideal case. As a
consequence, in cases where formal analysis tools are used for consistency checks, the output of
these tools must be presented in a form understandable for the software engineer.
In this paper, we develop a concept for inconsistency handling of object-oriented behavioral models
and discuss how graph transformation can be used for reconstructing UML models from outputs
generated by analysis tools.
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1 Introduction
With the Uniﬁed Modeling Language [10] being used in diverse contexts (given
by application domain, methodology, and platform) the ability of deﬁning and
checking customized consistency conditions is of increasing importance.
Besides well-formedness rules in OCL as part of user-deﬁned UML pro-
ﬁles, little support is available for customized speciﬁcation and checking of
consistency conditions. In particular, no support is provided to the developer
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to specify behavioral consistency conditions, like speciﬁc notions of compati-
bility between statecharts and sequence diagrams. If the UML is to be used
successfully in diﬀerent contexts, method and tool support are required to
specify and check consistency conditions both at the syntactic and the seman-
tic level.
In [3,1] we have developed a methodology for consistency management in
UML-based development. Our approach to deﬁning consistency concepts is
by means of partial translations of models into a formal method that provides
a language and tool support to formulate and verify semantic consistency con-
ditions. The translation is speciﬁed by means of graph transformation rules
at the level of the meta model [7,1]. Depending on the development process
and application domain, diﬀerent translations into diﬀerent semantic domains
may be deﬁned. Taking this approach, diﬀerent forms of consistency can
be treated: Horizontal consistency problems involving submodels of a larger
model at the same abstraction level as well as vertical consistency problems
occurring between submodels belonging to diﬀerent phases within a devel-
opment process (and typically requiring a consistency condition expressing a
certain reﬁnement condition). Further, both syntactic consistency conditions
as well as semantic consistency conditions can be deﬁned.
Consistency checks are speciﬁed by translating one or more submodels
and checking the speciﬁed consistency conditions. In case of an inconsistency,
an activity of inconsistency handling is required that supports the software
engineer in dealing with the inconsistency, such as resolving or tolerating it.
Up to now, no general concept for inconsistency handling of object-oriented
behavioral models with regards to semantic consistency conditions is available.
Inconsistency handling of these models is complicated by the fact that results
of a consistency check are given in terms of a formal language used for this ap-
proach and that the correction of such inconsistencies usually requires complex
changes of the model that inﬂuence model semantics.
In this paper, we study the problem of inconsistency handling for object-
oriented behavioral models, following our general methodology for consistency
management developed in [3]. First, we brieﬂy report on existing work on
consistency checking, introducing an example consistency problem. Then, we
elaborate on the concept of inconsistency handling. Finally, we focus on using
graph transformation during inconsistency handling for reconstructing UML
models from outputs generated by model checkers.
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Fig. 1. Consistency problem example
2 Checking Behavioral Consistency using the Consis-
tency Workbench
We will start with introducing a behavioral consistency problem called Proto-
col Consistency known from UML-RT [13], now also arising in the core UML
2.0 speciﬁcation [11].
In Figure 1, two structured objects caps1 and caps2 are shown, connected
by a connector via two ports p1 and p2. Attached to this connector is behavior
modeled in the protocol statechart SCProt . The behavior of the structured
objects is speciﬁed in two statecharts, named SC1 and SC2. Intuitively, the
interaction arising from executing the statecharts of the structured objects
should conform to the protocol speciﬁed in the protocol statechart.
For ensuring behavioral consistency in this case, a formal consistency con-
cept is required. Such a consistency concept consists of a set of submodel
types (in this case the protocol statechart, the statechart of structured object
and the collaboration), a mapping of these submodel types into a common
semantic domain and a set of consistency conditions formalizing the infor-
mally noted form of consistency. Using such a formal consistency concept,
consistency checks can be introduced in a development process for ensuring
consistency: Within a consistency check, concrete submodels are translated
into the semantic domain and then consistency conditions are evaluated.
For protocol consistency, we can deﬁne two diﬀerent consistency condi-
tions: For weak protocol consistency we require that all traces of the inter-
action of the structured objects statecharts must be contained in the set of
traces of the protocol statechart. For strong protocol consistency we addi-
tionally assume that all the traces of the protocol statechart must occur in
the system. Extending the statechart SC1 by introducing another transition
sending another event will violate the condition of weak protocol consistency.
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Removing the last transition of SC2 will violate the condition of strong protocol
consistency.
In previous work, we have reported on the details of such a consistency
concept. As a running example, we have chosen the formal method CSP [8]
and the model checker FDR [4] to evaluate consistency conditions. To sup-
port the software engineer in the complex task of translating submodels and
deﬁning consistency checks, we have developed the consistency workbench [2].
Brieﬂy, this workbench allows the deﬁnition of rule-based translations of UML
models into semantic domains and the deﬁnition of consistency checks as work-
ﬂows, composing activities for translation and triggering external model check-
ers. Currently, the consistency workbench contains pre-deﬁned translations of
statecharts and collaborations to CSP and allows the execution of consistency
checks for the previously described consistency problem.
With regards to protocol consistency, the result produced by the consis-
tency workbench is currently a trace violating the consistency condition.
3 Inconsistency Handling: Foundations and Techniques
Inconsistency handling [14] is a notion for activities and techniques that aim
at dealing with inconsistencies in multi-view sofware development. Depending
on the types of languages and abstractions used within model-based develop-
ment, quite diﬀerent inconsistency handling techniques have been developed.
In general, one can distinguish between changing actions and non-changing
actions and the general decision of either tolerating or resolving an inconsis-
tency. Inconsistency handling comprises the identiﬁcation of these actions as
well as the evaluation of their costs and the evaluation of risks of not resolving
an inconsistency. Concerning inconsistency handling of object-oriented mod-
els, we will restrict ourselves to the discussion of actions for handling them,
leaving the evaluation of risks and costs to future work.
Concerning requirements for an approach for inconsistency handling of
object-oriented models, ﬁrstly the approach should allow the resolution of
inconsistencies by the software engineer. Further, it should avoid the intro-
duction of new inconsistencies and should be performable directly in the UML
model in order to be feasible for ordinary software engineers. Finally, the ap-
proach should be at least semi-automatable in order to not impose too much
work on the software engineer.
In addition, there are certain requirements for inconsistency handling that
are speciﬁc to our approach of consistency management for object-oriented
behavioral models: The approach
• should reuse the information about the inconsistency given by the model
J.M. Küster / Electronic Notes in Theoretical Computer Science 109 (2004) 57–6960
Model
Submodel 1 Submodel n
Model in the
Semantic Domain
translation
and
abstraction
Model Checker
Error
Trace
Submodel
displaying
inconsistency
back-
annotation
Fig. 2. Concept of consistency check and back-annotation
checker (e. g. a trace to an inconsistency), and adequately present it to the
software engineer,
• must rely on the software engineer for the resolution of inconsistencies,
• must allow the software engineer to inﬂuence the resolution of inconsisten-
cies,
• should be integratable in our consistency workbench.
In particular, the requirement that resolution must rely on the software
engineer is important to notice. This is because changing the semantics of
a model is usually not to be done without interaction of the software engi-
neer. As a simple example, consider the consistency problem between sequence
diagrams and statecharts, where the statechart is to realize the scenarios ex-
pressed in sequence diagrams. A common consistency problem occurs if a
scenario cannot be realized by the statechart. Here, there are in principle
two ways of inconsistency resolution: The scenario is removed from the set
of valid scenarios, or the scenario is added to the behavior supported by the
statechart. Although tool support for removing a scenario or adding a sce-
nario is possible (e. g. by adapting work on statechart synthesis from a set
of sequence diagrams [15]), the decision must be made by the software engi-
neer. Additionally, changing of a statechart for supporting another scenario
may be diﬃcult and also inﬂuence other behavior relevant for scenarios. As
a consequence, it is diﬃcult to fully automate the changing of a statechart in
this case.
In order to enable inconsistency management, it is important that the
inconsistency is detected. This is performed by a consistency check. However,
the result of such a consistency check is given in terms of the language in the
semantic domain. In case of an inconsistency, this will usually be a trace to an
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error state. For being usable by the software engineer, this trace to an error
state should be given in terms of the source language, in our case UML. Hence,
the problem is to translate the output of the model checker back into the
source language UML. Here, two approaches can be distinguished, referred to
in the following as back-annotation: We can either annotate an existing UML
model or we can construct a new UML model for the purpose of illustrating the
inconsistency. As an example for annotation of an existing model, consider the
consistency problem of inconsistent timing constraints modeled in a sequence
diagram. Here, a note mentioning the inconsistency should be displayed in the
already existing sequence diagram. An example of constructing a new UML
model occurs if we construct a sequence diagram showing the scenario under
which the violation of the protocol occurs.
In Figure 2, the problem of back-annotation is illustrated. As the transla-
tion into the semantic domain for performing the consistency check abstracts
from the UML model, the problem of back-annotation is not straightforward,
because in the process of back-annotation the original level of abstraction must
be reached in order to be useful to the software engineer.
Using the technique of back-annotation, it is possible to display a UML
model illustrating the inconsistency found. In order to enable the software
engineer to resolve the inconsistency, often further support is needed. This
support usually depends on the type of underlying consistency concept i. e.
for the wide range of inconsistencies quite diﬀerent types of supports could be
needed.
One possible support for the software engineer consists of simulation. In
the previous example, the overall model can be simulated along the trace to
the protocol violation. Such a simulation can be done on the level of UML
models, including the sequence diagram created during back-annotation.
Further support consists of semi-automatic algorithms for including or re-
moving a trace violating the protocol: Either the protocol statechart can be
extended to also include the trace or the individual statecharts can be re-
stricted not to include the trace. This can be done by special algorithms
deﬁned on the statecharts.
In the following, we will restrict ourselves to the problem of back-
annotation.
4 Back-Annotation of UML models using Graph Trans-
formation
To illustrate the problem of back-annotation, consider a
trace produced by the FDR model checker in the con-
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text of protocol violation. For the simple example, we get
〈AB itsB p out .send b,AB itsA p out .send c,AB itsB p out .send d〉
This denotes that the system of the structured objects performs the trace on
UML level 〈SC2 p2.b, SC1 p1.c, SC2 p2.d〉 which might not be included in a
faulty protocol statechart.
The goal of back-annotation is to construct from such a trace given in CSP
a UML model helping the software engineer to handle the inconsistency in the
UML model. One problem associated with back-annotation is that we must
be able to express information compatible with the source UML model: in
the process of translation and abstraction to the semantic domain CSP, we
may have renamed concepts from UML to CSP and left out details of the
UML model. For example, in the concrete example AB itsB p out .send b
corresponds to a sending of SC2 via the port p2, the information out .send
is something added during translation into CSP. Further, the details of the
receiver of the message b have been left out and are not visible in the CSP
trace.
What is needed here is an approach that allows us to reconstruct the
abstraction level needed when translating the CSP error trace back into a
UML model. This approach must be intertwined with the translation from
UML into CSP at the ﬁrst place. There, the information needed for back-
annotation must be determined and stored.
Our concept for tackling this problem is as follows: When designing the
translation from UML to CSP (i. e. when abstracting), one has to determine
which aspects will be necessary to reconstruct a UML model from the more
abstract CSP model. These aspects have to be mapped into a so-called re-
construction model which can then be used for generating/back-annotating a
UML model in the process of inconsistency handling.
In Figure 3, we show such a reconstruction model for our running example.
The information needed for reconstruction of a sequence diagram from a simple
trace, given as output from the FDR model checker can be described as follows:
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Firstly, for each participant of the interaction, a lifeline in a sequence diagram
should be present. In the concrete interaction, we need a Lifeline for SC1
and one for SC2. Secondly, each message sent to an object by another object
must be marked in the reconstruction model. Further, we need to reconstruct
the UML names of the sender and receivers, for that purpose we include a
UMLname and CSPname in the lifelines.
In the following, we will assume the existence of a set of graph transforma-
tion rules for translating UML statecharts and collaborations to CSP. Details
of this can be found in [6]. The overall goal is to construct a sequence diagram
containing lifelines for the objects that participate in the protocol, together
with the trace to the protocol violation.
The general approach is to use information of the trace given in CSP and
the reconstruction model to construct a target model, the desired sequence
diagram. The back-annotation itself will be speciﬁed using graph transforma-
tion. We will make use of a synchronized compound graph transformation [9],
a form of adapted triple graph transformation [12]. Such a compound trans-
formation has already been used for generating the CSP model in the Con-
sistency Workbench. Brieﬂy, a compound transformation can be described
by a set of compound graph transformation rules. A compound graph trans-
formation rule itself consists of a ﬁxed number of graph transformation rules,
where each graph transformation rule describes the transformation of a model,
such as the source model (the trace in CSP), the reconstruction model, or the
target model (the sequence diagram to be constructed). Within a compound
transformation rule, all transformation rules are coupled by the use of com-
mon variables. Formally, a compound transformation rule can be represented
by a typed attributed graph transformation rule, by joining all individual
transformation rules at the attribute vertices.
For constructing a sequence diagram from a trace given in CSP, we make
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Fig. 5. Compound rule p2, consisting of rS , rH , and rT
use of a compound transformation consisting of three transformations, one for
the trace called rS , one for the reconstruction model called rH and one for the
target model, called rT . Overall, we need two compound transformation rules,
the ﬁrst one generating an empty sequence diagram, shown in Figure 4 and
one for then iteratively ﬁlling the sequence diagram depending on the CSP
trace.
In Figure 4, we show the compound rule p1 for generating an empty se-
quence diagram. In UML 2.0, such an empty sequence diagram consists of
an Interaction together with two Lifelines. The lifelines are named according
to the lifelines saved in the reconstruction model, using the UMLname of each
lifeline. Note that in this case rH has identical left and right sides and does
not change the reconstruction model.
In Figure 5, compound rule p2 is displayed, for starting generating the
sequence diagram from a CSP trace. The rule matches in the trace the name
of the object and the name of the message received and then ﬁnds the cor-
responding lifeline in the reconstruction model that receives message. Note
here that we assume that message names are disjoint, otherwise more than
one match could occur in the reconstruction model.
The main idea of reconstructing a sequence diagram from a trace is con-
tained in rT , the third transformation contained in compound rule p2. Here,
the information matched in rS and rH is assembled to create new model ele-
ments in the sequence diagram: For a message sent by an object in the CSP
trace (represented by object .send message), a new message with that name is
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created in the sequence diagram and attached to the corresponding lifelines.
Note here that the lifeline that receives the message is only known by mak-
ing use of the reconstruction model. Additionally, two new EventOccurrences
are created, together with a GeneralOrdering between them. One of the event
occurrences represents the sending of the message, the other the receiving of
the message. These event occurrences are attached to the lifelines and the
message accordingly.
After having applied rule p2 once, a sequence diagram with one message
exchange will exist. As a consequence, for each additionally message to be
introduced, we will apply rule p3 which follows the basic idea of p2 but deals
with the case that already EventOccurrences exist at the lifelines: in a sequence
diagram in UML 2.0, all events along a lifeline are ordered. In order to achieve
this, we must attach all existing event occurrences to the newly created event
occurence, in both existing lifelines. This is done by using two multi-objects
on the left side of rT , one for each lifeline, and by attaching the newly created
event occurrences accordingly.
We will now apply the rules p1 and p2 on the sample trace given by the
model checker and to the reconstruction model in Figure 3. We assume that
rules p1 and p2 are only applied once whereas rule p3 is applied as long as pos-
sible, for being able to handle traces of arbitrary length. In our approach, such
a control ﬂow can be speciﬁed formally (for details see [9]). Note here that no
inﬁnite rule applications can occur because each application reduces the size
of the CSP trace. After applying rule p1 we get an empty sequence diagram,
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after applying rule p2 once we get the sequence diagram shown in Figure 7
(note that we only show the reconstructed sequence diagram as metamodel
instance, leaving out the reconstruction model and the CSP trace model).
5 Conclusion
In this paper, we have discussed the problem of inconsistency handling of
object-oriented behavioral models. Inconsistency handling of these kind of
models is diﬃcult because typically behavioral consistency checks are per-
formed in an external semantic domain. We have ﬁrst introduced require-
ments for inconsistency handling and developed principal techniques: Within
inconsistency handling, pre-deﬁned guidelines to deal with the inconsistency,
and simulation approaches for illustrating the inconsistency to the software
engineer are of importance. In particular, the technique of back-annotation
i.e. the reconstruction of a new UML model or modiﬁcation of an existing
UML model for inclusion of additional information is crucial for successful,
convenient inconsistency handling of object-oriented behavioral models.
In the second part of this paper, we have elaborated on the problem of
back-annotation. The concept of a reconstruction model has been introduced
which serves the purpose of saving the information necessary within back-
annotation during the translation into a semantic domain. We have further
elaborated how an existing approach of graph transformation using a rule for-
mat of compound rules which has already been successfully used for translating
UML models into a semantic domain can also be used for back-annotation.
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Our approach to back-annotation has been illustrated using a simple example
where a CSP trace is used for constructing a UML sequence diagram.
Future work can be performed in the following directions: Firstly, the prob-
lem of back-annotation must be studied in depth for diﬀerent consistency prob-
lems, possibly leading to a richer set of transformations for back-annotation.
A ﬁrst idea would be to also include negative traces and make use of the
rich set of model elements provided by the UML. Furthermore, a distinction
between mandatory and potential behavior could be useful (see e.g. Haugen
et al. [5]). Secondly, we aim at including our techniques of back-annotation
into the Consistency Workbench. Further, techniques such as specialized al-
gorithms for user-directed inconsistency resolution should be developed.
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