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Abstract
Real epidemic spreading networks often composed of several kinds of networks interconnected with each
other, and the interrelated networks have the different topologies and epidemic dynamics. Moreover, most
human diseases are derived from animals, and the zoonotic infections always spread on interconnected
networks. In this paper, we consider the epidemic spreading on one-way circular-coupled network consist of
three interconnected subnetworks. Here, two one-way three-layer circular interactive networks are established
by introducing the heterogeneous mean-field approach method, then we get the basic reproduction numbers
and prove the global stability of the disease-free equilibrium and endemic equilibrium of the models. Through
mathematical analysis and numerical simulations, it is found that the basic reproduction numbers R0 of the
two models are dependent on the infection rates, infection periods, average degrees and degree ratios. In the
first model, the network structures of the inner contact patterns have a bigger impact on R0 than that of the
cross contact patterns. Under the same contact pattern, the internal infection rates have greater influence on
R0 than the cross-infection rates. In the second model, the disease prevails in a heterogeneous network has
a greater impact on R0 than the disease from a homogeneous network, and the infections among the three
subnetworks all play a important role in the propagation process. Numerical examples verify and expand
these theoretical results very well.
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1. Introduction
Infectious diseases have been serious threats to human’s health and life, and they also can bing disaster
to national economy and the people’s livelihood. Recently, outbreaks of different kinds of contagions (such as
H7N9, SARS, Ebola and Zika) that spread around the world and thousands of people may be dead [1, 2]. At
the same time, with the development of national economy and global warming, the emergence of new infectious
diseases cause more damage to humans. So, the research of the epidemic model, epidemic spreading, preventive
and control measures is a important problem, and has attracted great attentions. As early as year 1927, W.O.
Kermack and A.G. Mckendrick given an analytical approach in mathematical modeling, which can predict
epidemic dynamical and advise the effective measures to prevent and control the spread of disease [3].
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With progress in mathematical epidemiology, researchers pay much more attention to study the feasible
and practical of mathematical models of different infectious diseases. Many epidemic network models have been
studied in past decades [4, 5]. Since the emerge of complex network theory, such as WS small-world network [6]
and BA scale-free network [7], then complex network into a rapid development period and becomes a powerful
tool in modeling and quantifying the epidemiology. Through the modeling and computational methods (for
instance mean-field approach, Markov chain and Monte Carlo simulations), researchers have obtained many
research achievements about the epidemic dynamics on complex network [8–10]. A population can be represented
by a complex network, where the nodes represent individuals and the links represent various interactions among
these individuals, and disease can spread along edges of the network. In fact, network modeling usually don’t
overly simplified as homogeneous model, and explicitly captures the diverse contact patterns of interactions in
disease transmission [11]. Many epidemic models are based on networks have been established to study the
effect of network structures on mechanism of infection [12–14].
Most previous studies focus on single networks, but the fact that the real networks are too large and
complex, in which the subnetwork interact with each other, such as social network, neural network, information
network and transportation network [15–17]. Then, real epidemic networks are not isolated but often composed
of several kinds of networks interrelated with each other. Many diseases spread in different populations with
various contact patterns and infection rates, so it is not enough to address the epidemic transmission on a single
network. Thus, it is essential to study the infectious disease transmission on the multiplex networks and coupled
networks.
Recently, researches in the field of epidemic spreading on multiplex networks and coupled networks have
achieved important achievements, which lead to a deeper study on epidemiology [18–23]. For instance, Clara
Granell et al. explored a coupled dynamical process of awareness and infection on top of multiplex networks
[18]. In Ref. [19], the authors have discussed an epidemic spreading process take place on top of two intercon-
nected complex networks. Seung-Woo Son et al. consider percolation on various interdependent or dependency
networks, pointing out the close analogy to epidemic spreading on single network without these dependencies
[21]. In Ref. [23], Zhen Wang et al. contrasted network-based approaches to homogeneous-mixing approaches,
point out how their predictions differ, and describe the rich and often surprising behavior of disease-behavior
dynamics on complex networks, and compare them to processes in statistical physics.
Now, many studies are based on two-layer interdependent network, which just contains two populations. It
is a suitable method to describe the transmission of avian influenza. In Ref. [24], the authors used a mathemat-
ical model through mean-field approximation approach to study the epidemic spreading on one-way-coupled
networks comprised of two subnetworks, which can manifest the transmission of some zoonotic diseases. In
fact, many real epidemics can spread among three populations, the contact pattern and infection rate in any
population may be different. For example, Both HBV and HIV can spread among men, woman and children.
Schistosomiasis is spread by contacting with the patient’s skin and infected water, the source of the infection is
the patients feces, humans and vertebrates are easily infected with schistosomiasis. So, the study of epidemic
spreading on three populations has practical and important significance.
Lyme disease, an emerging zoonotic disease of natural nidus caused by Borrelia burgdorferi, transmitted
by ticks, especially Ixodes scapularis [25, 26]. Human being and animals have been found to be infected with
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Borrelia by biting of ticks, with more than 30,000 cases reported annually in the United States alone. In China,
the morbidity of the disease has also been rising in recent years. Previous studies have been reveal the pathogen
transmission involves three ecological and epidemiological processes, and understand the factors that regulate
the abundance and distribution of the Lyme pathogen is crucial for the effective control and prevention of the
disease [27–29]. At one stage of the transmission of Lyme disease, the spread of disease between pathogens and
susceptible vertebrate hosts may becomes a cycle. Here, we first establish the epidemic spreading on a one-way
three-layer circular-coupled networks, in which three subnetworks denote three different populations, and the
spread of infectious disease is one-way circular process.
As a matter of fact, the latest survey says that a majority of human pathogens are zoonotic or originated
as zoonoses before affecting humans. Some diseases are caused by zoonoses, such as Black death, Rabies and
Spanish influenza [30–32]. Many infectious diseases transmit in human society through vectors, and the vector
as an infective media. For example, malaria is a life-threatening disease caused by parasites that are transmitted
to people through the bites of infected mosquitoes. The Black death is the modern name given to the deadly
epidemic disease spread by rat fleas across Europe in the 14th century. The emergence of complex zoonotic
infections pose a great threat to the public healthy, it is urge to study the modeling in prevention and control
of zoonotic infections.
Recently, some researches about human-animal coupled epidemic model on complex network has drawn
attention [33–36]. Especially, Hongjing Shi et al. set up a new susceptible-infected-susceptible (SIS) model with
infective medium, which describes epidemics transmitted by infective media on various complex networks [33].
Yi Wang et al. proposed and analyzed a modified SIS model with an infective vector on complex networks,
which incorporates some infectious diseases that are not only transmitted by a vector, but also spread by direct
contacts between humans [34]. In Ref. [36], the authors established an epidemic time-evolution model of some
zoonotic infections by the mean-field approximation and its global dynamics are investigated.
Some previous researches are mainly about an epidemic model with infective media connecting two separated
networks of populations. Here, we consider a one-way three-layer circular-coupled networks with three different
vectors (infective mediums), in which between any two subnetworks has an infective medium. The study of the
special epidemic model provides a new sight on the zoonotic infections on interconnected networks.
In this paper, we intend to use analytical and numerical methods to discuss the epidemic transmission on the
two types of one-way three-layer coupled networks. In Section 2, a one-way three-layer circular-coupled network
is introduced by heterogeneous mean-field approach method, then find out the basic reproduction number and
prove the global stability of the disease-free equilibrium and endemic equilibrium. In Section 3, we consider
a one-way three-layer circular-coupled network with infective mediums. Similarly, we also calculate the basic
reproduction number, then study the global dynamics of this model. In Section 4, we perform some numerical
simulations to verify and supplement the theory of two new models. Conclusion is given in Section 5.
2. One-way circular-coupled network
In this section, we consider a one-way circular-coupled network system. The whole network include three
subnetworks, A, B and C. In each subnetwork, nodes represent individuals and the links represent various
contacts among these individuals, and disease can spread along edges of the network. In the network, there
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Figure 1: A one-way circular-coupled network with three subnetworks.
are cross contacts between A and B, B and C, A and C, i.e., the nodes in A, B and C all have three types of
degree. Moreover, the disease spreading in three subnetworks is one-way, that means the nodes in A can infect
the nodes in B, similarly, network B can infect C, network C can infect A, but not the reverse. The structure
of a one-way circular-coupled network is shown in Fig.1.
In each subnetwork, we consider the classical susceptible-infected-susceptible (SIS) epidemic model as the
topological structure, so each individual can be one of two distinct states at each time: susceptible(S) and
infected(I). To describe the epidemic spreading process of the whole network, we let PA(i, j, k) as the probabilities
of choosing a random node in A with i links within A, j links connecting A and B, and k links connecting A
and C; similarly, PB(i, j, k) as the probabilities of choosing a random node in B with i links connecting B and
A, j links within B, and k links connecting B and C; PC(i, j, k) as the probabilities of choosing a random node
in C with i links connecting C and A, j links connecting C and B, and k links within C. And others parameters
about the network are given in Table 2.
Parameter Meaning (X = A,B or C)
NXi,j,k Number of nodes in X with (i, j, k)-degree
SXi,j,k(or I
X
i,j,k) Number of susceptible (infected) nodes in X with (i, j, k)-degree
PX(i, j, k) Probability of choosing a random node in X with (i, j, k)-degree
n11(or n12 or n13) Maximum degree value of nodes in A connecting A (or B or C)
n21(or n22 or n23) Maximum degree value of nodes in B connecting A (or B or C)
n31(or n32 or n33) Maximum degree value of nodes in C connecting A (or B or C)
〈k〉11(or 〈k〉12 or 〈k〉13) Average degree value of nodes in A connecting A (or B or C)
〈k〉21(or 〈k〉22 or 〈k〉23) Average degree value of nodes in B connecting A (or B or C)
〈k〉31(or 〈k〉32 or 〈k〉33) Average degree value of nodes in C connecting A (or B or C)
According to Table 2, we can get the total number of susceptible nodes, infected nodes and all nodes in
subnetwork A, B and C, respectively, which are
SA =
n11∑
i=0
n12∑
j=0
n13∑
k=0
SAi,j,k, I
A =
n11∑
i=0
n12∑
j=0
n13∑
k=0
IAi,j,k, N
A = SA + IA;
SB =
n21∑
i=0
n22∑
j=0
n23∑
k=0
SBi,j,k, I
B =
n21∑
i=0
n22∑
j=0
n23∑
k=0
IBi,j,k, N
B = SB + IB;
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SC =
n31∑
i=0
n32∑
j=0
n33∑
k=0
SCi,j,k, I
C =
n31∑
i=0
n32∑
j=0
n33∑
k=0
ICi,j,k, N
C = SC + IC .
The joint degree distributions are
PA(i, j, k) =
NAi,j,k
NA
, PB(i, j, k) =
NBi,j,k
NB
, PC(i, j, k) =
NCi,j,k
NC
,
the marginal degree distributions are
PA(i, ·, ·) =
n12∑
j=0
n13∑
k=0
PA(i, j, k), PA(·, j, ·) =
n11∑
i=0
n13∑
k=0
PA(i, j, k), PA(·, ·, k) =
n11∑
i=0
n12∑
j=0
PA(i, j, k);
PB(i, ·, ·) =
n22∑
j=0
n23∑
k=0
PB(i, j, k), PB(·, j, ·) =
n21∑
i=0
n23∑
k=0
PB(i, j, k), PB(·, ·, k) =
n21∑
i=0
n22∑
j=0
PB(i, j, k);
PC(i, ·, ·) =
n32∑
j=0
n33∑
k=0
PC(i, j, k), PC(·, j, ·) =
n31∑
i=0
n33∑
k=0
PC(i, j, k), PC(·, ·, k) =
n31∑
i=0
n32∑
j=0
PC(i, j, k),
and the average degree values(α = 1) and the second moments of degree(α = 2) are
〈kα〉11 =
n11∑
i=0
iαPA(i, ·, ·), 〈kα〉12 =
n12∑
j=0
jαPA(·, j, ·), 〈kα〉13 =
n13∑
k=0
kαPA(·, ·, k);
〈kα〉21 =
n21∑
i=0
iαPB(i, ·, ·), 〈kα〉22 =
n22∑
j=0
jαPB(·, j, ·), 〈kα〉23 =
n23∑
k=0
kαPB(·, ·, k);
〈kα〉31 =
n31∑
i=0
iαPC(i, ·, ·), 〈kα〉32 =
n32∑
j=0
jαPC(·, j, ·), 〈kα〉33 =
n33∑
k=0
kαPC(·, ·, k).
For simplicity, we don’t consider the birth, death and immunization of individuals in the whole model,
so the subnetwork sizes NA, NB and NC are all constant. Hence, notice that the total number of links in A
connecting to B equals the number of links in B connecting to A, it is similar to the number of links in B and
C, the number of links in C and A, i.e.,
n12∑
j=0
jNA·,j,· =
n21∑
i=0
iNBi,·,·,
n23∑
k=0
kNB·,·,k =
n32∑
j=0
jNC·,j,·,
n31∑
i=0
iNCi,·,· =
n13∑
k=0
kNA·,·,k,
so we obtain
NA〈k〉12 = NB〈k〉21, NB〈k〉23 = NC〈k〉32, NA〈k〉13 = NC〈k〉31.
Hence, we construct a one-way circular-coupled epidemic network model, and present SIS epidemic model
on the network. An susceptible node in subnetwork A(or B or C) can be infected with rate λ11, λ22 and λ33 if
it is connected to an infected node in subnetwork A(or B or C), respectively. In the one-way epidemic network,
a susceptible node in subnetwork B has probability λ12 of contagion with an infected node in subnetwork A,
a susceptible node in subnetwork C can be infected with probability λ23 if it is connected to an infected node
in subnetwork B, and the probability λ31 of a susceptible node in subnetwork A can be infected by an infected
node in subnetwork C. Each infected node in subnetworks A, B and C becomes susceptible with rate µ1, µ2
and µ3, respectively.
Let sAe,f,g =
SAe,f,g
NA
e,f,g
, ρAe,f,g =
IAe,f,g
NA
e,f,g
as the corresponding densities of the subnetwork A, similar to the defini-
tion of sBl,m,n, ρ
B
l,m,n, s
C
x,y,z and ρ
C
x,y,z. Without loss of generality, we suppose the relationships between infected
and susceptible nodes are uncorrelated, which means the connectivity of any node in network is irrelevant to
the connectivity of its neighbors.
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Now, we give a dynamical mean-field reaction rate equations of the epidemic network, which is composed
of [(n11 +1)(n12 +1)(n13 +1)+ (n21 +1)(n22 +1)(n23 +1)+ (n31 +1)(n32 +1)(n33 +1)]-dimensional ordinary
differential equations:


dρAe,f,g(t)
dt
= λ11e(1− ρAe,f,g(t))Θ11(t) + λ31g(1− ρAe,f,g(t))Θ31(t)− µ1ρAe,f,g(t),
dρBl,m,n(t)
dt
= λ12l(1− ρBl,m,n(t))Θ12(t) + λ22m(1− ρBl,m,n(t))Θ22(t)− µ2ρBl,m,n(t),
dρCx,y,z(t)
dt
= λ23y(1− ρCx,y,z(t))Θ23(t) + λ33z(1− ρCx,y,z(t))Θ33(t)− µ3ρCx,y,z(t),
(1)
where e = 0, 1, · · · , n11, f = 0, 1, · · · , n12, g = 0, 1, · · · , n13, l = 0, 1, · · · , n21, m = 0, 1, · · · , n22, n =
0, 1, · · · , n23, x = 0, 1, · · · , n31, y = 0, 1, · · · , n32, z = 0, 1, · · · , n33, and the meanings of Θij for the situa-
tion (i, j) = (1, 1), (1, 2), (2, 2), (2, 3), (3, 1) and (3, 3) are as follows:
Θ11(t) =
n11∑
i=0
i
(
n12∑
j=0
n13∑
k=0
IAi,j,k(t)
)
n11∑
i=0
i
(
n12∑
j=0
n13∑
k=0
NAi,j,k
) = 1〈k〉11
n11∑
i=0
n12∑
j=0
n13∑
k=0
iPA(i, j, k)ρ
A
i,j,k(t),
Θ12(t) =
1
〈k〉12
n11∑
i=0
n12∑
j=0
n13∑
k=0
jPA(i, j, k)ρ
A
i,j,k(t), Θ22(t) =
1
〈k〉22
n21∑
i=0
n22∑
j=0
n23∑
k=0
jPB(i, j, k)ρ
B
i,j,k(t),
Θ23(t) =
1
〈k〉23
n21∑
i=0
n22∑
j=0
n23∑
k=0
kPB(i, j, k)ρ
B
i,j,k(t), Θ31(t) =
1
〈k〉31
n31∑
i=0
n32∑
j=0
n33∑
k=0
iPC(i, j, k)ρ
C
i,j,k(t),
Θ33(t) =
1
〈k〉33
n31∑
i=0
n32∑
j=0
n33∑
k=0
kPC(i, j, k)ρ
C
i,j,k(t).
In the model, these special cases should be considered. (1) Isolated nodes as (0, 0, 0)-degree are not involved
in disease spreading, and if the nodes are infected at initial state, they will eventually recover at rate µ1,
µ2, and µ3; (2) If n12 = n13 = n21 = n22 = n23 = n31 = n32 = n33 = 0, then the model has only one
subnetwork, and the model becomes the classical SIS network model; (3) If n12 = n21 = 0 (or n23 = n32 = 0
or n31 = n13 = 0), then a one-way circular-coupled network becomes a one-way string-coupled network; (4) If
n13 = n31 = n23 = n32 = n33 = 0 (or n11 = n12 = n21 = n13 = n31 = 0 or n12 = n21 = n22 = n23 = n32 = 0),
then the model becomes one-way-coupled networks.
An important epidemiological parameter is the basic reproduction number R0, which is defined as the
expected number of secondary infections produced by a single infective individual in a completely susceptible
population. The basic reproduction number R0 =
λ
λc
denotes the relationship between R0 and the epidemic
threshold λc in physics.
Hence, we will calculate the basic reproduction number R0. Let ρ
A
0,0,0 = y1, ρ
A
0,0,1 = y2, · · · , ρAn11,n12,n13 =
y(n11+1)(n12+1)(n13+1), ρ
B
0,0,0 = y(n11+1)(n12+1)(n13+1)+1, · · · , ρBn21,n22,n23 = y(n11+1)(n12+1)(n13+1)+(n21+1)(n22+1)(n23+1),
ρC0,0,0 = y(n11+1)(n12+1)(n13+1)+(n21+1)(n22+1)(n23+1)+1, · · · , ρCn31,n32,n33 = yN , where N = [(n11+1)(n12+1)(n13+
1)+(n21+1)(n22+1)(n23+1)+(n31+1)(n32+1)(n33+1)]. Then, f = (f1, f2, · · · , fN) and y = (y1, y2, · · · , yN)
are both N -dimensional vectors, and f denotes the right hand side of model (1). So, the model can be rewritten
as the following:
dy(t)
dt
= f(y(t)). (2)
It is easy to know the model has the disease-free equilibrium E0 with yi = 0 for all i = 1, 2, · · · , N.
6
According to [37], the basic reproduction number can be computed by R0 = ρ(FV
−1), which represents
the spectral radius of matrix FV −1, F is the rate of occurring new infections, and V is the rate of transferring
individuals outside of the original group. For the model, let F and V are
F =


λ11e(1− ρAe,f,g(t))Θ11(t) + λ31g(1− ρAe,f,g(t))Θ31(t)
λ12l(1− ρBl,m,n(t))Θ12(t) + λ22m(1− ρBl,m,n(t))Θ22(t)
λ23y(1− ρCx,y,z(t))Θ23(t) + λ33z(1− ρCx,y,z(t))Θ33(t)

 , (3)
V =


µ1ρ
A
e,f,g(t)
µ2ρ
B
l,m,n(t)
µ3ρ
C
x,y,z(t)

 . (4)
By Ref. [37], the matrix of new occurring infection rate F = (∂Fi(E0)
∂yj
), the matrix of individual transferring
rate V = (∂Vi(E0)
∂yj
), where i, j = 0, 1, · · · , N . Obviously, matrix V is diagonal matrix, where vii = µ1, i =
1, · · · , (n11+1)(n12+1)(n13+1), vjj = µ2, j = (n11+1)(n12+1)(n13+1)+1, · · · , (n11+1)(n12+1)(n13+1)+
(n21 +1)(n22 +1)(n23 +1), vkk = µ3, k = (n11 +1)(n12 +1)(n13 +1)+ (n21 +1)(n22 +1)(n23 +1)+ 1, · · · , N .
Hence, we assume the joint degree distributions are independent, then
PX(i, j, k) = PX(i, ·, ·)PX(·, j, ·)PX (·, ·, k), X = A,B,C.
By means of similar transformations, the next-generation matrix Γ = FV −1 can be rewritten as follows:
Γ =


λ11〈k
2〉11
µ1〈k〉11
λ11
µ1
〈k〉13 0 0 0 0
0 0 0 0 λ31
µ3
〈k〉32 λ31µ3 〈k〉33
λ12
µ1
〈k〉11 λ12µ1 〈k〉13 0 0 0 0
0 0 λ22
µ2
〈k〉21 λ22〈k
2〉22
µ2〈k〉22
0 0
0 0 λ23
µ2
〈k〉21 λ23µ2 〈k〉22 0 0
0 0 0 0 λ33
µ3
〈k〉32 λ33〈k
2〉33
µ3〈k〉33


. (5)
The basic reproduction number of model is R0 = ρ(Γ), where ρ(Γ) is the spectral radius of matrix Γ.
From the Theorem 2 of Ref. [37], we can obtain the following result.
Theorem 1 For the disease transmission model (1), if R0 < 1, then the disease-free equilibrium E0 = (0, 0, · · · , 0)
is locally asymptotically stable; while if R0 > 1, E0 becomes unstable.
Now, we consider the global stability of the model (1).
Theorem 2 For model (1), Ω , {y = {y1, y2, · · · , yN}, 0 ≤ yi ≤ 1, i = 1, 2, · · · , N} is a positive invariant set.
Proof. In order to prove the set Ω is positive invariant set. By using contradiction method, we prove that if
initial value y(0) ∈ Ω, then yi(t) ≥ 0 for all t > 0, i = 1, 2, · · · , N . Otherwise, there are a l0 ∈ {1, 2, · · · , N}
and t0 > 0, such that yl0(t0) = 0. Without loss of generality, we assume yl0 = ρ
A
i0,j0,k0
and t∗ = inf{t >
0, ρAi0,j0,k0(t) = 0}, by the definition of t∗, we have dρAi0,j0,k0(t∗)/dt ≤ 0.
However, by the model (1), it is easy to get dρAi0,j0,k0(t
∗)/dt = λ11i0Θ11(t
∗) + λ31k0Θ21(t
∗) > 0, which is a
contradiction. Because of SXi,j,k(t) = 1− ρXi,j,k(t) for X = A,B,C, similarly, we can also verify that SXi,j,k(t) > 0
for all t > 0. The proof is finished. 
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Before discuss the global stability of the disease-free equilibrium and endemic equilibrium, we first introduce
the Corollary 3.2 in [38] as the Lemma 1 as follow:
Lemma 1 ([38]) For the model (2), let f : Rn+ → Rn be a continuously differentiable map. Assume that
(1) f is cooperative on Rn+ and Df(y) = (∂fi/∂yj)1≤i,j≤N is irreducible for every y ∈ Rn+;
(2) f(0) = 0 and fi(y) ≥ 0 for all y ∈ Rn+ with yi = 0, i = 1, 2, · · · , N ;
(3) f is strictly sublinear on y ∈ Rn+, i.e., for any α ∈ (0, 1) and any y ≫ 0, f(αy) > αf(y).
(a) If s(Df(0)) ≤ 0, then y = 0 is globally asymptotically stable with respect to y ∈ Rn+;
(b) If s(Df(0)) > 0, then either
(i) for any y ∈ Rn+ \ {0}, limt→∞ |ϕ(t, y)| = +∞, or alternatively,
(ii) the model admits a unique positive steady state y∗ ≫ 0 and y = y∗ is globally asymptotically stable
with respect to Rn+ \ {0}.
Next, we give the following Theorem to show the stability analysis.
Theorem 3 If R0 < 1, then the disease-free equilibrium E0 is globally asymptotically stable in Ω; but if R0 > 1,
then model (1) admits a unique endemic equilibrium E∗, which is globally asymptotically stable in Ω− {0}.
Proof. It is easy to show the model (1) satisfies to the condition (2) of the above Lemma, the function
f : Ω→ Rn is continuously differentiable, and f is cooperative. Further, we know thatDf(y) = (∂fi/∂yi)1≤i,j≤n
is irreducible for y ∈ Ω. Moreover, for any ε ∈ (0, 1) and y ∈ Ω, fi(εy) ≥ εfi(y), i = 1, 2, · · · , N , which implies
that f is strictly sublinear in Ω.
By Lemma 1, if R0 ≤ 1(s(Df(0)) ≤ 0), then the disease-free equilibrium E0 is globally asymptotically
stable in Ω, if R0 ≥ 1(s(Df(0)) > 0), by Theorem 2, the case (i) is impossible, so the model (1) admits a unique
endemic equilibrium E∗, which is globally asymptotically stable in Ω− {0}. 
In the model, the basic reproduction R0 cannot be explicitly expressed, but by using the Perron-Frobenius
theorem, we know R0 increase with the increase of infection rates λ, infection periods 1/µ, average degrees 〈k〉
and degree ratio 〈k2〉/〈k〉. So, we can estimate the range of R0 as follows
min{r1, r2, · · · , r6} ≤ R0 ≤ max{r1, r2, · · · , r6},
where ri is the sum of the elements in the i-th row (or the i-th column) of matrix (5).
3. One-way circular-coupled network with infective media
In this section, we consider a one-way circular-coupled network with infective media. The interaction model
contains three populations network A, B and C, and three vectors a, b and c. Assume that there is no direct
contact among in network A, B and C, the infectious disease transmission through the vectors. The direction
of propagation is one-way and becomes a cycle network. A schematic diagram is presented in Fig. 2.
The disease spreading process is described as follows. At each time step, a susceptible node in subnetwork A
(or B or C) is infected with probability λ1(or λ2 or λ3) if it is connected to an infected in the same subnetwork.
A susceptible node in subnetwork A also infected with probability r32 if it is contacts with infected vector c, and
the vectors b and c have no effect on the node in subnetwork A. Similarly, a susceptible node in subnetwork B
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Figure 2: A one-way circular-coupled network with three subnetworks and three vectors.
(or C) is infected with probability r12 (or r22) if it is contacts with infected vector a (or b). On the other hand,
each susceptible vector a (or b or c) is infected with probability r11 (or r21 or r31) through contacts with infected
individuals in subnetwork A (or B or C). All infected individuals and infected vectors may be recovered and
become susceptible again. Without loss of generality, we set the recovery rates of all subnetworks and vectors
be one. So, the three networks and the three vectors are SIS epidemic model.
Hence, let ρk(t), ηl(t) and ξm(t) be the densities of infected nodes with degree k, l and m at time t in
subnetworks A, B and C, respectively. Let ϑ1, ϑ2 and ϑ3 be the densities of an infective vector a, b and c at
time t. Here, k = 1, 2, · · · , n, l = 1, 2, · · · , p and m = 1, 2, · · · , q, where n, p and q is the maximum connectivity
number in subnetworks A, B and C, respectively.
Then, the dynamical mean-field reaction rate equations of the whole model can be described as:

ρ˙k(t) = −ρk(t) + (1− ρk(t))(λ1kΘ1(t) + r32ϑ3(t)),
ϑ˙1(t) = −ϑ1(t) + r11ρ(t)(1− ϑ1(t)),
η˙l(t) = −ηl(t) + (1− ηl(t))(λ2lΘ2(t) + r12ϑ1(t)),
ϑ˙2(t) = −ϑ2(t) + r21η(t)(1 − ϑ2(t)),
ξ˙m(t) = −ξm(t) + (1− ξm(t))(λ3mΘ3(t) + r22ϑ2(t)),
ϑ˙3(t) = −ϑ3(t) + r31ξ(t)(1 − ϑ3(t)),
(6)
where ρ(t) =
n∑
k=1
P1(k)ρk(t), η(t) =
p∑
l=1
P2(l)ηl(t) and ξ(t) =
q∑
m=1
P3(m)ξm(t) denote the global infection density
in subnetworks A, B and C, in which P1(k), P2(l) and P3(m) are the degree distributions of three subnetworks
A, B and C, respectively. Since the degrees of the network are uncorrelated, Θ1(t) (Θ2(t) or Θ3(t)) represents
the probability of a randomly chosen link pointing to an infected node in subnetwork A (B or C), they can be
written as
Θ1(t) =
1
〈k〉
n∑
k=1
kP1(k)ρk(t), Θ2(t) =
1
〈l〉
p∑
l=1
lP2(l)ηl(t), Θ3(t) =
1
〈m〉
q∑
m=1
mP3(m)ξm(t),
in which 〈k〉 =
n∑
k=1
kP1(k), 〈l〉 =
p∑
l=1
lP2(l) and 〈m〉 =
q∑
m=1
mP3(m) are the average degrees of subnetworks A,
B and C, respectively.
Let ρk(t) = yk(t) for k = 1, 2, · · · , n, ηl(t) = yn+l(t) for l = 1, 2, · · · , p, ξm(t) = yn+p+m(t) for m =
1, 2, · · · , q, ϑ1(t) = yn+p+q+1(t), ϑ2(t) = yn+p+q+2(t), ϑ3(t) = yn+p+q+3(t), and
Ω˜ = {(y1, y2, · · · , yn+p+q+3), 0 ≤ yi ≤ 1, i = 1, 2, · · · , n+ p+ q + 3}.
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According to Ref. [37], the basic reproduction number can be computed by R0 = ρ(FV
−1). For the model
(6), let F and V are
F =


(1 − ρk(t))(λ1kΘ1(t) + r32ϑ3(t))
(1− ηl(t))(λ2lΘ2(t) + r12ϑ1(t))
(1− ξm(t))(λ3mΘ3(t) + r22ϑ2(t))
r11ρ(t)(1− ϑ1(t))
r21η(t)(1 − ϑ2(t))
r31ξ(t)(1 − ϑ3(t))


, (7)
V =


ρk(t)
ηl(t)
ξm(t)
ϑ1(t)
ϑ2(t)
ϑ3(t)


. (8)
Then, V is an (n+ p+ q + 3)× (n+ p+ q + 3) identity matrix, and
F =


P1 P2 · · · Pn 0 0 · · · 0 0 0 · · · 0 0 0 r32
2P1 2P2 · · · 2Pn 0 0 · · · 0 0 0 · · · 0 0 0 r32
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
nP1 nP2 · · · nPn 0 0 · · · 0 0 0 · · · 0 0 0 r32
0 0 · · · 0 Q1 Q2 · · · Qp 0 0 · · · 0 r12 0 0
0 0 · · · 0 2Q1 2Q2 · · · 2Qp 0 0 · · · 0 r12 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · 0 pQ1 pQ2 · · · pQp 0 0 · · · 0 r12 0 0
0 0 · · · 0 0 0 · · · 0 R1 R2 · · · Rq 0 r22 0
0 0 · · · 0 0 0 · · · 0 2R1 2R2 · · · 2Rq 0 r22 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · 0 0 0 · · · 0 qR1 qR2 · · · qRq 0 r22 0
A1 A2 · · · An 0 0 · · · 0 0 0 · · · 0 0 0 0
0 0 · · · 0 B1 B2 · · · Bp 0 0 · · · 0 0 0 0
0 0 · · · 0 0 0 · · · 0 C1 C2 · · · Cq 0 0 0


. (9)
where Pk =
1
〈k〉λ1kP1(k), Ql =
1
〈l〉λ2lP2(l), Rm =
1
〈m〉λ3mP3(m), Ak = r11P1(k), Bl = r21P2(l), Cm =
r31P3(m).
Hence, the next-generation matrix Γ = FV −1 = F , by the similarity transformation and ignoring some
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zero blocks, the matrix Γ is transformed into
Γ˜ =


λ1
〈k2〉
〈k〉 λ1r32 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 λ2
〈l2〉
〈l〉 λ2r12 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 λ3
〈m2〉
〈m〉 λ3r22 0 0 0
0 0 0 0 0 0 0 1 0
r11〈k〉 r11r32 0 0 0 0 0 0 0
0 0 r21〈l〉 r21r12 0 0 0 0 0
0 0 0 0 r31〈m〉 r31r22 0 0 0


. (10)
So, the basic reproduction number of model (6) is R0 = ρ(Γ˜). Since Γ˜ is a nonnegative definite matrix, it
follows that Γ˜ has a positive eigenvalue equaling to R0.
According to Theorem 2 in Ref. [37], we can obtain the following result.
Theorem 4 If R0 < 1, then the disease-free equilibrium E0 = (0, 0, · · · , 0) is locally asymptotically stable, while
if R0 > 1, then E0 becomes unstable.
Next, we analysis the global behavior of system (6). To guarantee the positivity and boundedness of the
system, the following Lemma is needed.
Lemma 2 The set Ω˜ is positive invariant for the model (6).
Proof. We will prove that if y(0) ∈ Ω˜, then y(t) ∈ Ω˜ for all t > 0. Let
∂Ω˜1 = {y ∈ Ω˜|yi = 0 for some i}, ∂Ω˜2 = {y ∈ Ω˜|yi = 1 for some i},
where i = 1, 2, · · · , n + p + q + 3, and the ’outer normals’ be denotes as δ1i = (
i︷ ︸︸ ︷
0, · · · , 0,−1, 0, · · · , 0) and
δ2i = (
i︷ ︸︸ ︷
0, · · · , 0, 1, 0, · · · , 0).
For an arbitrary set ∆, Ref. [39] had proved that ∆ is invariant for dx/dt = f(x), if at each point y on the
boundary of ∆, the vector f(y) is tangent or pointing into the set. It is easy to apply this results here, we can
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get
dy
dt
|yi=0 ·δ1i = −(
λ1k
〈k〉
∑
k 6=i
kP1(k)ρk + r32ϑ3) ≤ 0, i = 1, · · · , n,
dy
dt
|yj=0 ·δ1j = −(
λ2l
〈l〉
∑
l 6=j
lP2(l)ηl + r12ϑ1) ≤ 0, j = n+ 1, · · · , n+ p,
dy
dt
|ys=0 ·δ1s = −(
λ3m
〈m〉
∑
m 6=s
mP3(m)ξm + r22ϑ2) ≤ 0, s = n+ p+ 1, · · · , n+ p+ q,
dy
dt
|yg=0 ·δ1g = −r11
n∑
k=1
P1(k)ρk ≤ 0, g = n+ p+ q + 1,
dy
dt
|yh=0 ·δ1h = −r21
p∑
l=1
P2(l)ηl ≤ 0, h = n+ p+ q + 2,
dy
dt
|yr=0 ·δ1r = −r31
q∑
m=1
P3(m)ξm ≤ 0, r = n+ p+ q + 3,
dy
dt
|yu=1 ·δ2u = −yu ≤ 0, u = 1, 2, · · · , n+ p+ q + 3.
Therefore, any solution that starts in y ∈ ∂Ω˜1
⋃
∂Ω˜2 will stays inside Ω˜. 
Let y = (y1, y2, · · · , yn+p+q+3) ∈ Ω˜ and L(y) be a column vector, then, Eq.(6) can be rewritten as a compact
vector form:
dy
dt
= Ay + L(y), (11)
where Ay is the linear part of y, and L(y) is the nonlinear part of y. For L(y), the k-th component is
−yk[kλ1Θ1(y) + r32yn+p+q+3], k = 1, 2, · · · , n, the l-th component is −yl[lλ2Θ2(y) + r12yn+p+q+1], l = n +
1, n+2, · · · , n+p, the m-th component is −ym[mλ3Θ3(y)+r22yn+p+q+2], m = n+p+1, n+p+2, · · · , n+p+q,
the (n + p + q + 1)-th component is −yn+p+q+1r11X , the (n + p + q + 2)-th component is −yn+p+q+2r21Y ,
and the (n + p+ q + 3)-th component is −yn+p+q+3r31Z, in which Θ1(y) = 〈k〉−1
∑n
k=1 kP1(k)yk(t), Θ2(y) =
〈l〉−1∑pl=1 lP2(l)yn+l(t), Θ3(y) = 〈m〉−1∑qm=1mP3(m)yn+p+m(t), X(t) =∑nk=1 P1(k)yk(t), Y (t) =∑pl=1 P2(l)yn+l(t),
and Z(t) =
∑q
m=1 P3(m)yn+p+m(t).
Denote s(A) = max1≤i≤n+p+q+3Re λi, where λi for i = 1, 2, · · · , n+ p + q + 3 is the eigenvalue of A and
Re λi represents the real part of λi.
Remark 1 s(A) < 0⇐⇒ R0 < 1, s(A) > 0⇐⇒ R0 > 1.
To study the global stability of the model, the following Lemma is also needed.
Lemma 3 ([40]) Consider the system
dy
dt
= Ay + L(y), (12)
where A is an n× n matrix and L(y) is continuously differentiable in a region D ∈ Rn. Assume that
(1) the compact convex set C ⊂ D is positively invariant with respect to (12), and 0 ∈ C,
(2) limy→0 ‖L(y)‖/‖y‖ = 0,
(3) there exist r > 0 and a (real) eigenvector ω of AT such that (ω · y) ≥ r‖y‖ for all y ∈ C,
(4) (ω · L(y)) ≤ 0 for all y ∈ C,
(5) y = 0 is the largest positively invariant set contained in H = {y ∈ C|(ω · L(y)) = 0}. Then, either
y = 0 is globally asymptotically stable in C, or for any y0 ∈ C − {0} the solution ϕ(t, y0) of (12) satisfies
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lim inft→∞ ‖ϕ(t, y0)‖ ≥ m, where m > 0 is independent of the initial value y0. Moreover, there exists a constant
solution of (12), y = y∗, y∗ ∈ C − {0}.
Then, we have the following result:
Theorem 5 For the disease transmission model (6), if R0 < 1, then the disease-free equilibrium E0 is globally
asymptotically stable in Ω˜, if R0 > 1, there exists a unique positive constant solution y
∗ ∈ Ω˜− {0}.
Proof. By using Lemma 3, we will confirm that for system (11) meet all hypotheses of Lemma 3. Condition
(1) is satisfied by letting C = Ω˜. Conditions (2) and (4) are clearly satisfied. For condition (3), notice that
AT is irreducible and aij ≥ 0 whenever i 6= j, then there exists an eigenvector x = (x1, x2, · · · , xg) of AT
and the corresponding eigenvalue is s(AT ), g = n + p + q + 3. Let x0 = mini xi, for y ∈ Ω˜, we obtain
(x · y) ≥ x0
∑g
i=1 yi ≥ x0(
∑g
i=1 y
2
i )
1
2 . Hence, condition (3) is reached by letting r = x0. To verify condition (5),
we set G = {y ∈ Ω˜|(ω · L(y)) = 0}. If y ∈ G, then
n∑
i=1
xiyi[λ1iΘ1(y) + r32yn+p+q+3] +
p∑
i=1
xn+iyn+i[λ2iΘ2(y) + r12yn+p+q+1]
+
q∑
i=1
xn+p+iyn+p+i[λ3iΘ3(y) + r22yn+p+q+2] + xn+p+q+1yn+p+q+1 · r11X
+xn+p+q+2yn+p+q+2 · r21Y + xn+p+q+3yn+p+q+3 · r31Z = 0.
Because of each term of the above sum is nonnegative, here we have y = 0 for all i = 1, 2, · · · , g. Therefore,
the only invariant set with respect to (11) contained in G is y = 0, so condition (5) is satisfied. Hereby, all
hypotheses of Lemma 3 are satisfied.
Next, we will prove that if R0 > 1, there is only one constant solution y = y
∗ in Ω˜ − {0}. Assume that
y = y∗ and y = z∗ > 0 are two constant solutions of (11) (also (6)) in Ω˜− {0}. If y∗ 6= z∗, then there exists at
least one i0, i0 = 1, 2, · · · , n+p+q+3, such that y∗i0 6= z∗i0 , in which yi0 is the i0-th component of the vector y∗.
Without loss of generality, we assume y∗i0 > z
∗
i0
and moreover y∗i0/z
∗
i0
≥ y∗i /z∗i for all i = 1, 2, · · · , n+ p+ q + 3.
Then, we substitute them into (11) satisfies
−y∗i0 + (1− y∗i0)[λ1Θ1(y∗) + r32y∗n+p+q+3] = −z∗i0 + (1− z∗i0)[λ1Θ1(z∗) + r32z∗n+p+q+3] = 0.
After the equivalent reformulation, it follows that
−z∗i0 + (1− y∗i0)
z∗i0
y∗i0
[λ1Θ1(y
∗) + r32y
∗
n+p+q+3] = −z∗i0 + (1 − z∗i0)[λ1Θ1(z∗) + r32z∗n+p+q+3] = 0.
But (z∗i0/y
∗
i0
)y∗i ≤ z∗i for all i and 1− y∗i0 < 1− z∗i0 , thus from the above equality we obtain
(1− y∗i0)
z∗i0
y∗i0
[λ1Θ1(y
∗) + r32y
∗
n+p+q+3] < (1− z∗i0)[λ1Θ1(z∗) + r32z∗n+p+q+3].
This is a contradiction. Therefore, there is only one constant solution y∗ = (y∗1 , · · · , y∗n+p+q+3) in Ω˜− {0}.
The proof is completed. 
Theorem 6 If R0 > 1, then the unique endemic equilibrium y
∗ = (y∗1 , y
∗
2 , · · · , y∗n+p+q+3) of model (6) is globally
attractive in Ω˜− {0}.
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Proof. Now, we define the following functions, f : Ω˜ → R and F : Ω˜ → R, where f(y) = maxi(yi/y∗i ) and
F (y) = mini(yi/y
∗
i ) for y ∈ Ω˜. f(y) and F (y) are continuous and their derivatives exists along solutions of
(11). Let y = y(t) be a solution of system (11). For a given t0 and a sufficiently small ǫ > 0, we assume that
f(y(t)) = yi0(t)/y
∗
i0
for t ∈ [t0, t0 + ǫ], 1 ≤ i0 ≤ n+ p+ q + 3. Then,
f ′|(11)(y(t0)) =
y′i0(t0)
y∗i0
, t ∈ [t0, t0 + ǫ],
where f ′|(11) = lim suph→0+ f(y(t+h))−f(y(t))h .
From (11) we obtain
y∗i0
y′i0(t0)
yi0(t0)
= −y∗i0 + (1 − yi0(t0))
y∗i0
yi0(t0)
[λ1Θ1(y
∗) + r32y
∗
n+p+q+3].
According to the definition of f(y(t)), it follows that
yi0(t0)
y∗i0
≥ yi(t0)
y∗i
, i = 1, 2, · · · , n+ p+ q + 3.
Then if f(y(t0)) > 1, we can get
y∗i0
y′i0(t0)
yi0(t0)
< −y∗i0 + (1− yi0(t0))[λ1Θ1(y∗) + r32y∗n+p+q+3] = 0.
Since y∗i0 > 0 and yi0(t0) > 0, from the above inequality we obtain that y
′
i0
(t0) < 0. So, f(y(t0)) > 1 deduces
f ′|(11)(y(t0)) < 0.
Similarly, we can testify if f(y(t0)) = 1, then f
′|(11)(y(t0)) ≤ 0. And if f(y(t0)) < 1, we obtain
f ′|(11)(y(t0)) > 0. By the same method, it can be easily verified that if F (y(t0)) > 1, then F ′|(11)(y(t0)) < 0; if
F (y(t0)) = 1, then F
′|(11)(y(t0)) ≥ 0; if F (y(t0)) < 1, then F ′|(11)(y(t0)) > 0. Denote
U(y) = max{f(y)− 1, 0}, V (y) = max{1− F (y), 0}.
We know U(y) and V (y) are continuous and nonnegative for y ∈ Ω˜. Note that, for any t > 0, there exist
U ′|(11)(y(t)) ≤ 0, V ′|(11)(y(t)) ≤ 0.
Let
HU = {y ∈ Ω˜|U ′|(11)(y(t)) = 0}, HV = {y ∈ Ω˜|V ′|(11)(y(t)) = 0}.
then HU = {y|0 ≤ yi ≤ y∗i } and HV = {y|y∗i ≤ yi ≤ 1} ∪ {0}.
According to the LaSalle invariance principle, any solution of system (11) beginning in Ω˜ will reachHU∩HV ,
and HU ∩HV = {y∗i } ∪ {0}. However, by Lemma 3, if y(t) 6= 0 and R0 > 1, we have that lim inft→∞ ‖y(t)‖ ≥
m > 0. Then, we get any solution of (11), and if y(0) ∈ Ω˜−{0} satisfies limt→∞ y(t) = y∗, so y = y∗ is globally
attractive in Ω˜− {0}. 
4. Numerical analysis
In this section, we present some numerical examples on the SIS epidemic model to complement our theo-
retical results and further explore the transmission dynamics.
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Figure 3: The time evolution of the total infected densities. All the infection rates are fixed at 0.15, and
R0 = 0.67 < 1.
4.1.One-way circular-coupled network
In order to study how the interactions between subnetworks influence on the epidemic spread of the network,
we present abundant numerical simulations on system (1). We set the joint degree distributions are independent,
so we consider two kinds of networks, scale-free network and random network [41]. The scale-free network is a
heterogeneous network, in which the degree is P (k) = k−γ/
∑
k k
−γ , the maximum degree n ≈ k0 γ−1
√
N , where
N is the number of total nodes, k0 is the minimum degree of the network. The random network is a homogeneous
network, whose degree distribution is Poisson P (k) = λke−λ/k!, where constant λ denotes the average degree.
In the simulations, A, B and C denotes the contact pattern in subnetwork A, B and C, respectively. And AB
represent the contact pattern in subnetwork A connecting B, similar to the meaning of BC and CA. Let
ρA(t) =
n11∑
i=0
n12∑
j=0
n13∑
k=0
PA(i, j, k)ρ
A
i,j,k(t), ρ
B(t) =
n21∑
i=0
n22∑
j=0
n23∑
k=0
PB(i, j, k)ρ
B
i,j,k(t), ρ
C(t) =
n31∑
i=0
n32∑
j=0
n33∑
k=0
PC(i, j, k)ρ
C
i,j,k(t)
as the corresponding total infected densities.
In the simulations, we set NA = NB = NC = 1000, k0 = 1, γ = 2.8, and µ1 = µ2 = µ3 = 1. First, we
testify the availability of the basic reproduction R0 obtained by matrix (5). In Fig. (3), all the infection rates
are fixed at 0.15, and R0 = 0.67 < 1, we can see the disease in all subnetworks disappear in the end. In Fig. (4),
all the infection rates are fixed at 0.25, and R0 = 1.12 > 1, the disease spreads and become endemic. In Fig. (3)
and (4), all the contact patterns are scale-free. One can see that the values of R0 are consistent with theoretical
result very well.
According to Fig. (5)-(8), we analysis the relationship between the basic reproduction number and the
network size for different network structures. Hence, all the infection rates are 0.1, the other parameters be
same as the above. All the contact patterns admit the same average degrees. Form the figures, we can observe
that a scale-free subnetwork can make R0 increase rapidly with the growth of network size, while a random
subnetwork almost do not effect on R0. Moreover, subnetworks A, B or C have almost the same impact on
R0. Especially, the different network structures of the cross contact AB, BC and CA patterns hardly have any
remarkable impact on R0.
Then, we continue to address how the infection rates affect R0 on different network structures. In Fig. (9)-
(12), we set NA = NB = NC = 10000, when one of the infection rates changes, the others are fixed at 0.1.
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Figure 4: The time evolution of the total infected densities. All the infection rates are fixed at 0.25, and
R0 = 1.12 > 1.
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Figure 5: The relationship between the basic reproduction number and the network size for different network
structures. The networks of AB, BC and CA are poisson.
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Figure 6: The relationship between the basic reproduction number and the network size for different network
structures. The networks of AB, BC and CA are scale-free.
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Figure 7: The relationship between the basic reproduction number and the network size for different network
structures. The networks of AB, BC are scale-free, and the network of CA is poisson.
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Figure 8: The relationship between the basic reproduction number and the network size for different network
structures. The network of AB is scale-free, and the networks of BC and CA are poisson.
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Figure 9: The relationship between the basic reproduction number and the infection rates for different network
structures. The networks of A, B, C, AB, BC and CA are poisson.
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Figure 10: The relationship between the basic reproduction number and the infection rates for different network
structures. The networks of A, B, C, AB, BC and CA are scale-free.
The other parameters be same as the above. The label on the x-axis in λ11, λ12, λ22, λ31 and λ33 with the
corresponding the red ▽, blue +, green ∗, black △ and cyan −, respectively. All the contact patterns admit the
same average degrees. One can see that under the same contact pattern, the internal infection rates λ11, λ22
and λ33 have the same influence on R0, as well as the cross-infection rates λ12, λ23 and λ31, and the internal
infection rates have greater influence on R0 than the cross-infection rates. Sothe internal infection can effect
the epidemic more than the cross-infection. If one of the inner contact patterns is scale-free, then R0 increases
quickly with the growth of inner infection rate.
Finally, we also set NA = NB = NC = 1000, k0 = 1, γ = 2.8, and µ1 = µ2 = µ3 = 1 in Fig. (13)-(16),
when one of the infection rates changes, the others are fixed at 0.1. One can observe that the scale-free contact
pattern can make the bigger average infected densities and the smaller epidemic thresholds for the infected rates
than the random contact pattern. With the inner infection rate λ11 increase, the average infected density of
subnetwork A increases rapidly, followed by the infected density of subnetwork B, but almost no reaction with
subnetwork C. It is similar to the increase of the infected rates λ22 and λ33.
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Figure 11: The relationship between the basic reproduction number and the infection rates for different network
structures. The networks of B, AB, BC and CA are poisson, the networks of A and C are scale-free.
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Figure 12: The relationship between the basic reproduction number and the infection rates for different network
structures. The networks of A, C, AB, BC and CA are scale-free, the network of B is poisson.
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Figure 13: The average infected densities depend on the infection rates and the contact patterns. When one of
the infection rates changes, the others are fixed at 0.1.
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Figure 14: The average infected densities depend on the infection rates and the contact patterns. When one of
the infection rates changes, the others are fixed at 0.1.
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Figure 15: The average infected densities depend on the infection rates and the contact patterns. When one of
the infection rates changes, the others are fixed at 0.1.
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Figure 16: The average infected densities depend on the infection rates and the contact patterns. When one of
the infection rates changes, the others are fixed at 0.1.
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Figure 17: The influence of various infection rates on the basic reproduction number R0. When one of the
infection rates changes, the others are fixed to be 0.1.
4.2.One-way circular-coupled network with infective media
From the system (6), we know that the infection rates and the network structures have a impact on the
dynamical behavior of the infectious disease. As we all know, contact pattern of human network is heterogeneous,
while animal’s contact pattern is homogeneous. We suppose there are two human subnetworks and an animal
subnetwork in the network. So, we set a BA scale-free and ER random network as the topological structure of
the human network and the animal network, respectively. Let subnetworks A, B and C have the same nodes
1000, the subnetworks A and B are BA scale-free networks and the subnetwork C is ER random network, all
the same average degrees 〈k〉 = 〈l〉 = 〈m〉 = 4.
From Fig. (17), one can see that the influence of various infection rates on the basic reproduction number
R0. The line +, △, ∇, −, ∗ and × denote the change of λ1, r32, λ2, r11, λ3 and r12. It is found that λ2
contributes most to the basic reproduction number, λ1 counts second, λ3 counts third, and r11, r12 and r32
have hardly impact on it. The disease prevails in a heterogeneous network has a greater impact on R0 than the
disease from a homogeneous network.
Next, Fig. (18)-(19) give the influence of infection rates on the stable infected density. We set r11 = r12 =
r21 = r22 = r31 = r32 = 0.1. The inner infection rates λ2 = λ3 = 0.2 in Fig. (18) and λ1 = λ3 = 0.2 in Fig. (19),
respectively. From Fig. (18), it is observed that the threshold admits the same value for these populations, with
the infection rate λ1 increase, the infected density ρ of subnetwork A increases rapidly, more slowly in infected
density η and ϑ1, but almost no reaction in ξ, ϑ2 and ϑ3. Since the direction of infectious diseases transmission
between population networks and vectors is one-way, subnetwork A almost has no influence on subnetwork C,
vectors b and c. It is similar to Fig. (19), along with the growth of infection rate λ2, the infected density η of
subnetwork B increases rapidly, more slowly in infected density ξ and ϑ2, but almost no reaction in ρ, ϑ1 and
ϑ3.
The time behaviors of the infectious disease propagation are described in Fig. (20)-(24). In Fig. (20), we
set λ1 = λ2 = λ3 = 0.15, which imply all the populations are infective, after a process of slow propagation,
the infected density in subnetwork A grows rapidly, the infection scale in subnetwork B begins to drop, then
increase and reach the stable state, but the incidence in subnetwork C gradually becomes a weaker stable state,
which is attribute to inner infection of subnetwork A and B as the dominant role. Infected densities of all the
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Figure 18: The relationship between individuals infected density and the infection rate λ1, where λ2 = λ3 = 0.2.
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Figure 19: The relationship between individuals infected density and the infection rate λ2, where λ1 = λ3 = 0.2.
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Figure 20: The time behavior of the infected density, where r11 = r12 = r21 = r22 = r31 = r32 = 0.15 and
R0 = 1.5.
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Figure 21: The time behavior of the infected density, where r11 = r12 = r21 = r22 = r31 = r32 = 0.15 and
R0 = 0.15.
vectors reach the lower stable state. In Fig. (21), we consider the disease just spread by the vectors, so we
set λ1 = λ2 = λ3 = 0, then the basic reproduction number R0 < 1, which imply the disease would quickly
disappear. One can see the disease in subnetwork B and C are decrease rapidly, and even no incidence in
subnetwork A. We set λ1 = 0.2, λ2 = λ3 = 0 in Fig. (22), which means the inner infection only in subnetwork
A. The disease in A increase rapidly and become stable state, the incidences in B and C both reach a low stable
state, as λ1 increases, the disease gradually across the vector a and then infect the individuals in subnetwork
B. Hence, we set λ2 = 0.2, λ1 = λ3 = 0 in Fig. (23) and λ3 = 0.25, λ1 = λ2 = 0 in Fig. (24), the conclusion also
like above. In this case, the infections among the three subnetworks all play a important role in the propagation
process, due to the particularity of transmission, the disease in one subnetwork has the bigger impact on the
next vector, followed by the next subnetwork and almost no impact on another subnetwork.
Finally, Fig. (25)-(27) show the infected density in subnetwork A as a function of the transmission coeffi-
cients. It is found that if the inner infection rate λ1 (λ2) in subnetwork A (B) is weak, then the infection from
vector c almost no effect on subnetwork A. When the infection rate λ2 is fixed, the infected density ρ increases
with the growth of λ1. If the inner infection rate λ1 is small, the cross infection r32 has little effect on the
infected density. When the infection rates λ2 and λ3 are very strong, but the endemic stable density of network
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Figure 22: The time behavior of the infected density, where r11 = r12 = r21 = r22 = r31 = r32 = 0.2. When
λ1 = 0.2 and λ2 = λ3 = 0, then R0 = 2.
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Figure 23: The time behavior of the infected density, where r11 = r12 = r21 = r22 = r31 = r32 = 0.2. When
λ2 = 0.2 and λ1 = λ3 = 0, then R0 = 2.
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Figure 24: The time behavior of the infected density, where r11 = r12 = r21 = r22 = r31 = r32 = 0.2. When
λ3 = 0.25 and λ1 = λ2 = 0, then R0 = 1.25.
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Figure 25: The stable infected density of network versus the transmission coefficients. When the parameters
change, others are fixed on 0.05.
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Figure 26: The stable infected density of network versus the transmission coefficients. When the parameters
change, others are fixed on 0.05
A is very small. So, λ2 and λ3 generate less incidence on the disease transmission. The simulation results are
independent of the initial conditions, in accordance with the theoretical results.
5. Conclusions and discussions
In this paper, to study the epidemic spreading on three different populations with different contact pat-
terns and infection rates, and the zoonotic infections spread on interconnected networks, we established and
investigated two one-way three-layer circular interdependent networks. The first epidemic model contains three
different populations, the disease spread is one-way, then becomes a circular-coupled network. There are three
different infective medias are embedded in the second model. By the heterogeneous mean-field approach method,
we estimate the basic reproduction number R0 of these two models by Perron-Frobenius theorem, then give
the proof of the global stability of the disease-free equilibrium and endemic equilibrium of the first model. In
the second model, we proved that when R0 < 1, the disease-free equilibrium is globally asymptotically state, if
R0 > 1, the unique endemic equilibrium is globally attractive.
Through mathematical analysis and numerical simulations, we can obtain some significant results. In the
first model, all the inner and across interactions can contribute to the epidemic spreading, the inner contact
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Figure 27: The stable infected density of network versus the transmission coefficients. When the parameters
change, others are fixed on 0.05
patterns have a bigger impact on the basic reproduction number R0 than the cross contact patterns. Under the
same contact pattern, the internal infection rates have greater influence on R0 than the cross-infection rates.
Moreover, three subnetworks have almost the same impact on R0, and the different cross contact patterns
hardly have any remarkable impact on R0. As a general situation, we set two human subnetworks and an
animal subnetwork in the second model. The disease prevails in a heterogeneous network has a greater impact
on R0 than the disease from a homogeneous network. With the increase of the infection rate λ1, subnetwork
A has the bigger impact on vector a, the smaller effect on subnetwork B, almost no influence on network C,
vectors b and c. Other similar to this. Due to the particularity of transmission, from the simulation results
we obtain that the disease in one subnetwork has the bigger impact on the next vector, followed by the next
subnetwork and almost no impact on another subnetwork. One can see that if a disease has weak inner infection
in subnetwork, then the infection from vectors barely impact the subnetwork.
Hence, this work gives two special one-way circular-coupled epidemic models for better understanding and
some new viewpoints for the research of epidemic spread in real life. Our results will provide certain theoretical
support for real applications in human infectious disease control.
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