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Résuḿe - Cet article pŕesente les avancées ŕecentes dans le domaine de l’asservissement visuel
par imagerie ḿedicale, ŕealiśees notamment depuis les dernières JNRR’07. Le domaine applicatif
concerne la robotique ḿedicale òu la tâche est ŕealiśee selon un sch́ema de commande en« boucle
fermée» utilisant directement l’information visuelle fournie parune modalit́e d’imagerie ḿedicale telles
l’endoscopie, la fibroscopie, l’échographie, la tomodensitoḿetrie (scanner X), la ŕesonance magńetique
(IRM) ou autres.
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I. I NTRODUCTION
Apparue au milieu des années 1980, la robotique ḿedicale et chirurgicale n’a cessé depuis de progresser.
En effet, gr̂aceà l’introduction de nouvelles technologies de l’information et de la communication dans la
médecine, une nouvelle discipline est apparue, laquelle s’intéresse aux Gestes Médicaux et Chirurgicaux
Assist́es par Ordinateur (GMCAO). Ainsi, les techniques d’imageriem´ dicale informatiśee permettent
aujourd’hui d’assister le praticien de façon quantitative et fiable. L’utilisation de systèmes robotiques
permet d’augmenter la précision du geste et d’effectuer des opérations chirurgicales peu invasives pour le
patient voir m̂eme des interventions ne pouvant pasêtre ŕealiśees auparavant par une technique manuelle.
A leur début, ces systèmes ont principalementé é t́elé-oṕeŕes par le praticien. Depuis une dizaine d’années,
l’ émergence des techniques d’imagerie a permis d’envisager de nouvelles applications robotiques d’assis-
tance aux gestes ḿedicaux. Il est̀a pŕesent possible d’utiliser l’information provenant d’une ou de plusieurs
modalit́es d’imagerie telles l’endoscopie, l’échographie, l’imagerièa rayonnement X, ou l’imagerièa
résonance magnétique IRM pour guider des robots médicaux. Actuellement, une grande majorité des
interventions ŕealiśees sous imagerie ḿedicaleà l’aide de robots est basée sur des techniques de recalage
utilisant ǵeńeralement des systèmes externes de mesure optique ou magnétique pour localiser la position
courante d’un instrument dans le r´ férentiel de l’imageur òu est planifíee la position de la ciblèa atteindre
à partir d’une image pré-oṕeratoire du patient. La précision de la localisation et du positionnement de
l’instrument est dans ce cas directement fonction de la précision fournie par le système de localisation
externe utiliśe. L’erreur de positionnement estégalement plus grande lorsque la cible ré lleà atteindre est
mobile, ce qui est ǵeńeralement le cas dû aux perturbations induites par les mouvements physiologiques
du patient. Dans ce contexte, l’asservissement visuel est une approche alternative que plusieurséquipes
de recherche ont proposé dans des applications médicales, afin de commander directementà partir
d’informations visuelles extraites de l’image médicale, et en boucle ferḿee, soit le d́eplacement de
l’imageur ou celui d’un instrument. Ces techniques ont un avantage majeur. Elles permettent d’obtenir des
précisions de positionnement de l’ordre du pixel tout en essayant de compenser au mieux les perturbations
introduites par les mouvements physiologiques du patient au moyen de la boucle de retour visuel.
Dans cette article, nous reportons les avancées ŕecentes de l’asservissement visuel dans le contexte
de la robotique ḿedicale. Nous nous intéresserons et détaillerons dans la mesure du possible plus par-
ticulièrement les travaux réaliśes lors des 2 ou 3 dernières anńees dans la communauté française et
citerons quelques travaux précurseurs ou novateurs réaliśes à l’étranger. Nous proposons ici de classer
ces travaux en fonction du dispositif d’imagerie médicale utiliśe dans l’application ciblée. La section III
porte sur les travaux utilisant une ou plusieurs caméras avec ou sans optique particulière. Les travaux sur
l’asservissement visuelà partir d’imageśechographiques sont décrits dans la section IV. Et pour finir, la
section V pŕesente les travaux où les imageurs̀a rayonnement X oùa ŕesonance magnétique nucĺeaire
sont consid́eŕes. Mais tout d’abord un petit rappel sur les notions de base de l’asservissement visuel est
donńe dans la section qui suit.
II. A SSERVISSEMENT VISUEL
Dans cette section, nous présentons brièvement les bases utilesà la compŕehension de ce qu’est un
asservissement visuel. Afin d’obtenir une explication plusapprofondie, nous invitons le lecteurà se reporter
aux articles tutoriels [1] et [2]. La commande par vision ou asservissement visuel consisteà contr̂oler
les mouvements d’un système dynamique en intégrant les informations fournies par un capteur de vision
dans un système de commande en boucle ferm´ e. Initialement, les techniques d’asservissement visuel
ont ét́e d́evelopṕees pour contr̂oler, à partir de l’image fournie par une caméra monoculaire, des robots
de type manipulateurs. Une classificationà pŕesent bien connue permet de qualifier les différents types
d’asservissement visuel selon 3 critè es qui sont : la configuration du capteur visuel dans le système
robotique, le type d’architecture de commande utilisé et le type de grandeurà asservir. Ces critères sont
brièvement pŕesent́es ci-dessous.
A. Le positionnement du capteur visuel
– La configuration du capteur embarqué : Comme l’expression l’indique, le capteur visuel est monté
sur l’organe terminal du robot. Cette configuration est dénomḿee “eye in hand” dans la littérature
anglo-saxonne. L’objectif de l’asservissement est géńeralement de d́eplacer le capteur visuel pour
atteindre ou suivre par exemple un objet en mouvement.
– La configuration du capteur déporté : Pour cette configuration “eye to hand”, le capteur visuel n’est
pas solidaire du robot asservi. L’objectif est de faireévoluer le robot par rapportà son environnement
de travail, en percevant géńeralement̀a l’aide du capteur visuel l’image du robot et des objets avec
lesquels il interagit.
B. Les grandeurs asservies
– Asservissement visuel 3D :
Dans un asservissement visuel 3D, l’objectif est de contrôler le d́eplacement du robot dans l’espace
cart́esien. La grandeur̀a asservir correspond directementà l’attitude d’un rep̀ere líe rigidementà
l’effecteur du robot par rapportà un rep̀ere attach́e à l’objet d’intér̂et. L’inconv́enient majeur de ce type
d’asservissement est la nécessit́e d’uneétape de reconstruction 3D permettant de fournir une mesure
d’attitude. Cette dernière peut par exemplêtre obtenue par triangulation en utilisant un système de
vision st́eŕeoscopique calibré, ou par des techniques de reconstruction de pose dans le casd’un capteur
monoculaire. Les techniques de reconstruction de pose utilisent des primitives extraites de l’image et
sont ǵeńeralement baśees sur la connaissance d’un modèle de la sc̀ene observ́ee. Malheureusement
quelle que soit la ḿethode de reconstruction de pose utilisée, l’estimation de l’attitude est très sensible
aux bruits de mesure et aux erreurs de calibrage du capteur visuel. Il en ŕesulte, apr̀es convergence de
l’asservissement lorsque le r´ gime permanent est atteint, un biais entre la position du robot et l’objet
d’intér̂et à atteindre. Cet inconvénient constitue le problème majeur de l’asservissement visuel 3D.
– Asservissement visuel 2D :Dans un asservissement visuel 2D, la grandeurà asservir est expriḿee
sous la forme de primitives visuelles dans l’image. Pour ce typ d’asservissement, on parleégalement
“d’asservissement référenće image”. Contrairement̀a un asservissement visuel 3D, le contrˆ le du
robot n’est pas effectúe dans l’espace cartésien, mais directement dans l’image. Les primitives
extraites de l’image sont géńeralement des formes géoḿetriquesélémentaires qui proviennent de
l’objet d’intér̂et. Différents types de primitives peuventêtre utiliśes. Des coordonnées de points dans
l’image sont les plus couramment utilisées. Ces primitives peuventégalement̂etre des droites, des
ellipses, des cylindres, des invariants projectifs, etc... Pour des sc̀enes complexes qui ne contiennent
aucune primitive ǵeoḿetrique simple, l’information du mouvement dans l’image oudirectement
l’information photoḿetrique d’une ŕegion d’int́er̂et de l’image peuvent̂etre utiliśees comme primitives
visuelles.
C. L’architecture de commande du robot
– Commande śequentielle : Cette approche est recommandée lorsque le dispositif d’imagerie ne peut
pas fournir des images̀a une cadence d’acquisition supérieure au Hertz. L’asservissement fonctionne
selon un mode śequentielégalement appel´ “look then move” dans la littérature anglo-saxonne. La
séquence consistèa acqúerir une ou un ensemble d’images puis traiter et analyser cesimages pour
géńerer une trajectoire en position de l’organe terminal du robot qui est envoýee au contr̂oleur bas-
niveau du robot fourni par le constructeur. Ce dernier effectu ensuite l’asservissement en position
des coordonńees articulaires. Cette séquence peut̂etre ŕeṕet́ee éventuellement jusqu’à atteindre un
critère d’arr̂et impośe. L’avantage de cette architecture réside dans sa simplicité, sa portabilit́e et sa
robustesse, car le robot peutêtre consid́eŕe comme un système de positionnement autonome où les
singularit́es et les śecurit́es sont ǵeŕees par le contrôleur de bas niveau du robot. L’inconvénient est
l’impossibilité de ŕealiser des asservissements visuels pour lesquels le but recherch́e est la rapidit́e.
– Commande cińematique : La commande cińematique est un asservissement en boucle fermé qui
consisteà envoyer ṕeriodiquement des consignes de vitesses articulaires au contrôleur bas niveau du
robot. La cadence du rafraı̂chissement des consignes est imposée par la fŕequence d’acquisition des
images et la duŕee des traitements nécessaires̀a l’extraction de l’information visuelle et du calcul de
la loi de commande. Ce type de commande est g´ ńeralement utiliśe pour des fŕequences d’acquisition
des images allant de 1̀a 50 Hz. La fonction de transfert du robot est considéŕee comméetant un
intégrateur pur car les effets dynamiques ne sont pas modélisés. Cette commande a l’avantage d’ˆ tre
facilement mise en œuvre si le contrôleur bas niveau du robot permet de g´ ńerer et d’appliquer une
trajectoire de positions articulaires̀a partir de consignes de vitesses articulaires. Néanmoins, elle
n’est pas ad́equate pour des applications nécessitant une réactivit́e élev́ee du robot du fait de la non
mod́elisation des effets dynamiques.
– Commande dynamique :La commande dynamique tient compte d’une modélisation plus ŕealiste
du comportement du robot. Une identification des paramètres dynamiques (masses, inerties, frotte-
ments,...) du robot est nécessaire afin de mettre en œuvre une commande en vitesse ou enc ple
qui linéarise le comportement du système. Dans ce cas, le système de vision commande directement
les variateurs des actionneurs du robot en se substituant aucontr̂oleur bas niveau du robot. Cette
architecture permet de tirer pleinement partie des possibilit és dynamiques offertes par le robot pour
réaliser des asservissements visuels rapides. Elle néc ssite cependant une cadenceélev́ee du syst̀eme
de vision (plus de 50 images/s), afin de garantir la stabilité et la convergence de la commande.
III. C AM ÉRAS AVEC OU SANS OPTIQUE PARTICULÌERE
Historiquement, les premiers travaux d’asservissement visuel en robotique ḿedicale ont́et́e ŕealiśes dans
le contexte de la chirurgie laparoscopique où le dispositif d’imagerie utiliśe est un endoscope constitué
d’une caḿera coupĺeeà une optique particulière de forme cylindre. Cette optique de longueur importante
est introduite dans l’abdomen du patient par l’interm´ diaire d’un trocart pŕealablement positionné au
travers d’un point d’incision. Un réseau de fibres optiques placé en ṕeriph́erie de l’optique permet de
transporter̀a l’intérieur de l’abdomen du patient l’éclairage d’une source de lumière froide qui est sitúee
à l’extérieur. Ce type d’imageur ḿedicale a l’avantage de béńeficier des bonnes propriét́es des caḿeras
classiques, qui sont entre autres une cadence´ lev́ e de l’acquisition d’images (25 images/s ou plus) et la
présence d’un faible temps de retard d’acquisition (de l’ordre e 20 ms). Il est donc approprié pourêtre
intégŕe dans des applications robotiques avec asservissement visuel utilisant une architecture de commande
cinématique ou dynamique.
Les premiers travaux [3], [4], [5] ont porté sur le positionnement automatique d’un robot porteur
d’endoscope (configuration “eye in hand”) afin de suivre et maintenir dans le champs visuel de la caméra
un ou plusieurs instruments de chirurgie laparoscopique lors d’une intervention chirurgicale et́evitant
ainsi la pŕesence d’un chirurgien pour manipuler l’endoscope.
Par la suite, des travaux ont porté sur le positionnement automatique d’un instrument de chirurgie
laparoscopique actionné par un robot ḿedical command́e par asservissement visuel (configuration “eye to
hand”). Les applications mises en œuvre ontét́e : la ŕecuṕeration automatique par asservissement visuel
2D d’un instrument dans le champs visuel de la caméra [6], une t̂ache de suture automatique [7] effectuée
par asservissement visuel 3D après indication dans l’image du point d’entrée et de sortie d’une aiguille
circulaire et la compensation des mouvements physiologiques du patient au moyen d’une commande
dynamique utilisant un correcteur prédictif baśe sur un mod̀ele du mouvement de l’organe [8].
L’utilisation de la vision pour le guidage de robotà l’intérieur du corps humain est limitée par les
difficultésémanant de l’interprétation des images. Pour cette raison, les travaux mentionnés pŕećedemment
ont pour la plupart consid́eŕe des informations visuelles fournies par des marqueurs artificiels ajout́es dans
la sc̀ene. Ces marqueurs ontét́e fixés sur l’extŕemit́e des instruments [3], [4], [5], [7] et/oúegalement sur
la surface de l’organe d’intér̂et par projection de spot laser [6] ou fixation de marqueurs lumineux [8].
Une ḿethode alternativèa l’utilisation de marqueur áet́e propośee dans [9] dans le but de détecter des
instruments de chirurgie laparoscopique. Cette méthode est basée sur l’hypoth̀ese que chaque instrument
est introduit dans l’abdomen par un point “fixe”. Elle n´ cessite une phase d’initialisation au début de
l’intervention qui consistèa visualiser par la caḿera endoscopique les points de l’abdomen où sont
inséŕes les diff́erents instruments afin de calculer leurs coordonnées 3D dans un rep` re líe au robot selon
le principe de st́eŕeovision. Ces coordonnées 3D constituent des contraintes sur les positions attendues es
outils dans les images permettant ainsià un algorithme de segmentation basé sur la ḿethode de Hough
[10] d’extraire efficacement les contours latéraux des instruments. La détection de l’extŕemit́e de l’outil
est baśee sur une ḿethode d’Otsu [11] qui consistèa ŕealiser un seuillage sur l’histogramme des niveaux
de gris des pixels appartenantà l’axe de syḿetrie de l’instrument. Cette ḿethode de d́etection áet́e valid́ee
sur cadavre lors d’une cholécystectomie (ablation de la vésicule biliaire) et un asservissement visuel 2D
“eye in hand” aét́e mis en œuvre pour contrôler 2 degŕes de libert́e d’un robot porte-endoscope afin de
suivre et maintenir un instrument au centre de l’image (Figure 1).
En vue de ŕealiser le positionnement relatif des instruments par rapport aux surfaces des organes,
déformables et en mouvement, une approche différente consistèa effectuer une mesure 3D immédiate
de la surface des organes. Celle-ci aét́e abord́ee dans [12] par la mise en œuvre d’un dispositif de
lumière structuŕee qui projette un motif sur les organes, indépendamment de l’information renfermée dans
la texture. Cettéetude concerne plus particulièrement la conception automatique de motifs de grandes
dimensions, codant spécifiquement la lumìere et òu la distance de Hamming permet de quantifier la
robustesse vis-à vis des occultations et des discontinuités de courbures de la surface observé . Des
dispositifs de projection miniaturisé ont ét́e d́evelopṕes en partenariat avec un industriel. Grâce aux
choix des indices visuels représentant leśeléments du motif et̀a un sch́ema de d́ecodage proposé, la
Fig. 1. Quelques exemples de d´ tection des instruments chirurgicaux avec la méthode du “point fixe” et le robot porte-endoscope LER
command́e par asservissement visuel 2D pour centrer l’instrument dans l’image
rapidit́e d’ex́ecution obtenue permet une reconstruction 3D (Figure 2) en temps ŕeel (50 ms) pour des
applications de ŕealit́e augment́ee et de commande de robot [13].
Fig. 2. Projection d’un motif monochrome sur les organes de l’abdomend’un porc - D́ecodage : les indices visuels détect́es et d́ecod́es
(mis en correspondance avec le modèle) sont coloríes en rouge - Reconstruction 3D
Récemment une nouvelle technique de chirurgie mini-invasive a ét́e mise en place par les médecins.
Cette technique consistèa introduire des instruments chirurgicaux dans la cavité abdominale par voie
transluminale, c’est̀a dire par des orifices naturels tels que la bouche, l’anus, levagin ou l’ur̀etre. Cette
nouvelle technique présente de nombreux avantages par rapport aux techniques traditionnelles telles que la
chirurgie ouverte (laparotomie) ou chirurgie laparoscopique. Le plus significatif est l’absence d’incisions
dans la paroi abdominale et de cicatrices visibles après l’intervention. Dans ce contexte, des travaux
de recherche [14], [15] ont́et́e meńes afin de contr̂oler automatiquement l’orientation de la tête d’un
endoscope flexible robotisé. Deux degŕes de libert́e en orientation sont commandés par un asservissement
visuel baśe image, de sorte que la caméra endoscopique maintienne une cible anatomique fixe dans l’image
(voir Figure 3). Afin de rejeter efficacement les perturbations liées au mouvement respiratoire, l’asser-
vissement visuel est couplé à un ḿecanisme de commande r´ ṕetitive [16]. Cette commande, récemment
utilisée dans le domaine ḿedical, a une limitation importante : elle ne permet pas de rejeter efficacement
des perturbations non périodiques. Cette limitation est particulièrement ĝenante en endoscopie flexible
où la caḿera est embarquée sur le système portant les instruments. Ainsi, dans le système consid́eŕe,
l’enfoncement de l’endoscope est contrôlé manuellement et ces mouvements manuels agissent comme
des perturbations inconnues sur l’asservissement visuel.La solution propośee par les auteurs consisteà
décomposer ces perturbations selon 2 axes : les changements de profondeur selon l’axe de la caméra et les
perturbations perpendiculairesà cet axe. Un algorithme de commande permettant de gér r au mieux ces 2
types de perturbations est proposé. Les variations de profondeur sont estiméesà partir des modifications de
la cible anatomique dans l’image en utilisant un modèle de transformation homographique. Ces variations
de profondeur sont utiliśees pour mettrèa jour le tampon des commandes passées intervenant dans
l’algorithme de commande réṕetitive, de sorte que les actions appliquées correspondent̀a la nouvelle
profondeur de la cible [14]. La commande r´ ṕetitive classique ne permet pas de rejeter l’autre partie
des perturbations ou produit des réṕetitions inappropríees. Pour ŕesoudre ce problème, un algorithme de
commandèa commutation est proposé òu un observateur permet de d´ tecter l’arriv́ee d’une perturbation
non pŕevue. La commande réṕetitive est alors d́erout́ee pour une ṕeriode, ce quiévite de ŕeṕeter les
actions de commandes de rejet de cette perturbation [15]. Cesalgorithmes de commande onté é test́es
avec succ̀es lors de plusieurs opérationsin vivo meńees sur mod̀ele porcin. Les aḿeliorations dans le
rejet des perturbations dues au mouvement manuel de l’endoscope sont importantes et n’affectent pas le
rejet des perturbations prédites. Ceci permet d’envisager un mode de commande coopératif chirurgien /
asservissement visuel pour les endoscopes flexibles pour des applications intraluminales (gastroscopie) ou
transluminales.
Fig. 3. Gastroscope robotisé - Image observ́ee durant l’asservissement visuel par l’endoscope flexible (gastroscope). L’orientation de la
tête est automatique afin de suivre un point de brûlure du foie (t̂ache blanche) alors que l’enfoncement du gastroscope et des instrumen s
est manuel - Vue du gastroscope et de son instrument par un laparoscope conventionnel
Depuis quelques années, des recherches sont mené s en vue de permettre la réalisation d’interventions
chirurgicales tel que le pontage de l’artère coronaire sur cœur battantà l’aide d’un syst̀eme robotique
téléoṕeŕe par le chirurgien. Une première approche est de synchroniser les d´ placements de la caméra
endoscopique et des instruments laparoscopiques avec les mouve ents du cœur, de sorte que le chirurgien
puisse oṕerer sur un cœur virtuellement stabilisé. Dans cette optique, des asservissements visuels rapides
[8], [16] ont ét́e d́evelopṕes et test́es sur animaux pour synchroniser les déplacements des instruments
chirurgicaux au moyen de commandes dynamiques. Les premiers travaux ont port́e plus particulìerement
sur la synth̀ese de commandes prédictives et ŕeṕetitives òu le mouvement du cœur battant est considéŕe
comme une perturbation cyclique pour l’asservissement visuel qui a pour objectif de la compenser. Ces
commandes sont basées sur un mod̀ele du mouvement du cœur permettant de fournir une prédiction de
l’ évolution de la perturbation. Dans [17], le modèle de la perturbation áegalement́et́e corŕelé à des signaux
externes tels que le débit respiratoire et l’ECG. Ces travaux ont considéŕe des informations visuelles de
type point correspondantà la projection de marqueurs lumineux fixés sur la surface du cœur.
Des solutions ont par la suitéet́e propośees pour estimer le mouvement du cœur sans l’utilisation de
marqueurs artificiels. Une approche basée sur une analyse de texture est présent́ee dans [18] pour d́etecter
des marqueurs naturels de la surface du cœur et fournir une estimation du mouvement 3D̀a partir de
l’image fournie par une caḿera endoscopique monoculaire. Une m´ thode utilisant un système de vision
st́eŕeoscopique áegalement́et́e propośee [19] . Dans [20], le suivi du mouvement d’un cœur battant est
réaliśe dans une śequence d’images par une méthode de suivi diff́erentiel. Dans ce travail, la déformation
de la surface du cœur est approchée par un mod̀ele baśe sur des fonctions radiales de base (Radial
basis function) de type splines de plaques minces (thin plate spline). Les param̀etres de d́eformations du
mod̀ele incluent des param̀etres de d́eformation affine et des points de contrôle 2D des splines traduisant
les d́eformations non lińeaires dans le plan image. L’algorithme de suivi consisteà estimer les param̀etres
du mod̀ele de d́eformation qui minimisent l’erreur d’alignement entre uneimage de ŕeférence, acquise
à l’initialisation du suivi, et l’image courante après application de la transformation estimée. L’erreur
d’alignement est mesurée directement̀a partir de la diff́erence de l’intensité (en niveaux de gris) des
pixels appartenant̀a l’image de ŕeférence et ceux de l’image courante modifiée par la transformation
inverse estiḿee. Afin de tenir compte des déformations projectives et de permettre le suivi 3D complet
de la surface, le modèle de d́eformation a par la suitét́e étendu et paraḿetŕe par des points de contrôle
3D qui correspondent̀a des points de la surface observ´ e. Les coordonńees 3D de ces nouveaux points
de contr̂ole sont estiḿees en minimisant l’erreur d’alignement entre l’image de réf´ rence et deux images
observ́ees par un système st́eŕeoscopique calibré (Figure 4). Cette ḿethode a l’avantage de s’affranchir
d’une mise en correspondance explicite des images stéŕeoscopiques. Afin d’être robuste au changement
d’illumination, la ḿethode de compensation proposée dans [21] áet́e mise en œuvre. Cette dernière repose
sur une estimation d’une surface modélisant la variation d’́eclairage par des fonctions radiales (splines de
plaques minces).
Fig. 4. La ŕegion suivie de la surface du cœur visualisée dans les 2 images lors d’un battement simulé par un robot manipulateur portant
un cœur - La reconstruction 3D de la surfaceà un instant donńe.
Toujours dans le contexte de la chirurgie sur cœur battant, un syst̀eme robotique [22] áet́e d́evelopṕe
pour stabiliser de manière active une surface locale du cœur. Le principe consisteà d́eplacer automatique-
ment 2 doigts ḿecaniques en contact du cœur de sorteà compenser son mouvement. Le travail a porté sur
la conception d’un robot miniature rapide basé sur une structurèa mécanisme compliant actionné par un
actionneur píezóelectrique ainsi que sur une commande par asservissement visuel dynamique permettant de
stabiliser le mouvement du cœur dans sa direction principale (1 DDL). Une caḿera rapide en configuration
“eye to hand” et fournissant 333 images/seconde mesure la vari tion de position de l’organe terminal du
robot par suivi d’un marqueur visuel de type point qui est attach́e à l’extrémit́e du dispositif. Aucune
reconstruction 3D n’est ńecessaire car la caméra est positionńee de sorte que le plan image soit parallèle
au plan du marqueur visuel. Plusieurs lois de commande ontét́e synth́etiśees par une approcheH∞ sans
ou avec connaissancea priori de la fŕequence cardiaque ou d’un modèle du mouvement. Une nouvelle
version du syst̀eme robotique [23] áet́e par la suite d́evelopṕee pour compenser le mouvement du cœur
selon 2 directions principales.
Dans [24], un asservissement visuel r´ férenće image est mis en œuvre pour effectuer automatiquement
l’insertion d’une aiguille dans le petit animal (souris) afin de ŕealiser une biopsie ou injecter une substance
médicamenteuse dans le cadre d’essais thérapeutiques. Le dispositif est constitué d’un manipulateur
robotique porteur d’aiguille et d’un dispositif de vision stéŕeoscopique en configuration “eye to hand”. La
proćedure consiste tout d’abord̀a ŕealiser une imagerie 3D de l’animal fixé sur un lit pŕevu sṕecialement
à sa taille au moyen d’un micro-scannerà ayon X. Le ḿedecin indique ensuite dans le volume obtenu la
cible à atteindre et le point d’entrée de l’aiguille. L’ensemble animal et lit est par la suite positi nńe devant
le robot et le syst̀eme de vision stéŕeoscopique. Une reconstruction 3D du lit exprimée dans le ŕeférentiel
du syst̀eme de vision est ensuite r´ aliśee par une technique de projection de lumière structuŕee, puis
recaĺee au volume pré-oṕeratoire obtenu par le scanner. Ce recalage permet alors d’exprimer en pixel les
consignes des informations visuelles 2Dà atteindre dans les images stéŕeoscopiques qui sont : la position
de la cible et les droites correspondant` la projection de l’axe de l’aiguille dans les 2 plans images. Les
droites d́ecrivant la position et l’orientation courante de l’aiguille sont extraites par une technique basée
sur la ḿethode de Hough [10].
IV. ECHOGRAPHES
L’imagerie ultrasonore possède trois principaux atouts. Elle permet une imagerie anatomique en temps
réel, non-invasive et̀a faible côut. La plupart des dispositifs d’imagerieéchographique 2D ont l’avantage
de fournir des images̀a la cadence vid́eo (25 images/seconde), ce qui rend possible leur utilisation
pour des applications robotiques où la commande est basée sur un asservissement visuel. Néanmoins, le
rapport signal/bruit des images´ chographiques est faible et rend difficile leur interpr´ tation et traitement.
L’utilisation de cette modalit́e en asservissement visuel a démarŕe aux alentours de l’an 2000. Cependant,
le nombre de travaux existant n’est pasélev́e et nous sommes donc en mesure de faire ici unétat de l’art
international quasiment complet. Les applications concernent soit le guidage de la sondeéchographique
(configuration “eye in hand”), soit le guidage d’un instrument ou d’une aiguille observ́ee par la sonde
(configuration “eye to hand”). Nous pouvons distinguer deuxcat́egories de travaux : ceux qui se sont
limit ésà commander, par asservissement visuel, les mouvements de la sonde ou de l’instrument uniquement
dans le plan de coupe du capteur et ceux qui ont fourni des solutions pour commandeŕegalement les
déplacements en-dehors du plan de coupe par asservissement visuel. En effet, il est important de noter
qu’une sondéechographique 2D standard a la particularité de fournir une information complète dans le
plan d’observation du capteur mais de ne fournir aucune information en dehors de ce plan. Les capteurs
de vision usuels (caḿeras) agissent d’une manière totalement diff́erente car il fournissent une projection
de l’environnement perçu vers une image 2D. Par conséquent, les ḿethodes classiques d’asservissement
visuel ne peuvent paŝetre directement appliquées pour un capteur fournissant une coupe. Il fautégalement
noter qu’une probĺematique importante concerne l’extraction en temps réel des informations visuelles,
nécessaires̀a la commande du système car comme nous l’avons déjà mentionńe, les imageśechographiques
sont par nature très fortement bruit́ees.
A. Asservissements visuels limités au contr̂ole des d́eplacements dans le plan de coupe
Les auteurs de [25] ont́et́e les premiers̀a mettre en œuvre un asservissement visuel utilisant l’image
échographique. Un robot porteur de sondeéchographique 2D est utilisé pour ŕealiser l’imagerie ultrasonore
3D d’une art̀ere. La commande visuelle mise en œuvre permet de centrer autom tiquement la section de
l’artère dans l’imagé chographique 2D afin de maintenir l’artère visible dans l’image lors du déplacement
de la sonde. Parmi les six degr´ s de libert́e du robot manipulant la sonde, seuls les trois degrés de libert́e
géńerant un mouvement dans le plan du capteur (deux translations et une rotation) sont commandés
par vision échographique, les 3 autres sont télé-oṕeŕes par l’utilisateur. Dans [26], un robot médical
est command́e par asservissement visueléchographique afin d’insérer automatiquement une aiguille lors
d’une choĺecystostomie percutanée. Cependant, uniquement 2 degrés de libert́e de l’aiguille (une rotation
et une translation) sont commandés directement par l’imagéechographique et l’aiguille est ḿecaniquement
contrainte de rester dans le plan d’observation de la sonde 2D. Un travail plus ŕecent [27] a port́e sur
la conception d’un dispositif robotique ainsi que sur sa commande par asservissement visuel en vue de
dissoudre un calcul rénal en mouvement parémission d’un faisceau ultrasonore focalisé à forte énergie
(lithotripsie). Ce dispositif est constitué d’un robot cart́esien XYZ dont l’organe terminal porte unémetteur
d’onde ultrasonore de puissance rigidement lié à une sondéechographique 3D. La sondeéchographique
3D est configuŕee dans un mode bi-plan fournissant 2 coupes orthogonales. L’expérimentation mise en
œuvre consistèa d́eplacer automatiquement l’ensembleémetteur et sondéchographique afin de suivre
les d́eplacements d’une bille plongée dans une bassine d’eau qui est actionnée par un piston simulant
ainsi un calcul ŕenal en mouvement. Dans cetteétude, une commande rapide du robot est r´ aliśee par
un asservissement visuel référenće image utilisant comme informations visuelles les coordonnées du
barycentre de la bille extraites dans les 2 imageséchographiques. Cet asservissement visuel peutêtre
consid́eŕe commeétant limit́e au contr̂ole des d́eplacements dans le plan de coupe (dans chaque plan) car
il n’y a pas de couplage des informations visuelles entre les2 images du fait que les axes des images
sont aligńes avec les axes du robot et que les mouvements de rotation de la sonde ne sont pas considéŕes.
B. Asservissements visuels pour contrˆ le les d́eplacements dans et en-dehors du plan de coupe
L’utilisation d’un capteuréchographique 3D áet́e propośee dans [28] pour contrôler les 4 degŕes de
liberté d’un instrument robotiśe de chirurgie laparoscopique. Dans cette´ tude, une reconstruction complète
du volume observ́e par le capteur permet d’estimer la position de l’instrument dans un rep̀ere cart́esien
assocíe à la sonde. Cette localisation 3D de l’instrument est ensuiteut lisée pour guider automatiquement
ce dernier vers une cible préalablement indiqúee par l’utilisateur dans le volume 3D. Néanmoins, les
sondes 3D sont pour l’instant limitéesà l’acquisition de volumes de petites tailles et de faible résolution
spatiale, ce qui limite l’amplitude des mouvements possible de l’instrument.
Une autre approche permettant d’utiliser une sonde 2D consiste à mod́eliser l’interaction compl̀ete
entre l’objet observ́e et le plan de coupe de la sonde. Les premiers objets considéŕe ontét́e constitúes
par de simples droites 3D produisant des points d’intersection avec le plan de coupe. Dans [29] deux
points visuels, correspondant dans l’imageéchographiquèa la section d’une pince ouverte de chirurgie
laparoscopique (modélisée par deux droites), sont utilisé comme informations visuelles afin de contrˆ le
les 4 degŕes de libert́e de l’instrument en vue d’assister le geste du chirurgien lors d’une intervention
de ŕeparation de la valve mitrale du cœur. En lien avec ce travail, les auteurs de [30] ont proposé une
commande pŕedictive qui tient compte des contraintes de visibilité de l’instrument dans l’image. Les
auteurs de [31] ont́egalement proposé une ḿethode permettant de recaler le robot porteur d’instrument
par rapportà la sondéechographique au moyen d’un algorithme utilisant uniquement l’observation des
points ŕesultant de l’intersection de l’outil avec le plan de coupe.Il faut noter que ce recalage est nécessaire
pour ŕealiser la commande d’un instrument avec une sonde déport́ee (“eye to hand”), ce qui n’est pas
utile à la commande d’une sonde embarquée (“eye in hand”).
L’utilisation d’informations visuelles de type point áegalement́et́e consid́eŕee dans [32] òu une com-
mande ŕeférenćee imageéchographique permet de r´ aliser automatiquement la procédure de calibrage
d’une sondéechographique 2D. La procédure consistèa positionner selon différentes configurations le
plan échographique sur un point 3D fixe qui est matérialiśe par l’intersection de deux fils de nylon tendus
et immerǵes dans une bassine d’eau. Elle est réaliśee par une t̂ache visuelle qui consistèa centrer les
sections des deux fils sur une cible d´ finie dans l’image pour différentes orientations de la sonde.
Dans [33] une premièreétude a pŕesent́e une ḿethode d’asservissement visuel basée ur une formulation
implicite du contour 2D d’uńelément anatomique observ´ dans la coupe, dont la géoḿetrie 3D esta priori
connue au moyen d’une imagerie pré-oṕeratoire, dans le but de positionner et maintenir par asserviss ment
visuel une sondéchographique sur une section désiŕee de l’́elément anatomique d’intér̂et. Une ḿethode
[34] utilisant les moments extraits de la section d’un organe d’intér̂et a par la suitéet́e propośee pour
augmenter la robustesse de la commande aux erreurs de mesuredans l’image. Ŕecemment, cette ḿethode
baśee sur les moments de la section observé aét́e étendue dans [35] pour s’affranchir de la connaissance
d’un mod̀ele de l’organe consid́eŕe. Son principe repose sur une estimation du vecteur normalà la surface
de l’organe pour chaque point du contour de la section observée. Cette estimation qui est réaliśee en ligne
à partir de l’information fournie par l’image et de l’odométrie du robot permet alors de déterminer la
matrice d’interaction, ńecessairèa la commande par asservissement visuel, qui modélise la variation des
moments aux d́eplacements (selon les 6 degr´ s de libert́e) de la sonde. La figure 5 présente les derniers
résultats obtenus avec cette méthode.
Fig. 5. L’image initiale, une image interḿediaire et l’image finale obtenues durant l’asservissement visuel bas´ sur les moments extraits
de la section observée. Le contour rouge indique la section désiŕee à atteindre et le contour vert entoure la section actuelle
Ces dernìeres approches reposent toutes sur l’utilisation d’informations visuelles ǵeoḿetriques qui sont
extraites de l’image par des techniques de segmentation, soit des points dans [29], [30], [32], des contours
dans [33] ou les moments d’une section d’un organe d’intér̂et dans [35]. Afin de s’affranchir de l’étape de
segmentation et de considérer des imageśechographiques non structurées, une approche [36] totalement
diff érente utilise directement l’information de corrélation du bruit de type “speckle” présent dans l’image
échographique pour réaliser la poursuite d’un organe en mouvement par une sondeéchographique robotisée
selon les 6 degrés de libert́e. La ḿethode consistèa minimiser la position cartésienne relative entre une
coupe de ŕeférence apprisèa un instant donńe et se d́eplaçant avec l’objet d’intér̂et et la coupe actuellement
observ́ee par la sonde. Une technique de décorŕelation du “speckle” est utiliśee pour obtenir une estimation
de cette position relative qui est immédiatement minimiśee par un asservissement visuel hybride 2D/3D.
Les premiers ŕesultats exṕerimentaux obtenus sur une maquette anatomique ont démontŕe la faisabilit́e
d’une telle approche (Figure 6).
V. I MAGEURS À RAYONS X ET À RÉSONANCE MAGNÉTIQUE NUCLÉAIRE (IRM)
Peu de travaux ont́et́e meńes sur la mise en œuvre d’asservissement visuel utilisant l’image fournie
par un imageur̀a rayon X ouà ŕesonance magnétique nucĺeaire (IRM). Ceci s’explique en grande partie
par la difficult́e à ŕecuṕerer un flux temps ŕeel d’images m̂eme si les derniers dispositifs d’imagerie sont
capables actuellement de r´ aliser des acquisitions proches du temps réel. Le verrou principal est l’absence
d’un format de donńees universel permettant le transfert de flux de données continu et sans retard. La
Fig. 6. Poursuite automatique d’une maquette anatomique, simulant le déplacement de tissus mous (selon 6 DDL), par une sonde
échographique 2D embarquée sur un robot. L’asservissement visuel utilise uniquement le bruit de“sp ckle” contenu dans l’image
échographique pour réaliser la t̂ache
norme actuellement utilisée dans la communauté médicale est le format DICOM (The Digital Imaging
and Communications in Medicine) qui est déjà assez ancien. Ce dernier permet de récuṕerer les images
acquises uniquement par une procédure hors-ligne basée sur un protocole de communication lent de type
client-serveur òu le serveur est dans ce cas le dispositif d’imagerie. Ce format DICOM n’est donc pas en
mesure de fournir les imagesà une cadence compatible au besoin de l’asservissement visuel. Pour l’instant,
seul le fluoroscope permet de fournir en temps réel via une sortie analogique une image radiographique
du patientà la cadence vid́eo. Le premier asservissement visuel avec fluoroscopeà ét́ pŕesent́e dans
[37] où le positionnement d’une aiguille de chirurgie percutanée est ŕealiśe de manìere it́erative par une
commande śequentielle avec une configuration déport́ee “eye to hand” de l’imageur.
Un asservissement visuel en mode séquentiel [38] aégalement́et́e mis en œuvre dans le cadre d’une
application robotique de traitement du cancer au centre de protonth́erapie d’Orsay. Le patient est porté
par un robot manipulateur pourêtre positionńe devant une source de protons de sorte que le faisceau
converge exactement au centre d’une tumeur du cerveauà traiter avec une orientation donnée. Cette
asservissement visuel utilise deux coupes radiographiques perpendiculaires du crâne du patient qui sont
acquises non ṕeriodiquement afin de réduire la dose de rayonnement. Elle sont ensuite comparées` des
coupes virtuelles ǵeńeŕees par un système de planification indiquant la position exacte où devraient se
situer des marqueurs implément́es dans le cr̂ane du patient. Une commande par asservissement visuel
référenćee image permet ensuite de d´ finir la nouvelle position du robot̀a atteindre qui minimise au
mieux l’erreur d’alignement. Ce processus est réi éŕe jusqu’̀a l’obtention d’une erreur minimale avant
d’envoyer le faisceau de protons.
Les applications chirurgicales utilisant le scanner X ou l’IRM sont ǵeńeralement baśees sur le recalage de
donńees per-oṕeratoires avec des données pŕe-oṕeratoires òu est planifíe à l’avance le geste d’intervention.
La plupart des applications concernent l’insertion d’aiguille en vue de ŕealiser une biopsie ou le traitement
d’une tumeur par injection de substances médicamenteuses, par thermo-ablation ou par cryo-ablation. Da s
ce contexte, aucun asservissement visuel n’a pour l’instant ét́e mis en œuvre. Les raisons sont d’une part
la non disponibilit́e d’un flux temps ŕeel des images per-opératoires comme nous l’avons déjà mentionńe
et d’autre part la difficult́e à faire entrer des systèmes robotiques dans ces imageurs. En effet, pour ce
dernier point, il est indispensable que les robots ne soientpas constitúes de mat́eriaux ferro-magńetiques
pour éviter d’une part d’introduire des distorsions dans les images scanner X, ou tout simplement de
détruire le scanner IRM sous l’influence de son champ magnétique intense. Plusieurséquipes de recherche
se sont donc intéresśees ces dernières anńeesà concevoir des robots porteur d’aiguille respectant ces
contraintes. Nous pouvons compter en France, le robot CT-Bot [39] qui se pose sur le ventre du patient
dans un scanner X conventionnel et le robot léger LPR [40] compośe entìerement de pièces en plastique et
actionńe int́egralement par des moteursà air compriḿe, le rendant ainsíegalement capable de manipuler
une aiguille dans un scanner IRM. Pour ces systèmes, le positionnement automatique de l’aiguille est
réaliśee apr̀es une proćedure de recalage qui consisteà localiser un rep̀ere attach́e au robot dans le rep` re
de l’imageur au moyen d’un marqueur stéŕeotaxique solidairement fixé sur le robot. Ce marqueur est
géńeralement constitúe par une pìece contenant un ensemble de droites radio-opaques (cas du scanner
X) ou d’un mat́eriau visibleà l’IRM dont les positions et orientations sont préciśement connues dans
le rep̀ere attach́e au robot. L’intersection d’un ou plusieurs plans de coupe avec ses droites ǵeǹere des
points dans les images observ´ es dont les coordonnées sont utiliśees pour d́eterminer l’attitude du rep̀ere
attach́e au robot par rapport au rep` re de ŕeférence de l’imageur. Ce recalage permet par la suite de
traduire les coordonńees de la ciblèa atteindre, du point d’entrée de l’aiguille et de son orientation, qui
ont ét́e indiqúees pŕealablement par le ḿedecin dans un volume pré-oṕeratoire du patient, en consignes
exprimées dans le repère du robot. Le positionnement de l’aiguille est alors réaliśe par une commande
de position sans retour visuel. Une ou plusieurs acquisitions de coupe sont par la suite effectuées pour
vérifier voir corriger (principe d’une commande s´ quentielle) le positionnement de l’aiguille avant son
insertion par le robot [40] ou manuellement par le m´ decin avec une orientation imposée par le robot [39].
Récemment des chercheurs d’un laboratoire qu´ b́ecois on propośe une application révolutionnaire [41],
[42] qui consisteà utiliser le champ magnétique d’un scanner IRM pour positionner une micro-capsule
endovasculaire dans le r´ seau art́eriel sous retour visuel de l’imageur. La micro-capsule estconstitúee d’un
mat́eriau ferro-magńetique et sa propulsion est obtenue en modifiant l’orientation du champs magnétique
par une commande actionnant le champ magnétique cŕeé par les bobines de gradient de l’imageur. Dans
cetteétude, une micro-capsule est guidée selon une trajectoire 2D préd́efinie afin d’atteindre une position
désiŕee dans le ŕeseau sanguin. Le scanner IRM est utilisé alternativement en mode de propulsion durant
14 ms et en mode d’imagerie durant 16 ms, ce qui permet d’atteindr une ṕeriode d’asservissement visuel
de 30 ms. La trajectoirèa suivre est fragmentée en segments linéaires qui sont d́elimités par des points
de passage. Le long de chaque segment un correcteur de type PID détermine la propulsioǹa appliquer̀a
la capsule en fonction de sa position courante extraite de l’image.
VI. PERSPECTIVES
Nous pouvons souligner que la communauté roboticienne en France mène des recherches très actives
dans le domaine des asservissements visuels appliqués à la robotique ḿedicale. Le nombre et la qualité
des travaux pŕesent́es dans des revues ouà des conf́erences internationales témoignent de l’excellence des
équipes françaises dans le domaine. Les différentes modalités d’imagerie offrent actuellement la possibilité
de mener d’innombrables travaux de recherche en asservissement visuel et il est quasiment certain que
dans un futur proche, deśequipes de recherche mettront en œuvre des asservissementsvisuel rapides
utilisant des images fournies par un scanner X ou un IRM. Une problématique int́eressante concerne
également la compensation du mouvement physiologique du patient en vue de ŕealiser des interventions
sur cœur battant ou autres organes d´ formables en mouvement. Nous pouvonségalement imaginer que
ce type d’intervention pourrâetre ŕealiśe dans un futur proche sous imagerie endoscopique, voir sous
imagerieéchographique ou scanner IRM̀a plus long terme. Les limitations actuelles sont d’ordre matériel
et il n’est pas impossible que les nouvelles géńerations d’imageurs puissent fournir des flux d’imagesà
des fŕequenceśelev́ees au moyen d’un nouveau format de données.
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