We have measured the production of hν ≥ 4.5 keV x-rays from low-density Ti-doped aerogel targets at the OMEGA laser facility (University of Rochester). The targets were 2.2 mm long by 2 mm diameter beryllium cylinders filled with Ti-doped (3 atomic percent) SiO 2 foam. The doped-foam density was ≈ 3 mg/cc. Forty beams of the OMEGA laser (λ = 351 nm) illuminated the two cylindrical faces of the target with a total power that ranged from 7 to 14 TW. The laser interaction fully ionizes the target (n e /n crit ≤ 0.1), and allows the laser-bleaching wave to excite, supersonically, the high-Z emitter ions in the sample. The heating of the target was imaged with a gated (200 ps time resolution) x-ray framing camera filtered to observe > 4 keV. 2-D radiativehydrodynamic calculations predict rapid and uniform heating over the whole target volume with minimal energy losses into hydrodynamic motion. An x-ray streak camera, also filtered to observe > 4 keV, was used to measure the rate of heat propagation in the target. Ti K-shell x-ray emission was spectrally resolved with a two-channel crystal spectrometer and also with a set of filtered aluminum x-ray diodes, both instruments provide absolute measurement of the multi-keV x-ray emission. Back-scattered laser energy is observed to be minimal. We find between 100 -400 J of output with 4.67 ≤ hν ≤ 5.0 keV, predicted target performance is a factor of 2 -3 too low in this range.
INTRODUCTION
Maximizing the conversion efficiency (CE) of laser energy into multi-keV x-rays is a general concern to many areas of high-energy-density plasma physics.
1-4
Bright x-ray sources are needed for backlighters in order to radiograph targets in inertial-confinement fusion experiments. 3, 4 As the targets get larger, and as compression in the targets increases, the backlighter sources need to be brighter and the backlighter photon energies must increase. To this end, for a given laser power, backlighters can become brighter by becoming more efficient at converting the drive beams to multi-keV x-rays. Volumetric heating of low-density gas targets has been shown to be a very efficient method of producing x-rays. 5 However, gas targets are limited to a few photon energies (Ar K-shell: 3.1 keV, Kr L-shell: 1.8 keV, Xe L-shell: 4.5 keV, and Kr K-shell: 13.3 keV). For a given laser power, the CE also falls off sharply with increasing output x-ray energy.
6 X-ray-yield scaling in solid targets has been studied as a function of laser energy, laser wavelength, laser-pulse length and focusing properties. [7] [8] [9] [10] [11] [12] [13] Historically, solid targets, usually massive disks, have demonstrated efficiencies of only fractions of a percent for multi-keV photon energies. The efficiencies of these massive targets are compromised because much of the laser energy is deposited in a (relatively) low-density region at the critical surface, while the region of the target dominating the radiation output may be a higher-density region that must be conductively heated; steep gradients in solid targets make optimization of the multi-keV source difficult. 9 One hope to increase the efficiency of the solid targets is volumetrically to heat the whole target through a laser bleaching wave. The current work presents measurements of x-ray output from laser-heated Ti K-shell emitters in a lowdensity aerogel plasma. We have achieved a density of ρ = 3.1 mg/cc in our aerogel targets, which gives an ionized density relative to the laser critical density of 0.09n crit . Previous work with aerogel materials saw only subsonic heating at a density of 0.6n crit . 15 Other works with low-density (organic) foams have ranged in density from > 0.1n crit to ∼ 0.7n crit , [15] [16] [17] [18] and have all seen trans-or subsonic heating and large fractions of the incident energy scattered by parametric instabilities. 16, 17 The targets of the present work show supersonic heating, x-ray output 1 -3% of the incident laser energy, and minimal scattering losses.
EXPERIMENTAL SETUP

Foams
These experiments were carried out on the OMEGA laser at the Laboratory for Laser Energetics (LLE) at the University of Rochester. Four targets, at two different densities, were shot at two different laser intensities. The targets for these experiments were doped SiO 2 aerogels with an aggregate density of 3.1 or 3.3(± 0.1) mg/cc; the SiO 2 aerogel contained 3 atomic percent (atom%) Ti. Titanium and silicon alkoxides (monomers) were premixed in an organic solvent to produce a homogeneous solution. The solution was poured into Be cylinders and co-polymerized to form a transparent, wet gel. The final aerogel material was formed by super-critical extraction of the solvent remaining in the wet-gel pores. The super-critical extraction for the solvent eliminates destructive compressive forces on the fragile gel network. This avoids a collapse of the sub-micron pore network of the gel, which would lead to densification. The density of the aerogel produced is determined by gravimetric analysis of the bulk sample. Analysis at an independent laboratory confirmed that the Ti remained at the 3 atom% level after the solvent-extraction process. Visual inspection confirmed that the Ti was uniformly dispersed throughout the sample (no optical scattering centers or crystallites). The cylindrical Be tubes had walls that were 80±5 µm thick. The walls had a transmission ≥ 90% for the Ti K-shell x-rays (hν > 4.5 keV) of interest. The cylinders were ≈ 2.2 mm long with a 2.0 mm inner diameter; these dimension are accurate to 3 -5 µm. There was no detectable shrinkage of the aerogel material in the Be tube at the 3 atom% Ti level. These aerogel targets, when fully ionized, had an electron density that is 8.9 or 9.8×10 20 cm −3 or 0.090 to 0.099 times the critical density, n crit , for 0.351 µm (3ω) light. This is, to the best of our knowledge, a record for the lowest density in an x-ray production experiment through laser heating of a large-volume solid target. A schematic of our target, laser-beam cones and the diagnostics used to measure the x-ray output from the target is shown in Fig. 1 . The axis of the cylinder was along the P5-P8 OMEGA axis. 
Laser Pulses
Twenty beams were used in three cones on each face of the the target; two shots had both cylindrical faces irradiated, two shots had irradiation on a single face (see Table 1 ). Two cones with five beams each were at 21.4 and 42.0
• to the target axis, the third cone, which had ten beams, was at 58.9
• to the cylinder axis (henceforth, cone 1, 2 and 3, respectively). The 21.4
• cone of beams was focused to 200 µm at a point 1100 µm from the face of the target, the other two cones are focused to 300 µm at the target's face. Differential polarization rotators (DPRs) were employed to smooth all beams. The DRPs increased the stated size of the focal spot for each cone by 70 µm. Beams in each cone had a footprint at the target face of ≈ 440, 475 and 650 µm, respectively. The experiment was designed to be fired with either 200 or 400 J per beam, for both cases of illumination to one or both faces, the measured average energies in each beam for each two-sided and each one-sided shot were, 180.7 362.6, 380.6 and 189.0 J/beam, respectively. One-ns-square pulses were used for irradiating the targets in these experiments. The laser-power profiles for our shots are shown in Fig. 2 . The laser intensities in these experiments ranged from I Las = (1.7 -3.4)×10
15 W/cm 2 at the target faces.
A summary of the four shots in this series is shown in Table 1 . The dependence of our results on laser power, foam-target density and laser energy will be discussed below.
Diagnostics
Several diagnostics were used to measure the Ti K-shell output from these targets. The primary measurement was made with a two-channel crystal spectrometer 19 onto direct exposure film (DEF), both channels employed pertaerthritol (PET) crystals. The spectrometer looked at the wall of the target at an angle of 61
• with respect to the cylinder axis. The known geometry of the spectrometer, crystal reflectivity (measured elsewhere 5 ), the attenuation of the differential filters in front of the dispersive crystals, and the known response of the DEF 20 are used to compute the energy in a given spectral band. The films were digitized using a microdensitometer with a 22×22 µm 2 step size. The K-shell spectrum for Ti from the higher-energy channel is shown in Fig. 3 . The signal in the H-like Ly α line at 4.97 keV, as recorded on the higher-energy channel, and the signal in the He-like He α (1s2p → 1s 2 , hν = 4.75 keV) band (∆E = 0.11 keV centered at 4.73 keV) found as described below are used to compute the performance of our targets. These spectral windows are similar to what has been reported in the literature for other Ti K-shell x-ray production experiments. Photometrically calibrated, filtered aluminum x-ray diodes were also fielded; they returned data on one shot (# 31052). The diode array viewed the target at the same angle with respect to the cylinder axis as the crystal spectrometer. The diode array has six independent channels filtered to cover the range from 1 to 10 keV. The deconvolved signal from the appropriate channels gives the total power radiated in a given spectral band (see Table 2 below).
Confirmation of supersonic heating
21 in these targets during the laser pulse is given by monitoring the position of the Ti x-ray front with a x-ray streak camera with a 20 µm wide slit oriented along the axis of the cylindrical target. The camera viewed the target at an angle of 79.2
• . The streak camera was filtered with 20 µm of V and 5 mils Be, which gives a 10 -20% transmission of the Ti K-shell x-rays. The slit is imaged on a 250 µm wide photocathode with a resulting magnification of 10×. The position of the x-ray emission front as a function of time is known to ≈ 0.11 mm. The raw streak data from the two 2-sided shots are shown in Fig. 4 . Two-dimensional images of the x-ray emission front in our target were obtained by a gated x-ray framing camera (XRFC). The XRFC was filtered with 16 mils of Be, which gave images of (essentially) pure Ti K-shell emission. The camera images were taken through 50 µm pinholes onto four strips of a MCP, each strip had three images taken approximately 200 ps apart and integrated for 80 ps. The camera had a view at a 63.4
• angle with respect to the target axis. Two frames from shot 31048 (2-sided illumination, P Las = 14.5 TW, I L = 3.3×10
15
W/cm
2 ) are shown in Fig. 5 . The right edges of the pinholes in Fig. 5 seem to be slightly blocked. The XRFC data are consistent with the rates of axial propagation for the x-ray emission fronts found from the streak camera data, and showed only moderate curvature of the x-ray front as it moved down the tube. Additionally, six static x-ray pinhole cameras (XRPHC), at magnifications of 4× had views around the target at various angles. The view from the XRPHC, filtered with 6 mils of Be, at ≈ 72
• with respect to the target axis is shown in Fig. 6 . The outline of the Be cylinder is clearly visible, as are the footprints of the cone 3 beams. The emission is brightest from the center of the can, which is due to the peaking at late times of the target density after the two x-ray heat fronts have collided. This effect is also visible in the streaked images of Fig. 4 . Since we are interested in maximizing the output of our foam x-ray sources, we've measured the energy backscattered from the targets with LLE's full-aperture backscatter (FABS) system. Energy scattered from the target back into the optics of one cone 2 and one cone 3 beam was measured with both a calorimeter and spectrally with a streak camera. The streaked SRS channel showed spectrally narrow traces, centered at 2λ 0 during the pulse duration, indicating a well defined quarter-critical surface in the target plasma. The streaked SBS data showed a signal broadened between 0.3 -0.5 nm (FWHM), for low and high intensity shots, respectively, and centered ≈ 0.7 nm to the red of the laser wavelength. The SBS signal on the steeper cone 3 beam is consistently a factor of 2 -5 larger than on the cone 2 beam, which may have to do with an interaction between the steeper cone 3 beam and the Be cylinder wall. The two measurements for the SRS data are within 15 -20% of each other for all shots. The spectrally resolved scattering data are shown in Fig. 7 . The calorimeter measured energy in the SRS and SBS channels is averaged over the two beam cones, then multiplied by 20 or 40 for one-or two-sided illumination to give the estimated total energy scattered from the target. Note, measured energy is only the energy scattered into the F/6.7 optic of the two beams used, and our analysis assumes that the scattering on the shallow-angle cone 1 beams is well described by the average of the measured scattering on the cone 2 and 3 beams. The result is that for the two low-power shots, the target scatters 2.3 -4.0% of the incident energy, while for the two high-power shots, ≈ 5% of the incident energy is scattered. We consider these levels to be negligible.
SIMULATIONS
We have used LASNEX, 22 a 2-D, Lagranian, radiation-hydrodynamics code to simulate these targets. The simulations have three cones of beams onto either one or two faces of the foam cylinder at angles of 21.4, 42.0 and 58.9 degrees with respect to the normal to the face. The focal spot is a super-Gaussian with 500 rays distributed across the spot's face. Ray-tracing techniques are used to model the laser propagation in the target, and inverse bremsstrahlung is the means by which laser energy is deposited. The simulations were run with the average experimental energy per beam, which ranged from 180.7 to 380.6 J/beam. In the simulation, the laser energy was delivered in a 1 ns square pulse with a 100 ps linear-ramp rise and fall. The resulting peak intensities in the simulations ranged from 1. same range of I Las λ 2 ). A finite-element treatment of both the electron heat conduction and radiation diffusion has been employed, this gives a more accurate solution to the conduction equations for distorted Lagrangian meshes.
Two atomic physics modules were used in LASNEX to compute the radiative emission from silicon, oxygen and titanium, they are XSN and DCA. XSN 23 is an average-atom atomic physics code that uses a simple Zscaled, screened hydrogenic model to perform in-line calculations of arbitrary mixtures at all temperatures and densities. The lack of l-splitting and the simple line-width formulae limit the accuracy of the opacities to average values. Optical depths for the Ti K-shell lines emitted from our targets are far less than 1, and the system is optically thin to the Ti x-rays. The Detailed Configuration Accounting (DCA) atomic physics package 24 solves rate equations for the number of ions in each important excited state in each ionization state. This package is used when accurate atomic physics is needed for line diagnostics. DCA can handle any number of states connected by radiative and collisional bound-bound and bound-free, and auto-ionization and dielectronic recombination processes. The states and transition rates are specified in data files generated by other codes. Optionally, a simple screened hydrogenic model can be produced at problem initialization. This latter option was used in the present simulations. We find the DCA predictions to be ≈ 2× larger than the XSN ones for the two higher-power shots.
RESULTS
Analysis of the propagation of laser heating in these targets has been discussed elsewhere.
21 Figure 8 shows the measured and predicted positions of the x-ray emission front for shot # 31052. The measured data are from the x-ray streak camera (data similar to Fig. 4) , the simulation employs a flux-limiter of 0.1 and the DCA atomic physics package. The predicted x-ray emission front position is taken to be the coordinate of the most forward cell on axis in our simulation with an electron temperature T e > 1.7 keV; the predicted position of the heat front starts to move backwards after 1 ns in the simulation because the laser pulse ends and the target starts to radiatively cool. We find initial velocities for the x-ray front moving down the target axis of 3 -5 mm/ns for at least the first 200 ps, this is greater than 10× the plasma's thermal-conduction sound speed. X-ray front velocities are still near 1 mm/ns at 300 ps. From the XRFC images, in the high-power 2-sided irradiation shot (# 31048, Fig. 5 ), we can see the x-ray emission fronts meeting at the target center by 600 ps after the start of Table 2 . Results for X-ray CE measurements: column are shot numbers, measured UV energy delivered to the target, the x-ray CE into hν > 4.7 keV from DEF, CE into hν > 4.0 keV from the XRDs, and the prediction from LASNEX. Table 2 summarizes our x-ray output measurements for our four shots. In the table are listed the measured conversion efficiency relative to the listed energy of each shot (2nd column) found by integrating the DEF (3rd column) from the H-like Ti 21+ Ly α transition at ≈ 4.9keV over a band 0.05 keV wide, and adding the contribution for the He α line plus its associated satellites. The contribution from the He α is found by calculating the ratio of He α to Ly α with a detailed collisional-radiative model. 25, 26 The optical depths computed for the He α line in these experiments are τ < 0.4, so the comparison of lines strengths is not compromised by opacity effects. The whole series of He-like and H-like lines visible in Fig. 3 are fit with a single-temperature spectrum; the ratio of He α to Ly α from the model at that best-fit temperature is then used to compute the contribution of He α to the total Ti K-shell signal. The relative strength of He α to Ly α is then checked for consistency with the Ti spectrum measured in the lower-energy channel of the spectrometer. Shots 31047 and 31052 were fit very well for T e = 2.0 keV (He α /Ly α = 19.8), while shots 31048 and 31051 were fit at T e = 2.25 keV (He α /Ly α = 12.6). The ratios of He α to Ly α observed in the lower-energy channel are within ≈ 40% of these numbers. There is an overall ± 30% uncertainty on the CE numbers measured with the DEF that results from measured uncertainties in crystal reflectivity across the width of the crystal, 5 relative transmissivity of differential filters, and the level of film background. The signal measured with the XRDs in the band from 4 to 6 keV for shot 31052 is also listed, there is a ± 20% error bar on the deconvolved XRD signal. The XRD signal contains the contribution from the higher-n members of the He-and H-like Rydberg series, aside from He β , their contributions are negligible. The targets in shots 31047 and 31048 had densities that were ≈ 6% lower than those in 31051 and 31052, the data in Table 2 do not let us assess if this difference in density (0.090 versus 0.099n crit ) is meaningful. The measured CE for shots 31047 and 31051 were ≈ 1/2 that of # 31048, this scales directly with the total energy delivered to the target. However, there is not a drop in CE for # 31052, which had ≈ 50% of the energy of 31047 and 31051. The laser intensity on each face of the target was a factor of two greater in # 31051 than # 31047 (3.4×10 15 versus 1.7×10
15 W/cm 2 ), the resulting CEs seem independent of intensity in this case.
Also listed in Table 2 is the prediction for the x-rays out from our targets from a two-dimensional radiationhydrodynamic simulation (Section 3); the Ti spectrum in the simulation is integrated from 4.4 keV up to 5.1 keV, thus including the He α and Ly α lines. The CE numbers from the DCA runs for each OMEGA shot are listed in the last column of Table 2 , which are generally larger than the predicted CEs using the XSN package in LASNEX (see Section 3). In every case, the targets appear to perform better than predicted by the simulations. As stated in § 2.3, the measured scattering energy losses from the targets are less than 5%. If the incident energies in Table 2 are reduced by this amount, the measured CEs are increased by ≈ 0.1%, a negligible amount.
SUMMARY AND DISCUSSION
We have demonstrated supersonic heating of large, low-density Ti-doped aerogel targets. 21 Our targets contained 3 atom% Ti in SiO 2 aerogel, which when full ionized had electron densities in the range 0.09 -0.1n crit . Ti K-shell x-rays are measured with a x-ray crystal spectrometer and, for one shot, calibrated x-ray diodes. Output in the 4.67 -5.0 keV band from 1.6 -3.3% of the incident laser energy is observed with the spectrometer, output of 1.5% is measured in the 4 -6 keV band with the diodes. The supersonic heating by the laser-drive beams is complimented in our low-density targets by low levels of laser-scattering energy losses.
Large x-ray sources are necessary for backlighters for flash radiograph of large targets; the x-ray source must be larger than the object being imaged. The requirement for a large source brings with it the requirement for a large amount of energy to heat the whole volume. If heating takes place by (slow) thermal conduction, the possibility for heating large volumes, and for good time resolution, is seriously compromised. The present work looks at laser heating of low-density foams doped with a multi-keV emitter (K-shell Ti at 4.5 keV). The targets demonstrate super-sonic heating by a laser-bleaching wave, thus suggesting that large-scale, efficient volumetric heating takes place. If the target has a high enough absolute brightness, then a point backlighter can be created using a pinhole. The way to maximize the absolute brightness of these foams is to increase the Ti-doping level. Doubling the doping fraction doubles the number of emitters, and hence, our design calculations show that doubles the target output. This is because our targets are still optically thin for the Ti K-shell radiation, and the assumed low-density means the whole volume of the target is quickly heated. At the present time, we have not determined the appropriate conditions to prepare a 6 atom% Ti-doped silica aerogel that exhibits minimal shrinkage (collapse), at a density ≤ 3 mg/cc. This may be primarily due to the different rates of polymerization of the two species. This rate consideration is even more pertinent if we hope to move to a higher-Z (heavier) dopant, such as Zn, which has a strong K-shell output in lines around 9.0 keV. Initial experiments, however, have shown promise for incorporating Zn in a 3 mg/cc silica matrix at the 3 atom% level. Strong K-shell emission from higher-Z materials is definitely possible given the increasing energy of current laser systems (such as the NIF). Assuming the targets with higher levels of doping do not suffer from shrinking or pinching in the molds, and that the chemistry can be worked out so that the aerogel material and the impurity gel at the same rate, doped foams seem like a promising avenue for bright x-ray source development.
Finally, we note that previous work has found CEs for Ti targets that ranged from 0.01 -0.6% 7, 8, 10, 11 for lasers at 2ω and 3ω (0.53 and 0.35 µm) with pulse lengths 100 -500 ps. The targets of the present work were irradiated with ns-scale pulses, these targets performed between a factor of 3 -5 better than the results reported by Yaakobi et al., 7 which are the highest published CEs for Ti that we have found. The improvement in performance for our targets compared to those in in Yaakobi et al. scales nearly linearly with the increase of laser intensity in these experiments above that in Yaakobi et al. Much work remains to be done developing and optimizing the low-density, doped-foam targets as bright, efficient x-ray sources.
