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Introduction
In 1941 Birkhoff and Guenther wrote: “Up to the present time the theory of linear q-difference
equations has lagged noticeably behind the sister theories of linear difference and differential equations.
In the opinion of the authors the use of the canonical system [...] is destinated to carry the theory of
q-difference equations to a comparable degree of completeness”. In the same paper they announced a
program which they did not develop further, and q-difference equations theory remains less advanced
today than difference and differential equation theories.
In recent years, mathematicians have reconsidered q-difference equations for their links with other
branches of mathematics such as quantum algebras and q-combinatorics, and Birkhoff and Guenther’s
program has been continued. Now there are theories of divergence (J-P. Be´zivin, J-P. Ramis) and of
q-summation (Ch. Zhang). There is also a good analogue of the concept of monodromy and thus a
description of the q-difference Galois group in the regular case (P.I. Etingof, M. van der Put and M.
Singer, J. Sauloy).
Be´zivin and Ramis’s results on divergent series have applications to rationality criteria for solutions
of systems of q-difference equations (cf. [BB]) and for systems of q-difference and differential equations
(cf. [Ra]), which provides an answer to the old problem of finding criteria to establish whether a formal
power series is the Taylor expansion of an algebraic or a rational function.
The question was first raised by Schwarz, who established an exhaustive list of hypergeometric
differential equations having a full set of algebraic solutions. Grothendieck’s conjecture on p-curvatures
tries to give a complete answer to this problem. More precisely, when we consider a differential equation
Ly = aµ(x)d
µy
dxµ
+ aµ−1(x)
dµ−1y
dxµ−1
+ . . .+ a0(x)y = 0 ,
with coefficients in the field Q(x), we can reduce the equation Ly = 0 modulo p for almost all primes
p ∈ Z. Then Grothendieck’s conjecture predicts:
Grothendieck’s conjecture on p-curvatures. The equation Ly = 0 has a full set of algebraic
solutions if and only if for almost all primes p ∈ Z the reduction modulo p of Ly = 0 has a full set of
solutions in Fp(x).
In spite of numerous papers dedicated to this conjecture in which some particular cases are proved (we
recall [Ho], [CC], [K2], [K3], [A2], [Bo]), the conjecture remains open.
In this paper we give a proof of an analogous statement for q-difference equations. Following [K3],
this allows for an arithmetic description of the generic Galois group of a q-difference equation. In fact,
in [K3] N. Katz proposes a conjectural arithmetic description of the generic Galois group of a differential
equation which is equivalent to Grothendieck’s conjecture:
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Katz’s conjectural description of the generic Galois group. The Lie algebra of Gal(M) is the
smallest algebraic Lie sub-algebra of EndQ(x)(M) whose reduction modulo p contains the p-curvature
ψp for almost all p.
Let us briefly explain his statement. Let M = (M,∇) be a Q(x)-vector space with a Q(x)/Q-
connection. We define the generic Galois group Gal(M) of M to be the algebraic subgroup of GL(M)
stabilizing all the sub-quotients of the mixed tensor spaces ⊕i,j(M⊗i ⊗Q(x) (M∗)⊗j ). We can consider
a lattice M˜ of M over a finite type algebra over Z, stable under the connection, and we can reduce
M˜ modulo p, for almost all primes p. The operator ψp = ∇
(
d
dx
)p
acting over M˜ ⊗Z Fp, is called the
p-curvature. Moreover it makes sense to consider the reduction modulo p for almost all p of Gal(M)
and its Lie algebra.
∗ ∗ ∗
The present paper contains proofs of the analogues of the conjectures above for q-difference equa-
tions. More precisely, let q be a nonzero rational number. We consider the q-difference equation
Ly = aµ(x)y(qµx) + aµ−1(x)y(qµ−1x) + . . .+ a0(x)y(x) = 0 , a0(x) 6= 0 6= aµ(x) ,
with aj(x) ∈ Q(x), for all j = 0, . . . , µ. For almost all rational primes p the image q of q in Fp is
nonzero and generates a cyclic subgroup of F×p of order κp, and there exists a positive integer ℓp such
that 1 − qκp = pℓp hg , with h, g ∈ Z prime with respect to p. We denote by Lpy = 0 the reduction of
Ly = 0 modulo pℓp . Let us consider a Z-algebra A = Z
[
x, 1P (qix) , i ≥ 0
]
, with P (x) ∈ Z[x]r {0}, such
that aj(x) ∈ Z
[
x, 1P (qix) , i ≥ 0
]
, for all j = 0, . . . , µ. Our result is (cf. (7.1.1) below):
Theorem 1. The q-difference equation Ly = 0 has a full set of solutions in Q(x) if and only if for
almost all rational primes p the set of equations Lpy = 0 has a full set of solutions in A⊗Z Z/pℓpZ.
Theorem 1 is a partial answer to a Be´zivin’s conjecture (cf. [Be1]).
Let M be a finite dimensional Q(x)-vector space equipped with a q-difference operator Φq :M −→
M , i.e., with a Q-linear invertible morphism such that Φq(fm) = f(qx)Φq(m) for all f(x) ∈ Q(x) and
all m ∈ M . As in the differential case, it is equivalent to consider a q-difference equation or a couple
(M,Φq).
One can attach to M = (M,Φq) an algebraic closed subgroup Gal(M) of GL(M), that we call
the q-difference generic Galois group. It is the stabilizer of all q-difference sub-modules of all finite
sums of the form ⊕i,j(M⊗i ⊗Q(x) (M∗)⊗j ), equipped with the operator induced by Φq. We consider the
reduction modulo pℓp of M for almost all p, by reducing a lattice M˜ of M , defined over a Z-algebra and
stable by Φq. The algebraic group Gal(M) can also be reduced modulo pℓp for almost all p. Then our
description of Gal(M) is the following:
Theorem 2. The algebraic groupGal(M) is the smallest algebraic subgroup of GL(M) whose reduction
modulo pℓp contains the reduction of Φ
κp
q modulo pℓp for almost all p.
Taking into account the fact that Φq is a semi-linear endomorphism (which is easier to handle than the
higher derivations occurring in the differential case), sometimes it happens that one can calculate all
Φnq at once and therefore determine the generic Galois group.
∗ ∗ ∗
The techniques employed in the proof of theorem 1 are borrowed from the theory of G-functions.
There are essentially two properties of arithmetic q-difference equations which allow us to obtain stronger
results than in the differential case:
1) A formal power series with a nonzero radius of convergence, which is a solution of a q-difference
equation, has infinite radius of meromorphy whenever |q| > 1: we say that solutions of q-difference
equations have good meromorphic uniformization. If the algebraic number q is not a root of unity, one
can always find a place, archimedean or not, such that the associated norm of q is greater than 1. This
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is the key-point of the proof: if we had good meromorphic uniformization of solutions of arithmetic
differential equations, Grothendieck’s conjecture would become a corollary of G-function theory.
2) An arithmetic differential equation whose reduction modulo p can be written as a product of trivial
factors for almost all p is regular singular and has rational exponents (cf. [K1, 13.0]). A q-difference
equation whose reduction modulo p can be written as a product of trivial factors for almost every p is
not only regular singular, but its “exponents” are in qZ: this means that the equation has a complete
set of solutions in K((x)).
In one instance the techniques used in G-function theory give a weaker result in the q-difference case:
the q-analogue of the Katz estimates for the p-adic generic radius of convergence is very unsatisfactory
(cf. §5 below). This is at the origin of many complications in the text (cf. (8.1)): actually the naive
q-analogue of the notion of nilpotent reduction does not allow us to conclude the proof of theorem 1. A
deeper analysis of the definition of p-curvatures for arithmetic differential equation shows that we can
define two q-analogues of the notion of trivial reduction (cf. §3). Both of them are natural and useful.
The first one permits us only to obtain the triviality over K((x)), the second one leads to the triviality
over K(x).
Finally, we want to stress the fact that we have very poor information on the sequence of integers
(κp)p and no control at all over (ℓp)p. We are just able to prove (cf. (6.1.2)) that the sequence (κp)p
completely determines the set {q, q−1}. The difficulties linked to these numbers and their distribution
are the arithmetical counterpart of the classical (archimedean) problem of small divisors. This becomes
clearer if we translate the definition of κp and ℓp as follows:
κp = min{m ∈ Z : m > 0, |1− qm|p < 1}
and p−ℓp = |1− qκp |p, where | |p is the p-adic norm over Q such that |p|p = p−1.
Concerning the archimedean problem of small divisors, it would seem natural to assume that for
all embeddings Q −֒→C, the image of q in C does not have complex norm 1. Actually, this assumption
is not needed since q is an algebraic number. In fact in (8.3) we need to show that a formal power series
y(x) ∈ C [[x]] which is a solution of a regular singular q-difference equation with coefficients in C(x) is
convergent. In [Be2], the author gives some technical sufficient conditions on the estimate of |1 − qn|C
to assure the convergence of the power series y(x). It is a consequence of Baker’s theorem on linear
forms in logarithms that these conditions are always satisfied when q is an algebraic number: the idea
is already present in [Be1]. It is possible that the techniques of (8.3) can be applied to more general
problems of small divisors.
∗ ∗ ∗
This paper is organized as follows.
In the first part we introduce some basic properties of q-difference modules, in particular a q-
analogue of the cyclic vector lemma. We then recall some results on the formal classification of q-
difference modules. In §2 we prove a characterization of trivial q-difference modules and of q-difference
modules which are extensions of trivial modules when q is a root of unity and K is a commutative ring.
This degree of generality is motivated by theorem 1, where we consider a q-difference equation over a
Z/pℓpZ-algebra.
Part II is devoted to the p-adic situation. Section §3 contains some considerations on arithmetic
differential modules, with the purpose of motivating the choice of considering two different q-analogues of
the notion of nilpotent reduction. In §4 we introduce p-adic q-difference modules and we establish their
primary properties. In particular we prove a q-analogue of the Dwork-Frobenius-Young theorem. In §5
we introduce the two notions of nilpotent reduction and revisit and translate some classical estimates
for differential modules having nilpotent reduction in the q-difference setting (cf. [DGS, page 96]). The
results of this section are crucial for the proof of the main theorem (7.1.1), together with the results of
§6.
In Part III we consider the arithmetic situation. In §6 we prove a q-analogue of [K1, 13.0]: as we
have already pointed out we obtain a stronger result than in the differential setting. Section §7 contains
the statement of theorem 1 and §8 its proof.
In Part IV we introduce the generic q-difference Galois group and prove theorem 2. In §11 we show
how theorem 2 can sometimes be an effective instrument for calculating Galois groups.
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Finally, the appendix contains an analogue of Schwarz’s list for basic hypergeometric series.
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Part I. Generalities on q-difference modules
1. q-difference modules
1.1. Summary of q-difference algebra
Let R be a commutative ring.
1.1.1. q-binomials. For any a, q ∈ R and any integer n ≥ 1, we shall use the following standard
notation:
[0]q = 0 , [n]q = 1 + q + . . .+ q
n−1 ,
[0]q! = 1 , [n]q! = 1q · · · [n]q ,
(x− a)0 = 1 , (x− a)n = (x − a)(x− qa) · · · (x− qn−1a) ,
(a, q)0 = 1 , (a; q)n = (1− a)n .
If q 6= 1, we have [n]q = 1−q
n
1−q .
The q-binomial coefficients
(
n
i
)
q
are the elements of R defined by the polynomial identity
(1.1.1.1) (1− x)n =
n∑
j=0
(−1)j
(
n
j
)
q
qj(j−1)/2xj .
It was already known to Gauss that these are polynomials in q which have the following properties:
(1.1.1.2)
(
n
0
)
q
=
(
n
n
)
q
= 1(
n
i
)
q
=
[n]q!
[n− i]q![i]q! =
[n]q[n− 1]q · · · [n− i+ 1]q
[i]q!
,(
n
i
)
q
=
(
n− 1
i− 1
)
q
+
(
n− 1
i
)
q
qi =
(
n− 1
i− 1
)
q
qn−i +
(
n− 1
i
)
q
, for n ≥ i ≥ 1.
1.1.2. q-dilatation. We fix a unit q in R. We shall consider several rings of functions of one variable
x and uniformly denote by ϕq the automorphism “of dilatation” induced by x 7→ qx. We shall denote
this automorphism either by f(x) 7−→ f(qx) or by f 7−→ ϕq(f).
We shall informally refer to an R-algebra F of functions endowed with the operator ϕq as a q-
difference algebra over R. A morphism F −→ F ′ of q-difference algebras is a morphism of R-algebras
commuting with the action of ϕq. Moreover, we shall say that a q-difference algebra F over R is
essentially of finite type if there exist P1, . . . , Pn ∈ F such that F = R[P1(qix), . . . , Pn(qix); i ≥ 0].
Examples. Typical examples of q-difference algebras are:
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(i) R((x)), with the obvious action of ϕq.
(ii) When R is a field, the subfield R(x) of R((x)) is a q-difference algebra over R.
(iii) The R-algebra
R [[x− a]]q =
{
∞∑
n=0
an(x− a)n : an ∈ R
}
, for a ∈ R, a 6= 0,
with ϕq(x− a)n = qn(x− a)n + qn−1(qn − 1)a(x− a)n−1.
(iv) Let us consider the q-difference algebra R[x] and P1(x), . . . , Pn(x) ∈ R[x]. Then the R-algebra
R
[
x,
1
P1(qix)
, . . . ,
1
Pn(qix)
, i ≥ 0
]
is a q-difference algebra essentially of finite type over R.
Definition 1.1.3. The ring C = {f ∈ F : ϕ(f) = f} is the subring of constants F .
Example 1.1.4. Let F = R((x)). If q is not a root of unity, then ϕq(f)(x) = 0 if and only if f ∈ R. If
q is a primitive root of unity of order κ, then ϕq(f)(x) = f if and only if f ∈ R((xκ)).
Definition 1.1.5. A q-difference module M = (M,Φq) over a q-difference algebra F is a free F -module
M of finite rank together with an R-linear automorphism:
Φq : M −→M
satisfying the rule
Φq(f(x)m) = f(qx)Φq(m) , for every f(x) ∈ F and every m ∈M .
Remark. The operator Φq is nothing but a ϕq-semilinear automorphism of the F -module M .
Definition 1.1.6. A morphism ψ : (M,Φq) −→ (M ′,Φ′q) is an R-linear morphism M −→ M ′ which
commutes with the semilinear automorphisms Φq and Φ
′
q.
Let us consider a morphism F −→ F ′ of q-difference algebras and a q-difference module M =
(M,Φq) over F .
Definition 1.1.7. The q-difference module MF ′ obtained from M by extension of coefficients from F
to F ′ is the F ′-module M ⊗F F ′ equipped with the operator Φq ⊗ ϕq.
1.1.8. q-derivations. Let q 6= 1. Until the end of this subsection, we assume that F is stable with
respect to the operator
dq : F −→ F
f(x) 7−→ ϕq − id
(q − 1)xf(x) =
f(qx)− f(x)
(q − 1)x
.
Remark. The operator dq satisfies the twisted Leibniz rule:
dq(fg)(x) = dq(f)(x)g(x) + f(qx)dq(g)(x) .
More generally, for any positive integer n, we have
(1.1.8.1) dnq (fg)(x) =
n∑
j=0
(
n
j
)
q
dn−jq (f)(q
jx)djq(g)(x) .
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Example 1.1.9.
1) Let us consider the q-difference algebra F = R((x)). For any positive integer n, dqxn = [n]qxn−1.
More generally
dsq
[s]q!
xn =

0 if n < s(
n
s
)
q
xn−s otherwise
.
2)Let F = R [[x− a]]q; then dq(x − a)n = [n]q(x − a)n−1.
We have the following relations between dq and ϕq:
Lemma 1.1.10. We set d0q = ϕ
0
q = 1. For any integer n ≥ 1 we obtain:
ϕnq =
n∑
i=0
(
n
i
)
q
(q − 1)iqi(i−1)/2xidiq
and
dnq =
(ϕq − 1)n
(q − 1)nqn(n−1)/2xn =
(−1)n
(q − 1)nxn
n∑
j=0
(−1)j
(
n
j
)
q−1
q−
j(j−1)
2 ϕjq .
Proof. We remark that xdq ◦ xidiq = qixi+1di+1q + [i]qxidiq, for all i ≥ 1. For n = 2 one has:
ϕ2q = (q − 1)2qx2d2q + [2]q(q − 1)xdq + 1 .
It follows by induction that
ϕn+1q = ((q − 1)xdq + 1)ϕnq
=
n∑
i=0
(
n
i
)
q
(q − 1)iqi(i−1)/2 ((q − 1)qixi+1di+1q + (q − 1)[i]qxidiq + xidiq)
= (q − 1)n+1qn(n+1)/2xn+1dn+1q +
n∑
i=1
((
n
i
)
q
qi +
(
n
i− 1
)
q
)
(q − 1)iqi(i−1)/2xidiq + 1
=
n+1∑
i=0
(
n+ 1
i
)
q
(q − 1)iqi(i−1)/2xidiq .
The second formula in (1.1.10) holds for n = 1 by definition of dq. By induction we obtain
dn+1q =
ϕq − 1
(q − 1)x ◦
(ϕq − 1)n
(q − 1)nqn(n−1)/2xn
=
(ϕq − qn) (ϕq − 1)n
(q − 1)n+1qn(n+1)/2xn+1
=
(ϕq − 1)n+1
(q − 1)n+1qn(n+1)/2xn+1
=
(−1)n
(q − 1)n+1xn+1 (1− ϕq)
(
1− q−1ϕq
) · · · (1− q−nϕq) .
We conclude by using (1.1.1.1). 
Remark. Let M be a free F -module of finite rank. Let ∆q : M −→M be an R-linear endomorphism
satisfying the twisted Leibniz rule:
(1.1.10.1) ∆q(f(x)m) = f(qx)∆q(m) + dq(f)(x)m , for every f(x) ∈ F and every m ∈M .
7
The q-analogue of Grothendieck-Katz’s conjecture on p-curvatures
Then Φq = (q−1)x∆q+1 is ϕq-semilinear. Therefore, if it is invertible, it defines a q-difference module.
Conversely, if (q− 1)x is a unit in F , any Φq gives rise to a twisted derivation ∆q as before. We remark
that ∆q satisfies the generalized Leibniz formula:
(1.1.10.2) ∆nq (f(x)m) =
n∑
i=0
(
n
i
)
q
dn−iq (f)(q
ix)∆iq(m) , for all f ∈ F and m ∈M .
Lemma 1.1.11. The analogue of the formulas in (1.1.10) holds:
(1.1.11.1) Φnq =
n∑
i=0
(
n
i
)
q
(q − 1)iqi(i−1)/2xi∆iq
and
(1.1.11.2) ∆nq =
(Φq − 1)n
(q − 1)nqn(n−1)/2xn =
(−1)n
(q − 1)nxn
n∑
j=0
(−1)j
(
n
j
)
q−1
q−
j(j−1)
2 Φjq .
Proof. The proof is similar to the proof of (1.1.10). 
1.2. The q-analogue of the Wronskian lemma
Lemma 1.2.1. We assume that q is not a primitive root of unity of order ≤ µ and that the ring of
constants C = {f ∈ F : ϕq(f) = f} is a field. Let u0, . . . , uµ−1 ∈ F , then
dimC
µ−1∑
i=0
Cui = rank Cas(u0, . . . , uµ−1) ,
where Cas(u0, . . . , uµ−1) is the so-called Casorati matrix
Cas(u0, . . . , uµ−1) =

u0 · · · uµ−1
ϕqu0 · · · ϕquµ−1
...
. . .
...
ϕµ−1q u0 · · · ϕµ−1q uµ−1
 .
Remark. Of course, if (q − 1)x is a unit of F , lemma 1.1.10 implies that
rank

u0 · · · uµ−1
dqu0 · · · dquµ−1
...
. . .
...
dµ−1q u0 · · · dµ−1q uµ−1
 = rank

u0 · · · uµ−1
ϕqu0 · · · ϕquµ−1
...
. . .
...
ϕµ−1q u0 · · · ϕµ−1q uµ−1
 .
Proof. Obviously we have
dimC
µ−1∑
i=0
Cui ≥ rank
(
ϕjqu0, . . . , ϕ
j
quµ−1
)
j=0,...,µ−1
.
Let us suppose that the rank of Cas(u0, . . . , uµ−1) is < µ. Changing the order of u0, . . . , uµ−1, we may
assume that
(1.2.1.1) r = rank
(
ϕjqu0, . . . , ϕ
j
quµ−1
)
j=0,...,µ−1
= rank
(
ϕjqu0, . . . , ϕ
j
qur−1
)
j=0,...,µ−1
,
8
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with r < µ. It is enough to show that ur is in
∑r−1
i=0 Cui. By (1.2.1.1), there exists (a0, . . . , ar−1) ∈ Fr,
such that:
(1.2.1.2)
(
ϕjqu0, . . . , ϕ
j
qur−1
)
j=0,...,µ−1
 a0...
ar−1
 = (ϕjqur )j=0,...,µ−1 .
If we apply ϕq to (1.2.1.2) and substract the expression obtained from (1.2.1.2) we get
(ϕjqu0(x), . . . , ϕ
j
qur−1(x) )j=1,...,µ−1
 ϕq(a0)− a0...
ϕq(ar−1)− ar−1
 = 0
Hence (ϕqa0, . . . , ϕqar−1) = (a0, . . . , ar−1) and therefore ai ∈ C. 
1.3. The q-analogue of the cyclic vector lemma
The following q-analogue of the classical cyclic vector lemma for differential modules is a classical
result (cf. [S2, annexe B.2] and the very old references cited therein). It can also be deduced from the
theory of skew fields (cf. for instance [Ch]). We prefer to give an elementary proof here, following [DGS,
III, 4.2].
Lemma 1.3.1. Let us assume that F is a field of characteristic zero and that q is not a root of unity.
Let (M,Φq) be a q-difference module of rank µ over F . Then there exists a cyclic vector m ∈ M , i.e.
an element m such that (m,Φq(m), . . . ,Φ
µ−1
q (m)) is an F -basis of M .
Remark. By (1.1.11.2), if m is a cyclic vector for Φq, then it is also a cyclic vector with respect to the
operator ∆q.
Proof. Let us denote the exterior product by ∧. Let
ν = max{l ∈ Z : ∃m ∈M s.t. m ∧ Φq(m) ∧ . . . ∧ Φl−1q (m) 6= 0} ;
we suppose that ν is smaller than µ and we choose m ∈M such that
m ∧ Φq(m) ∧ . . . ∧ Φν−1q (m) 6= 0 .
For all λ ∈ C, s ∈ Z, s ≥ 1, and m′ ∈M , there exists mi ∈ ∧νM , for i = 0, . . . , ν, such that we have
0 = (m+ λxsm′) ∧ Φq(m+ λxsm′) ∧ . . . ∧ Φνq (m+ λxsm′)
= m0 +m1λ+ . . .+mνλ
ν .
Since the field of constants C is infinite, we have m0 = . . . = mν = 0; in particular
m1 = x
s
(
ν∑
i=0
qsim ∧ Φq(m) ∧ . . . ∧ Φi−1q (m) ∧ Φiq(m′) ∧ Φi+1q (m) ∧ . . . ∧Φνq (m)
)
= 0
for all positive integers s. It follows that for all m′ ∈M and all i = 0, . . . , ν we have
m ∧ Φq(m) ∧ . . . ∧Φi−1q (m) ∧ Φiq(m′) ∧Φi+1q (m) ∧ . . . ∧ Φνq (m) = 0 .
In particular, for i = ν we obtain
m ∧ Φq(m) ∧ . . . ∧Φν−1q (m) ∧ Φνq (m′) = 0 , ∀m′ ∈M,
which implies that m∧Φq(m)∧ . . .∧Φν−1q (m) = 0. This contradicts the premises and hence ν = µ. 
1.4. Formal classification of q-difference modules
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We recall the definition of regular singularity in the q-difference case, when K = R is a field of
characteristic zero and q is not a root of unity. Let M = (M,Φq) be a q-difference module over K((x))
of finite rank µ.
Definition 1.4.1. One says that M is regular singular if there exists a K((x))-basis e of M in which
the matrix A(x) of Φq (a priori an element of Glµ (K((x)))) belongs to Glµ(K [[x]]).
Remark 1.4.2. It is in fact equivalent to require the existence of a basis e in which the matrix of Φq
is a constant matrix (cf. [PS, Ch. 12]).
One can say more: if Φq(e) = eA(x) with A(x) ∈ Glµ(K [[x]]) and any couple α, β of eigenvalues of
A(0) is such that either α = β or αβ−1 6∈ qZ, then we can find a basis f of M over K((x)) such that
Φq(f) = fA(0). Observe that if M is regular singular it is always possible to find a basis e satisfying
these properties (cf. [S2, 1.1.1] for a ditailed proof). This remark will be useful in §6.
Definition 1.4.3. The exponents of a regular singular q-difference module M, with respect to a given
basis e as in the definition above, are the q-orbits qZa of the eigenvalues a of A(0).
Let us consider an extension of K((x)) of the form L((t)), where x = td and L is a finite extension
of K containing a root q˜ of q of order d. Then ϕq extends to L((t)) in the following way:
ϕ
q˜
: L((t)) −→ L((t))
t 7−→ q˜t
.
The module L((t))⊗K((x)) M , equipped with the operator
Φ
q˜
: L((t))⊗K((x)) M −→ L((t))⊗K((x)) M
f(t)⊗m 7−→ ϕ
q˜
(f(t))⊗ Φq(m)
is a q˜-difference module over L((t)). We recall the following result that will be useful in the sequel:
Theorem 1.4.4. [P, Cor. 9 and §9, 3)] Let K be a field of characteristic zero, q not a root of unity, M
a q-difference module over K((x)) of rank µ. Then there exists a divisor d of µ! and a finite extension
L((t)) of K((x)) as above, such that the q˜-difference module L((t))⊗K((x))M has an L((t))-basis e with
the following property: the matrix A(t) defined by Φ
q˜
(e) = eA(t) is a diagonal block matrix and each
block has the form
t1−λi

αi 0 0 · · · 0
1 αi 0 · · · 0
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 1 αi
 ,
where λi ∈ (1/d)Z, αi ∈
∑d
h=0
αi,h
th , with αi,h ∈ L and αi,d 6= 0.
The matrix A(t) is unique up to permutation of the blocks.
Remark 1.4.5. One can prove that a q-difference submodule of a regular singular q-difference module
is regular singular (cf. [P]).
2. Unipotent q-difference modules
In this section R is again an arbitrary commutative ring and q ∈ R is a root of unity. Let κ denote
its order:
(2.0.5.1) κ = min{m ∈ Z : m > 0, qm = 1} .
Let F be a q-difference algebra over R and C = {f ∈ F : ϕq(f) = f} the ring of constants of F . We
notice that ϕκq = idF .
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Remark. Let M = (M,Φq) be a q-difference module over F . Then the operator Φκq is an F -linear
automorphism of M .
2.1. Trivial q-difference modules
Definition 2.1.1. The q-difference module M = (M,Φq) over F is trivial if it is isomorphic to a
q-difference module of the form (N ⊗C F , idN ⊗ ϕq), where N is a free C-module.
Proposition 2.1.2.
1) If M is trivial over F then Φκq is the identity morphism.
2) Let R be a field and F = R(x). If Φκq is the identity, then M is trivial over F .
Proof.
1) Let us suppose that M is trivial over F . By hypothesis there exists a basis e of M over F such that
Φq(e) = e, which implies that Φ
κ
q = 1.
2) Since R is a field we can consider the operator ∆q = (Φq − 1)/(q − 1)x on M . When q is a root of
unity of order κ the formula (1.1.11.1) simplifies to
(2.1.2.1) Φκq = 1 + (q − 1)κxκ∆κq .
Therefore, under the assumption Φκq = 1, the operator ∆q is a C-linear nilpotent morphism of order κ.
Let µ = dimFM . There exists a basis m = (m1, . . . ,mµκ) of M over C = R(x
κ) such that the matrix
of ∆q with respect to m is an upper triangular nilpotent matrix in canonical form. In particular, this
implies that ∆q(m1) = 0. To conclude, it is enough to prove that there exists a basis m
′ of M over F
such that ∆q(m
′) = 0, which is equivalent to Φq(m
′) = m′.
If µ = 1, it is enough to choose m′ = (m1). Let us suppose µ > 2. If for all i = 2, . . . , µκ we
have ∆q(mi) = mi−1, then ∆q would be a nilpotent C-linear morphism of order µκ > κ, therefore there
exists j ∈ {2, . . . , µκ} such that ∆q(mj) = 0. We can suppose j = 2. Repeating the reasoning we find
that ∆q(m1) = . . . = ∆q(mµ) = 0. We want to show that (m1, . . . ,mµ) is a basis of M over F . Let us
suppose that
∑µ
i=1 ai(x)mi = 0, with ai(x) ∈ R[x], a1(x) 6= 0, and that the degree degx a1(x) of a1(x)
with respect to x is minimal. Then ∆q (
∑µ
i=1 ai(x)mi) =
∑µ
i=1 dq(ai)(x)mi = 0, with degx dq(a1)(x) ≤
degx a1(x) − 1, so we get a contradiction. Finally, we have found a basis m′ = (m1, . . . ,mµ) of M over
F such that ∆q(m′) = 0. 
If (q − 1)x is a unit of F , the operator ∆q is defined over M and (2.1.2.1) shows that:
Corollary 2.1.3. The operator Φκq is unipotent if and only if ∆
κ
q is nilpotent.
2.2. Extensions of trivial q-difference modules
Proposition 2.2.1.
1) If the q-difference moduleM is an extension of trivial q-difference modules then the F -linear morphism
Φκq is unipotent.
2) If R is a field , F = R(x) and Φκq is unipotent, then M is an extension of trivial q-difference
modules.
Proof.
1)We have to prove that Φκq −1 is a nilpotent endomorphism. IfM is an extension of trivial q-difference
modules over F , by (2.1.2) we can find a basis e of M over F such that Φκq e = e(I+Hκ(x)), where I is
the identity matrix and Hκ(x) is a block matrix of the form
Hκ(x) =

0
0
0
∗
. . .
0
∗
∗
0
 .
The matrix Hκ(x) is nilpotent, hence Φ
κ
q is a unipotent endomorphism.
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2) If R is a field we can consider the operator ∆q associated to Φq. Since Φ
κ
q is unipotent, the C-
linear morphism ∆q is nilpotent (cf. (2.1.3)), therefore there exists m1 ∈ M such that ∆qm1 = 0. Let
µ = dimF M . If µ = 1 there is nothing more to prove. Let µ be greater than 1. The operator ∆q
induces a structure of a q-difference module over the quotient F -vector space M/Fm1 which satisfies
the hypothesis. By induction we can find a filtration of M/Fm1
M˜0 = {0} ⊂ M˜1 ⊂ . . . ⊂ M˜l =M/Fm1 ,
such that:
1) for all i = 0, . . . , l the sub-vector space M˜i is stable by the operator induced by ∆q;
2) for all i = 1, . . . , l the quotient module M˜i/M˜i−1 equipped with its natural structure of a q-difference
module is trivial over F .
Let ι :M −→M/Fm1 be the canonical projection. Then
M−1 = {0} ⊂M0 = ι−1(M˜0) = Fm1 ⊂M1 = ι−1(M˜1) ⊂ . . . ⊂Ml = ι−1(M˜l) =M
satisfies the conditions:
1) for all i = −1, 0, . . . , l the sub-vector space Mi is stable under the operator induced by ∆q;
2) for all i = 0, . . . , l the quotient module Mi/Mi−1 ∼= M˜i/M˜i−1 equipped with its natural structure of
a q-difference module is trivial over F . 
Remark 2.2.2. In [H, Ch. 6] we find a classification of q-difference modules over R(x) when q is a
root of unity and R is a field of characteristic zero. The author defines the Galois group associated to a
linear q-difference module and proves that it is the smallest algebraic group over R(xκ) containing Φκq .
Part II. p-adic methods
3. Considerations on the differential case
We would like to recall some properties of arithmetic differential modules that are supposed to
motivate the structures we will introduce in the sequel. In particular the considerations below show
that the two notions of nilpotent reduction introduced in §5 are both natural q-analogues of the notion
of nilpotent reduction for differential modules.
Let us consider the field of rational numbers Q. For all prime p ∈ Z we consider the p-adic norm
| |p over Q, normalized so that |p|p = p−1. By the Gauss lemma, the norm | |p can be extended to the
p-adic Gauss norm | |p,Gauss over Q(x), by setting∣∣∣∣∣
∑n
i=0 aix
i∑m
j=0 bjx
j
∣∣∣∣∣
p,Gauss
=
supi=0,...,n |ai|p
supj=0,...,m |bj|p
.
Let us consider a differential module (M,∆) over Q(x), i.e. a Q(x)-vector space M of finite dimension
µ equipped with a Q-linear morphism ∆ : M −→ M such that ∆(fm) = dfdxm + f∆(m), for all
f ∈ Q(x) and m ∈ M . We fix a basis e of M over Q(x) and set ∆ne = eGn(x), for all n ≥ 1,
where Gn(x) ∈ Mµ×µ(Q(x)) is a square matrix of order µ with coefficients in Q(x). For n = 0 we set
G0(x) = Iµ. The matrix
∑
n≥0
Gn(t)
n! (x − t)n ∈ Glµ(Q(t) [[x− t]]) is a formal solution of dYdx = Y G1(x)
at any t in the algebraic closure of Q, such that G1(x) has no pole at t.
For almost all primes p ∈ Z we have |G1(x)|p,Gauss ≤ 1 and we can consider the image of
G1(x) in Mµ×µ(Fp(x)). One usually says that (M,∆) has p-adic nilpotent reduction of order n if
|Gnp(x)|p,Gauss < 1 or, equivalently, if Gnp(x) ≡ 0 modulo p. If n = 1 we say that (M,∆) has
p-curvature zero.
Another equivalent statement of the Grothendieck conjecture (cf. Introduction) is:
Grothendieck’s conjecture. If (M,∆) has p-curvature zero for almost all primes p, then (M,∆)
becomes trivial over an algebraic extension of Q(x).
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Let us consider the p-adic generic radius of convergence
Rp(M) = inf
(
1, lim inf
n→∞
∣∣∣∣Gn(x)n!
∣∣∣∣−1/n
p,Gauss
)
.
If (M,∆) has p-adic nilpotent reduction of order n we have:
Rp(M) ≥ p1/npp−1/(p−1) ;
in particular if (M,∆) has p-curvature zero, the previous inequality reduces to Rp(M) ≥ p−1/p(p−1).
An important and useful property of arithmetic differential modules is that (cf. (8.1))
∑
p-curvature zero
log
1
Rp(M)
≤
∑
p-curvature zero
log p
p(p− 1) <∞ .
For the case of q-difference modules, a naive translation of these definitions gives deceiving results. A
more accurate analysis of the case of p-curvature zero leads to the following remark. Let G1(x) be the
image of G1(x) in Mµ×µ(Fp(x)). By imposing that Gp(x) ≡ 0 modulo p we are actually requiring that
the differential system in positive characteristic
dY
dx
= Y G1(x)
has a fundamental matrix of solutions Y (x) ∈ Glµ(Fp(x)). Since the derivation 1p! d
p
dxp makes sense in
characteristic p this implies that 1p!
dpY
dxp ≡ Gp(x)p! Y modulo p, with |Gp(x)|p,Gauss ≤ p−1 = |p!|p.
The problem is that in the q-difference case, one can define some q-analogue of factorials, but they
generally are p-adically smaller than the uniformizer p. It turns out that the q-analogue of the condition
Gp(x) ≡ 0 modulo p is not equivalent to the q-analogue of the condition
∣∣∣Gp(x)p! ∣∣∣p,Gauss ≤ 1, but both of
them are linked to the property of a suitable q-difference system having a fundamental solution matrix
in some polynomial ring over a quotient of Z. Therefore, for a q-difference module, we have two natural
notions of nilpotent reduction: from a local point of view the notions are not equivalent (cf. §5), but we
conjecture that they are globally equivalent.
4. Introduction to p-adic q-difference modules
Let Kv be a field of characteristic zero, complete with respect to a non-archimedean norm | |v. Let
Vv be the ring of integers of Kv, ̟v the uniformizer of Vv, kv its residue field of characteristic p > 0.
We fix a nonzero element q ∈ Kv, such that q is not a root of unity and |q|v = 1. Let q be the
image of q in kv; we suppose that q is algebraic over the prime field Fp and we set
κv = min{m ∈ Z : m > 0, qm = 1} ≥ 1 .
We notice that q ∈ kv satisfies the assumption of §2.
In addition, we assume that
|1− qκv |v < |p|1/(p−1)v
If q is an element of Qp ⊂ Kv and p > 2, this holds automatically in fact |1− qκv |v ≤ |p|v < |p|1/(p−1)v .
4.1. p-adic estimates of q-binomials
Lemma 4.1.1. Let n ≥ i ≥ 0 be two integers. We have
(4.1.1.1) |[n]q!|v = |[κv]q|[
n
κv
]
v
∣∣∣∣[ nκv
]
!
∣∣∣∣
v
,
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where [x] is the integer part of x ∈ R, and
(4.1.1.2)
∣∣∣∣∣
(
n
i
)
q
∣∣∣∣∣
v
≤ 1 .
Proof.
1) By the definition of κv, if κv does not divide n, |1−qn|v = 1. Since |1−qnκv |v ≤ |1−qκv |v < |p|1/(p−1)v
for all n ∈ Z, n ≥ 1, we have (cf. for instance [DGS, II, 1.1])
(4.1.1.3) |1− qnκv |v = | log qnκv |v = |n log qκv |v = |n|v|1− qκv |v ,
so |[nκv]q|v =
∣∣∣ 1−qnκv1−q ∣∣∣v = |n|v|[κv]q|v. We obtain
|[n]q!|v = |[κv]q|[
n
κv
]
v
∏
i≤n
κv |i
|i|v
= |[κv]q|[
n
κv
]
v |κv|[
n
κv
]
v
∣∣∣∣[ nκv
]
!
∣∣∣∣
v
.
Since κv is a divisor of p
s − 1 for a suitable integer s ≥ 1, we have (κv, p) = 1, which implies that
|κv|v = 1.
2) Since q is an invertible element of the ring of integers Vv, we obtain the inequality
∣∣∣(ni)q∣∣∣v ≤ 1 using
the relation
(1 − x)n =
n∑
j=0
(−1)j
(
n
j
)
q
qj(j−1)/2xj ∈ Vv[x] .

4.2. The Gauss norm and the invariant χv(M)
By the Gauss lemma, one can extend the norm | |v to the so-called Gauss norm | |v,Gauss over
Kv(x) by setting ∣∣∣∣∣
∑n
i=0 aix
i∑m
j=0 bjx
j
∣∣∣∣∣
v,Gauss
=
supi=0,...,n |ai|v
supj=0,...,m |bj|v
.
Remark that | |v,Gauss is multiplicative.
Lemma 4.2.1. For any f(x) ∈ Kv(x) and any positive integer n, we have∣∣∣∣ dnq[n]q!f(x)
∣∣∣∣
v,Gauss
≤ |f(x)|v,Gauss .
Proof. By (1.1.9) and (4.1.1) the inequality holds for all f(x) ∈ Kv[x]. Furthermore we have∣∣∣∣dq ( 1f(x)
)∣∣∣∣
v,Gauss
=
∣∣∣∣ dqf(x)f(x)f(qx)
∣∣∣∣
v,Gauss
≤
∣∣∣∣ 1f(x)
∣∣∣∣
v,Gauss
.
By the q-analogue of the Leibniz formula (1.1.10.2) we have
dnq
[n]q!
(
1
f(x)
)
= − 1
f(qnx)
n−1∑
i=0
diq
[i]q!
(f)(qn−ix)
dn−iq
[n− i]q!
(
1
f(x)
)
;
and therefore by induction ∣∣∣∣ dnq[n]q!
(
1
f(x)
)∣∣∣∣
v,Gauss
≤
∣∣∣∣ 1f(x)
∣∣∣∣
v,Gauss
.
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Finally, if g(x) ∈ Kv[x] we obtain∣∣∣∣ dnq[n]q!
(
g(x)
f(x)
)∣∣∣∣
v,Gauss
=
∣∣∣∣∣
n∑
i=0
diq
[i]q!
(g)(qn−ix)
dn−iq
[n− i]q!
(
1
f(x)
)∣∣∣∣∣
v,Gauss
≤
∣∣∣∣ g(x)f(x)
∣∣∣∣
v,Gauss
.

Let M = (M,Φq) be a q-difference module over Kv(x). Since Kv is a field, we have well defined
operators
dq =
ϕq − 1
(q − 1)x and ∆q =
Φq − 1
(q − 1)x
acting over Kv(x) and M , respectively (cf. (1.1.8)).
We fix a basis e of M over Kv(x) and define a sequence of matrices Gn(x) ∈Mµ×µ(Kv(x)) for any
integer n ≥ 0 by setting
(4.2.1.1) ∆nq (e) = eGn(x) .
The matrices Gn(x) satisfy the inductive relation
(4.2.1.2) G0(x) = Iµ, G(x) = G1(x), Gn+1(x) = G1(x)Gn(qx) + dqGn(x) .
We call
(S ) dqY = Y G(x)
the q-difference system associated to M with respect to the basis e. If zero is not a pole of G1(x), we
obtain a formal solution of (S ):
∑∞
n=0
Gn(0)
[n]q !
xn. More generally, if qna is not a pole of G1(x) for all
positive integers n, the matrix
(4.2.1.3) Y (x) =
∞∑
n=0
Gn(a)
[n]q!
(x− a)n ∈Mµ×µ(Kv [[x− a]]q)
is a formal solution of (S )(1).
One can easily check that if Y is a fundamental matrix for (S ) with coefficients in some fixed
q-difference algebra F (i.e. an invertible matrix solution of (S ) with coefficients in F), any other
fundamental matrix of (S ) in Glµ(F) is of the form YF , where F is an invertible matrix with coefficients
in the subring of constants F .
In the following definition, the sup-norm of a matrix is the maximum of the norms of its entries:
Definition 4.2.2. χv(M) = inf
(
1, lim inf
n→∞
∣∣∣∣Gn(x)[n]q!
∣∣∣∣−1/n
v,Gauss
)
.
Lemma 4.2.3. Let
h(n) = sup
s≤n
log+
∣∣∣∣Gs(x)[s]q!
∣∣∣∣
v,Gauss
= sup
s≤n
log
∣∣∣∣Gs(x)[s]q!
∣∣∣∣
v,Gauss
,
(1) The ring Kv [[x− a]]q is neither integral nor local: in particular the remark that Y (a) = Iµ is not
enought to conclude that Y (x) ∈ Glµ(Kv [[x− a]]q) (which is true, anyway). Moreover there exists
subalgebra of Kv [[x− a]]q that can be identified to the algebra af analytic function over a q-invariant
analytic domain, eventually non connected, via a q-Taylor expansion. As a consequence, it is possible
to generalize (4.2.6) and (4.3.3) below, obtaining more precise statements. The proofs of these facts,
that are not relevant for the sequel, are in a paper in preparation by the author on the p-adic theory of
q-difference eqauations.
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with log+ x = log sup(x, 1), for all x ∈ R. Then
lim sup
n→∞
h(n)
n
= log
1
χv(M) .
Moreover, χv(M) is independent of the choice of the Kv(x)-basis e of M .
Proof. We recall that G0(x) = Iµ and that therefore the two definitions of h(n) are equivalent.
Let f = eF (x) be another Kv(x)-basis of M , with F (x) ∈ Glµ(Kv(x)). For any integer n ≥ 0, we
set: 
∆nq (e) = eGn(x), he(n) = sup
s≤n
log
∣∣∣∣Gs(x)[s]q!
∣∣∣∣
v,Gauss
;
∆nq (f) = fHn(x), hf (n) = sup
s≤n
log
∣∣∣∣Hs(x)[s]q!
∣∣∣∣
v,Gauss
.
By (1.1.10.2) we have
f
Hn(x)
[n]q!
=
∆nq
[n]q!
(f) =
∆nq
[n]q!
(eF (x))
= fF (x)−1
n∑
i=0
Gi(x)
[i]q!
dn−iq (F )
[n− i]q! (q
ix) ,
and hence it follows that
(4.2.3.1) hf (n) ≤ log |F (x)−1|v,Gauss + log |F (x)|v,Gauss + he(n) .
By symmetry, we deduce that
lim sup
n→∞
he(n)
n
= lim sup
n→∞
hf (n)
n
.
Let h(n) = he(n). It is a general fact (cf. for instance the proof of [DGS, VII, Lemma 4.1]) that
lim sup
n→∞
h(n)
n
= log
1
χv(M) .

Let a be an element of Kv such that q
na is not a pole of G1(x) for any n ≥ 0. We want to
relate χv(M) and the radius of convergence of the matrix
∑∞
n=0
Gn(a)
[n]q !
(x− a)n, which solves the linear
q-difference system associated to M, with respect to the basis e. First of all, we notice that if |a|v ≤ 1,
we have ∣∣∣∣Gn(x)[n]q!
∣∣∣∣
v,Gauss
≥
∣∣∣∣Gn(a)[n]q!
∣∣∣∣
v
,
and therefore we obtain
χv(M) ≤ lim inf
n→∞
∣∣∣∣Gn(a)[n]q!
∣∣∣∣−1/n
v
.
Hence, if zero is not a pole of G1(x), the matrix
∑∞
n=0
Gn(0)
[n]q !
xn converges at least for |x|v < χv(M).
Example 4.2.4. Let us consider the analogue of the exponential series
expq(x) =
∞∑
n=0
xn
[n]q!
.
Obviously expq(x) is the solution at zero of the q-difference equation dqy = y, which is the system
associated to the q-difference module (Kv(x),∆q), with ∆q(f(x)) = dqf(x)+f(qx) for all f(x) ∈ Kv(x).
Then χv(Kv(x),∆q) coincides with the radius of convergence of expq(x), that is |[κv]q|1/κvv |p|1/κv(p−1)v ,
by (4.1.1.1).
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If a 6= 0 the situation is slightly more complicated:
Lemma 4.2.5. Let
∑∞
n=0 an(x− a)n ∈ Kv [[x− a]]q and let ̺ ∈ (0, 1] be a real number. Then if
sup(̺, |a|v)1− 1κv sup(̺, |a|v|[κv]q|v) 1κv < lim inf
n→∞
|an|−1/nv
(in particular, if sup(̺, |a|v) < lim infn→∞ |an|−1/nv )
the series
∑∞
n=0 an(x − a)n converges in the disk {x ∈ Kv : |x− a|v < ̺}.
Corollary 4.2.6. Let a ∈ Vv be such that |a|v ≤ χv(M), then
∑∞
n=0
Gn(a)
[n]q !
(x − a)n converges in the
open disk {x ∈ Kv : |x− a|v < χv(M)}.
Proof of lemma 4.2.5. By the Maximum Modulus Principle [DGS, VI, 1.1] and (4.1.1.3) we have
sup
|x−a|v<̺
|(x− a)n|v = sup
|x−a|v<̺
∣∣(x− a) (x− a+ a(1− q)) · · · (x− a+ a (1− qn−1))∣∣
v
≤ ̺ sup (̺, |a|v)(n−1)−[
n−1
κv
]
[ n−1κv ]∏
i=1
sup (̺, |ai|v|[κv]q|v)
≤ ̺ sup (̺, |a|v)(n−1)−[
n−1
κv
] sup (̺, |a|v|[κv]q)|v)[
n−1
κv
]
Finally,
∑∞
n=0 an(x − a)n converges if
sup(̺, |a|v)1− 1κv sup(̺, |a|v|[κv]q|v) 1κv < lim inf
n→∞
|an|−1/nv .

The following characterization of χv(M) is the q-analogue of a result by Andre´ (cf. [A, IV, §5]):
Proposition 4.2.7. The sequence
(
h(n)
n
)
n∈N
defined in (4.2.3) is convergent:
(4.2.7.1) lim
n→∞
h(n)
n
= log
1
χv(M) .
Proof. By (4.2.3) it is enough to prove the existence of the limit. Let s, n be two positive integers; we
have
∆s+nq
[s+ n]q!
(e) =
∆nq
[s+ n]q!
(
∆sqe
)
=
∆nq
[s+ n]q!
(eGs(x))
= e
1
[s+ n]q!
n∑
i=0
(
n
i
)
q
Gi(x)d
n−i
q (Gs)(q
ix)
= e
∑
i+j=n
[n]q![s]q!
[s+ n]q!
Gi(x)
[i]q!
djq
[j]q!
(
Gs(q
ix)
[s]q!
)
It follows that
Gs+n(x)
[s+ n]q!
=
∑
i+j=n
[n]q![s]q!
[s+ n]q!
Gi(x)
[i]q!
djq
[j]q!
(
Gs(q
ix)
[s]q!
)
and hence
log
∣∣∣∣Gs+n(x)[s+ n]q!
∣∣∣∣
v,Gauss
≤ log
∣∣∣∣Gs(x)[s]q!
∣∣∣∣
v,Gauss
+ h(n)− log
∣∣∣∣∣
(
n+ s
s
)
q
∣∣∣∣∣
v
.
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For all k ∈ N and n ≥ s, by induction we obtain
log
∣∣∣∣Gs+kn(x)[s+ kn]q!
∣∣∣∣
v,Gauss
≤ log
∣∣∣∣ Gs+(k−1)n(x)[s+ (k − 1)n]q!
∣∣∣∣
v,Gauss
+ h(n)− log
∣∣∣∣∣
(
s+ kn
s+ (k − 1)n
)
q
∣∣∣∣∣
v
≤ log
∣∣∣∣Gs(x)[s]q!
∣∣∣∣
v,Gauss
+ kh(n)− log
∣∣∣∣∣
k∏
i=1
(
s+ in
s+ (i− 1)n
)
q
∣∣∣∣∣
v
.
Let N ∈ N, N ≥ n ; then N = [Nn ]n+ s, with 0 ≤ s < n, and the previous inequality becomes
log
∣∣∣∣GN (x)[N ]q!
∣∣∣∣
v,Gauss
≤
([
N
n
]
+ 1
)
h(n)− log
∣∣∣∣∣∣∣
[Nn ]∏
i=1
(
s+ in
s+ (i− 1)n
)
q
∣∣∣∣∣∣∣
v
.
Since log
∣∣∣∣∏[Nn ]i=1 ( s+ins+(i−1)n)q
∣∣∣∣
v
≤ 0 is a decreasing function of N we obtain
h(N)
N
≤
(
1
n
+
1
N
)
h(n)− log
∣∣∣∣∣∣∣
[Nn ]∏
i=1
(
s+ in
s+ (i− 1)n
)
q
∣∣∣∣∣∣∣
v
≤
(
1
n
+
1
N
)
h(n)− log
∣∣∣∣∣ [N ]q!([n]q!)[Nn ] [s]q!
∣∣∣∣∣
v
.
Finally we deduce by (4.1.1.1) that
lim sup
N→∞
h(N)
N
≤ lim sup
N→∞
( 1
n
+
1
N
)
h(n)− log
∣∣∣∣∣ [N ]q!([n]q!)[Nn ] [s]q!
∣∣∣∣∣
1
N
v

≤ h(n)
n
− log
(
|[κv]q|1/κvv |p|1/κv(p−1)v
|[n]q!|1/nv
)
.
Therefore
lim sup
N→∞
h(N)
N
≤ lim inf
n→∞
h(n)
n
,
from which it follows that the sequence
(
h(n)
n
)
n∈N
is convergent. 
Now we prove a first estimate for χv(M). In succeeding sections we will prove a more precise
estimate linked to the notion of unipotent reduction.
Proposition 4.2.8. We have:
χv(M) ≥ |[κv]q|
1/κv
v |p|1/κv(p−1)v
sup (|G(x)|v,Gauss, 1) .
Proof. By induction, we get ∣∣∣∣Gn(x)[n]q!
∣∣∣∣
v,Gauss
≤ sup (|G(x)|v,Gauss, 1)
n
|[n]q!|v
and the conclusion follows by lemma (4.1.1.1). 
Remark 4.2.9. We have assumed that |1 − qκv |v < |p|1/(p−1)v . Let us briefly analyze what happens if
we drop this assumption.
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We notice that if |q|v > 1 then |[n]q!|v = |q|
n(n−1)
2
v for all n ≥ 0, and therefore
χv(M)−1 = lim sup
n→∞
∣∣∣∣Gn(x)[n]q!
∣∣∣∣1/n
v,Gauss
= lim sup
n→∞
|Gn(x)|1/nv,Gauss
|q|
n−1
2
v
.
This limit can be zero as well as ∞ or a finite value. On the other hand, if |q|v < 1 then |[n]q!| = 1 for
any n ≥ 0, and therefore
χv(M)−1 = lim sup
n→∞
∣∣∣∣Gn(x)[n]q!
∣∣∣∣1/n
v,Gauss
= lim sup
n→∞
|Gn(x)|1/nv,Gauss ≤ sup (|G(x)|v,Gauss, 1) .
Proposition 4.2.10. If |q|v = 1 and |1− qκv |v ≥ |p|1/(p−1)v then
sup (|G(x)|v,Gauss, 1)
|p|1/κv(p−1)v |1− qeκv |1/eκvv
≥ χv(M)−1 ≥ sup (|G(x)|v,Gauss, 1)|[κv]q|1/κvv
,
where
e = inf{m ∈ Z : m > 0, |1− qeκv |v < |p|1/(p−1)v } .
Proof. Since |1 − qnκv |v ≤ |1 − qκv |v for any positive integer n we have: |[n]q!|v ≤ |[κv]q|[
n
κv
]
v . For any
positive integer n, there exist two positive integers r, s < e, such that n = se+ r. We obtain
|1− qnκv |v = |1− q(se+r)κv |v = |1− qseκv + qseκv (1− qrκv )|v
{
≥ |p|1/(p−1)v if r 6= 0
= |s|v|1− qeκv |v otherwise
;
from which we infer that
|[κv]q|1/κvv ≥ lim sup
n→∞
|[n]q!|1/nv
≥ lim inf
n→∞
|[n]q!|1/nv
≥ lim inf
n→∞
(
|p|([
n
κv
]−[ neκv ])
1
p−1
v |1− qeκv |[
n
eκv
]
v
∣∣∣∣[ neκv
]
!
∣∣∣∣
v
)1/n
≥ |p|1/κv(p−1)v |1− qeκv |1/eκvv .
Finally we have
sup (|G(x)|v,Gauss, 1)
|p|1/κv(p−1)v |1− qeκv |1/eκvv
≥ χv(M)−1 ≥ sup (|G(x)|v,Gauss, 1)|[κv]q|1/κvv
.

4.3. q-analogue of the Dwork-Frobenius theorem
The next proposition is the q-analogue of the Dwork-Frobenius-Young theorem [DGS, VI, 2.1],
which establishes a relation between χv(M) and the coefficients of the q-difference matrix associated to
M = (M,Φq) with respect to a cyclic basis, when κv = 1:
Proposition 4.3.1. We suppose that |1− q|v < |p|1/(p−1)v . LetM be a q-difference module over Kv(x)
of rank µ, m ∈M a cyclic vector (cf. (1.3.1)) such that
∆q(m,∆q(m), . . . ,∆
µ−1
q (m)) = (m,∆q(m), . . . ,∆
µ−1
q (m))

0 . . . 0 a0(x)
Iµ−1
a1(x)
...
aµ−1(x)
 .
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If supi=0,...,µ−1 |ai(x)|v,Gauss > 1 then
χv(M) = |p|
1/(p−1)
v
supi=0,...,µ−1 |ai(x)|1/(µ−i)v,Gauss
.
It follows immediately from (4.2.8) that:
Corollary 4.3.2. Let |1− q|v < |p|1/(p−1)v . Then χv(M) ≥ |p|1/(p−1)v if and only if
sup
i=0,...,µ−1
|ai(x)|v,Gauss ≤ 1 .
Proof of proposition 4.3.1. We recall that χv(M) is independent of the choice of the basis of M
over Kv(x).
Let γ ∈ Kv be such that |γ|v = supi=0,...,µ−1 |ai(x)|1/(µ−i)v,Gauss, e = (m,∆q(m), . . . ,∆µ−1q (m)) and
H =

γµ−1 0
γµ−2
. . .
0 1
 .
We set f = eH . By a direct calculation we obtain
∆q(f) = H
−1∆q(e)H = fγW (x) , with W (x) =

0 . . . 0 a0(x)/γ
µ
Iµ−1
a1(x)/γ
µ−1
...
aµ−1(x)/γ
 .
We set ∆nq (f) = fHn(x), with H1(x) = γW (x). We want to prove by induction on n that Hn(x) ≡
γnW (x) · · ·W (qn−1x) mod γn−1. We remark that Hn(x) ≡ γnW (x) · · ·W (qn−1x) mod γn−1 implies
that |Hn(x)|v,Gauss ≤ |γ|nv , and therefore that |dqHn(x)|v,Gauss ≤ |γ|nv (cf. (4.2.1)). Then we have
Hn+1(x) = H1(x)Hn(qx) + dqHn(x)
≡ γn+1W (x) · · ·W (qnx) mod γn.
We deduce that |Hn(x)|v,Gauss ≤ |γ|nv , for all n ≥ 1, and hence that
χv(M) ≥ |p|
1/(p−1)
v
supi=0,...,µ−1 |ai(x)|1/(µ−i)v,Gauss
.
Let us prove the reverse inequality. By induction on µ one proves that the characteristic polynomial
of W (x) is
(4.3.2.1) Xµ − aµ−1(x)
γ
Xµ−1 − aµ−2(x)
γ2
Xµ−2 − . . .− a0(x)
γµ
.
By our choice of γ, the reduction modulo ̟v of (4.3.2.1) has a nonzero root, hence W (x) has an
eigenvalue of norm 1. Then there exist
- an extension L of Kv(x) equipped with an extension of | |v,Gauss, still denoted | |v,Gauss,
- Λ ∈ L, such that |Λ|v,Gauss = 1,
-
−→
V ∈ Lµ, such that |−→V |v,Gauss = 1,
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satisfying the relation
W (x) · · ·W (qn−1x)−→V ≡W (x)n−→V ≡ Λn−→V in the residue field of L with respect to | |v,Gauss.
We deduce that
γ−nHn(x)
−→
V ≡ Λn−→V in the residue field of L with respect to | |v,Gauss.
Finally we obtain∣∣∣∣γ−nHn(x)[n]q!
∣∣∣∣
v,Gauss
≥
∣∣∣∣ γ−n[n]q!Hn(x)−→V
∣∣∣∣
v,Gauss
=
∣∣∣∣∣Λn
−→
V
[n]q!
∣∣∣∣∣
v,Gauss
=
∣∣∣∣ 1[n]q!
∣∣∣∣
v
and hence
χv(M)−1 = sup
(
1, lim sup
n→∞
∣∣∣∣Hn(x)[n]q!
∣∣∣∣1/n
v,Gauss
)
≥ lim sup
n→∞
∣∣∣∣ γn[n]q!
∣∣∣∣1/n
v
=
supi=0,...,µ−1 |ai(x)|1/(µ−i)v,Gauss
|p|1/(p−1)v
.

In the previous proposition we assumed that κv = 1. If κv > 1 we have:
Proposition 4.3.3. The q-difference module (M,Φq) equipped with the operatorΦ
κv
q (and consequently
with ∆qκv = (Φ
κv
q − Iµ)/(qκv − 1)x) is a qκv -difference module and
χv(M,Φq) ≤ χv(M,Φκvq )1/κv .
Proof. Applying successively (1.1.11.1) and (1.1.11.2), we obtain
(4.3.3.1) ∆nqκv =
(−1)n
(qκv − 1)nxn
∑
i=0,...,n
j=0,...,iκv
(
(−1)i
(
n
i
)
q−κv
q−κv
i(i−1)
2
(
iκv
j
)
q
(q − 1)jq j(j−1)2 xj
)
∆jq .
Let f be a basis of M over Kv(x) such that ∆
n
qκv f = fHn(x) and ∆
n
q f = fGn(x). We deduce using (4.
3.3.1) that
|Hn(x)|v,Gauss ≤ 1|qκv − 1|nv
(
sup
s≤nκv
|Gs(x)|v,Gauss
)
.
Recalling the estimates in (4.1.1) and some general properties of lim sup (cf. [AB, II, 1.8]) we obtain
1
χv(M,Φqκv )
= lim sup
n→∞
∣∣∣∣Hn(x)nqκv !
∣∣∣∣1/n
v,Gauss
≤ lim supn→∞
(
sups≤nκv |Gs(x)|v,Gauss
)1/n
|qκv − 1|v|p|1/(p−1)v
=
1
χv(M,Φq)κv
.

5. p-adic criteria for unipotent reduction
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We recall that Kv is a complete field with respect to the norm | |v and that Vv is its ring of integers,
̟v its uniformizer and kv the residue field.
Let q be an element of Kv such that |q|v = 1, q is not a root of unity, and the order κv of its image
in the multiplicative group k×v is finite.
Let F ⊂ Kv(x) be a q-difference algebra essentially of finite type over Vv (cf. (1.1.2)). Let a be
an ideal of Vv and q be the image of q in Vv/a. The algebra F ⊗Vv Vv/a has the natural structure
of a q-difference algebra. Let M = (M,Φq) be a q-difference module over F . We consider the free
F ⊗Vv Vv/a-module M ⊗Vv Vv/a equipped with the morphism Φq induced by Φq: it is a q-difference
module over F ⊗Vv Vv/a, which satisfies the assumptions of §2.
We are especially interested in the following two cases:
- a is the maximal ideal of Vv generated by ̟v. We will refer to (M ⊗Vv Vv/̟vVv,Φq) as the reduction
of M modulo ̟v or over k.
- a is the ideal of Vv generated by 1− qκv . We will refer to (M ⊗Vv Vv/(1− qκv )Vv,Φq) as the reduction
modulo 1− qκv .
Remark 5.0.4. We notice that |p!|v = |p|v, therefore both reductions are q-analogues of the reduction
modulo p in the differential case (cf. §3). In (§6) we analyze the reduction modulo ̟v, while in our
main theorem (7.1.1) we consider the reduction modulo 1− qκv .
Motivated by §2, we are particularly interested in q-difference modules M over F such that the
reduction modulo ̟v (resp. 1 − qκv ) of the operator Φκvq is unipotent. We shall say briefly that M
has unipotent reduction of order n modulo ̟v (resp. 1− qκv) if the reduction of Φκvq modulo ̟v (resp.
1− qκv ) is a unipotent morphism of order n.
The following example shows that M can have unipotent reduction modulo ̟v without having
unipotent reduction modulo 1− qκv :
Example. Let us consider the q-difference module over Qp(x) associated to the q-difference system
(5.0.4.1)
(
y1(qx)
y2(qx)
)
=
(
1 p
0 1
)(
y1(x)
y2(x)
)
.
Then (
y1(q
κpx)
y2(q
κpx)
)
=
(
1 κpp
0 1
)(
y1(x)
y2(x)
)
,
from which it follows that ∣∣∣∣( 1 κpp0 1
)
− I2
∣∣∣∣
p
= |κpp|p = |p|p .
If we choose q = 8 and p = 3 then κp = 2 and |1 − qκp |p = |1 − 82|p = |32|p < |3|p, and therefore(
1 κpp
0 1
)
=
(
1 6
0 1
)
≡ I2 mod 3, but
(
1 6
0 1
)
6≡ I2 mod 32. Then by (2.1.2) the q-difference module
associated to (5.0.4.1) has trivial reduction modulo p = 3, but not modulo 1− qκp = (−7)32.
We want to relate the property of having unipotent reduction modulo ̟v (resp. 1 − qκv ) to an
estimate of the invariant χv(M) := χv(MKv(x)).
5.1. q-difference modules having unipotent reduction modulo ̟v
First we consider q-difference modules having unipotent reduction modulo ̟v. The following
proposition is a q-analogue of a classical estimate for p-adic differential modules [DGS, page 96]:
Proposition 5.1.1. If M has unipotent reduction modulo ̟v of order n then
(5.1.1.1) χv(M) ≥ |̟v|−1/κvnv |[κv]q|1/κvv |p|1/κv(p−1)v .
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The proof of (5.1.1) relies on the following lemma:
Lemma 5.1.2. Let us assume thatM has unipotent reduction of order n modulo ̟v. Let e be a basis
of M over F and let ∆mq e = eGm(x), for any m ≥ 1, with Gm(x) ∈Mµ×µ(Kv(x)). Then
|Gsnκv (x)|v,Gauss ≤ |̟v|sv ,
for every integer s ≥ 1.
Proof. By (1.1.10.2), for all s ∈ N, s > 1 we have
∆(s+1)nκvq (e) = eG(s+1)nκv (x)
= ∆nκvq (eGsnκv (x))
=
nκv∑
i=0
(
nκv
i
)
q
∆nκv−iq (e)d
i
q (Gsnκv ) (q
nκv−ix)
= e
nκv∑
i=0
(
nκv
i
)
q
Gnκv−i(x)d
nκv−i
q (Gsnκv ) (q
nκv−ix) ,
and hence
(5.1.2.1) G(s+1)nκv (x) =
nκv∑
i=0
(
nκv
i
)
q
Gnκv−i(x)d
i
q (Gsnκv ) (q
nκv−ix)
By (2.1.3), the definition of unipotent reduction modulo ̟v is equivalent to the condition
|Gnκv (x)|v,Gauss ≤ |̟v|v .
We shall prove the statement by induction on s > 1, using (5.1.2.1). We suppose that
|Gsnκv (x)|v,Gauss ≤ |̟v|sv .
Then all the terms occurring in the sum (5.1.2.1) are bounded by |̟v|s+1v , in fact:
1) If (κv, i) = 1, then ∣∣∣∣∣
(
nκv
i
)
q
∣∣∣∣∣
v
=
∣∣∣∣∣ [nκv]q[i]q
(
nκv − 1
i− 1
)
q
∣∣∣∣∣
v
≤ |[κv]q|v ≤ |̟v|v
and the absolute value of the corresponding term in sum (5.1.2.1) is bounded by |̟v|s+1v .
2) For all i = 1, . . . , n, we have |diκvq f(x)|v,Gauss ≤ |[κv]q|v|f(x)|v,Gauss and therefore∣∣∣∣∣
(
nκv
iκv
)
q
Gnκv−iκv (x)d
iκv
q (Gsnκv ) (q
nκv−iκvx)
∣∣∣∣∣
v,Gauss
≤ |[κv]q|v|̟v|sv ≤ |̟v|s+1v ,
for all i = 1, . . . , n.
3) The term of (5.1.2.1) corresponding to i = 0 is Gnκv (x)Gsnκv (q
nκvx), and therefore it is bounded by
|̟v|s+1v , by induction.
Thus we have proved that |G(s+1)nκv (x)|v,Gauss ≤ |̟v|s+1v . 
Proof of proposition 5.1.1. By the recursive formula (4.2.1.2) we have
|Gm(x)|v,Gauss ≤
∣∣∣G[ mnκv ]nκv(x)∣∣∣v,Gauss .
23
The q-analogue of Grothendieck-Katz’s conjecture on p-curvatures
The estimate (5.1.1.1) follows from previous lemma, since
χv(M) ≥ inf
1, lim inf
m→∞
|G[ mnκv ]nκv(x)|
−1/m
v,Gauss
|[m]q!|−1/mv

≥ lim inf
m→∞
|̟v|−[
m
nκv
] 1m
v |mq!|1/mv
= |̟v|−1/nκvv |[κv]q|1/κvv |p|1/κv(p−1)v .

Corollary 5.1.3. The q-difference module M has unipotent reduction modulo ̟v if and only if
χv(M) > |[κv]q|1/κvv |p|1/κv(p−1)v .
Proof. If M has unipotent reduction modulo ̟v, we immediately deduce by (5.1.1) that χv(M) >
|[κv]q|1/κvv |p|1/κv(p−1)v .
On the other hand, by hypothesis we have
|[κv]q|1/κvv |p|1/κv(p−1)v < χv(M) = inf
(
1, lim inf
n→∞
∣∣∣∣Gn(x)[n]q!
∣∣∣∣−1/n
v,Gauss
)
= inf
(
1, |[κv]q|1/κvv |p|1/κv(p−1)v lim infn→∞ |Gn(x)|
−1/n
v,Gauss
)
.
We deduce that
lim sup
n→∞
|Gn(x)|1/nv,Gauss < 1 .
We conclude that there exists N ∈ N such that |Gn(x)|v,Gauss < 1 for all n > N , which implies thatM
has unipotent reduction modulo ̟v. 
5.2. q-difference modules having unipotent reduction modulo 1− qκv
Under the hypothesis of unipotent reduction modulo 1−qκv , we obtain a slight but crucial improve-
ment of (5.1.1) that will be fundamental in the proof of the q-analogoue of Grothendieck’s conjecture
(7.1.1) below:
Proposition 5.2.1. LetM be a q-difference module over F , with unipotent reduction modulo 1− qκv
of order n. Then
χv(M) ≥ |[κv]q|(n−1)/nκvv |p|1/κv(p−1)v .
Proof. Let e be the basis of M such that ∆mq e = eGm(x), for all m ≥ 1. Then
|Gnκv (x)|v,Gauss ≤ |[κv]q|v .
The estimates in (5.1.2) show that
(5.2.1.1) |Gsnκv (x)|v,Gauss ≤ |[κv]q|sv , ∀ s ≥ 1,
therefore we conclude that
χv(M) ≥ |[κv]q|(n−1)/nκvv |p|1/κv(p−1)v .

Corollary 5.2.2. The following assertions are equivalent:
1) χv(M) ≥ |p|1/κv(p−1)v .
2) There exists a cyclic basis e of (MK(x), φκvq ) such that Φκvq e ≡ e modulo 1− qκv .
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Proof. The implication “2)⇒1)” is a consequence of the previous proposition.
We prove “1)⇒2)”. The F -module M equipped with the operators Φκvq is a qκv -difference module.
It follows by (4.3.3) that χv(M,Φ
κv
q ) ≥ |p|1/(p−1)v . We know by (1.3.1) thatMK(x) admits a cyclic basis
e over K(x). Let Φκvq e = eAκv (x). We deduce from (4.3.1) that∣∣∣∣Aκv (x)− Iµ(qκv − 1)x
∣∣∣∣
v,Gauss
≤ 1
and hence that |Aκv (x)− Iµ|v,Gauss ≤ |1− qκv |v. 
Part III. A q-analogue of Grothendieck’s conjecture
on p-curvatures
6. Arithmetic q-difference modules and regularity
We now establish some notation that will be maintained until the end of the paper:
K= a number field.
VK= the ring of integers of K.
| |v= a v-adic absolute value of K. In the non-archimedean case we normalize | |v as follows:
|p|v = p−[Kv:Qp]/[K:Q] ,
where Kv is the v-adic completion of K and v|p. Similarly, in the archimedean case we normalize | |v
by setting
|x|v =

|x|1/[K:Q]R if Kv = R
|x|2/[K:Q]C if Kv = C
,
where | |R and | |C are the usual absolute values of R and and of C respectively.
Σf= the set of finite places v of K.
̟v= uniformizer ∈ VK associated to the finite place v.
kv= residue field of K with respect to a finite place v.
Σ∞=the set of archimedean places of K.
6.1. On cyclic subgroups of Q
×
and their reduction modulo almost every prime
We fix an element q of K which is not zero and not a root of unity. For each v ∈ Σf such that
|q|v = 1, we define κv to be the multiplicative order of the image of q in the residue field of K with
respect to v. We refer to [BHV] for the most recent results on the distribution of (κv)v.
We recall that the Dirichlet density d(S) of a set S of finite places of a number field K(cf. for
instance [N, VII, §13]) is defined by
d(S) = lim sup
s→1+
∑
v∈S p
−sfv∑
v∈Σf
p−sfv
,
where fv = [kv : Fp], if v|p.
The proposition below is a particular case of a theorem by Schinzel [Sc, Th. 2]. We prefer to give
a direct proof here.
Proposition 6.1.1. Let S ⊂ Σf be a set of finite places of K of Dirichlet density 1 and let a, b be two
elements of K× = K r {0} such that for all v ∈ S, the reduction of b modulo ̟v belongs to the cyclic
group generated by the reduction of a modulo ̟v. Then b ∈ aZ.
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Corollary 6.1.2. Let a, b be two elements of K, which are not roots of unity, such that for almost
all v ∈ Σf the order of a modulo ̟v and the order of b modulo ̟v coincide. Then either a = b or
a = b−1.
Remark 6.1.3. This shows that {q, q−1} is uniquely determined by the family of integers (κv)v.
Proof of corollary 6.1.2. We recall that k×v is a cyclic group and that, therefore, its subgroups are
determined by their order. By the previous proposition, we know that b = an and a = bm for some
integers n and m. We deduce that anm = a. Since a is not a root of unity, we have mn = 1 and hence
either m = n = 1 or m = n = −1. 
Proof of proposition 6.1.1 (following an argument of P. Colmez). We fix a rational prime ℓ.
Let ζℓ be an ℓ-th root of unity. We consider the following Galois extensions of K: K1 = K(a
1/ℓ, ζℓ),
K2 = K(b
1/ℓ, ζℓ) and K12 = K(a
1/ℓ, b1/ℓ, ζℓ). We will prove that K1 = K12, and hence that K2 ⊂ K1,
by applying the following corollary of the Cˇebotarev Density theorem:
[N, VII, (13.6)] Let K˜ be a Galois extension of the number field K and let P (K˜/K) be the set
of primes of K that split totally in K˜. Then the Dirichlet density of P (K˜/K) is
d(P (K˜/K)) =
1
[K˜ : K]
.
Let v ∈ Σf be a prime of K such that v|p, p > ℓ, and let {w1, . . . , wr} ⊂ Σf be the set of all primes
w of K1 such that w|v. Let ei be the ramification index of wi|v and fi be the residue degree. Since
K1/K is a Galois extension we have: e = e1 = . . . = er and f = f1 = . . . = fr (cf. [N, IV, page 55]).
Therefore, e = f = 1 if and only if we have [K1 : K] =
∑r
i=1 eifi = r: so v splits totally in K1 if and
only if e = f = 1. Then P (K1/K) is the set of all primes v ∈ Σf of K such that:
- v|p and p ≡ 1 mod ℓ;
- there exists a′ ∈ kv such that a′ℓ ≡ a in kv;
- v is not ramified in K1.
For the same reason, P (K12/K) is the set of all primes v ∈ Σf such that:
- v|p and p ≡ 1 mod ℓ;
- there exists a′ ∈ kv such that a′ℓ ≡ a in kv;
- there exists b′ ∈ kv such that b′ℓ ≡ b in kv;
- v is not ramified in K12.
Let v ∈ P (K1/K) ∩ S and let a′ ∈ kv be such that a ≡ a′ℓ in kv. By hypothesis there exists a positive
integer n(v) such that b ≡ an(v) in kv and hence b ≡ (a′n(v))ℓ. Hence if vv ∈ P (K1/K) ∩ S is not
ramified in K12 then v ∈ P (K12/K). Taking into account that S has density 1 and that there are only
finitely many v ∈ Σf which ramify in K12, we have
d(P (K12/K)) =
1
[K12 : K]
≥ d(P (K1/K)) = 1
[K1 : K]
.
We conclude that K12 = K1 and therefore K2 ⊂ K1.
We recall the following fact from Kummer theory:
[N, VII, (3.6)] Let n be a positive integer which is relatively prime with respect to the char-
acteristic of the field K, and assume that K contains the group of n-th roots of unity. Then
the abelian extensions K˜/K of exponents n are in one-to-one correspondence with the subgroups
Γ ⊂ K× = K r {0}, which contain K×n, via the rule Γ 7−→ K˜ = K(n√Γ).
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This statement, applied to K2 ⊂ K1 = K12 and n = ℓ, says that
bZK×
ℓ ⊂ aZK×ℓ ⇒ b ∈ aZK×ℓ .
Since ℓ is arbitrary, we conclude that b ∈ aZ. 
6.2. Unipotent reduction and regularity
LetM = (M,Φq) be a q-difference module over a q-difference algebra F ⊂ K(x) essentially of finite
type over VK (cf. (1.1.2)).
Definition 6.2.1. The q-difference moduleM over F is regular singular if bothMK((x)) andMK((1/x))
are regular singular q-difference modules.
Let Σnilp be the set of finite places v of K such that M has unipotent reduction modulo ̟v. The
following result is a q-analogue of a well known result due to Katz (cf. [K1, 13.0]).
Theorem 6.2.2.
1) If Σnilp is infinite, then M is regular singular.
2) If moreover Σnilp has Dirichlet density 1, the exponents of K((x))⊗F M with respect to some basis
e (and hence to any basis) over K((x)) coincide with qZ.
Proof.
1) It is enough to prove the statement at zero. Let e be a basis of M over F such that Φqe = eA(x),
with A(x) ∈ Glµ(F). Then A(x) can be regarded as an element of Glµ (K((x))), which means that
A(x) has the following form:
A(x) =
1
xl
∑
i≥0
Aix
i ∈ 1
xl
Glµ(K [[x]]) ,
for some l ∈ Z. If l = 0, the q-difference module M is regular singular at zero, so let us suppose l 6= 0.
For all positive integers m, we have
Φmq (e) = eA(x)A(qx) · · ·A(qm−1x) = e
(
Am0
q
lm(m−1)
2 xml
+ h.o.t.
)
By hypothesis, for any v ∈ Σnilp, there exists a positive integer n(v) ≥ 1 such that we have(
A(x)A(qx) · · ·A(qκv−1x)− 1)n(v) ≡ 0 mod ̟v;
we deduce that Aκv0 ≡ 0 modulo ̟v, for any v ∈ Σnilp, and hence that A0 is a nilpotent matrix.
We suppose that zero is not a regular singularity. By (1.4.4), there exist an extension L((t)) of
K((x)) and q˜ ∈ L, with td = x and q˜d = q, such that we can find a basis f of L((t))⊗F M over L((t))
with the following properties:
Φ
q˜
(f) = fB(t)
and
B(t) =
Bk
tk
+
Bk−1
tk−1
+ · · ·+ B1
t1
+ B˜0(t) ,
with B˜0(t) ∈ Mµ×µ(L [[t]]), k ≥ 1 and Bk ∈ Glµ(L) non nilpotent and in Jordan normal form. Let
F (t) = Ftm + h.o.t ∈ Glµ(L((t))) be such that e = fF (t). This implies that A(x) = F (t)−1B(t)F (q˜t).
We get a contradiction since the matrix F ∈ Glµ(L) satisfies A0 = F−1BkF .
2) We know by 1) that M has a regular singularity at zero. Then there exists a K((x))-basis e of
K((x)) ⊗F M such that Φq(e) = eA, with A ∈ Glµ(K) in Jordan normal form. By remark (1.4.2), we
can chose e such that for almost all v ∈ Σnilp there exists n(v) ≥ 1 satisfying the equivalence
(Aκv − 1)n(v) ≡ 0 mod ̟v.
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Therefore the matrix Aκv is unipotent modulo ̟v for all v ∈ Σnilp. We deduce that the reduction
modulo ̟v of the eigenvalues of A are κv-th roots of unity for almost all v ∈ Σnilp. This means that
the reduction modulo ̟v of any eigenvalues of A is an element of the cyclic group generated by the
reduction of q, for all v ∈ Σnilp. The conclusion follows by applying lemma (6.1.1). 
Proposition 6.2.3. Let us assume that the q-difference module M over F has the property that for
almost all finite places v of K the morphism Φκvq induces the identity on the reduction of M modulo
̟v. Then M becomes trivial over K((x)).
Remark. The q-difference module M becomes trivial over K((x)) if and only if there exists a basis e
ofMK(x) over K(x) such that the associated q-difference system has a fundamental matrix of solutions
Y (x) with coefficients in K [[x]]. In this case the matrix G(x) defined by ∆q(e) = eG(x) has no poles at
zero. This implies that the matrix Gn(x), defined by ∆
n
q (e) = eGn(x), have no poles at zero, for any
positive integer n, and hence that
Y (x) = Y (0)
Iµ +∑
n≥0
Gn(0)
[n]q!
xn
 .
Proof. By theorem (6.2.2) we know that M is a regular singular q-difference module. By the formal
classification (1.4.4), there exists a K((x))-basis f of K((x)) ⊗F M such that Φq(f) = fA, with A ∈
Glµ(K) in Jordan normal form. By (1.4.2), we can choose f such that for almost all v ∈ Σf we have
Aκv − 1 ≡ 0 mod ̟v.
We deduce that A is actually a diagonal matrix and that the eigenvalues of A are in qZ. We can assume
A = Iµ by applying a “shearing transformation” (cf. [PS, page 154]), i.e. a basis change of the formx
n1Iν1
. . .
xnr Iνr
 ,
where ν1, . . . , νr are positive integers such that
∑
νi = µ and n1, . . . , nr ∈ Z. Let e be a basis of M over
F . Then there exists F (x) ∈ Glµ (K((x))) such that e = fF (x). It follows that
Φqe = fF (qx) = eF (x)
−1F (qx) .
Then F (x) is a fundamental matrix of solutions for the q-difference system associated toM with respect
to the basis e. After a change of basis of the form e′ = xmCe, wherem ∈ Z and C is a constant invertible
matrix, we obtain a q-difference system having a solution Y (x) = Iµ +
∑
m≥1 Ymx
m ∈ Glµ(K [[x]]). 
7. Statement of the q-analogue of
Grothendieck’s conjecture on p-curvatures
7.1. Statement of the theorem
We recall that K is a number field, VK its ring of integers, v is a finite or an infinite place of K,
and q an element of K, which is not a root of unity. The uniformizer of the finite place v is denoted by
̟v. For almost all finite places v, let κv be the the multiplicative order of the image of q in the residue
field of M modulo ̟v. Let ̟q,v be the integer power of ̟v such that |̟q,v|v = |1 − qκv |v.
We consider a q-difference algebra F ⊂ K(x) essentially of finite type over VK and a q-difference
module M = (M,Φq) over F .
We want to prove the following theorem, which we consider to be the q-analogue of the Grothendieck
conjecture for differential equations with p-curvature zero for almost all finite places:
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Theorem 7.1.1. Let M = (M,Φq) be a q-difference module over F , such that
(∗) the operator Φ
κv
q induces the identity on the reduction of M modulo ̟q,v for
almost all finite places v.
Then M becomes trivial over K(x).
Remark 7.1.2. We recall that the q-difference moduleM overK(x) is trivial if and only if the following
equivalent conditions are satisfied:
1) there exists an isomorphism of q-difference modules MΦq ⊗K K(x) ∼=M ;
2) there exists a K(x)-vector space isomorphism ψ : M −→ K(x)µ such that for all m ∈ M we have:
ψ(Φq(m)) = ϕq(ψ(m)), where ϕq is defined component-wise on K(x)
µ.
3) there exists a basis e of M over K(x) such that, if ∆qe = eG(x), we can find Y (x) ∈ Gl(K(x))
satisfying the q-difference linear system dqY (x) = Y (x)G(x).
It is clear that if a q-difference module M over F becomes trivial over K(x), the hypothesis (∗) of
the theorem above is satisfied.
By (2.1.2) we immediately obtain:
Corollary 7.1.3. Let M = (M,Φq) be a q-difference module over F such that the reduction of M
modulo ̟q,v is trivial for almost all v. Then (M,Φq) is trivial over K(x).
In (7.1.1), we assumed that q is not a root of unity: if q is a root of unity, theorem (7.1.1) is an easy
consequence of the results in (§2). We notice that in this particular case, we just need the hypothesis
of trivial reduction modulo ̟v:
Proposition 7.1.4. Let q be a primitive κ-root of unity, with κ ≥ 1. Then the q-difference module
M = (M,Φq) over F becomes trivial over K(x) if and only if M has trivial reduction modulo ̟v for
an infinite number of v ∈ Σf .
Proof. Let e be a basis of M over F and let Φmq (e) = eAm(x) for all m ≥ 1. By (2.1.2) it is enough to
prove that
Aκ(x) = Iµ ⇔ Aκv (x) ≡ Iµ modulo ̟v, infinitely many v ∈ Σf .
To conclude, it is enough to notice that κv = κ for almost all v ∈ Σf . 
7.2. Idea of the proof
The proof of (7.1.1) is inspired by the theory of G-functions, from which we derive the definitions
below. In the q-difference case, they are not as interesting as in the differential case; in fact, as we will
see later, the two invariants that we are going to define are finite only when the q-difference module is
trivial over K(x). In any case, they will be useful in some intermediate steps of the proof.
Definition 7.2.1. Let y =
∑∞
n=0 anx
n ∈ K [[x]]. We set h(y, n, v) = sup|α|≤n
(
log+ |aα|v
)
and we define
the size of y (cf. [A1, I, 1.3]) to be the number
σ(y) = lim sup
n→∞
1
n
∑
v∈Σf∪Σ∞
h(y, n, v) .
Let M = (M,Φq) be a q-difference module over a q-difference algebra F ⊂ K(x). We fix a basis e of
MK(x) over K(x) and we set as usual ∆nq e = eGn(x) and h(M,n, v) = sup0≤s≤n log
∣∣∣Gs(x)[s]q ! ∣∣∣v,Gauss. We
define the size of M to be
σ(M) = lim sup
n→∞
1
n
∑
v∈Σf
|1−qκv |v<|p|
1/(p−1)
v
h(M,n, v) .
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The proof (to be given explicitly in the next section) is organized as follows:
M satisfies the hypothesis (∗)
︸ ︷︷ ︸
(6.2.3)
www (8.1)www
(M,Φq) becomes trivial over K((x)) σ(M) <∞
︸ ︷︷ ︸
(8.2)
www
There exists a basis e of MK(x) over K(x) such that ∆qe = eG(x) and
there exists an invertible matrix Y (x) ∈ Glµ(K [[x]]) such that dqY (x) =
Y (x)G(x) and the entries of Y (x) have finite size.
(8.4)
www
Y (x) ∈ Glµ(K(x))
8. Proof of (7.1.1)
8.1. Finiteness of the size of M
Proposition 8.1.1. Let M be a q-difference module over F ⊂ K(x) satisfying (∗). Then
σ(M) < +∞ .
Proof. By assumption (cf. (2.1.2.1) and (2.1.3)) there exists a basis e of M over F such that ∆mq e =
eGm(x) and
|Gκv (x)|v,Gauss ≤ |[κv]q|v for almost all v ∈ Σf .
For such v, by (5.2.1.1) we have
∣∣∣∣Gn(x)[n]q!
∣∣∣∣
v,Gauss
≤
∣∣∣∣∣G[ nκv ]κv (x)[n]q!
∣∣∣∣∣
v,Gauss
≤ |[κv]q|
[ nκv ]
v
|[n]q!|v ≤ |p|
−n/κv(p−1)
v ,
from which we obtain
h(M,n, v) ≤ n log |p|
−1
v
κv(p− 1) .
Let
T1 = {v ∈ Σf : |1− qκv |v < |p|1/(p−1)v , |Gκv (x)|v,Gauss ≤ |[κv]q|}
and
T2 = {v ∈ Σf : |1− qκv |v < |p|1/(p−1)v , |Gκv (x)|v,Gauss > |[κv]q|} .
The assumption (∗) implies that T2 is finite.
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By (4.2.7.1) we deduce that
σ(M) ≤
∑
v∈T1
log |p|−1v
κv(p− 1) +
∑
v∈T2
log+
1
χv(M)
.
Let us consider the set Σ˜ of all finite places v of K such that |q|v = 1. Then T1 is cofinite in Σ˜; hence,
to conclude that σ(M) is finite, it is enough to prove the lemma:
Lemma 8.1.2. Let q 6= 0 be an element of K which is not a root of unity, Σ˜ be the set of all finite
places v of K such that |q|v = 1, and κv be the multiplicative order of the image of q in the residue field
of K with respect to v ∈ Σ˜. Then ∑
v∈Σ˜
log |p|−1v
κv(p− 1) <∞ .
Proof. Let 0 < ε < 1. We consider the sets:
S0 = {v ∈ Σ˜, κv ≥ p− 1} ,
S1 = {v ∈ Σ˜, κv < p− 1 , κ2v ≥ p1+ε} ,
S2 = {v ∈ Σ˜, κv < p− 1 , κ2v < p1+ε} .
Then, for η = (1− ε)/(1 + ε) and v ∈ S2, we have
p > κ2/(1+ε)v ⇒ p− 1 ≥ κ2/(1+ε)v = κ1+ηv ,
and hence we obtain∑
v∈Σ˜
log |p|−1v
κv(p− 1) ≤
∑
v∈S0
log |p|−1v
(p− 1)2 +
∑
v∈S1
log |p|−1v
p1+ε
+
∑
v∈S2
log |p|−1v
κ2+ηv
.
The sums over S0 and S1 are clearly convergent. Since for almost all v ∈ Σ˜ we have |1− qκv |−1v ≥ |p|−1v ,
to conclude that the sum over S2 is convergent it is enough to prove that∑
v∈Σ˜
log |1− qκv |−1v
κ2+ηv
is convergent for all η > 0. We recall that Σ˜ is cofinite in Σf and that for all integers n ≥ 1 there exists
at worst only a finite number of v ∈ Σf such that κv = n (since |1− qn|v = 1 for almost every v ∈ Σf ).
Therefore by the Product Formula, we get∑
v∈Σ˜
log |1− qκv |−1v
κ2+ηv
=
∞∑
n=1
∑
v∈Σ˜
κv=n
log |1− qn|−1v
n2+η
=
∞∑
n=1
∑
v∈Σ˜, κv 6=n
or v∈(Σf∪Σ∞)rΣ˜
log |1− qn|v
n2+η
.
For every v ∈ Σf such that |q|v ≤ 1 we have |1 − qn|v ≤ 1. In particular |1 − qn|v = 1 for almost all
v ∈ Σf .
Therefore we obtain
(8.1.2.1)
∑
v∈Σ˜
log |1− qκv |−1v
κ2+ηv
≤
∞∑
n=1
∑
v∈Σf , |q|v>1
or v∈Σ∞
log |1− qn|v
n2+η
≤
∞∑
n=1
 ∑
v∈Σ∞, |q|v≤1
log 2
n2+η
+
∑
v∈Σf∪Σ∞
|q|v>1
log(1 + |q|v)
n1+η
 <∞ .

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8.2. Finiteness of the size of a fundamental matrix of solutions
We have already proved that a q-difference module M satisfying (∗) becomes trivial over K((x))
(cf. (6.2.3)) and that it has finite size (cf. (8.1.1)).
Proposition 8.2.1. Under the hypothesis (∗), there exists a basis e of MK(x) over K(x) such that
the q-difference system associated to MK(x) with respect to e has an invertible solution matrix Y (x) ∈
Glµ(K [[x]]), whose entries have finite size.
Remark 8.2.2. We recall a property of the size of a formal power series that we will use in the proof
below. We know (cf. for example [DGS, VI, 4.1]) that
lim sup
n→∞
1
n
h(n, v, y) = log+
1
rv(y)
,
where rv(y) is the v-adic radius of convergence of y. Then σ(y) <∞ if and only if there exists a finite
set S ⊂ Σf ∪ Σ∞ such that y has nonzero radius of convergence for all v ∈ S and
lim sup
n→∞
1
n
∑
v∈Σf∪Σ∞rS
h(n, v, y) <∞ .
Proof. As in the proof of (6.2.3), we can find a basis e of MK(x) such that the associated q-difference
system has a solution Y (x) ∈ Glµ(K [[x]]) such that Y (0) = Iµ. Let ∆nq e = eGn(x). Since G0 = Y (0) =
Iµ, we conclude that Y (x) =
∑
n≥0
Gn(0)
[n]q !
xn.
We want to prove that the entries of Y (x) have finite size. By (4.2.3) and (4.2.10), we deduce that
lim sup
n→∞
1
n
∑
v∈Σf
|q|v≤1
sup
0≤s≤n
log+ |Yn|v ≤ σ(M) +
∑
v∈Σf ,|q|v<1
or 1>|1−qκv |v≥|p|
1/(p−1)
v
log+
1
χv(M)
<∞ .
By the previous remark it is enough to prove that the entries of Y (x) have nonzero radius of convergence
for all v ∈ Σ∞ and for all v ∈ Σf such that |q|v > 1. Since M is a regular q-difference module over
K(x), each entry of Y (x) is the solution of a regular singular q-difference equation, by (1.4.5). It follows
from [Be, IV] and [BB, IV](2) that the entries of Y (x) have nonzero radius of convergence for all v ∈ Σ∞
such that |q|v 6= 1 and for all v ∈ Σf such that |q|v > 1.
The conclusion of the proof of (8.2.1) is the subject of the next section.
8.3. How to deal with the problem of archimedean small divisors
To conclude that the entries of Y (x) have finite radius of convergence for all infinite places v such
that |q|v = 1, we recall the following result:
[Be, 6.1] Let L = ∑µi=0∑νj=0 ai,jxjϕiq ∈ C[x, ϕq ] be a q-difference operator and let Q(x) =∑µ
i=0 ai,j0x
i be a polynomial such that j0 = min{j = 0, . . . , ν : ai,j 6= 0}. We suppose that
|q|C = 1 and that there exist two positive real constants c1 and c2 such that all the roots u of the
polynomial (x− 1)Q(x) satisfy the inequality |qn−u|v ≥ c1n−c2 for n >> 0. Then a formal power
series y ∈ C [[x]] which solves Ly = 0 is convergent.
It is enough to prove that for any finite place v such that |q|v = 1, there exist two positive real constants
c1,v and c2,v such that
(8.3.0.1) |qn − u|v ≥ c1,vn−c2,v
(2) In [Be] and [BB] the authors assume |q| < 1. This is only a matter of convention and their results
translate to our situation.
32
The q-analogue of Grothendieck-Katz’s conjecture on p-curvatures
for n >> 0. To verify (8.3.0.1) we will use the following theorem by Baker(3):
[Se, 8.2, Corollary] Let K be a number field, α1, . . . , αl ∈ K, β1, . . . , βl ∈ Z and v a place of K.
If αβ11 · · ·αβll 6= 1 then ∣∣∣αβ11 · · ·αβll − 1∣∣∣
v
≥ sup(4, β1, . . . , βl)−const ,
where the constant depends only on v and on α1, . . . , αl ∈ K.
Let l = 2, α1 = q, α2 = u, β1 = n and β2 = −1. Since for n >> 0 we have qnu−1 6= 1, we obtain
|qn − u|v ≥ |u|vn−c(u). Here c(u) is a constant depending on u, q and v. We set
c1,v = sup ({|u|v : such that Q(u) = 0} ∪ {1})
and
c2,v = sup{c(u) : u such that Q(u) = 0 or u = 1} ;
then we obtain the desired inequality. This achieves the proof of (8.2.1). 
8.4. Conclusion of the proof: a criterion for rationality
We complete the proof of (7.1.1) by applying the following proposition:
Proposition 8.4.1. (Y. Andre´) Let y(x) ∈ K [[x]] be a formal power series solution of a q-difference
equation
aµ(x)d
µ
q (y)(x) + aµ−1(x)d
µ−1
q (y)(x) + · · ·+ a0(x)y(x) = 0 ,
with ai(x) ∈ K(x) for all i = 0, . . . , µ. If σ(y) < ∞ then y(x) is the Taylor expansion of a rational
function ∈ K(x).
Proof. It is a general property of q-difference equations that for all v ∈ Σf ∪ Σ∞ such that |q|v 6= 1,
the series y(x) with nonzero radius of convergence has infinite radius of meromorphy (cf. for instance
[BB, 7.2]). We remark that we can always find such a v since q is not a root of unity. To conclude that
y(x) is a rational function it is enough to apply the more general result [A1, VIII, 1.1, Th.], but we
prefer to sketch the proof, since it simplifies under the present assumptions. First we prove that y(x)
is an algebraic function (steps from 1 to 5), following the proof of [A2, 2.3.1] adapted to this particular
case. Then, in step 6, we prove that y(x) is the expansion of a rational function.
Step 1. We fix η ∈ (0, 1] and an integer ν > 1. Let
−→
Y = t(1, y(x), . . . , y(x)ν−1) =
∑
m≥0
−→
Y mx
m ∈ K [[x]]ν .
Using Siegel’s Lemma, one can construct a polynomial vector
−→
PN (x) = (PN,0(x), . . . , PN,ν−1(x)) =
∑
m≥0
−→
P
(m)
N x
m ∈ K[x]ν ,
for all N ∈ N, such that
i) M = ord0(
−→
PN · −→Y ) ≥ N ;
ii) degx
−→
PN = sup
i=0,...,ν−1
(degx PN,i(x)) ≤
1
ν
(
1 +
1
η
)
N + o(N) ;
iii) h(
−→
PN ) = lim sup
m→∞
1
m
∑
v∈Σf∪Σ∞
log+
(
sup
m≥0
|−→PN (m)|v
)
≤ ηNσ(−→Y ) + o(N) .
(3) There is a proof of the additive version of this theorem in [B], but we prefer to cite the version in
[Se], which is more suitable to our situation.
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Step 2. Let us suppose that y(x) is not algebraic; then
−→
PN · −→Y 6= 0 for all N ≥ 1 and hence M < ∞.
We set
α =
1
M !
dM
dxM
(
−→
PN
−→
Y )(0) .
Of course, α 6= 0. For all v ∈ Σf we have
(8.4.1.1) log |α|v ≤ log+ |−→PN (x)|v,Gauss + sup
m≤M
log+ |−→Y m|v .
Step 3. Let V be a finite subset of Σf ∪Σ∞ containing Σ∞ and at least one place v such that the radius
of meromorphyMv(y) is infinite, since q is not a root of unity. For all v ∈ V the formal power series y(x)
is the germ at zero of a meromorphic function, therefore we can write y(x) = fv(x)/gv(x), where fv(x)
and gv(x) are v-adic analytic functions converging for |x|v < Mv(y). We can suppose that gv(0) = 1.
We set: −→
Z v(x) = (gv(x)
ν−1, gv(x)
ν−2fv(x), . . . , fv(x)
ν−1),
ψv(x) =
−→
PN (x) · −→Z v(x);
from which it follows that −→
PN (x) · −→Y (x) = 1
gv(x)ν−1
ψv(x) .
We deduce that:
α =
1
M !
dM
dxM
(ψv)(0) .
Step 4. Let us fix mv < Mv(y) for all v ∈ V . By Cauchy’s estimates we obtain
(8.4.1.2)
log |α|v ≤ −M logmv + log
(
sup
|x|v=mv
|ψv(x)|v
)
≤ −M logmv + log+
(
sup
m≤N
|−→PN (m)|v
)
+mv degx
−→
PN + o(N) .
Step 5. Summing (8.4.1.1) for v ∈ (Σ∞ ∪ Σf )r V and (8.4.1.2) for v ∈ V , by the Product Formula we
obtain
M
∑
v∈V
logmv ≤
∑
v∈Σf∪Σ∞
log+
(
sup
m≤N
|−→PN (m)|v
)
+
∑
v 6∈V
sup
m≤M
log+ |−→Y m|v + degx−→PN
∑
v∈V
mv + o(N) ;
dividing by M ≥ N and taking the lim sup for N →∞ we have∑
v∈V
logmv ≤ (η + 1)σ(y) + 1
ν
(
1 +
1
η
)∑
v∈V
mv .
Finally we can take the limit for ν →∞ and η → 0 and obtain∑
v∈V
logmv ≤ σ(y) .
Since σ(y) <∞, we get a contradiction by letting mv →Mv(y).
Thus we have proved that y(x) is an algebraic function.
Step 6. Now we prove that y(x) is the Taylor expansion of a rational function. Since y(x) is algebraic
over K(x) there exists P (x) ∈ K[x] such that g(x) = P (x)y(x) satisfies a relation of the form:
(8.4.1.3) g(x)s −Q1(x)g(x)s−1 − . . .−Qs(x) = 0 ,
with Q1(x), . . . , Qs(x) ∈ K[x]. Let us fix v ∈ Σ∞ ∪ Σf such that |q|v 6= 1, hence such that y(x)
has infinite v-adic radius of meromorphy. The relation (8.4.1.3) implies that g(x) is an entire analytic
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function. Proving that y(x) is a rational function is equivalent to prove that g(x) = P (x)y(x) is a
polynomial. We deduce by (8.4.1.3) that there exist two real positive constants c1 and c2 such that for
|x|v >> 1 we have
|g(x)|v ≤ c1|x|c2v ,
which implies that g(x) ∈ K[x]. 
This completes the proof of theorem (7.1.1).
8.5. A corollary
We point out that the following corollary is a consequence the proof of (7.1.1):
Corollary 8.5.1. Let S be a subset of Σf having Dirichlet density 1 and M be a q-difference module
over a q-difference algebra F ⊂ K(x) essentially of finite type over Vv. We assume that for all v ∈ S the
operator Φκvq induces the identity over the reduction of M modulo ̟q,v. We assume moreover that:∑
v∈ΣfrS
|1−qκv |v<|p|
1/(p−1)
v
log
1
χv(M)
<∞ .
Then M becomes trivial over K(x).
Proof. We notice that in the proof of (8.1.1) we have actually shown that:
lim sup
n→∞
1
n
∑
v∈S
|1−qκv |v≤|p|
1/(p−1)
v
h(M,n, v) <∞ .
Let
T = {v ∈ Σf r S : |G(x)|v,Gauss ≤ 1 and |1− qκv |v < |p|1/(p−1)v } .
If we prove that
(8.5.1.1) lim sup
n→∞
1
n
∑
v∈T
h(M,n, v) ≤
∑
v∈T
log
1
χv(M)
then we obtain σ(M) < ∞, since |1 − qκv |v < |p|1/(p−1)v and |G(x)|v,Gauss ≤ 1 for almost all v ∈ Σf .
Then we can complete the proof as we did the proof of (7.1.1).
To prove (8.5.1.1) we need only notice that for all v ∈ Σf r S such that |1 − qκv |v < |p|1/(p−1)v and
|G(x)|v,Gauss ≤ 1 and for all n ≥ 1, we have
h(M,n, v) ≤ log
(
|[κv]q|−[
n
κv
]
v |p|−[
n
κv
] 1p−1
v
)
≤ n log 1
χv(M)
.

Part IV. A q-analogue of Katz’s conjectural description
of the generic Galois group
9. Definition of the generic q-difference Galois group
9.1. Some algebraic constructions
We consider the following algebraic constructions on the category of q-difference modules over a
fixed q-difference algebra F over a field K:
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Dual q-difference module. Let M = (M,Φq) be a q-difference module over F . Let us consider the dual
F -module Mˇ = HomF(M,F) ofM : Mˇ is naturally a q-difference module equipped with the q-difference
operator Φˇq =
tΦ−1q , defined by
< Φˇq(mˇ),m >=< mˇ,Φ
−1
q (m) > , for all mˇ ∈ Mˇ and m ∈M .
The q-difference module Mˇ = (Mˇ, Φˇq) over F is the dual q-difference module of M.
Tensor product of q-difference modules. Let M′ = (M ′,Φ′q) and M′′ = (M ′′,Φ′′q ) be two q-difference
modules of finite rank over F . The tensor product M ′⊗FM ′′ has the natural structure of a q-difference
module defined by:
Φq(m
′ ⊗m′′) = Φ′q(m′)⊗ Φ′′q (m′′) , for all m′ ∈M ′ and m′′ ∈M ′′.
The q-difference module M′ ⊗F M′′ = (M ′ ⊗F M ′′,Φ′q ⊗ Φ′′q ) over F is the tensor product of M′ and
M′′.
We denote by <M>⊗ the full subcategory of the category of the q-difference modules over F con-
taining all the subquotients of the q-difference modules obtained as finite sums of the form ⊕i,jT i,j(M),
where T i,j(M) =M⊗i ⊗ Mˇ⊗j .
9.2. Definition of the Galois group of a q-difference module
Let K be a field and q be a nonzero element of K which is not a root of unity. Let M = (M,Φq)
be a q-difference module over K(x).
Sometimes, the tensor category <M>⊗ comes equipped with a K-linear fiber functor
ω :<M>⊗−→ {finite dimensional K-vector spaces} .
In fact, such a fiber functor always exists after replacing K by some finite extension. Here is an explicit
construction. The q-difference moduleM admits a “model” M˜ over some q-difference algebra F ⊂ K(x)
essentially of finite type over VK . This provides a corresponding “model” N˜ for any N in <M>⊗.
Consider a K-valued point x of F (which exists after passing to a finite extension of K). Then the
fiber at x provides a “fiber functor”. The corresponding tannakian group may be interpreted as the
Picard-Vessiot group of a q-difference system, as considered in [PS] (this interpretation is not used in
the sequel).
It follows (cf. [DM, 2.11] and [A2, III, 2.1.1]) that there exists an algebraic closed subgroup
Gal(M, ω) of GL(ω(M)), such that ω induces a tensor equivalence of categories between <M>⊗
and the category of finite type representations of Gal(M, ω) over K.
Definition 9.2.1. The algebraic group Gal(M, ω) is the Galois group of M pointed at ω.
We recall the following results:
Lemma 9.2.2. [A2, III, 2.1.1] The algebraic group Gal(M, ω) is the subgroup of Gl(ω(M)) which
stabilizes ω(N ) for all sub-objects N of a finite sum T i,j(M) =M⊗i ⊗ Mˇ⊗j .
Remark 9.2.3. We notice that Gal(M, ω) is a stabilizer in the sense of algebraic groups.
Lemma 9.2.4. [A2, III, 2.1.4] The group Gal(M, ω) is trivial if and only if M is a trivial q-difference
module over K(x) (cf. (2.1.1)).
9.3. Definition of the generic Galois group of a q-difference module
Let M = (M,Φq) be a q-difference module over K(x). Let us consider the forgetful fiber functor
“underlying vector space”
η :<M>⊗−→ {K(x)-vector spaces} .
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The functor Aut⊗(η) defined on the category of commutative K(x)-algebras is representable by an
algebraic group Gal(M, η) over K(x).
Definition 9.3.1. The algebraic group Gal(M, η) is the generic Galois group of M.
Remark 9.3.2. The generic Galois group Gal(M, η) admits the following concrete description: it is the
closed subgroup of GL(M) which stabilizes all the q-difference sub-modules in finite sums ⊕i,jT i,j(M)
(cf. [A2, §III, 2.2]), in the sense of algebraic groups. Since GL(M) is a noetherian algebraic variety,
Gal(M, η) is defined as the stabilizer of a finite number of q-difference sub-modules N1, . . . ,Nr of some
finite sums ⊕i,jT i,j(M): this is equivalent to demanding that Gal(M, η) be the stabilizer of the maximal
exterior power of ⊕ri=1Ni (cf. [W, A.2]). This shows that Gal(M, η) can be defined as the stabilizer of
a q-difference sub-module of rank 1 of a finite sum ⊕hT ih,jh(M).
Warning. A sub-K(x)-vector space of a finite sum ⊕i,jT i,j(M) stabilized by the generic Galois group
Gal(M, η) is not necessarily a q-difference module.
Remark 9.3.3. If ω is a fiber functor over <M>⊗, with values in K-spaces, the functor Isom⊗(ω⊗K
1K(x), η) is representable by a K(x)-group scheme Σ(M, ω), which is a torsor over Gal(M, ω)⊗K K(x)
(cf. [DM, 3.2] and [A2, III, 2.2]), such that Gal(M, η) = AutGal(M,ω)⊗KK(x)Σ(M, ω).
Lemma 9.3.4. A q-difference module M over K(x) is trivial if and only if Gal(M, η) is the trivial
group.
Proof. If a fiber functor exists, this follows from the previous remark and (9.2.4). In general, ω exists
after replacing K by a finite extension, and the result follows by an easy Galois descent. 
10. An arithmetic description of the generic Galois group
Let K be a number field and VK the ring of integers of K. We denote by Σf the set of all finite
places v of K, by ̟v ∈ VK the uniformizer associated to v, and by Vv the discrete valuation ring of K
associated to v.
We choose an element q ∈ K which is not a root of unity. For every finite place v such that q is
a unit of Vv, we denote by κv the order of the cyclic group generated by the image of q in the residue
field of Vv, i.e.:
κv = min{m ∈ Z: m > 0 and 1− qm ∈ ̟vVv} .
Let ̟q,v be the power of ̟v satisfying 1 − qκv ∈ ̟q,vVv and 1 − qκv 6∈ ̟v̟q,vVv. We set kq,v =
VK/̟q,vVK .
10.1. Algebraic groups “containing Φκvq for almost all v”
Let M = (M,Φq) be a q-difference module over K(x). One can always find a q-difference algebra
F ⊂ K(x) essentially of finite type over the ring of integers VK of K and a q-difference module M˜ =
(M˜, Φ˜q) over F such that M is isomorphic to M˜K(x).
Remark. Since qκv ≡ 1 modulo πq,v, Φκvq induces a (F ⊗VK kq,v)-linear morphism on M˜ ⊗VK kq,v.
Let G be a closed algebraic subgroup of GL(M). By Chevalley’s theorem, G is the stabilizer of a
one-dimensional sub-K(x)-vector space L in a finite sum ⊕hT ih,jh(M). Up to enlarging F , there exists
an F -free module L˜ such that L ∼= L˜⊗F K(x).
Definition 10.1.1. The closed algebraic subgroup G of GL(M) contains Φκvq for almost all v ∈ Σf if,
for almost every finite place v of K, L˜⊗VK kq,v is stable by Φκvq in ⊕hT ih,jh(M˜)⊗VK kq,v.
Remark 10.1.2. We notice that the notion of an algebraic group over K(x) containing Φκvq for almost
all v ∈ Σf is well defined:
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Independence of the choice of F and L˜: let L˜′ and F ′ be a different choice for L˜ and F in the previous
definition. Then there exists a third VK-algebra F ′′ of the same form with F ,F ′ ⊂ F ′′. So by extension
of scalars, we may suppose that F = F ′ and that L˜ and L˜′ are two different F -lattices of L. By enlarging
F , we may suppose that there exists an F -linear isomorphism ψ : L˜ −→ L˜′. For almost all v ∈ Σf the
morphism ψ induces a (F ⊗VK kq,v)-linear isomorphism L˜ ⊗VK kq,v −→ L˜′ ⊗VK kq,v commuting with
the action of Φκvq .
Independence of the choice of L: this follows from the fact that L˜ is a direct factor of an F -lattice of
⊕hT ih,jh(M), hence any F ⊗VK kq,v-linear automorphism ⊕hT ih,jh(M˜)⊗VK kq,v stabilizing L˜⊗VK kq,v
comes from an F -linear automorphism of ⊕hT ih,jh(M˜) stabilizing L˜.
Lemma 10.1.3. The smallest closed algebraic subgroup GΦκ(M) of GL(M) which contains Φκvq for
almost all v ∈ Σf is well defined.
Proof. Let G1 and G2 be two closed algebraic subgroups of GL(M) containing Φ
κv
q for almost all v.
Let G1 (resp. G2) be defined as the stabilizer of a line L1 (resp. L2) in some ⊕hT ih,jh(M). Then the
intersection of G1 and G2 is the algebraic group stabilizing the lines L1 and L2, or equivalently the
line ∧2(L1⊕L2) (cf. [W, A2]). This implies that the intersection of two algebraic subgroups of GL(M)
containing the Φκvq for almost all v ∈ Σf is still an algebraic subgroup of GL(M) containing the Φκvq for
almost all v ∈ Σf , in the sense of definition (10.1.1).
Moreover GL(M) is an algebraic variety of finite dimension, hence any descending chain of closed
algebraic subgroups containing the Φκvq for almost all v ∈ Σf is stationary. 
Lemma 10.1.4. Let N = (N,Φq) be an object of <M>⊗. Then the natural morphism
ΩΦκ : GΦκ(M) −→ GΦκ (N )
is surjective.
Proof. Since the action of Φq on N is induced by the action of Φq on M, the image of the natural
morphism ΩΦκ : GΦκ (M) −→ GL(N ) contains Φκvq for almost all v, and hence contains GΦκ(N ).
Let us choose a line L in some finite sum ⊕hT ih,jh(N), such that GΦκ(N ) is the stabilizer of L. Let
L˜ be an F -lattice of L, defined over a q-difference algebra F ⊂ K(x) essentially of finite type over VK .
Since N is an object of <M>⊗, L is a line in a suitable subquotient of a finite sum ⊕lT il,jl(M). Since
L˜ ⊗VK kq,v is stable by Φκvq for almost all v, L is stabilized by GΦκ (M), by construction of GΦκ(M).
It follows that the image of ΩΦκ is precisely GΦκ(N ). 
10.2. Statement of the main theorem
Main theorem 10.2.1. The algebraic group Gal(M, η) is the smallest closed subgroup of GL(M)
containing Φκvq for almost all v ∈ Σf .
Example. Let us consider the q-difference equation y(qx) = q1/2y(x), associated to the q-difference
module:
Φq : K(x) −→ K(x)
f(x) 7−→ q1/2f(qx) .
The q-difference module (K(x),Φq) is trivial over K(x
1/2), hence the generic Galois group of (K(x),Φq)
is the group µ2 = {1,−1}. For all v such that |q|v = 1 and such that the image of q1/2 is an element of
the cyclic group generated by the image of q in kq,v, the module (K(x),Φq) has κv-curvature zero. For
every other v such that |q|v = 1, we have φκvq 6≡ 1 and φ2κvq ≡ 1 over kq,v, which means that φκvq ≡ −1.
So the Galois group is the smallest algebraic subgroup of the multiplicative group K(x)× ∼= GL(K(x))
containing Φκvq for almost all v.
The proof of the last statement relies on the q-analogue of Grothendieck’s conjecture on p-curvatures
(cf. (7.1.1)).
A part of the statement is very easy to prove:
Proposition 10.2.2. The algebraic group Gal(M, η) contains Φκvq for almost all v ∈ Σf .
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Proof. The algebraic group Gal(M, η) can be defined as the stabilizer of a q-difference module L of
rank one over K(x). The choice of an F -lattice M˜ of M determines an F -lattice L˜ of L of rank one.
The reduction over kq,v of L˜ is stable by the morphism induced by Φ
κv
q since L˜ is a q-difference module,
hence stable under Φq. 
10.3. Proof of the main theorem
Let M = (M,Φq) be a q-difference module over K(x) and let Gal(M, η) be its generic Galois
group. We denote by GΦκ(M) the smallest algebraic subgroup of GL(M) containing Φκvq for almost all
v. Our purpose is to prove that Gal(M, η) = GΦκ (M) (cf. (10.2.1)).
We recall that we have already proved that GΦκ ⊂ Gal(M, η) in (10.2.2).
We choose a K(x)-vector space L of dimension 1 in a finite sum of the form ⊕hT ih,jh(M), such
that GΦκ(M) is the stabilizer of L.
We denote by W = (W,Φq) the smallest q-difference sub-module of ⊕hT ih,jh(M) containing L.
Let F ⊂ K(x) be a q-difference algebra essentially of finite type over VK and M˜ an F -lattice of M ,
stable by Φq. Let m be a basis of the F -lattice L˜ of L determined by M˜ . Then m is a cyclic vector for
a suitable F -lattice W˜ of W . For almost all v ∈ Σf , L˜⊗VK kq,v is stable with respect to the morphism
induced by Φκvq , which means that:
Φκvq (m) ≡ αv(x)m in L˜⊗VK kq,v, with αv(x) ∈ F ⊗VK kq,v.
If ν is the rank of W , we obtain:
Φκvq (m,Φq(m), . . . ,Φ
ν−1
q (m))
≡ (m,Φq(m), . . . ,Φν−1q (m))
αv(x) 0. . .
0 αv(q
ν−1x)
 in W˜ ⊗VK kq,v.
We deduce that the reduction modulo ̟q,v of the sub-F -module of W˜ generated by Φiq(m), for any
i = 0, . . . , ν − 1, is stable by Φκvq , for almost all v. This implies that the K(x)-vector space generated
by Φiq(m), for any i = 0, . . . , ν − 1, is stable by GΦκ (M). Let us call U the sub-K(x)-vector space of
W generated by (Φq(m), . . . ,Φ
ν−1
q (m)). Then W = L⊕ U is a decomposition of W in subspaces stable
by GΦκ(M). Let us consider the dual decomposition of Wˇ : Wˇ = Lˇ⊕ Uˇ . It follows that Gφκ(M) is the
group fixing the line L⊗ Lˇ in W ⊗ Wˇ (cf. for instance the proof of theorem [D, 3.1]).
Let us consider the line L ⊗ Lˇ instead of the line L to define Gφκ(M) as a stabilizer. Then we
are in the following situation: Gφκ(M) is the group fixing the line L and W = (W,Φq) is the smallest
q-difference module containing L. The F -lattice L˜ of L is a direct factor in a suitable F -lattice of
⊕hT ih,jh(M), hence L˜⊗VK kq,v is fixed by Φκvq , for almost all v ∈ Σf :
Φκvq (m) ≡ m in L˜⊗VK kq,v, for all m ∈ L˜.
Let us fix a cyclic vector m ∈ L˜ for W˜ . Then we have:
Φκvq (m,Φq(m), . . . ,Φ
ν−1
q (m)) ≡ (m,Φq(m), . . . ,Φν−1q (m))Iν in W˜ ⊗VK kq,v.
By (7.1.1), the q-difference module W is trivial and hence Gal(W , η) = 1. Since W ∈<M>⊗, we have
a natural morphism
Gal(M, η) −→ Gal(W , η) = 1 ,
which proves that Gal(M, η) stabilizes each line of W . In particular Gal(M, η) stabilizes L, hence
Gal(M, η) = Gφκ(M). This completes the proof.
11. Examples of calculation of generic Galois groups
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We conclude with some examples of arithmetic calculations of the generic Galois group.
Example 11.1.
Let us consider the q-difference equation
(11.1.1)
(
y1(qx)
y2(qx)
)
=
(
1 a(x)
0 b(x)
)(
y1(x)
y2(x)
)
,
with a(x) 6= 0. We suppose moreover that a(x) does not have a zero at x = 0. Then for all positive
integers n we obtain: (
y1(q
nx)
y2(q
nx)
)
=
(
1 ∗
0 b(qn−1x) · · · b(x)
)(
y1(x)
y2(x)
)
.
Let us consider the q-difference modules M generated by (e1, e2) with
Φq(e1, e2) = (e1, e2)
(
1 0
a(x) b(x)
)
.
Then the q-difference linear system (11.1.1) is associated toM with respect to the basis e. We distinguish
several cases:
1) y(qx) = b(x)y(x) has a solution in K(x)
Then the generic Galois group of M is:
Gal(M, η) =
{(
1 0
c(x) 1
)
: c(x) ∈ K(x)
}
.
2) y(qx) = b(x)y(x) has a solution in an extension K(q1/d)(x1/d) of K(x),
for a suitable integer d > 1. We choose d minimal with respect to this property. We obtain:
Gal(M, η) =
{(
1 0
c(x) ζ
)
: c(x) ∈ K(x), ζ ∈ µd
}
.
3) none of the previous conditions is satisfied.
We find the algebraic group:
Gal(M, η) =
{(
1 0
c(x) d(x)
)
: c(x), d(x) ∈ K(x), d(x) 6= 0
}
.
Example 11.2.
Let us consider the q-difference linear system of order two:(
y1(qx)
y2(qx)
)
=
(
0 r(x)
1 0
)(
y1(x)
y2(x)
)
,
with r(x) ∈ K(x) and r(x) 6= 0. We can easily calculate by induction that for all positive integers n we
have: (
y1(q
2nx)
y2(q
2nx)
)
=
(
r(q2n−1x) · · · r(q3x)r(qx) 0
0 r(q2n−2x) · · · r(q2x)r(x)
)(
y1(x)
y2(x)
)
and (
y1(q
2n+1x)
y2(q
2n+1x)
)
=
(
0 r(q2nx) · · · r(q2x)r(x)
r(q2n−1x) · · · r(q3x)r(qx) 0
)(
y1(x)
y2(x)
)
.
It follows that for the generic Galois group of the q-difference moduleM of rank 2 such that for a fixed
basis (e1, e2) we have:
Φq(e1, e2) = (e1, e2)
(
0 1
r(x) 0
)
there are two possibilities:
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1) y(q2x) = r(x)y(x) has a solution in K(x)
Then Φ2κvq ≡ 1 modulo ̟q,v for almost all v and the generic Galois group of M is represented as the
algebraic linear subgroup Gl2(K(x)) of the form:
Gal(M, η) =
{
I2,−I2,
(
0 1
1 0
)
,
(
0 −1
−1 0
)}
.
2) y(q2x) = r(x)y(x) has a solution in an extension K(q2/d)(x1/d) of K(x),
for a suitable integer d > 1. We choose d minimal with respect to this property. Then:
Gal(M, η) =
{(
ζ1 0
0 ζ2
)
: ζ1, ζ2 ∈ µd
}
∪
{(
0 ζ3
ζ4 0
)
: ζ3, ζ4 ∈ µd
}
.
3) none of the previous conditions is satisfied.
then the generic Galois group of M is represented as the infinite algebraic linear subgroup Gl2(K(x))
of the form:
Gal(M, η) =
{(
a(x) 0
0 b(x)
)
: a(x), b(x) ∈ K(x), a(x)b(x) 6= 0
}
∪
{(
0 c(x)
d(x) 0
)
: c(x), d(x) ∈ K(x), c(x)d(x) 6= 0
}
.
Appendix. A q-analogue of Schwarz’s list
Let a, b, c, q be complex numbers. We suppose that q is not zero and not a root of unity.
We consider the basic hypergeometric function:
2φ1(a, b, c; q, x) =
∑
n≥0
(a; q)n(b; q)n
(c; q)n(q; q)n
xn ,
where (a; q)n = (1−a)(1−aq) · · · (1−aqn−1). It is defined if c 6∈ qZ≤0 or if c ∈ qZ≤0 and either a ∈ qZ≤0 ,
ac−1 ∈ qZ≥0 or b ∈ qZ≤0 , bc−1 ∈ qZ≥0 .
It is a q-analogue of the Gauss hypergeometric series
2F1(α, β, γ;x) =
∑
n≥0
(a)n(b)n
(c)n(q)n
xn ,
where (α)n = α(α + 1) · · · (α + n − 1) is the Pochhammer symbol. If c is a nonpositive integer
2F1(α, β, γ;x) is defined if and only if either a ∈ Z, c ≤ a ≤ 0 or b ∈ Z, c ≤ b ≤ 0.
The series 2φ1(a, b, c; q, x) is a solution of the basic hypergeometric q-difference equation
(Ha,b,c) ϕ2qy(x)−
(a+ b)x− (1 + cq−1)
abx− cq−1 ϕqy(x) +
x− 1
abx− cq−1 y(x) = 0 ,
which is defined as soon as neither a = c = 0 nor b = c = 0.
Our purpose is to make a “list” of all the parameters (a, b, c) such that (Ha,b,c) has a basis of
algebraic solutions (i.e. in a finite extension of C(x)). It may be thought of as an analogue of Schwarz’s
list for hypergeometric differential equations having solution 2F1(α, β, γ;x):
(Eα,β,γ) y′′(x) + γ − (α+ β + 1)x
x(1 − x) y
′(x) − αβ
x(1− x)y(x) = 0 ,
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where α, β, γ are complex parameters. We also establish the list of parameters a, b, c such that (Ha,b,c)
has a basis of solutions in C(x). The complete solution to this problem is actually closely linked with
the solution of the analogous problem for (Ea,b,c).
We obtain:
(Ha,b,c) has a basis of solutions in C(x)
⇔
{
1) there exists α, β, γ ∈ Z, such that a = qα, b = qβ, c = qγ ;
2) (Eα,β,γ) has a basis of solutions in C(x).
(Ha,b,c) has a basis of algebraic solutions
⇔ either it has a basis of solutions in C(x)
or the following conditions are satified:
1) a, b, c ∈ qQ;
2) either a, bc−1 ∈ qZ or b, ac−1 ∈ qZ;
3) ab−1, c 6∈ qZ.
We can state a more precise result. Let
Z = (Z>0 × Z≤0) ∪ (Z≤0 × Z>0) .
We know by [G, Ch. III] that:
Proposition A.0.1. Let α, β, γ ∈ Z. The following assertions are equivalent:
1) (Eα,β,γ) has a basis of solutions in C(x);
2) |1− γ|, |γ − α− β| and |α− β| are the lengths of the sides of a triangle;
3) the following conditions are satisfied:
∗ either (α, α+ 1− γ) ∈ Z or (β, β + 1− γ) ∈ Z,
∗ either (α, β) ∈ Z or (α + 1− γ, β + 1− γ) ∈ Z.
Condition 2) must be interpreted in the most elementary way: if n1, n2, n3 are positive integers
such that n1 ≤ n2 ≤ n3, they can be the lengths of a triangle if they satify the condition n1 + n2 ≥ n3.
We are thus led to prove the following proposition:
Proposition A.0.2. The q-difference equation (Ha,b,c) has a basis of solutions in C(x) if and only if
the following conditions are satisfied:
∗ there exists α, β, γ ∈ Z, such that a = qα, b = qβ, c = qγ ;
∗ either (α, α+ 1− γ) ∈ Z or (β, β + 1− γ) ∈ Z,
∗ either (α, β) ∈ Z or (α + 1− γ, β + 1− γ) ∈ Z.
Remark A.0.3. A basis of solutions of (Ha,b,c) at zero is given generically by{
2φ1(a, b, c; q, x)
eqc−1(x)2φ1(aqc
−1, bqc−1, q2c−1; q, x)
,
where eqc−1(x) is a solution of y(qx) = (qc
−1)y(x). A basis of solutions at ∞ is given by
ea
(
1
x
)
2φ1
(
a, aqc−1, aqb−1; q,
cq
abx
)
eb
(
1
x
)
2φ1
(
b, bqc−1, bqa−1; q,
cq
abx
) .
We notice that they are not always well defined when a, b, c ∈ qZ.
Let α, β, γ ∈ Z be such that a = qα, b = qβ , c = qγ . Then eqc−1(x) = x1−γ , ea(1/x) = (1/x)a and
eb(1/x) = (1/x)
β . The previous proposition says that (Ha,b,c) has a basis of rational solutions if and
only if one of the two basis of solutions above is well defined: in this case one solution is necessarily a
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polynomial, the other one is a rational function which can be written explicitly using Heine’s formula
[GR, 1.4.6]:
2φ1(a, b, c; q, x) =
((abc−1)x; q)∞
(x; q)∞
2φ1(ca
−1, cb−1, c; q, abc−1x) ,
or Heine’s contiguity relations [GR, Ex. 1.10].
In the next section we will give a proof of (A.0.2). We will discuss the case of algebraic solutions
later.
A.1. Logarithmic singularities
Let us consider a q-difference equation of order two
(A.1.0.1) y(q2x) + P (x)y(qx) +Q(x)y(x) = 0 ,
with P (x), Q(x) ∈ C(x). One says that it is regular singular at zero if P (x) has no pole at zero and if
Q(x) has neither a pole nor a zero at zero.
Let ec(x) be a solution of the q-difference equation y(qx) = cy(x), with c ∈ C (cf. [S2, 0.1]). Suppose
that (A.1.0.1) has a solution of the form ec(x)
∑
n≥0 anx
n. Then c satisfies the equation
c2 + P (0)c+Q(0) = 0 .
The two roots c1 and c2 of this equation are called the exponents of (A.1.0.1) at zero.
When c1, c2 satisfy the condition c1 6∈ c2qZ, we know by [S2, 1.1.4, Th.] that (A.1.0.1) has a basis
of solutions of the form ec1(x)
∑
n≥0 anx
n, ec2(x)
∑
n≥0 bnx
n. Moreover,
∑
n≥0 anx
n and
∑
n≥0 bnx
n
are convergent complex power series; if |q|C 6= 1 they are Taylor expansions of meromorphic functions
on C. If the condition c1 6∈ c2qZ is not satisfied this is in general not true: the two solutions may involve
q-logarithms, which are solutions of the q-difference equation y(qx) = y(x) + 1 (cf. [S2, 0.1]).
Definition A.1.1. We say that a q-difference equation which is regular singular at zero does not
have a logarithmic singularity at zero if it has a basis of solutions of the form ec1(x)
∑
n≥0 anx
n,
ec2(x)
∑
n≥0 bnx
n.
One can give an analogous definition for the point∞, by using the variable change t = 1x . We have:
Lemma A.1.2. The equation (Ha,b,c) has a basis of solutions in C(x) if and only if there exists
α, β, γ ∈ Z such that a = qα, b = qβ , c = qγ , and zero and ∞ are not logarithmic singularities.
Proof. We notice that the exponents of (Ha,b,c) at zero (resp. ∞) are 1 and qc−1 (resp. a and b), and
that the equation (Ha,b,c) is actually defined over the field Q(a, b, c, q)(x).
Let us suppose that there exists α, β, γ ∈ Z such that a = qα, b = qβ, c = qγ , and zero and ∞ are
not logarithmic singularities. Then (Ha,b,c) has a basis of solutions at zero of the form
u0(x), x
1−γv0(x), with u0(x), v0(x) ∈ Q(q) [[x]],
and a basis of solutions at ∞ of the form
1
xαu∞
(
1
x
)
, 1
xβ
v∞
(
1
x
)
, with u∞
(
1
x
)
, v∞
(
1
x
) ∈ Q(q) [[ 1x ]].
Let | |q be the q-adic norm over Q(q). Then u0(x), v0(x) (resp. u∞(1/x), v∞(1/x)) have infinite radius
of meromorphy at zero (resp. ∞) with respect to the norm | |q, since |q|q < 1.
Let us consider the Birkhoff connection matrix (cf. [S2, §2])
P (x) =
(
(1/x)αu∞(1/x) (1/x)
βv∞(1/x)
(1/qx)αu∞(1/qx) (1/qx)
βv∞(1/qx)
)−1(
u0(x) x
1−γv0(x)
u0(qx) (qx)
1−γv0(qx)
)
.
The entries of P (x) are q-adically meromorphic elliptic functions over P1
Q(q) \ {0,∞}. Moreover, since
zero and∞ are not logarithmic singularities and the exponents are integral powers of q, the singularities
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of P (x) are in the q-orbits of the singularities of the coefficients of the equation (Ha,b,c). It follows that
P (x) induces a meromorphic elliptic function over Q(q)×/qZ, having at worst one pole at qZ, hence the
matrix P (x) must be constant. Therefore u0(x), v0(x) are meromorphic functions over P
1
Q(q), i.e., they
are rational functions.
The other implication of the equivalence is clear. 
The following two lemmas achieve the proof of (A.0.2). Their proof is inspired by the proof of the
analogous statements in [G, Ch. III] for the hypergeometric differential equation.
Let
qZ =
(
qZ>0 × qZ≤0) ∪ (qZ≤0 × qZ>0) .
Lemma A.1.3. Let c = qγ with γ ∈ Z. Then (Ha,b,c) has a logarithmic singularity at zero if and only
if either (a, qac−1) ∈ qZ or (b, qbc−1) ∈ qZ .
Proof. Let γ = 1. Then we know by [S2, 1.1.4, Th.] that zero is a logarithmic singularity.
Let us suppose that γ ≤ 0. Under this assumption, the series
x1−γ2φ1(aqc
−1, bqc−1, q2c−1; q, x)
is a well defined solution of (Ha,b,c). Zero is not a logarithmic singularity for (Ha,b,c) if and only if
there exists a second solution of the form
∑
n≥0 cnx
n, with c0 = 1. A direct calculation shows that the
coefficients ci must satisfy the relation:
(A.1.3.1) (1− aqn)(1− bqn)cn = (1− qγ+n)(1 − qn+1)cn+1 .
Let us suppose that neither a = qα, with 0 ≥ α ≥ γ, nor b = qβ , with 0 ≥ β ≥ γ. Then c1, . . . , c−γ can
be determined inductively: they are necessarily nonzero complex numbers. For n = −γ, we get 0 on the
right hand side of (A.1.3.1), while the left hand side is not zero. Therefore we cannot find a solution of
the form
∑
n≥0 cnx
n, with c0 = 1, and zero is a logarithmic singularity.
On the other hand, if either a = qα, with 0 ≥ α ≥ γ, or b = qβ , with 0 ≥ β ≥ γ, the series
2φ1(a, b, c; q, x) is a well defined solution of (Ha,b,c), satisfying 2φ1(a, b, c; q, 0) = 1.
If γ ≤ 0, we conclude that zero is not a logarithmic singularity if and only if either a = qα, with
0 ≥ α ≥ γ, or b = qβ , with 0 ≥ α ≥ γ. This completes the proof in the case γ ≤ 0.
Let γ ≥ 2. A series of the form y(x) = x1−γz(x) is a solution of (Ha,b,c) if and only if z(x) is a
solution of (Ha′,b′,c′), with a′ = aq1−γ , b′ = bq1−γ and c′ = q2−γ . So we can deduce this case from the
case γ ≤ 0. 
Lemma A.1.4. Let ab−1 ∈ qZ. Then (Ha,b,c) has a logarithmic singularity at ∞ if and only if either
(a, b) ∈ qZ or (qac−1, qbc−1) ∈ qZ .
Proof. Let t = cq/abx. Then y(t) = ea(abc
−1q−1t)z(t) is a solution of (Ha,b,c) if and only if
z(t) is a solution of (Ha′,b′,c′), with a′ = a, b′ = qac−1 and c′ = qab−1 ∈ qZ: this fact can be
deduced by the remark that, for generic parameters a, b, c, a solution of (Ha,b,c) at ∞ is given by
ea
(
abc−1q−1t
)
2φ1
(
a, aqc−1, aqb−1; q, t
)
. We conclude by (A.1.3). 
A.2. The case of algebraic solutions
Proposition A.2.1. The q-difference equation (Ha,b,c) has a basis of algebraic solutions if and only if
one of the following conditions is satisfied:
1) (Ha,b,c) has a basis of rational solutions;
2) a, b, c ∈ qQ, c, ab−1 6∈ qZ and either a, bc−1 ∈ qZ or b, ac−1 ∈ qZ.
Remark A.2.2. If the condition 2) is satisfied, the equation (Ha,b,c) has a well-defined basis of solutions
of the form
(A.2.2.1)
(
1
x
)α
2φ1
(
a, aqc−1, aqb−1; q,
cq
abx
)
,
(
1
x
)β
2φ1
(
b, bqc−1, bqa−1; q,
cq
abx
)
,
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where 2φ1(a, aqc
−1, aqb−1; q, cq/abx) and 2φ1(b, bqc
−1, bqa−1; q, cq/abx) are rational functions and α, β ∈
Q are such that a = qα and b = qβ .
The remark above proves one side of the equivalence in (A.2.1). On the other side we have:
Lemma A.2.3. The q-difference equation (Ha,b,c) has only algebraic solutions if and only if the following
conditions are satisfied:
∗ a, b, c ∈ qQ;
∗ (Ha,b,c) has no logarithmic singularities at zero or at ∞.
The solutions are then of the form xδu(x), where δ ∈ Q and u(x) ∈ C(x).
The proof of this lemma is similar to the proof of lemma A.1.2 and it is based on the remark that
the equation y(qx) = cy(x) has no algebraic solutions if and only if c ∈ C× \ qQ (the Galois group being
infinite).
By lemmas (A.1.3) and (A.1.4) we deduce that the q-difference equation (Ha,b,c) has only algebraic
solutions if and only if the following conditions are satisfied:
∗ a, b, c ∈ qQ;
∗ either ab−1 6∈ qZ or (a, b) ∈ qZ or (aq/b, bq/a) ∈ qZ ;
∗ either c 6∈ qZ or (a, qac−1) ∈ qZ or (b, qbc−1) ∈ qZ .
∗ either a, bc−1 ∈ qZ or b, ac−1 ∈ qZ.
The last condition follows from the fact that the solutions are of the form xδu(x), where δ ∈ Q and
u(x) ∈ C(x).
If ab−1 6∈ qZ and c 6∈ qZ then the solutions are in a Kummer extension C(x1/n) of C(x), otherwise
thay are rational functions.
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