Errors in chromosome segregation are safeguarded by the spindle assembly checkpoint. Yet the very defects that trigger this checkpoint are inescapable consequences of sister chromatid segregation in anaphase. Three new studies provide clues to how cells cope with this problem.
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The splitting of sister chromatids is the beautiful and dramatic climax of cell division, observed by biologists for over a century. It marks the anaphase of mitosis, the moment when a cell commits to providing each of its two daughter cells with an exact copy of its genome. Anaphase, however, also poses a significant problem. The splitting of sisters creates a state that just a few minutes earlier would have caused a mitotic arrest by triggering the main genome surveillance mechanism in mitosis known as the spindle assembly checkpoint (SAC). Three studies in this issue of Current Biology [1] [2] [3] now address how cells evade the 'anaphase problem'.
The SAC safeguards error-free chromosome segregation [4] . It responds to chromosomes that have not bioriented on the mitotic spindle and delays cell cycle progression accordingly. Lack of biorientation is rather common in the early phases of mitosis and meiosis [5, 6] . This is due to the significant chance that initial interactions of chromosomes with spindle microtubules occur in one of various erroneous ways. Successful biorientation therefore requires iterative rounds of attachment and error correction. The latter is taken care of by the kinase Aurora B. Whenever kinetochores -the microtubule attachment sites on chromosomesare not under tension from opposing microtubule-based pulling forces, Aurora B phosphorylates proteins at the kinetochore-microtubule interface [7] . These actions of Aurora B have an important consequence: the kinetochore lets go of microtubules and the SAC is engaged. The latter is achieved both directly (Aurora B controls efficient activation of the SAC kinase MPS1 [8] [9] [10] ) and indirectly (the absence of microtubules does not permit SAC silencing). In this way, error correction is coordinated with the mechanism that buys time for new attempts at biorientation.
The splitting of sister chromatids at anaphase releases tension, yet the error correction and SAC machineries do not respond. One might envision that cells have achieved this by ensuring that kinetochores become refractory to Aurora B activity. Indeed, immediately after anaphase onset Aurora B is removed from its chromosomal location [7] . But alas, evolution has deemed this simple solution insufficient: when Aurora B removal is experimentally prevented in human cells, kinetochore-microtubule interactions remain stable and the SAC is not re-engaged, despite appearance of SAC proteins at kinetochores [11] . Something else must therefore let the sleeping watch dogs lie when sisters split.
Three studies now show that inactivation of the main mitotic cyclin-Cdk complex is a critical step of anaphase in taming the watch dogs [1] [2] [3] (Figure 1 ). Anaphase is initiated by the anaphase promoting complex (APC/C) that targets two key mitotic regulators for destruction [12] . The first is securin, the destruction of which liberates the separase enzyme that releases the linkages between sister chromatids. The second is cyclin B, the destruction of which inactivates Cdk1 and causes exit from mitosis. The SAC targets the APC/C to inhibit its ability to destroy securin and cyclin B, thus maintaining a pre-anaphase mitotic state [4] . The Petronczki, Nasmyth/ Novak and Hauf groups used expression of a non-degradable variant of cyclin B in human cells, mouse oocytes, or the fission yeast Schizosaccharomyces pombe, respectively. Sister splitting in anaphase was therefore not accompanied by cyclin B destruction and mitotic exit. This resulted in unstable kinetochore-microtubule attachments and SAC re-engagement, as evidenced by the production of the SAC effector complex MCC [1, 3] and SAC-dependent inhibition of APC/C activity [1] [2] [3] . Although continued Aurora B presence on chromosomes may be involved [13, 14] , it does not suffice [11] . Persistent cyclin B must therefore have additional impact on kinetochore-microtubule interactions, related perhaps to how cyclin A does this in prometaphase [15] .
Unstable kinetochore-microtubule attachments in anaphase are expected to contribute to re-activation of the SAC. Cdk1 is, however, also more directly involved, since the SAC response to depolymerized microtubules was dependent on Cdk1 activity [1, 2] . Cyclin B destruction during metaphase may thus lead to simultaneous repression of mechanisms that destabilize kinetochore-microtubule interactions and allow SAC activation ( Figure 1 ). It is obvious why cells make every effort to prevent uncoupling of chromosomes from the spindle during anaphase: it would severely jeopardize faithful chromosome segregation. It is not immediately clear, however, why they would bother with preventing SAC re-activation when the target it seeks to inhibit -the APC/C -has by then already done its business. An answer comes from the Nasmyth/Novak study. In meiosis I of mouse oocytes, securin degradation had not completed when anaphase started. In fact, securin levels continued to decline for more than an hour. When cyclin B was maintained and the SAC thus re-activated in anaphase, the APC/C was stopped in its tracks [2] . As a result, significant amounts of securin persisted. This post-anaphase requirement for APC/C activity was even more pronounced in the early embryonic divisions, when almost forty percent of total securin was left to be degraded after sister separation [2] . Since cyclin B destruction follows that of securin [2, 16] , it is to be expected that SAC re-activation in anaphase will also prevent complete cyclin B destruction. The combined persistence of cyclin B and securin protein may then compromise synchronous chromosome segregation and later mitotic events such as cytokinesis [2, 13] .
The need to keep the SAC inactive at anaphase onset is less clear for somatic cell mitosis. Significant MCC re-formation and APC/C inhibition in human cells expressing non-degradable cyclin B did not occur until well after securin was fully degraded [1] . Why did these cells not respond immediately to sister splitting? Kamenz and Hauf provide important insight into this. They show using artificial prolongation of anaphase that effective APC/C inhibition by the SAC did not take hold until roughly 5 minutes after anaphase onset. Since it took only 2-5 minutes after anaphase for S. pombe cells to fully degrade securin, SAC reactivation was too slow to have any meaningful effect on the APC/C and mitotic progression. This was not solely due to persistent high levels of cyclin, since the SAC was also reactivated by weakened kinetochore-microtubule interactions created by expression of a kinesin-5 mutant [3] . Endogenous cyclin was presumably degraded alongside securin in these cells. The slow SAC response kinetics observed in S. pombe are strikingly comparable to those observed in human cells [17] . They may thus constitute an intrinsic slowness of the molecular signaling system of the SAC. This may suffice for cells in which full degradation of APC/C substrates occurs within minutes of anaphase onset. Other cells and/or organisms, however, may require additional safeguards to ensure fidelity of chromosome segregation. Coupling error correction and the SAC to Cdk1 activity is one of those additional safeguards, as are hyper-stabilisation of kinetochore microtubules and degradation of SAC components [18] [19] [20] (Figure 1) .
The various elegant studies on the anaphase problem have started to scratch the surface of the fundamental changes that occur during the transition from metaphase to anaphase. Deeper understanding will require answers to the following questions: how do Cdk1-dependent phosphorylation events functionally contribute to SAC activity, error-correction and stability of kinetochore-microtubule interactions? What level of reduction in Cdk1 activity is required to repress any of these processes? When, in relation to anaphase onset and completion of securin and cyclin degradation, is that level reached? What is the molecular basis of the slow SAC response and how do differences in the speed of the response between early embryonic divisions and somatic cell mitosis come about? Getting to the heart of this may require live biosensors to probe the kinetics of the various processes. Finally, how are genome integrity, cell-cycle progression and cell viability affected when the APC/C has been unable to fully degrade its anaphase substrates? If the current pace of discovery continues, the moment when the beautiful process of anaphase will have revealed its secrets may not be far away. A standard explanation for why bacteria -unlike eukaryotic cells -do not express molecular motors, like myosin, kinesin, or dynein, or have three-dimensional cytoskeletons is that they do not need them. The bacterial cell wall determines their shape, and the interior volume of bacteria (w1 mm 3 ) is so small that thermally-driven transport of molecules is fast enough not to be the rate-limiting step of reactions needed to maintain viability. Only as cells evolved to become larger and more irregularly shaped did they need directed transport to overcome the slow rate and dilution associated with molecules diffusing from their source to their destinations many microns or even meters away, as in motor neurons. Directed transport required not only motors but also cytoskeletal filaments as tracks, and, as cells developed cytoskeletons, the viscoelasticity of the cell interior became much more complex than that of a solution of proteins and nucleic acids. Many studies have modeled the eukaryotic cell interior as a polymer gel or a soft colloidal glass rather than a liquid, but the bacterial cytoplasm was until recently thought to lack the complex gel-sol transitions of eukaryotic cells. A report by Parry et al. [1] now shows that this simple model is not adequate. The baseline state of bacterial cytoplasm shows complex properties reminiscent of materials such as glasses, and the motion and fluidity of bacterial cytoplasm might depend on the constant activity of enzymes. These enzymes are not traditional motors, but they can jostle the cytoplasm more vigorously than thermal fluctuations alone [2] .
Almost from the time that scientists first examined living cells using the light microscope, they noticed the transient formation of distinct regions of cytoplasm from which diffusing or transported intracellular particles were excluded and in which no Brownian motion was observed. These solid-like regions have been described as glassy or 'hyaline' since at least the 19 th century [3] . Other biologists used the term gel [4] -derived from the Latin gelare, to freeze -to describe these non-fluid regions of cytoplasm. The precise meanings of the terms glass and gel have been notoriously hard to define, but the physical properties of the cell interior drew the attention of both biologists and physical chemists who made analogies between the cytoplasm and other complex fluids [5] . The idea that the cell is filled with an invisible (to contemporary microscopes) polymer network was, however, not the ubiquitous image that it now is in cell biology, and concepts of colloidal physics, foams, and molecular crowding were considered to account for the glassy appearance of the cell interior. An enormous amount has now been learned abut the molecules and assemblies that endow soft cells with variably fluid or solid properties, even if there are still many discussions about whether this living material has more in common with polymer networks, soft glasses, or some other viscoelastic materials.
The concept of cytoplasmic glassiness occurs in many different contexts in animal and plant cells. For example, a category of malignant cells termed 'glassy cells' is used in diagnosis of some cancers [6] , and phase transitions similar to inorganic glass transitions, where even small molecules have restricted motion, occurs in the cytoplasm of plants that can survive desiccation [7, 8] . In contrast, the cytoplasm of bacteria has generally been considered to be like a simple fluid filled with many solutes, but not so concentrated or reticulated as to form polymer networks or colloidal solids. This distinction between prokaryotic and eukaryotic cytoplasm was evident in early studies, such as in an analysis of the cytoplasmic fluidity of different pathogens in which the eukaryotic parasite Entameoba histolytica was
