Traditionally Computer Colorant Formulation has been implemented using a theory of radiation transfer known as Kubelka-Munk (K-M) theory. Kubelka-Munk theory allows the prediction of spectral reflectance for a mixture of components (colorants) that have been characterised by absorption K and scattering S coefficients. More recently it has been suggested that Arttficial Neural Networks (ANNs) may be able to provide alternative mappings between colorant concentrations and spectral reflectances and, more generally, are able to provide transforms between colour spaces. This study investigates the ability of ANNs to predict spectral reflectance from colorant concentrations using a set of data measured from known mixtures of lithographic printing inks. The issue of over-training is addressed and we show that the number of hidden units in the network must be carefully selected. We show that it is difficult to train a conventional neural network to the level that matches the performance that can be achieved using the K-M theory. However, a hybrid model is proposed that may out-perform the K-M model.
INTRODUCTION
Traditionally Computer Colorant Formulation has been implemented using a theory of radiation transfer known as Kubelka-Munk (K-M) theory14. Kubelka-Munk theory allows the prediction of spectral reflectance for a mixture of components (colorants) that have been characterised by absorption K and scattering S coefficients. It has been shown that the Kubelka-Munk coefficients K and S are related to, but not equal to, the fundamental optical coefficients for absorption E and scattering &. More recently it has been suggested that Artificial Neural Networks (ANNs) may be able to provide alternative mappings between colorant concentrations and spectral reflectances57 and, more generally, are able to provide transforms between colour spaces89. This study addresses two key issues; firstly, it presents a quantitative comparison of K-M theory and ANNs for a given problem domain; secondly, it suggests that significant advances may be made by combining both K-M and ANNs to form a hybrid ANN-KM model. Quantitative data are presented for the prediction of spectral reflectance for a set of known mixtures of printing inks.
Kubelka-Munk model
The Kubelka-Munk theory characterises colorants according to two coefficients, K and S, the absorption and scattering coefficients respectively. The K-M theory is a two-flux version of a multi-flux method for solving radiation-transfer problems. Although more exact theories exist10 the continued use of the K-M theory is due to its simplicity and the ease by which the coefficients K and S can be estimated. The application of K-M theory varies depending upon whether the application is for the prediction of the colour of textiles, (opaque) paints or (translucent) printing inks. The version of the theory that is considered in this study is that designed for transluscent printing inks where the values of K and S must each be determined absolutely'1. Using this model, the K, and S contributions for each colorant i are assumed to be additive for mixture j thus where K1 and Si are the K and S values for mixture j, c1j is the concentration of colorant i in mixture j, and K, and 5, are the K and S coefficients for colorantj. Of course, equation 1 is repeated for each wavelength interval so that K1, S, K1, and 5, are all functions of wavelength. The values of K and S need to be computed from measurements of the reflectance of the mixture. Many methods are available to determine the values of K, and 5, but the method used in this study involves computing K, and S from two measurements of each mixture; a measurement of the ink printed over white and a measurement of the ink printed over black. Once the values of K, and 5, are known at each wavelength and for each colorant i, equation 1 can be used to predict the K and S values of any mixture defined by a concentration vector c and the reflectance R of the mixture can then be easily computed.
The Neural Network model
The K-M theory allows a mapping between a colorant vector c and a reflectance vector r that defines the colour-prediction problem. A class of ANNs known as multi-layer perceptrons (MLPs) have been shown to be capable of approximating any continuous function to any degree of accuracy12. An MLP is a layered structure of simple processing units. The units in the first or input layer take their input from a real-world vector and the output of the units in the last or output layer provide the output of the network. There may be one or more hidden layers of units between the input and output layer. Most MLPs are fully connected; that is, each unit provides a weighted input to each unit in the next layer. Each unit in the network is also associated with a transfer function that maps the input of the unit to its output and many different transfer functions are available. Information is thus processed from the input layer to the output layer in order to perform a mapping from an input vector i to an output vector o. MLPs can learn to perform an arbitrary mapping if they are presented with sufficient examples of the mapping problem i -3 o. Learning, in an MLP, is a process of optimisation (during which changes are made to the weights in the network) to minimise the RMS error between the desired output vector o and the actual vector °a MLPs thus require a training set of input-output pairs. Once suitably trained, however, the network can perform the mapping i -o for input vectors i that were not used during the training of the network -this important property is known as generalisation. The Kolmogorov theorem'2 states that a single hidden layer of units is sufficient to solve any problem. Thus, a three-layer network can learn the colour-prediction problem c -r. However, although the dimensionality of the input and output layers is determined by the problem (specifically by the length of the vectors c and r) the number of hidden units that are required to solve any given problem can only be determined empirically. Further, the choice of transfer function, learning rule (for changing the weights), and the number of training examples required must all be determined empirically.
METHODOLOGY

Printing ink set
Experiments were conducted using a set of lithographic printing inks printed onto leneta opacity charts. A set of six components (clear resin, white, black, cyan, magenta and yellow) were used and 108 unique recipes were prepared and printed over white and black portions of the opacity charts. The spectral reflectance values for each sample were measured (over white and over black) using a commercial reflectance spectrophotometer at 10 nm intervals in the range 400-700 nm. An additional set of reductions with the clear resin were additionally produced to calibrate the K-M model.
Characterisation of Kubelka-Munk model
For each colorant in the set a number of pairs (over white and over black) of reflectance measurements were used to determine K and S at each wavelength for a range of colorant concentrations. Saunderson correction values (internal 0.60, external 0.04) were applied to all measured reflectance values before use in computations. The reflectance (over white substrate only) of each of 33 of the known mixtures was predicted and compared with the known reflectance for that mixture. Prediction performance was quantified using computations of CIELAB AE between the known and predicted spectra using illuminant D65.
Training of Neural-Network model
The neural networks were used to approximate a function between a colorant vector c describing six components (pigments) and a reflectance vector r containing 31 reflectance values (400-700 nm). Therefore the topology of the MLPs chosen for the colour prediction problem require 6 input units, each corresponding to the concentrations of one of the six printing inks used in the mixture. The output layer requires 31 units, each corresponding to reflectance at 400 nm, 410 nm, 430 nm .. . . 700 nm. A training set of 75 mixtures was used to train the neural networks and the performance of the networks was tested on a set of 33 test mixtures. Prediction performance was quantified both using standard measures of root-mean square RMS error and computations of CIELAB E between the known and predicted spectra using illuminant D65.
Networks were trained using the back-propagation algorithm with momentum. The algorithm (implemented by the training function traingdm in Matlab) requires two parameters: the learning rate and momentum term. The momentum term was fixed at 0.9 and the learning rate was fixed at 0.2. Networks were trained using 5, 10, 15, and 20 units in the hidden layer each for a total of 500,000 epochs. One epoch is a term used to describe the case where the samples in the training set are each presented to the network, the errors at the output layer computed, and small changes made to the weights in the network according to the back-propagation algorithm. Each network was trained six times starting each time with a randomly chosen set of weights. We chose the Tan-Sigmoid transfer function for units in the hidden layer and the LogSigmoid function for units in the output layer.
The network reached the best performance with 10 units in the hidden layer. A modified version of the algorithm was then used whereby the learning rate linearly reduced during training from 0.2 to 0.05 (algorithm implemented by the training function traingdx). This network was trained four times each from different random starting weights.
RESULTS
The neural network was trained six times for each condition and the average RMS errors are shown in Figure 1 (for the training set) and Figure 2 (for the test set) each for different numbers of units in the hidden layer. As expected the error for the training set decreased with increasing numbers of units in the hidden layer. However, the ability of the network to generalise can only be tested by a separate data set that was not used during training. Thus, Figure 2 shows that when the number of hidden units exceeds 10, the error on the test set begins to increase. This is evidence of over-training and indicates that the networks is starting to learn the noise in the training set rather than the relationship between colorant concentration and reflectance. The data shown in Figures 1 and 2 suggest that 10 hidden units are appropriate for this particular problem and that RMS errors of about 0. 1 can be achieved on the test set. However, there are other parameters such as the choice of activation function, the training algorithm, and the learning rate that will affect performance. Consequently, a network was trained with 10 hidden units using an algorithm that allows the learning rate to be reduced during training. Results are shown for four trials (each starting from different random values for the weights) of this network in Table 1 . Table 1 shows that the use of a learning rate that reduces during training produces an average RMS error of 0.05.
Nevertheless, if the performance of the networks is recast in terms of a CIELAB AE value then the average AE between actual and predicted reflectance for the test set is 8.23 units which is much greater than the value of 2.9 that can be obtained using the K-M model. 
DISCUSSION
The results presented show that although in principle ANNs can learn to map between colorant concentrations and spectral reflectance, in practice the optimisation of the various parameters of the network is difficult and consequently it is not easy for the ANN to out-perform the K-M model. We have demonstrated that the proper use of separate training and test sets is essential in order to correctly assess the generalisation performance of trained networks. Experiments are underway that utilise a hybrid model based upon an ANN but maintaining some key features of the K-M model. Initial results suggest that this model can outperform both ANN and K-M approaches. These experiments are still underway and data are not available at this time. Results from these experiments will, however, be included in our presentation at AICOJ.
