Abstract: The properties of the polarity for sum-of-products (SOP) expressions of Boolean functions are formally investigated. A transform matrix S is developed to convert SOP expressions from one polarity to another polarity. It is shown that the effect of SOP polarity is to reorder the on-set minterms of a Boolean function. Furthermore, the transform matrix P for fixed polarity Reed-Muller (FPRM) expressions for the conversion between two different polarities, based on the properties of SOP polarity, is achieved. Comparison of these two matrices shows that the Reed-Muller transform matrix P has a much more complex structure. Additionally, the best polarity of FPRM forms with the least on-set terms corresponds with the polarity of SOP forms with the best 'order' of the on-set minterms. Applying these algebraic properties of the transform matrix P, a fast algorithm is presented to obtain the best polarity of FPRM expressions for large multiple output Boolean functions. The computation time is independent of the number of outputs. The developed program is tested on common personal computers and the results for benchmark examples of up to 25 inputs and 29 outputs are presented.
Introduction
Since the publication of the classic paper by Shannon in 1938 [1] , there has been great progress in the minimisation of two-level Boolean functions based on AND=OR operations [2, 3] . Alternatively, a Boolean function can be expressed canonically based on AND=XOR operations using what is commonly known as the Reed-Muller expansion. Furthermore, Reed-Muller realisations have several attractive advantages especially for functions that do not produce efficient solutions using sum-of-products (SOP) techniques [4] [5] [6] . Unfortunately, the techniques for synthesis and minimisation of combinational logic using ReedMuller forms are more difficult than those based on SOP expressions. With recent improvement in layout technology and increased use of field programmable gate arrays (FPGAs) where the XOR gate is already manufactured as a basic cell component [7] , research on Reed-Muller logic has received even more attention.
In fixed polarity Reed-Muller (FPRM) expressions, each variable can only be either true or complemented, but not both. One obvious advantage of FPRM forms over SOP or mixed polarity Reed-Muller forms is the absence of redundant variables [8] although there are other complex expansions available [9] [10] [11] [12] . Moreover, applications of FPRM forms to Boolean matching [13] , symmetry detection [14] , and functions classification [15] have been reported. However, the number of product terms largely depends on the polarity. The problem to find the best one among all the 2 n polarities for an n-variable multiple output function is computationally extensive.
There are two major steps in the minimisation of FPRM expressions. The first one is to convert from SOP to FPRM expressions since the initial descriptions of Boolean functions are usually based on AND=OR operations [16] [17] [18] [19] [20] . Due to the extensive complexity, most of the algorithms are not suitable for very large multiple output functions. However, a fast algorithm is presented in [21] where it only takes about 0.1 s to convert a function with 199 inputs and 67 outputs with any polarity run on a common personal computer. That algorithm applies the concept of the polarity of SOP forms and a multiple segment technique [22] . The second one is to find the best polarity based on the expression obtained from the first step. Various exact minimisation methods for polarity optimisation can be classified into two categories [23, 24] :
1. Gray code: Search all 2 n polarities sequentially and find the best one. Space and time complexities are O(2 n ) and O(4 n ) respectively. 2. Extended truth vector: Obtain the costs of 2 n expansions simultaneously by an extended truth vector and a weight vector. Both space and time complexities are O(3 n ).
It is generally accepted that the exact minimisation of FPRM expressions is suitable for Boolean functions with less than 15 variables [25] [26] [27] . Consequently, a number of heuristic methods have been proposed recently using functional decision diagrams (FDDs) [25] , genetic algorithm (GA) [27] [28] and simulated annealing (SA) techniques [29] . The disadvantage of FDDs is that determination of the optimal variable order is impractical for large functions. Besides, it is not clear how good a polarity is by heuristic methods. In this paper, an exact method to find the best polarity of FPRM forms for multiple output large functions is presented based on a Gray code strategy. The advantages of the algorithm are achieved by the fast binary search algorithm [30] , instead of various matrix manipulations [5, 18, 31] .
Preliminaries
An n-variable Boolean function can be expressed canonically by the SOP form in (1):
where the subscript i can be written as a binary n-tuple i ¼ (i nÀ1 i nÀ2 Á Á Á i 0 ), ' P ' is the OR operation, the minterm m i can be represented as
Alternatively, it can be expressed by the FPRM form with a fixed polarity p, p ¼ ( p nÀ1 p nÀ2 Á Á Á p 0 ):
where P is the XOR operation, a pi-term [5] 
In the previous equations, a i , b i 2 {0, 1}, 0 j n 7 1. One of the main reasons that make the Reed-Muller minimisation difficult is the various polarity problems [9] [10] [11] [12] . The polarity of SOP expressions and the comparison with the counterpart, Reed-Muller polarity, has not been formally investigated. In [17] , and further discussed in [19] , a variable can be either a free variable or a bound variable where a bound variable is allowed to be negated in a minterm in order to determine a FPRM expansion with another polarity. This idea has been extended to the polarity for SOP forms in [22] as reproduced in definition 1.
Definition 1:
A Boolean function f (x nÀ1 x nÀ2 Á Á Á x 0 ) can be expressed canonically as in (1) . That expression is defined as the zero polarity of an SOP expansion. A variable ẍ j , j 2 {0, 1, . . . , n 7 1} in every minterm with a polarity p ¼ ( p nÀ1 p nÀ2 Á Á Á p 0 ) for the same Boolean function f (ẍ nÀ1 ẍ nÀ2 Á Á Á ẍ 0 ) is defined as in (5):
Thus (1) is extended accordingly as follows:
where
It can be seen that (7) is an extension of (2). The corresponding subscript in (6), i ¼ (i nÀ1 i nÀ2 Á Á Á i 0 ) can be obtained from (7) as follows:
Definition 2: Consider two integers expressed by binary
for all k, 0 k n 7 1, then i covers j or j is covered by i.
Definition 3:
The distance between two integers, p ¼ ( p nÀ1 p nÀ2 Á Á Á p 0 ) and q ¼ (q nÀ1 q nÀ2 Á Á Á q 0 ) is the number of binary bits that are different from each other. If the distance is ''unity'', then they are adjacent.
Definition 4:
The Kronecker product of two Boolean matrices, P aÂb , Q cÂd is a matrix of dimension ac Â bd given by: 
Definition 5: A 2 n Â 2 n matrix Q has 2 n rows, 2 n columns and 2 nþ1 7 1 diagonal lines. The rows and columns are numbered from zero to 2 n 7 1. The main diagonal line is defined as diagonal line 0. The ith diagonal line that is above the main diagonal line is defined as diagonal line i. If it is below the main diagonal line, then it is defined as diagonal line Ài. The definition of diagonal lines can be shown below when n is two: The polarity of SOP forms has two basic properties, shown in lemmas 1 and 2 respectively [22] .
Lemma 1: A completely specified Boolean function can be uniquely expressed by its on-set coefficient set C 0 ¼ {i} with the default SOP polarity zero. For polarity p, the corresponding set is C p ¼ {i^p} where^is the bitwise XOR operation.
Lemma 2: An n-variable completely specified Boolean function can be uniquely expressed by a 2 n -dimensional vector with polarity p, either
t in Reed-Muller format corresponding to (1) and (3) respectively. If they are with the same polarity p, 0 p 2 n 7 1, then these two vectors can be converted mutually by (10) .
given the recursive definition of T n
where I is the unit matrix. From lemma 2, an FPRM form with polarity p can be obtained directly from the SOP form with polarity p using T n , instead of the FPRM form with polarity zero. This will be utilised in theorem 4.
Example 1: Take a three-variable function from [19] , f (x 2 x 1 x 0 ) ¼ P (0, 3, 4, 6, 7) with the default SOP polarity zero. If variables x 2 and x 1 are negated [19] , which is equivalent to SOP polarity six ¼ (110), then ẍ 2 ¼ x 2 , ẍ 1 ¼ x 1 , and ẍ 0 ¼ x 0 according to (5) . Hence, from (6) and (8) , this function can also be represented as f (x 2 x 1 x 0 ) with polarity six: 
t . The only difference between A 0 and A 1 is the order of on-set coefficients. In A 0 , the five on-set coefficients are at positions 0, 3, 4, 5 and 6 while in A 1 , the five on-set coefficients are at positions 0, 1, 2, 5 and 6. If they are expressed by on-set coefficient sets in Reed-Muller logic, then R 0 ¼ {0, 1, 2, 6, 7} and R 6 ¼ {0, 3, 4, 5, 6, 7} with polarities zero and six respectively. Notice the element numbers of R 0 and R 6 are different.
Properties of SOP and FPRM polarities
In this Section, the properties of the transform matrix to convert SOP forms between different polarities are discussed in theorems 1 to 3. Based on these results, the transform matrix for FPRM forms are deduced in theorem 4, with its properties presented in theorem 5. Additionally, two procedures are proposed to compute FPRM forms starting from on-set coefficients only.
Theorem 1: Given two 2 n -dimensional vectors A 0 , A p for an n-variable completely specified Boolean function with SOP polarities zero and p respectively, then:
where column ði^pÞ 
In other words, there is only a single '1' entry in column (i^p) of any row i in S n j p , 0 i, p 2 n 7 1.
where I is the unit matrix.
Proof: From lemma 1, an element j in the on-set coefficient set C 0 with polarity zero will be converted to j^p with polarity p for the same function. Besides, a minterm that is not on-set is off-set. Therefore, for any row i in S n j p , 0 i 2 n 7 1, there is only a single entry in column (i^p). We use S to represent this transform matrix since it can be taken as a 'sorting' process of the on-set coefficients according to polarity p. When n is fixed S n j p can be written as S p for simplicity. Additionally, because for any coefficient i, we have i^p^p
Theorem 2: For two polarities p and q of an n-variable Boolean function, 0 p, q 2 n 7 1:
Theorem 2 can be easily proved because for any coefficient i, (i^p^q)^q ¼ i^p, 0 i 2 n 7 1. From theorem 2, (12) in theorem 1 can be extended to (16) :
Theorem 3: The transform matrix S n j p in theorem 1 can be represented in the following recursive way where p is the SOP polarity expressed as a binary n-tuple p ¼ ( p nÀ1 p nÀ2 Á Á Á p 0 ), and n is the variable number, n ! 1:
where p nÀ1 is the most significant bit (MSB) of p, and p 0 is the same as p except that the MSB is set to zero.
Proof: It can be proved by induction on n as follows.
(1) When n is two, from (13): . From lemma 1, a coefficient i exchanges the order with another coefficient i^p,
In other words, all the coefficients exchange their orders within A 0 and A
00
. Therefore:
In the same way, a coefficient i in A 00 will swap with the coefficient i^(
From both (a) and (b), (17) is true when n is k þ 1. u
Based on theorems 1 and 3, a Boolean function expressed in SOP forms with any polarity p can be computed through the transform matrix S in either (13) or (17) . Similarly, a transform matrix to convert a Reed-Muller expansion of an n-variable Boolean function from polarity zero to any other polarity p can be obtained from the following theorem based on lemma 2 and theorem 3.
t with the default polarity zero in Reed-Muller logic. Then this function can be represented by another vector B p with polarity p shown in (18):
and '#' is the Kronecker product defined in definition 4.
t to express a Boolean function with the default polarity zero in ReedMuller logic. Then the following equations can be deduced based on (10) and (12):
Comparing (18) and (22), it can be seen that:
It can be proved that
by induction on n as follows.
(1) When n is one, there are only two polarities, zero and one:
When n is k þ 1, the MSB of p can be either zero or one. Let p 0 be the same as p except that its MSB is zero:
If the MSB of p is one:
From both (a) and (b), (19) is true when n is k þ 1. u Procedure 1: Given an on-set Reed-Muller coefficient set R 0 for an n-variable Boolean function with polarity zero. Suppose there are M elements in R 0 . Due to 0 Á x ¼ 0, where 'Á' is the AND operation, only M columns of P n j p are sufficient to compute the Reed-Muller coefficient set R p with any polarity p, 0 p 2 n 7 1. In other words, column j in P n j p , defined in definition 5, can be deleted if j = 2 R 0 . Suppose the reduced matrix is P n 0 j p . The coefficient set R p can be obtained from P n 0 j p directly through the following steps:
Step 1: Initialise R p to be an empty set 1 .
Step 2: Count the number of ones in any row i of P n 0 j p , 0 i 2 n 7 1. If the number is odd, add i to R p .
Step 3: Return R p .
Example 2: From example 1, the three-variable function can be represented by a Reed-Muller coefficient set with zero polarity as R 0 ¼ {0, 1, 2, 6, 7}. From procedure 1, only five columns of P 3 j p are sufficient to compute the Reed-Muller coefficient set with polarity p, 0 p 2 3 7 1. From (19) we have:
After deleting columns 3, 4, and 5, the reduced matrix P n 0 j p is obtained: 
In (24) and (25), all the empty elements are zero. From (25), a Reed-Muller coefficient set R p corresponding with a polarity p can be computed following the steps in procedure 1, 0 p 2 3 7 1. In example 1, polarity p is p ¼ ( p 2 p 1 p 0 ) ¼ 6 ¼ (110) and we have the following steps:
Step 1: Set R 6 to be 1 .
Step 2: From (25), we have: In row 0 of P 3 0 j 6 , the number of ones is odd. Therefore, zero is added to R 6 . In row 1 of P 3 0 j 6 , the number of ones is even, thus one is not added to R 6 . Similarly, three, four, five, six and seven are added to R 6 .
Step 3: Return R 6 ¼ {0, 3, 4, 5, 6, 7}.
Some properties of the transform matrix P n j p in (19) 
In (26), I is the unit matrix.
Proof: From (11), (14) and (23), we have:
From (11), (15) and (23), we have:
From (18) and (27) we have:
In procedure 1, the initial coefficient set R 0 has zero polarity. From (28), a coefficient set R p can actually be obtained starting from any polarity q. Hence, procedure 1 can be adapted as follows.
Procedure 2: Given an on-set Reed-Muller coefficient set R p for an n-variable completely specified Boolean function with polarity p. Suppose there are M elements in R p . Let P n 0 j p^q be the reduced matrix, consisting of all the columns j of P n j p^q if j 2 R p . A coefficient set R q with polarity q can be obtained through the following steps, 0 p, q 2 n 7 1:
Step 1: Initialise R q to be an empty set 1 .
Step 2: Count the number of ones in any row i of P n 0 j p^q , 0 i 2 n 7 1. If the number is odd, add i to R p .
Step 3: Return R q .
The importance of procedure 2 is that FPRM forms can be calculated in sequel by Gray code order. The next FPRM form can be computed directly from the current polarity, rather than from polarity zero as in procedure 1.
From theorems 1 or 3, the effect of polarity for SOP forms is to reorder all the on-set coefficients. Besides, the distance between two on-set coefficients, defined in definition 3, does not vary with the polarity p because (i^p)^( j^p) ¼ (i^j ) for two coefficients i, j, 0 p 2 n 7 1. Therefore, the best polarity of FPRM form is equivalent to the 'best' order of SOP form with the pairwise distances of any two on-set coefficients fixed. This may provide a good understanding of the 'centre of gravity' or 'Boolean centre' proposed in [32] . Furthermore, the conversion from one polarity to another polarity for both canonical forms can be implemented by two transform matrices S and P based on (12) and (18) (19) , it can be concluded that transform matrix P is much more complex than S, which makes the minimisation of FPRM expressions much more difficult. In the next Section, the properties of matrix P will be further investigated in theorem 6, which leads to an efficient algorithm to find the best polarity.
Best polarity for single output functions
Theorem 4 is consistent with theorem 1 in [18] . The fast transformation in [18] , however, requires that all the 2 n elements of the vector be saved, which is not practical for large values of n. Based on our experience, the number of on-set coefficients usually does not increase exponentially with the number of variables. Procedure 2 only needs onset Reed-Muller coefficients to convert the coefficients of a Boolean function from one polarity to any other polarity, yet there are still 2 n rows in P n 0 which must be saved to find the best polarity. This problem will be solved in procedure 3 based on the features of transform matrix P n j p shown in theorem 6.
Theorem 6: Based on definitions 3 and 5, for a given matrix P n j p of an n-variable Boolean function with polarity p, all the elements below the main diagonal line are zero. Furthermore, for two adjacent polarities p and q, 0 p, q 2 n 7 1, there are only two diagonal lines, zero and p^q in P n j p^q , where the elements are not zero. In diagonal line zero, the number of ones is 2 n while it is 2 nÀ1 in diagonal line p^q. Besides, any row that has two ones in columns c and c where ' þ ' is the arithmetic addition. The ones in diagonal line p^q can only reside in columns that cover p^q, based on definition 2. Theorem 6 can be easily proved by induction on n based on (19 
where all the empty elements are zero. It can be seen from (30) that all the elements below the main diagonal line are zero in P 3 j 1 . There are only two diagonal lines 0 and 1 where the elements are not zero. In diagonal lines 0, the number of ones is eight, while it is 2 3À1 ¼ 4 on diagonal lines 1. For rows that have two ones, the difference between these two columns is always p^q ¼ 1. Finally, the ones in diagonal line 1 can only reside in columns 1, 3, 5 and 7 that covers one based on definition 2. b p(nÀ2) , . . . , b p0 ) with polarity p, then it can be converted to B q ¼ P n j r B p ¼ (b q(nÀ1) , b q(nÀ2) , . . . , b q0 ) with polarity q, where r ¼ p^q. When polarities p and q are adjacent:
According to theorem 5, if an n-variable Boolean function can be expressed by a vector
(1) If there is only one '1' on any row i in P n j r , 0 i 2 n 7 1, then:
where p ij is the element in ith row and jth column of P n j r . (2) If there are two 'ones' in one row, then from (29) we have:
Consequently, element b pi in B p is different from b q i in B q if and only if row i in P n j r has two ones. Therefore, only the rows in P n j r that have two ones should be detected. From theorem 6, all the ones in diagonal line r can only reside in the column that covers r. Based on this observation and the result in procedure 2, a fast procedure is achieved to convert an on-set Reed-Muller coefficient set R p with polarity p to R q with polarity q of an n-variable Boolean function.
Procedure 3:
Given an on-set Reed-Muller coefficient set R p for an n-variable completely specified Boolean function with polarity p. A coefficient set R q with an adjacent polarity q can be achieved through the following operations on R p itself where p^q ¼ r, 0 p, q 2 n 7 1.
Step 1: For any coefficient i in the set R p , if i does not cover r, then i is an element of R q because b q i ¼ b pi from (31) . Therefore leave i in the set. If i covers r, from (32), it is necessary to search the set R p for the coefficient (i 7 r). If there is such a coefficient, then delete coefficient (i 7 r) from the set
Step 2: The new set obtained in step 1 is the on-set ReedMuller coefficient set with polarity p.
Example 4: A three-variable function is shown in Fig. 1 as an on-set coefficient set R 1 ¼ {0, 1, 2, 7} when polarity p is one. If polarity q is zero, then p and q are adjacent and r ¼ p^q ¼ (001)^(000) ¼ 1. The following steps will obtain the coefficient set with polarity zero.
Step 1: In R 1 , the first element is zero. Because it does not cover r, go to the next coefficient '1'. Since '1' covers r, it is necessary to search 1 7 1 ¼ 0 and find it belongs to R 1 . Hence, zero shall be deleted from R 1 . The third element '2' in R 1 does not cover r. Finally, for the last element '7', it covers r. In the same way, search 7 7 1 ¼ 6 which is not in R 1 . Therefore '6' shall be appended to R 1 . This process is shown in Fig. 1 .
Step 2: The new set {1, 2, 6, 7} obtained in step 1 is the result for R 0 , which is shown in Fig. 1 .
Based on procedure 3 and theorem 5, a fast algorithm to find the best polarity for an n-variable single output completely specified Boolean function is shown below.
Algorithm 1:
Given an on-set Reed-Muller coefficient set R p for an n-variable Boolean function with the original polarity p. Suppose the element number of R p is M. Let three integer variables, COST, BCOST, and BPOLARITY represent the number of elements in the coefficient set, the least cost and the corresponding polarity respectively. Thus they are initialised to M, M and p respectively. Moreover, set q 0 ¼ p, R q0 ¼ R p . For any i, 0 < i 2 n 7 1, carry out steps 1 to 3.
Step 1: Generate a polarity q i in Gray code order, that is adjacent with q iÀ1 . Let r ¼ q iÀ1^qi .
Step 2: Pass R q iÀ1 and r to procedure 3 to get the new on-set coefficient set R q i .
Step 3: Set COST to be the element number of R q i . If COST is less than BCOST, then change BCOST and BPOLARITY to COST and q i respectively.
Output BPOLARITY as the best polarity with BCOST on-set terms.
Best polarity for multiple output functions
In algorithm 1 which is for a single output Boolean function, all the on-set Reed-Muller coefficients can be saved in the same array. For multiple output Boolean functions, the output part can be saved in another array with equal dimension so that each coefficient corresponds with one output element. Suppose the output part for a coefficient i is y ¼ (y mÀ1 y mÀ2 Á Á Á y 0 ), where y j 2 {0, 1}, 0 j m 7 1, and m is the number of outputs. If a term is the output for a subfunction f k , then y k ¼ 1. Otherwise y k ¼ 0, as will be shown in Fig. 2 of example 5. This description, which may be called Reed-Muller programmable logic array (PLA) format (AND=XOR PLA in [6] ), is similar to that used for the SOP format [2] . In procedure 3, if a coefficient i does not cover r ¼ p^q, where p and q are the old and new polarities, then nothing will be changed for single output function. This result is also true for a multiple output function. If a coefficient i, whose output part is y ¼ (y mÀ1 y mÀ2 Á Á Á y 0 ), covers r, then there will be two possibilities:
(1) There is a coefficient (i 7 r) in the coefficient set with
That means neither of the two coefficients is a term of f j . So the new output part for the coefficient (i 7 r) is still Z j .
That means coefficient i is not a term for f j , but (i 7 r) is such a term. From procedure 3, the new output part for the coefficient (i 7 r) is still Z j .
That means coefficient i is a term for f j , but (i 7 r) is not such a term. From procedure 3, (i 7 r) should be added to the new output part for f j . Therefore, the new output of coefficient (i 7 r) for f j is changed to one.
That means both coefficients are terms for f j . From procedure 3, coefficient (i 7 r) should be deleted from f i . So the new output part for the coefficient (i 7 r) is changed to zero.
From the above four cases, it can be seen that Z j should be replaced by y j^Zj . (2) There is not such a coefficient as (i 7 r) in the coefficient set. From procedure 3, (i 7 r) should be added to the coefficient set. At the same time, the output part y will be copied for the outputs of both coefficients. This can be considered as a special case of the preceding occasion, that is,
Based on these observations, algorithm 1 can be extended to multiple output functions as follows.
Algorithm 2:
Given an on-set Reed-Muller coefficient set R p and the corresponding output set M p for an n-variable Boolean function with the original polarity p. Suppose R p is sorted in ascending order and the element number of R p is M. Let three integer variables, COST, BCOST, and BPOLARITY represent the number of elements in the current coefficient set, the least cost and the corresponding polarity respectively. Thus they are initialised to M, M and p respectively. Moreover, set q 0 ¼ p, R q 0 ¼ R p . For any i, 0 < i 2 n 7 1, carry out steps 1 to 4.
Step 1: Generate a polarity q i in Gray code order, that is adjacent with q iÀ1 . Let r ¼ q iÀ1^qi . Set RCOST to be zero.
Step 2: For a coefficient j in the set R q iÀ1 , whose output element is y, if it does not cover r, then go to the next coefficient in R q iÀ1 . If it covers r, then search the set R q iÀ1 for coefficient ( j 7 r). If there is such a coefficient whose output element is Z, then change Z to Z^y. If Z becomes zero, then delete it from the output set and coefficient ( j 7 r) should also be removed from the coefficient set R q iÀ1 . Besides, decrease RCOST by one. Otherwise, if there is not such a coefficient, then add coefficient ( j 7 r) to the coefficient set R q iÀ1 and copy y as its output element. Further, increase RCOST by one. Repeat this step until all the coefficients in R q iÀ1 are processed.
Step 3: Now both R q iÀ1 and M q iÀ1 becomes R q i and M q i . Set COST to be COST þ RCOST. If COST is less than BCOST, then update BCOST, BPOLARITY to COST and q i respectively.
Step 4: Sort the elements in R q i in ascending order. Update the output set accordingly to keep the function the same as before sorting. Output BPOLARITY as the best polarity with BCOST on-set terms.
Example 5: Fig. 2a shows a three-variable two-output Boolean function expressed in Reed-Muller PLA format with polarity p ¼ 0. There are totally five on-set coefficients. The coefficient and output sets are R 0 ¼ {0, 1, 2, 6, 7}, M 0 ¼ {1, 1, 3, 2, 3} respectively. Besides, COST ¼ BCOST ¼ 5, BPOLARITY ¼ q 0 ¼ 0. The on-set coefficient set and the cost with the adjacent polarity 1 can be computed by following algorithm 2.
Step 1: For the next polarity
RCOST is initialised to be zero.
Step 2: For the first element j ¼ 0 in R 0 , nothing will be changed because zero '0' does not cover one '1'. However, the second element j ¼ 1 covers r based on definition 2. So it is necessary to search for j 7 r ¼ 1 7 1 ¼ 0 and find it is the first element. Then the output of the first element Z ¼ 1 should be replaced by Z^y ¼ 1^1 ¼ 0. Now Z becomes zero, thus coefficient zero and its output should be deleted. Besides, RCOST ¼ 0 7 1 ¼ À1. The following coefficients '2' and '6' do not cover r. Thus go to the final coefficient j ¼ 7 that covers r. Search for coefficient j 7 r ¼ 7 7 1 ¼ 6 and find it is in R 0 . Hence the output of coefficient 6, Z will be changed to Z^y ¼ 2^3 ¼ 1. Now Z is not zero, so coefficient '6' is still in the array but with a different output element. This result is shown in Fig. 2b .
Step 3: Now we have R 1 ¼ {1, 2, 6, 7}, M 1 ¼ {1, 3, 1, 3} as shown in Fig. 2c . COST is updated to COST þ RCOST ¼ 5 7 1 ¼ 4. Because the updated COST is less than BCOST. Therefore, BCOST and BPOLARITY are updated to four and one respectively.
Step 4: Sort R 1 ¼ {1, 2, 6, 7} and repeat steps 1-4 of algorithm 2 in the same way for other polarities. Finally, the best polarity one is found with four on-set coefficients as shown in Fig. 2c . Algorithm 2 can be represented by a flow chart shown in Fig. 3 . There are two loops in the flow chart, marked with loop 1 and loop 2 respectively in Fig. 3 . In loop 1, all the coefficients in R q iÀ1 are processed in sequel. In loop 2, the costs of all the 2 n 7 1 polarities are computed in Gray code order. The advantages of the algorithm 2 are:
(1) The space complexity is O(M), where M is the on-set coefficient number of the function. In loop 1 of Fig. 3 , all the coefficients of R q iÀ1 are processed in the same memory. In other words, computation of R q i starts from R q iÀ1 only. Usually M is much less than 2 n especially for large functions. For instance, a testcase 'misex2' has 25 inputs. The number of on-set coefficients is about 1000, which is much less than 2 25 ¼ : 3.4 Â 10 7 . (2) No matrix manipulations are needed to convert the function from one polarity to another. Instead, the binary search and sort algorithms are applied, which makes the algorithm very fast. To compute R q i from R q iÀ1 , all the onset coefficients in R q iÀ1 need accessing, plus the possible time for binary search in step 2 of algorithm 2 or in loop 1 of Fig. 3 . For each coefficient in R q iÀ1 , the binary search time is O(log M ) [30] . Thus for all the coefficients in R q iÀ1 , the total upper bound time for search is O(Mlog M ) for one polarity. Additionally, the upper bound to sort R q i is O(M ) because R q iÀ1 is already sorted. Therefore, the time complexity to find the best one among the 2 n polarities is
Both the space and time complexities do not depend on the number of outputs. From example 5, it can be seen that the output parts are taken as normal integers. However, in previous methods [25, 26] , each sub-function is first computed individually, then the common product terms are merged among the subfunctions using ' ! ' operations. For large output functions, this advantage is significant.
The comparison of the space and time complexities with previous exact minimisation algorithms [24] are shown in Table 1 , where n and M are the number of input variables and on-set coefficients respectively.
Experimental results
In our program, a Boolean function is first converted from the standard PLA format to the FPRM form with polarity zero using the method in [22] . If there is no PLA format, then apply SIS to convert from other formats to the PLA format [33] . For incompletely specified Boolean functions, don't cares (DCs) are just set to off-sets. In our future work, 
the optimal DC assignment will be applied to further reduce the cost [34] . From the FPRM form with polarity zero, algorithm 2 is used to find the best polarity, which is implemented in the C language. The program is compiled by the GNU C compiler egcs-2.91.66 and tested using MCNC and IWLS93 benchmarks on personal computers under the Linux operating system. The results are shown in Tables 2 and 3 respectively where '=' represents 'not available' in the references. In Table 2 , ' $ 0' means that the CPU time is almost zero. The number of variables (n), the number of outputs (o), the number of terms with polarity 0 ('init. term'), the best polarity ('best polarity') and the corresponding number of terms ('least term') are also presented. When there are more than one best polarities, only the first one is shown in both tables. In [25] , no results for the exact minimisation of large Boolean functions are available. Furthermore, in [26] , only small functions with n 10 are tested due to the high space complexity. Therefore, no comparison is shown in Table 3 for exact minimisation. From both Tables 2 and 3 , it can be seen that the speed of the program depends on the number of variables and the number of on-set coefficients. In Table 2 , the 'bw' testcase has 28 outputs. It takes about the same time as for 'squar5' or 'rd53' since the numbers of on-set coefficients are similar. However, in [26] , 'bw' takes a much longer time than 'squar5' or 'rd53' as shown in the last column of Table 2 . For large Boolean functions, n > 15, the number of on-set coefficients is usually small especially for arithmetic functions such as 't481', 'ryy6' and 'pm1', hence the low CPU time. Furthermore, the number of on-set coefficients can be greatly reduced using the best polarity, which can be seen from Table 3 . Comparing with the results in [25] and [26] , our program is very efficient for exact polarity minimisation of large Boolean functions.
Conclusions
The properties of the polarities of the SOP and FPRM forms are presented and compared. The comparison shows that these two kinds of polarities have great similarity but the transform matrix for the conversion between two FPRM forms has a significantly more complex structure than the counterpart for SOP forms. Furthermore, the best polarity of FPRM forms with the least number of terms corresponds with the polarity for SOP forms with the 'best' order of on-set minterms. This should lead to a new way for exact minimisation of FPRM expansions without complex transform and exhaustive search. A fast algorithm is proposed to find the best polarity for completely specified multiple output functions using a Gray code sequence based on the properties of the transform matrix. The space and time complexities are O(M ) and O(2 n Mlog M ) respectively where n and M are the variable number and the number of on-set coefficients. Furthermore, the multiple outputs are processed in parallel. This constitutes a significant improvement on previous algorithms making it possible to tackle large functions with more than 15 variables. If a function has a 'good' structure for ReedMuller logic with a small number of on-set coefficients, then the space and time complexities are small even for very large functions. This characteristic is specially attractive for large arithmetic Boolean functions where M is usually small. The experimental results confirm these conclusions.
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