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Abstract— Reinforcement learning (RL) has achieved re-
markable performance in a variety of sequential decision
making and control tasks. However, a common problem is that
learned nearly optimal policy always overfits to the training
environment and may not be extended to situations never
encountered during training. For practical applications, the
randomness of the environment usually leads to rare but
devastating events, which should be the focus of safety-critical
systems, such as autonomous driving. In this paper, we intro-
duce the minimax formulation and distributional framework to
improve the generalization ability of RL algorithms and develop
the Minimax Distributional Soft Actor-Critic (Minimax DSAC)
algorithm. Minimax formulation aims to seek optimal policy
considering the most serious disturbances from environment, in
which the protagonist policy maximizes action-value function
while the adversary policy tries to minimize it. Distributional
framework aims to learn a state-action return distribution, from
which we can model the risk of different returns explicitly,
thus, formulating a risk-averse protagonist policy and a risk-
seeking adversarial policy. We implement our method on the
decision-making tasks of autonomous vehicles at intersections
and test the trained policy in distinct environments from
training environment. Results demonstrate that our method
can greatly improve the generalization ability of the protagonist
agent to different environmental variations.
Index Terms— Minimax formulation, return distribution,
maximun entropy, autonomous driving.
I. INTRODUCTION
Numerous deep reinforcement learning (RL) algorithms
have appeared over the last decade [1]–[7], and their ap-
plications have demonstrated great performance in a range
of challenging domains such as games [8], robotic control
[9] and autonomous driving [10], [11]. Mainstream RL
algorithms focus on optimizing policies based on their per-
formance in the training environment, without considering its
universality for situations never encountered during training.
Studies showed that this could reduce the generalization
ability of the learned policy [12] [13]. For intelligent agents,
such as autonomous vehicles, we usually need them to be
able to cope with multiple situations, including unknown
scenarios.
A straightforward technique to improve the generalization
ability of RL is training on a set of random environment.
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By randomizing the dynamics of the simulation environment
during training, the developed policies are capable of adapt-
ing to different dynamics encountered during training [14].
Furthermore, the works of [15] and [16] were proposed by
directly adding noises to state observations to provide ad-
versarial perturbations [17]. However, these approaches can
only handle common disturbances, while some catastrophic
events are highly unlikely to be encountered if not changing
environment or only randomly perturbing the environment
parameters or dynamics.
Alternative techniques to improve generalization include
risk-sensitive policy learning. Generally, risk is related to
the stochasticity of environment and with the fact that, even
an optimal policy (in terms of expected return) may perform
poorly in some cases. That is, optimizing an expected long-
run objective such as the infinite-horizon discounted or
average reward alone is not sufficient to avoid the potential
rare occurrences of large negative outcomes in many practical
applications. Instead, risk-sensitive policy learning includes
a risk measure in the optimization process, either as the
objective or as a constraint [18], [19]. This formulation not
only seeks to maximize the expected reward but to reduce
the risk criteria, such that the trained policy can still work
in a varying environment. To be concrete, the risk is always
modeled as the variance of return and the most representative
algorithms include mean-variance trade-off method [20] and
percentile optimization methods [21]. However, the existing
methods can only model the risk by sampling discretely some
trajectories from randomized environment, rather than learn
the exact return distribution.
To improve the generalization ability of RL across dif-
ferent kind of disturbances, minimax formulation, or worst
case formulation has been widely adopted. Morimoto et al.
(2005) firstly combined H-infinity control with RL to learn a
robust policy, which is the prototype of most existing worst
case formulation of RL algorithms [22]. They formulated a
differential game in which a disturbing agent tries to make
the worst possible destruction while a control agent aims to
make the control input. This problem was reduced to find a
minimax solution of a value function that took into account
the norm of the output deviation and the norm of disturbance.
After that, Pinto et al. (2017) extended this work with deep
neural network and further proposed the Robust Adversarial
Reinforcement Learning algorithm (RARL), in which two
policies are trained simultaneously: the protagonist policy
to optimize the performance and the adversarial policy to
provide disruption. The protagonist and adversary policies
are trained alternatively, with one being fixed whilst the
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other adapts [23]. Pan et al. (2019) introduced the risk-
aware framework into RARL to prevent the rare, catastrophic
events such as automotive accidents [24]. To that end, the
risk was modeled as the variance of value functions and
the protagonist policy should not only maximize expected
reward, but should also select action with low variance.
Conversely, the adversary policy aims to minimize the long
term expected reward and select action with high variance
such that the adversary can actively seek catastrophic out-
comes. To obtain the risk of value function, they use an
ensemble of Q-value networks to estimate variance, in which
multiple Q-networks are trained in parallel. The risk aware
RARL is effective and even crucial sometimes, especially
in safety-critical systems like autonomous driving. However,
the existing methods can only handle the discrete and low-
dimensional action spaces and even worse, the value function
must be divided into multiple discrete intervals in advance.
This is inconvenient because different tasks usually require
different division numbers.
In this paper, we propose a new RL algorithm to improve
the generalization ability of the learned policy. In particular,
the learned policy can not only succeed in the training envi-
ronment but also cope with the situations never encountered
before. To that end, we adopt the minimax formulation,
which augments the standard RL with an adversarial policy,
to develop a minmax variant of Distributional Soft Actor-
Critic algorithm (DSAC) [25], called Minimax DSAC. Here,
we choose DSAC as the basis of our algorithm, not only
because it is the state-of-the-art RL algorithm, but also it
can directly learn a continuous distribution of returns, which
enables us to model return variance as risk explicitly. By
modeling risk, we can train stronger adversaries and through
competition, protagonist policy will have greater ability to
cope with environmental changes. Additionally, we apply
our Minimax DSAC algorithm to autonomous decision-
making at intersections, and evaluate the trained policy in
environments different from the training environment. The
results show that our algorithm can guarantee the good
performance even when the environment changes drastically.
The rest of the paper is organized as follows: Section II
states the preliminaries of standard RL, two-player zero-sum
RL and maximum entropy RL framework mathematically.
Section III introduces the combination of minimax formu-
lation and distributional method and Section IV introduces
the implementation of the proposed method Minimax DSAC.
Section V introduces the simulation scenarios, presents the
results and evaluates the trained model. Section VI summa-
rizes the major contributions and concludes this paper.
II. PRELIMINARIES
Before delving into the details of our algorithm, we first
introduce notation and summarize the standard RL setting,
two-player RL setting and maximum entropy RL setting
mathematically.
A. Standard Reinforcement learning
Reinforcement Learning (RL) is designed to solve sequen-
tial decision making tasks wherein the agent interacts with
the environment. Formally, we consider an infinite-horizon
discounted Markov Decision Process (MDP), defined by the
tuple (S,A, p, R, γ), where S is a continuous set of states
and A is a continuous set of actions, p : S ×A×S → R is
the transition probability distribution, R : S ×A×S → R is
the reward function, and γ ∈ (0, 1] is the discounted factor.
In each time step t, the agent receives a state st ∈ S and
selects an action at ∈ A, and the environment will return
the next state st+1 ∈ S with the probability p(st+1|st, at)
and a scalar reward rt ∼ R(st, at, st+1). We will use
ρpi(st) and ρpi(st, at) to denote the state and state-action
distribution induced by policy pi in environment. For the sake
of simplicity, the current and next state-action pairs are also
denoted as (s, a) and (s′, a′), respectively.
The goal in standard RL is to learn a policy which
maximizes the expected future accumulated return. Let pi
denote a stochastic policy pi : S × A → [0, 1], the action
value function qpi(s, a) is the expected sum of discounted
returns from a state action pairs (s, a) when following policy
pi:
qpi(s, a) := E
{ ∞∑
l=t
γl−trl|st = s, at = a
}
, (1)
where sl+1 ∼ p (sl+1|sl, al) , al+1 ∼ pi(al+1|sl+1), and rl ∼
R (sl, al, sl+1). Intuitively, the optimal policy can be defined
as:
pi∗ = argmax
pi
E {qpi(s, a)} .
B. Two-player zero-sum RL
Two-player zero-sum RL can be expressed as a two-
player zero-sum MDP, defined by the tuple (S,A,U , p, R, γ),
where A and U are continuous action set which players can
take. Under this theme, action value function is constructed
on two policies, respectively called protagonist policy pia
and adversary policy piu. Given the current state st, the
protagonist policy will take action at ∈ A, the adversary
policy will take action ut ∈ U , and then reach the next state
st+1. Whereas these two policies obtain different rewards:
the protagonist gets a reward rt while the adversary gets a
reward −rt at each time step.
Q(s, a, u) := E
{ ∞∑
l=t
γl−trl|st = s, at = a, ut = u
}
, (2)
where al ∼ pia (al|sl) , ul ∼ piu (ul|sl) , sl+1 ∼
p (sl+1|sl, al, ul) and rl := r (sl, al, ul, sl+1) for short.
Similarly, the optimal action value function should satisfy
the Minimax Bellman Optimality Equation:
Q∗(s, a, u) := min
u′
max
a′
{
E
s′∼p
[r + γQ∗(s′, a′, u′)]
}
. (3)
Intuitively, the protagonist policy seeks to maximize the
long-term expect reward while the adversarial policy seeks to
minimize it. The optimal policy can be defined as the Nash
Equilibrium of two policies:
Q(s, a, u∗) ≤ Q(s, a∗, u∗) ≤ Q(s, a∗, u), (4)
where the optimal action a∗ and u∗ come from the optimal
policies pi∗a and pi
∗
u respectively.
C. Maximum entropy RL
The maximum entropy RL aims to maximize the expected
accumulated reward and policy entropy, by augmenting the
standard maximum reward RL objective with an entropy
maximization term:
Qpi(s, a) = E(sl,al)∼ρpi
[ ∞∑
l=t
γl−t [rl + αH(pi(·|sl))]
]
, (5)
where α is the temperature parameter which determines the
relative importance of the entropy term against the reward,
and thus controls the stochasticity of the optimal policy.
Obviously, the maximum entropy objective differs from
the standard maximum expected reward objective used in
standard RL, though the conventional objective in (1) can
be recovered as α → 0. Prior works [26], [27] have
demonstrated that the maximum entropy objective has a
number of conceptual and practical advantages. First, the
policy is incentivized to explore more widely, while giving
up on clearly unpromising avenues. Second, the policy can
capture multiple modes of nearoptimal behavior. In problem
settings where multiple actions seem equally attractive, the
policy will act as randomly as possible to perform those
actions.
The optimal maximum entropy policy is learned by a max-
imum entropy variant of the policy iteration method which
alternates between policy evaluation and policy improve-
ment, called soft policy iteration. In the policy evaluation
process, given policy pi, Q-value can be learned by repeatedly
applying a modified Bellman operator T pi under policy pi
given by
T piQpi(s, a) =E[R(s, a, s′) +Qpi(s′, a′)− α log pi(a′|s′)].
The goal of the policy improvement process is to find
a new policy pinew that is better than the current policy
piold, such that Q(pinew) ≥ Q(piold) for all state action pairs
(s, a). Hence, we can directly update the policy directly by
maximizing the the entropy-augmented objective (5), i.e.,
pinew = argmax
pi
Q(piold)
= argmax
pi
E(s,a)∼ρpi
[
Qpiold(s, a)− α log pi(a|s)].
(6)
It has shown that policy evaluation step and policy improve-
ment step can alternately roll forward and gradually shift to
the optimal policies [7].
III. OUR METHODS
This section mainly focuses on the combination of mini-
max formulation and distributional RL framework, in which
we state our algorithm based on the continuous distributional
return.
A. Distributional RL
In distributional RL, we view the return Zpi(s, a) as a
random variable, and choose to directly learn its distribution
instead just its expected value, i.e., Q-value:
Qpi(s, a) = E[Zpi(s, a)]. (7)
An analogous distributional Bellman operator of the form
T piZpi(s, a) D= r(s, a, s′) + γ(Zpi(s′, a′)) (8)
can be derived, where A D= B denotes that two random
variables A and B have equal probability laws and the
next state s′ and action a′ are distributed according to
p(·|s, a) and pi(·|s′) respectively. Supposing T piZ(s, a) ∼
T piDZ(·|s, a), where T piDZ(·|s, a) denotes the return distribu-
tion of T piZ(s, a), the return distribution can be optimized
by minimizing the distribution distance between Bellman
updated and the current return distributions:
Znew = argminZ E(s,a)∼ρpi
[
d(T piDZold(·|s, a),Z(·|s, a))
]
,
(9)
where d is some metric to measure the distance between two
distribution. For example, we can adopt d as the Kullback-
Leibler (KL) divergence or Wasserstein metric.
Distributional framework has attracted much attention for
the reason that distributional RL algorithms show improved
sample complexity and final performance, as well as in-
creased robustness to hyperparameter variation. However,
many prior works used discrete distribution to build the
return distribution, in which we need to divide the value
function into different intervals priorly. Recently, Duan et al.
[25] proposed the Distributional Soft Actor-Critic algorithm
(DSAC) to directly learn the continuous distribution of
returns by truncating the difference between the target and
current return distribution, outperforming the existing algo-
rithms on the suite of continuous control tasks. Therefore,
we draw on the continuous return distribution to develop
our algorithm.
B. Minimax distributional RL
Similarly ,the return Zpia,piu can also be modeled as
a continuous distribution in minimax formulation and its
expectation is the action value function Qpia,piu :
Qpia,piu(s, a, u) = E [Zpia,piu(s, a, u)] . (10)
We will denote Zpia,piu(s, a, u) as Z(s, a, u) for the sake of
brevity and suppose Z(s, a, u) ∼ Z(s, a, u) The correspond-
ing minimax distributional Bellman Equation can derived as:
Z(s, a, u)
D
= r(s, a, u, s′) + γ(Z(s′, a′, u′)), (11)
where s′ ∼ p(·|s, a, u), a′ ∼ pia(·|s′) and u′ ∼ piu(·|s′).
In policy improvement step, both protagonist policy and
adversary policy optimize themselves based on current return
distribution, in which they have common objective function:
J(pia, piu) = E(s,a,u)∼ρpi [Q(s, a, u)]
= E(s,a,u)∼ρpi
[
EZ(s,a,u)∼Z(s,a,u)[Z(s, a, u)]
]
.
The protagonist policy aims to maximize the distributional
expected return while the adversary aims to minimize it:
min
piu
max
pia
J(pia, piu). (12)
To learn risk-sensitive policies, we model risk as the
variance of the learned continuous return distribution, where
the protagonist policy is optimized to mitigate risk to avoid
the potential events that have the chance to lead to bad return:
J(pia) = E(s,a,u)∼ρpi
[
Q(s, a, u)− λaσ(s, a, u)
]
.
And the adversary policy seeks to increase risk to disrupt the
learning process:
J(piu) = E(s,a,u)∼ρpi
[
Q(s, a, u) + λuσ(s, a, u)
]
,
where λa ≥ 0 and λu ≥ 0 are the constants corresponding
to the variance σ(s, a, u) which describe different risk level.
IV. IMPLEMENTATION OF ALGORITHM
In this section, we employ minimax formulation with the
existing DSAC algorithm to present our Minimax DSAC
algorithm, in which our algorithm can experience the serious
variation from environment during training, thereby improv-
ing its generalization ability for unknown environment. To
handle problems with large continuous domains, we use
function approximators for all the return distribution function
and two policies, which can be modeled as a Gaussian with
the mean and variance given by neural networks (NNs). We
will consider a parameterized state-action return distribution
function Zθ(s, a, u), a stochastic protagonist policy piφ(a|s)
and a stochastic adversarial policy piµ(u|s) where θ, φ and
µ are parameters. Next we will derive update rules for these
parameter vectors and show the details of our Minimax
DSAC.
In policy evaluation step, the current protagonist policy
and adversary policy are given and the return distribution
is updated by minimizing the difference between the target
return distribution and the current return distribution. The
formulation is similar with the DASC algorithm except that
we consider two polices [25]:
JZ(θ)
= E
(s,a,u)∼ρpi
[
DKL(T piφ′ ,piµ′D Zθ′(·|s, a, u),Zθ(·|s, a, u))
]
= − E
(s,a,u)∼ρpi,Z(s′,a′,u′)
[
logP(T piφ′ ,piµ′D Z(s, a, u)|Zθ)
]
+ c,
where c is a constant. The gradient about parameter θ can
be written as:
∇θJZ(θ)
= − E
(s,a,u)∼ρpi,Z(s′,a′,u′)
[
∇θ logP(T piφ′ ,piµ′D Z(s, a, u)|Zθ)
]
.
To prevent the gradient exploding, we also adopt the cliping
technique to keep it close to the expectation value Qθ(s, a, u)
of the current distribution Zθ(s, a, u):
T piφ′ ,piµ′D Z(s, a, u)
= clip(T piφ′ ,piµ′D Z(s, a, u), Qθ(s, a, u)− b,Qθ(s, a, u) + b)
where b is a hyperparameter representing the clipping bound-
ary.
To stabilize the learning process, target return distribution
with parameter θ′, two policy functions with separate param-
eters φ′ and µ′, are used to evaluate the target function. The
target networks use a slow-moving update rate, parameter-
ized by τ , such as
θ′ ← τθ + (1− τ)θ′,
φ′ ← τφ+ (1− τ)φ′,
µ′ ← τµ+ (1− τ)µ′.
In policy improvement step, as discussed above, the pro-
tagonist policy aims to maximize the expected return with
entropy and select actions with low variance:
J(φ) =E
[
EZ(s,a,u)∼Zθ [Z(s, a, u)− α log(piφ(a|s))]
− λaσ(Z(s, a, u))
]
.
The adversarial policy aims to minimize the expected return
and select actions with high variance:
J(µ) = E
[
EZ(s,a,u)∼Zθ [Z(s, a, u)] + λuσ(Z(s, a, u))
]
.
Suppose the mean Qθ and variance σθ of the return distri-
bution can be explicitly parameterized by parameters θ. We
can derive the policy gradient of protagonist and adversary
policy using the reparameterization trick:
a = fφ(ξa; s),
u = hµ(ξu; s),
where ξa, ξu is auxiliary variables which are sampled form
some fixed distribution. Then the protagonist policy gradient
can be derived as
∂φJ(φ) = Eρpi,ξa
[
−∇φα log(piφ(a|s)) + (∇aQθ(s, a, u)
− α∇a log(piφ(a|s)))∇φfφ(ξa; s)
− λa∇aσθ(s, a, u)∇φfφ(ξa; s)
]
.
And the adversarial policy can be approximated with
∂µJ(µ) = Eρpi,ξu
[
∇uQθ(s, a, u)∇µhµ(ξu; s)
+ λu∇uσθ(s, a, u)∇µhµ(ξµ; s)
]
,
Finally, the temperature α is updated by minimizing the
following objective
J(α) = E(s,a,u)∼ρpi [−α log piφ(a|s)− αH].
where H is the expected entropy. The detail of our algorithm
can be shown as Algorithm 1.
Algorithm 1 Minimax DSAC Algorithm
Initialize parameters θ, φ, µ and α
Initialize target parameters θ′ ← θ, φ′ ← φ, µ′ ← µ
Initialize learning rate βZ , βφ, βµ, βα and τ
Initialize iteration index k = 0
repeat
Select action a1 ∼ piφ(a|s), a2 ∼ piµ(a|s)
Observe reward r and new state s′
Store transition tuple (s, a1, a2, r, s′) in buffer B
Sample N transitions (s, a1, a2, r, s′) from B
Update return distribution θ ← θ − βZ∇θJZ(θ)
Update protagonist policy φ← φ+ βφ∂φJ(φ)
Update adversarial policy µ← µ− βµ∂µJ(µ)
Adjust temperature α← α− βα∇αJ(α)
Update target networks:
θ′ ← τθ + (1− τ)θ′
φ′ ← τφ+ (1− τ)φ′
µ′ ← τµ+ (1− τ)µ′
k = k + 1
until Convergence
V. EXPERIMENTS
In this section, we evaluate our algorithm on an au-
tonomous driving environment, in which we choose the inter-
section as the driving scenario. Our experiment aims to study
two primary questions: (1) How well does Minimax DSAC
perform on this task in terms standard DSAC algorithm? (2)
Can our algorithm still work or behave better if there are
some disturbances from environment?
A. Simulation Environment
We focus on a typical 4-intersection shown in Fig. 1.
Each direction is denoted by its location in the figure, i.e.
up(U), down (D), left (L) and right (R) respectively. The
intersection is unsignalized and each direction has one lane.
The protagonist vehicle (black car in Fig. 1) attempts to travel
from down to up, while two adversarial vehicles (green car
in Fig. 1) ride from right to left, left to right respectively.
The trajectory of all three vehicles are given priorly, as a
result, there are two traffic conflict points in the path of
protagonist vehicle and adversarial vehicles, as the red circle
shown in Fig. 1. In our experiment setting, the protagonist
vehicle attempts to pass the intersection safely and quickly,
while the other two adversarial vehicles tries to disrupt this
event by hitting the protagonist vehicle.
Suppose that all vehicles are equipped with positioning
and velocity devices, such that we can choose position
and velocity information of each vehicle as states, i.e., (d,
v), where d is distance between vehicle and center of the
intersection. Note that d is positive when vehicle is heading
for the center and negative when it is leaving. For action
space, we choose acceleration of each vehicle and suppose
that vehicles can strictly follow the desired acceleration.
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Fig. 1. Intersection Scenario
The reward function is designed to consider both safety
and time efficiency. This task is constructed in episodic
manner, where two terminate conditions are given: collision
or passing. First, if the protagonist vehicle passes the inter-
section safely, a large positive reward 110 is given; Second, if
collision happens anywhere, a large negative reward -110 is
given to the protagonist vehicle; Besides, a minor negative
step reward -1 is given every time step to encourage the
protagonist vehicle to pass as quickly as possible. However,
the adversarial vehicles obtain minus reward against the
protagonist vehicle in every case aforementioned.
Overall, the protagonist vehicle will learn how to control
acceleration to pass successfully, including avoid the poten-
tial collision which comes from the adversarial vehicles and
two adversarial vehicles learn to control acceleration to make
collision happen.
B. Algorithm Details and Results
All the value function and two policies are approximated
by multi-layer perceptron (MLP) with two hidden layers and
256 units per layer. The policy of the protagonist vehicle
aims to maximize future expected return, while the policy of
the adversarial vehicles aims to minimize it. The baseline
of our algorithm is the standard DSAC [25] without the
adversarial policy, in which the protagonist vehicle learns to
pass through the intersection with the existence of two ran-
dom surrounding vehicles. Also, we adopt the asynchronous
parallel architecture of DSAC, in which 4 learners and 3
actors are designed to accelerate the learning speed. The
hyperparameters used in training are listed in Table I and
the training result is shown as Fig. 2, where the solid line
and the shaded correspond to the mean and 95 % confidence
interval over 10 runs.
TABLE I
Trainning hyperparameters
MODEL TYPE MLP
HIDDEN UNITS 256
HIDDEN LAYERS 2
MAX BUFFER SIZE 500
SAMPLE BATCH SIZE 256
HIDDEN LAYERS ACTIVATION GELU
OPTIMIZER TYPE ADAM
ADAM PARAMETER β1 = 0.9, β2 = 0.999
ACTOR LEARNING RATE 5e−5→ 5e−6
CRITIC LEARNING RATE 1e−4→ 1e−5
α LEARNING RATE 5e−5→ 5e−6
DISCOUNT FACTORγ 0.99
TEMPERATURE α AUTO
TARGET UPDATE RATE τ 0.001
MAX TRAIN 500000
CLIPPING BOUNDARY b 20
ACTOR NUMBER 4
LEARNER NUMBER 3
BUFFER NUMBER 1
SEED CURRENT TIME
MAX STEPS PER EPISODE 100
λa 0.1
λu 0.1
0 100000 200000 300000 400000 500000
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Fig. 2. Average return
Results show that Minimax DSAC obtained a smaller
mean and a larger variance with respect to the average
return, which is explicable that in minimax formulation, the
adversary policy provides a strong disturbance to the learning
of protagonist policy. Besides, it is clear that Minimax DSAC
has more fluctuation than standard DASC at convergence.
That is because the protagonist vehicle has learned to avoid
the potential collision by decelerating and even stopping and
waiting in face of the aggressive adversarial vehicles, which
will lead to punishment in each step and finally result in a
lower return.
C. Evaluation
Compared with the performance during the training pro-
cess, we concern more about that on situations never encoun-
tered before, i.e., the generalization ability. Here, we employ
the training/test split technique to test the generalization of
our algorithm, aiming to explore whether our algorithm Min-
imax DSAC, after training with the minimax formulation,
can behave better in a varying environment compared with
the standard DSAC. As adversarial vehicles can be regarded
as part of the environment, we can design different driving
mode of adversaries agents to adjust the environment diffi-
culty to evaluate the generalization ability of the protagonist
policy. To be concrete, we design three driving mode for the
adversarial agent: aggressive, conservative and random. In
aggressive mode, the two adversarial vehicles sample their
acceleration from positive interval [2.0, 3.0](m/s2) while in
conservative mode they sample acceleration from negative
interval [−3.0, 0.0](m/s2). In random mode, one adversarial
vehicle sample acceleration from [−3.0,−2.5](m/s2) and the
other vehicle sample acceleration from [2.5, 3.0](m/s2).
The comparison of two methods under three modes are
shown in Fig. 3, in which the corresponding p-values are
also marked. Results show that Minimax DSAC can greatly
improve the performance under different modes of adver-
sarial vehicles, especially in aggressive and random mode.
In conservative mode, these two algorithms show minor
difference because both the adversarial vehicles drive at the
lowest speed in the limit, thereby less potential collision to
the protagonist will happen. However, Miniax DSAC still
obtained a higher return because it adopted large acceleration
to improve the passing efficiency. The t-test results in Fig. 3
show that the average reward of DSAC is significantly
smaller than that of Minimax DSAC (p < 0.001). To
sum up, our Minimax DSAC algorithm can maintain better
performance when encounting different kinds of variations
from environment.
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Fig. 3. Evaluation results
VI. CONCLUSION
In this paper, we combine the minimax formulation with
the distributional framework to improve the generalization
ability of RL algorithms, in which the protagonist agent
must compete with the adversarial agent to learn how to
behave well. Based on the DSAC algorithm, we proposed
the Minimax DSAC algorithm and implemented it on the
autonomous driving tasks at intersections. Results show that
our algorithm improves greatly the protagonist agent to the
variation of environment. This study provides a promising
approach to accelerate the application of algorithm in real
world like autonomous driving, where we always use sim-
ulator to develop algorithms and then put them into use in
real environment.
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