Hyperbolic boundary value problem with equivalued surface on a domain with thin layer by Li, Fengquan & Sun, Weiwei
Applications of Mathematics
Fengquan Li; Weiwei Sun
Hyperbolic boundary value problem with equivalued surface on a domain with thin
layer
Applications of Mathematics, Vol. 54 (2009), No. 4, 351–375
Persistent URL: http://dml.cz/dmlcz/140370
Terms of use:
© Institute of Mathematics AS CR, 2009
Institute of Mathematics of the Czech Academy of Sciences provides access to digitized
documents strictly for personal use. Each copy of any part of this document must contain these
Terms of use.
This document has been digitized, optimized for electronic delivery and
stamped with digital signature within the project DML-CZ: The Czech Digital
Mathematics Library http://dml.cz
54 (2009) APPLICATIONS OF MATHEMATICS No. 4, 351–375
HYPERBOLIC BOUNDARY VALUE PROBLEM WITH
EQUIVALUED SURFACE ON A DOMAIN WITH
THIN LAYER*
Fengquan Li, Weiwei Sun, Dalian
(Received August 24, 2007)
Abstract. This paper deals with a kind of hyperbolic boundary value problems with
equivalued surface on a domain with thin layer. Existence and uniqueness of solutions are
given, and the limit behavior of solutions is studied in this paper.
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1. Introduction
In many practical applications, especially in resistivity well-logging in petroleum
exploitation, boundary value problems with equivalued surface are formulated
(see [8]–[10]). From the physical point of view, the equivalued surface boundary
value condition corresponds to a source. When the equivalued surface boundary
shrinks to an interior point or shrinks to a point on the boundary of the domain,
the limit behaviour of solutions for hyperbolic equations has been discussed in [3]
and [7].
In resistivity well-logging, one may encounter a formation with crack domain, the
resistivity of which is often diffcult to be obtained. However, this crack domain is
a thin layer compared with the whole formation (see [10]). In practical calculation,
the variation of solutions near the thin layer should be quite large, and then in finite
element procedure, it is necessary to have a refined partition of elements near the
thin layer. This causes a complexity in computation. To get rid of this difficulty,
*Project partially supported by NSFC (No:10401009) and NCET of China (No:060275).
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when the thin layer is extremely thin (if measured by the mesh size parameter),
the thin layer can be approximately regarded as an interface and corresponding the
boundary value problem with equivalued surface on the thin layer can be approxi-
mately replaced by the boundary value problem with equivalued interface. To prove
the above conclusion, we need to study existence, uniqueness and limit behavior of
solutions for boundary value problems with equivalued surface on a domain with
thin layer. For the case of elliptic equations this has been studied in [11]. In this
paper, we will discuss the case of hyperbolic equations because this kind of boundary
value problem can be used in acoustic well-logging (see [15]).
Here we consider the following hyperbolic boundary value problem with equivalued












































= F (x, t) in Q1 ∪Q2,
u = 0 on Σ,










ds+A(t) a.e. t ∈ (0, T ),
u(x, 0) = ψ0(x) in Ω1 ∪ Ω2,
∂u
∂t
(x, 0) = ψ1(x) in Ω1 ∪ Ω2,
where Q1 = Ω1 × (0, T ), Q2 = Ω2 × (0, T ), QT = Ω × (0, T ), Σ = Γ × (0, T ),










, n = (n1, n2, . . . , nN)
denotes the conormal derivative.
Let Ω ⊂ RN (N > 2) be a bounded domain with smooth outside boundary Γ
(see Fig. 1). Suppose that Ω is composed of three non-overlapping subdomains Ω1,
Ω̃ and Ω2, and Γ̃1 and Γ̃2 are the interfaces of Ω̃ with Ω1 and Ω2 respectively. The
unit normal n = (n1, n2, . . . , nN ) takes the inward and outward directions (or vice
versa) for the domain Ω̃ on Γ̃1 and Γ̃2. In this paper, we will deal with the existence,
uniqueness and limit behavior of weak solutions to problem (P1).
The paper is organized as follows: In Section 2 we will prove the existence and
uniqueness of a weak solution to the problem (P1). In Section 3 we will discuss a
hyperbolic boundary value problem (P) with equivalued interface. In Section 4 the








2. Existence and uniqueness of weak solution to problem (P1)
In this section, we will discuss the existence and uniqueness of a weak solution to
the problem (P1). We first give the following assumption:
(H̃1) aij ∈ W
1,∞(QT ), aij(x, t) = aji(x, t), and there exist two positive con-





aij(x, t)ξiξj 6 β|ξ|
2, ∀ ξ = (ξ1, ξ2, . . . , ξN ) ∈ R
N ,
a.e. (x, t) ∈ QT
Let
(2.2) V0 = {v : v ∈ H
1









ϕ ∈ L2(0, T ;H10(Ω)), ϕt, ϕtt ∈ L
2(Q
T
), ϕ(x, T ) = 0,
ϕt(x, T ) = 0, ϕ|Σ̃ = C(t)
}
,
where C(t) is an arbitrary function of t.
Here we also assume F ∈ L2(Q
T
), A ∈ H1(0, T ), ψ0 ∈ V0, and ψ1 ∈ L
2(Ω).
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then we say that u is a weak solution to the problem (P1).
Now we can state the existence and uniqueness of a weak solution to the prob-
lem (P1) as follows.
Theorem 2.2. Suppose that F ∈ L2(Q
T
), ψ0 ∈ V0, ψ1 ∈ L
2(Ω), A ∈ H1(0, T )
and (H̃1) hold, then there exists a unique weak solution u ∈ L
2(0, T ;V0) to the
problem (P1).
P r o o f. (1) Proof of existence: Let
(2.5) V = {v : v ∈ H1(Ω1 ∪ Ω2), v|Γ = 0, v|Γ̃1∪Γ̃2 = constant}
and let V ′ be the dual space of V .
Here we will use the Galerkin method (see [14], [13], [6], [2], [5] and [12]). Take
a basis {ωk}
∞
k=1 of V such that it is a complete orthonormal basis of L
2(Ω1 ∪ Ω2),

























































ũn(x, 0) = ψ0n(x),
∂ũn
∂t
(x, 0) = ψ1n(x).
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By the theory of systems of ordinary differential equations, the problem (2.7) admits
a unique solution ckn ∈ C
1, k = 1, . . . , n.













































































































































































































































































where C1 = max{1, β,N
2‖aij‖W 1,∞(QT )}.
By integration by parts, the Sobolev imbedding theorem (see [12]), the Young



















































where C2 is a positive constant depending on |Γ̃1|, Cδ is a positive constant depending
on δ, T , and δ is an arbitrary small postive constant.



























2 + (ũn(·, τ))
2] dx
)
+ C2E(0) + Cδ‖A‖
2




Since ũn(·, τ) = ũn(·, 0) +
∫ τ
0 (∂ũn/∂t) dt,





















where C3 = max{2, 2T }.






































where C4 = max{C1, C2, C3}.
Let δ = 12C
−1























) + E(0) +
∫ τ
0
E(t) dt+ ‖A‖2H1(0,T )
)
.
The above inequality may be written as
(2.19) E(τ) 6 C5
(
‖F‖2L2(QT ) + E(0) +
∫ τ
0
E(t) dt+ ‖A‖2H1(0,T )
)
.



















































‖ũn‖L2(0,T ;V ) 6 (C6T )













6 (‖F‖L2(QT ) + ‖ψ0‖V0 + ‖ψ1‖L2(Ω) + ‖A‖H1(0,T )).
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Integrating (2.7) over (t, t+ ∆t), we get

























On the basis of (H̃1), (2.22), and the trace theorem, we arrive at
(2.25) |c′kn(t+ ∆t) − c
′
kn(t)| 6 C7‖ωk‖V |∆t|
1/2,
where C7 is a positive constant independent of n, k.
From the above inequality, we can deduce that for any fixed positive integer k,
ckn is equicontinuous with respect to n in [0, T ]. Thus by the Ascoli-Arzela theorem,
we can extract a subsequence of {c′kn} (still denoted by {c
′
kn}) such that as n→ ∞.




dk(τ) dτ + c0k, where c0k = (ψ0, ωk), then c
′
k(t) = dk(t) and
(2.27) ckn → ck uniformly in [0, T ].







6 C8, ∀ t ∈ (0, T ),
where C8 is a positive constant independent of n, k, t. Let n → ∞ in (2.28), then




































2 dτ + 2‖ψ0‖
2
V0 6 C9,
where C9 is a positive constant independent of n, k, r and t.
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c′k(t)ωk(x), and (2.30) and (2.29)
imply that ũ(x, t), ũ′(x, t) ∈ L2(Ω1 ∪ Ω2), ∀ t ∈ [0, T ].
For any fixed postive integer k, it follows from (2.26) and (2.27) that
(2.31) (ũ′n(·, t) − ũ




k → 0, uniformly in [0, T ]
and
(2.32) (ũn(·, t) − ũ(·, t), ωk) = ckn − ck → 0, uniformly in [0, T ].
But {ωk}
∞
k=1 is a complete orthonormal basis of L
2(Ω1 ∪ Ω2), thus
(2.33) ũ′n → ũ
′ weakly in C([0, T ];L2(Ω1 ∪ Ω2))
and
(2.34) ũn → ũ weakly in C([0, T ];L
2(Ω1 ∪ Ω2)).
Thus (2.22) and (2.34) imply that
(2.35) ũn → ũ weakly in L
2(0, T ;V ).
Next, (2.33)–(2.34) yield
(2.36) ũ′n(·, 0) → ũ
′(·, 0) weakly in L2(Ω1 ∪ Ω2)
and
(2.37) ũn(·, 0) → ũ(·, 0) weakly in L
2(Ω1 ∪ Ω2).
Consequently ũ(0) = ψ0, ũ
′(0) = ψ1.
For any given sequence of smooth function {υk(t)}
∞
k=1 defined in [0, T ] with
υk(T ) = 0 and υ
′
k(T ) = 0, multiplying the Galerkin equation (2.6) by υk(t) and







































































For any postive integer r, let








































Since the set composed of all functions like (2.40) is dense in the space U1,




ũ, x ∈ (Q1 ∪ Q2),
C(t), x ∈ Σ̃.
It is easy to verify that u ∈ L2(0, T ;V0) and satisfies (2.4). Thus we obtain that u is
a weak solution to the problem (P1).
(2) Proof of uniqueness: Assume that u1 and u2 are two weak solutions to (P1)



















dxdt = 0, ∀ϕ ∈ U1.










u(x, τ) dτ, 0 6 t < T − h,

















0, t > b,
∫ t
b









ϕ̂(x, τ) dτ, h < t 6 T,
0, t 6 h.













































































































































































































































































































































where C10 is a positive constant only depending on ‖aij‖W 1,∞(QT ), N and α.




































































































































Then (2.55) can be written as









(2.58) Ẽ(b) 6 4C10
∫ b
0
Ẽ(t) dt ∀ b ∈ [0, b0].
By Gronwall’s inequality, it is easy to get
(2.59) Ẽ(b) = 0 ∀ b ∈ [0, b0].
Consequently, (2.54), (2.56), and (2.59) imply that
(2.60) u(x, b) = 0 a.e. x ∈ (Ω1 ∪ Ω2), ∀ b ∈ [0, b0].
Applying the same argument on the intervals [b0, 2b0], [2b0, 3b0]. . . , we can thus prove
that
(2.61) u(x, t) = 0 a.e. (x, t) ∈ Q1 ∪Q2.
Using (2.61) and the trace theorem, we can deduce that
(2.62) u(x, t) = 0 a.e. (x, t) ∈ QT .
Thus the proof of uniqueness is completed. 
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3. Hyperbolic boundary value problem with
equivalued interface
In this section, we will study the existence and uniqueness of the weak solution to
a hyperbolic boundary value problem with equivalued interface.
In order to study the limit behavior of solutions to the problem (P1), we need to
study the following equivalued interface problem (P). Here we give another division
of Ω as shown in Fig. 2. Ω is composed of two non-overlapping subdomains Ω̃1 and
Ω̃2, and Γ̃ is the interface of Ω̃1 and Ω̃2. Denote Q̃1 = Ω̃1 × (0, T ), Q̃2 = Ω̃2 × (0, T ),





















































= F (x, t) in Q̃1 ∪ Q̃2,
u = 0 on Σ,















ds+A(t) a.e. t ∈ (0, T ),
u(x, 0) = ψ0(x) in Ω,
∂u
∂t
= ψ1(x) in Ω,
where the subscripts + and − denote the values on both sides of Γ̃.
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We give the following assumption:
(H1) ãij ∈ W
1,∞(QT ), ãij(x, t) = ãji(x, t), and there exist two positive con-





ãij(x, t)ξiξj 6 β|ξ|
2, ∀ ξ = (ξ1, ξ2, . . . , ξN ) ∈ R
N ,




V1 = {v : v ∈ H
1








ϕ ∈ L2(0, T ;H10 (Ω)), ϕt, ϕtt ∈ L
2(QT ), ϕ(x, T ) = 0,
ϕt(x, T ) = 0, ϕ|Σ̃0 = C(t).
}
(3.3)




































then we say that u is a weak solution to the problem (P).
Theorem 3.2. Suppose that F ∈ L2(QT ), ψ0 ∈ V1, ψ1 ∈ L
2(Ω), A ∈ H1(0, T )
and (H1) hold, then there exists a unique weak solution u ∈ L
2(0, T ;V1) to the
problem (P).
P r o o f. The proof of this theorem is similar to Theorem 2.2, we omit the details.

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4. Limit behavior of solutions to the problem (P1)
In this section, we will study the limit behavior of solutions to the boundary value








2 , respectively, as
shown in Fig. 3. Let Qε1 = Ω
ε




2× (0, T ), Σ̃ε = (Γ̃
ε
1 ∪ Ω̃





















































= F (x, t) in Qε1 ∪Q
ε
2,
uε = 0 on Σ,












ds+A(t) a.e. t ∈ (0, T ),














We give the following assumptions:
(H2) Γ̃ ⊂ Ω̃
ε, ∀ ε > 0; Ω̃ε shrinks to Γ̃, as ε→ 0.
(H3) Given any domain Ω̃
′ such that Γ̃ ⊂ Ω̃′ ⊂ Ω, then for any ε > 0 small







ij(x, t) = a
ε
ji(x, t), and there exist three positive con-
stants K1, α and β independent of ε such that







aεij(x, t)ξiξj 6 β|ξ|
2, ∀ ξ = (ξ1, ξ2, . . . , ξN ) ∈ R
N ,
a.e. (x, t) ∈ QT .
(H5) Given any domain Ω̃
′ such that Γ̃ ⊂ Ω̃′ ⊂ Ω, then as ε→ 0,
(4.3) aεij(x, t) → ãij(x, t) strongly in L
∞((Ω \ Ω̃′) × (0, T )).
Set















2(0, T ;H10 (Ω)), ϕεt , ϕεtt ∈ L
2(Q
T
), ϕε(x, T ) = 0,
ϕεt(x, T ) = 0, ϕε|Σ̃ε = Cε(t).
}
Definition 4.1. If there exists a measurable function uε ∈ L













































then we say that uε is a weak solution to the problem (Pε).






L2(QT ), and A ∈ H
1(0, T ) hold, we can similarly prove that the problem (Pε) admits
a unique weak solution uε ∈ L
2(0, T ;V ε0 ) in the sense of Definition 4.1.
Now we give the limit behavior of solutions to the problem (Pε) as follows.
Theorem 4.3. Suppose that (H1)–(H5) and F ∈ L
2(QT ), A ∈ H
1(0, T ) hold. If
as ε→ 0,
(4.7) ψε0(x) → ψ0(x) weakly in V1
367
and
(4.8) ψε1(x) → ψ1(x) weakly in L
2(Ω),
then for every weak solution uε to (Pε) we have
(4.9) uε → u weakly in L
2(0, T ;V1),
where u is the weak solution to the problem (P) and the definition of V1 can be seen
in (3.2).
Before we give the proof of Theorem 4.3, we need the following Lemma.
Lemma 4.4. Under the hypotheses (H2) and (H3), for any given ϕ ∈ U , there
exist ϕε ∈ Uε such that as ε→ 0,
(4.10) ϕε → ϕ strongly in U,
where U is as in (3.3).
P r o o f. For convenience, we may assume that the origin is an interior point
of Ω̃2 (see Fig. 2).
For fixed ε > 0 small enough, let Ωε2 = {x(1 − ε) : x ∈ Ω̃2}, Ω̃
′
1 = {x/(1 − ε) : x ∈
Ω̃2}, Ω
ε
1 = Ω \ Ω̃
′
1, Ω̃
ε = Ω̃′1 \ Ω
ε
2.
Defining Γε = {x(1 − ε) : x ∈ Γ} and assuming Γ̃ε1 , Γ̃
ε
2 are the interfaces of Ω̃
ε
with Ωε1 and Ω
ε
2, we can write Γ

































, (x, t) ∈ Ωε1 × (0, T ),
(




, (x, t) ∈ (Γ̃ε1 ∪ Ω̃


































, (x, t) ∈ Ωε1 × (0, T ),
(




, (x, t) ∈ (Γ̃ε1 ∪ Ω̃











, (x, t) ∈ Ωε2 × (0, T ).
Obviously ϕ+ε ∈ Uε, ϕ
−
ε ∈ Uε, so we have ϕε ∈ Uε. It is easy to prove that ϕ
+
ε and
ϕ−ε strongly converge to ϕ
+ and ϕ− in U respectively. We omit the details. 
P r o o f of Theorem 4.3. For any given ε > 0, the problem (Pε) admits a unique
weak solution uε ∈ L
2(0, T ;V ε0 ) by Theorem 2.2 and (4.6) holds. Furthermore,










































A(t)ϕ|Σ̃ε dt, ∀ϕ ∈ Uε.









u′εh(x, σ) dσ, h < t 6 T,










uε(x, ς) dς, 0 6 σ < τ − h,
0, σ > τ − h,
and u′εh = ∂uεh/∂t. 
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Thus, by (H4), (4.7)–(4.8), the Sobolev imbedding theorem (see [12]), the Young







































where C11 is a positive constant independent of ε.





















H1(0,T )), ∀τ ∈ (0, T ),
where C12 is a positive constant independent of ε.
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Thus, from (4.7)–(4.8) and (4.22) it follows that
(4.23) ‖uε‖L2(0,T ;V1) 6 C13,
where C13 is a positive constant independent of ε.
Hence, there exists a subsequence of {uε} (still denoted by {uε}) and a measurable
function u such that as ε→ 0,
(4.24) uε → u weakly in L
2(0, T ;V1).
By Lemma 4.4, for any given ϕ ∈ U , there exists ϕε ∈ Uε such that
(4.25) ϕε → ϕ strongly in U.
For a fixed ε0 > 0 and for any 0 < ε < ε0, we have Ω̃
ε ⊂ Ω̃ε0 and ϕε0 ∈ Uε, so













































By (4.24), (4.7)–(4.8), and the absolute continuity of the Lebesgue integral, as









































ψε1(x)ϕε0 (x, 0) dx→
∫
Ω
ψ1(x)ϕε0 (x, 0) dx.(4.30)





























































































= Ĩ1 + Ĩ2 + Ĩ3 + Ĩ4.
For any given δ > 0, by (H1), (H4), (4.24), and the absolute continuity of the
Lebesgue integral, we can take Ω̃′ so small that




Once such Ω̃′ is chosen, by (H5) and (4.24)–(4.25), there exists 0 < ε1 < ε0 such that
for any ε with 0 < ε < ε1,




From (4.32)–(4.34), the validity of (4.31) follows.




































The convergence (4.25) and Lemma 1.2 in [12] imply that as ε0 → 0
(4.36) ϕε0 → ϕ strongly in C([0, T ];L
2(Ω))
and
(4.37) ϕ′ε0 → ϕ
′ strongly in C([0, T ];L2(Ω)).
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Hence as ε0 → 0, we also have
(4.38) ϕε0 (x, 0) → ϕ(x, 0) strongly in L
2(Ω)
and
(4.39) ϕ′ε0(x, 0) → ϕ
′(x, 0) strongly in L2(Ω).
By (4.25) and the trace theorem, we get
(4.40) ϕε0 → ϕ strongly in L
2(Σ̃0), as ε0 → 0.
Hence
(4.41) ϕε0 |Σ̃ε0
= ϕε0 |Σ̃0 → ϕ|Σ̃0 strongly in L
2(0, T ).
Letting ε0 → 0 in (4.35), by (4.25), (4.38)–(4.39), and (4.41) we deduce that u sat-
isfies (3.4). By the uniqueness of the weak solution to the problem (P), (4.24) holds
for the whole sequence {uε}. This completes the proof of Theorem 4.3. 
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