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ISTRODUCTION 
LET X be a space with base point and let E(X) denote the group of homotopy classes of 
homotopy equivalences of X into itself, the group operation being composition; all maps 
and homotopies are required to leave the base point fixed. We shall call g(X) the “self- 
equivalence group” of X. 
The group E(X) is a natural one to study, being, in a sense, the most general group 
of “symmetries up to homotopy” of the space X. Very little is known about this group in 
generai (see, however, [I], [2, $61 and [ 131) and we propose to examine it here in detail for 
some very elementary spaces, the pseudo-projective planes. A pseudo-projective plane of 
order q ((I a positive integer), denoted P,, is the space formed from the unit disk by the 
identification on S’ (in polar coordinates): (I, 0) = 
sented by (1, 0) as base point. 
The problem of determining tp(P,) was proposed by J. H. C. Whitehead, presumably 
in connection with his study of simple homotopy type, especially simple homotopy type 
for lens spaces. Whitehead raised, in particular, the question of which automorphisms of 
rc,(P,) are realized by self-equivalences. 
Our general results on the structure of E(PJ are given in $93-5 below; this structure 
turns out to be surprisingly rich and to be related to rather deep results and problems of 
algebraic number theory. As an application, we discuss in detail in $6 the possible orders 
of self-equivalences and the relationship of these orders to induced automorphisms of 
nr(F’,). It turns out that all automorphisms of n,(P,) do occur and that the possible orders 
of the self-equivalences inducing a particular one depend strongly on number-theoretic 
properties of the automorphism; see Theorem 6.2. 
In $7 we consider briefly a number of related matters, e.g. the group of “free” self- 
equivalences, explicit constructions of self-equivalences, etc. In a short appendix, 98, we 
t This paper was originally intended for one of the issues dedicated to Arnold Shapiro, but it was 
unfortunately submitted too late for that. The author would like to record here his own deep affection 
and respect for Shapiro as well as his very great mathematical indebtedness to him. 
$ This work was done with the support of the National Science Foundation under grant NSF GP 2037. 
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prove a theorem (needed in the body of the paper) which shows how difference homo- 
morphisms of cohomology are determined by obstructions. 
I am indebted to several people for helpful conversations about the present work, 
among them James Ax, Peter Hilton, John Milnor and Alex Rosenberg. In particular, I 
have profited greatly from a number of talks with Ax about algebraic number theory. 
We shall not consider here the problem of “simple” self-equivalences or, more generally, 
the determination of the torsion of a given element of G(P4). The problem is an interesting 
one and we intend to discuss it in a subsequent paper. 
81. COHOMOLOGY INVARIANT OF A MAP 
Let Ann, be the element represented by the loop I’ = 1, 0 = 2”’ where t runs from 
4 
0 to 1. Then rc,(P,) is clearly cyclic of order q, generated by a; we write 7cr for n,(P,). 
A map 1’: Pq --t Pq induces f* : x1 --f x1 with f*(a) = d for some integer S, 0 5 s < q. We 
restrict ourselves to mapsf’which induce an automorphism of rrt or, equivalently: 
(1.1) We assume throughout that (s, q) = 1 where f*(a) = us. 
Ultimately we shall be interested only in self-equivalences and for these (1.1) must, 
of course, be satisfied. 
We look now at the homomorphism of 2-dimensional cohomology induced byf. AS 
coefficients we use the quotient r, = Z[rr,]/l, where Z[n, ] is the group-ring of rrt over the 
integers and I is the ideal generated by (1 + a -I- . . . + 11~~~ ) ; r, is, effectively, 7c,(pq) ; see 
(2.10) below. We write an element of Z[n,] as xniai, where the n, are integers and i runs 
from 0 to q - 1, and we denote by y = {xfl,n’} its class in r,. 
Sine nill operates on Z[n,], and hence on I-,, by the ring multiplication, we shall take 
rq as a local coefficient group in Pq. The mapping f induces then a homomorphism 
(1.2) f * : P(P, ; r,) -+ H*(P, ;r;) 
where IYi denotes the local group in pq induced from r, byf’; thus, r’ = ri as a group, but, 
if the operation of n1 is indicated by a’y in rp and a’.y in l-i, then u’.y = ~“7. 
In order to relate the two coefficient systems we introduce an automorphism 8, of the 
ring r, defined by 
(1.3) O,{~n,n’} = {~qP>. 
We may regard 0, as giving an isomorphism of local groups: r, -+ l-i since it clearly com- 
mutes with the operation of nr here. Hence it induces an isomorphism 
(1.4) 0 s* : H*(P,, q - HZ&, r;). 
Note that an element y&, operates by multiplication to give an endomorphism of r, 
and also of l-d, taken as local groups m Pq, and hence endomorphisms of H2(Pq; I’,) and 
H*(P,; l-i), which thus become r,-modules. For h in H*(P,; I’,) or in H’(P,; r;) we write 
the result of this operation as y/z. It is then immediate from (1.2)-(1.4) that 
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(1.5) _f*(Yh) = Yf*(h) 
(1.6) e,*w) = e,(-iP,*(~,. 
For the sake of explicitness in a later construction (see (7.5)), we suppose Pq given a 
fixed triangulation, with vertices ordered, and we let c2 be a chosen 2-simplex with its leading 
vertex at the base point *. Every element of H’(P,; I-,) is uniquely represented by a cocycle 
of the form ya2, ycr,, where (T’ is the integral cochain with value 1 on cr2, value 0 on all 
other simplexes; there are no non-trivial coboundaries in this representation. This cor- 
respondence gives us then an explicit isomorphism of l-,-modules: 
(1.7) H’(P, ; I-J “N r,. 
We use 1 to denote the unit element of r, and also to denote the corresponding element 
of H2(Pq; I-,) under (1.7). Then O,, (1) generates the r,-module H’(P,; I-i). 
Definition 1.8, Given f: Pq --$ Pq with J;(n) = fl’, we associate with it a cohomolog~ 
incarimt yfcrq defined byf’*(l) = ‘/,X?,*(l). 
It is clear from (1.5) that yr determines f* completely. The invariant y,. will be our 
principal tool in studying the mappingf. 
Definifion 1.9. We define a ring homomorphism 
A: r,- z, 
where Z, is the integers mod 9, by setting A{r n a’) i = cni (mod 9); we shall call A(y) the 
augmentation of y. 
We assert now the following four properties of y/: 
(1.10) J;(u) = a”““; hence, by (1. I), (A(y,-), 9) = 1. 
(I.1 1) /E g rel.* if and only if yl = yg. 
(1.12) Given ycr, with (A(y), 9) = 1, there is anf’: P,, --f Pq such that y/ = y. 
(1.13) Y/, = Y,~,(Y,) where s = A(y/). 
For the proof of (1.13), suppose g*(a) = u’. The 0, of (1.3) may be regarded also as 
giving an isomorphism of local groups II: ---) ri’ and a resulting isomorphism of cohomology. 
It is clear that g*aS.+ = O,,g*: H’(P,; L’,) -+ lf’(P,; rf). Using this and (1.5) and (1.6) we 
get at once g*f*( 1) = y,O,(y,)O,,,( 1). 
The proofs of (l.lO), (1.1 I), (1.12) will be given at the end of 52. 
52. OBSTRUCTION INVARTANT OF A MAP 
Another way of associating an algebraic invariant with a map is through obstruction 
theory. If j’and g are homotopic in dimension 1, i.e. if f*(a) = g*(a) = a’, then 02(f, g) is 
defined. It is an element of H’(P,; xi), where x2(Pq) is taken naturally as a local group in 
P, and x: denotes the local group induced from this by f*: rrl -+ 7~~. We recall the following 
well-known properties; see [lo]: 
(2.1) f E g rel.* if and only iff, = g,: zt -+ x1 and S2(J g) = 0. 
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(2.2) Given f’: P4 --t P4 and hcH*(P,; n;), then there is a g: P4 -+ P4 such that C’(f; g) = h. 
(2.3) IfJ f’, f” are all homotopic in dimension 1, then fi*(f; f”) = C’(f; f’) + C’Cf’, f”). 
For each integer s, with 0 < s < 4 and (s, q) = 1, we can define in a very simple way a 
particular mapf,: P4 -+ P4 such that fS,(a) = us, as follows: we map the unit disk into itself 
by (r, 0) --f (r, se) and then pass tof; by the identification on S’. 
Definition 2.4. Given f: P,, + P,, with f*(a) = a”, we associate with it the pair (s, h) 
where /t = ol*(j;j;); call (s, /I) the obstruction inrariunt off: 
From (2.1)-(2.3) we get at once the following: 
(2.5) Iff and f' have obstruction invariants (s, h) and (s’, /I’), then f r f' rel.* if and 
only ifs = s’ and h = h’. 
(2.6) Given hdY*(P,; x.;), there is an f: P4 -+ P, with obstruction invariant (s, h). 
Now we look at the relationship between these obstruction invariants and the yJ of 
(1.8). For this we define a homomorphism of local groups: 
(2.7) II/ : n*(PJ - rq 
as follows. Given any ~uc~(P,,), we let 4: S* ---t Pp be a (base-point preserving) map of an 
oriented 2-sphere into P4 representing a and we form 4*(1)&*(S’; f,), where lcH*(P,; r,) 
is as in (1.8). Then ($*(l))(h,) is an element of r,, where h2 is the generator of H2(S2; Z) 
specified by the orientation; we define $(a) to be this element. It is easily seen that $ 
commutes with the operation of rci. 
The i of (2.7) may also be regarded then as a homomorphism of the local groups: 
7~; + I-i and as such it induces 
(2.8) li/* : H’(P, ; x;) --j H~(P, ; r;). 
We have now the following lemma, the proof of which (under much more general circum- 
stances) will be given in the appendix, 98. 
LEMMA 2.9. lj’f, g: Pg -+ Pg satisjj f,(a) = g*(a) = ai, thenf*(l) -g*(l) = I(/*(O”cI; g)). 
The structure of n,(P,) is easily determined; every element can be written in the form 
2 n,&,, summed from 0 to q- I, where a,En2(P,J is a suitably chosen generator, and 
c niaiaO = 0 if and only if ni = n, for all i. Hence, we have 
(2.10) We may write the elements of n,(P,) uniquely in the form r]a,, with qcrq, and 
the correspondence ~a,,++ 7 gives an isomorphism: xz(P,) z rq as local groups in Pp. 
H*(P,; ~52) is isomorphic to I-, then, each cohomology class being uniquely represented 
by a cocycle of the form (qa&*, where a2 is as in $1. The computation of $* isnow straight- 
forward and elementary and, with the appropriate choice of Q, yields the following result. 
LEMMA 2.11. Let hcH’(P,; z;) be represented by (qr*&‘. Then J/,(h) = (1 - a) go,,(l). 
An examination of this formula for $* yields the following corollary. 
COROLLARY 2.12. t,b* is a monomorphism. The image of 9, is the subgroup of H*(P,; l-i 
consisting of all elements $,,(I) for ivhich A(y) = 0. 
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The cohomology invariant ‘I,-, of the special map f, defined above is easily computed 
from the definition and is just {s}X,. Lemmas (2.9) and (2.11) then give us: 
COROLLARY 2.13. If _f: P, -+ P, has obstruction inrariant (s, h), where h = O’(j; f,) is 
represented by (~a,)~?, then 
y/ = {s) + (1 - a}r/. 
We can now prove the properties (1 . lo)-( 1.12) at the end of $1. 
For (1.10): Let f,(a) = aS. Since A({ 1 - a}~) = 0, we get from (2.13) that A(?/) = s 
(mod c/j. 
For (1.11) : Since $* is a monomorphism by (2.12), (1.11) follows at once from (2.1), 
(1.10) and (2.9). 
For (1.12): Choose the integer s, 0 < s < 9, so that A(y) = s (mod q). By (2.12), then, 
there is an h&‘(P,; n;) such that 1,5,(h) = (y - {s}) O,,(l). By (2.6), there is anfwith ob- 
struction invariant (s, h) and, by Lemma (2.11) and Corollary (2.13), y/ = {s} f (y - {s}) = y. 
$3. THE DETERMINATION OF e”(P,) 
We shall give the determination of &(P,) here (in two ways) in Theorems (3.4) and 
(3.5); the algebraic description provided by Theorem (3.5) is the principal one. 
The ring I-, was defined above as the quotient of Z[n,] over the ideal I = (1 + a + 
. . . + 04-1 ). This is canonically isomorphic to the quotient of the integral polynomial ring 
Z[X] over the ideal (1 + x + . . . + x4-l ) and henceforth we shall identify these two inter- 
pretations of lY4; generally we shall take T, in the latter sense and represent its elements as 
7 = {,f(x)), J(x)EZ[X]. With this interpretation, O,{~n$} = {~nixiS} and A{~n,x’} = 
cni (mod q). 
Definition 3.1. Let U,, denote the group of units in r4 and let Vi denote the subgroup 
of U, consisting of units of augmentation + 1. 
Definition 3.2. With multiplication in U, denoted by juxtaposition, let E, be the group 
whose elements are those of U, but with a multiplication 0 defined by 
Yl 0 Y2 = YlOS(Y2) 
where s = A(y,). E, is non-abelian for q > 2, since - 1 0 {x} f: {x} 0 - 1. Note that the 
two multiplications coincide on U,’ so that Cl,’ may also be regarded as a subgroup of E4. 
Dejinitiorz 3.3. Let Z,* denote the multiplicative group of reduced residues mod q; it is 
canonically isomorphic to, and may be identified with, the group Aut rrl of automorphisms 
of 7r[1. Note that the augmentation A gives us group homomorphisms (which we shall 
again denote by A): U, + Z,* and E, -+ Z,*. 
Now if we denote by {f} the class of the self-equivalence fin &(PJ, properties (l.lO)- 
(1.13) give us the theorem : 
THEOREM 3.4. The map K: Cpf P,) + E4 defined by x{_f } = yf is an isomorphism. Further- 
more f* : 11, -+ x1 is gicen b_Vf,(a) =aACYf). 
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A somewhat more perspicuous algebraic description of E(P,) is given by combining 
Theorem (3.4) with the following theorem whose verification is immediate. 
THEGREM 3.5. The group E, is a split extension (see [3, p. 2991): 
l+r/$+Eq-:Zq*--tl 
where i is injection and A augmentation and where the result of the operatiotl oj’scZ,* on 
MU, is 9,(u). A splitting is procided by B: Z,* -+ E,, dej?ned by’ 
B(s) = (1 +.y + ... +Y-i}. 
Remark 3.6. The groups Z,* and U,’ are bothabelian and we may define the semi-direct 
product U,’ x Zp* by the commutation rule s x u = 19,(~r) x s, where ~Uql, scZ,*. Then any 
splitting B of the exact sequence of Theorem (3.5) (such as the one given) provides us with 
an explicit isomorphism /~a: 8(P4) NN U,’ x Z,*. 
Remark 3.7. Probably the nicest and simplest way to formulate our result above is 
the following. The projection ,o:Z[n,] -+ I, is easily seen to map the group of units in 
Z[TC~] isomorphically onto the units of augmentation f 1 in I,. We may therefore identify 
Vi instead as the group of units of Z[n,] whose augmentation (in the obvious sense) is + 1. 
Theorems 3.4 and 3.5 then give us: 
The self-equicafence group &(P,) is a split exterrsion: 
(3.8) 1 --f U; A &“J 5 Aut(n,) ---* 1 
where a{f} = f* : 71, -+ n,, j(u) = {f} such thaf ys = II, and Aut(n,) operates in the obuiolrs 
way on Z[x,] and hence 011 U,‘. 
We shall find it more satisfactory, however, to continue to regard U,’ as a subgroup of 
U, in r, and to take I, as Z[x]/(l -t X+ ... + x q-‘); the reason for this, as we shall see 
below in $5, is the availability of certain “standard units” in Uq. 
$4. THE STRUCTURE OF THE GROUP OF UNITS 
In view of the results given in $3, we can study the detailed algebraic structure of the 
self-equivalence group 8(Pq) by examining the abelian groups Z,* and r/,’ and the operation 
ofZ,* on U,‘. 
The group Z,* is, of course, very well known. It is a finite group with 4(q) elements, 
where 4 is Euler’s function; for details of its structure see [15, Ch. 61. 
In studying U,‘, it will be convenient to consider the abelian group U, of all units in 
I, and to get the desired information about Ui as a corollary. 
THEOREM 4.1. If we denote 
(4.2) pq = rank of U, 
t We shall regularly use the same symbol for an element of 2; and a representative integer, generally 
between 0 and q, of this residue class; no ambiguity will arise. 
SELF-EQUICALENCES OF PSEUDO-PROJECTIVES PLANES 115 
then pq is equal to the number of integers betrr,een 1 and q/- ‘7 \rhich do not dicideq. The torsion 
subgroup of U, consists of the trivial units + {xi), i = 0, I, , q - 1. 
COROLLARY 4.3. The rank of Ud is also given by the p4 of (4.2). The torsion subgroup 
of Ui is the cyclic group of order q generated by {s). 
Proof. The corollary is immediate from the theorem since Ud is a subgroup of Uq of 
finite index &q). 
For q a prime, the theorem is essentially Dirichlet’s theorem on the units of Z[[] where 
< is a primitive root of unity. For arbitrary q we can reduce the determination of p4 to an 
application of Dirichlet’s theorem by the following argument. 
We look at the ring homomorphism 
(4.3) 
h#l 
which will play an essential role in much of our work. Here, for each h, ih is a primitive 
h-th root of unity and I is defined by ;.{I(.Y)} = xf([,) forf(x) E Z[s]. 
Let Q,*(S) denote the irreducible cyclotomic polynomial with <!, as a root. If we were 
using rational coefficients Q instead of integers 2, then, regarding Q[&J as Q[x]/(@~(x)) 
and using the Chinese remainder theorem, /! would clearly be an isomorphism. For the 
case of integer coefficients, however, precisely the same argument proves (i) that ?. is a 
monomorphism and (ii) that there exists an integer IV such that (N) c image A, where (N) 
is the ideal in cZ[[,] consisting of all elements divisible by N. 
If we now consider the natural projection 
(4.4) n : pcL1 - pcihll(w 
the ring on the right is finite; hence the multiplicative grcup of units in this ring has finite 
order, say 17. Then, for any unit ~c~Z[~,], 7~” = 1; therefore E” - 16(N) and it follows 
that U” is in image 1.. 
Since A is a monomorphism, we deduce that the rank pq of the unit group U, of I-, is 
the same as that of the unit group of xZ[&,]. But, by Dirichlet’s theorem [S, Theorems 
14.5 and 8.61, the rank of the units in Z[[,] is t&/l) - 1 for h # 2 and 0 for h = 2. Hence 
(4.5) Pq= & (f$(ll) - 1). 
h>Z 
Clearly z+(h) h ere is q - 1 for q odd, q - 2 for q even. The assertion of the theorem about 
p4 then follcws at once frcm (4.5). 
It remains to examine the torsion subgroup of U,. Given an element of finite order in 
U, we can represent it by a polynomial .~(.Y)EZ[X] of degree less than q such that f( 1) = b, 
O<b<q. 
Then, for any primitive h-th root of unity, with hlq but h # 1 ,J’(ch) is a root of unityin 
Z[&,]; see (4.3). But the roots of unity in Z[[,] clearly form a cyclic group of order k, where 
(since lllk and +(k)j4(h)) k = h for h even and k = 2h for I1 odd; thus the group is generated 
by chr h even, and -is, it odd. 
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If < is a primitive q-th root of unity then, we have 
f(i’) = @r i = 1, 2, . . ..q - 1 
where Ei = + 1 or - 1 and j+Z. Now’ we may write, all sums being taken from 0 to q - I : 
j(x) = &,xk C&Z 
(4.6) 
i=l,2,...,q-1 
i=O 
xkCkxijik-im = &pi-i* + (b _ 1) 
for m = 0, 1, . . . , q - 1, where we have for convenience introduced c,, = + 1. Since c f;ik-im 
is 0 for 1~ # m and q for k = m, we get 
qc,, _ (b _ 1) = &i.iji-im. 
Then, since c,,EZ and 0 < b < q, we see from taking absolute values that c, # 0 implies 
c, = 1. Thus we get 
;o; from th,s we can com;;;e= Xrn’ + s”’ + *.. + xrnh 0 2 nrl < mz < ... < mb < q. 
~J(p)f(p) = ~;~j.kpy-i”‘k = qb 
where i runs from 0 to q - 1 and j, k run from 1 to 6; the final equality comes from inter- 
changing order and using again that 
Ciii(“‘j- m*’ is 0 for mj # m, and q for mj = mk. 
On the ether hand, from (4.6), 
~:i~([i)_/-(C-i> = q - 1 + b2. 
Hence qb = q - 1 -t 6’ and b = 1 or b = q - 1. We insert these in (4.7). The first gives us 
j-(x) = Srn’. From the second we get that, for some m, {f[x)} = -{x”}. This completes 
the proof. 
$5. STANDARD UNITS AND THE ALGEBRAIC STRUCTURE OF E(P,) 
Further knowledge of the structure of B(P,) depends upon information about the 
operation of Z,* on U,‘. We could explicitly describe this operation if we could get a com- 
’ plete set of independent generators for the free part of U, . But’ this is, in general, an exceed 
ingly difficult matter. Even for the special case where q is a primep this reduces (using(4.3)) 
to the well-known unsolved problem of producing a basis for the units in Z[[,,]. 
We can, however, produce a particular very useful set of independent units, which is 
in some cases large enough, and we shall look at this now. Once again we consider first 
the full group U, of units in I-,. 
Defnifion 5.1. We shall call the units 
1 - xi 
ei= - =(1+x+---+x’-‘} 
i I l--x (i, 4) = 1 
t The argument which follows was given to me by James Ax. 
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standard units in U,. (To see that ei is a unit, let k be an integer such that ikr I (mod 4); 
then ei{(l - x’“)/(l - xi)> = 1 in I,.) 
We note that 
(5.2) 
1 _ _y4-i 
eq-i = 
i i 
___ = _{x”_‘p, 
l-s 
so that (to within trivial units) we may confine attention to the ei for which 1 < i < q/2. 
DeJinition 5.3. An element r&?,* is called primitire if it generates Z,*. We shall call r 
semi-primitice if r and - 1 together generate Zt ; semi-primitive includes primitive then. 
There exists a primitive element in 2: if and only if 4 = 4, pz or 2p” where p is an odd prime 
and 3 a non-negative integer; see [15, p. 1211. Using [15, Ch. VI, $$6, 71 one can show that 
there is a semi-primitive element in Z,* if and only if 9 has one of the following forms, where 
p and 1~ are odd primes and 7 and p are non-negative integers: 2”; 2jp” where j = 0, 1, 2; 
2kp’ws where k = 0, 1 and (p’-‘(p - I), r~fl-‘(w - 1)) = 2. We omit the proof. The only 
q <= 50 for which 2: does not contain a semi-primitive element are 24,40 and 45. 
In case there exists a semi-primitive r in Z,*, we may consider another set of units of U,, 
essentially equivalent to the standard set defined above, as follows. 
Definition 5.4. Let rEZ,* be a fixed semi-primitive element and let 
l- x++ 
‘i= l_ ( ) = (1 + yi+ . . . + x(r-l)+} 
for any i. Note that, if r is in fact primitive, r*+(q) = - 1 ; thus, for j = +4(q) + i, we have 
Ej = O_l(Ei) if r is primitive, and cj = ci if r is not primitive. Furthermore (whether or 
not r is primitive) 
(5.6) 
Finally, we see that 
(5.7) ( --.X-l 6061 .‘. $&5(q)-1 = r primitive 1 r not primitive. 
Consequently (to within trivial units) we may confine attention to the ci for i = 0, 1, . . . , 
+4(q) - 2. Note that all of the Ei have the same augmentation: A(EJ = r. 
Definition 5.8. Let uq denote the subgroup of U, generated by the standard units ei 
together with the trivial units. It is clear from the above that (where defined) the ci, with the 
trivial units, generate precisely the same subgroup. We shall call i?q the standard subgroup 
of u,. 
We have now the following theorem about these units, which is a consequence of 
classical results in algebraic number theory. 
THEOREM 5.9. We consider the t&q) - 1 elements e, for (i, q) = 1 and 1 < i < q/2 and 
also (where defined) the elements pi for a fixed semi-primitice r and i = 0, 1, . . . , +4(q) - 2. 
(a) The standard subgroup uq has rank +4(q) - 1. Henw the ei’s we NH independent 
set of units in Uq and so are the ci’s. 
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(b) Ifq is a prime, uq hasfinite index in U,. 
(c) If q is a prime less than 23, or tfq = 8 or 9, vq = U,. (It is not true that o,r = Uq for 
all prime 4; see Remark 5.22 below.) 
(d) u,, is generatedby the independent units e3 = { 1 + x + x2) andf = { 1 - .v’ - x3 - 
x 7 - .Y*} together Ivith the trivial units. (Note: f -I = {x -t x4 - x5 -t .x6 + x9}). 
Before we give the proof of this theorem we shall look at its consequences for the group 
&‘(P,). It will be most convenient here to assume that a particular splitting B of the exact 
sequence of Theorem (3.5) is chosen so that we have a definite isomorphism onto the 
semi-direct product: 
(5.10) 1’s : rF(PJ z ri,l x 2; 
as in Remark 3.6. 
We may set 
(5.11) 8’ = iJ 4 4 n u’ 4’ 
Itisclear that Dq and U,‘, and hencealso Vi, admit the operator 0, for all scZ,*; in particular, 
e,(e,) = eise;‘. It is therefore meaningful to regard 0; x _Z,* as a subgroup of U,’ x Z:. 
It is somewhat cumbersome (although quite possible) to give explicitly a basis for the 
free part of ui for general 4. However, when there exists a semi-primitive element in Z,* 
this can be done very simply, as follows. 
Dejmition 5.12. Let r be semi-primitive and let ci be as in (5.5). Choose a fixed m, 
0 < m < q, so that 2m z 1 - r (mod q); this is always possible, uniquely if q is odd, with two 
choices if q is even. Then set 
(5.13) b, = { xm( ’ +} &-+ll in 0: 
for all i. (The factor {+x?‘(~-~)~‘} is not essential; it is put in because it simplifies considerably 
formulas (5.14), (5.15) and (5.18) below; see also Remark 6.10.) 
The relations 
(5.14) b ++(q)+t = bi 
(5.15) bob, b, ... bfdCq)- 1 = 1 
always hold and are easily checked from (5.5)-(5.7) and the definition of m. 
We have now, as a corollary of Theorem (5.9): 
THEOREM 5.16. (a) If 4 is a prime, i7; x Z,* has finite index in Vi x Z,*. If‘q is a prime 
less than 23 or tf q = 8 or 9, it is the fulI group. (See also Remark 5.22.) 
(b) If r.eZ,* is semi-primitive, the elements bi of (5.13) for i = 0, 1, . . . , +4(q) - 2 are 
-I independent and, together with {xl, generate U, . Furthermore, the commutation rule s x u = 
O,(u) x s of i?l x Z,* (see (3.6)) is gicen for all s by 
(5.17) e,,(&) = bi+j all i, j 
(5.18) U- ,(bi) = bi all i 
and relations (5.14) and (5.15). 
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cc> u:o is generated by cl = - {x”>e~, c2 = {x’]eJ and {x}; see Theorem (5.9(d)). 
Also O,(c,) = c;l, O,(c,) = c;‘. 
Thus, for q S 11 or q = 13, 17, 19, we have a completely explicit description of the 
algebraic structure of the self-equivalence group &(Pq). 
Proof of’ Theorem 5.16. Part (a) is clear from (b) and (c) of Theorem (5.9). 
For part (b), the independence of the hi’s is an easy consequence of the independence 
of the Ei’s (Theorem 5.9 (a)) together with (5.7). To see that the bi’S and {x> generate u,‘, 
it is enough to show that they generate all elements t_ CAKE?’ ... ET where k = f+(q) - 2, 
1 ni = J&(q) and the sign is plus if r is not primitive, minus if it is. We can rewrite such an 
element, omitting trivial factors {xj}, 
+ p-1 n”+n*-2 
- 0 b, ... b:ni-k-‘c,E1... ck+, 
and the desired result follows at once from (5.7). The formulas (5.17) and (5.18) are im- 
mediate from (5.6), (5.13) and the definition of m. 
Part (c) follows at once from Theorem (5.9(d)) and the formulas U,(e,) = - {sg}e;’ 
and O,(f) = - {~~}f-‘, which are given by an elementary computation. 
Proof of Theorem 5.9. For part (a) we use a theorem proved by Franz in [4, pp. 251-X4]. 
He showed that if 
(5.19) _4,2Q<4,,u - w = 1 
(i.q)= 1 - 
for every h( + 1) which divides q, where ch is a primitive h-th root of unity and the ai are 
integers satisfying 0-i = Ui and c ai = 0, then ai = 0 for all i. Since (1 - [ki)24 = (1 - I$,)~~, 
we see (by raising both sides to the 4 q-th power) that Franz’s result is equivalent to the 
following. If 
(5.20) ,F<!<, (1 - w = 1 
(iZi= 1 
for every h(# 1) which divides q, and 1 ai = 0, then each a, = 0. 
Now suppose there are integers n, such that 
lcr<Ig,2 e;’ = 1 in I-. 
Then, using the homomorphism ,l of (4.3), it follows that for h/q, h # 1, 
(1 - ih)-mi 
1 <E4,* (1 - I;? = 0 
(i.4) = 1 
and therefore, by (5.20), each ni = 0. Hence the e,‘s are independent. It follows that the 
rank of Dq is +4(q) - 1 and that the ci’s are independent. 
If q is a prime, then, by Theorem (4. l), rank U, = f+(q) - 1 = rank ‘j, and (b) follows. 
For (c), with q a prime, we consider the i. of (4.3) again. It gives an isomorphism of 
CJq onto the units of Z[C,] and this isomorphism maps ir, onto the subgroup of units gener- 
ated by the “cyclotomic” units (1 - [i)/(l - i,) and the roots of unity + [,. The index of 
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this subgroup is known to be the second factor h, of the class number of the cyclotomic 
field Q(i,) or, equivalently, the class number of the real subfield Q({, + [;I), where Q = 
rationals; see [5, p. 1711 and [16, $207, p. 7591. Now, if q is a prime less than 23, it is known 
that h2 = 1; see [14, p. 5681 and for details, 16, p. 4721, [18], and [9, p. 2961. Consequently, 
for prime q ( 23, Uq = U,. 
If q is not a prime, we may consider 
(5.21) i, . l- 4’ 4 - mJ 
i.e. the projection onto the first summand in (4.3). A&o& is, as before, the subgroup of 
units generated by the cyclotomic units and roots of unity. If q = 8 or 9, this subgroup is 
the full group of units in Z[[,] ; for q = 8, this is directly given by [ 16, $2 17, p. 794 and $207, 
p. 7591; for q = 9, the index of the subgroup is the second factor hz of the class number 
again ([5, p. 1711 and 116, p. 7591) and this is 1 [17, p. 2691. 
Thus, for q = 8 or 9, we may write any u~U, as u = cii where iiciiq and J.,(U) = 1. But 
since the 1 of (4.3) is a monomorphism and since the units in Z[[,] for q < 5 are of finite 
order, it follows that u has finite order. Hence, by Theorem (4.1) and definition 5.8, UED~ 
and, therefore, U, = is,. This completes the proof of(c). 
For (d), we look at (4.3) and (5.21) with q = 10. The units of Z[[iO] are generated by 
Ilo and 1 - I,,,. This follows at once from the fact that --Cl0 is a primitive 5-th root of 
unity and we know, from part (c), that -Cs and 1 + is generate Z[is]. 
Now A,,(o,,) of (5.21) is generated by C,,, and 1 + ilo + [f, = i103(1 - Cio)-‘, i.e. by 
i 10 and (1 - ~lo)2. Furthermore, there is no UEU,, such that E,,,(u) = 1 - clo; to see this, 
we represent u by a polynomialf(x) of degree less than 9; elementary direct computation 
shows that f([io) = 1 - <i. implies J(- 1) EE 2 (mod 5), which is impossible since f(- 1) 
must be a unit in Z[c2]. It follows therefore that R,,(UIo) = E.,,(~,,). 
It remains to compute the kernel of A,,]U,,. This is not difficult to do directly, using 
(4.3) again, since we know the units of Z[c,]. We shall omit the computation here. The 
result is that the kernel is generated by -{x5} and { 1 - x2 - .y3 - x - x”); it maps iso- 
morphically onto the subgroup of Z[t;,] generated by - 1 and is( 1 + [s)3. The rank of 
U,, is 2, by Theorem (4.1), and the assertion of (d) now follows at once. 
This completes the proof of Theorem (5.9). 
Remark 5.22. Kummer has shown [7] that the second factor hl of the class number of 
Q([,) is not always equal to one for prime q. In particular, for q = 163, hz is divisible by’2; 
for q = 229 and q = 257, h2 is divisible by 3. Since the order of Uq/uq is given by/r, for prime 
q, we see that, even for prime q, ir, is sometimes a proper subgroup of Uq. Furthermore, 
any ucUq with A(u) = s can be written as II = Fe, with A(o) = 1; hence we have also that 
0: is a proper subgroup of U,’ for those values of q for which hz # 1. 
$6. INDUCED AUTOMORPHISMS OF m AND ORDERS OF SELF-EQUIVALENCES. 
We shall summarize here in Theorem (6.2) some detailed information concerning the 
orders of elements of &(Pq). First we need to note a particular subgroup of &(Pq). 
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(6.1) Thedihedralsubgroup 9(P,). The space P4 is formed from the unit disk by the identi- 
fication (1, 6) 3 
(7 qL 
1 0 + 2 . see the introduction. The rotation (r, 8) -+ [r,O-:) of the 
disk gives rise then to a homeomorphism g: P, -+ P4 of order q which induces the identity 
on 7rl. Also the reflection (r, 0) -+ (r, - 0) of the disk gives rise to a homeomorphism 
9’: P,,, -+ P4 such that g;(a) = a- ‘. The group generated by g and g’ is abstractly just the 
dihedral group of order 2q; indeed, replacing the disk by a polygon of (I sides, it is clearly 
the group of homeomorphisms of P4 arising from the rigid symmetries of the polygon. 
Let us denote by Q(P,) the subgroup of R(P,) generated by {g} and (9’). It is easy to 
compute that yB = {x) and ys, = - 1 in E, (see definitions 1.8 and 3.2); hence the K of 
Theorem (3.4) maps 9(P4) isomorphically onto the dihedral subgroup of Eg consisting of 
the trivial elements + {x“}. 
THEOREM 6.2. For xZ,*, let aS(P,) denote the subset of 8(PJ consisting of all {f } for 
which f*(a) = a’. Then G’(P,) is an abelian normal subgroup of 8(P,J, rc,hose rank is the 
number of integers between 1 and q/2 tchich do not divide q, and the &‘(P,) are its (b(q) distinct 
case 1s. 
(a) The elements ofjinite order in the subgroup b’(P,) u 8-l (P,) are precisely the elements 
of the dihedral subgroup 9(P,) oj’(6.1). 
(b) If s # + 1, &‘(P,) contains infinitely many elements nAose order is equal to the 
order of s. 
(c) Ifs is primitive (i.e. has order 4(q)), every element of 6’(P,) has order 4(q). 
(d) If‘s is semi-primitive but not primitive, every element of E”(P,) has order a multiple 
of‘?&(q); this multiple may be 1 or 3 for q odd and 1, 2, 3,4 or 6 for q even; see Remark 6.11 
below. 
(e) If‘s is not semi-primitive, &“(P7) contains infinitely many elements whose order is 
infinite. 
For the proof of this theorem we need the two lemmas which follow; they are also of 
some interest in their own right; see Remarks (6.10), (6.11) and (7.1). 
LEMMA 6.3. For any ueUq, O_,(u) = {x’j}ufor somej. 
Proof. Let L; = u-‘O_,(u), We consider the projection onto the summand Z[[,] in 
(4.3) : 
(6.4) Al : rq - mJl1 hlq, h f 1 
and set z(i) = I,U,(v). Note that the numbers .z ‘i’, for all s&Z,*, include J.,,(v) and all its 
conjugates in Z[<,,]. But 
(6.5) zl;‘) = &e,(n))- ‘(1,8_ ,6,(u)) = (i~,o,(n))- ‘&e,(u)) 
where the bar denotes complex conjugate. Hence [z(f)] = 1, all s, from which it follows that 
i,,(v) is a root of unity; see [16, p. 7051. 
Using the monomorphism (4.3) now, since J.,,(v) has finite order for each h on the right 
it follows that v has finite order and, therefore, by Theorem (4.1), v = k {x’“] for some m. 
Clearly A(v) = 1 SO that v = + {x’“>. If q is odd, there always exists a j such that m = 2j 
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(mod q) and then r = (.y2j). If q is even, j.?(r) = (,!2(~))2 = + 1 clearly: but I.?(c) = (- I)“, 
so that m must be even. This completes the proof. 
We introduce next a notion closely related to that of the “norm” in algebraic number 
theory. 
Definition 6.6. Given r~l-, and scZ,*, we set 
e- 1 
N,(y) = l-j QJY) 
“, = 0 
where k = order of s. 
LEMMA 6.1. Let u be in U, and let 2j be as in Lemma (6.3). Let s be in Z,* and set a(s) = 
1 + s + ‘.. + Sk-l (mod q) where k = order of’s, 
(a) iv(u) = 1 so that, ifs is primitice, N,(u) = 1. 
(b) Ifs is semi-primitiw, (N,(u))’ ={.Y-~~~(~)}. 
(c) For all SEZ~ 
(d) [f tcZT and t # f: sm jbr all m, then 
has i@nite order in U, for all i. 
Prooj’(a). Let R, be as in (6.4), with hlq, and let N(i.,u) denote the norm of i.,u in the 
usual sense; see [16, p. 5581. Then it is clear that &N(U) = (N(&n))” where m is the order of 
the kernel of the epimorphism Z,* -+ Zf. Now N(A,,u) is a rational integer and a unit and 
is, therefore, _t I. But I.,,O,(U) and &0_,(u) are a complex conjugate pair so that &N(u) is 
positive. Thus &N(u) = 1 for all hlq. Since the 1. of (4.3) is a monomorphism, it follows 
that N(u) = 1. 
(b) Ifs is semi-primitive, N,(u) ~_,(N,(u)) = N(u) = 1, by part (a). Since 0-105 = 0,0-1, 
we get from Lemma (6.3) that O_,N,(u) = {x ziu(s)}iV,(~) and (b) follows at once. 
(c) Let qj = {(l - x”+‘)/(l - .@)} f or allj; clearly qj+k = ‘?j. Then N,(qi) = qiqi+l ... 
I?i+k-1 = Y]O ql 1.. qk_l and this is clearly 1. 
(d) Let ~7 = ((1 - x”*’ )/(l - 9’)) and suppose (N,(v))” = 1. Let h( # 1) divide q and let 
[,, be a primitive h-th root of unity; set p,. = 1 - [fm where 0 < c, < q/2 and c, = &- Pti+’ 
(mod q); set u, = 1 - id,- where 0 < d,,, < q/2 and rl,, z &- f’t’ (mod q). Since (1 - <~)” = 
(1 - 5; w)zq for all ~2, we get 
(6.8) 1 = &N4(“))2‘7” = &I”&?” . . . P;ynInlVg2qny;Zqn . . . +-J14 
where k = order of s. It follows from the hypothesis that c, # d,,,, for all m, m’ (although 
c,, = c,,,, and d,,, = d,,,. are possible). Since (6.8) holds for all h dividing q (h # I), the theorem 
quoted in (5.20) above requires that n = 0. This completes the proof of the lemma. 
Proof of Theorem 6.2. Let E4 be as in Definition (3.2) and let E,” consist of those ycEq 
for which A(y) = s; in particular, then, E,’ = Ui. It is clear that the isomorphism K of 
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Theorem (3.4) maps BS(P,) onto E,‘. In proving Theorem (6.2) then we may replace rY(p,) c 
&‘(P,) eveqwhere by E,’ c E4. 
The first part of the theorem then follows at once from Theorem (3.5) and Corollary 
(4.3). 
For (a)-(e), let us choose a particular element CT, in each El such that the order of L‘, = 
k = order of s; we can do this by Theorem (3.5). In particular, we take 1.i = + 1, u_i = - 1 
Then any element of Ei can be written uniquely in the form u O r, where L~EE~ = Vi and 
G denotes the multiplication in E4; see (3.2). Clearly, from (3.2) and (6.6), 
(6.9) (II 0 US)” = N,(LL) in UJ 
and the order of ~1 o c, is li times the order of N,S(u) in Vi. 
For (a) then, N,(u) = u and N_,(u) = {x2’} 112 by Lemma (6.3). By Corollary (4.3), 
UEUJ has finite order if and only if u = {x”} for some m. Thus only the elements _t {x”} 
have finite order in Ei u E;’ and this, with (6.1), proves (a). 
Part (b) follows from (c) of Lemma (6.7), using II = ((1 - ,?“)/(I - Yi))lk” for any 
ncZ; since s # f 1, this u is never trivial, by Corollary (4.3). 
Part (e) follows similarly from (d) of Lemma (6.7) and part (c) is immediate from (a) 
of that lemma. 
Finally, for part (d), let w be the additive order of a(s) in Z,, where G(S) is as in 
Lemma (6.7). It is clear that, for cMq, * if d E s”’ for some ~1, then olrl- 1 and if d E --So 
for some m, then old + 1. Now, for q odd, 2cZ,*; hence o = 1 or 3. But for q odd and 
u~U:, (b) of Lemma (6.7) gives us N,(u) = {x- jacs)} and it follows that N,(u) has order 1 or 3. 
For q even, by the same argument, if 3c.Z,*, 012 or 014; if 5cZ:, ~14 or ~016. If neither 
3 nor 5 is in Z:, then, by Definition (5.3), both 7 and 11 are in Zf and it follows that 014 
or ~16. In all cases then, either ~14 or ~16. Applying this to (b) of Lemma (6.7) we get 
that either ~V,(U)~ = 1 or N,(u)~ = 1. 
This completes the proof of Theorem (6.2). 
Remark 6.10. In the proofs of Lemmas (6.3) and (6.7) we have used the fact that 
%,0_,(u) = &(u), where 1, is as in (6.4). In view of this we might call O_,(U) the “complex 
conjugate” of u and define u to be “real” if O_,(U) = I[. It follows from Lemma (6.3) that 
for each ucUq there is an {sj} such that {xj}u is real; if q is odd, this j is unique. 
Looking now at U,‘, we can denote by R,’ the subgroup of elements invariant under 
O_ i, i.e. the “real” subgroup of U,’ ; let T,’ denote the torsion subgroup of U,‘, generated by 
{x}. For odd q, R,’ is free and we can write U,’ canonically as a direct product CJ,’ = Ti x R,’ 
For even q, the torsion part of Ri consists of 1, {x4”}; we can write U,’ now as the direct 
product of T,’ and a free subgroup of R,’ of index 2, but this latter is no longer canonically 
determined. Note that this explains the definition of bi in (5.13). 
Remark 6.11. The possible multiples indicated in (d) of Theorem (6.2), which are just 
the orders of the N,(u) of (6.9), all occur in particular cases. Thus, for q = 9, s = 4, N,(x) 
has order 3; for q = 8, s = 5, N,{x} has order 4; for q = 18, s = 7, N,(x) has order 6. 
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In general, however, much more precise estimates of order for Theorem (6.2(d)) are 
possible using the formula of Lemma (6.7(b)). For example, if {fo}@(PP) has order 
+4(q), then an element {&)@(P,) for which y, is “real” (see (6.10)) has order &5(q) for 
odd q and either +4(q) or 4(q) for even q. 
$7. VARIOUS REMARKS 
The present section is devoted to scme brief notes relevant to our general problem. 
(7.1). Free hornotopies. Let g and g’ be as in (6.1). The map $: P, -+ P4 is homotopic 
to the identity by a homotopy which moves the base point through a loop representing 
nk&rr,. Letting 9(Pg) denote the group offree self-equivalence classes (i.e. in the sense of 
free homotopy), and using (6.1) and Theorem (3.4), it follows at once that 9(P,) is iso- 
morphic to E,/Tb, where Ti is the cyclic group generated by {x}. Theorem (3.5) gives US 
then a split extension: 
(7.2) 
ui i E A 
1--*~-+~-+z* 
T,’ Td 
4-1 
where i and A are as before. Note that U,‘/Td may be replaced here by the “real” subgroup 
R,’ of U,’ for q odd, and by a free subgroup of Ri of index 2 for q even; see Remark (6.10). 
Since U,‘/Ti is free, some of the earlier considerations (e.g. Theorem (6.2.)) become a little 
simpler for F(P,). 
Note also that, by Lemma (6.3), the dihedral subgroup D4 consisting of the elements 
If: {n”} is normal in Eg. Using (6.1) then, &(P,)/Q(P,) is isomorphic to EJD, and once 
again we get a split extension 
(7.3) 
which we could study algebraically. 
(7.4). Lens spaces and their self-equivalences. If a 3-dimensional lens space L = L(q: m) 
is given in the usual cellular subdivision, then Pq is its ‘-skeleton. It is natural in the con- 
text of the present work to ask for the group b(L). 
The answer turns out to be very simple. By [1 1, $S] we see (assuming q > 2) that there 
is exactly one self-equivalence class inducing the automorphism a -+ a’ of xl(L) ifs* = + 1 
(mod q), and none at all if s* f + 1 (mod q). Thus the group b(L) is isomorphic to the 
subgroup of 2: consisting of those elements whose square is f 1. (For q = 2, cP(L) = Z,.) 
(7.5). Construction ofsev-equivalences corresponding to given elements of E,. It should 
be noted that the correspondence K of Theorem (3.4) is completely effective in the inverse 
direction also; i.e. given y<E, we can construct explicitly a corresponding self-equivalence 
A as follows. We let p(x) be a polynomial in Z[x] representing y, with 0 <p(l) < q, and let 
)L’(X) = @(x) - P(l) )I( 1 - x). Let u,m,(P,) be chosen as indicated for Lemma (2.11) and 
set a = w(a)aO. Finally, let f, be the special map defined in 92 above (following (2.3)) for 
s = p( 1). We then construct f by “altering” f, on the cell LT* of our triangulation of P, by 
the homotopy element z. This is a standard procedure (see [IO, (1.8)]) which leaves f, 
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unchanged except in the interior of G? and gives anfsuch that f_?‘(_/:f,) is represented by the 
cocycle CM*. It follows from Corollary (2.13) and Theorem (3.4) then that ~{fi is the given ‘J. 
(7.6). Induced automorphisrns ofx2(Pq). It is of some interest to know the automorphism 
f. of nc,(P,) induced by a self-equivalencef’or, more particularly, the connection between this 
automorphism and yJ. Using (2.10), we have 
(7.7) f*(%) = q/a0 
for some qJerp, and f. is completely determined by this qJ and the automorphism G 4 a’ 
of X, induced byf. 
It is not difficult to prove the analogue of Corollary (2.13) for ‘I/. We omit the proof 
and give simply the result, namely that with f and q as in Corollary (2.13), 
(7.8) VJ = {s(l + a + ... + as-l)) + {l - n’))1. 
Eliminating q, this gives us the desired relation 
(7.9) ‘?I = {I + n + *.. + P}_lJ. 
We could have studied the self-equivalence group by means of the invariant ‘7, instead 
of y,., but the results do not come out quite so neatly. Since A(q/) = s7, 4, determines 
s2, but not s, and there are always two different elements of J’(P,J corresponding to the 
same qJ, one sending n -+ as, the other n + (I-‘. Thus y, determines q,, but not conversely 
unless s is also given. 
$8. APPENDIX: A RELATION BETWEEN OBSTRUCTIOKS 
AND INDUCED HOMOMORPHISMS OF COHOMOLOGY 
We shall prove here (Corollary (8.8)) a more general version of Lemma (2.9). 
We suppose given a locally finite simplicial pair (X, A), an arbitrary pathwise connected 
space Y and a map f: A --* Y which is extendable to X” u A (i.e. to the n-skeleton of X) 
so as to induce a specified homomorphism 0: x1(X; *) --f n,( Y, *). Let x,, = 74 I’, *), let 
G be any local group at * in Y and suppose given ycH”( Y; G). Let O*n, and O*G be the cor- 
responding local groups in X induced by 0 from R,, and G in Y. Let 0;1”(1’) be the (n + I)-st 
obstruction to an extension off which induces 0. Our purpose is to give a formula which 
shows how 0;;” cf) c H”+‘(X, A; 0*x,) determines ~~y&“+‘(X, A; t)*G). 
For this purpose we define a homomorphism 
(8.1) yc : n,(Y, *) -+ G 
by the same procedure as we used for (2.7). That is, given s(~JI,, we take 4: (.S”, *) --t (Y, J 
representing it and define yO(a) = (4*y) (h,), where 11, is the generator of H,(S”; Z) given by 
the orientation of S”. (If G is a simple coefficient system, then y. is just the Hurewicz 
homomorphism IT,, -+ H,( Y; 2) composed with the element of Horn (H,( Y, 2); G) deter- 
mined by y.) 
It is clear that yg is a homomorphism of local groups and therefore may be regarded 
also as a homomorphism of local groups in X: 
(8.2) 4’0 . * e*n, -+ O*G 
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and consequently induces 
(8.3) J* : Hk(X, A; Q*z,) --t H’(X, A; t)*G). 
We have then the following formula: 
PROPOSITION 8.4 6f”J = J+*&;;’ ‘(f). 
Proof. We may suppose without loss of generality thatf‘maps all vertices of A to * in 
Y. Let F be any extension off to X” u A inducing 0 and also mapping all vertices to *. We 
suppose the vertices of X ordered and let 0 be any n + l-simplex, which we may regard 
also as a singular simplex of X. 
If c”+‘(F) denotes the obstruction cocycle determined by F, then (c”+‘(F) (G)) is the 
element of TI,, defined by FJ6, where t is the oriented boundary of G. It follows from (8.1) 
then that 
(8.5) J#‘+ ‘(F)(o)) = (+*~)(h,) 
where 4 = F(6 and lz,,~H,(6; 2) is represented by the cocycle c (- l)‘a(‘). If z is a singular 
cocycle representing y and F# denotes the induced cochain map, the right hand side of 
(8.5) is given by 
II+ 1 
(5.6) (4*y)(h,) = ~~(F#z)(o’~‘) + & (- I)‘(F’::)(o”‘) 
where w is the element of x1( Y, *) defined by F restricted to the leading edge of G. Thus, 
(8.7) ~‘~(c”+‘(F)(a)) = (dFXz)(a) 
and the proposition follows at once, 
The corresponding result for homotopies is then an obvious corollary. GivenA g: X-, Y 
with flA = g(A and fz~ g rel A in dimension n - 1, we get immediately from Proposition 
(8.4) (see [12, p. 25 and p. 311). 
COROLLARY 8.8. (f- g)*v = v.JO”(f; g) rel A). 
Lemma (2.9) is just a special case of this result. The general formula given in Corollary 
(S.S) is an extremely useful one in studying problems of homotopy and homology classifica- 
tion of mappings, 
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