On Error Rate Analysis for URLLC over Multiple Fading Channels by Choi, Jinho
1On Error Rate Analysis for URLLC over Multiple
Fading Channels
Jinho Choi
Abstract—In this paper, we study ultra-reliable and low-latency
communication (URLLC) under fading using multiple frequency
or time bins. We investigate an approach to find an upper-bound
on the packet error rate when a finite-length code is used. From
simulation results, we find that the bound is reasonably tight for
wide ranges of signal-to-noise ratio (SNR) and the number of
multiple bins. Thus, the derived bound can be used to determine
key parameters to guarantee the performance of URLLC in terms
of the packet error rate.
Index Terms—ultra-reliable and low-latency communication
(URLLC); error analysis; finite-length codes; fading
I. INTRODUCTION
Ultra-reliable and low-latency communication (URLLC) has
been considered for a number of real-time applications such as
factory automation, autonomous driving, and remote surgery.
In 5th generation (5G) cellular systems, URLLC is to be
supported [1] [2]. For URLLC, in [3], resource allocation
and hybrid automatic repeat request (HARQ) schemes are
investigated. In [4], the notion of effective bandwidth [5] is
studied in order to guarantee a certain latency with quality of
service (QoS) exponent. URLLC in machine-type communi-
cation (MTC) [6] is studied with random access in [7].
In order to perform reliable transmissions, channel coding
can be employed. Since the length of packets can be short it
is necessary to consider finite-length codes and understand
their impact on the performance [8]. In [9], URLLC is
considered with finite-length codes. In [10], various existing
channel codes are studied and compared with the theoretical
performance obtained in [8].
As in [11] [12], multi-connectivity can be used to provide a
diversity gain, which improves the reliability in transmissions
over fading. In this paper, we also consider multichannel
transmissions to exploit a high diversity gain so that one trans-
mission (through multiple channels) is sufficient as its packet
error rate can be low without re-transmission in URLLC. In
order to guarantee a sufficient low packet error rate, it is
necessary to decide key parameters in advance, which requires
a good prediction of the packet error rate. To this end, in this
paper, we focus on the derivation of an upper-bound on the
packet error probability when finite-length codes are used in
URLLC.
Notation: Matrices and vectors are denoted by upper- and
lower-case boldface letters, respectively. The superscript T
denotes the transpose. The 2-norm is denoted by || · ||. For
a matrix X, [X]m,n represents the (m,n)th element. E[·] and
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Var(·) denote the statistical expectation and variance, respec-
tively. CN (a,R) represents the distribution of a circularly
symmetric complex Gaussian (CSCG) random vector with
mean vector a and covariance matrix R.
II. SYSTEM MODEL
Suppose that we have a set of L frequency bins or blocks for
multi-connectivity in URLLC [11]. A transmitter is to transmit
the same coded packet through L blocks. Then, the received
signal at a receiver through the lth block is given by
rl = hls+ nl, l ∈ {1, . . . , L}, (1)
where hl represents the channel coefficient from the transmit-
ter to the receiver through the lth block, s is a coded packet,
and nl ∼ CN (0, N0I) is the background noise vector.
To decode the signal, we can consider the maximal ratio
combining (MRC) [13] [14] as follows:
y =
∑
l
h∗l rl
=
∑
l
|hl|2s+ h∗l nl. (2)
Then, the instantaneous signal-to-noise ratio (SNR) after
MRC, which is referred to as MRC-SNR for convenience, is
given by
ρ =
||h||2P
N0
, (3)
where h = [h1 . . . hL]T and E[ssH] = P I. Here, P
represents the signal transmit power and PN0 is referred to
as the SNR. For a reliable communication, a high diversity
gain with a sufficient SNR is required. In addition, if the
packet error rate is sufficiently low with a large L, no re-
transmission might be required, which can result in low-
latency communication. Thus, it is expected to predict the
packet error rate in terms of L and SNR in URLLC.
Note that the outage probability of MRC is well-known
[15]. However, when finite-length codes are used [8], the
packet error rate cannot be directly expressed by the outage
probability.
III. ERROR PROBABILITY ANALYSIS
In URLLC, it is necessary to decide key parameters (e.g.,
the signal transmit power, P , and the number of blocks, L)
to provide a certain guaranteed performance. For example, we
can consider the packet error rate. In this section, we find
a closed-form expression for the packet error rate that helps
decide the values of key parameters when finite-length codes
are used.
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2A. Error Probability of Finite Length Codes
For a given ρ, according to [8] [16], the achievable rate (for
complex Gaussian channel [9]) is given by
R∗(n, ) ≈ log2(1 + ρ)−
√
V (ρ)
n
Q−1() + log2 n
2n
, (4)
where V (ρ) is the channel dispersion that is given by
V (ρ) =
ρ(2 + ρ)
(1 + ρ)2
(log2 e)
2, (5)
n is the length of codeword when a codeword is transmitted
within a block, and  is the nominal1 error probability. It can
be shown that V¯ > V (ρ), where V¯ = 1(ln 2)2 ≈ 2.0814 [4].
Thus, ignoring the term of O
(
log2 n
n
)
, a lower-bound on the
achievable rate can be obtained as follows:
R(ρ, n, ) = log2(1 + ρ)−
√
V¯
n
Q−1(), (6)
which might be tight for a sufficiently high MRC-SNR, ρ,
because V (ρ)→ V¯ as ρ→∞. The lower-bound in (6) allows
tractable analysis, since the terms of  and ρ are decoupled.
Lemma 1: With a code rate R, the probability of unsuc-
cessful decoding is upper-bounded as
Perr ≤ + (1− ) Pr(ρ < τ()), (7)
where
τ() = 2R+
√
V¯
nQ−1() − 1. (8)
Proof: For convenience, let τ = τ(). From (6), the
probability that the achievable rate is lower than R is upper-
bounded by Pr(ρ < τ). To find an upper-bound on the
probability of unsuccessful decoding we can assume that the
decoding fails if ρ < τ with probability 1. Then, we have
Perr ≤ Pr(err | ρ ≥ τ) Pr(ρ ≥ τ) + Pr(ρ < τ), (9)
where Pr(err | ρ ≥ τ) is the conditional probability of decod-
ing error for given ρ ≥ τ . Thus, Pr(err | ρ ≥ τ) is upper-
bounded by , and we have
Perr ≤ Pr(ρ ≥ τ) + Pr(ρ < τ),
which becomes (7).
By taking  as a parameter to minimize the upper-bound in
(7), we can have the following tight upper-bound:
Perr ≤ P¯err 4= min
0≤≤1
+ (1− ) Pr(ρ < τ()). (10)
In (10), Pr(ρ < τ()) is referred to as the outage probability.
Note that if n→∞ and a capacity achieving code is used,
the packet error rate can be simply expressed by the outage
probability, i.e.,
Perr = Pr(log2(1 + ρ) < R) = Pr (ρ < τ) ,
where τ = 2R − 1.
1This becomes the error probability when ρ is fixed. However, if ρ is a
random variable (due to fading), we also need to take into account the outage
probability to find the error probability. From this reason, it is referred to as
the nominal error probability.
B. Outage Probability
In this subsection, we consider a closed-form expression for
the outage probability.
We assume independent Rayleigh fading channels and
E[hlh∗l′ ] = σ2hδl,l′ . (11)
Thus, |hl|2 has the following exponential distribution:
|hl|2 ∼ Exp(σ2h) =
1
σ2h
exp
(
−|hl|
2
σ2h
)
. (12)
From (12), we can show that
||h||2
σ2h
=
χ22L
2
,
where χ2n represents a chi-squared random variable with n
degrees of freedom. For convenience, let
ZL =
χ22L
2L
. (13)
The cdf of ρ is given by
Pr(ρ < τ) = Pr
(
ZL <
τ
β
)
=
γ
(
L, τLβ
)
(L− 1)! , (14)
where γ(s, x) =
∫ x
0
ts−1e−tdt is the lower incomplete gamma
function and
β =
LPσ2h
N0
. (15)
In order to have a tractable expression for (14), an upper-
bound on the tail probability of Zd can be considered. Using
the Chernoff bound [17], it can be shown that
Pr(ZL < z) ≤ E[e−t(ZL−z)]
= e2Ltz
(
1
1 + 2t
)L
=
(
e2tz
1 + 2t
)L
, t ≥ 0. (16)
Letting z = 11+2t , we have
Pr(ZL < z) ≤ UL(z) 4= (ze1−z)L, z ∈ [0, 1), (17)
which is reasonably tight. Note that ze1−z increases in z ∈
[0, 1). Thus, the upper-bound in (17) increases with z.
However, if a low outage probability is considered with z →
0 for reliable communication in URLLC, the upper-bound may
not be satisfactory. For a tight bound when z → 0, a term can
be introduced. In particular, we replace z with cLz in (17),
where cL is the correction term, and let
BL(z) = (cLze
1−zcL)L. (18)
The correction term cL can be decided to satisfy
lim
z→0
BL(z)
Pr(ZL ≤ z) = 1 (19)
so that BL(z) can approach the outage probability, Pr(ZL ≤
z), when z → 0. Since [18]
γ(s, x) = xs
∞∑
k=0
(−x)k
k!(s+ k)
, (20)
3from (14), we have
Pr(ZL ≤ z) = 1
L!
((Lz)L +O(zL+1)). (21)
In addition,
BL(z) = (cLze)
L +O(zL+1). (22)
Thus, to satisfy (19), from (21) and (22) we have
cL = Le
−1 (L!)−
1
L . (23)
Since n! > e
(
n
e
)n
, it can be shown that
cL < e
− 1L ≤ 1. (24)
From this and the fact that UL(z) increases with z, it follows
that
BL(z) ≤ UL(z), z ∈ [0, 1).
Consequently, we can see that BL(z) can be tighter than
the upper-bound in (17) (i.e., UL(z)) and BL(z) approaches
Pr(ZL < z) as z → 0. However, we are unable to prove that
BL(z) is an upper-bound on Pr(ZL < z), although it seems
that BL(z) is an upper-bound2 based on numerical results as
shown in Fig. 1.
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Fig. 1. Tail probability of ZL with L = 4: Pr(ZL < z) with UL(z) and
BL(z).
With BL(z), (10) is modified as follows:
P¯err,B = min
0≤≤1
+ (1− )BL
(
τ()
β
)
. (25)
Since BL(z) is a closed-form expression, a tight upper-
bound can be found using a one-dimensional numerical search
algorithm.
2In the rest of the paper, we conjecture that it is an upper-bound.
IV. SIMULATION RESULTS
In this section, we present simulation results under indepen-
dent Rayleigh fading channels with σ2h = 1. The bound in (25)
is used to predict the performance in terms of the packet error
rate. In URLLC, the packet error rate is to be 10−3 − 10−5
[19] [2].
Fig. 2 shows the packet error rate as a function of rate, R,
when n = 212, PN0 = 3 dB, and L = 4. We can see that the
bound becomes tighter as R increases.
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Fig. 2. Packet error rate as a function of rate, R, when n = 212, P
N0
= 3
dB, and L = 4.
In Fig. 3 we show the packet error rate as a function of the
number of blocks, L, when n = 212, R = 1/2, and LPN0 = 3 dB
for all L ∈ {1, 10}. Although the total signal power remained
unchanged when L increases, we can see that the packet error
rate decreases with L thanks to the diversity gain.
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Fig. 3. Packet error rate as a function of the number of blocks, L, when
n = 212, R = 1/2, and LP
N0
= 3 dB for all L ∈ {1, 10}.
The impact of the SNR on the packet error rate is shown in
Fig. 4 when n = 212, R = 1/2, and L = 4. As expected, the
4packet error rate decreases with the transmit power. We can
also see that the upper-bound is reasonably tight.
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Fig. 4. Packet error rate as a function of SNR, P
N0
, when n = 212, R = 1/2,
and L = 4.
Fig. 5 shows the packet error rate as a function of the
codeword length, n, when R = 1/2, PN0 = 3 dB, and L = 4.
It is shown that the bound becomes tight when the codeword
length is sufficiently long. If n is small (≤ 1024), the bound
is not tight.
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Fig. 5. Packet error rate as a function of the codeword length, n, when
R = 1/2, P
N0
= 3 dB, and L = 4.
V. CONCLUDING REMARKS
In this paper, we considered multichannel transmissions for
URLLC and derived an upper-bound on the packet error rate
when finite-length codes are used. In particular, to take into
account fading, an upper-bound on the packet error rate was
considered with the outage probability. To find a tight bound,
an optimization problem was formulated and a correction
term was introduced for the Chernoff bound on the outage
probability. From simulation results, we found that the derived
upper-bound is reasonably tight and can be used to determine
key parameters in order to guarantee a sufficiently low packet
error rate in URLLC.
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