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Resumen
En este trabajo se consideran los genomas secuenciados de 12 especies del género Drosophi-
la. A cada genoma le es asociado un vector de 22 componentes; 21 de éstas corresponden al
número de genes ARNt funcionales, clasificados según el aminoácido que su molécula trans-
crita es capaz de transportar, la componente restante corresponde al número de pseudogenes
ARNt. Considerando los criterios de conservación en sintenia y similitud entre cadenas, la
cual es estudiada usando la distancia de Hamming, se establece que cada pareja de vectores
está relacionada mediante una transformación afín. Las entradas de las matrices de dichas
transformaciones afines representan las tasas de ganancia de genes o pseudogenes ARNt en-
tre los genomas. Adicionalmente, se estudia la correlación entre la distancia de mutación
genómica de dos especies y las tasas encontradas.
Palabras clave: Organización genómica, ARN de transferencia, conservación sinténica,
tasas de ganancia y degradación de genes, distancia de Hamming.
Abstract
In this document, we consider the sequenced genomes of 12 species in the genus Drosophila.
Each genome is associated with a vector. These vectors have 22 components; 21 of them
correspond to the number of functional tRNA genes classified according to the unique ty-
pe of amino acid that is carried by their transcribed molecules, the remaining component
correspond to the number of tRNA pseudogenes. Taking into account the syntenic conser-
vation criteria and the similarity between strings, that has been studied using the Hamming
distance, we stablish that each pair of vectors is related by an affine transformation. The
matrices entries of those affine transformations represent rates of tRNA gene or pseudogene
gain between a pair of genomes. Furthermore, we study the correlation between the genome
mutation distances and the obtained rates.
Keywords: Genomic organization, transfer RNA, syntenic conservation, affine trans-
formations, Hamming distance.
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Introducción
Los últimos años se han caracterizado por los grandes avances en la secuenciación de los
genomas y dada la complejidad de los mismos, se requiere de la integración de diferentes
disciplinas, como la matemática, la estadística, la biología y las ciencias de la computación,
entre otras; para el tratamiento y estudio de la información obtenida de ellos. Esto se debe a
la necesidad de incluir aproximaciones teóricas, modelos analíticos apropiados y soluciones
computacionales; que permitan resolver problemas a gran escala y de gran complejidad como
por ejemplo, conocer la organización de los genes y la manera como ésta ha cambiado a lo
largo de la historia de las especies.
Gracias al trabajo interdisciplinar se han dado grandes avances en el estudio de la genó-
mica comparativa. Entre ellos vale la pena destacar el uso de modelos estadísticos, datos
genómicos y bio-geográficos, y registros fósiles, para la estimación del tiempo de divergencia
entre las especies; que es un problema que aún presenta grandes cuestionamientos, razón por
la cual en la actualidad se están desarrollando modelos, con el fin de mejorar la precisión
de los resultados. Otro gran avance, en la genómica comparativa, se ha dado en el estudio
y búsqueda de patrones de organización en regiones de genomas de especies relacionadas;
aunque este trabajo tradicionalmente ha estado muy limitado a regiones codificantes.
Sin embargo, en el año 2010 se publicó el artículo “Genomic organization of eukaryotic
tRNAs” [4], en el cual se presentó un estudio comparativo de regiones del genoma no codifi-
cantes particulares, los genes y pseudogenes ARN de transferencia (ARNt), en un subconjun-
to de especies del dominio Eukaryota. En el mencionado artículo se muestra una correlación
significativa entre el número de genes y pseudogenes ARNt de un genoma y el tamaño de
dicho genoma, lo que en gran parte lleva a suponer que el cambio en la distribución de genes
y pseudogenes ARNt en el genoma está relacionado con la evolución del mismo. Además de
esto, en el artículo se mostraron varios hechos importantes en cuanto al cambio en la distri-
bución de los ARNt; por ejemplo la tendencia de los genes y pseudogenes ARNt a generar
copias en tandem, es decir copias dentro del mismo genoma que se encuentran en regiones
muy cercanas al gen o pseudogén ARNt original.
Como continuación, a lo mostrado por los autores del artículo “Genomic organization of
eukaryotic tRNAs”; en este trabajo se busca establecer si es posible explicar la diferencia
observada a nivel global, de los genomas de doce especies del género Drosophila, a partir de
la distribución observada de genes y pseudogenes ARNt, en esas doce especies. Estas especies
han sido seleccionadas principalmente porque sus genomas están totalmente secuenciados y
presentan poca variabilidad en sus tamaños, ver Anexo A, además de que se dispone de la
información de ortología entre ellos.
Para dar una medida de la diferencia observada a nivel global, entre los genomas de dos
especies, se usa una distancia evolutiva, ver Sección 1.6, que en este trabajo corresponde a
la distancia de mutación genómica [21]. Los cálculos de dichas distancias han sido facilita-
dos por los autores del articulo “Genomic organization of eukaryotic tRNAs”. Por otro lado,
para determinar el cambio en la distribución de los genes y pseudogenes ARNt, se calculan
sus tasas de ganancia entre especies; partiendo de una clasificación expuesta en la Sección
3.1. Para el cálculo de las tasas de ganancia, se usan dos criterios, propuestos en la Sección
3.3, que sirven para determinar las copias de un gen o pseudogén ARNt; estos criterios se
proponen teniendo en cuenta los resultados dados en el artículo “Genomic organization of
eukaryotic tRNAs”, y una medida de similitud dada entre los genes o pseuogenes ARNt.
La medida de similitud que se usa en este trabajo, se consigue haciendo una comparación
entre las estructuras primarias y secundarias de los genes o pseudogenes ARNt. Esto ini-
cialmente no es sencillo, debido principalmente a que el número de nucleótidos de los genes
o pseudogenes ARNt no es constante. La solución a este problema es usar una técnica de
alineamiento múltiple, ver Sección 2.2, para obtener comparaciones entre secuencias de igual
longitud, generadas a partir de las estructuras primarias y secundarias originales. La técnica
de alineamiento múltiple que se usa en este trabajo, se basa en un modelo matemático deno-
minado modelo de covarianza [8]; el cual genera secuencias de igual longitud que preservan,
de manera implícita, la información de la estructura secundaria del gen o pseudogen ARNt,
como se explica en la Sección 2.3.
En la Sección 3.2 se muestra como construir un modelo de covarianza, que sirve para realizar
un alineamiento múltiple de genes y pseudogenes ARNt. En esta Sección también se mues-
tran los algoritmos necesarios para la estimación de parámetros del modelo y el alineamiento
de las secuencias. Dichos algoritmos han sido modificados a partir de los propuestos en [8]
y [19], los cuales se construyen basándose en ARNs de estructura más simple, para generar
cadenas de igual longitud que guarden implícitamente la información de la estructura secun-
daria del gen o pseudogén ARNt.
Para cumplir con el objetivo del trabajo; que como se mencionó es establecer si se puede
explicar la diferencia observada a nivel global, de los genomas de doce especies del género
Drosophila, a partir de la distribución observada de genes y pseudogenes ARNt en esas doce
especies; en la Sección 3.4 se realiza una regresión lineal múltiple. La ecuación resultante
de dicha regresión explica la distancia de mutación genómica observada entre especies, en
términos de ciertas variables relacionadas con las tasas de ganancia de genes y pseudogenes
ARNt entre especies, que se calculan en la Sección 3.3.

1. Preliminares biológicos
El ácido desoxirribonucleico (ADN) es una molécula portadora de la información genética
en las células. Esta molécula generalmente está compuesta por dos cadenas de nucleótidos;
los cuales se componen de un azúcar (la dexosirribosa) y una base nitrogenada, la cual
puede ser adenina (A), guanina (G), timina (T) y citosina (C). Estas cadenas están unidas
mediante el apareamiento, a través de enlaces de hidrógeno, entre las bases de las hebras; tal
apareamiento se presenta entre la adenina y la timina, o entre la citosina y la guanina [6].
1.1. Genoma
Se define el genoma nuclear de un organismo eucariótico como el conjunto compuesto por
todo ADN que se encuentra en el núcleo de cada célula de dicho organismo. Este conjunto
se encuentra particionado en subconjuntos denominados cromosomas; en cada cromosoma
se localizan segmentos de ADN que son esenciales para alguna función en específico, como
la producción de proteínas, los cuales se denominan genes, ver Figura 1-1.
Figura 1-1. Genoma. Imágen tomada de [1] y modificada.
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Los primeros genomas de ADN que existieron comprendían muchos genes separados. A lo
largo de la evolución los genes se fueron organizando en cromosomas lo cual, según [6], habría
mejorado la eficiencia de la distribución de los genes durante la división celular; ya que es
más fácil organizar la distribución igual de unos pocos cromosomas grandes que de muchos
genes separados.
Otro cambio importante durante la evolución de los genomas es el drástico aumento del
número de genes, respecto a los primeros genomas. Estos nuevos genes se adquirieron a
través de duplicaciones de todos o algunos de los genes existentes en los genomas y por la
adquisición de genes de otras especies. La duplicación de todo el genoma es la manera más
rápida de aumentar el número de genes, sin embargo, este proceso no siempre se presenta
libre de errores, ver Sección 1.3. Esos errores generaban nuevas versiones de los genes y a
su vez algunas de estas nuevas versiones aumentaban en número. El resultado de los proce-
sos mencionados se ve reflejado en la gran variabilidad genética de los organismos actuales [6].
Gracias a las técnicas de secuenciación del ADN, actualmente es posible conocer el orden
en el que aparecen los nucleótidos en los segmentos de ADN que componen un genoma
determinado. En este trabajo se usan las versiones de los genomas secuenciados de 12 especies
del género Drosophila que se obtienen de la base de datos Flybase, ver Anexo A.
1.2. Genes ARN
Los segmentos de ADN además de duplicarse, se transcriben. El proceso por el cual ellos
se transcriben se denomina transcripción [12, pp. 300-303] y consiste en la elaboración de
una cadena compuesta de cuatro posibles núcleotidos : adenina, guanina, citosina y uracilo
(U); de tal forma que dicha cadena es complementaria a una de las hebras del segmento de
ADN. La cadena resultante, del proceso de transcripción, es una molécula denominada ácido
ribonucleico (ARN) y los segmentos del genoma que se transcriben en moléculas de ARN
son denominados genes ARN.
1.2.1. ARN de transferencia (ARNt)
Existen varios tipos de moléculas de ARN, dos tipos muy importantes son el ARN mensa-
jero (ARNm) y el ARN de transferencia (ARNt). Ambas moléculas participan durante la
expresión génica, que consiste en la transformación de la información contenida en el genoma
en proteínas necesarias para el funcionamiento de los organismos. En este proceso el ARNm
sale del núcleo y se mueve por el citoplasma hasta llegar al ribosoma; el cual empieza a leerlo
para crear una proteína en particular, esta parte del proceso se denomina traducción. La lec-
tura del ARNm se hace por codones (tripletas de nucleótidos), es decir que se leen al mismo
tiempo 3 nucleótidos del ARNm. Estos codones se aparean, de manera complementaria, con
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un segmento específico de 3 nucleótidos del ARNt (anticodón). Dicho ARNt previamente ha
transportado hacia el ribosoma, el aminoácido que es codificado por el codon de ARNm. Las
triplas se leen una tras otra, formando así una cadena de aminoácidos, que posteriormente
se estructura en una proteína, ver Figura 1-2.
Figura 1-2. Expresión génica. Imágen tomada de [1]. Se muestra una de las hebras de
ADN que es transcrita en una molécula de ARNm. Dicho ARNm viaja hacia el
ribosoma para ser leído y generar una proteína usando los aminoácidos que han
sido transportados por el ARNt.
Como se puede ver en la figura Figura 1-2, los ARNts son moléculas que se presentan con
una configuración especial. Esto se debe a que los nucleótidos que pertenecen a la molécula
se emparejan de forma complementaria, logrando que la cadena se pliegue. Si se hace una
proyección en dos dimensiones de la molécula de ARNt, donde se muestren los plegamientos
generados por el apareamiento entre nucleótidos, se puede notar que la forma de la molécula
proyectada se asemeja a la forma de un trébol; ver Figura 1-3. Esta representación se conoce
como estructura secundaria de un ARNt. Por otro lado la estructura primaria de un ARNt
consiste de la secuencia de nucleótidos que lo determina, esto en sentido yendo del extremo
5’ al extremo 3’1.
15’ es uno de los extremos de la cadena de ADN o ARN, que coincide con el grupo fosfato del quinto carbono
de la respectiva ribosa o desoxyribosa terminal. 3’ es el otro extremo de una hebra de ADN o ARN que
coincide con el grupo hidroxilo del tercer carbono de la respectiva ribosa o desoxirribosa terminal [24, p.
25].
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Figura 1-3. Estructura secundaria de un ARNt. En la imagen se muestra como el
apareamiento entre nucleótidos pliega la cadena, de tal forma que se tiene una
figura semejante a un trébol, que es la característica de la estructura secundaria
de los ARNts.
En la estructura secundaria, ver Figura 1-3, se destacan 5 regiones importantes. La primera
es el brazo aceptor, que es la región del ARNt que se une al aminoácido, esta región posee
una terminación CCA en el extremo 3’. La segunda es el brazo D, que se une a las enzimas
aminoacil-ARNt sintetasas, encargadas de la unión del aminoacido, con el brazo aceptor. La
tercera es el brazo del anticodón, que se aparea con el codón leído por el ribosoma, el cual
determina el aminoácido que el ARNt es capaz de transportar; a cada codón le corresponde
un único aminoácido, pero un aminoácido puede ser especificado por varios codones, ver
Tabla 1-12, por esta razón se dice que el código genético es redundante. La cuarta región
es un brazo de longitud variable y finalmente la quinta región que se denomina brazo TΨC
el cual se fija al ribosoma.
2Los codones UGA y UAG; además de codificar a la selenocisteina y a la pirrosilina respectivamente; sirven
como codones de parada, es decir indican que es el “último” codon del ARNm.
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Tabla 1-1. Código genético. La primera columna contiene
los aminóacidos codificados por el código génetico,
y la segunda los codones que codifican cada uno
de dichos aminóacidos.
Aminoácido Codones
Alanina GCU, GCC, GCA y GCG
Arginina CGU, CGC, CGA, CGG, AGA y AGG
Asparagina AAU y AAC
Ácido aspártico GAU y GAC
Cisteína UGU y UGC
Glutamina CAA y CAG
Ácido glutámico GAA y GAG
Glicina GGU, GGC, GGA y GGG
Histidina CAU y CAC
Isoleucina AUU, AUC y AUA
Leucina UUA, UUG, CUU, CUC, CUA y CUG
Lisina AAA y AAG
Metionina AUG
Fenilalanina UUU y UUC
Pirrolisina UAG
Prolina CCU, CCC, CCA y CCG
Selenocisteína UGA
Serina UCU, UCC, UCA, UCG, AGU y AGC
Treonina ACU, ACC, ACA y ACG
Triptófano UGG
Tirosina UAU y UAC
Valina GUU, GUC, GUA, GUG
La estructura secundaria es una característica muy importante de los ARNts; puesto que
es ésta la que permite que la molécula sea funcional, es decir que sea capaz de cumplir con
su función dentro de la célula. Si la estructura secundaria ha perdido la característica de la
forma de trébol, entonces se dice que la molécula no es funcional.
Actualmente existe software especializado que permite conocer las regiones del genoma que
determinan los ARNts, es decir, los genes que deberían transcibirse en moléculas de ARNts.
En este trabajo se usa el programa tRNAscan−SE [9], que adicionalmente predice la estruc-
tura secundaria de estas regiones del genoma. Basándose en el hecho de que se conserve o
no la característica forma de trébol de la estructura secundaria, el programa determina si
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es o no funcional el gen; cuando el gen es clasificado como no funcional este se denomina
pseudogen, ver Figura 1-4.
Figura 1-4. Predicción de estructuras secundarias por tRNAscan−SE. En la ima-
gén hay dos ilustraciones basadas en las predicciones de estructuras secundarias
hechas por tRNAscan−SE. La figura de la izquierda corresponde a un segmento
clasificado como gen ARNt y la de la derecha a un segmento clasificado co-
mo pseudogénARNt; note que la figura de la derecha no preserva totalmente la
característica forma de trébol de la estructura secundaria del ARNt.
1.3. Mutación
Como se mencionó previamente el genoma es capaz de hacer una copia de sí mismo, a
menudo este proceso se conoce como replicación del genoma. En la replicación inicialmente
se separan las dos hebras que conforman la molécula mediante la “ruptura” de los enlaces de
hidrógeno, luego el ADN polimerasa genera, para cada hebra, una hebra complementaria; así
al final del proceso se tienen 2 nuevas moléculas de ADN con la propiedad de que cada una
de ellas conserva una de las hebras originales, por esta razón se dice que el ADN se replica
de forma semiconservativa. Normalmente se tienen como resultado de la replicación del
ADN dos copias exactas de la molécula original; sin embargo, durante este proceso pueden
ocurrir errores. Los errores son entendidos como cambios en la información genética y se
conocen como mutaciones, las cuales se pueden clasificar en mutaciones por sustituciones,
recombinaciones homólogas, deleciones, inserciones e inversiones [13, p. 26]. En las siguientes
subsecciones se explican en detalle cada uno de los tipos de mutaciones.
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1.3.1. Mutación por sustitución
Se dice que hay una mutación por sustitución cuando un par de bases del ADN es cambiado
por otro distinto, ver Figura 1-5.
A G T C A G C
T C A G T C G
A G T A A G C
T C A T T C G
Figura 1-5. Mutación por sustitución. En la imagen se ilustra una mutación por sus-
titución, en un segmento de ADN, la cual consiste del cambio de la pareja de
bases TA por la pareja de bases GC.
Las bases nitogenadas pueden ser clasificadas en purinas y pirimidinas; siendo la adenina y la
guanina purinas, y la citosina y la timina pirimidinas [12, p. 4]. Teniendo en cuenta lo anterior,
las mutaciones por sustituciones se pueden clasificar en transiciones y transversiones. Las
transiciones se dan cuando un par de bases es sustituido por otro par de bases del mismo
tipo, por ejemplo, cuando se cambia la pareja de bases GC por la pareja de bases AT. Por
otro lado, las transversiones se dan cuando un par de bases es sustituido por un par de bases
del otro tipo, por ejemplo, la mutación que se muestra en la Figura 1-5 es una transversión.
1.3.2. Recombinación
En este tipo de mutación una hebra de ADN se corta y luego se une a otra hebra diferente.
La recombinación se puede clasificar en homóloga, no homóloga y específica de sitio. Dos
secuencias de ADN se dicen homólogas si ellas son similares entre sí, y si su similitud es
debida a que ellas tienen un mismo origen evolutivo. La recombinación homóloga ocurre
durante la meiosis, es decir la formación de óvulos y espermatozoides, los cromosomas apa-
reados de los padres se alinean de tal manera que secuencias largas homólogas del ADN se
entrecruzan, dicho entrecruzamiento produce un intercambio de material genético [2]. Puede
suceder que secuencias de ADN de uno de los cromosomas apareados se transfiera al otro
cromosoma, alterando así el segundo y dejando intacto al primero, en este caso se dice que
la recombinación homóloga es no recíproca, ver Figura 1-6. Por otro lado, si sucede que
ambos cromosomas intercambian secuencias entre sí, se dice que la recombinación homóloga
es recíproca, ver Figura 1-7.
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Figura 1-6.Recombinación homóloga no recíproca. En la imagen se ilustra la recombi-
nación homóloga no recíproca, en la que un segmento de uno de los cromosomas
apareados se transfiere al otro cromosoma, dejando al primero intacto.
Figura 1-7. Recombinación homóloga recíproca. En la imagen se ilustra la recombi-
nación homóloga recíproca, en la que los cromosomas apareados intercambian
segmentos de ADN entre sí.
Cuando se hace el intercambio de una secuencia muy corta con otra secuencia, con la que
el grado de homología es muy bajo, se denomina recombinación específica de sitio; también
puede suceder que los intercambios se den entre secuencias no homólogas, en ese caso se
define como recombinación no homóloga.
1.3.3. Deleciones, inserciones e inversiones
Una deleción es una pérdida de una secuencia de ADN, puede ser desde un solo par de
nucleótidos hasta una parte considerable del cromosoma. Por otro lado, cuando hay ganancia
de una secuencia de ADN se denomina inserción; las deleciones e inserciones no se producen
únicamente como consecuencia del proceso de replicación, sino que también son consecuencia
de la capacidad de movimiento que tienen los elementos transponibles, ver Sección 1.4.
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Finalmente, una inversión es el cambio de sentido, pero de no de posición, de una secuencia
de ADN, ver Figura 1-8.
Figura 1-8.Deleción, inserción e inversión. En la parte izquierda de la imagen se ilustra
un cromosoma que pierde un segmento de ADN, proceso conocido como deleción.
En el centro de la imagen se ilustra un segmento de ADN de un cromosoma que
se inserta en otro cromosoma, proceso conocido como inserción. Finalmente, en
la parte derecha de la imagen se ilustra un segmento de ADN que cambia de
sentido, proceso conocido como inversión.
1.4. Transposición y retroposición
Como se mencionó en la Subsección 1.3.3, existen elementos dentro del genoma que tienen
la habilidad de moverse, dichos elementos se conocen como elementos transponibles o ele-
mentos movibles, y al movimiento ejecutado por estos se le denomina transposición. Dentro
del proceso de transposición se destacan dos lugares en el genoma; uno de ellos es la región
donante, en donde inicialmente se encuentra el elemento transponible y el otro es la región
objetivo que es la que lo albergará una vez este haya realizado el movimiento. Para que el
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elemento transponible pueda ser insertado en la región donante, ésta tiene que romperse
mediante el desapareamiento de los pares de bases que la conforman; una vez que se ubica el
elemento transponible, el ADN polimerasa complementa las zonas que habían sido desapa-
readas. La transposición se puede clasificar en conservativa y replicativa. La transposición es
conservativa cuando el elemento transponible se mueve a otro lugar del genoma, abandonan-
do totalmente su ubicación original. Por otro lado, se dice que la transposición es replicativa
cuando el elemento transponible es replicado y una de las copias obtenidas permanece en el
sitio donante, mientras la otra se mueve al sitio objetivo, ver Figura 1-9.
Elemento transponibleAntes
Transposición conservativa
Región objetivoRegión donante
Después
Región objetivoRegión donante
Elemento transponible
Antes
Después
Transposición replicativa
Replicación ADN
Figura 1-9. Transposición conservativa y replicativa. En la parte superior de la ima-
gen, se ilustra un segmento de ADN que se mueve de un lugar del genoma a
otro; este movimiento se conoce como transposición conservativa. Por otro lado,
en la parte inferior de la imagen, se ilustra un segmento de ADN que se replica,
la copia resultante de la replicación se inserta en otro lugar en el genoma; este
proceso se conoce como transposición replicativa.
También puede suceder que la región del ADN donante, que contiene al elemento trans-
ponible, se transcriba en un ARN y luego mediante un proceso denominado transcripción
inversa, que consiste en transcibir el ARN, se genere un segmento de ADN conocido como
ADN complementario (ADNc). Este ADNc se integra finalmente al genoma en la región
objetivo, ver Figura 1-10. El mencionado proceso se conoce como retroposición.
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Elemento transponible
Antes
TranscripciónARN
ADNc Transcripción
inversa
Región objetivoRegión Donante
Después
Figura 1-10. Retroposición. En la imagen se ilustra un segmento de ADN (elemento
transponible) que es transcrito en un ARN y luego transcrito inversamente
en una cadena de ADN denominada ADN complementario. Dicho ADNc es
integrado al genoma; este proceso se conoce como retroposición.
Los anteriores procesos generan múltiples copias de secuencias en el genoma, las cuales se
conocen como elementos repetitivos, estos se pueden presentar de manera consecutiva o de
manera dispersa en el genoma [13, pp. 389-394].
1.5. Sintenia
Como consecuencia de la acumulación de mutaciones en el genoma, la población de una es-
pecie determinada se puede dividir en poblaciones que estén aisladas reproductivamente, es
decir que dicha especie genera dos nuevas especies, este proceso es conocido como especiación
[13, p. 174]. Sin embargo, pese a que las nuevas especies están aisladas reproductivamente
sus genomas tienen en común varios segmentos de ADN.
Dos genes de especies diferentes se denominan ortólogos si ellos se derivan de un proceso de
especiación [13, p. 271]. Por otro lado, dos genes se denominan parálogos si ellos se derivan
de un evento de duplicación de un gen ancestral dentro de un mismo genoma; ver Figura
1-11. Para el caso de los genes ARNm, es decir los genes que codifican proteínas, la ortología
ha sido ampliamente estudiada [33]. Sin embargo, no sucede lo mismo para los genes ARNt,
ya que como se explica en [4, p. 9] los genes ARNt parálogos son muy parecidos, por tanto
la ortología es difícil de establecer.
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Figura 1-11. Evento de duplicación y evento de especiación. En la imagen los genes α
y β se derivan de la duplicación de un gen ancestral, por lo tanto son parálogos.
Por otro lado, los genes α de la especie 1 y la especie 2 se derivan de un evento
de especiación, por lo tanto son ortólogos; Lo mismo sucede con los genes β de
la especie 1 y de la especie 2
Para poder establecer que genes ARNt se han conservado de una especie a otra, se usa el
criterio de conservación en sintenia propuesto en [4, p. 12]. El criterio de conservación en
sintenia dice que dos genes ARNt, de especies diferentes, están conservados en sintenia si al
considerar los 40000 nucleótidos que están a la derecha o a la izquierda de dichos genes, se
pueden encontrar al menos 2 genes, en cada especie, que codifican proteínas y que sean ortó-
logos. En el Anexo C se encuentra el conteo de los genes ARNt que se conservan en sintenia
entre las especies del género Drosophila, que son objeto de estudio de este trabajo. Esto se
calculó gracias a los datos de conservación entre sintenia de genes ARNt proporcionados por
los autores de [4].
1.6. Distancia evolutiva
Una manera de determinar que tan separadas evolutivamente están dos especies, es mediante
el cálculo de la distancia evolutiva entre sus genomas. La distancia evolutiva, entre dos espe-
cies diferentes, se define como el número esperado de sustituciones por sitio que han ocurrido
entre secuencias de nucleótidos, o de aminoácidos, de dichas especies desde su divergencia
de un ancestro común [20].
En este trabajo se usa la distancia de mutación genómica, definida en [21], como distancia
evolutiva entre parejas de especies del género Drosophila. En la Tabla 1-2 se muestran
dichas distancias de mutación genómica, estos datos fueron proporcionados por los autores
del artículo “Genomic organization of eukaryotic tRNAs”.
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Tabla 1-2. Distancias de mutación genómica
Dsim Dsec Dmel Dyak Dere Dana Dpse Dper Dwil Dmoj Dvir Dgri
Dsim 0.000 0.045 0.110 0.246 0.239 1.162 1.203 1.212 1.448 1.455 1.407 1.406
Dsec 0.045 0.000 0.113 0.248 0.241 1.165 1.205 1.214 1.451 1.458 1.410 1.408
Dmel 0.110 0.113 0.000 0.256 0.248 1.172 1.213 1.222 1.458 1.465 1.417 1.415
Dyak 0.246 0.248 0.256 0.000 0.186 1.174 1.214 1.223 1.460 1.467 1.419 1.417
Dere 0.239 0.241 0.248 0.186 0.000 1.166 1.207 1.216 1.452 1.459 1.411 1.410
Dana 1.162 1.165 1.172 1.174 1.166 0.000 1.256 1.265 1.501 1.508 1.460 1.459
Dpse 1.203 1.205 1.213 1.214 1.207 1.256 0.000 0.028 1.303 1.310 1.262 1.260
Dper 1.212 1.214 1.222 1.223 1.216 1.265 0.028 0.000 1.312 1.319 1.271 1.269
Dwil 1.448 1.451 1.458 1.460 1.452 1.501 1.303 1.312 0.000 1.390 1.342 1.340
Dmoj 1.455 1.458 1.465 1.467 1.459 1.508 1.310 1.319 1.390 0.000 0.715 0.840
Dvir 1.407 1.410 1.417 1.419 1.411 1.460 1.262 1.271 1.342 0.715 0.000 0.792
Dgri 1.406 1.408 1.415 1.417 1.410 1.459 1.260 1.269 1.340 0.840 0.792 0.000
Se utiliza el método de neighbor-joining [13, p. 189] implementado en R [31], para resumir
la tabla anterior en la Figura 1-12.
Figura 1-12. Distancias de mutación genómica. En la imagen se muestra que tan
alejadas están evolutivamente una especie de la otra, según la distancia de mu-
tación genómica, mediante trayectorias que conectan una especie con la otra.
La longitud de cada trayectoria entre dos especies está dada por su distancia
de mutación genómica.

2. Preliminares matemáticos
En este capítulo se presentan los conceptos matemáticos, que son necesarios para el desarro-
llo del trabajo.
Para el lector interesado en profundizar más los temas que se exponen en este capítulo,
se le sugiere consultar los siguientes numerales de la bibliografía: Para la Sección 2.1, los
numerales [5], [7] y [15]; para la Sección 2.2 los numerales [5] y [26]; para la Sección 2.3 los
numerales [3], [7], [18] y [19]; para la Sección 2.4, los numerales [14], [17], [23], [30] y [32]; y
para la Sección 2.5 los numerales [11] y [25].
2.1. Alfabetos, cadenas y lenguajes
Puesto que el objeto de estudio de este trabajo son los resultados del secuenciamiento de los
genomas de doce especies del género Drosophila, es necesario hablar de cadenas de caracteres,
para lo cual se tiene en cuenta lo siguiente.
Definición 2.1.1. Un alfabeto es un conjunto finito no vacío cuyos elementos se llaman
símbolos.
En este trabajo se considera el alfabeto:
N = {A,C,G, T}.
Esto se debe a que en los datos, generados por la secuenciación del genoma; el símbolo
A representa al nucleótido adenina, C representa al nucleótido citosina, G representa al
nucleótido guanina y T representa al nucleótido timina.
Definición 2.1.2. Una cadena o palabra sobre un alfabeto Σ es una sucesión finita de
elementos de Σ. Al conjunto de todas las cadenas sobre un alfabeto Σ, incluyendo a la cadena
vacía λ (la cual no tiene símbolos), se le denota Σ∗.
La longitud de una cadena x ∈ Σ∗, a menudo denotada |x|, se define como el número de
símbolos de x. De esta forma, si x = x1x2...xn entonces |x| = n; en particular |λ| = 0.
Dada una cadena x = x1x2...xn, se define su inversa, denotada xR, como la cadena xn..x2x1.
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Para el trabajo con el alfabeto N ; se define la cadena complementaria de x = x1x2...xn,
denotada xc, como una cadena b1b2...bn, de tal manera que para i = 1, ..., n se tiene:
bi =

A si xi = T
C si xi = G
G si xi = C
T si xi = A.
Las definiciones de cadena, inversa y cadena complementaria, son especialmente útiles en
este trabajo. Esto se debe a que la secuenciación del genoma da como resultado un conjunto
de cadenas, que representan la secuencia de nucleótidos de una de las hebras de segmentos
de ADN (en el sentido 5’ 3’). Por otro lado, aunque la información de la otra hebra no
aparece de manera explícita en los resultados de la secuenciación; se puede trabajar con
ella considerando las inversas de las cadenas complementarias de las cadenas resultantes del
mencionado proceso.
Sobre Σ∗ se define la operación concatenación:
· : Σ∗ × Σ∗ −→ Σ∗
(x, y) 7−→ x · y = xy.
Donde xy = x1x2...xny1y2...ym, si x = x1x2...xn y y = y1y2...ym. Es decir, xy es la cadena
formada al escribir los símbolos de x seguidos por los símbolos de y. La concatenación es
una operación asociativa, es decir x(yz) = (xy)z; respecto a esta propiedad, se prefiere
escribir xyz en vez de x(yz) o (xy)z, esto con el ánimo de no generar confusiones cuando los
paréntesis “(” o “)” sean símbolos de los alfabetos estudiados.
Definición 2.1.3. Dada x ∈ Σ∗, se dice que y ∈ Σ∗ es una subcadena de x si existen σ1 y
σ2 ∈ Σ∗ tales que σ1yσ2 = x.
En particular se dice que y es un prefijo de x si |σ1| = 0 y que y es un sufijo de x si |σ2| = 0,
a estas definiciones se les atribuye el adjetivo “propio” si x 6= y.
Dado un alfabeto Σ, se define un lenguaje L sobre dicho alfabeto, como un subconjunto de
Σ∗. De este modo a cada especie de estudio, le corresponde un lenguaje sobre N , el cual está
dado por las cadenas resultantes del proceso de secuenciación.
Cuando el alfabeto es un conjunto totalmente ordenado, por ejemplo Σ = {1, 2, 3, ..., n} con
el orden usual de los números naturales, entonces se pueden establecer ordenes sobre Σ∗,
como el dado en la Definición 2.1.4
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Definición 2.1.4. Sean u = u1u2 · · ·up y v = v1v2 · · · vq cadenas sobre el alfabeto Σ =
{σ1, σ2, ..., , σn}, donde σi < σj si y solo si i < j. Se dice que u es mejor que v, según el
orden lexicográfico, y se escribe u <lex v si se tiene que:
1. p < q y ui = vi para i = 1, ..., p,
o
2. Existe i, tal que ui 6= vi, y para la menor de esas i, se tiene que ui < vi.
2.2. Similitud entre cadenas
Dado que en este trabajo se requiere dar una medida de similitud entre cadenas, se considera
la siguiente definición:
Definición 2.2.1. Sean x y y ∈ Σ∗ tal que |x| = |y|, se define la distancia de Hamming
entre x y y, denotada dH(x, y), como el número de posiciones en las cuales x y y difieren [5,
p. 412].
Si se considera a Ln como el lenguaje sobre un alfabeto Σ, que contiene a todas las cadenas
de longitud n, se tiene la siguiente proposición:
Proposición 2.2.1. Las distancia de Hamming es una métrica sobre Ln
Demostración. Por la definición de la distancia de Hamming se tiene que dH(x, y) ≥ 0, pues-
to que el número de posiciones en las que difieren dos cadenas no puede ser negativo.
Si dH(x, y) = 0 significa que las cadenas x y y no difieren en ninguna posición, luego x = y.
Si x = y entonces dH(x, y) = 0.
dH(x, y) es el número de posiciones para las que x difiere de y, que es el mismo número de
posiciones para las que y difiere de x. Se tiene entonces:
dH(x, y) = dH(y, x).
Para terminar la demostración se debe concluir que se cumple la desigualdad triangular.
Dados x = x1x2...xn, y = y1y2...yn y z = z1z2...zn. Note que dH(x, y) puede ser interpretada
como el número mínimo de símbolos de x que se deben cambiar para obtener la cadena y.
De esta forma dH(x, z)+dH(z, y) es el número mínimo de símbolos de x que se debe cambiar
para tener z más el número mínimo de símbolos de z que se deben cambiar para tener y de
esta forma:
dH(x, y) ≤ dH(x, z) + dH(z, y).

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Sin embargo, las cadenas sobre N = {A,C,G, T} que se buscan comparar en este trabajo
no necesariamente tienen la misma longitud. Para solucionar este inconveniente se introduce
un nuevo símbolo al alfabeto, usualmente se usa el guion “−” y se considera la siguiente
definición:
Definición 2.2.2. Un alineamiento entre dos cadenas ω, σ ∈ N ∗, es una pareja de cadenas
ω, σ ∈ (N ∪ {−})∗, organizadas una bajo la otra; que cumplen:
1. |ω| = |σ|.
2. Si se suprimen los guiones que aparecen en ω y σ entonces se obtienen ω y σ respecti-
vamente.
Por ejemplo la pareja de cadenas
GTACGCAGCA - - - - T
GTA - - - CGCAGCAAT,
es un alineamiento de las cadenas GTACGCAGCAT y GTACGCAGCAAT .
En las cadenas resultantes de un alineamiento, se les denomina gaps a las subcadenas com-
puestas únicamente por guiones y cuya longitud es máximal.
Un camino simple para alinear dos secuencias ω y σ, consiste en una comparación de ellas
mediante una matriz de puntos, para esto se deben seguir los siguientes pasos:
1. Se crea una matriz de tamaño |ω| × |σ|.
2. Se escribe ω a la izquierda de la matriz, de tal manera que a cada fila le corresponda
un símbolo de ω; y se escribe σ en la parte superior de la matriz, de tal manera que a
cada columna le corresponda un símbolo de σ.
3. Si el símbolo de la i−ésima fila es igual al símbolo de la j−ésima columna entonces
se dibuja un punto en esa entrada, en el caso contrario no se hace nada; esto para
i = 1, ..., |ω| y j = 1, ..., |σ|.
4. Se traza una ruta a través de la matriz, comenzando en una entrada del extremo
superior izquierdo y terminando en una entrada del extremo inferior izquierdo. Hay
cuatro posibles tipos de trazos en esta ruta:
a) Un trazo diagonal a través de un punto; el cual indica que los símbolos que deben
ir en ω y σ son iguales, usualmente esto se conoce como un match.
b) Un trazo diagonal a través de una entrada vacía; el cual indica que los símbolos que
deben ir en ω, σ son diferentes, usualmente esto se conoce como un mismatch.
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c) Un trazo horizontal, el cual indica que debe ir un guión “−” en ω.
d) Un trazo vertical, el cual indica que debe ir un guión “−” en σ.
Si quedan filas en la parte inferior sin ningún trazo, entonces debe ir un un guión “−” en σ;
y si quedan columnas a la derecha sin ningún trazo, entonces debe ir un un guión “−” en ω.
La Figura 2-1 muestra dos posibles alineamientos para las secuencias ω =TACGCAGCA
y σ=TACGCAGCAA usando una matriz de puntos. La ruta de la matriz del centro de la
Figura 2-1 genera el alineamiento (2-1), mientras la ruta de la matriz de la derecha genera
el alineamiento (2-2).
ω = TACGCAGCA -
σ = TACGCAGCAA
(2-1)
ω = TACGCAGCA - - - -
σ = TA - - - CGCAGCAA
(2-2)
Figura 2-1. Alineamientos mediante una matriz de puntos. La matriz de la izquierda
es la matriz de puntos construida revisando las coincidencias de los símbolos. En
las matrices del centro y la derecha se trazan rutas para generar un alineamiento
de la secuencias.
Dado que lo que se busca al hacer alineamientos es comparar las cadenas que hacen parte de
ellos; es razonable considerar que los “mejores” alineamientos son aquellos que tenga el mayor
número coincidencias de símbolos, en las mismas posiciones en las cadenas resultantes, y el
menor número de gaps. Teniendo en cuenta esto, el alineamiento de (2-1) es mejor que el
alineamiento en (2-2).
Algunos métodos matemáticos han sido desarrollados con el propósito de encontrar los me-
jores alineamientos. Uno de estos métodos considera 2 cantidades determinadas por un ali-
neamiento. La primera es el número de parejas de símbolos que no coinciden, denotada β; y
la segunda es el número de gaps independientemente de la longitud de ellos, denotada γ. El
objetivo del método es minimizar la función
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f(β, γ) = w1β + w2γ,
donde w1 y w2 son penalidades para el número de parejas que no coinciden y el número de
gaps. A la función f a menudo se le conoce como distancia de un alineamiento. Encontrar el
mínimo de f no es un trabajo sencillo, sin embargo han sido desarrollados varios algoritmos
con ese propósito [26].
Para ilustrar como se calcula la distancia de alineamiento, supongamos que se quieren alinear
las cadenas ATGCGTCGTT y ATCCGCGAT y que w1 = 1 y w2 = 4, para el alineamiento
ATGC - GTCGTT
AT - CCG - CGAT ,
se tiene que f(1, 3) = 1 + 12 = 13; y para el alineamiento
ATGCGTCGTT
ATCCG - CGAT ,
se tiene que f(2, 1) = 2+4 = 6. Por lo tanto el último alineamiento es un mejor alineamiento
que el primero.
El anterior método se puede extender para alinear más de dos secuencias, en ese caso se
denomina alineamiento múltiple de secuencias.
Definición 2.2.3. Un alineamiento múltiple de secuencias entre n cadenas σ1, σ2, ...
y σn ∈ N ∗, es un conjunto de n cadenas σ1, σ2, ... y σn ∈ (N ∪{−})∗, organizadas una bajo
la otra; que cumplen:
1. |σ1| = |σ2| = · · · = |σn|.
2. Si se suprimen los guiones que aparecen en σ1 y σ2, ... y σn entonces se obtienen σ1,
σ2, ... y σn respectivamente.
Los alineamientos múltiples de secuencias se puede construir alineando primero las cadenas
con distancias pequeñas, luego se alinean parejas de grupos de secuencias ya alineadas. Esto
se hace de manera similar a como se hace para dos secuencias, excepto que ahora se calcula
la distancia promedio considerando todos los nucleótidos en todas las posiciones de los dos
grupos de secuencias. Si un gap es introducido, éste se inserta en todas las secuencias del
mismo grupo.
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En el caso particular en que se buscan alinear cadenas de ARN o genes ARN, los mejores
alineamientos serán aquellos en los que se puedan comparar subcadenas que pertenezcan a
la misma región estructural de los ARNs. Por ejemplo para el caso de los ARNt; se busca
que las cadenas resultantes del alineamiento sean de tal manera que si se toman las subca-
denas que determinan un brazo de un ARNt, las subcadenas que están bajo ellas también
corresponden al mismo brazo en sus respectivos ARNt.
Lo anterior dado que muchos tipos de ARN conservan su estructura secundaria más de lo
que conservan su secuencia, por ejemplo los ARNts conservan entre ellos la estructura de
trébol, como se menciono en la Subsección 1.2.1.
Para realizar el alineamiento, de las secuencias de los genes o pseudogenes ARNt, se usa una
herramienta matemática conocida como modelo de covarianza [8]. Los modelos de covarianza
son gramáticas independientes de contexto estocásticas que se construyen de una forma en
particular. En la siguiente Sección se introducen las gramáticas independientes de contexto
estocásticas, y en la Sección 3.2 del Capítulo 3 se construye un modelo de covarianza para
alinear un conjunto de ARNt.
2.3. Gramáticas independientes de contexto
estocásticas
En esta sección se introduce las gramáticas independientes de contexto estocásticas, con el
objetivo de construir una en particular denominada modelo de covarianza en el Capítulo 3.
Definición 2.3.1. Una gramática generativa, o simplemente una gramática, G es una
cuádrupla (V,Σ, S, P ) formada por:
1. Un alfabeto V cuyos elementos se denominan variables o símbolos no terminales.
Las variables se denotarán con las letras mayúsculas; evitando usar A, C, G y T para
no generar confusiones con las representaciones de la adenina, citosina, guanina y
timina respectivamente.
2. Un alfabeto Σ cuyos elementos se denominan símbolos terminales, los alfabetos Σ
y V deben ser disyuntos. Los símbolos terminales se denotan con letras minúsculas.
3. Una variable S ∈ V , denominada símbolo inicial de la gramática.
4. Un conjunto finito P ⊆ (V ∪ Σ)∗ × (V ∪ Σ)∗ cuyos elementos se denominan produc-
ciones o reglas de re-escritura. Una producción (α, β) ∈ P usualmente se denota
α→ β y se lee “α produce β”; esto significa que la cadena α se reemplaza o sobre-escribe
por la cadena β. En la producción α→ β, α se denomina la cabeza de la producción,
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la cual debe contener por lo menos una variable, y β se denomina el cuerpo de la
producción.
Comenzando con el símbolo inicial S de una gramática generativa dada G y aplicando pro-
ducciones de la gramática una o más veces, se obtienen cadenas de símbolos terminales y/o
no terminales. Aquellas cadenas que posean únicamente símbolos terminales determinan un
conjunto denominado Lenguaje generado por G.
Las gramáticas pueden ser clasificadas según el tipo de sus producciones como:
1. Gramáticas tipo 0 o no restringidas. Las producciones pueden ser cualquier ele-
mento de (V ∪ Σ)∗ × (V ∪ Σ)∗.
2. Gramáticas tipo 1 o sensibles al contexto. Las producciones son de la forma
u1Xu2 → v1wv2, con w 6= λ, donde X es una variable y u1, u2, v1, v2 y w son símbolos
no terminales.
3. Gramáticas tipo 2 o independientes del contexto. Las producciones son de la
forma X → w, donde X es una variable y w ∈ (V ∪ Σ)∗.
4. Gramáticas tipo 3 o regulares. Las producciones son de la forma X → a o de la
forma X → aY , donde X y Y son variables y a es un símbolo terminal.
Para el alineamiento de secuencias de ARN o de genes ARN se trabaja con gramáticas in-
dependientes de contexto (estocásticas). Algunos ejemplos de aplicaciones de los otros tipos
de gramáticas se pueden revisar en el Capítulo 9 de [19].
Dados α, β ∈ (V ∪ U)∗ y una producción X → w, entonces se dice que αwβ se deriva
directamente de αXβ, lo cual se denota
αXβ ⇒ αwβ,
cuando a la cadena αXβ se le aplica la producción X → w. Si α1, α2, ... y αn son elementos
de (V ∪ Σ)∗ y hay una sucesión de derivaciones directas
α1 ⇒ α2 ⇒ α3 ⇒ · · · ⇒ αn; (2-3)
entonces se dice que αn se deriva de α1 y que (2-3) es una derivación de αn, lo que se denota
como α1
∗⇒ αn. Lo anterior significa que se puede obtener αn a partir de α1 utilizando cero,
una o más producciones; por otro lado, se denota α1
+⇒ αn si se quiere establecer que αn se
deriva de α1 usando por lo menos una producción.
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El lenguaje generado por una gramática independiente del contexto G, se denomina lenguaje
independiente del contexto y se define como:
L(G) = {w ∈ Σ∗|S +⇒ w};
es decir, L(G) es el conjunto de todas las cadenas de terminales que se pueden derivar,
usando por lo menos una producción, de la variable inicial S.
Ejemplo 2.3.1. Sea G la gramática (V,N , S,P) dada por:
V = {S,X, Y }
N = {a, c, g, t}
P = {S → aXt|gXc, X → tY a, Y → a|c|g|t.}
Entonces L(G) = {ataat, atcat, atgat, attat, gtaac, gtcac, gtgac, gttac}. Tenga en cuenta que
se usó el símbolo pleca “|” para separar las producciones de una misma variable, con el
objetivo de escribirlas de manera más compacta.
Una de las cadenas del lenguaje del Ejemplo 2.3.1 es ataat, ésta se obtiene mediante la
derivación
S ⇒ aXt⇒ atY at⇒ ataat. (2-4)
Existe otra forma; además de las derivaciones; de mostrar que una cadena se deriva del sím-
bolo S, la cual consiste de la construcción de un árbol con raíz. Un árbol con raíz es un
tipo de grafo no dirigido; es decir un conjunto de nodos conectados entre sí por aristas; que
tiene la propiedad de poseer un nodo especial denominado raíz del árbol, tal que desde el
nodo raíz hasta cualquiera de los otros nodos existe una única trayectoria trazada por aristas
del grafo. Los nodos que se encuentran inmediatamente al trazar una trayectoria desde la
raíz, con una única arista, se denominan descendientes inmediatos; cada uno de estos
descendientes inmediatos también tiene sus descendientes inmediatos, definidos de manera
análoga a como se definieron los de la raíz; y de esta misma forma se pueden definir los
descendientes inmediatos de cada nodo.
Cuando un nodo α2 es descendiente inmediato de un nodo α1, se dice que α1 es un ancestro
inmediato de α2. Los nodos en un árbol con raíz pueden tener 0, 1, 2 o más descendien-
tes inmediatos; sin embargo solo tienen un ancestro inmediato, salvo en el caso del nodo
raíz. A los nodos que no tienen descendientes inmediatos se les denomina hojas del árbol
y a los que si tienen descendientes, salvo por el nodo raíz, se les denomina nodos interiores.
El árbol con raíz usado para mostrar que S
+⇒ w, w ∈ Σ∗ [7, p. 89], denominado árbol de
la derivación, se configura de la siguiente manera:
30 CAPÍTULO 2. PRELIMINARES MATEMÁTICOS
1. La raíz se etiqueta con el símbolo S.
2. Cada uno de los nodos interiores es etiquetado con un no terminal.
3. Cada una de las hojas se etiqueta con un terminal o con la cadena vacía λ.
4. Si en la derivación de w a partir de S aparece la producción X → α1α2 · · ·αn donde α1,
α2, ... y αn están en (V ∪ Σ)∗, entonces el nodo X tienen n descendientes inmediatos,
los cuales están etiquetados por α1, α2, ... y αn, escritos de izquierda a derecha.
De lo anterior se puede concluir que las etiquetas de las hojas de un árbol de derivación,
usado para mostrar que S
+⇒ w, escritas de izquierda a derecha forman la palabra w.
Ejemplo 2.3.2. Sea G la gramática (V,N , S,P) dada por:
V = {S,X, Y }
N = {a, c, g, t}
P = {S → SSS|aXt|gXc, X → tY a, Y → a|λ.}
Se tiene que
ataatgtacataat ∈ L(G),
puesto que S
+⇒ ataatgtacataat. El árbol de derivación correspondiente se muestra en la
Figura 2-2.
b
S
S b
a b X b
t b Y b
a b
b a
b t
S b
g b X b
t b Y b
λ b
b a
b c
b S
a b X b
t b Y b
a b
b a
b t
Figura 2-2. Árbol de derivación. En la imagen se ilustra el árbol de derivación de la
cadena ataatgtacataat, lo cual indica que dicha cadena se deriva de S mediante
la aplicación de varias producciones. Note que si se leen las etiquetas de las
hojas de izquierda a derecha se obtiene la cadena mencionada.
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Revisar que una cadena particular sea generada o no por una gramática no siempre es una
tarea sencilla, esto depende mucho de la cantidad y complejidad de las producciones. Sin
embargo, existen varios métodos que pueden ayudar en está tarea. Por ejemplo el algoritmo
CYK, ver [7, p. 137], determina si una cadena es generada o no por una gramática indepen-
diente de contexto dada; siempre y cuando la gramática esté escrita en Forma normal de
Chomsky, es decir que las producciones sean de la forma W → XY o W → a donde W ,
X y Y son no terminales y a es un terminal1; una gramática en forma normal de Chomsky
también permite la generación de la cadena vacía; esto se hace agregando la producción
S → λ, donde S es el símbolo inicial de la gramática.
Una aplicación interesante, de las gramáticas libres de contexto, en el estudio comparativo
de los ARN en general, es la modelación de segmentos que poseen la misma estructura, como
en el siguiente ejemplo.
Ejemplo 2.3.3. Las secuencias de los segmentos de dos ARNts, que se muestran en la
Figura 2-3, pueden ser generados por la gramática G = (V,N , S,P), donde N = {a, c, g, u},
V = {S,W1,W2,W3,W4,W5} y
P =

S → cW1g
W1 → aW2u|uW2a|gW2c|cW2g
W2 → aW3u|uW3a|gW3c|cW3g
W3 → aW4u|uW4a|gW4c|cW4g
W4 → aW5u|uW5a|gW5c|cW5g
W5 → uuccuau.
Figura 2-3. Segmentos de dos ARNt con la misma estructura. s1 y s2 son los brazos
del anticodón de dos ARNt, que poseen exactamente la misma estructura aunque
no la misma secuencia de nucleótidos. La secuencia ccu, en gris, es el anticodón.
1Toda gramática independiente de contexto se puede reescribir como una gramática en Forma Normal de
Chomsky, ver [7, p. 113].
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Note que la gramática G del Ejemplo 2.3.3, no genera únicamente las secuencias de los dos
segmentos de ARNt de la Figura 2-3. Dicha gramática también genera otras secuencias de
segmentos de ARNt con la misma estructura; dadas las producciones de las variables S, W1,
W2, W3 y W4; todas por supuesto con la misma longitud. Además sin importar cual sea la
cadena que pertenece al lenguaje generado por G, el árbol de derivación siempre tendrá la
misma forma.
Al considerar el caso de los ARNts, escogiendo uno en particular, se puede construir una
gramática independiente de contexto que lo genere; de tal manera que el árbol de derivación
capture la estructura secundaria, dada por los apareamientos entre ciertos nucleótidos. Por
ejemplo, considere el ARNt de la Figura 2-4, éste ha sido dividido en cuatro partes, lo que
facilita proponer las producciones de la gramática, y el posterior planteamiento del modelo
de covarianza. Las variables de la gramatica G = (V,N , S1,P) se clasifican en seis diferentes
tipos y se indexan de acuerdo al orden en que aparezcan en la derivación del ARNt tomado
como ejemplo:
1. Variables tipo S, la primera de ellas será S1, la cual es el símbolo inicial de la gramática.
Las producciones que tienen una variable tipo S como cabeza son de la forma S → W ,
donde W es cualquier otra variable que no sea tipo S. Estas variables serán usadas
cuando se quiera empezar a escribir la cadena de una de las partes del ARNt.
2. Variables tipo P . Las producciones que tienen una variable tipo P como cabeza son de
la forma P → bWd; donde b y d ∈ N ,y W es cualquier otra variable que no sea tipo
S. Estas variables serán usadas cuando se necesite que el árbol de derivación capture
el apareamiento entre los nucleótidos representados por b y d. Note que no se impone
la condición adicional de que b y d tengan que ser complementarios en el sentido de
Watson y Crick, esto es de gran utilidad en el planteamiento del posterior modelo de
covarianza, en el cual se flexibiliza esta condición.
3. Variables tipo L. Las producciones que tienen una variable tipo L como cabeza son
de la forma b → aW ; donde b ∈ N y W es cualquier otra variable que no sea tipo
S. Estas variables serán usadas, cuando sea posible, para generar los símbolos de los
nucleótidos que no aparezcan apareados dentro de la estructura del ARNt
4. Variables tipo R. Las producciones que tienen una variable tipo R como cabeza son de
la forma R→ Rb; donde b ∈ N yW es cualquier otra variable que no sea tipo S. Estas
variables serán usadas cuando las variables tipo L no puedan generar los símbolos de
los nucleótidos en las posiciones deseadas.
5. Variable T . La única producción que tiene como cabeza a la variable T es de la forma
T →W1W2W3; donde W1,W2 yW3 son variables tipo S. Esta variable aparece cuando
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se han terminado de generar los símbolos de la parte 1 de la molécula, para poder
escribir las otras tres partes de manera independiente.
6. Variables tipo E. Las producciones que tienen una variable tipo E como cabeza son de
la forma E → λ. Estas variables aparecen cuando se han generado todos los símbolos
de la parte 2, 3 o 4.
Figura 2-4. División de un ARNt en 4 partes. Una forma de crear una gramática que
genere un ARNt de tal manera que el árbol de derivación capture la estructura
secundaria de dicha molecula se basa en la creación de cierto conjunto de pro-
ducciones que se daran según la parte de la molécula que se quiera representar.
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Las producciones de la gramática que genera el ARNt de la Figura 2-4 se listan a conti-
nuación.
Parte 1 Parte 2 Parte 3 Parte 4
S1 → R2 S11 → L12 S27 → L28 S44 → L45
R2 → P3g L12 → tL13 L28 → aP29 L45 → gL46
P3 → gP4c L13 → aP14 P29 → tP30a L46 → gL47
P4 → cP5g P14 → gP15c P30 → gP31c L47 → gL48
P5 → cP6g P15 → cP16g P31 → aP32t L48 → tL49
P6 → cP7g P16 → tP17a P32 → gP33c L49 → cP50
P7 → gP8c P17 → cL18g P33 → aL34t P50 → gP51c
P8 → gP9c L18 → gL19 L34 → cL35 P51 → tP52a
P9 → cT10g L19 → gL20 L35 → tL36 P52 → gP53c
T10 → S11S27S44 L20 → tL21 L36 → cL37 P53 → gP54c
L21 → cL22 L37 → tL38 P54 → gP55c
L22 → gL23 L38 → cL39 P55 → gL56c
L23 → gL24 L39 → tL40 L56 → tL57
L24 → tL25 L40 → tL41 L57 → tL58
L25 → aE26 L41 → aL42 L58 → cL59
E26 → λ L42 → aE43 L59 → gL60
E43 → λ L60 → aL61
L61 → gL62
L62 → cE63
E63 → λ
Cualquier secuencia de un ARNt, que tenga exactamente la misma longitud y estructura del
ARNt del la Figura 2-4, puede ser generado si se modifica el conjunto de producciones de
la siguiente manera:
1. Reemplazando cada producción W → bY d; donde W es una variable tipo P , Y ∈ V ,
y b, d ∈ N ; por las producciones W → aY t|tY a|gY c|cY g.
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2. Reemplazando cada producción W → Y d, donde W es una variable tipo R, Y ∈ V y
d ∈ N , por las producciones W → Y t|Y a|Y c|Y g.
3. Reemplazando cada producción W → bY , donde W es una variable tipo L, Y ∈ V y
b ∈ N , por las producciones W → aY |tY |gY |cY .
Y los árboles de derivación de cualquiera de los ARNts de dicha gramática tendrán exacta-
mente la misma forma y los mismos no terminales en los nodos interiores, ver Figura 2-2.
Note que las cadenas generadas por la gramática anterior forman un alineamiento múltiple
sin gaps, de esta forma se puede considerar que cada nodo interior del árbol de derivación
“modela” 0, 1 o 2 columnas del alineamiento. Por ejemplo, al considerar el alineamiento
múltiple dado por la siguientes cadenas:
gcccggctagctcagtcggtagagcatgagactcttaatctcagggtcgtgggttcgagccccacgccgggcg
acccggctcgctcagtcaatagagcatgagactcttaatctcagggtcgtgggttcgagccccacgccgggtc
acccggctggctcagtcgatagagcatgagactcttaatctcagggtcgtgggttcgggccccacgccgggtc
gcccggctagctcagtcaatagagcatgagactcttaatctcagggtcgtgggtccgagccccacgccgggcg
gcccggctagctcagtcgatagagcatgagactcttaatctcagggtcgtgggtccgagccccacgccgggcg
producidas por la gramática G, se tiene que la primera y la penúltima columna
gcccggctagctcagtcggtagagcatgagactcttaatctcagggtcgtgggttcgagccccacgccgggcg
acccggctcgctcagtcaatagagcatgagactcttaatctcagggtcgtgggttcgagccccacgccgggtc
acccggctggctcagtcgatagagcatgagactcttaatctcagggtcgtgggttcgggccccacgccgggtc
gcccggctagctcagtcaatagagcatgagactcttaatctcagggtcgtgggtccgagccccacgccgggcg
gcccggctagctcagtcgatagagcatgagactcttaatctcagggtcgtgggtccgagccccacgccgggcg
son modeladas por el nodo etiquetado con P3.
Sin embargo, el procedimiento previo no es suficiente para describir un conjunto cualquiera
de ARNts, ya que nada garantiza que ellos tengan la misma longitud aunque preserven la
misma forma estructural. Para poder construir gramáticas que describan cualquier conjunto
de ARNts; de tal manera que el árbol de derivación de todas las secuencias tenga exactamente
la misma forma; se necesitan considerar producciones que introduzcan gaps de longitud
adecuada dentro de las secuencias, en la posición que sea necesario, para que todas tengan
la misma longitud y preserven la estructura. Las gramáticas independientes de contexto
estocásticas pueden cumplir con el anterior requisito.
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S1
R2 ⊲ g
c ◭ P3 ◮ g
c ◭ P4 ◮ g
c ◭ P5 ◮ g
c ◭ P6 ◮ g
g ◭ P7 ◮ c
g ◭ P8 ◮ c
c ◭ P9 ◮ g
T10
S11
t ⊳ L12
a ⊳ L13
g ◭ P14 ◮ c
c ◭ P15 ◮ g
t ◭ P16 ◮ a
c ◭ P17 ◮ g
a ⊳ L18
g ⊳ L19
t ⊳ L20
c ⊳ L21
g ⊳ L22
g ⊳ L23
t ⊳ L24
a ⊳ L25
E26
S27
a ⊳ L28
t ◭ P29 ◮ a
g ◭ P30 ◮ c
a ◭ P31 ◮ t
g ◭ P32 ◮ c
a ◭ P33 ◮ t
c ⊳ L34
t ⊳ L35
c ⊳ L36
t ⊳ L37
t ⊳ L38
t ⊳ L39
t ⊳ L40
a ⊳ L41
a ⊳ L42
E43
S44
g ⊳ L45
g ⊳ L46
g ⊳ L47
t ⊳ L48
c ⊳ L49
g ◭ P50 ◮ c
t ◭ P51 ◮ a
g ◭ P52 ◮ c
g ◭ P53 ◮ c
g ◭ P54 ◮ c
g ◭ P55 ◮ c
t ⊳ L56
t ⊳ L57
c ⊳ L58
g ⊳ L59
a ⊳ L60
a ⊳ L61
c ⊳ L62
E63
Figura 2-5. Árbol de derivación de un ARNt. En la imagen se ilustra el árbol de
derivación del ARNt de la Figura 2-4, el cual captura la estructura secundaria
de dicho ARNt. El interior de los nodos está etiquetado con una variable y a los
lados se encuentran los símbolo emitido por dicha variable.
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Definición 2.3.2. Una gramática independiente del contexto estocástica es una dupla
(G, p), a menudo denotada Gp; donde G es una gramática independiente del contexto y
p : P → [0, 1], con P el conjunto de las producciones de la gramática G, tal que para cada
variable Y se tiene que: ∑
(Y→α)∈PY
p(Y → α) = 1,
donde PY es el conjunto de todas las producciones, cuya cabeza es la variable Y [3, p. 8]. Es
decir, Para cada PY , p es una función de probabilidad asociada a dicho conjunto [18].
Ejemplo 2.3.4. Sea G = (V,Σ, S,P) con V = {S,W1,W2,W3,W4}, Σ = {a, c} y
P =

S →W1W3|W2W4|W1W1|W2W2
W3 → SW1
W4 → SW2
W1 → a
W2 → c.
Y sea p : P → [0, 1] tal que:
p(S →W1W3) = 0,3
p(S →W2W4) = 0,4
p(S →W1W1) = 0,2
p(S →W2W2) = 0,1
p(W3 → SW1) = 1
p(W4 → SW2) = 1
p(W1 → a) = 1
p(W2 → c) = 1.
Entonces la dupla (G, p) es una gramática independiente de contexto estocástica.
Para este tipo de gramáticas el principal interés, respecto a una cadena dada, no es solamente
saber si ella es generada o no por la gramática; sino saber cual es la probabilidad de que
dicha cadena sea generada por la gramática. Sea
S ⇒ α1 ⇒ α2 ⇒ · · · ⇒ αn ⇒ x,
una derivación particular de la cadena x a partir de S, que se denotará dx. La probabilidad
de que x se generé a partir de dicha derivación dada la gramática independiente de contexto
estocástica Gp es:
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Pr(x, dx|Gp) = Pr(S +⇒ x|Gp) = p(S ⇒ α1)p(α1 ⇒ α2) · · ·p(αn ⇒ x).
Dado que la cadena x no necesariamente tiene una única derivación a partir del símbolo
inicial, se tiene que la probabilidad de que x se generé de Gp es
Pr(x|Gp) =
∑
dx∈Dx
Pr(x, dx|Gp),
donde Dx es el conjunto de todas las derivaciones de x a partir de S [3]. De este modo, el
lenguaje generado por la gramática Gp se define como
L(Gp) = {x|Pr(x|Gp) > 0}.
Un modelo de covarianza es un gramática independiente de contexto estocástica; que se
construye a partir del árbol de derivación de la secuencia de un ARN, que captura sus es-
tructura secundaria mediante el uso de variables tipo S, P , R, L, T y E en cierta gramática
independiente de contexto G. En el Capítulo 3 se construye un modelo de covarianza capaz
de generar cualquier ANRt, con el objetivo realizar el alineamiento múltiple de las secuencias
que se necesitan para el trabajo.
2.4. Normas matriciales y sensibilidad
Para discutir que tanto cambia el modelo propuesto respecto a la escogencia de ciertos
parámetros, es necesario recurrir a la siguiente definición:
Definición 2.4.1. Sobre un espacio vectorial V , una norma es una función ||·|| : V −→ R≥0
que satisface las siguientes propiedades:
1. Si x 6= 0 entonces ||x|| > 0 y ||x|| = 0 si y solo si x = 0.
2. Si α ∈ R y x ∈ V entonces ||αx|| = |α|||x||.
3. Si x y y ∈ V entonces ||x+ y|| ≤ ||x||+ ||y||.
Para Rn existen tres ejemplos muy utilizados de normas:
1. La norma euclidiana, la cual se define para −→x = (x1, x2, ..., xn)t como:
||−→x ||2 =
(
n∑
i=1
x2i
) 1
2
.
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2. La norma infinito, la cual se define para −→x = (x1, x2, ..., xn)t como:
||−→x ||∞ = ma´x
1≤i≤n
{|xi|}.
3. La norma 1, la cual se define para −→x = (x1, x2, ..., xn)t como:
||−→x ||1 =
n∑
i=1
|xi|.
Para el espacio vectorial Mnn (el de las matrices de tamaño n × n) se puede definir una
norma íntimamente ligada a la norma de Rn, esto de la siguiente forma:
Definición 2.4.2. Dada || · || una norma vectorial sobre Rn, su norma matricial asociada
se define como:
|||A||| = sup{||A−→x || : −→x ∈ Rn y ||−→x || = 1}. (2-5)
Teorema 2.4.1. Dada || · || una norma sobre Rn, entonces (2-5) define una norma sobre
Mnn.
Demostración. Se debe verificar que se satisfacen las tres propiedades correspondientes a
una norma.
Primero, si A ∈Mnn es tal que A 6= 0 (donde 0 es la matriz de tamaño n× n cuyas compo-
nentes son todas iguales a cero) entonces A posee al menos una columna con componentes
diferentes de cero. Sea A(i) una columna que posee al menos un elemento distinto de cero
y sea −→ei el vector cuya i−ésima componente es 1 y es la única diferente de cero, es decir,−→ei = (0, ..., 0, 1, 0, ..., 0)t. El vector −→v = −→ei /||−→ei || tiene norma 1 y por tanto:
|||A||| ≥ ||A−→v || =
∣∣∣∣∣∣∣∣A −→ei||−→ei ||
∣∣∣∣∣∣∣∣ = ||A(i)||||−→ei || = ||A(i)|| > 0.
Por otro lado, cuando A = 0, el conjunto {||0−→x || : −→x ∈ Rn y ||−→x || = 1} es igual al conjunto
{0}; luego 0 = sup{0} = |||0|||.
Para probar la segunda propiedad, considere α ∈ R, entonces:
|||αA||| = sup{||αA−→x || : −→x ∈ Rn y ||−→x || = 1}
= sup{|α|||A−→x || : −→x ∈ Rn y ||−→x || = 1}
= |α| sup{||A−→x || : −→x ∈ Rn y ||−→x || = 1}
= |α||||A|||.
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Finalmente, para verificar la desigualdad triangular, se consideran A y B ∈ Mnn. Luego se
tiene:
|||A+B||| = sup{||(A+B)−→x || : −→x ∈ Rn y ||−→x || = 1}
= sup{||A−→x +B−→x || : −→x ∈ Rn y ||−→x || = 1}
≤ sup{||A−→x ||+ ||B−→x || : −→x ∈ Rn y ||−→x || = 1}
≤ sup{||A−→x || : −→x ∈ Rn y ||−→x || = 1}+ sup{||B−→x || : −→x ∈ Rn y ||−→x || = 1}
= |||A|||+ |||B|||.

Adicionalmente ||| · ||| cumple:
Proposición 2.4.1. Sea ||| · ||| una norma sobre Mnn, asociada a una norma || · || sobre Rn,
entonces:
1. ||| · ||| es compatible. Es decir, dado −→x ∈ Rn y A ∈Mnn, se tiene:
||A−→x || ≤ |||A|||||−→x ||.
2. ||| · ||| es submultiplicativa. Es decir, dadas A y B ∈Mnn se tiene:
|||AB||| ≤ |||A||||||B|||.
Demostración. Para probar que ||| · ||| es compatible, considere −→x 6= 0, entonces se tiene
que:
||A−→x ||
||−→x || =
∣∣∣∣∣∣∣∣A −→x||−→x ||
∣∣∣∣∣∣∣∣ ≤ sup{||A−→v || : −→v ∈ Rn y ||−→v || = 1} = |||A|||.
Luego ||A−→x || ≤ |||A|||||−→x ||.
Si −→x = −→0 se tiene que ||A−→0 || = 0 ≤ |||A|||||−→0 || = 0.
Para probar que ||| · ||| es submultiplicativa, considere A y B ∈Mnn, entonces se tiene que:
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|||AB||| = sup{||AB−→x || : −→x ∈ Rn y ||−→x || = 1}
= sup
{ ||AB−→x ||||B−→x ||
||B−→x || :
−→x ∈ Rn y ||−→x || = 1
}
= sup
{∣∣∣∣∣∣∣∣A B−→x||B−→x ||
∣∣∣∣∣∣∣∣ ||B−→x || : −→x ∈ Rn y ||−→x || = 1}
≤ sup{sup{||A−→v || : −→v ∈ Rn y ||−→v || = 1}||B−→x || : −→x ∈ Rn y ||−→x || = 1}
= sup{||A−→v || : −→v ∈ Rn y ||−→v || = 1} sup{||B−→x || : −→x ∈ Rn y ||−→x || = 1}
= |||A||||||B|||

Dada la norma euclidiana || · ||2 sobre Rn, su norma asociada sobreMnn, se denomina norma
espectral y se denota ||| · |||2. Por otro lado; se denota ||| · |||1 a la norma asociada a || · ||1,
la cual también se denomina norma 1; y se denota ||| · |||∞ a la norma asociada a || · ||∞, la
cual también se denomina norma infinito.
En este trabajo se usa la norma euclidiana sobre Rn y la norma espectral sobreMnn. Sin em-
bargo, para los cálculos computacionales que se deben realizar se requiere el Teorema2.4.2,
el cual necesita de las siguientes proposiciones para ser probado.
Proposición 2.4.2. Si A ∈Mnn simétrica, es decir At = A, entonces los valores propios de
A son números reales.
Demostración. Para probar esto, se debe considerar el producto interno sobre Cn, el cual se
define para −→x = (x1, ..., xn) y −→y = (y1, ..., yn) como:
< −→x ,−→y >=
n∑
i=1
xiyi.
Sea λ un valor propio de A con un vector propio −→v , es decir, A−→v = λ−→v . Entonces:
< A−→v ,−→v >=< λ−→v ,−→v >= λ < −→v ,−→v > .
Por otro lado:
< A−→v ,−→v >=< −→v , At−→v >=< −→v , A−→v >=< −→v , λ−→v >= λ < −→v ,−→v > .
Luego λ < −→v ,−→v >= λ < −→v ,−→v >, y puesto que < −→v ,−→v >= ||−→v ||22 6= 0 entonces λ = λ, es
decir, λ es igual a su conjugado. Por tanto λ ∈ R. 
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Proposición 2.4.3. Dada A ∈ Mnn. AtA es simétrica y semidefinida positiva, es decir,−→x tAtA−→x ≥ 0 para todo −→x ∈ Rn.
Demostración. Dado que (AtA)t = At(At)t = AtA, entonces A es simétrica.
Para probar que AtA es semidefinida positiva, sea −→x ∈ Rn, entonces:
−→x tAtA−→x = (A−→x )tA−→x = ||A−→x ||22 ≥ 0.

Proposición 2.4.4. Sea B ∈ Mnn simétrica. Entonces existe una matriz ortogonal P ∈Mnn;
es decir, P t = P−1; tal que:
P tBP =

λ1 0 · · · 0
0 λ2 · · · 0
...
...
...
...
0 0 · · · λn
 .
Donde λ1, λ2, ..., λn son los valores propios de la matriz B.
Demostración. Sea −→x1 un vector propio correspondiente al valor propio λ1, tal que ||−→x1||2 = 1;
y sean −→u1, −→u2, ... y −−→un−1, n− 1 vectores ortogonales entre sí y ortogonales a −→x1. Entonces se
define la matriz:
U1 =
( −→u1 −→u2 · · · −−→un−1 ) .
Y la matriz:
P1 =
( −→x1 U1 ) .
De lo anterior se tiene que P1 es ortogonal y que U t1
−→x1 = −→0 ∈ Rn−1. Luego:
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P t1BP1 =
( −→x1t
U t1
)
B
( −→x1 U1 )
=
( −→x1t
U t1
)(
B−→x1 BU1
)
=
( −→x1t
U t1
)(
λ1
−→x1 BU1
)
=
( −→x1tλ1−→x1 −→x1 tBU1
U t1λ1
−→x1 U t1BU1
)
=
(
λ1||−→x1||22 (B−→x1)tU1
λ1U
t
1
−→x1 U t1BU1
)
=
(
λ1 λ1(U
t
1
−→x1)t
0 U t1BU1
)
=
(
λ1 0
0 U t1BU1
)
.
Sea B2 = U t1BU1, note que:
det(B − λIn) = det(P t1BP1 − λIn) = (λ1 − λ)det(B2 − λIn−1).
Por tanto λ2, ... y λn son valores propios de B2. Como B2 es simétrica, por el razonamiento
anterior, se tiene que existe una matriz Q2 ortogonal tal que:
Qt2B2Q2 =
(
λ2 0
0 B3
)
.
Donde B3 es una matriz de tamaño (n− 2)× (n− 2) simétrica cuyos valores propios son λ3,
... y λn. Sea P2 ∈Mnn tal que:
P2 =
(
1 0
0 Q2
)
.
Entonces:
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P t2P
t
1BP1P2 =
(
1 0
0 Qt2
)(
λ1 0
0 U t1BU1
)(
1 0
0 Q2
)
=
(
λ1 0
0 Qt2B2Q2
)
=
 λ1 0 00 λ2 0
0 0 B3
 .
Siguiendo el anterior razonamiento, se construyen n matrices ortogonales P1, P2, ... y Pn, tal
que:
P tn · · ·P t1BP1 · · ·Pn =

λ1 0 · · · 0
0 λ2 · · · 0
...
...
...
...
0 0 · · · λn
 .
Sea P = P1 · · ·Pn entonces P es ortogonal y:
P tBP =

λ1 0 · · · 0
0 λ2 · · · 0
...
...
...
...
0 0 · · · λn
 .

Proposición 2.4.5. Si λ es un valor propio de AtA, con A ∈Mnn, entonces λ ≥ 0.
Demostración. Ya que AtA es simétrica entonces existe P ∈Mnn ortogonal, tal que:
P tAtAP =

λ1 0 · · · 0
0 λ2 · · · 0
...
...
...
...
0 0 · · · λn
 .
Donde λ1, ... y λn son los valores propios de la matriz AtA.
Note que P tAtAP = (AP )tAP , luego por la proposición 2.4.3 P tAtAP es simétrica y semi-
definida positiva. Es decir,
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
λ1 0 · · · 0
0 λ2 · · · 0
...
...
...
...
0 0 · · · λn
 ,
es semidefinida positiva. Para i = 1, ..., n se considera −→ei = (0, ..., 0, 1, 0, ..., 0)′, entonces:
−→ei ′

λ1 0 · · · 0
0 λ2 · · · 0
...
...
...
...
0 0 · · · λn
−→ei ≥ 0.
Por tanto λi ≥ 0.

Proposición 2.4.6. Sea B ∈ Mnn simétrica con valores propios λ1 ≤ λ2 ≤ · · · ≤ λn,
entonces:
λ1||−→x ||22 ≤ −→x tB−→x ≤ λn||−→x ||22.
Demostración. Dado que B es simétrica entonces existe una matriz P ortogonal tal que:
P tBP =

λ1 0 · · · 0
0 λ2 · · · 0
...
...
...
...
0 0 · · · λn
 .
Se considera −→y = P t−→x , luego:
−→x tB−→x = −→y tP tBP−→y =
n∑
i=1
λiy
2
i ≤ λn
n∑
i=1
y2i = λn
−→y t−→y = λn−→x t−→x = λn||−→x ||22.
Por otro lado :
−→x tB−→x = −→y tP tBP−→y =
n∑
i=1
λiy
2
i ≥ λ1
n∑
i=1
y2i = λ1
−→y t−→y = λ1−→x t−→x = λ1||−→x ||22.

Teorema 2.4.2. Si A ∈ Rn, entonces:
|||A|||2 =
√
λma´x(AtA).
Donde λma´x(AtA) es el máximo de los valores propios de AtA.
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Demostración. Sean 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λn los valores propios de AtA, luego λn =
λma´x(A
tA). Entonces para −→x 6= −→0 :
||A−→x ||22 = (A−→x )tA−→x = −→x tAtA−→x ≤ λn||−→x ||22.
Luego:
||A−→x ||2
||−→x ||2 =
∣∣∣∣∣∣∣∣A −→x||−→x ||2
∣∣∣∣∣∣∣∣
2
≤
√
λn.
Por tanto:
|||A|||2 ≤
√
λn.
Por otro lado, si −→v es un vector propio de AtA correspondiente al valor propio λn. Entonces:
||A−→v ||22 = (A−→v )tA−→v = λn−→v t−→v = λn||−→v ||22.
Luego:
|||A|||2 ≥
∣∣∣∣∣∣∣∣A −→v||−→v ||2
∣∣∣∣∣∣∣∣
2
=
√
λn.
De donde finalmente se concluye que:
|||A|||2 =
√
λma´x(AtA).

Con el propósito de estudiar que tanto se afectan los resultados, respecto a la escogencia de
los parámetros del modelo propuesto; se considera que:
Para un espacio vectorial real V . El error relativo de dar una aproximación x∗ para x, se
define como:
Er =
||x∗ − x||
||x|| .
Donde || · || es una norma sobre V .
Entonces, se busca estudiar el error relativo de los resultados del modelo respecto a la
escogencia de diferentes parámetros.
Definición 2.4.3. Se dice que un problema es sensible, o mal condicionado, si los cam-
bios relativos en los resultados son mayores que los cambios relativos en los datos de entrada;
en el caso contrario el problema se dice bien condicionado.[23, p. 38]
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Para determinar si el modelo propuesto es o no bien condicionado; se usa el número de
condición κ, el cual se define como la razón entre el error relativo en los resultados y el
error relativo en la escogencia de los parámetros. De esta forma si κ ≤ 1, se considera que
el problema es bien condicionado; porque el error relativo en los resultados, no supera el
error relativo en la escogencia de los parámetros. En el caso contrario el problema es mal
condicionado.
2.5. Regresión lineal múltiple
En la Sección 3.4 del Capítulo 3 se analiza si las variables que representan las tasas de ga-
nancia y degradación de los genes ARNt, entre dos especies, están o no relacionadas con las
distancias de mutación genómica entre dichas especies. Una técnica para modelar la relación
entre varias variables es la regresión lineal múltiple [25], la cual se expone de manera resu-
mida a continuación.
Dada una variable y que se define, en términos estadísticos, como variable respuesta y k
variables x1, x2, ... y xk definidas como variables regresoras. La ecuación (2-6) se denomina
modelo de regresión lineal múltiple con k variables regresoras; donde los términos a0, a1, ...
y ak se conocen como coeficientes de regresión, y ε es un error aleatorio.
y = a0 +
k∑
j=1
ajxj + ε. (2-6)
Para encontrar cual es el modelo que se ajusta a los datos observados, de las variables in-
volucradas, se busca estimar los coeficientes de regresión; para esto se utiliza el método de
mínimos cuadrados [25, p. 65-68].
Para explicar el método de mínimos cuadrados, se supone que se tienen n observaciones y
se denota yi a la i−ésima respuesta correspondientes a las i−ésimas observaciones de las
variables xj , con j ∈ {1, 2, ..., n}, las cuales se denotan como xij . De lo anterior se tiene
(2-7).
yi = a0 +
k∑
j=1
ajxij + εi, para i = 1, ..., n. (2-7)
Adicionalmente, se denota ŷi al valor estimado de y para las observaciones xij , es decir, se
tiene (2-8).
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ŷi = a0 +
k∑
j=1
ajxij , para i = 1, ..., n. (2-8)
A la diferencia entre el valor observado yi y el valor estimado ŷi se le denomina usualmente
residual. Finalmente, se define la función de mínimos cuadrados (2-9), como la suma de los
cuadrados de los residuales.
S(a0, a1, ..., ak) =
n∑
i=1
ε2i . (2-9)
El objetivo del método es encontrar estimadores â0, â1, ... y âk para a0, a1, ... y ak respecti-
vamente, de tal manera que se minimice la función de mínimos cuadrados; por lo tanto â0,
â1, ... y âk cumplen (2-10) y (2-11).
∂S
∂a0
∣∣∣∣
â0,â1,...,âk
= −2
n∑
i=1
(
yi − â0 −
k∑
j=1
âjxij
)
= 0. (2-10)
∂S
∂aj
∣∣∣∣
â0,â1,...,âk
= −2
n∑
i=1
(
yi − â0 −
k∑
j=1
âjxij
)
xij = 0, para j = 1, ..., k. (2-11)
Si se reescriben (2-10) y (2-11) se obtienen las ecuaciones (2-12), las cuales se denominan
ecuaciones normales de mínimos cuadrados.
nâ0 + â1
n∑
i=1
xi1 + â2
n∑
i=1
xi2 + · · ·+ âk
n∑
i=1
xik =
n∑
i=1
yi
â0
n∑
i=1
xi1 + â1
n∑
i=1
x2i1 + â2
n∑
i=1
xi1xi2 + · · ·+ âk
n∑
i=1
xi1xik =
n∑
i=1
xi1yi
...
...
â0
n∑
i=1
xik + â1
n∑
i=1
xikxi1 + â2
n∑
i=1
xikxi2 + · · ·+ âk
n∑
i=1
x2ik =
n∑
i=1
xikyi.
(2-12)
Por tanto, para encontrar â0, â1, ... y âk se debe resolver el sistema de ecuaciones lineales
planteado en (2-12).
Entonces los valores estimados quedan determinados por (2-13).
ŷi = â0 +
k∑
j=1
âjxij , para i = 1, ..., n. (2-13)
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Considerando la primera de las ecuaciones de (2-12) y (2-13) se tiene que la suma de los
residuales es igual a cero, ver (2-14) .
n∑
i=1
εi =
n∑
i=1
yi −
n∑
i=1
ŷi
= nâ0 +
n∑
i=1
k∑
j=1
âjxij −
n∑
i=1
â0 −
n∑
i=1
k∑
j=1
âjxij
= nâ0 +
n∑
i=1
k∑
j=1
âjxij − nâ0 −
n∑
i=1
k∑
j=1
âjxij
= 0.
(2-14)
Para determinar que tanto se ajusta el modelo a lo observado se estudia la variabilidad total
en las observaciones, para esto se considera que:
εi = yi − ŷi = yi − y − (ŷi − y),
donde y = 1
n
n∑
i=1
yi, entonces:
n∑
i=1
(yi − y)2 =
n∑
i=1
(yi − ŷi)2 +
n∑
i=1
(ŷi − y)2 + 2
n∑
i=1
(yi − ŷi)(ŷi − y)
Note que:
n∑
i=1
(yi − ŷi)(ŷi − y) =
n∑
i=1
(yi − ŷi)ŷi −
n∑
i=1
(yi − ŷi)y
=
n∑
i=1
εiŷi − y
n∑
i=1
εi =
n∑
i=1
εiŷi
=
n∑
i=1
εi
(
â0 +
k∑
j=1
âjxij
)
= â0
n∑
i=1
εi +
n∑
i=1
k∑
j=1
âjxijεi
=
n∑
i=1
âj
k∑
j=1
xijεi
=
n∑
i=1
âj
k∑
j=1
xij
(
yi − â0 −
k∑
j=1
âjxij
)
= 0, esto por 2-10
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Por lo tanto se tiene la ecuación
n∑
i=1
(yi − y)2 =
n∑
i=1
(ŷi − y)2 +
n∑
i=1
(yi − ŷ)2,
la cual se puede reescribir como (2-15), puesto que y = ŷi, lo cual se debe a que la suma de
los residuales es cero.
n∑
i=1
(yi − y)2 =
n∑
i=1
(ŷi − ŷi)2 +
n∑
i=1
(yi − ŷ)2. (2-15)
El lado izquierdo de la ecuación (2-15) es la suma corregida de cuadrados de las observa-
ciones, que mide la variabilidad total de las observaciones; la cual es igual a la variabilidad
en las observaciones explicada por la regresión, es decir
n∑
i=1
(ŷi − ŷi)2, más la suma de los
residuales al cuadrado, que sería la variabilidad que se queda sin explicar por la regresión.
La medida que determina el grado de ajuste de la recta de regresión respecto a los datos,
se denomina usualmente medida de bondad del ajuste. Una medida de bondad de ajuste
ampliamente utilizada es el coeficiente de determinación, notado R2, que se define de la
siguiente manera:
R2 =
n∑
i=1
(ŷi − ŷi)2
n∑
i=1
(yi − y)2
. (2-16)
De donde, se concluye que R2 mide la porción de la variabilidad total que es explicada por
la regresión. Si el cuadrado de los residuales es exactamente 0, entonces R2 = 1. por otro
lado, también se puede escribir (2-16) de la siguiente manera:
R2 =
1−
n∑
i=1
ε2i
n∑
i=1
(yi − y)2
.
En general R2 aumenta cuando se agrega una variable regresora al modelo, lo cual dificulta
juzgar como importante a un R2 muy cercano a 1, para un modelo que tiene un número
importante de variables regresoras. Debido a lo anterior, usualmente se usa una modificación
de R2 denominada R2 ajustada y notada R2a, ver (2-17), para medir la bondad de ajuste.
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R2a =
(n− 1)
n∑
i=1
ε2i
(n− (k + 1))
n∑
i=1
(yi − y)2
. (2-17)
Existen otros métodos para evaluar que tan bueno es el modelo, principalmente cuando
se quiere hacer predicciones con él [25]. Sin embargo el coeficiente de determinación y el
coeficiente de determinación ajustado, son suficientes para determinar que sí existe una
relación lineal entre los datos estudiados en este trabajo. Lo anterior se debe a que el objetivo
es estudiar las tasas de ganancia y degradación de los ARNts, observadas actualmente, entre
doce especies del genero Drosophila respecto a las distancias de mutación genómica entre
ellas.

3. Modelación
Este Capítulo inicia con una caracterización del objeto de estudio, que son los genes y
pseudogenes ARNt; dentro de dicha caracterización se establece una manera de clasificarlos,
basada en la función específica de cada uno de ellos; esto se realiza en la Sección 3.1. En la
Sección 3.2, se muestra la construcción de un modelo de covarianza, que sirve para realizar el
alineamiento múltiple de los genes y pseudogenes ARNts, con el objetivo de dar una medida
de similitud entre ellos. En la Sección 3.3 se proponen dos criterios basados en la medida de
similitud entre genes y pseudogenes ARNts, y características propias de ellos expuestas en
[4], para determinar las tasas de ganancia de genes o pseudogenes ARNt entre las especies
de estudio. Finalmente, en la Sección 3.4 se realiza una regresión lineal múltiple; la ecuación
resultante de dicha regresión explica la distancia de mutación genómica observada entre
especies, en términos de ciertas variables relacionadas con las tasas de ganancias de genes y
pseudogenes ARNt entre especies, previamente calculadas.
3.1. Caracterización del objeto de estudio
Para facilitar la escritura se considera:
esp1 = Drosophila grimshawi,
esp2 = Drosophila virilis,
esp3 = Drosophila mojavensis,
esp4 = Drosophila willistoni,
esp5 = Drosophila persimilis,
esp6 = Drosophila pseudoobscura,
esp7 = Drosophila ananassae,
esp8 = Drosophila erecta,
esp9 = Drosophila yakuba,
esp10 = Drosophila melanogaster,
esp11 = Drosophila sechellia y
esp12 = Drosophila simulans.
El genoma secuenciado de la especie espk, denotado Gk para k = 1, ..., 12, es el lengua-
je sobre el alfabeto N = {A,C,G, T} que consiste de las cadenas resultantes del proceso
de secuenciamiento del genoma de la especie espk. Cada cadena resultante del proceso de
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secuenciamiento del genoma, representan solo una de las hebras de un segmento de ADN
(escrita en sentido 5’ 3’); sin embargo, la información de la otra hebra se puede recuperar,
teniendo en cuenta que dichas hebras son complementarias.
El número de elementos de cada Gk puede variar drásticamente, esto depende de si el ge-
noma está totalmente ensamblado o no, es decir, que estén o no totalmente concatenadas
las secuencias que determinan un cromosoma. Cuando un genoma no ha sido totalmente
ensamblado, como en el caso del genoma de la especie Drosophila ananassae, ver Anexo
A, los segmentos de ADN que se generan del secuenciamiento se denominan generalmente
scaffolds; para el caso de Drosophila ananassae se tienen más de trece mil scaffolds, y son
estas cadenas denominadas scaffolds los elementos de G7. Cada cromosoma o scaffold en
un genoma secuenciado recibe un nombre particular; por ejemplo, en G10 se ecuentran los
cromosomas denominados 2L, 2R, 3L, X, entre otros, y en G7 los scaffolds denominados
scaffold_0, scaffold_1, ... y scaffold_13771.
Para referirse a un determinado cromosoma o scaffold, en este trabajo, se usa la notación
Wkα; donde k determina de que especie es el genoma secuenciado, esto para k = 1, 2, ..., 12; y
α es el nombre particular de cada cromosoma o scaffold dado por el proceso de secuenciación.
Para caracterizar a los genes ARNt, que son el objeto de estudio de este trabajo, se consi-
dera la secuencia de nucleótidos que determina el gen y la estructura secundaria predicha
para dicho gen. De este modo, para un Wkα se denomina estructura primaria, de un
gen o pseudogén ARNt, a la subcadena ó a la inversa de la cadena complementaria de la
subcadena de Wkα , ver Sección 2.1, que representa la secuencia de nucleótidos del i−ésimo
gen o pseudogén ARNt que se encuentra en el segmento de ADN representado por Wkα. La
estructura primaria de este i−ésimo gen se denota como ckαi , ver Ejemplo 3.1.1.
Ejemplo 3.1.1. La Figura 3-1 muestra los primeros 450 símbolos de W9Chrv2_chrUn_2363
1.
En esta secuencia se encuentra la estructura primaria de un gen ARNt, representada con
la primera cadena encerrada por una región punteada; y la inversa de la complementaria de
la estructura primaria de otro gen ARNt, la cual es la segunda cadena encerrada por una
región punteada.
Dadas las posiciones de las subcadenas en W9Chrv2_chrUn_2363 , ver Figura 3-1, se tiene que:
c
9Chrv2_chrUn_2363
1 =GGCTCAATGGTCTAGGGGTATGATTCTCGCTTTGGGTGCGAGAGGT
CCCGGGTTCAAATCCCGGTTGAGCCC y
1
W9Chrv2_chrUn_2363 es el scaffold denominado Chrv2_chrUn_2363 del genoma secuenciado de la especie
Drosophila Yakuba.
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c
9Chrv2_chrUn_2363
2 =GTTTTCGTAGTGTAGTGGTTATCACGTGTGCTTCACACGCACAAGG
TCCCCGGTTCGAACCCGGGCGAAAACA.
Figura 3-1. Segmento de ADN del del scaffold Chrv2_chrUn_2363 en G9. En
la imagen se muestran los primeros símbolos de W9Chrv2_chrUn_2363 , y dos cade-
nas encerradas que representan las regiones en donde se encuentran genes o
pseudogenes ARNt.
De lo anterior se tendrá que la secuencia determinada por ckαi ; para todo i, k y α posibles;
está orientada siempre en sentido de 5’ a 3’.
Como se menciono previamente, también se usa la estructura secundaria, predicha por
tRNAscan-SE, para caracterizar a los genes o pseudogenes ARNt. Las prediciones hechas
por tRNAscan-SE son cadenas sobre el alfabeto Γ = {(, ), ·}. Por ejemplo la cadena
(((((((· · (((· · · · · · ··))) · (((((· · · · · · ·))))) · · · ·(((((· · · · · · ·)))))))))))) (3-1)
es una predicción de estructura secundaria para cierto gen ARNt, aquí el símbolo punto alto
“ ·” representa una base que no está apareada, mediante enlaces de hidrógeno, con otra base
del mismo segmento; y un par de paréntesis redondos “(” y “)”representan una pareja de
bases apareadas, por lo tanto el número de veces que aparece el paréntesis “(” es el mismo
número de veces que aparece el paréntesis “)”. Lo anterior se tiene en cuenta para elaborar la
Figura 3-2, la cual muestra la forma de trébol característica de los ARNt. La cadena sobre
el alfabeto Γ, que corresponde a la predicción de la estructura secundaria de ckαi se denota
ekαi , y se denomina estructura secundaria del i−ésimo gen de Wkα.
Existen regiones de los genes que se eliminan durante el proceso de transcripción, dichas
regiones se denominan regiones intrónicas. En este trabajo no se consideran las regiones
intrónicas, por tanto son eliminadas usando un script en PERL; esto es posible gracias a que
tRNAscan-SE predice en que lugares se encuentran dichas regiones en cada gen, si es que
las hay. Luego de este procedimiento se obtiene para cada gen ARNt una pareja de cadenas
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(ckαi )
∗ y (ekαi )
∗ las cuales son las cadenas ckαi y e
kα
i respectivamente, sin los símbolos que se
encontraban en las regiones intrónicas.
Figura 3-2. Caracterización estructura secundaria ARNt. En la imagen hay una
caracterización, acorde con la estructura secundaria, de la cadena (3-1); teniendo
en cuenta que un punto alto “ ·” representa una base que no está apareada y un
par de paréntesis redondos “(” y “)” representan una pareja de bases apareadas.
Note que para todo k = 1, 2, ..., 12, todo α nombre de cromosoma o scaffold y todo i ≥ 1 se
tiene
| (ckαi )∗ |=| (ekαi )∗ |;
sin embargo, no necesariamente
| (ckαi )∗ |=| (clβj )∗ |,
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para i 6= j o k 6= l o α 6= β. Lo anterior es un problema a la hora de comparar cadenas, por
tal razón se hace indispensable realizar un alineamiento múltiple.
En este trabajo, los genes y pseudogenes ARNts de las doce especies del género Drosophi-
la se predicen usando el programa tRNAscan-SE [9]. Una vez se obtienen las cadenas, que
determinan la estructura primaria y secundaria de los ARNts, se construye un alineamiento
múltiple usando el programa Infernal[27]. Infernal usa un modelo de covarianza para tal
fin; en la Sección 3.2 se muestra como se construye un modelo de covarianza, que genera
secuencias de ARNt y que puede ser usado para el alineamiento múltiple de las mismas.
Para cada pareja de cadenas (ckαi )
∗ y (ekαi )
∗ se obtienen, luego del alineamiento múltiple, dos
cadenas c¯kαi y e¯
kα
i ; las cuales tienen las siguientes propiedades:
1. |c¯kαi | = |e¯kαi |.
2. El símbolo guión “-”, aparece en la j−ésima posición de la cadena c¯kαi si y sólo si aparece
en la j−ésima posición de la cadena e¯kαi ; donde j = 1, ..., |c¯kαi |.
Lo anterior para todo k = 1, ..., 12, y para todo i y α posibles. El diagrama esquemático de
la Figura 3-3 describe de manera resumida el proceso para obtener las cadenas c¯kαi y e¯
kα
i .
En el Ejemplo 3.1.2 se muestran algunos c¯kαi y e¯
kα
i obtenidos luego del alineamiento.
Cuando se realiza el alineamiento múltiple se obtiene que | c¯kαi |=| e¯kαi |= 229; para todo i,
α y k posibles.
Ejemplo 3.1.2. Los siguientes son algunos de los resultados obtenidos al realizar el alinea-
miento múltiple de todos los (ckαi )
∗ y (ekαi )
∗.
c¯
7scaffold_12943
4 = GC−−A−T−−−C−G−G−−−−−−−T−−−G−GT−TCAGT−GGT−
−−AGAATG−C−TCG−C−−−−−−CTGC−−−−−−−−−−−−−−−−CA−−−
−−−−C−−−−−G−−C−GG−GCG−−−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−G−−−CCCG−
GGT−TC−−GAT−−−T−−−CC−C−−G−G−−−−C−−−C−−−−G−ATGCA,
c¯
1scaffold_15110
6 = GC−−T−C−−−C−A−G−−−−−−−T−−−G−GC−GCAATTGGT−
−TAGCGCA−C−GGT −A−−−−−−CTTA−−−−−−−−−−−−−−−−TA−−−
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−ATGCCGGGG−−TTGTG−
AGT−TC−−GAG−−−C−−−CT −C−−A−C−−−−C−−−T −−−−G−GAGCA,
e¯
7scaffold_12943
4 = ((−−(−(−−−(−(−(−−−−−−−·−−−·−((−((·······−−··))))·−(−(((−(−−
−−−−····−−−−−−−−−−−−−−−−··−−−−−−−·−−−−−)−−)−))−)··−−−−−−−
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−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−−−−−·−−··(·(−((·−··−−···−−−·−−−))−)−−·−)−−−−)−−−)−−−−)−))))·,
e¯
1scaffold_15110
6 = (·−−(−(−−−(−(−(−−−−−−−·−−−·−((−((·······−−··))))·−(−((·−(−−
−−−−····−−−−−−−−−−−−−−−−··−−−−−−−·−−−−−)−−·−))−)··−−−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−−−−−(·)··((·−(−(−··−−···−−−·−−)−)−·−−)−)−−−−)−−−)−−−−)−))·)·.
tRNAscan-SE
Secuencias de entrada
Encuentra los genes y pseudogenes ARNt
Retorna las estructuras primarias y secundarias,
considerando las regiones intrónicas.
PERL
Eliminación de regiones intrónicas
(ekαi )
∗(ckαi )
∗
Alineamiento múltiple
Infernal
ckαi e
kα
i
Figura 3-3. Diagrama esquemático del proceso de obtención de los c¯kαi y los e¯
kα
i .
En el diagrama se muestran los pasos a seguir para obtener las cadenas c¯kαi y
los e¯kαi . Se inicia con una o varias secuencias de entrada, en este caso todos los
cromosomas y scaffolds de las doce especies de estudio, y usando tRNAscan-
SE se obtienen los genes y pseudogenes ARNt; luego se eliminan las regiones
intrónicas con un script hecho en PERL; finalmente, se usa el programa infernal
para alinear las secuencias y obtener como resultados los c¯kαi y los e¯
kα
i .
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De acuerdo a lo anterior, se caracteriza a los genes o pseudogenes ARNt de acuerdo a la
siguiente definición.
Definición 3.1.1. Se define el gen o pseudogén ARNt en la i−ésima posición dentro
del cromosoma α de la especie k, denotado gkαi , como la dupla (c¯
kα
i , e¯
kα
i ); esto para
k = 1, ..., 12 y todo i y α posibles.
Los genes o pseudogenes ARNt se pueden clasificar, teniendo en cuenta el aminoácido que
sus moléculas transcritas son capaces de transportar, de la siguiente manera:
Dado un gkαi , se dice que él es tipo Am si representa un gen ARNt que se transcribe en una
molécula de ANRt capaz de transportar un aminoácido tipo Am, esto para 1 ≤ m ≤ 22 y
m 6= 16. Por otro lado, se dice que gkαi es tipo A16 si representa un pseudogén ARNt. Los
posibles valores de Am están dados por la Tabla 3-12.
Tabla 3-1. Notación para la clasificación de los ge-
nes ARNt. En la tabla se muestra la notación
de cada uno de los tipos, en los que se puede
clasificar un gen o pseudogen ARNt.
Tipo Notación Tipo Notación
alanina A1 lisina A12
arginina A2 metionina A13
asparagina A3 fenilalanina A14
ácido aspártico A4 prolina A15
cisteína A5 pseudogén A16
glutamina A6 selenocisteína A17
ácido glutámico A7 serina A18
glicina A8 treonina A19
histidina A9 triptófano A20
isoleucina A10 tirosina A21
leucina A11 valina A22
La Tabla 3-2 muestra el número de genes y pseudogenes ARNt gkαi tipo Am; donde m =
1, ..., 22 para cada Gk, con k = 1, ..., 12
2No se considera el tipo pirrolisina ya que este no está presente en lo genomas de las especies estudiadas
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Tabla 3-2. Conteo de tipos genes y pseudogenes ARNt. Las primeras doce co-
lumnas de la tabla; correspondientes a G1, ... y G12; tienen la información
de la cantidad de genes y pseudogenes ARNt clasificadas por tipo en cada
especie. En las dos últimas columnas se tienen el promedio y la desviación
estándar, por tipo, del número de genes y pseudogenes ARNt en las doce
especies del género Drosophila.
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 x¯ σ
A1 14 15 16 18 18 18 20 17 25 17 19 14 17,58 3
A2 18 19 19 24 24 21 25 23 26 26 23 21 22,42 2,78
A3 7 7 8 9 9 9 9 8 11 12 9 7 8,75 1,54
A4 12 13 12 15 18 14 13 14 15 14 14 9 13,58 2,15
A5 6 8 7 11 8 11 7 7 8 7 6 7 7,75 1,66
A6 15 11 11 10 11 11 12 12 12 12 10 12 11,58 1,31
A7 16 16 17 22 20 23 19 18 20 25 18 15 19,08 3,06
A8 22 21 21 18 22 23 25 21 23 20 19 23 21,5 1,93
A9 5 5 5 7 7 5 5 6 5 5 13 8 6,33 2,35
A10 10 11 10 14 13 12 13 11 12 11 12 8 11,42 1,62
A11 19 20 19 23 22 22 23 21 24 23 23 23 21,83 1,7
A12 18 24 19 17 18 17 24 16 22 19 16 15 18,75 3,05
A13 10 12 12 14 12 11 12 12 15 12 15 12 12,42 1,51
A14 9 8 8 6 7 7 8 9 9 8 9 8 8 0,95
A15 13 12 14 16 16 14 16 15 19 17 17 16 15,42 1,93
A16 1 2 3 165 1 1 165 3 51 5 13 2 34,33 62,62
A17 1 1 1 1 1 1 1 1 1 1 1 1 1 0
A18 15 17 16 18 21 21 24 21 22 20 19 16 19,17 2,79
A19 19 18 20 18 20 20 19 17 19 18 19 17 18,67 1,07
A20 6 6 6 6 8 8 6 8 8 8 8 9 7,25 1,14
A21 9 8 6 8 8 8 7 8 9 9 8 9 8,08 0,9
A22 14 15 14 17 14 15 16 16 19 15 18 15 15,67 1,61
3.2. Alineamiento de ARNts usando un modelo de
covarianza
Como se mencionó en las Secciones 2.2 y 2.3 del Capítulo 2, se busca que la comparación entre
ARNts se realice teniendo en cuenta su estructura secundaria. Los modelos de covarianza son
gramáticas independientes de contexto estocásticas, que se usan para generar secuencias de
cualquier longitud y que preserven la estructura secundaria de un ARN tomado como base.
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En esta Sección se expone la metodología necesaria para construir un modelo de covarianza
para los ARNts, y se muestran los algoritmos necesarios para la estimación de parámetros del
modelo y el alineamiento de las secuencias. Dichos algoritmos han sido modificados a partir
de los propuestos en [8] y [19], los cuales se construyen basándose en ARNs de estructura
más simple.
3.2.1. Construcción del modelo de covarianza
Para cumplir con el objetivo mencionado al principio de esta sección; inicialmente se crea
una gramática independiente de contexto que genere la secuencia de un ARNt en particular,
usando variables tipo S, P , R, L, T y E, como se hizo para el ARNt de la Figura 2-43.
El modelo de covarianza es construido a partir del árbol de derivación de la secuencias,
ver Figura 2-5; asignando a cada nodo interior de dicho árbol un conjunto determinado
de nodos; usualmente son conocidos como estados, los cuales permiten modificaciones en
la cantidad de símbolos terminales emitidos por cada nodo originalmente; de la siguiente
manera:
1. A cada nodo interior etiquetado con una variable tipo L, le corresponden tres estados
ML, IL y D. Las reglas de producción cuya cabeza son dichos estados, son de la forma
ML → aW , IL → aW . y D → W respectivamente; donde W es un estado y a es un
terminal.
2. A cada nodo interior etiquetado con una variable tipo R, le corresponden tres estados
MR, IR y D. Las reglas de producción cuya cabeza son dichos estados, son de la forma
MR → Wb, IR → Wb. y D → W respectivamente; donde W es un estado y a es un
terminal.
3. A cada nodo interior etiquetado con una variable tipo P , le corresponden seis estados
MP , ML, MR, IR, IL y D. Las reglas de producción cuya cabeza son dichos estados,
son de la forma MP → aWb, ML → aW , MR → Wb, IR → Wb, IL → aW y
D → W respectivamente; donde W es un estado y a es un terminal.
4. Al nodo etiquetado con la primera variable tipo S, es decir el símbolo inicial, le co-
rresponden tres estados S, IL y IR. Las reglas de producción cuya cabeza son dichos
estados, son de la forma S → W , IR → Wb y IL → aW respectivamente; donde W
es un estado y a es un terminal.
5. Sean Sq, Sy y Sz los tres nodos tipo S que son descendientes inmediatos del nodo
T . A cada uno de los primeros dos nodos le corresponde un estado S; las reglas de
producción, con el estado S como cabeza, son de la forma S → W . Al último nodo
3Por conveniencia, se escoge un ARNt con el mayor número de apareamientos posibles en cada uno de sus
brazos.
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le corresponden los estados S e IR; las reglas de producción cuya cabeza son dichos
estados, son de la forma S → W e IR→ Wb respectivamente, donde W es un estado
y b es un terminal.
6. Al nodo etiquetado con la variable tipo T le corresponde el estado T , la regla de
producción que tiene como cabeza a T sigue siendo T → SqSySy.
7. A cada nodo etiquetado con la variable tipo E le corresponde el estado E, la regla de
producción que tiene como cabeza a E sigue siendo E → λ.
Los estados IR e IL se denominan estados de inserción, los estados D se denominan es-
tados de deleción y los estados ML, MR yMP se denominan estados de coincidencia.
Los estados creados con la metodología anterior se conectan, por transiciones entre estados
(reglas de producción con una probabilidad asignada), de la siguiente manera:
1. Los estados que no son de inserción se conectan a todos los estados de inserción dentro
del mismo nodo.
2. Todos los estados de un nodo se conectan a todos los estados que no son de inserción
en el siguiente nodo.
3. Los estados de inserción se conectan consigo mismos, esto con el fin de permitir inser-
ciones de más de una base.
4. En los nodos tipo P y el primer nodo S, el estado de inserción IL se conecta al estado
IR, pero no viceversa; es decir se puede pasar del estado IL al estado IR, pero no del
estado IR al estado IL dentro de un nodo tipo P .
La gramática independiente de contexto estocástica que determina el modelo de covarianza,
tiene M diferentes estados (o no terminales), los cuales se denotan W1, W2, ... y WM . Los
estados de un modelo de covarianza se pueden clasificar en siete tipos: P , L, R, S, T , E y
D. Los estados MP son los estados tipo P ; los estados IL y ML son los estados tipo L; los
estados IR y MR son los estados tipo R; los estados S, T , E y D son los estados tipo S, T ,
E y D respectivamente.
Dado un estadoWv, con v = 1, ...,M , se define el conjunto Cv, denominado conjunto de los
descendientes de Wv, que consiste de los índices de los estados Wy que se obtienen de una
transición desde Wv; y se define el conjunto Pv, denominado conjunto de los ancestros
de Wv, que consiste de los índices de los estados Wy que mediante una transición pasan
al estado Wv [19, p. 285-286]. Para los estados Wv tipo T , el conjunto Cv consiste de una
única tripla (q, y, z), esto debido a que la regla de producción con cabeza Wv (tipo T ) es
Wv → WqWyWz con probabilidad 1; y para estos tres estados particulares Wq, Wy y Wz
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los conjuntos Pq, Py y Pz tienen como único elemento a v. Los estados de un modelo de
covarianza se ordenan de tal manera que y > v para todo y ∈ Cv excepto para estados de
inserción, en los cuales y ≥ v para todo y ∈ Cv [19, p 286-287].
Dada la complejidad que puede llegar a tener un modelo de covarianza, debido al número
de estados y conexiones entre ellos, se requiere de un algoritmo de programación dinámica
tridimensional para poder calcular la probabilidad de que se produzca una cadena no vacía
x = x1x2 · · ·xL, dicho algoritmo se conoce comoAlgoritmo Inside [22]. El Algoritmo Inside
calcula de manera recursiva los valores αv(i, j), que representan la probabilidad de que la
subcadena xi · · ·xj de la cadena x, se derive a partir del estado Wv; es decir la probabilidad
de que Wv
+⇒ xi · · ·xj , de tal manera que al final encuentra α1(1, L) osea la probabilidad de
que el modelo de covarianza genere la cadena x.
Algoritmo 1 Algoritmo inside para el modelo de covarianza que genera cadenas de ARNt
Entrada: la cadena x = x1x2 · · ·xL y el modelo de covarianza Gp con M no terminales.
Salida: α1(1, L)
1: para j = 0, 1, ..., L hacer
2: para v = M,M − 1, ..., 1 hacer
3: αv(j + 1, j) =

1, si sv = E;∑
y∈Cv
tv(y)αy(j + 1, j), si sv ∈ {S,D};
αq(j + 1, j)αy(j + 1, j)αz(j + 1, j), si sv = T y Cv = {(q, y, z)};
0, si sv ∈ {P, L,R}.
4: fin para
5: fin para
6: para j = 1, 2, ..., L hacer
7: para i = j, j − 1, ..., 1 hacer
8: para v = M,M − 1, ..., 1 hacer
9: αv(i, j) =

0, si sv = E, o sv = P y j = i;∑
y∈Cv
tv(y)αy(i, j) si sv = D o sv = S;
ev(xi, xj)
∑
y∈Cv
tv(y)αy(i+ 1, j − 1) si sv = P y j 6= i;
ev(xi)
∑
y∈Cv
tv(y)αy(i+ 1, j) si sv = L;
ev(xj)
∑
y∈Cv
tv(y)αy(i, j − 1) si sv = R;
j∑
k=i−1
j∑
r=k
αq(i, k)αy(k + 1, r)αz(r + 1, j), si sv = T y Cv = {(q, y, z)};
10: fin para
11: fin para
12: fin para
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Dentro del Algoritmo Inside, ver Algoritmo 1, se usa la siguiente notación:
sv denota el tipo de estado de un terminal Wv, es decir sv toma valores en el conjunto
{S, T, R, L,D, P, E}; esto para v = 1, ...,M .
αv(i+1, i) denota la probabilidad de queWv genere una secuencia de longitud cero. En
la línea 3 del Algoritmo 1 dice que si Wv es un estado tipo E, la probabilidad de que
este estado genere una cadena de longitud cero es 1; esto debido a que las producciones
que tienen un estado tipo E como cabeza son de la forma Wv → λ con probabilidad
1. Por otro lado, estados como P , L y R siempre generaran cadenas con longitudes
diferentes a cero, por esta razón para este tipo de estados αv(i + 1, i). Lo anterior se
tiene para i = 1, ...L y para v = 1, ...,M .
tv(y) es la probabilidad de transición entre el estado Wv y el estado Wy.
ev(xi, xj) es la probabilidad de emisión de los símbolos xi a la izquierda y xj a la
derecha, cuando se aplica una producción cuya cabeza es un estado tipo P .
ev(xi) es la probabilidad de emisión del símbolo xi a la izquierda, cuando se aplica una
producción cuya cabeza es un estado tipo L.
ev(xj) es la probabilidad de emisión del símbolo xj a la derecha, cuando se aplica una
producción cuya cabeza es un estado tipo R.
3.2.2. Estimación de parámetros del modelo de covarianza
Los valores αv(i, j), generados por el Algoritmo Inside, pueden ser utilizados para re-estimar
los valores de tv(y), e(xi, xj) y e(xi), de tal manera que sean lo más grandes posibles. Sin
embargo, para realizar dicha re-estimación también se necesitan los valores βv(i, j), los cuales
representan la probabilidad de que W1
∗⇒ x1 · · ·xi−1Wvxj+1 · · ·xL; estos valores se calculan
usando también un algoritmo de programación tridimensional, el cual se conoce como el
Algoritmo Outside [22], ver Algoritmo 2.
En el Algoritmo Outside, β1(1, L) representa la probabilidad de que W1
∗⇒ W1, y ya que se
necesitan 0 reglas de producción para tener W1 a partir de W1, entonces dicha probilidad es
1. Por otro lado, βv(i+1, i) representa la probabilidad de queW1
∗⇒ x1x2 · · ·xiWvxi+1 · · ·xL.
Note que:
Pr(W1
+⇒ x|Gp) =
M∑
v=1
αv(i, j)βv(i, j),
para i = 1, ..., L+ 1 y j = i− 1, ..., L. En particular cuando i = j se tiene que:
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Pr(W1
+⇒ x|Gp) =
M∑
v=1
αv(i, i)βv(i, i)
=
M∑
v=1
ev(xi)β(i, i).
(3-2)
Algoritmo 2 Algoritmo outside para el modelo de covarianza que genera cadenas de ARNt
Entrada: la cadena x = x1x2 · · ·xL y el modelo de covarianza Gp con M no terminales.
Salida: β1(1, L) = 1
1: para i = 1, 2, ..., L+ 1 hacer
2: para j = L, L− 1, ..., i− 1 hacer
3: para v = 2, 3...,M hacer
4: βv(i, j) =

k∑
k=j
k∑
m=j
βy(i, k)αq(j + 1, m)αy(m+ 1, k),
{
si sv = S, Pv = {y}
y Cy = {(v, q, z)};
i∑
k=1
i−1∑
m=0
βy(k, j)αq(k,m)αz(m+ 1, i− 1)
{
si sv = S, Pv = {y}
y Cy = {(q, z, v)};
βy(i, j)αq(1, 0)αz(L+ 1, L)
{
si sv = S, Pv = {y}
y Cy = {(q, v, z)};∑
y∈Pv
ey(xi−1, xj+1)ty(v)βy(i− 1, j + 1), si sv = P ;∑
y∈Pv
ey(xi−1, xj)ty(v)βy(i− 1, j), si sv = L;∑
y∈Pv
ey(xi, xj+1)ty(v)βy(i, j + 1), si sv = R;∑
y∈Pv
ey(xi, xj)ty(v)βy(i, j), si sv ∈ {D,E, T};
5: fin para
6: fin para
7: fin para
En (3-2) ev(xi) = 1 cuando v /∈ {L,R}, esto por conveniencia en la notación. Por otro lado
dado que:
Pr(W1
+⇒ x, v +⇒ xi · · ·xj |Gp) = αv(i, j)βv(i, j), (3-3)
para v = 1, ...,M ; y
Pr(W1
+⇒ x, v +⇒ xi · · ·xj |Gp) = Pr(W1 +⇒ x|Gp)Pr(v +⇒ xi · · ·xj |Gp). (3-4)
Al tomar Pr = Pr(W1
+⇒ x|Gp), considerando (3-3) y (3-4), se tiene que la probabilidad de
usar el estado v para generar la subcadena xi · · ·xj , en la derivación de x está dada por:
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Pr(Wv
+⇒ xi · · ·xj |Gp) = 1
Pr
αv(i, j)βv(i, j). (3-5)
Considerando (3-5), se tiene que el número esperado de veces en que el estado v es usado en
la derivación de la secuencia x es:
1
Pr
L+1∑
i=1
L∑
j=i−1
αv(i, j)βv(i, j). (3-6)
Y en particular, el número esperado de veces en que usa una transición entre Wv y Wy, en
una derivación de x es:
1
Pr
L+1∑
i=1
L∑
j=i−1
αy(i+∆
L
v , j −∆Rv )tv(y)ev(xi, xj)βv(i, j); (3-7)
donde
∆Lv =
{
1, si sv ∈ {L, P}
0, en otro caso
y ∆Rv =
{
1, si sv ∈ {R,P}
0, en otro caso.
En (3− 7), cuando i = j se tiene que ev(xi, xi) representa ev(xi) y como se menciono ante-
riormente ev(xi) = 1 cuando v /∈ {L,R}.
Por lo tanto una re-estimación para tv(y), basada en una cadena x producida por el modelo
de covarianza, estaría dada por:
tˆv(y) =
L+1∑
i=1
L∑
j=i−1
αy(i+∆
L
v , j −∆Rv )tv(y)ev(xi, xj)βv(i, j)
L+1∑
i=1
L∑
j=i−1
αv(i, j)βv(i, j)
(3-8)
donde tv(y) es un valor inicial adecuado. Por ejemplo, si n es el número de elementos de
Cv, para cada y ∈ Cv, se puede escoger a tv(y) = 1n . La ecuación (3− 8) puede volver a ser
aplicada sobre la re-estimación de tv(y), y esto se puede realizar el número de veces que sea
necesario; hasta que la diferencia entre las re-estimaciones sucesivas, de todos los tv(y), estén
por debajo de un umbral dado.
Por otro lado, una única secuencia no siempre es suficiente para re-estimar los parámetros
del modelo de covarianza de forma adecuada. Si se tiene un conjunto de N secuencias x1,
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x2, ... y xN , que se busca que sean generadas por el modelo de covarianza. Para cada xh, con
h = 1, ..., N se puede calcular el número esperado de veces en las que se usa una transición
entre Wv y Wy para generar dicha cadena, el cual estaría dado por:
1
P hr
L+1∑
i=1
L∑
j=i−1
αhy(i+∆
L
v , j −∆Rv )tv(y)ev(xhi , xhj )βhv (i, j);
note que el superíndice h indica que los cálculos corresponden a la h−ésima secuencia. En
total el número esperado de veces en las que se usa una transición entre Wv y Wy, en la
derivación de las cadenas x1, x2,... y xN es:
N∑
h=1
1
P hr
L+1∑
i=1
L∑
j=i−1
αhv(i+∆
L
v , j −∆Rv )ev(xhi , xhj )tv(y)βhv (i, j). (3-9)
Y el número esperado de veces en las que se usa un estado v en la derivación de las cadenas
x1, x2,... y xN es:
N∑
h=1
1
P hr
L+1∑
i=1
L∑
j=i−1
αhv(i, j)β
h
v (i, j). (3-10)
Usando (3-9) y (3-10), se obtiene que una re-estimación para tv(y) dada por:
tˆv(y) =
N∑
h=1
1
Phr
L+1∑
i=1
L∑
j=i−1
αhy(i+∆
L
v , j −∆Rv )tv(y)ev(xhi , xhj )βhv (i, j)
N∑
h=1
1
Phr
L+1∑
i=1
L∑
j=i−1
αhv (i, j)β
h
v (i, j)
. (3-11)
Proposición 3.2.1. Para tv(y) y su re-estimación tˆv(y) dada por (3-11), con v = 1, ...,M ,
se tiene que:
tˆv(y) ≥ tv(y).
Demostración. Para probar que tˆv(y) ≥ tv(y), se revisa que la diferencia entre tˆv(y)− tv(y)
sea mayor o igual que cero.
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tˆv(y)− tv(y) =
N∑
h=1
1
Phr
L+1∑
i=1
L∑
j=i−1
αhy(i+∆
L
v , j −∆Rv )tv(y)ev(xhi , xhj )βhv (i, j)
N∑
h=1
1
Phr
L+1∑
i=1
L∑
j=i−1
αhv(i, j)β
h
v (i, j)
− tv(y)
=
N∑
h=1
1
Phr
L+1∑
i=1
L∑
j=i−1
tv(y)β
h
v (i, j)(α
h
y(i+∆
L
v , j −∆Rv )ev(xhi , xhj )− αhv(i, j))
N∑
h=1
1
Phr
L+1∑
i=1
L∑
j=i−1
αhv(i, j)β
h
v (i, j)
.
Tome C = αhy(i+∆
L
v , j−∆Rv )ev(xhi , xhj )−αhv (i, j), note que si C ≥ 0 entonces tˆv(y)−tv(y) ≥ 0.
A continuación se prueba que para cualquier i = 1, ..., L+ 1, j = i − 1, ..., L y v = 1, ...,M
se tiene que C ≥ 0; para esto considere los valores de αhv (i, j) dados por el Algoritmo 1.
1. Si i = j + 1 considere los siguientes casos.
Si sv ∈ {P,R, L} entonces
C = αhy(j + 1 +∆
L
v , j −∆Rv )ev(xhi , xhj ) ≥ 0.
Si sv ∈ {S,D} entonces:
C = αhy(j + 1, j)−
∑
p∈Cv
tv(p)α
h
p(j + 1, j).
Note que:∑
p∈Cv
tv(p)α
h
p(j + 1, j)
αhy(j + 1, j)
≤
∑
p∈Cv
tv(p)ma´x{αhp(j + 1, j) : p ∈ Cv}
αhy(j + 1, j)
=
ma´x{αhp(j + 1, j) : p ∈ Cv}
∑
p∈Cv
tv(p)
αhy(j + 1, j)
≤ ∑
p∈Cv
tv(p)
≤ 1.
Es decir que
∑
p∈Cv
tv(p)α
h
p(j + 1, j) ≤ αhy(j + 1, j), por lo tanto C ≥ 0.
2. Para los demás valores de i y j considere los siguientes casos.
Si sv = P y j = i entonces αhv (i, j) = 0, luego
C = αhy(i+∆
L
v , j −∆Rv )ev(xhi , xhj ) ≥ 0.
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Si sv = P y j 6= i, o sv ∈ {S,D, L,R};
entonces αhv(i, j) = ev(x
h
i , x
h
j )
∑
p∈Cv
tv(p)α
h
p(i+∆
L
v , j −∆Rv ), luego
C = αhy(i+∆
L
v , j −∆Rv )ev(xhi , xhj )− ev(xhi , xhj )
∑
p∈Cv
tv(p)α
h
p(i+∆
L
v , j −∆Rv ).
Note que:
ev(x
h
i , x
h
j )
∑
p∈Cv
tv(p)α
h
p(i+∆
L
v , j −∆Rv )
αhy(i+∆
L
v , j −∆Rv )ev(xhi , xhj )
=
∑
p∈Cv
tv(p)α
h
p(i+∆
L
v , j −∆Rv )
αhy(i+∆
L
v , j −∆Rv )
≤
∑
p∈Cv
tv(p)ma´x{αhp(i+∆Lv , j −∆Rv ) : p ∈ Cv}
αhy(i+∆
L
v , j −∆Rv )
=
ma´x{αhp(i+∆Lv , j −∆Rv ) : p ∈ Cv}
∑
p∈Cv
tv(p)
αhy(i+∆
L
v , j −∆Rv )
≤
∑
p∈Cv
tv(p)
≤ 1.
Es decir que ev(xhi , x
h
j )
∑
p∈Cv
tv(p)α
h
p(i+∆
L
v , j−∆Rv ) ≤ αhy(i+∆Lv , j−∆Rv )ev(xhi , xhj ),
por lo tanto C ≥ 0.
Los estados v tipo T tienen la propiedad de que tv(y) siempre es 1, puesto que para este tipo
de variables el conjunto Cv tiene un solo elemento. Para los estados tipo E las probabilidades
de transición no se definen. Teniendo en cuenta lo anterior, para los estados en que se define
la probabilidad de transición, se tiene que tˆv(y) ≥ tv(y).

Considerando la Proposición 3.2.1; si para cada tv(y) se construye una sucesión de re-
estimaciones denotada {tˆv(y)k}∞k=0, donde tˆv(y)0 es una probabilidad inicial adecuada y
tˆv(y)k+1 es la re-estimación de tˆv(y)k usando (3-11). Entonces dichas sucesiones son de-
crecientes y puesto que también son acotadas, ya que tˆv(y)k ≤ 1 para k ≥ 0, entonces ellas
convergen. Por lo tanto, tiene sentido hacer re-estimaciones de los tv(y) hasta que la diferen-
cia entre re-estimaciones sucesivas, de todos los tv(y), estén por debajo de un umbral dado,
como se había mencionado anteriormente.
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Para el caso de las probabilidades de emisión, se buscan solamente re-estimaciones para es-
tados tipo P , L y R; ya que los son los únicos estados que emiten símbolos del alfabeto N .
Si sv = P se tiene que:
eˆv(a1, a2) =
N∑
h=1
1
Phr
L∑
i=1
L∑
j=i
δ((xhi , x
h
j ) = (a1, a2))β
h
v (i, j)α
h
v(i, j)
N∑
h=1
1
Phr
L∑
i=1
L∑
j=i−1
αhv(i, j)β
h
v (i, j)
. (3-12)
El numerador de (3-12), es el número esperado de veces que se emite a la izquierda el símbolo
a1 y a la derecha el símbolo a2 al usar un estado v en la derivación de las cadenas x1, ... y
xN . La función δ es tal que:
δ(m) =
{
1, si m es verdadera;
0, si m es falsa.
De manera análoga, para sv = L se tiene que:
eˆv(a1) =
N∑
h=1
1
Phr
L∑
i=1
L∑
j=i
δ(xhi = a1)β
h
v (i, j)α
h
v (i, j)
N∑
h=1
1
Phr
L+1∑
i=1
L∑
j=i−1
αhv(i, j)β
h
v (i, j)
;
y para sv = R se tiene que:
eˆv(a2) =
N∑
h=1
1
Phr
L∑
i=1
L∑
j=i
δ(xhj = a2)β
h
v (i, j)α
h
v (i, j)
N∑
h=1
1
Phr
L+1∑
i=1
L∑
j=i−1
αhv(i, j)β
h
v (i, j)
.
Las sucesiones, que se construyen a partir de re-estimaciones de las probabilidades de emi-
sión, también son crecientes y como están acotadas por 1, entonces ellas son convergentes.
Luego se pueden hacer re-estimaciones de las probabilidades de emisión de un estado dado,
hasta que las diferencias entre re-estimaciones sucesivas estén por debajo de un umbral de-
terminado.
El procedimiento anteriormente descrito, para la re-estimación de los parámetros del modelo
de covarianza se conoce como Algoritmo Inside-Outside [19, p. 288-290], debido a la
utilización de los términos dados por el Algoritmo Inside y por el Algoritmo Outside.
3.2. ALINEAMIENTO DE ARNTS USANDO UN MODELO DE COVARIANZA 71
3.2.3. Alineamiento de secuencias
Dados dos cadenas b = b1b2 · · · bL y d = d1d2 · · · dN , generadas por un modelo de covarianza;
para encontrar el “mejor” alineamiento entre ellas se deben seguir los siguientes pasos:
1. Determinar para cada una de ellas una derivación a partir de el estado inicial W1. La
derivación que se escoge para cada cadena es la que tenga mayor probabilidad. Ésta
se puede encontrar usando una modificación del Algoritmo inside, conocida como el
Algoritmo CYK (Cocke-Younger-Kasami), ver Algoritmo 3.
Algoritmo 3 Algoritmo CYK
Entrada: la cadena x = x1x2 · · ·xL y el modelo de covarianza Gp con M no terminales.
Salida: γ1(1, L)
1: para j = 0, 1, ..., L hacer
2: para v = M,M − 1, ..., 1 hacer
3: γv(j+1, j) =

0, si sv = E;
ma´x
y∈Cv
{log(tv(y)) + γy(j + 1, j)}, si sv ∈ {S,D};
γq(j + 1, j) + γy(j + 1, j) + γz(j + 1, j), si sv = T y Cv = {(q, y, z)};
−∞, si sv ∈ {P, L,R}.
4: fin para
5: fin para
6: para j = 1, 2, ..., L hacer
7: para i = j, j − 1, ..., 1 hacer
8: para v = M,M − 1, ..., 1 hacer
9: γv(i, j) =

−∞,

si sv = E,
o sv = P
y j = i;
ma´x
y∈Cv
{log(tv(y)) + γy(i, j)}
{
si sv = D
o sv = S;
ma´x
y∈Cv
{log(ev(xi, xj)) + log(tv(y)) + γy(i+ 1, j − 1)}
{
si sv = P
y j 6= i;
ma´x
y∈Cv
{log(ev(xi)) + log(tv(y)) + γy(i+ 1, j)} si sv = L;
ma´x
y∈Cv
{log(ev(xj)) + log(tv(y)) + γy(i, j − 1)} si sv = R;
ma´x
r=k,..,j y k=i−1,...,j
{γq(i, k) + γy(k + 1, r) + γz(r + 1, j)},
{
si sv = T y
Cv = {(q, y, z)};
10: fin para
11: fin para
12: fin para
72 CAPÍTULO 3. MODELACIÓN
En el Algoritmo 3, los términos γv(i, j) son el logaritmo de la mayor probabilidad
de que Wv genere la subcadena xi · · ·xj , de la cadena x = x1 · · ·xL, mediante una
derivación particular 4. Guardando los estados que maximizan dicha probabilidad se
puede reconstruir una derivación para la cadena x.
2. Utilizando los estados que hacen parte de la derivación, con mayor probabilidad, de b
se construye el árbol de derivación para esa cadena. El mismo procedimiento se realiza
para la cadena d.
3. Se construyen dos nuevos árboles que tengan todos los estados que aparecen en la deri-
vación de b, y todos los que aparecen en la derivación de d. En uno de los nuevos árboles
se escribe la cadena b, colocando los símbolos emitidos por cada variable de acuerdo al
árbol de derivación inicial; a los estados tipo R, L y P que queden símbolos de b se les
asigna el símbolo guión “-”. Con el otro árbol se realiza el mismo procedimiento para
la cadena d, ver Ejemplo 3.2.1.
Ejemplo 3.2.1. Considere un modelo de covarianza construido a partir del árbol dado en
la Figura 3-4. Como se menciono anteriormente cada uno de los nodos es reemplazado por
un conjunto de estados, los cuales están listados en la Tabla 3-3.
S1
◭ P2 ◮
T3
S4
◭ P5 ◮
⊳ L6
E7
S8
◭ P9 ◮
⊳ L10
E11
S12
◭ P13 ◮
R14 ⊲
E15
Figura 3-4. Ejemplo de árbol base para un modelo de covarianza. En la imagen
se muestra un árbol que captura la estructura de un ARNt ficticio muy simple.
Los triángulos indican que el estado, al lado del cual aparecen, emite un símbolo
a izquierda o derecha; esto según la posición de dichos triángulos respecto al
estado.
4Se puede escoger el logaritmo en cualquier base.
3.2. ALINEAMIENTO DE ARNTS USANDO UN MODELO DE COVARIANZA 73
Tabla 3-3. Estados correspondientes a cada nodo. En la tabla
se muestra cuales son los estados que corresponde en cada
nodo de la Figura 3-4, para la construcción de un modelo
de covarianza.
Nodo Estados
S1 S1, IL2 e IR3
P2 MP4, ML5, MR6, D7, IL8 e IR9
T3 T10
T4 S11
P5 MP12, ML13, MR14, D15, IL16 e IR17
L6 ML18, D19 e IL20
E7 E21
S8 S22
P9 MP23, ML24, MR25, D26, IL27 e IR28
L10 ML29, D30 e IL31
E11 E32
S12 S33 e IR34
P13 MP35, ML36, MR37, D38, IL39 e IR40
R14 ML41, D42 e IL43
E15 E44
Considere la cadena
b = gaacccgttagcct,
cuya estructura secundaria está dada por:
·(·(··)(·)(·)),
y la cadena
d = acggtttgact,
cuya estructura secundaria es:
((·) · · · (·)).
Si el árbol de derivación que aparece en la Figura 3-5 es el de mayor probabilidad para
generar b y el árbol de derivación que aparece en la Figura 3-6 es el de mayor probabilidad
para generar la cadena d, entonces los árboles de la Figura 3-7 y de la Figura 3-8 generan
el alineamiento entre las cadenas b y d, respectivamente.
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S1
g ⊳ IL2
a ◭ MP4 ◮ t
a ⊳ IL8
T10
S11
c ◭ MP12 ◮ g
c ⊳ IL16
c ⊳ M18
E21
S22
t ◭ MP23 ◮ a
t ⊳ML29
E32
S33
g ◭ MP35 ◮ c
D42
IR43 ⊲ c
E44
Figura 3-5. Árbol de derivación más probable para la cadena b.
S1
a ◭ MP4 ◮ t
T10
S11
c ◭ MP12 ◮ g
g ⊳ML18
E21
S22
t ⊳ML24
t ⊳ IL27
t ⊳ML29
E32
S33
g ◭ MP35 ◮ c
MP41 ⊲ a
E44
Figura 3-6. Árbol de derivación más probable para la cadena d.
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S1
g ⊳ IL2
a ◭ MP4 ◮ t
a ⊳ IL8
T10
S11
c ◭ MP12 ◮ g
c ⊳ IL16
c ⊳ML18
E21
S22
t ◭ MP23 ◮ a
- ⊳ML24
- ⊳ IL27
t ⊳ML29
E32
S33
g ◭ MP35 ◮ c
MR41 ⊲ -
D42
IR43 ⊲ c
E44
Figura 3-7. Árbol para el alineamiento de la cadena b. En la imagen se muestran
un árbol cuyos estados son todos los que aparecen en los árboles de la Figura
3-5 y de la Figura 3-6. En este nuevo árbol se escriben los símbolos de b, de
acuerdo con el árbol de la Figura 3-5. A los estados tipo R, L y P que quedan
sin símbolos les es asignado el guión, de esta forma se obtiene el alineamiento
de b dado por el modelo de covarianza.
De acuerdo a la Firgura 3-7, las cadenas b¯ y d¯ resultantes del alineamiento de b y d son:
b¯ = gacccgt- -tagc-ct
d¯ = -a-cg-g-ttt-g-act.
Introduciendo el guión en las mismas posiciones de la estructura secundaria, se tiene:
estructura secundaria de b¯ = ·(·(··)(- -·)(·-))
estructura secundaria de d¯ = -(-(·-)- · · · -(·)).
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S1
- ⊳ IL2
a ◭ MP4 ◮ t
- ⊳ IL8
T10
S11
c ◭ MP12 ◮ g
g ⊳ IL16
- ⊳ML18
E21
S22
- ◭ MP23 ◮ -
t ⊳ML24
t ⊳ IL27
t ⊳ML29
E32
S33
g ◭ MP35 ◮ c
MR41 ⊲ a
D42
IR43 ⊲ -
E44
Figura 3-8. Árbol para el alineamiento de la cadena d. En la imagen se muestran
un árbol cuyos estados son todos los que aparecen en los árboles de la Figura
3-5 y de la Figura 3-6. En este nuevo árbol se escriben los símbolos de d, de
acuerdo con el árbol de la Figura 3-6. A los estados tipo R, L y P que quedan
sin símbolos les es asignado el guión, de esta forma se obtiene el alineamiento
de d dado por el modelo de covarianza.
El procedimiento dado, para alinear dos cadenas particulares, en el Ejemplo 3.2.1 se puede
extender para alinear cualquier conjunto finito de cadenas, que preserven la misma estructura
secundaría, sobre el alfabeto N .
3.3. Cálculo de tasas de ganancia y degradación
En esta sección se propone una forma de calcular las tasas de ganancia y degradación de los
genes ARNt entre las especies del género Drosophila. Considerando que un gen o pseudogén
ARNt en particular puede tener copias de si mismo, dentro del genoma al que pertenece y
fuera de él.
Para identificar las copias de los genes ARNt, presentes en otros genomas, se usa el concepto
de conservación en sintenia entre dos genes, ver Sección 1.5; usando la notación propuesta
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el concepto de conservación en sintenia está dado por la Definición 3.3.1.
Definición 3.3.1. Dados gkαi y g
lβ
j , con k 6= l. Se dice que gkαi está conservado en sintenia
con g
lβ
j ; si existen θ, θ
′, µ y µ′ tal que:
θ y θ′ son prefijos de ckαi y de c
lβ
j respectivamente.
µ y µ′ son sufijos de ckαi y de c
lβ
j respectivamente.
θ, θ′, µ y µ′ tienen a lo sumo 40000 símbolos.
Los segmentos de ADN representados por θ y µ, contienen al menos dos genes que co-
difican proteínas, y que son ortólogos a por lo menos dos genes que codifiquen proteínas
y que estén representados por subpalabras de θ′ o µ′.
En la Figura 3-9 se muestran dos genes ARNt gkαi y g
lβ
j , que están conservados en sintenia.
Figura 3-9. Conservación en sintenia. En la imagen se muestran los genes ARNt gkαi
y g
lβ
j , con k 6= l. Si γ y γ′ son genes codificantes ortólogos, y δ y δ′ también;
entonces gkαi y g
lβ
j están conservados en sintenia. Lo anterior se tiene siempre y
cuando las cadenas θ, θ′, µ y µ′ (que contienen a γ, γ′, µ y µ′) tengan menos de
40000 símbolos.
La idea de la conservación en sintenia se basa en el hecho de que los genomas, de especies
estrechamente relacionadas evolutivamente, tienden a tener en común regiones grandes de
ADN. Entonces si se encuentran regiones muy parecidas, en este caso genes codificantes or-
tólogos, cerca de los genes ARNt; se puede proponer que uno de estos genes es “copia” del
otro, y que se encuentran en genomas diferentes debido a un evento de especiación.
En la Figura 3-11 se muestran doce rectángulos, uno por cada especie de estudio. Cada
rectángulo contiene 12 columnas, una por especie, colocadas en el siguiente orden: la primera
columna corresponde a la especie que se quiere estudiar, la m−ésima columna corresponde a
m− 1-ésima especie más cercana evolutivamente, según la distancia de mutación genómica,
esto para m = 2, 3, ..,12. El número de filas está determinado por la cantidad de genes o
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pseudogenes ARNt de dicha especie. De arriba hacia abajo se considera que los genes o pseu-
dogenes ARNt están ordenados de la siguiente manera: gkαi ≺ gkβj si α ≺lex β, ó si α =lex β
e i < j, donde lex es el orden lexicográfico, ver Definición 2.1.4.
En el rectángulo correspondiente a la k−ésima especie; la casilla ubicada en la n−ésima fila
y la m−ésima columna se pinta de negro si el n−ésimo gen, o pseudogén ARNt de la especie
k, está conservado en sintenia con algún gen o pseudogén ARNt de la especie considerada
en la m−ésima columna, esto para k = 1, ..., 12 y m = 2, ..., 12. En la Figura 3-10 se hace
un acercamiento de la Figura 3-11 en donde se observa la información de sintenia de los
primeros 15 g1αi ; adicionalmente al final de cada fila se coloca el tipo de cada gen o pseudogén
ARNt, de acuerdo a la clasificación dada por la Tabla 3-1. En el Anexo C se encuentran las
tablas con la información de sintenia de genes ARNt por tipo, calculada en base a los datos
de sintenia proporcionados por los autores del artículo “Genomic organization of eukaryotic
tRNAs” [4]. La Figura 3-10 y la Figura 3-11 se obtienen usando el software Mathematica
8.0.
Figura 3-10. Información de conservación en sintenia de los primeros 15 g1αi . En la
imagen se muestra la parte superior, encerrada por un cuadro rojo, del primer
rectángulo de la Figura 3-11. Adicionalmente, al final de cada fila se muestra
el tipo del gen o pseudogén ARNt correspondiente a dicha fila.
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Figura 3-11. Información de sintenia de todos los gkαi . En la imagen cada columna
en los rectángulos representa una especie, mientras que una fila guarda la
información de conservación en sintenia de cierto gen ARNt. Si en la fila hay
cuadros coloreados de negro, significa que el gen aparece conservado en sintenia
con otro gen de la especie correspondiente a la columna.
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Existe la posibilidad de que una pareja de genes quede clasificada como conservada en sin-
tenia porque uno de ellos ocupa, por algún evento de transposición o retroposición, una
posición en el genoma que lo clasificó como conservado en sintenia con el otro. Y puesto
que se busca determinar cuales son las copias de un gen en otro genoma, se debe dar un
concepto de conservación más estricto. En la Definición 3.3.2 se propone un concepto de
conservación basado en la conservación en sintenia y en la similitud entre cadenas.
Definición 3.3.2. Dados gkαi = (c¯
kα
i , e¯
kα
i ) y g
lβ
j = (c¯
lβ
j , e¯
lβ
j ), con k 6= l. Se dice que ellos están
conservados si:
gkαi y g
lβ
j están conservados en sintenia.
dH(c¯
kα
i , c¯
lβ
j ) ≤ δc y dH(e¯kαi , e¯lβj ) ≤ δe, para δc y δe determinados. Es decir, las distancias
de Hamming entre las estructuras primarias alineadas y entre las estructuras secun-
darias alineadas, de la pareja de genes o pseudogenes, no sobrepasan ciertos umbrales
determinados.
La definición anterior propone que un gen o pseudogén ARNt puede ser una copia de otro
ubicado en un genoma diferente si son “muy parecidos”, es decir las diferencias entre su es-
tructura primaria y secundaria no pasan cierto umbral, y cerca de ellos encuentran regiones
“muy parecidas”, es decir cerca de ellos hay genes codificantes ortólogos.
Por otro lado; para determinar las copias de un gen o pseudogén ARNt dentro del mismo
genoma se tiene en cuenta que se ha registrado que ellos tienden a generar copias en tandem
[4], es decir que generan copias consecutivas en una región muy cercana. De acuerdo a lo
anterior se propone la Definición 3.3.3.
Definición 3.3.3. Dados gkαi = (c¯
kα
i , e¯
kα
i ) y g
kα
j = (c¯
kα
j , e¯
kα
j ); con k = 1, ..., 12, y α e i
posibles. Se dice que uno es copia en tandem del otro si:
La subcadena θ de Wkα, que representa el segmento de ADN ubicado entre los dos genes
o pseudogenes ARNt, tiene a lo más 1000 símbolos.
dH(c¯
kα
i , c¯
kα
j ) ≤ δc y dH(e¯kαi , e¯kαj ) ≤ δe, para δc y δe determinados. Es decir, las distancias
de Hamming entre las estructuras primarias alineadas y entre las estructuras secun-
darias alineadas, de la pareja de genes o pseudogenes, no sobrepasan ciertos umbrales
determinados.
Para determinar los umbrales δc y δe; se tiene en cuenta el hecho de que los genes ARNt
durante la evolución tienden a mantener su funcionalidad o a degradarse, debido principal-
mente al papel de la selección natural. Lo anterior significa que las copias de un gen ARNt
tienden principalmente a ser del mismo tipo o a ser pseudogenes. Entonces los umbrales δc
y δe, se escogen de tal manera que garanticen que:
3.3. CÁLCULO DE TASAS DE GANANCIA Y DEGRADACIÓN 81
1. Los genes o pseudogenes ARNt que están conservados en sintenia y que son del mismo
tipo queden en su mayoría clasificados como conservados.
2. Los genes o pseudogenes ARNt que están a menos de 1000 pares de bases y que son
del mismo tipo queden en su mayoría clasificados como copias en tandem.
Teniendo presente lo anterior, se calculan todas las distancias de Hamming, entre parejas
de estructuras primarias alineadas y estructuras secundarias alineadas, de genes pseudoge-
nes ARNt diferentes. Puesto que hay en total 3847 genes o pseudogenes ARNt en las doce
especies del género Drosophila, se requiere de un script en PERL para calcular las 14795562
distancias.
La Figura 3-12 muestra la frecuencia absoluta de las distancias de Hamming, entre es-
tructuras primarias alineadas de genes o pseudogenes ARNt diferentes, dentro de los doce
genomas estudiados; y la Figura 3-13 muestra la frecuencia absoluta de las distancias de
Hamming, entre estructuras secundarias alineadas de genes o pseudogenes ARNt diferentes,
dentro de los doce genomas estudiados.
Figura 3-12. Frecuencia absoluta de los valores dH(c¯kαi , c¯
lβ
j ). Frecuencia absoluta de
los valores dados por las distancias de Hamming entre estructuras primarias
alineadas dH(c¯
kα
i , c¯
lβ
j ), de genes o pseugones ARNt diferentes.
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Figura 3-13. Frecuencia absoluta de los valores dH(e¯kαi , e¯
lβ
j ). Frecuencia absoluta de
los valores dados por las distancias de Hamming entre estructuras secundarias
alineadas dH(e¯
kα
i , e¯
lβ
j ), de genes o pseugones ARNt diferentes.
Se escoge δc = 37 que corresponde a la mediana bootstrap de la muestra aleatoria, determi-
nada por las distancias de Hamming entre estructuras primarias alineadas dH(c¯
kα
i , c¯
lβ
j ); esto
para todos los posibles valores de i, j, k, l, α y β; excluyendo los ceros dados por dH(c¯
kα
i , c¯
kα
i )
para todo i, k y α. Y se escoge δe = 28 que corresponde al percentil 95 bootstrap de la mues-
tra aleatoria, determinada por las distancias de Hammming entre estructuras secundarias
alineadas dH(e¯
kα
i , e¯
lβ
j ); esto para todos los posibles valores de i, j, k, l, α y β; excluyendo los
ceros dados por dH(e¯
kα
i , e¯
kα
i ) para todo i, k y α
5.
La Tabla 3-4 es una tabla de contingencia de las frecuencias absolutas de las distancias
Hamming entre estructuras primarias alineadas dH(c¯
kα
i , c¯
lβ
j ), y las distancias de Hamming
entre estructuras secundarias alineadas dH(e¯
kα
i , e¯
lβ
j ); de genes o pseudogenes ARNt del mis-
mo tipo, que se clasifican como conservados en sintenia. La escogencia de los umbrales δc = 37
y δe = 28 garantiza la clasificación del 99.98% de los genes conservados en sintenia y del
mismo tipo como genes conservados.
5 El r−ésimo percentil bootstrap de una muestra, es el promedio de los r−ésimos percentiles de muestras de
igual tamaño tomadas, con reemplazamiento, de la muestra original. En particular, la mediana bootstrap
o percentil 50 de una muestra, es el promedio de las medianas de muestras de igual tamaño tomadas, con
reemplazamiento, de la muestra original [10] [11].
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Por otro lado la Tabla 3-5 es una tabla de contingencia de las frecuencias absolutas de las
distancias Hamming entre estructuras primarias alineadas dH(c¯
kα
i , c¯
kα
j ), y las distancias de
Hamming entre estructuras secundarias alineadas dH(e¯
kα
i , e¯
kα
j ); de genes o pseudogenes del
mismo tipo, que están a menos de mil nucleótidos. La escogencia de los umbrales δc = 37 y
δe = 28 garantiza la clasificación del 99.93% de los genes a menos de mil nucleótidos y del
mismo tipo como copias en tandem.
Tabla 3-4. Frecuencias absolutas (dH(e¯kαi , e¯
lβ
j ), dH(c¯
kα
i , c¯
lβ
j )) para g
kα
i y g
lβ
j conservados
en sintenia y del mismo tipo.
dH (c¯
kα
i
, c¯
lβ
j
)
dH(e¯
kα
i
, e¯
lβ
j
)
0 1 2 3 4 5 6 7 8 9 10 12 18 29
0 13124
1 2104 351 172
2 749 23 233 8
3 166 46 12 1
4 143 42 53 39 6 4
5 127 19 5 14 4 13
6 136 19 2 6 8
7 21 6 9 8 1 6
8 68 1 3 2 19 4 1 1
9 3 6 3 2 1 9 32 1
10 8 10 2 1 2 1 1
11 26 15 1 16 1
12 15 2
13 27 1 1 13
14 8 1
15 14 1 13
16 1
17 1
19 1
20 1
21 1
25 8
27 31
48 1
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Tabla 3-5. Frecuencias absolutas (dH(e¯kαi , e¯
kα
j ), dH(c¯
kα
i , c¯
kα
j )) para g
kα
i y g
kα
j del mismo tipo
y ubicadas a menos de mil nucleótidos.
dH(c¯
kα
i
, c¯
kα
j
)
dH(e¯
kα
i
, e¯
kα
j
)
0 1 2 3 4 5 6 7 8 9 12 17 19 21 22 23 25 29
0 1071
1 112 3 21
2 29 17 1
3 11 3 1
4 9 4 2 3 1
5 28 2 1 2 1
6 36 2 1 1
7 4 6
8 18 2 2 1 1
9 1 4
11 3 1 1
12 1
13 1 2
15 1
17 1
19 1
26 1
27 1 1
28 1 2 3
29 5
30 1
31 3
32 2 1
33 1 1
35 1 1 1
La selección de δc = 37 y δe = 28 también permite que queden clasificados como genes con-
servados o copias en tandem, parejas de genes o pseudogenes ARNt que no son del mismo
tipo pero que son muy parecidas en cuanto a su estructura primaria y secundaria; de hecho
del total de parejas de genes o pseudogenes ARNt conservados en sintenia, ver Anexo C, se
clasifican como copias conservadas el 87.05%.
El hecho de que existan copias de tipos diferentes también se debe considerar puesto que
debido a mutaciones puntuales en el anticodón el gen puede cambiar de tipo, aunque este
tipo de mutaciones no son muy usuales podría ser un indicador que a futuro el gen ARNt
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se va a degradar. En el caso particular en que quedan clasificadas como genes conservados o
copias en tandem, una pareja compuesta por un gen ARNt y un pseudogén ARNt; se puede
suponer que el pseudogén es una copia del gen que se está degradando.
En este trabajo las tasas de ganancias de genes o pseudogenes ARNt, entre dos especies
del género Drosophila, se calculan de acuerdo a sus tipos. Para determinar dichas tasas, se
busca para cada gen, en el genoma de una especie determinada, cuales son sus copias en otro
genoma; lo cual se consigue teniendo presente la información de genes conservados y copias
en tandem. En el Ejemplo 3.3.1 se muestra la idea general de como calcular las tasas de
ganancia entre dos especies, determinando las copias de un gen en otro genoma; teniendo
en cuenta dos genomas ficticios, cada uno con 4 genes ARNt que se clasifican en dos tipos,
y para los cuales se ha determinado que genes están conservados entre los genomas, y que
genes son copias en tandem de otros.
Ejemplo 3.3.1. Considere los genomas L y H, los cuales tienen cada uno 4 genes ARNt.
Los genes ARNt del genoma L se nombran l1, l2, l3 y l4; de estos se tiene que l1 es clasificado
como un gen ARNt tipo 1 y los demás son genes ARNt tipo 2. Por otro lado, los genes ARNt
del genoma H se nombran h1, h2, h3 y h4; de estos se tiene que h2 y h4 están clasificados
como genes ARNt tipo 1 y los demás son genes ARNt tipo 2. En la Figura 3-14 se mues-
tran los genomas L y H resaltando los ARNt que pertenecen a cada uno, adicionalmente se
señalan los genes clasificados como conservados y como copias en tandem.
Para calcular las tasas de ganancia de los genes ARNt según su tipo, del genoma L al genoma
H, a continuación se buscan las copias en la especie H de cada uno de los genes ARNt de
la especie L.
Búsqueda de las copias de l1 en H.
El gen ARNt l1 aparece como conservado con h1 y h2, entonces estos son los candidatos
más fuertes a copias de l1 en H. Note que h1 aparece también conservado con l2, es
decir que h1 también es un candidato fuerte a ser copia de h2; sin embargo, h1 no se
puede ver como una copia de dos genes diferentes. En ese caso lo que se puede pensar
es que durante la separación de las especies L y H, una de las copias de l1 y l2 se
degrado y la otra permaneció en el genoma de la especie H; note que el hecho de que
una de las dos copias se haya degradado no depende de que la otra se haya conservado,
dicha degradación depende del papel que la selección natural y la deriva genética juga-
ron sobre ese gen.
Para determinar de quien es copia h1 se puede usar un criterio de similitud, proponien-
do que h1 sera copia del gen que más se le parezca en cuanto a su estructura primaria
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Figura 3-14.Genes ARNt conservados y copias en tandem. En la imagen se muestran
dos genomas ficticios L y H ; dentro de los cuales se señalan sus ARNt, que
están clasificados en dos tipos. Además de esto se conectan por la línea gruesa
roja aquellos genes ARNt que se clasifican como conservados, y con la línea
negra punteada se conectan aquellos que están clasificados como copias en
tandem.
y secundaria. Supongamos que h1 se parece más a l2; lo cual lógico pensar ya que son
del mismo tipo, aunque en el caso de los genes ARNt de las especies del género Dro-
sophila esto no siempre sucede. De esta forma se concluye que h2 es la única copia, en
el genoma H, de l1.
Búsqueda de las copias de l2 en H.
El gen ARNt l2 aparece como conservado únicamente con h1; de acuerdo a lo revisado
durante la búsqueda de copias de l1 se concluye que h1 es la única copia, en el genoma
H, de l2.
Búsqueda de las copias de l3 y l4 en H.
Los genes ARNt l3 y l4 no aparecen conservados con ningún gen ARNt de H, por lo
tanto no se buscan copias de ellos en H.
Para calcular la tasa de ganancia de genes ARNt tipo 1 del genoma L al genoma H, se debe
considerar que hay dos posibles formas de ganar genes ARNt tipo 1. La primera forma de
ganar genes ARNt tipo 1, es que los genes ARNt tipo 1 del genoma L generen copias tipo 1
en el genoma H; la segunda forma de ganar genes ARNt tipo 1, es que los genes ARNt tipo
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2 del genoma L generen copias tipo 1 en el genoma H.
Sea g1,1 la tasa de ganancia de los genes ARNt tipo 1 en H a partir de genes ARNt tipo 1
en L, y g1,2 la tasa de ganancia de los genes ARNt tipo 1 en H a partir de genes ARNt tipo
2 en L. Entonces:
g1,1 = 1 y g1,2 = 0. (3-13)
Se tiene que g1,1 = 1, porque de a partir de un único gen ARNt tipo 1 de L se tiene una sola
copia de tipo 1 en H. Por otro lado, g1,2 = 0 porque de 3 genes ARNt tipo 2 en L no se tiene
ninguna copia tipo 1 en H.
Para calcular la tasa de ganancia de genes ARNt tipo 2 del genoma L al genoma H, se debe
considerar que hay dos posibles formas de ganar genes ARNt tipo 2. La primera forma de
ganar genes ARNt tipo 2, es que los genes ARNt tipo 1 del genoma L generen copias tipo 2
en el genoma H; la segunda forma de ganar genes ARNt tipo 2, es que los genes ARNt tipo
2 del genoma L generen copias tipo 2 en el genoma H.
Sea g2,1 la tasa de ganancia de los genes ARNt tipo 2 en H a partir de genes ARNt tipo 1
en L, y g2,2 la tasa de ganancia de los genes ARNt tipo 2 en H a partir de genes ARNt tipo
2 en L. Entonces:
g2,1 = 0 y g2,2 =
1
3
. (3-14)
Se tiene que g2,1 = 0, porque a partir de un único gen ARNt tipo 1 de L no se tiene ninguna
copia tipo 2 en H. Por otro lado, g2,2 = 13 porque de 3 genes ARNt tipo 2 en L se tiene una
sola copia tipo 1 en H.
Note que si G es la matriz de las ganancias calculadas en (3-13) y (3-14) , escrita así:
(
g1,1 g1,2
g2,1 g2,2
)
,
y −→nL es un vector de dos componentes, cuya primera componente es el número de genes
ARNt tipo 1 en L, y cuya segunda componente es el número de genes ARNt tipo 2 en L, es
decir que:
−→nL =
(
1
3
)
.
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Entonces el producto entre G y −→nL
G−→nL =
(
1 0
0 1
3
)(
1
3
)
=
(
1
1
)
,
da como resultado un vector cuya primera componente es el número de genes ARNt tipo 1 en
H, producidos como copia de genes ARNt de L; y cuya segunda componente es el número de
genes ARNt tipo 2 en H, producidos como copia de genes ARNt de L. Teniendo en cuenta
lo anterior, si el vector
−→nH =
(
2
2
)
,
es un vector cuya primera componente es el número de genes ARNt tipo 1 en H, y cuya
segunda componente es el número de genes ARNt tipo 2 en H; entonces se tiene la siguiente
relación entre −→nL y −→nH :
−→nH =
(
Número de genes ARNt tipo 1 que son copias de genes ARNt en L
Número de genes ARNt tipo 2 que son copias de genes ARNt en L
)
+(
Número de genes ARNt tipo 1 que no son copias de genes ARNt en L
Número de genes ARNt tipo 1 que no son copias de genes ARNt en L
)
.
Usando la notación anterior se tiene que:
−→nH = G−→nL +
(
1
1
)
.
Esto quiere decir que una porción de genes ARNt en un genoma, en este caso H puede, ser
explicada a partir de los genes ARNt de otro genoma, en este caso L; lo que es de esperarse
cuando las especies están estrechamente relacionadas evolutivamente.
De manera análoga, al procedimiento anteriormente descrito se puede calcular las tasas de
ganancia de los genes ARNt, según su tipo, del genoma H al genoma L; iniciando con la
búsqueda de copias en la especie L de cada uno de los genes ARNt de la especie H
Búsqueda de copias de h1 en L.
El gen ARNt h1 a parece como conservado con l1 y l2, los cuales automáticamente se
convierten en los mejores candidatos a ser las copias de h1 en el genoma L. Note que l1
aparece también conservado con h2, como se vio anteriormente se determina entonces
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que l1 es copia del que se parece más a el, en este caso h2. Entonces se concluye
inicialmente que, a partir del criterio de conservación, l2 es copia de h1. Note que l3
es una copia en tandem de l2 y que l4 es una copia en tandem de l3; esto quiere decir
que h1 generó una copia en L y dicha copia en L generó dos copias más, las cuales
también se cuentan como ganancia de h1.
Búsqueda de copias de h2 en L.
El gen ARNt h2 aparece conservado únicamente con l1; de acuerdo a lo revisado durante
la búsqueda de copias de h1 se concluye que l1 es la única copia, en el genoma L, de
h2.
Búsqueda de copias de h3 y h4 en L.
Los genes ARNt h3 y h4 no aparecen conservados con ningún gen ARNt de L, por lo
tanto no se buscan copias e ellos en L.
Sea ki,j la tasa de ganancia de genes ARNt tipo i en L a partir de genes ARNt tipo j en H,
para i, j ∈ {1, 2}. Entonces:
k1,1 =
1
2
, k1,2 = 0, k2,1 = 0 y k2,2 =
3
2
. (3-15)
En particular k2,2 = 32 , porque de dos genes ARNt tipo 2 en H, se obtuvieron 3 genes tipo 2 en
L. Note que esta ganancia de tres genes se tiene de dos maneras, una por el criterio de con-
servación y la otra por el criterio de las copias en tandem. Entonces se pueden calcular dos
tipos de ganancia; una dada por los genes ARNt que se clasifican como copias según el crite-
rio de conservación, y la otra dada por los genes ARNt que son copias (o copias de copias) en
tandem de genes ARNt que han sido clasificados como copias por el criterio de conservación.
Teniendo en cuenta lo anterior, se tiene que la ganancia de genes ARNt tipo 2 en L a partir
de genes tipo 2 es H, usando el criterio de conservación, es 1
2
porque de dos genes ARNt
tipo 2 en H se tiene un solo gen tipo 2 en L. Por otro lado, la ganancia de genes ARNt tipo
2 en L a partir de genes ARNt tipo 2 en L, que se han ganado de genes ARNt en H, es
2 porque de un solo gen ARNt que se había ganado de H se tienen dos genes ARNt tipo 2
adicionales en L. Por lo tanto:
−→nL =
(
1
2
0
0 1
2
)(
2
2
)
+
(
0 0
0 2
)(
1
1
)
. (3-16)
El primer miembro de la suma de (3-16) da como resultado un vector de dos componentes.
La primera componente de dicho vector, que es 1, es el número de genes ARNt tipo 1 que se
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ganaron según el criterio de conservación del genoma H al genoma L. La segunda compo-
nente de dicho vector, que también es 1, es el número de genes ARNt tipo 2 que se ganaron
según el criterio de conservación del genoma H al genoma L.
El segundo miembro de la suma de (3-16) da como resultado otro vector de dos componentes.
La primera componente de dicho vector, que es 0; es el número de genes ARNt tipo 1 en
L que se ganaron a partir de genes ARNt en L, que se obtuvieron como ganancia según el
criterio de conservación, a partir del genoma H. La segunda componente de dicho vector,
que es 2; es el número de genes ARNt tipo 2 en L que se ganaron a partir de genes ARNt en
L, que se obtuvieron como ganancia según el criterio de conservación, a partir del genoma
H. Note que:
−→nL =
(
1
2
0
0 1
2
)(
2
2
)
+
(
0 0
0 2
)(
1
1
)
=
(
1
2
0
0 1
2
)(
2
2
)
+
(
0 0
0 2
)(
1
2
0
0 1
2
)(
2
2
)
=
((
1
2
0
0 1
2
)
+
(
0 0
0 2
)(
1
2
0
0 1
2
))(
2
2
)
=
(
1
2
0
0 3
2
)(
2
2
)
.
(3-17)
Observe que las componentes de la última matriz que aparece en (3-17), corresponden a los
valores dados en (3-15).
Tendiendo como base el Ejemplo 3.3.1, se describe a continuación una relación entre la can-
tidad de genes ARNt entre parejas de especies del género Drosophila, en la cual se presentan
las tasas de ganancia y degradación de dichos genes en esas especies.
Para el genoma de la k-ésima especie del género Drosophila, se define un vector columna
−→nk de 22 componentes, esto para k = 1, ..,12. La i−ésima componente del vector −→nk es el
número de genes ARNt tipo Ai, presentes en el genoma de la k−ésima especie, ver Tabla
3-2; esto para i = 1, ..,22. Note en particular que la componente número 16 de los vectores
−→n1, ... y −→n12; es el número de pseudogenes ARNt que tienen los genomas de la especies esp1,
... y esp12 respectivamente.
Para cada pareja de vectores (−→nl ,−→nk), con l 6= k y k, l ∈ {1, ..,12}, se definen dos vectores−→sk,l y −→rk,l de 22 componentes. La i−ésima componente del vector −→sk,l corresponde al número
de genes ARNt tipo Ai en el genoma de la l−ésima especie; que se clasifican como copias,
por el criterio de conservación, de genes ARNt del genoma de la k−ésima especie. Mientras
que la i−ésima componente del vector −→rk,l corresponde al número de genes ARNt tipo Ai
en el genoma de la l−ésima especie; que no se clasifican como copias, por el criterio de
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conservación, de genes ARNt del genoma de la k−ésima especie. De acuerdo a lo anterior se
tiene que:
−→nl = −→sk,l +−→rk,l, (3-18)
donde l 6= k y k, l ∈ {1, ..,12}. De acuerdo a lo visto en el Ejemplo 3.3.1, para k y l dados, se
puede construir una matriz Fk,l de tamaño 22×22; la cual tiene en su i, j−ésima componente
la tasa de ganancia de genes ARNt tipo Ai en el genoma de la l−ésima especie, considerados
como copias de genes ARN tipo Aj del genoma de la k−ésima especie, según el criterio de
conservación; esto para i, j ∈ {1, ..., 22}. De tal manera que:
−→sk,l = Fk,l−→nk. (3-19)
Algunos de los genes ARNt contados en −→rk,l, son copias (o copias de copias) en tandem de
genes ARNt del genoma de la l−ésima especie, que se han clasificado como copias, según
el criterio de conservación, de genes ARNt del genoma de la k−ésima especie. Teniendo en
cuenta esto se tiene que:
−→rk,l = −→dk,l +−→ek,l, (3-20)
donde
−→
dk,l es el vector cuya i−ésima componente es el número de genes ARNt tipo Ai; que
son copias (o copias de copias) en tandem de genes ARNt del genoma de la l−ésima especie,
que se han clasificado como copias según el criterio de conservación, de genes ARNt del
genoma de la k−ésima especie. Por otro lado, el vector −→ek,l tiene en su i−ésima componente
el número de genes ARNt tipo Ai, en el genoma de la l−ésima especie, que no se pueden
explicar a partir de los genes ARNt del genoma de la k−ésima especie.
De acuerdo a lo anterior, se puede construir una matriz Ck,l de tamaño 22×22. Dicha matriz
tiene en su i, j−ésima componente la tasa de ganancia de genes ARNt tipo Ai, en el genoma
de la l−ésima especie, considerados como copias (o copias de copias) en tandem de genes
ARN tipo Aj del mismo genoma, que son copias según el criterio de conservación de algún
gen ARNt del genoma de la k−ésima especie; esto para i, j ∈ {1, ..., 22}. De tal manera que:
−→
dk,l = Ck,l
−→sk,l. (3-21)
Para cada l, k ∈ {1, ..., 12}, con k 6= l, la matriz Fk,l se denomina matriz de ganancia
por conservación de genes ARNt en la l−ésima especie a partir de la k−ésima
especie, y la matriz Ck,l se denomina matriz de ganancia extra por duplicación de
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genes ARNt en la l−ésima especie a partir de la k−ésima especie. Note que de
(3-18), (3-19), (3-20) y (3-21) se tiene que:
−→nl = −→sk,l +−→rk,l
= Fk,l
−→nk +−→rk,l
= Fk,l
−→nk +−→dk,l +−→ek,l
= Fk,l
−→nk + Ck,l−→sk,l +−→ek,l
= Fk,l
−→nk + Ck,lFk,l−→nk +−→ek,l
= (Fk,l + Ck,lFk,l)
−→nk +−→ek,l,
(3-22)
esto para l, k ∈ {1, ..., 12}, con k 6= l. Sea Gk,l = Fk,l+Ck,lFk,l, entonces la i, j-ésima columna
de dicha matriz es la tasa de ganancia de genes ARNt tipo Ai en el genoma de la l−ésima
especie, a partid de genes ARNt tipo Aj de la k−ésima especie. La matriz Gk,l puede ser
entonces nombrada como lamatriz de ganancia de genes ARNt en la l−ésima especie
a partir de la k−ésima especie.
Una manera formal de decir lo anterior, es que para cada pareja de especies (espk, espl) con
l, k ∈ {1, ..., 12} y k 6= l, se define la transformación afín:
Tk,l : R
22 → R22
−→x 7→ Gk,l−→x +−→ek,l.
De tal manera que Tk,l(
−→nk) = −→nl . En particular Tk,l(−→0 ) = −→ek,l, que es el vector que cuenta
los ARNt de la l−ésima especie que no pueden ser explicados a partir de los ARNt de la
k−ésima especie.
El cálculo de la matrices Fk,l, Ck,l y Fk,l requiere un trabajo computacional considerable.
En este trabajo se realizan varios scripts y una pipeline 6 que incluye scripts realizados en
perl, bash y Mathematica 8.0 (para la parte gráfica), para obtener los datos requeridos. A
continuación se describe de forma resumida la parte computacional del trabajo, donde se
calculan también otros datos de interés como −→sk,l, −→rk,l, −→dk,l, −→ek,l entre otros.
Para cada k = 1, ..., 12, se toman todos los genes y pseudogenes ARNt gkαi del genoma de la
k−ésima especie. Luego se agrupan en conjuntos denominados clusters; de tal manera una
pareja de genes o pseudogenes ARNt está en el mismo cluster si se clasifican como copias en
tandem.
Luego, para cada l = 1, ..., 12, si k 6= l entonces:
6En este trabajo, el término pipeline se refiere a un script formado por un conjunto de scripts conectados,
de tal manera que las salidas de algunos scripts son las entradas de otros.
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1. A cada pareja (gkαi , g
lβ
j ) clasificada como conservada en sintenia, se le adjunta la si-
guiente información:
a) Cluster al que pertenece cada uno de los miembros de la pareja.
b) Tipo de cada uno de los miembros de la pareja.
c) Distancia de Hamming entre las estructuras primarias de la pareja de genes y/o
pseudogenes ARNt, es decir dH(c
kα
i , c
lβ
j ).
d) Distancia de Hamming entre las estructuras secundarias de la pareja de genes y/o
pseudogenes ARNt, es decir dH(e
kα
i , e
lβ
j ).
2. Se clasifica cada pareja (gkαi , g
lβ
j ) como conservada o no, de acuerdo con la Definición
3.3.2.
3. Se inicializa la matriz Fk,l de tamaño 22× 22 con todas sus componentes igual a cero.
4. Para cada g
lβ
j , que aparezca conservado con algún gen o pseudogén ARNt de la k−ésima
especie, se hace lo siguiente:
a) Se crea un conjunto con los genes o pseudogenes ARNt de la k−ésima especie que
aparezcan conservados con él.
b) Del conjunto que resultó del literal anterior; se escoge el gen o pseudogén ARNt
de la k−ésima especie que se “parece más” a glβj , de acuerdo a la distancia de
Hamming entre sus estructuras primarias y secundarias. Entonces glβj se clasifica
como copia del gen o pseudogén ARNt encontrado.
c) Si An es el tipo de g
lβ
j y Ar el tipo del gen o pseudogén ARNt de la k−ésima
especie encontrado en el literal anterior, entonces a la n, r−ésima componente de
Fk,l se le debe sumar 1m , donde m es el total de genes tipo Ar de la k−ésima
especie.
Al finalizar se obtienen la matriz Fk,l.
5. Se cuentan cuantos genes o pseudogenes ARNt, de cada tipo, de la l−ésima especie
quedaron clasificados como copias de algún ARNt de la k−ésima especie. Esto con el
fin de construir el vector −→sk,l; otra opción es realizar el producto de Fk,l con −→nk.
6. Se realiza la resta −→nk −−→sk,l para obtener el vector −→rk,l.
7. Se inicializa la matriz Ck,l de tamaño 22× 22 con todas sus componentes igual a cero.
8. Para cada g
lβ
j , que no se haya clasificado como copia de algún gen o pseudogén ARNt
de la k−ésima especie, se hace lo siguiente:
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a) Se revisa si dentro del cluster al que pertenece g
lβ
j , existe un gen o pseudogén
ARNt de la l−ésima especie, que se haya clasificado como copia de un gen o
pseudogén ARNt de la k−ésima especie.
b) Se toma uno por uno cada gen o pseudogén ARNt, que no se haya clasificado
como copia previamente, dentro del cluster; y se busca cual es el gen o pseudogén,
que haya sido clasificado como copia por el criterio de conservación, más parecido
a él. Entonces el gen o pseudogén ARNt que se está estudiando, es copia del que
se encontró más parecido a él. Sea An el tipo del gen o pseudogén ARNt que se
está estudiando, y Ar el tipo del que se encontró más parecido a él; entonces a la
n, r−ésima componente de Ck,l se le debe sumar 1p , donde p es el total de genes
tipo Ar que se habían clasificado como copias, por el criterio de conservación.
Al finalizar se obtienen la matriz Ck,l.
9. Se cuentan cuantos genes o pseudogenes ARNt por tipo, de los considerados al principio
del literal anterior, quedaron clasificados como copias de algún ARNt de la l−ésima
especie. Esto con el fin de construir el vector
−→
dk,l; otra opción es realizar el producto
de Ck,l con
−→sk,l.
10. Se realiza la resta −→rk,l −−→dk,l para obtener el vector −→ek,l.
11. Se calcula Gk,l = Fk,l + Ck,lFk,l.
Dado que al final se tienen 132 matrices Fk,l, 132 matrices Ck,l y 132 matrices Gk,l; se prefiere
usar un método gráfico para mostrarlas. En este caso se usa Mathematica 8.0 para construir
cuadriculas de tamaño 22× 22, que se pintan de acuerdo al valor numérico de cada entrada
correspondiente de la matriz. El color blanco se usa en las entradas cuyos valores son cero y el
color naranja en las demás, se coloca un naranja más intenso a medida que el valor numérico
sea más grande. En la Figura 3-15 se muestran las matrices Gk,l usando la metodología
previamente descrita.
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Figura 3-15. Matrices de ganancia. En la imagen se muestran las 132 matrices Gk,l, con
k, l ∈ {1, ..., 12} y k 6= l, representadas mediante cuadriculas de tamaño 22×22,
que se pintan de acuerdo al valor numérico de cada entrada correspondiente
de la matriz. El color blanco se usa en las entradas cuyos valores son cero y
el color naranja en las demás, se coloca un naranja más intenso a medida que
el valor numérico sea más grande. En la parte inferior de cada cuadricula, se
encuentra una barra que indica como cambia la intensidad del color a medida
que aumentan los valores numéricos, que aparecen en la matriz Gk,l.
El hecho de que la i, j−ésima entrada de una matriz Gk,l, para k y l dados, sea distinta
de cero significa que los genes o pseudogenes ARNt tipo Aj , en el genoma de la k−ésima
especie, están generando copias tipo Ai en el genoma de la l−ésima especie. En particular,
cuando i = 16 y j 6= 16 la tasa de ganancia correspondiente es una tasa de pseudogenización
o tasa de degradación, de los genes ARNt tipo Aj del genoma de la k−ésima especie al
genoma de la l−ésima especie.
3.3.1. Análisis de sensibilidad de las matrices de ganancia respecto
a la escogencia de los umbrales
El cálculo de las matrices de ganancia, depende de la escogencia de los umbrales δc y δe,
puesto que de ellos dependen la clasificación de genes conservados y copias en tandem. Por
esta razón es importante analizar que tanto cambian las matrices de ganancia, cuando se
perturban los umbrales. Para esto se debe considerar que la pareja de datos que se va a
perturbar, osea (δc, δe), pertenecen al espacio normado (R2, || · ||2), donde || · ||2 es la norma
euclidiana. Por otro lado, también se debe tener en cuenta que las matrices Gk,l pertenecen
a (R22×22, ||| · |||2), donde ||| · |||2 es la norma espectral, ver Sección 2.4.
Para dar una medida de que tanto cambia una matriz particular Gk,l, de acuerdo a una
perturbación dada en los umbrales; se calcula la razón entre el error relativo dado por el
cambio de la matriz Gk,l, y el error relativo dado por la perturbación de los umbrales. Dicha
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razón se denomina número de condición, como se menciono al final de la Sección 2.4. Para
una pareja (k, l) dada, con k, l ∈ {1, ..., 12} y k 6= l, el número de condición se denota κk,l y
se determina de la siguiente manera:
κk,l =
|||Gˆk,l −Gk,l|||2
|||Gk,l|||2
‖δˆ − δ‖2
‖δ‖2
.
Donde Gˆk,l es la matriz de ganancia de la especie espk a la especie espl obtenida con el
umbral δˆ = (δˆc, δˆe). La Figura 3-16 muestra para 10 δˆ distintos, como cambia los números
de condición κk,l respecto a las parejas (k, l). Teniendo en cuenta los datos que se usaron
para la construcción de las gráficas de la Figura 3-16 y la información de la Tabla 3-6 se
puede afirmar que:
Si ‖δˆ−δ‖2 = 1, es decir, si se tiene un cambio relativo en el umbral de 2,2%, el cambio
relativo promedio en las matrices estará entre el 0% y el 0,004%. Por lo tanto dicha
perturbación del umbral no afectará considerablemente las matrices resultantes.
Si ‖δˆ − δ‖2 =
√
2, es decir, si se tiene un cambio relativo en el umbral de un 3,04%,
el cambio relativo promedio en las matrices estará entre el 4,9% y el 10,2%. Por lo
tanto dicha perturbación del umbral produce un error entre 1.6 y 3.4 veces mayor en
las matrices resultantes.
Si ‖δˆ − δ‖2 = 2, es decir, si se tiene un cambio relativo en el umbral de un 4,31%, el
cambio relativo promedio en las matrices estará entre el 0% y el 13,9%. Note para esta
perturbación del umbral, que si δc = δˆc el cambio relativo promedio en las matrices
estará entre el 0% y el 0,3%; pero si δe = δˆe el cambio relativo promedio en las matrices
estará entre el 11,1% y el 13,9%.
Tabla 3-6. Sensibilidad de las matrices Gk,l respecto a perturbaciones del
umbral. En las primeras dos filas de la tabla, se muestran los valores
máximos y mínimos que alcanzan los números de condición κk,l, para cier-
tas perturbaciones dadas en δˆ. Adicionalmente, en las últimas dos filas se
muestra el promedio y la desviación estándar de dichos valores, esto para
k, l ∈ {1, ..,12} con k 6= l.
δˆ = (36, 28) δˆ = (38, 28) δˆ = (37, 27) δˆ = (37, 29) δˆ = (36, 27)
mı´n
k,l∈{1,...,12}
κk,l 0.000000 0.000000 0.000000 0.000000 0.000000
ma´x
k,l∈{1,...,12}
κk,l 0.009578 0.003592 0.000000 0.000803 14.582249
x¯ 0.001459 0.000725 0.000000 0.000006 2.221684
σ 0.002197 0.001072 0.000000 0.000070 3.344401
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δˆ = (38, 29) δˆ = (35, 28) δˆ = (39, 28) δˆ = (37, 26) δˆ = (37, 30)
mı´n
k,l∈{1,...,12}
κk,l 0.000000 0.000000 0.000000 0.000000 0.000000
ma´x
k,l∈{1,...,12}
κk,l 5.468343 10.311207 20.716398 0.000000 0.864604
x¯ 1.113352 2.510463 2.685293 0.000000 0.006550
σ 1.628836 2.581874 3.241385 0.000000 0.075254
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Figura 3-16. Número de condición respecto a las parejas (k, l). En la imagen se
muestran seis cuadriculas de tamaño 12 × 12, una por cada valor de δˆ que
aparece en la Tabla 3-6. El i, j−ésimo cuadro de la cuadricula, se pinta de
acuerdo al valor numérico de κi,j , esto para i, j ∈ {1, ..., 12}. El color blanco
se usa en los cuadros cuando el valor de κi,j es cero, y se colorea con una
naranja más intenso a medida que el valor de κi,j sea más grande. En la parte
inferior de cada cuadricula, se encuentra una barra que indica como cambia la
intensidad del color a medida que aumentan el valor de κi,j .
3.4. Distancias de mutación genómica explicadas a
partir de las matrices de ganancia de genes o
pseudogenes ARNt
Las distancias de mutación genómica dan una medida global de que tan separadas están
evolutivamente una pareja de especies, ver Sección 1.6. Lo anterior calculando el número
esperado de sustituciones por sitio que han ocurrido en promedio entre genes de 2 especies,
desde su divergencia de un ancestro común.
En esta sección se pretende muestra que existe una relación entre dicha distancia y las tasas
de de genes y pseudogenes ARNt encontradas anteriormente. Con ese objetivo se define las
siguientes variables:
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dmg = distancia de mutación genómica entre dos especies, los valores de esta variable están
dados por la Tabla 1-2.
Gn = tasa de ganancia de genes o pseudogenes ARNt tipo An a partir de genes o pseudoge-
nes ARNt tipo An entre 2 especies. Note que los valores que se tienen de esta variable
son las n, n-ésimas entradas de las matrices Gk,l, esto para n = 1, ..., 22, de tal manera
que se determinan 22 variables.
SUM = tasa global con la que se ganan de genes o pseudogenes ARNt entre 2 especies.
Note que los valores de esta variable están dados por la suma de todas las componentes
de las matrices Gk,l.
X = número de tipos diferentes de genes o pseudogenes ARNt que se obtienen por conser-
vación en sintenia de una especie a otra y que presentan un cambio te tipo. Note que
los valores de esta variable están dados por el número de entradas que no pertenecen
a la diagonal de las matrices Gk,l y que son distintos de 0.
Realizando una regresión lineal múltiple en R, ver Sección 2.5, con las observaciones que se
tienen para las anteriores variables, se tiene que:
dmg = 1,449289− 0,066439SUM + 0,028940X + 0,355782G1 − 0,046392G2+
0,206187G3 − 0,483804G4 − 0,067842G5 − 0,044473G6 − 0,328592G7
−0,181696G8 + 0,117128G9 + 0,178988G10 − 0,152321G11 + 0,199628G12+
0,202227G13 + 0,038267G14 + 0,109535G15 − 0,311301G16 + 0,013858G17
−0,133926G18 − 0,023096G19 + 0,011898G20 − 0,252336G21 − 0,077421G22.
(3-23)
El valor de coeficiente de determinación es 0.8121, lo cual dice que el 81.21% de la variabilidad
total es explicada por el modelo. Sin embargo, el alto número de variables puede causar que
este coeficiente se aproxime a 1, como se explica en la Sección 2.5; dado lo anterior se
prefiere revisar el coeficiente de determinación ajustado el cual es 0.7699, esto significa que
el 76.99% de la variabilidad total es explicada por el modelo. La ecuación (3-23) ofrece una
aproximación a las distancias de mutación genómicas observadas, respecto a los datos dados
por las matrices de ganancia. En la Figura 3-17 se muestra una gráfica de los residuales de
la regresión respecto a los valores observados de la variable dmg.
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Figura 3-17. Gráfica de residuales respecto a la distancia de mutación genómica.
En la gráfica se muestran los residuales; es decir la diferencia entre el valor
observado de dmg y el valor estimado de dmg, usando (3-23); respecto a los
valores observados de dmg.
4. Conclusiones y recomendaciones
4.1. Conclusiones
El modelo dado por la ecuación (3-23), resultante de la regresión lineal múltiple en la Sección
3.4; logra describir las diferencias evolutivas entre parejas de especies del género Drosophila,
respecto a la distribución observada actualmente de los genes y pseudogenes ARNt presentes
en sus genomas. Esto se tiene al considerar a la distancia de mutación genómica, entre dos
especies, como una medida global que determina que tan distintas evolutivamente son esas
especies. La distribución observada actualmente de los genes y pseudogenes ARNt, en las
doce especies del género Drosophila, se estudia desde un punto de vista cuantitativo, en el
sentido de que se caracteriza de acuerdo a las tasas de ganancias y degradación de dichos
genes.
Para poder calcular las tasas de ganancia y degradación de genes y pseudogenes ARNt, es
imperativo el uso de información de ortología, entre las regiones codificantes de los genomas,
y el uso de una medida de similitud entre los genes y pseudogenes ARNt. Ya que gracias
a esta información, y a la dada por la posición relativa de los genes y pseudogenes ARNt
dentro de un genoma, se puede revisar de manera puntual la ganancia y degradación de los
genes y pseudogenes ARNt de las doce especies de estudio.
La determinación de las tasas de ganancia y degradación, de genes y pseudogenes ARNt,
se vuelve un problema altamente sensible a pequeños cambios en el umbral dado para las
diferencias, en cuanto a estructura primaria, de los genes y pseudogenes ARNt. Sin embargo,
pequeños cambios en el umbral dado para las diferencias, en cuanto a estructura secundaria,
de los genes y pseudogenes ARNt no afectan de manera considerable los resultados obtenidos.
Dada la cantidad y complejidad de los datos usados en el desarrollo de este trabajo; fue indis-
pensable el uso de los lenguajes de programación PERL y BASH, y los software tRNAscan-Se,
INFERNAL, Mathematica 8.0 y R.
108 CAPÍTULO 4. CONCLUSIONES Y RECOMENDACIONES
4.2. Recomendaciones
Para investigaciones futuras, relacionadas con el tema de esta tesis, se hacen las siguientes
observaciones y recomendaciones:
El modelo que se encontró en este trabajo, es únicamente explicativo. Ya que dicho
modelo no cumple con los supuestos necesarios para la inferencia estadística.
Existen otras medidas globales, para determinar que tan separadas evolutivamente se
encuentran dos especies, una de ellas es el tiempo de divergencia. De esta manera, si
se dispone de datos confiables acerca del tiempo de divergencia, éste puede reemplazar
a la distancia evolutiva en la búsqueda del modelo explicativo.
Basándose en el criterio de conservación y de copias en tandem, se puede buscar prede-
cir que genes y pseudogenes ARNt se encontraban en el genoma de un ancestro común
de un par de especies. A partir de lo predicho, para cada pareja de especies, se pue-
de buscar predecir los genes y pseudogenes ARNt que se encontraban en el ancestro
común a todas las especies de estudio. Sin embargo, es posible que los criterios de
conservación y copias en tandem no sean suficientes para hacer dichas predicciones.
Usando estos datos y el tiempo de divergencia, se puede usar un sistema de ecuaciones
diferenciales estocásticas, para describir como cambia la cantidad de genes o pseudoge-
nes ARNt de cierto tipo respecto al tiempo. Por ejemplo, si xi(t) representa el número
de genes o pseudogenes ARNt tipo Ai en un genoma sobre el número total de genes
o pseudogenes ARNt de dicho genoma, en el instante t, entonces para i = 1, ..., 22 se
tiene que:
dxi
dt
=
22∑
j=1
(
xifjQji − xj
22∑
i=1
fixi
)
.
Donde fi es el grado de adaptación o fitness de los genes o pseudogenes ARNt tipo Ai,
y Qji es la probabilidad de que un gen ARNt tipo Aj “mute” en uno tipo Ai [29, p.
33]. Llegando a este punto el objetivo sería estimar fi y Qji, para i, j ∈ {1, ..., 22}.
Se pueden utilizar otro tipo de distancias, además de la de Hamming, para dar una
medida de similitud entre los genes y pseudogenes ARNt. Algunas distancias sugeridas
son la distancia de Levenshtein y la distancia de Jukes-Cantor. Sin embargo, el uso de
estas distancias tiene un costo computacional mayor al necesario para el cálculo de las
distancias de Hamming.
A. Anexo: Versiones de genomas
Los doce genomas se obtienen de la base de datos FlyBase, la Tabla A-1 contiene la infor-
mación de las versiones utilizadas en este trabajo.
Tabla A-1. Versiones utilizadas de genomas
Especie Versión Tamaño Número de genes
Drosophila grimshawi dgri-all-chromosome-r1.3-fasta 200467819 15585
Drosophila virilis dvir-all-chromosome-r1.2-fasta 206026697 15343
Drosophila mojavensis dmoj-all-chromosome-r1.3-fasta 193826310 15179
Drosophila willistoni dwil-all-chromosome-r1.3-fasta 235516348 16385
Drosophila persimilis dper-all-chromosome-r1.3-fasta 188374079 17573
Drosophila pseudoobscura dpse-all-chromosome-r2.3-fasta 152738921 16791
Drosophila ananassae dana-all-chromosome-r1.3-fasta 230993012 15978
Drosophila erecta dere-all-chromosome-r1.3-fasta 152712140 15810
Drosophila yakuba dyak-all-chromosome-r1.3-fasta 165693946 16891
Drosophila melanogaster dmel-all-chromosome-r5.6-fasta 168736537 14909
Drosophila sechellia dsec-all-chromosome-r1.3-fasta 166577145 17273
Drosophila simulans dsim-all-chromosome-r1.3-fasta 137828247 16104

B. Anexo: Distancia de mutación
genómica
En este anexo se explica brevemente el procedimiento usado por los autores de [21] para
calcular la distancia de mutación genómica. Inicialmente calculan la distancia de mutación
sinónima entre las esperices [21, p. 37]; la cual también podría ser tomada como distancia
evolutiva si la selección natural no tuviera efecto sobre ella, es decir que la causa de las
sustituciones sinónimas estuviera dada por el azar [20, p. 51].
B.1. Distancia de mutación sinónima
Como se menciono en la Subsección 1.2.1 los ARNm son leídos por codones (tripla de nu-
cleótidos) durante el proceso de traducción, de tal manera que cada codón codifica un único
aminoácido ver Tabla 1-1. Cuando hay una sustitución en un codón de un gen ARNm es
posible que el codón resultante codifique el mismo aminoácido, en este caso se dice que la
sustitución es sinónima; en el caso contrario se dice que la sustitución es no sinónima. Al
número esperado de sustituciones sinónimas por sitio entre dos genes ARNm se le denomina
distancia de mutación sinónima entre dichos genes.
Existen diferentes formas de estimar la distancia de mutación sinónima entre dos genes [20,
C. 4], sin embargo en [21] se escoge estimarla como el número de sustituciones por sitio cuatro
veces degenerado [28]. Para hacer dicha estimación; se clasifica a los sitios (o posiciones) de
los nucleótidos en los codones en tres tipos: no degenerados, dos veces degenerados y cuatro
veces degenerados. Se dice que un sitio es no degenerado si cualquier sustitución del nucleó-
tido en dicho sitio es no sinónima; por ejemplo, la segunda posición de todos los codones es
un sitio no degenerado. Por otro lado, se dice que un sitio es dos veces degenerado si una
de las tres posibles sustituciones en ese sitio es sinónima; por ejemplo, la primera posición
del codón TTA, que codifica la leucina, es dos veces degenerada ya que si se cambia por C
queda el codón CTA que también codifica la leucina, pero si se cambia por G queda el codón
GTA que codifica la valina y si se cambia por A queda el codón ATA que codifica la isoleu-
cina. Finalmente, se dice que un sitio es cuatro veces degenerado si cualquier sustitución del
nucleótido en dicho sitio es sinónima. También se puede clasificar un sitio como tres veces
degenerado, pero estos son considerados como sitios dos veces degenerados para simplificar
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los cálculos. Teniendo en cuenta lo anterior, dadas dos secuencias, se definen
L0 := promedio del número de sitios no degenerados entre las dos secuencias,
L2 := promedio del número de sitios dos veces degenerados entre las dos secuencias y
L4 := promedio del número de sitios cuatro veces degenerados entre las dos secuencias.
Al comparar las dos secuencias codón por codón se pueden clasificar las diferencias de nu-
cleótidos; como transicionales o transversionales, ver Subsección 1.3.1; entre cada par de
codones. De esta forma, se definen
Pi := número de diferencias transicionales en sitios i− veces degenerados dividido por Li y
Qi := número de diferencias transversionales en sitios i− veces degenerados dividido por Li.
Lo anterior para i = 0, 2, 4. El promedio de mutaciones transicionales por sitio está dado por
Ai =
1
2
ln
(
1
1− 2Pi −Qi
)
− 1
4
ln
(
1
1− 2Qi
)
, i = 0, 2, 4 (B-1)
y el promedio de mutaciones transversionales por sitio está dado por
Bi =
1
2
ln
(
1
1− 2Qi
)
, i = 0, 2, 4. (B-2)
Las igualdades (B-1) y (B-2) se obtienen del método desarrollado en [16] mediante el cual
se estima el número de sustituciones transicionales o trasversionales por sitio, a partir de las
diferencias transicionales o transversionales observadas al comparar dos secuencias.
El número de sustituciones por sitio i− veces degenerado está dado entonces por
Ki = Ai +Bi.
En particular, K4 es el número de sustituciones por sitio cuatro veces degenerado, y es este
número el que se utiliza como distancia de mutación sinónima entre dos genes.
B.2. Cálculo de la distancia de mutación genómica
En [21] se define la distancia de mutación genómica entre dos genes como
dµ =
ds
(1− f) ,
B.2. CÁLCULO DE LA DISTANCIA DE MUTACIÓN GENÓMICA 113
donde ds es la distancia de mutación sinónima ente dichos genes y f representa la fracción
de sustituciones por sitio subestimadas debido a que no todos los codones, que codifican
para un mismo aminoácido, son seleccionados con igual frecuencia; de tal forma que fdµ
representa el número de sustituciones por sitio, que han sido subestimadas debido a que la
selección favorece la escogencia de algunos codones. Note que si f = 0 entonces dµ = ds,
esto significa que en ausencia de la selección, la distancia de mutación genómica es igual a
la distancia de mutación sinónima.
La distancia evolutiva, y en particular la distancia de mutación genómica, entre una pareja
de especies; se puede considerar como el promedio de las distancias evolutivas entre ciertos
genes de dichas especies.

C. Anexo: Datos de sintenia por tipo
Las siguientes tablas contienen la información del número de genes ARNt, clasificados según
el tipo de aminoácido que su molécula transcrita es capaz de transportar, de la especie dada
por las filas que se ha conservado con algún gen o pseudogen ARNt de la especie dada por las
columnas. En particular, la Tabla C-16 contiene la información del número de pseudogenes
ARNt de la especie dada por las filas que se ha conservado con algún gen o pseudogen ARNt
de la especie dada por las columnas.
Tabla C-1. Sintenia Alanina
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 14 12 4 6 6 8 3 7 3 11 9 7
dvir 13 15 4 7 8 10 5 7 5 9 7 7
dmoj 6 5 16 9 10 8 12 6 10 11 9 9
dwil 8 8 12 18 9 7 12 7 10 12 7 7
dper 10 11 11 8 18 14 13 13 10 10 12 13
dpse 12 13 9 6 14 18 10 13 10 10 13 13
dana 6 7 13 10 13 10 20 13 12 15 9 9
dere 11 10 9 8 13 13 11 17 13 11 14 14
dyak 6 7 13 10 10 10 14 11 25 15 9 9
dmel 6 13 14 14 12 12 13 11 15 17 14 11
dsec 13 10 12 8 13 13 11 15 11 14 19 15
dsim 9 8 12 6 13 13 11 14 11 11 14 14
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Tabla C-2. Sintenia Arginina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 18 5 10 7 8 4 7 7 6 2 3 4
dvir 9 19 3 10 0 6 1 2 3 9 7 7
dmoj 11 3 19 8 8 2 3 5 4 1 2 3
dwil 9 11 8 24 7 7 7 8 9 8 8 7
dper 12 0 10 9 24 6 11 9 10 2 2 3
dpse 9 9 2 9 6 21 2 1 1 11 11 12
dana 8 1 7 7 8 2 25 4 6 8 1 2
dere 10 2 10 6 6 1 6 23 9 5 9 8
dyak 5 10 6 6 5 1 4 9 26 14 3 2
dmel 2 12 1 6 2 7 6 5 11 26 10 9
dsec 6 6 5 6 2 7 1 9 3 10 23 16
dsim 8 5 7 4 3 7 2 9 2 8 16 21
Tabla C-3. Sintenia Asparagina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 7 5 5 3 3 4 3 4 4 9 6 5
dvir 6 7 5 5 5 4 4 2 6 6 5 5
dmoj 7 6 8 4 4 5 4 5 6 4 5 5
dwil 5 5 4 9 6 4 4 2 6 5 4 4
dper 7 8 7 8 9 8 8 5 8 8 7 7
dpse 8 7 8 7 8 9 8 2 7 7 8 8
dana 7 7 7 7 8 8 9 6 7 8 7 7
dere 8 7 8 6 6 7 6 8 7 3 8 8
dyak 9 10 9 9 9 8 8 7 11 10 9 9
dmel 4 10 7 9 9 8 7 7 10 12 9 9
dsec 8 6 5 5 5 6 5 4 6 6 9 7
dsim 6 5 5 4 4 5 4 3 5 5 6 7
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Tabla C-4. Sintenia Ácido Aspártico.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 12 1 2 1 2 2 1 1 0 3 1 0
dvir 4 13 6 0 1 1 0 0 0 2 0 0
dmoj 5 7 12 0 2 2 2 2 2 2 2 2
dwil 3 0 0 15 1 1 7 5 5 5 5 1
dper 7 3 3 2 18 12 5 8 3 8 8 3
dpse 7 3 3 2 12 14 5 8 3 8 8 3
dana 1 0 2 5 3 3 13 8 10 9 7 4
dere 2 0 3 3 5 5 8 14 11 12 9 5
dyak 0 0 3 3 3 3 10 11 15 13 7 5
dmel 2 4 3 3 5 5 9 12 13 14 13 8
dsec 1 0 6 3 7 7 9 10 9 13 14 9
dsim 0 0 4 1 4 4 5 5 5 8 8 9
Tabla C-5. Sintenia Cisteina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 6 5 1 4 5 5 1 5 4 5 5 5
dvir 5 8 0 4 5 5 1 5 4 5 5 5
dmoj 1 0 7 0 0 0 4 0 5 0 0 0
dwil 2 2 0 11 2 2 0 2 2 2 2 2
dper 5 5 0 4 8 8 3 7 6 7 7 7
dpse 5 5 0 4 11 11 6 10 9 10 10 10
dana 1 1 4 0 2 2 7 2 5 2 2 1
dere 5 5 0 4 6 6 2 7 6 7 7 7
dyak 4 4 5 4 5 5 5 6 8 6 6 6
dmel 5 5 0 4 6 6 2 7 6 7 7 7
dsec 4 4 0 3 5 5 2 6 5 6 6 6
dsim 5 5 0 4 6 6 1 7 6 7 7 7
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Tabla C-6. Sintenia Glutamina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 15 2 12 0 12 11 1 11 12 8 11 13
dvir 2 11 1 0 3 2 8 3 4 2 2 2
dmoj 7 1 11 1 5 6 2 7 6 9 7 9
dwil 0 0 1 10 0 1 1 1 0 0 0 0
dper 7 3 5 0 11 8 2 7 8 6 6 6
dpse 6 2 6 1 8 11 3 8 7 5 5 5
dana 1 8 2 1 2 3 12 6 4 2 1 2
dere 6 3 7 1 7 8 6 12 9 8 6 8
dyak 7 4 6 0 8 7 4 9 12 7 8 7
dmel 13 2 9 0 6 5 2 8 7 12 8 12
dsec 6 2 7 0 6 5 1 6 8 8 10 8
dsim 8 2 9 0 6 5 2 8 7 12 8 12
Tabla C-7. Sintenia Ácido Glutámico.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 16 9 10 2 2 5 3 7 5 13 2 4
dvir 9 16 5 0 4 2 1 1 2 1 1 1
dmoj 14 5 17 4 3 9 1 8 4 10 6 10
dwil 11 0 11 22 0 11 2 11 0 11 0 11
dper 1 4 3 0 20 14 4 0 3 2 2 2
dpse 4 1 6 3 14 23 1 3 0 5 2 5
dana 3 4 3 4 9 5 19 3 8 0 0 0
dere 14 5 6 5 0 5 3 18 12 17 10 15
dyak 9 12 1 0 7 0 11 12 20 9 9 9
dmel 5 6 10 6 3 9 0 15 10 25 14 20
dsec 6 5 4 0 3 3 0 10 9 13 18 12
dsim 9 5 7 3 3 6 0 12 8 15 11 15
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Tabla C-8. Sintenia Glicina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 22 9 1 4 4 4 5 5 2 6 5 4
dvir 10 21 1 4 3 4 5 5 2 5 5 4
dmoj 1 1 21 2 3 3 1 2 5 2 2 1
dwil 4 4 1 18 3 4 6 4 2 4 4 4
dper 6 4 3 4 22 10 7 5 8 5 6 4
dpse 4 4 4 4 10 23 5 7 6 8 8 8
dana 6 6 2 5 9 5 25 8 6 10 8 6
dere 6 6 4 4 5 8 8 21 7 14 15 15
dyak 4 4 6 3 9 6 7 7 23 9 7 4
dmel 5 6 3 4 5 10 9 15 8 20 20 20
dsec 5 5 3 4 5 9 7 14 6 19 19 19
dsim 3 3 1 3 3 8 5 12 3 17 17 23
Tabla C-9. Sintenia Histidina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 5 4 1 1 1 2 0 2 1 1 1 1
dvir 4 5 0 0 2 1 0 1 2 0 0 0
dmoj 2 0 5 3 0 2 1 2 0 3 3 3
dwil 1 0 5 7 0 0 4 1 0 5 5 5
dper 4 5 0 0 7 4 0 4 5 0 0 0
dpse 5 4 1 0 4 5 0 5 4 1 3 3
dana 0 0 5 5 0 0 5 0 0 4 5 5
dere 6 5 1 1 5 6 0 6 5 1 4 4
dyak 4 5 0 0 5 4 0 4 5 0 3 3
dmel 1 0 5 5 0 1 5 1 0 5 5 5
dsec 1 0 6 7 0 1 6 2 1 8 13 9
dsim 1 0 5 6 0 1 5 2 1 6 7 8
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Tabla C-10. Sintenia Isoleucina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 10 3 6 0 7 4 7 3 6 7 3 1
dvir 3 11 0 0 4 8 3 2 3 6 6 6
dmoj 5 0 10 0 5 3 3 3 2 3 3 3
dwil 0 0 0 14 0 0 0 0 0 0 0 0
dper 10 5 7 0 13 1 10 0 6 3 3 3
dpse 5 10 4 0 1 12 0 4 3 9 6 6
dana 6 7 4 0 10 0 13 6 9 6 3 3
dere 7 6 7 0 0 7 3 11 9 9 10 1
dyak 7 7 6 0 2 6 8 9 12 9 10 1
dmel 3 7 7 0 6 8 3 9 9 11 11 9
dsec 7 7 7 0 6 2 6 10 10 11 12 9
dsim 1 5 5 0 4 2 4 1 1 7 7 8
Tabla C-11. Sintenia Leucina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 19 10 1 3 3 4 3 4 4 8 4 6
dvir 10 20 0 5 5 7 0 1 4 8 6 7
dmoj 1 0 19 0 5 7 4 6 5 5 5 5
dwil 3 4 0 23 2 2 2 2 4 6 4 3
dper 7 10 6 2 22 6 17 16 5 2 2 2
dpse 6 9 11 3 6 22 2 5 11 14 12 12
dana 4 0 5 2 18 2 23 11 6 4 4 4
dere 7 2 6 2 13 5 15 21 7 5 3 3
dyak 5 5 8 4 4 11 6 7 24 15 12 12
dmel 7 8 9 10 2 13 4 5 15 23 21 20
dsec 4 5 9 4 2 11 4 3 12 21 23 20
dsim 6 6 8 3 1 11 4 3 12 19 20 23
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Tabla C-12. Sintenia Lisina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 18 4 9 5 6 3 5 6 7 6 2 3
dvir 7 24 4 4 1 4 5 3 3 7 4 6
dmoj 9 3 19 4 4 0 3 5 4 2 0 1
dwil 7 7 7 17 7 7 7 7 7 7 2 2
dper 11 1 8 8 18 3 12 8 12 3 3 3
dpse 10 8 0 8 3 17 10 1 3 12 12 12
dana 7 5 4 4 12 4 24 4 12 9 4 4
dere 7 3 7 4 5 1 5 16 8 12 7 4
dyak 10 2 6 5 10 4 10 9 22 7 6 7
dmel 3 10 2 9 4 10 5 10 7 19 17 18
dsec 5 4 0 4 4 9 7 4 6 14 16 15
dsim 6 5 1 4 4 9 8 3 6 13 13 15
Tabla C-13. Sintenia Metionina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 10 1 3 1 3 5 4 3 0 6 4 5
dvir 1 12 5 5 1 1 2 3 3 4 1 2
dmoj 3 5 12 3 1 1 3 4 5 4 1 3
dwil 3 5 6 14 0 3 0 6 3 5 0 4
dper 3 2 1 0 12 6 6 2 3 3 3 3
dpse 6 1 2 2 6 11 6 5 0 6 4 6
dana 4 2 3 0 5 6 12 2 3 5 3 3
dere 4 4 5 5 2 5 2 12 6 11 6 7
dyak 0 4 5 2 3 0 4 6 15 7 6 5
dmel 5 5 5 4 4 7 4 11 7 12 9 9
dsec 4 1 1 0 3 4 3 7 6 9 15 8
dsim 6 2 3 3 4 7 4 7 4 9 8 12
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Tabla C-14. Sintenia Fenilalanina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 9 5 5 2 4 4 5 2 5 3 2 2
dvir 5 8 0 2 0 1 2 4 1 5 3 3
dmoj 5 0 8 0 5 4 3 1 4 0 2 2
dwil 2 2 0 6 0 1 2 1 1 2 0 0
dper 4 0 5 0 7 4 3 1 4 0 3 2
dpse 4 1 4 1 4 7 5 1 6 2 1 1
dana 5 2 3 2 3 5 8 3 5 5 0 0
dere 4 4 2 2 2 1 2 9 2 6 4 5
dyak 6 2 4 2 4 7 5 2 9 5 2 3
dmel 2 5 0 3 0 3 4 7 5 8 3 4
dsec 4 2 4 0 5 2 0 4 2 3 9 7
dsim 3 2 3 0 3 2 0 4 3 4 6 8
Tabla C-15. Sintenia Prolina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 13 5 4 3 3 4 3 3 3 7 5 4
dvir 6 12 6 4 4 5 4 5 3 7 5 5
dmoj 5 8 14 4 4 5 4 4 3 7 5 5
dwil 5 5 5 16 4 5 6 6 5 10 5 5
dper 5 5 5 4 16 7 6 4 5 9 5 5
dpse 6 6 6 5 7 14 7 5 4 7 6 6
dana 4 4 4 5 4 6 16 7 6 7 4 4
dere 5 6 5 6 4 5 6 15 7 10 8 7
dyak 5 4 4 5 5 4 6 8 19 9 8 6
dmel 5 10 8 8 9 7 7 8 10 17 14 10
dsec 7 6 6 5 5 6 5 9 8 14 17 11
dsim 5 5 5 4 4 5 4 7 5 8 9 16
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Tabla C-16. Sintenia Pseudogenes.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 1 0 0 0 0 0 0 0 0 0 0 0
dvir 0 2 0 0 0 0 0 0 0 0 0 0
dmoj 0 0 3 0 0 0 0 0 0 0 0 0
dwil 0 0 0 165 0 0 0 0 0 0 0 0
dper 0 0 0 0 1 1 0 0 0 0 0 0
dpse 0 0 0 0 1 1 0 0 0 0 0 0
dana 0 0 0 0 0 0 165 0 0 0 0 0
dere 0 0 0 0 0 0 0 3 0 1 1 0
dyak 0 0 0 0 0 0 0 0 51 0 0 0
dmel 0 0 0 0 0 0 0 1 0 5 1 0
dsec 0 0 0 0 0 0 0 1 0 1 13 1
dsim 0 0 0 0 0 0 0 0 0 0 1 2
Tabla C-17. Sintenia Selenocisteina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 1 1 0 0 0 1 1 0 0 1 1 1
dvir 1 1 0 0 0 1 1 0 0 1 1 1
dmoj 0 0 1 0 1 0 0 1 1 0 0 0
dwil 0 0 0 1 0 0 0 0 0 0 0 0
dper 0 0 1 0 1 0 0 1 1 0 0 0
dpse 1 1 0 0 0 1 1 0 0 1 1 1
dana 1 1 0 0 0 1 1 0 0 1 1 1
dere 0 0 1 0 1 0 0 1 1 0 0 0
dyak 0 0 1 0 1 0 0 1 1 0 0 0
dmel 1 1 0 0 0 1 1 0 0 1 1 1
dsec 1 1 0 0 0 1 1 0 0 1 1 1
dsim 1 1 0 0 0 1 1 0 0 1 1 1
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Tabla C-18. Sintenia Serina
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 15 3 4 0 0 1 0 1 1 2 0 0
dvir 3 17 4 3 3 0 4 1 3 3 4 1
dmoj 6 4 16 0 0 3 1 4 0 3 1 1
dwil 0 4 0 18 7 2 8 5 8 9 8 4
dper 0 4 0 7 21 10 5 1 5 7 4 0
dpse 4 0 4 2 9 21 2 4 2 2 1 1
dana 0 5 1 5 5 2 24 5 9 8 9 5
dere 4 1 5 3 1 4 4 21 5 7 7 7
dyak 1 4 0 6 5 2 10 5 22 10 10 6
dmel 2 4 3 7 7 2 7 7 10 20 10 6
dsec 0 5 1 6 4 1 10 7 10 10 19 9
dsim 0 1 1 2 0 1 6 7 6 6 9 16
Tabla C-19. Sintenia Treonina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 19 8 4 0 11 6 9 5 4 9 8 9
dvir 8 18 9 4 6 9 8 8 9 7 4 4
dmoj 4 9 20 4 3 6 3 7 8 9 1 1
dwil 0 4 4 18 0 6 1 7 4 0 3 3
dper 10 6 2 0 20 11 10 2 10 14 10 10
dpse 5 9 5 6 11 20 3 8 14 10 8 8
dana 9 8 3 1 10 3 19 5 8 15 8 8
dere 5 8 7 8 2 9 5 17 5 4 9 9
dyak 3 10 7 4 10 14 9 5 19 12 5 5
dmel 10 8 9 0 14 10 14 4 12 18 9 9
dsec 8 4 1 4 10 9 8 9 5 9 19 17
dsim 8 4 1 4 9 9 7 9 5 8 16 17
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Tabla C-20. Sintenia Triptofano.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 6 4 3 0 2 2 2 1 1 4 1 0
dvir 4 6 2 0 2 2 2 1 1 1 1 0
dmoj 3 2 6 1 2 2 1 1 1 2 1 1
dwil 0 0 2 6 3 5 3 2 2 2 2 2
dper 4 4 1 1 8 1 4 3 3 3 3 0
dpse 1 1 4 4 1 8 0 3 3 3 3 3
dana 4 4 1 1 4 0 6 2 3 5 3 0
dere 2 2 4 2 2 2 3 8 5 8 8 8
dyak 4 4 2 2 2 2 4 5 8 5 5 3
dmel 2 3 5 4 4 4 3 8 5 8 8 8
dsec 2 2 4 2 2 2 2 8 5 8 8 8
dsim 0 0 2 2 0 2 0 6 3 6 6 9
Tabla C-21. Sintenia Tirosina.
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 9 1 4 1 0 1 1 1 1 2 1 1
dvir 1 8 1 1 2 1 1 2 2 5 2 1
dmoj 3 2 6 2 0 2 2 2 2 2 2 2
dwil 3 3 3 8 0 3 3 5 6 8 6 4
dper 0 2 0 0 8 5 2 0 0 3 0 0
dpse 1 1 1 1 5 8 2 1 1 2 1 1
dana 3 3 3 3 2 2 7 3 3 2 3 3
dere 3 5 3 5 0 2 3 8 8 9 8 6
dyak 2 4 2 7 0 2 2 9 9 9 9 7
dmel 1 6 2 9 7 2 3 8 9 9 9 7
dsec 3 4 3 6 0 2 3 8 8 8 8 7
dsim 3 3 3 5 0 2 3 7 7 7 7 9
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Tabla C-22. Sintenia Valina
dgri dvir dmoj dwil dper dpse dana dere dyak dmel dsec dsim
dgri 14 4 9 4 6 1 2 11 7 8 11 11
dvir 4 15 5 1 7 8 9 4 7 8 3 3
dmoj 9 5 14 5 4 5 4 7 4 5 8 8
dwil 2 1 4 17 2 6 6 4 2 2 4 4
dper 5 7 4 1 14 10 8 6 13 10 7 7
dpse 1 7 4 3 10 15 13 3 9 7 4 4
dana 2 8 3 4 8 14 16 8 8 8 4 4
dere 9 5 5 3 6 4 5 16 6 13 14 14
dyak 7 5 5 1 12 8 6 6 19 8 8 8
dmel 9 6 5 1 8 6 9 14 8 15 12 12
dsec 10 3 7 3 9 6 4 16 9 13 18 18
dsim 10 3 7 3 9 6 4 13 9 11 15 15
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