We examine the logical connection between the theorems of Gleason and of Kochen and Specker by presenting a proof method that can be applied to both theorems. The method is fairly elementary and results in an infinite set of linear equations. In the case of Gleason's theorem the full set has to be solved using Fourier transformation, while for the Kochen-Specker theorem it can be reduced to a finite set.
I. INTRODUCTION
Quantum theory is a spectacularly successful description of the dynamics of atoms and molecules and has been confirmed in countless experiments. 90 years after de Broglie proposed matter waves, quantum mechanics still fascinates us because it is so profoundly different from classical mechanics and sometimes seems to defy common sense. Two of the most famous theorems that pinpoint the differences between classical and quantum theory are those of Gleason [1] and of Kochen and Specker [2] . In a nutshell, Gleason proved that the probability p(ψ) = | ψ|σ | 2 to find a system in state |ψ when it has been prepared in state |σ follows from a small number of rather general assumptions. Kochen and Specker showed that it is impossible to assign a value to all observables simultaneously. This is in contrast to classical theories, where observables always assume a specific value, even if we may not know this value. The physical and philosophical implications of both theorems have been described in many publications. An overview can be found in Refs. [3, 4] It is well-known that both theorems are connected and that the Kochen-Specker theorem may be considered as a corollary of Gleason's theorem [5] . However, their proofs are of very different nature. The proof by Kochen and Specker can be reduced to showing that it is impossible to color the unit sphere with two colours in a particular way. Gleason's proof, on the other hand, has been described as "famously difficult" [6] . The theorem has since been proven in different ways [7] [8] [9] [10] [11] and has been extended to open quantum systems [12] [13] [14] [15] and to quantum information [16, 17] .
If both theorems are closely connected, why is the result of Gleason so much more difficult to obtain? In this paper we give an answer to this question by applying a similar method of proof to both cases. To keep our reasoning accessible to non-specialists, we concentrate on a reduced version of Gleason's theorem and use the simplifying assumption of continuity.
II. GLEASON'S THEOREM
We consider a variant of Gleason's theorem that has been dubbed "Micro-Gleason" by Gudder (corollary 5.17 of Ref. [18] ). It is similar to the original theorem but leaves out some details and concentrates on a real Hilbert space, which is advantageous for illustrative purposes. The theorem makes the following statement (see App. A for all technical terms).
Micro-Gleason:
Let H be a real separable Hilbert space of dimension ≥ 3 and P(H) the lattice of projectors on H. Let m be a map P(H) → [0, 1] which satisfies
Let |σ ∈ H such that m(P σ ) = 1. Then m(P ) = σ|P |σ for allP ∈ P(H).
In most applications, the map m represents the probability distribution for observables represented by projectors, and |σ describes the state in which the system is prepared. Clearly, the probability to find the system in the state |σ in which it has been prepared must be unity, so that m(P σ ) = 1, whereP σ is the projector on the subspace spanned by |σ . Also, the probability to find any state at all must be 1, which is the statement of Eq. (1) .
Projectors that project on orthogonal subspaces are commuting and can therefore be measured simultaneously. Eq. (2) expresses the fact that such measurements are statistically independent, so that the respective probabilities can be added.
Gleason's theorem is an extremely powerful result. The axioms of quantum mechanics include the statement that if a system is prepared in state |σ , then the probability to find it in state |ψ is given by p(ψ) = | ψ|σ | 2 . If P ψ denotes the projector on vector |ψ , then this probability can also be expressed in the form p(ψ) = σ|P ψ |σ . What Gleason achieved is to reduce the axiomatic framework of quantum theory: if we accept that the probability to find the system in a state |ψ is somehow related tô P ψ , then his theorem completely fixes p(ψ).
It has been argued that Gleason's result implies that it is impossible to give a classical interpretation of quantum measurements. In fact, the theorem can be used to show that non-contextual hidden variable (HV) theories, which attempt to explain measurement results using classical random variables, cannot be in agreement with the results predicted by quantum theory [19, 20] . However, Gleason's theorem cannot exclude contextual HV theories [3, 4, 21] .
III. PROVING MICRO-GLEASON
The fundamental idea behind the proof is to find a set of orthogonal vectors such that assumptions (1) and (2) can only be fulfilled for a unique function m(P ). We will do this in several steps: (A) show that working in a 3D space is sufficient, (B) show that m can only depend on the scalar product ψ|σ between a vector |ψ and the prepared state |σ , and (C) show that this function of the overlap must take the form given in the theorem. Our proof starts in a similar way as that of Gudder [18] and is inspired by some of the techniques used in Refs. [5, 22] .
A. Reduction to 3D and some Lemmas
Without loss of generality, any state |χ ∈ H can be written in the form |χ = cos θ|σ + sin θ|σ ⊥ , where |σ ⊥ is a normalized vector that is orthogonal to |σ . Hence, cos θ corresponds to the overlap σ|χ between |χ and |σ . In addition, we will need a third orthonormal normalized vector |σ ⊥ that is perpendicular to both |σ and |σ ⊥ . Any normalized vector |ψ in this 3D subspace of H can then be written as |ψ(θ, ϕ) = cos θ|σ + sin θ cos ϕ|σ ⊥ + sin θ sin ϕ|σ ⊥ .
We continue the proof in a similar fashion as Gudder. Obviously we have m(P ψ ) = 1 if |ψ = |σ . If |ψ is orthogonal to |σ thenP ψ is orthogonal toP σ . Hence
From this we can infer
The general state |ψ(θ, ϕ) is completely determined by the two angles θ, ϕ. BecauseP ψ is in turn completely specified by the state |ψ , we can consider the function m as a function of these angles, m(P ψ ) = m(θ, ϕ). We now derive a set of conditions on this function of two angles.
. To prove this we refer to Fig. 1 , where |ψ(θ, ϕ) and |ψ( π 2 − θ, ϕ + π) span a 2D subspace that is also spanned by |σ and a vector |ζ that is orthogonal to |σ . We therefore have m(P ζ ) = 0 andP ψ +P ψ =P σ +P ζ , so that
which proves Lemma 2.
This can be proven by looking at Fig. 2 , where ψ = |ψ(θ, ϕ) and ψ = |ψ(π − θ, ϕ + π) . We then have
with a vector
that is orthogonal to both |σ and |ψ(θ, ϕ) , so that m(P ζ ) = 0 Lemma 3 implies that we can restrict our considerations to angles 0 < θ < π/2. Because of Lemma 2 we can further reduce this range to 0 < θ < π/4.
B.
m(θ, ϕ) cannot depend on ϕ
We now introduce the states
which are orthogonal to each other and span the same 2D subspace as |ψ(θ, ϕ) and |ζ . We therefore havê
Because m(P ζ ) = 0 we can conclude that This is a key relation in Gudder's proof, but from this point on we will deviate from his line of reasoning. The vectors |x , |y can be expressed in the form
with
We can use these vectors for any value of β, but we are particularly interested in one arbitrary but fixed value 0 < β < π 2 and a second value β = π 2 − β, which corresponds to a second orthogonal pair of vectors |x , |y . A sketch of all of these vectors for β = π/8 is presented in Fig. 3 . It is not hard to see that
Eq. (13) can be evaluated for both pairs x, y and x , y of orthogonal vectors so that we arrive at two equations
These equations are valid for all choices of ϕ. We can therefore replace ϕ by ϕ−δϕ y in Eq. (21) and by ϕ+δϕ y in Eq. (22) and then eliminate m(θ y , ϕ) from Eq. (21) to obtain Eq. (23) is central for our proof because it relates vectors with overlap cos θ (with |σ ) to vectors with a different overlap cos θ x . It will also provide the connection between the proof of Gleason and that of Kochen and Specker. For special values of the angles (e.g., for δϕ x = δϕ y ), one could use Eq. (23) to express m(θ x , ϕ) directly in terms of m(θ, . . .). However, to generally achieve such a relation we have to employ Fourier transformation.
The function m(θ, ϕ) is periodic in ϕ and can therefore be expressed as a Fourier series
Because m(θ, ϕ) is real we have the relation m −n (θ) = m * n (θ). Taking the Fourier transform of Eq. (23) and solving the resulting equation for m n (θ x ) yields, for the case n = 0,
In the way we derived this equation, the angles θ x , δϕ x and δϕ y are functions of an arbitrary angle β. However, For 0 < θ ≤ θ x < π/2, the angle β is uniquely determined by θ and θ x through β = arccos(cos θ x / cos θ), which can be derived from Eq. (15) . A little algebra with inverse trigonometric functions then enables us to express δϕ x and δϕ y through θ and θ x as
What we have accomplished in Eq. (26) is to establish a relation expressing m n (θ x ) through m n (θ) for an arbitrary pair of angles 0 < θ ≤ θ x < π/2. Hence, if we know m n (θ) for one value of θ we also know it for angles θ x > θ.
We are now going to use this to show that m n (θ) = 0 for n = 0.
To do so, we start by considering the Fourier transform of Lemma 2, which for n = 0 reads
On the other hand, if for θ ≤ π/4 we set θ x = π/2 − θ we obtain δϕ y − δϕ x = −δϕ y = arctan 1
so that Eq. (26) It remains to show that m 2n (θ) = 0 as well. To do so we consider a set of three orthonormal vectors given by
These vectors are illustrated in Fig. 4 . Because the vectors are orthonormal we haveP ψ +P x +P x = 1 and therefore 
Hence, for θ = π/4, all Fourier coefficients n = 0 are zero. Because of relation (26) this also holds for all angles π/4 ≤ θ ≤ π/2. Because of Lemma 2 and 3, this conclusion must be true for arbitrary values of θ. We therefore have shown that m(θ, ϕ) cannot depend on ϕ.
FIG. 4.
Sketch of the vectors used to show that all even Fourier components m2n(θ) must be zero for n = 0.
C. Determining m(θ)
Now that we know that m only depends on θ, relation (21) can be written as
We now make a change of variables from θ to u = cos θ, withm(u) = m(θ). Using Eqs. (15) and (16), relation (37) can be written as m(u) =m(u cos β) +m(u sin β).
At this point we will make the simplifying assumption thatm(u) can be expanded in a Taylor series. Gleason did not make this assumption but rather proved that the map m must be continuous, but our goal is to provide a more pedagogical rather than a complete proof. If we make a Taylor expansion of Eq. (38) around u = 0 we obtain the relation
which implies that eitherm (r) (0) = 0 or 1 = cos r β + sin r β.
Because these relations must hold for all values of β we find thatm (r) (0) = 0 for r = 2. Because of m(θ = 0) = m(1) = 1 the map m must take the form m(θ) = cos 2 θ = σ|P ψ |σ (41)
IV. THE KOCHEN-SPECKER THEOREM
The theorem of Kochen and Specker addresses an apparently very different question. It does not deal with probabilities but rather asks whether it is possible to assign specific values to all observables in a system that can be described using quantum theory.
Consider the observables corresponding to projectors on a three-dimensional real Hilbert space. In a measurement, all these observables would take values that are either 0 or 1. In a classical world, one would expect that observables take their values independently of whether one actually performs a measurement or not. The value of the observables may not be known, but it would appear plausible that each possible set of values for all observables could be associated with a certain probability. The question is which sets of values are actually possible, and the answer given by Kochen and Specker is: none.
The fundamental reason behind this result is that if we find the value ofP ψ to be 1, then the system must be in state |ψ and cannot be in a state that is orthogonal to this state. In other words, if we measure projectors on states that are orthogonal to |ψ , then the value that these observables must take is 0. This statement is similar to that of Lemma 1 above. Furthermore, because the identity matrix1 is a projector that yields the result 1 with certainty, any set of three mutually orthogonal projectors, whose sum is equal to1, must take exactly once the value of 1 and twice the value of 0.
If one associates the values of 0 and 1 with the color blue and red, respectively, then proving the theorem is essentially equivalent to showing that it is impossible to color the unit sphere (which is formed by the tips of all unit vectors) in red and blue in such a way that all points separated from a red point by a right angle must be blue, and that any three points mutually separated by right angles must contain one red and two blue points. Kochen and Specker constructed a set of 117 vectors for which no consistent choice of colours could be made. The theorem has later been derived for larger Hilbert spaces and with fewer basis vectors [23] [24] [25] [26] [27] [28] [29] [30] , and has been generalized to open quantum systems [31, 32] . It may also be considered as a corollary of Gleason's theorem: if m(P ) is confined to map a projector to the discrete values 0 or 1, then Gleason's theorem tells us that it is impossible because the only possible map (41) takes continuous values.
We proceed by using the methods of Sec. III to sketch a proof of the Kochen-Specker theorem on a real 3D sphere. Suppose m(θ, ϕ) fulfills the conditions given in MicroGleason and is constrained to have either values 0 (blue) or 1 (red). Vector |σ is constrained to be red. Lemma 1 then ensures that all points on the equator must be blue. Lemma 2 implies that if |ψ(θ, ϕ) is red then |ψ = |ψ( π 2 − θ, ϕ + π) must be blue, or vice versa. Turning to Fig. 3 we can see that relation (21) relates the colours of |ψ , |x and |y . If |ψ is red, then one of |x and |y must be red. If |ψ is blue, then both |x and |y must be blue as well. Because the choice of |x and |y is arbitrary, the entire plane spanned by |ψ and |ζ must then be blue.
This observation enables us to construct a contradiction: suppose |ψ is blue. We then know that both the equator and the plane spanned by |ψ and |ζ must be blue. For a given vector |x of Eq. (10), we can find another vector
that lies on the equator and is orthogonal to |x . The two vectors |x and |ζ x are both blue and therefore span a plane that must be blue. This is depicted in Fig. 5 a) : if |σ is red and |ψ is blue, then the equator, the plane spanned by |ψ and |x , and the plane spanned by |x and |ζ x must all be blue. Furthermore the vector |x ⊥ = |ζ x × |x must be red, where × denotes the 3D vector cross product. Fig. 5 a) shows the blue plane spanned by |x and |ζ x for one particular choice of |x . However, by varying β in Eq. (10) we can continuously change this plane from the plane spanned by |ψ and |ζ (for β = 0) into the equatorial plane (for β = π/2 ). The set of all points that lie on any of these planes forms a blue area on the unit sphere that is shown in Fig. 5 b) . Each of the planes also determines a red vector |x ⊥ . As β varies, this vector moves along a trajectory connecting |ψ (for β = 0) with |σ (for β = π/2 ). This trajectory is shown in red in Fig. 5 b) for θ = π/10. The size of the blue area and the red trajectory depends on the angle θ between |ψ and |σ . For values of θ ≈ π/2, the blue area essentially corresponds to a blue ribbon around the equator and the red trajectory stays close to the north pole. However, the size of both the area and the trajectory grows as θ shrinks and they start to overlap for values of about θ ≤ π/10. More precisely, we have numerically determined that the maximal angle for which the red trajectory and the blue area are overlapping is θ ≈ 0.108 π; we conjecture that the precise boundary is at θ = arccos( 8/9).
As no point can be both red and blue, the assumption that |ψ is blue must therefore be wrong for θ ≤ π/10. Because we have not made any assumption about |σ apart from being red, we have just shown that any point that is closer than π/10 from a red point must also be red. By repeated application of this principle to different red points we can infer that the entire unit sphere must be red, which would be in contradiction with the assumptions It is worthwhile to remark that the original proof by Kochen and Specker uses a discrete set of vectors, a subset of which is separated by an angle of π/10.
V. DISCUSSION AND CONCLUSION
In the previous sections we outlined a proof of MicroGleason and of the Kochen-Specker theorem. Both are based on the assumption that m(P ) = 0 ifP is orthogonal to another projectorP with m(P ) = 1. This can be used to establish algebraic relations of the form (21) between the values of m at different points on the unit sphere. The main difference between both proofs is that a finite set of points on the unit sphere is sufficient to prove the Kochen-Specker theorem by contradiction, while Gleason's theorem requires that all points on the sphere have to be taken into account.
To see this we return to Eq. (23), which is the key step in our proof of Micro-Gleason. It relates two points at polar angle θ with another two points at polar angle θ x . Because Eq. (23) is valid for arbitrary values of ϕ, we can turn it into a set of coupled equations for azimuthal angles {ϕ = ϕ 0 + n δϕ y |n ∈ Z}. As δϕ y is generally an irrational number, this set will usually be infinite and densely cover a circle on the unit sphere that corresponds to a fixed polar angle θ. Consequently, solving Eq. (23) is equivalent to solving an infinite number of coupled equations; Fourier transformation is merely the method we chose to solve these equations. On the other hand, the fact that m can only take two values in the Kochen-Specker theorem enables us to avoid solving this set of equations. Instead, one can consider a small set of equations by considering both possible values separately for one of the unit vectors involved.
In conclusion, we have shown that the theorems of Gleason and of Kochen and Specker may be proven by using similar methods. Gleason's theorem is based on less rigid assumptions about the map m and mathematically makes the stronger statement. The price one has to pay is that the proof is more involved, especially if continuity of m is not assumed. It is amusing to see that the Kochen-Specker theorem actually makes fewer physical assumptions, as it is only concerned with the values of observables and not with probability distributions for these values. For this reason, the Kochen-Specker theorem is often considered to have stronger philosophical implications, but this topic is beyond the scope of this paper.
