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Abstract
Traditional video compression algorithms focus on causal processing of the video data. The causal
constraint is necessary for real-time video programs where delay is an important consideration.
However, many video programs such as movies are pre-recorded and can be processed offline
prior to compression. This thesis proposes using pre-processing for pre-recorded video programs
to obtain useful information for compression. By exploiting information obtained about a program
prior to compression, better video quality can be achieved. In particular, as an example of how
complete noncausal knowledge of a video program can be used to improve performance over
causal knowledge, a new iterative algorithm is developed for a buffer-constrained quantization
problem to reduce the number of quantization changes in MPEG-2 intraframe video compression.
This algorithm is shown to be optimal under certain conditions. By introducing a noncausally
computed parameter into the distortion function, experiments have shown that improved and
more constant video quality can be delivered using the noncausal approach relative to a tradi-
tional causal approach. Gains of up to 1.0 dB in PSNR were observed in multiscene sequences,
corresponding to savings of up to 10% in bit rate.
Thesis Supervisor: Jae S. Lim
Title: Professor of Electrical Engineering
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Chapter 1
Introduction
In many video compression applications, one of the main goals is to deliver the best possible
video quality through a bandwidth-limited channel or a capacity-limited storage medium. The
video data being compressed often originates from a live video feed, a pre-recorded video source,
or alternating segments of both. For a live feed, video processing and compression is essentially
causal since the video encoder does not have access to future video data and since real-time con-
straints dictate that the delay and buffer sizes be limited. On the other hand, for a pre-recorded
video source, video processing and compression need not be causal since at any instant the video
encoder can have access to future video information and can be controlled in a manner which
anticipates future video events. By exploiting complete knowledge about future video data, this
thesis shows how video quality can be improved over causal schemes.
1.1 Causal vs. Noncausal Processing
In causal processing, only past and current input data is used in computing the current output
value. Causal processing is therefore necessary when future input data is unavailable, as is the
case for live video feeds.1 The encoder does not have knowledge about future video frames and so
bits are generally not allocated optimally over the entire program. Causal encoders do not know
how many bits future frames require, and so often the compression strategy is just to maintain
'Of course if a delay is introduced, then future input data up to the amount of the delay can be used in computing
the current output value.
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an average target number of bits per frame or group of frames as much as possible. This is not
optimal from a video quality point of view because it leads to cases where not enough bits are
given to frames which need them or where too many bits are given to frames which don't need
them.
If future input data were available, exploiting this information can improve performance
over causal processing. In noncausal processing, future input data can be used to compute current
output values. In noncausal video processing where the video program is pre-recorded, the entire
program can be processed prior to compression, and information can be extracted and used during
compression to improve performance. For example, if the video encoder knew a priori for pre-
processing how many bits each frame required to maintain some quality level, it could better
allocate bits among all the frames, leading to improved video quality.
Noncausal processing can be applied when future video data is available, such as for pre-
recorded sources, or when a delay and buffering is incorporated in the system. Although some
video compression schemes employ noncausal processing through operations such as backward
frame prediction, the focus in this thesis is instead on how future information about the source
can be used to determine how to drive the encoder to improve performance. Such noncausal pro-
cessing has been more commonly used in image compression than in video compression because
the image encoder often has access to the entire image prior to coding. However, because there
exists a wealth of pre-recorded video sources including movies, documentaries, programs which
are recorded on film, etc., there is a great motivation and potential for using noncausal process-
ing for compressing video. For such a pre-recorded video program, noncausal processing can be
used when compressing it to fit onto a DVD or when broadcasting it over a bandwidth-limited
terrestrial channel. It can be used when the program is transmitted over a given channel or when
multiple programs share the channel, such as in some video on demand applications. Improve-
ments using noncausal processing may be very desirable in these cases.
- 20-
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1.2 Main Idea of Thesis
This thesis proposes to improve video quality over traditional causal approaches by applying
noncausal processing when the encoder has complete information about the video source. The
study will focus on the general video compression system shown in Figure 1.1. This is a typical
system for many applications involving compression and transmission of video with small delay
constraints. However, it is also general enough to include applications involving playback of
compressed material from storage when the channel is considered as the storage medium.
The input video x[n] is compressed for transmission over a bandwidth-limited channel, and
the decoder outputs the reconstructed video y[n]. Because the encoder outputs bits at a rate which
is generally not matched to the instantaneous bit rate of the channel, an encoder buffer is needed
to absorb bit rate variations. Similarly, a decoder buffer is needed to absorb variations between
the rate at which bits exit the channel and the rate at which bits enter the decoder. Because of
the encoder and decoder buffers which must be monitored so as to avoid buffer overflows and
underflows, this system is often referred to as a buffer-constrained video compression system.
Although the encoder and decoder buffers are sometimes considered part of the encoder and
decoder respectively, here they are shown separately so that the buffering operations are more
explicit.
It will be assumed in this study unless stated otherwise that the encoder has complete a pri-
ori knowledge of the input video x[n] and the channel bit rate. Although for a pre-recorded source
complete knowledge of the program is available, this study will also give some attention to the
case where only partial knowledge of the video source is known or used. This will allow compar-
isons to be made between the proposed noncausal approach and traditional causal approaches.
It is expected that performance can improve when more information about the source is known.
Even if the input source is not known a priori, the results of this study can serve as a benchmark
to compare performance of causal schemes, such as through real-time video coding, to that which
can be achieved through noncausal processing with complete information.
- 21-
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Figure 1.1: Buffer-constrained video compression system. The encoder buffer is used to absorb
variations between the instantaneous encoder output bit rate and the input bit rate of the channel.
Likewise, the decoder buffer is used to absorb variations between the channel output bit rate and
the instantaneous decoder input bit rate.
In addition, the assumption that the channel bit rate is also known a priori is appropriate
for many constant rate channels such as terrestrial and circuit-switched channels. However, the
proposed approach can also be applied in cases where only a finite future of the bit rate is known.
The basic idea in the proposed noncausal approach is to extract information about the
source before compression and use this information to control the encoder during compression.
Because the encoder has complete knowledge of the source, the video can be compressed in a
manner which avoids encoder and decoder buffer overflows and underflows while maintaining
good video quality. Among the many advantages of noncausal information about a video source,
one which will be exploited in this thesis is the ability to maintain as much as possible a target
video quality level. It is reasonable to expect that if both causal and noncausal schemes are con-
strained to have the same average bit rate, that the average quality of the two will be roughly the
same, but that with the noncausal scheme the variation in quality can be better controlled. How-
ever, this thesis will explore the possibility of even improved average quality with the noncausal
approach. This is done through introduction of a target quality level into the distortion function
which exploits knowledge about the source.
This study will focus on three main questions regarding the proposed noncausal approach.
First, what information should be extracted from the video source to be used in subsequent com-
-22-
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1.3 Thesis Outline
pression? Second, how can this information be used to improve performance? And finally, what
performance gains can be achieved with noncausal processing over causal processing? Although
the general idea of the noncausal approach can be applied to any compression scheme, the spe-
cific answers to these questions will generally depend upon the particular scheme. Because frame
dependencies in interframe compression increase the complexity of solution, this study will focus
on intraframe video compression, and a discussion on the extension to interframe compression
will follow. Intraframe compression is useful in applications with low encoder complexity and
in VCR applications where frame random access is desired. It is also appropriate for noisy trans-
mission channels where error propagation in interframe compression degrades performance. The
particular video compression algorithm which will be used will be intraframe compression us-
ing the MPEG-2 video compression standard. MPEG-2 intraframe compression has similarities to
motion JPEG, which is an extension of JPEG still image compression to image sequences. MPEG-
2 is becoming a widespread video compression standard for stored media such as DVD and for
transmission over channels such as terrestrial, cable, satellite and the internet. Experiments will
be performed using 256 x 256 video sequences at 24 frames/second, and CIF resolution 288 x 352
(288 rows) video sequences at 30 frames/second, although the proposed noncausal approach can
be applied to video at both high and low resolutions and rates.
1.3 Thesis Outline
Chapter 2 discusses traditional approaches to video compression, including a brief discussion on
MPEG-2 video compression. Chapter 3 discusses the proposed approach, and Chapter 4 presents a
specific application of the noncausal approach to a buffer-constrained quantization problem using
MPEG-2. A new heuristic iterative algorithm is developed which utilizes complete information
about the source, and is shown to be optimal in some cases. The focus is on a distortion metric
which attempts to maintain a target video quality level. In addition to addressing the three main
questions regarding MPEG-2 intraframe compression with complete information, this chapter will
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look at performance gains with partial information about the source. Extensions of the noncausal
approach such as to interframe compression will also be given. Finally, Chapter 5 summarizes the
thesis and main contributions, and gives some future research directions.
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Traditional Approaches to Video Compression
When data is transmitted over a bandwidth-limited channel, it becomes important that the limited
bit rate be efficiently used. This is especially true for video data, where raw data rates can reach
well over one gigabit per second for high definition video. Even for lower resolution video where
raw data rates are smaller, efficient use of bandwidth through compression can permit many more
video programs to be transmitted over the given channel. Similarly, video compression allows
full-length movies to be recorded on storage media such as DVD.
Through the evolution of sophisticated video compression algorithms [1-3] and the devel-
opment of powerful digital signal processing chips, video compression can be done in real-time,
making transmission of live video events over bandwidth-limited channels possible. Perhaps
because of the focus on real-time compression and transmission, many compression schemes
are geared towards causal processing of the video. When these approaches are applied to pre-
recorded video programs, the potential for significant improvement in performance by exploit-
ing complete information about the programs is lost. Since many video compression standards
such as MPEG-2 [4] specify only the bitstream syntax and not on how video compression pa-
rameters are determined, the video compression parameters can be determined noncausally for
pre-recorded video programs, and improved video quality can result.
This chapter discusses many of the traditional approaches to video compression and their
disadvantages, with a focus on the buffer-constrained video compression system shown in Fig-
ure 1.1. Many of these approaches aim at causal processing, although some of them look more
closely at noncausal techniques.
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2.1 Noncausal Image Processing and Compression
Much of the previous work on noncausal processing and compression appears to have focused
on images as compared to video. In defining causality for images, however, one has to be careful
since images are generally regarded as two-dimensional data in the spatial domain as opposed to
the temporal domain. Since images are commonly referenced in a raster scan fashion, the temporal
axis for images is often defined as left to right, top to bottom. Causal processing for images there-
fore generally refers to processing in a raster fashion. Because a complete image is often available
prior to processing, noncausal processing in a non-raster fashion is possible and is commonly per-
formed for images. Many image enhancement and restoration algorithms employ noncausal pro-
cessing operations such as histogram modification, median filtering, and zero-phase filtering [5].
Likewise, an encoder often has access to an entire image before compression, so noncausal image
compression is possible, and bits can be freely allocated over the entire image.
Many studies have found that gains in image compression performance can be achieved
when noncausal processing is employed. Studies which have utilized noncausal processing for
image compression include [6] and [7], where noncausal prediction is used in estimating the cur-
rent pixel based on both past and future neighboring pixels. Gains in multispectral image com-
pression using noncausal prediction models is shown in [8], and it is demonstrated in [9] that
two-dimensional noncausal linear predictors can reduce the average LPC residual energy com-
pared to causal filters. The approaches shown in [10] and [11] also show how image quality is
improved when noncausal prediction is used in an image compression system. In the approach
of [10], the effect of quantizing the prediction error image is investigated. The study found that
when the image is reconstructed using the quantized residual, the causal scheme generates quite
noticeable streaks in the image, whereas the noncausal scheme shows light or dark spots of limited
extent in the image.
In addition, investigations have found improvement in using noncausal image models over
causal ones [12], while others have found success in applying noncausal Gauss-Markov random
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fields for modeling images and textured regions [13-15].
These studies illustrate that gains in performance can be achieved through noncausal im-
age processing. Surprisingly, noncausal processing and compression for video has received less
attention compared to images. This is likely due to the fact that the emphasis in many applications
has been on real-time video, where the encoder cannot exploit future information. Before proceed-
ing to discuss previous causal and noncausal approaches to video compression, the next section
will first briefly discuss the MPEG-2 video compression standard since it is a compression algo-
rithm widely used in many of the approaches. MPEG-2 video compression can be used within the
framework focused on in this thesis and shown in Figure 1.1, and it will also be used in perform-
ing the simulations in this study. After the discussion on MPEG-2, Section 2.3 will then discuss
previous approaches and drawbacks to video compression which are based on causal processing,
and Section 2.4 will discuss some previous attempts to exploit future information.
2.2 MPEG-2 Video Compression
The MPEG-2 video compression standard [4] is a powerful and flexible standard capable of han-
dling a wide variety of video formats, bit rates, coding modes and applications. Because of the
large number of capabilities, the standard has defined subsets of these features in terms of Profiles
and Levels in order to allow interoperability between applications. This discussion and study will
focus on the important Main Profile at Main Level operating mode of MPEG-2.
MPEG-2 incorporates motion-compensated transform coding in order to achieve efficient
bit rate reduction. It defines different units of data which have different functions in the compres-
sion process. At the lowest level, the basic unit is defined as a Block which consists of an 8 x 8
pixel unit of data that is transformed using the DCT and then variable-length encoded. At the next
level is a Macroblock, consisting of four luminance Blocks and two chrominance Blocks. This is the
basic motion compensation unit. Higher up is the Slice level which is made up of a string of con-
- 27-
Traditional Approaches to Video Compression
secutive horizontal Macroblocks and which is used for refresh and resynchronization purposes.
The Picture unit is a frame of video data and is composed of Slices. Examples of Picture units
include intra-coded I-frames, predictive-coded P-frames, and bidirectionally predictive-coded B-
frames. A collection of consecutive Pictures make up a Group of Pictures (GOP), and the highest
unit is the Sequence, which defines parameters for the entire video sequence such as resolution,
frame rate and bit rate.
Temporal redundancy is exploited and removed through motion estimation and motion
compensation, in which a forward or bidirectional prediction of a Macroblock is made. Spatial re-
dundancy in intra-coded Macroblocks or in prediction residual Macroblocks is exploited through
DCT transform coding. Compression is achieved through quantization and variable-length cod-
ing of the DCT coefficients.
2.2.1 Quantization and Coding
Intraframe DC coefficients are differentially encoded, while the intraframe AC coefficients and in-
terframe coefficients are quantized using a prescribed stepsize for all blocks in a Macroblock. The
quantization stepsize will directly influence the resulting distortion in the reconstructed video.
For the case of intraframe AC coefficients, the quantization stepsize is given by q,:
2*Q *Q (2.1)
32
where QM is a quantization matrix scale factor value which depends on the frequency compo-
nent of the coefficient, and Q is what will be referred to in this study as a quantization parameter.
Since the quantization stepsize is proportional to the quantization parameter, quality will gener-
ally be better the smaller the quantization parameter. Because this parameter also needs to be
known at the decoder, it needs to be encoded and transmitted along with the quantized data.
This quantization parameter is fixed for a given Macroblock, but can change for different Mac-
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roblocks. In this study, the quantization parameter can take on one of 31 possible values such that
Q = 2, 4, 6, ... , 60, 62. It is worthwhile noting that any changes in Q at the Macroblock level re-
quire bits to encode, taking away bits which could otherwise be used for encoding the quantized
coefficients.
MPEG-2 incorporates several mechanisms for avoiding buffer overflows and underflows,
but the particular rate control mechanism which will be the focus in this study is that of rate
control using the quantization parameter Q. The particular rate control scheme which will be
used as a reference in the simulations later is that of Test Model 5, which is discussed next.
2.2.2 Rate Control using Test Model 5
In MPEG-2 Test Model 5 (TM5), the quantization parameter is determined from a desired target
bit allocation, buffer fullness, and local spatial Macroblock activity. For each Picture type, a global
complexity measure is determined from a previous Picture of the same type based on the num-
ber of bits used to encode the Picture as well as the average quantization parameter. Based on
this complexity measure, the target number of bits for the next Picture is computed. The quan-
tization parameter is then derived based upon the target bits and buffer fullness. This reference
quantization parameter can be finally modulated based upon local spatial activity.
Because of the existence of bidirectionally predicted B-frames, data in a current frame can
be predicted from a future frame. Strictly speaking, from earlier definitions, this is an example
of noncausal processing within the MPEG-2 standard. However, this is not the type of noncausal
processing which is the focus of this study. The focus here will be on how future information about
the source can be used to determine how to drive the encoder so as to improve performance. For
example, the quantization parameters can be determined causally or noncausally. TM5 specifies a
causal way to adapt the quantization parameters of the encoder based on past video data. These
parameters need not be determined causally, although many studies focus on such an approach.
The next section discusses many of these causal-based approaches as well as their drawbacks, and
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Section 2.4 will discuss some previous attempts at using noncausal processing for video compres-
sion.
2.3 Causal Video Processing and Compression
Real-time video applications must employ causal processing and compression since the encoder
does not have information about future video frames. Even for non-real-time video applications
where the video is available prior to compression, causal processing can be and is still commonly
performed. When the encoder does not have or use information about future video frames, es-
timates or statistical models of future video characteristics are often used. These estimates or
models are often generated from past video data or based upon data from other video sequences.
The reason why the encoder estimates or models the video sequence is so that it can better
allocate the bits throughout the sequence. For the buffer-constrained video compression system,
this must be done subject to channel bit rate constraints and buffer constraints. Alternatively, for a
given rate constraint this can be viewed as a single buffer constraint that the buffers should neither
overflow nor underflow. Although in some cases and applications it is possible to tolerate buffer
overflow or underflow, in this study we focus on trying to ensure that both encoder and decoder
buffers do not overflow or underflow. Buffer overflows and underflows can signal inefficient use
of bandwidth and cause loss of data and interruption of service.
In order to prevent buffer violations, many approaches utilize the causal buffer-constrained
video compression system shown in Figure 2.1. Explicitly shown in the figure is a feedback loop
from the encoder buffer back to the encoder. By monitoring the encoder buffer fullness, the en-
coder can attempt to avoid buffer overflows and underflows by controlling its output bitstream,
which is the purpose of the causal controller. A similar strategy can be employed for the decoder
buffer. When the encoder has only causal knowledge of the video source, such as in real-time
video applications, its performance is often limited by the causal controller. By predicting future
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Figure 2.1: Causal buffer-constrained video compression system. Causal encoder buffer fullness
information is fed back to the encoder. The causal controller uses this information to regulate the
encoder output bitstream.
video characteristics, the causal controller can attempt to regulate the encoder output bitstream so
that buffer constraints are met while maintaining the best possible video quality.
2.3.1 Causal Rate Control and Statistical Approaches
An early attempt at causal rate control is presented in [16], where the problem of rate control in
the context of a telemetry data system is studied. Other causal approaches to rate control are
discussed in [17-20]. Since an effective rate control system must keep the buffer fullness within
the specified bounds, many approaches have focused on modeling rate-distortion curves. These
curves plot an estimate for the number of bits to code a given unit of data against a distortion
measure. Since the quantization parameter is often the parameter used to control distortion, as in
the present study, one example of these curves is one which plots the number of bits as a function
of the quantization parameter.
Statistical models have been developed and used for rate control in [21-24]. In [25], a statis-
tical approach to rate control is taken based upon actual buffer occupancy and statistics about dif-
ferent modes. Buffer control is then performed by mode switching through subsampling, chang-
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ing the quantizer stepsize, etc.
An adaptive model to estimate and predict bits is given in [26]. The model estimates the
bits and then updates the model based upon the estimation error. An approach which determines
the quantization parameter for H.263 low bit rate video compression applications based upon both
buffer fullness and a prediction of how many bits the next Macroblock of data will require is given
in [27]. The approach uses causal prediction, based upon past and current quantization informa-
tion. Investigations into a nonlinear relationship between buffer occupancy and quantization step
size are given in [28,29]. Other schemes which attempt to predict rate-distortion curves are given
in [30-42]. An alternative approach to rate control based upon fuzzy logic is given in [43].
Approaches which have looked at models for MPEG video include [44-47]. A statistical
approach in MPEG-2 is developed in [48] to determine the approximate number of bits for each
frame. The quantization parameter is then determined at the Macroblock level to attempt to meet
the target number of bits. An analytical model for rate-distortion curves for MPEG-2 video is
developed in [49], and causal buffer feedback is used.
A rate control scheme for HDTV compression using subband coding is discussed in [50].
Buffer control is based on buffer fullness and a rate-distortion model. An encoder with three
operating states is investigated. When operating in the regular state, the encoder continues coding
using current parameters. In the scene cut state, only buffer fullness is used for control. In the
buffer overflow protection state where the buffer is 95% full, coarsest quantization is used and
some bands are completely dropped. Clearly, if the buffer overflow protection state is entered
poor quality video can result.
2.3.2 Drawbacks of Causal Rate Control and Statistical Approaches
The previous reference [50] points out a fundamental limitation of causal rate control and statis-
tical approaches. By not knowing future video characteristics, the encoder may end up in a very
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undesirable state or may respond in a very undesirable fashion. When the encoder predicts that
a buffer overflow is about the occur, the response of the controller may yield very poor quality
video. Scene changes can make prediction and modeling of rate-distortion curves difficult or in-
accurate. With a causal approach, when the model or the prediction does not match the video
source, video quality can be very poor. Constant quality video encoding can also be very diffi-
cult to achieve in a causal approach since the encoder may not be able to properly determine the
appropriate target quality level.
Although causal prediction is necessary for real-time video and many studies have focused
on it, it is not necessary for pre-recorded video sources. For pre-recorded video sources, these
problems can be avoided through noncausal processing. The next section discusses some previous
attempts at employing noncausal processing for video compression.
2.4 Noncausal Video Processing and Compression
As pointed out in the previous section, video statistics in causal approaches are often estimated
or modeled based upon past video data. These statistics or models are also often generated from
other similar source material. This is typical for entropy coding schemes such as Huffman coding,
in which codewords are generated using statistics from similar source material. If these statistics
do not match well those of the source, then the entropy coding will not perform well. On the
other hand, if the source were known in advance and were used to generate the statistics and
codewords, then performance can significantly improve. This is the spirit behind noncausal pro-
cessing. By exploiting knowledge of the source prior to compression, a better coding strategy can
be employed to improve performance.
One application to which noncausal processing has been applied is in compressing stored
video for transmission over a variable bit rate network [51]. Some studies have focused on the
problem of minimizing the number of bandwidth changes required to transmit the pre-stored
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video over a variable bit rate network [52,53]. One approach [54] has also looked at the idea of
a "work-ahead" technique where video data is sent ahead of its playback time. Clearly, this is
possible only for stored video.
Other approaches which perform some noncausal processing with stored video are dis-
cussed in [55-61]. Many schemes employ noncausal processing to only detect upcoming scene
changes [62,63] or to look ahead only a small number of frames in the future. It is shown in [64]
that significant gains can result with a lookahead of only one frame, especially at scene changes.
Other limited lookahead studies include [65-69]. Some multiple-pass schemes have been pro-
posed whereby the video sequence is first processed to extract certain features or statistics, and
these are later used for compression [70-73]. In [74], a two pass approach is described for pre-
recorded video, where in the first pass measures of frame complexity are obtained, and these
characteristics are used in the rate control scheme of the second pass.
Many of these noncausal approaches utilize only partial information about the video source.
If the source is pre-recorded, then there is the possibility of performance improvement by using
complete information about the source. Fewer studies have addressed this idea. The solutions
to the optimal bit allocation problem presented in [75-77] inherently rely on knowing the entire
source, although [75] does not look at the buffer-constrained problem. The optimal solution to a
buffer-constrained problem which arises from the video compression system shown in Figure 1.1
is given in [76]. The authors show that the problem can be phrased in terms of an integer pro-
gramming problem and that dynamic programming using the Viterbi algorithm can be applied in
generating the optimal solution. The optimal solution relies on complete knowledge of the source
a priori, and the focus in their study is on performance using a mean-square error (MSE) criterion.
This study will further exploit complete information about the source by focusing on a
constant quality distortion metric instead of the traditional MSE distortion metric. By attempt-
ing to keep distortion constant throughout the video source as opposed to minimizing the total
distortion, a noncausal "parameter"' will be introduced into the distortion metric. This param-
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eter represents the target distortion level which is computed based on complete knowledge of
the source. This distortion metric which is the focus in this study is different from many of the
previous metrics which attempt to keep quality constant [78-82].
Chapter 3 describes the proposed noncausal approach to video compression, and Chapter 4
will apply the approach to a buffer-constrained video compression problem. The constant quality
distortion metric will also be discussed, and a new iterative algorithm which attempts to solve the
problem will be presented.
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Chapter 3
Proposed Approach to Video Compression for
Sources Known A Priori
As the previous chapter has pointed out, traditional approaches to video compression focus on
causal processing of the video data for real-time applications. Some limited noncausal approaches
have been studied, but these do not fully exploit the idea of noncausal processing with complete
a priori information of the video source.
This chapter presents the general idea of this thesis of video compression with complete
knowledge of the video source. It is assumed unless stated otherwise that the complete video
source is available prior to the actual video compression, as is the case for pre-recorded sources.
Section 3.1 discusses the motivation behind this approach. Section 3.2 presents the proposed ap-
proach and implementation, and Section 3.3 discusses some advantages of this approach. The
application of the proposed approach to a buffer-constrained quantization problem with MPEG-2
intraframe video compression will then be presented in Chapter 4.
3.1 Motivation
To achieve the best video quality given a fixed total number of bits, an optimal bit allocation
strategy would allow the bits to be freely distributed over all frames. More bits would be allocated
to frames with more spatial and temporal activity, whereas fewer bits would be allocated to frames
with less activity. However, there are often constraints which do not permit such a bit allocation
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strategy. First, such a scheme can generate a bitstream which is not well matched to channels
which are constant rate or which bound the instantaneous bit rate. This is the case for a constant
bit rate channel such a terrestrial or cable channel, or for a variable bit rate channel such as a
computer network. Recall that encoder and decoder buffering is used to absorb variations in the
instantaneous bit rate between the encoder and channel, and between the channel and decoder.
For a given buffer size and channel bit rate, the encoder must ensure that buffer overflow and
underflow do not occur. As a consequence, it cannot freely allocate bits over all the frames.
A second constraint which does not permit bits to be freely allocated over all frames is
a real-time video constraint. In this case, bits are allocated in real-time and the encoder cannot
go back and reallocate bits to past frames. In addition, since the encoder does not have future
knowledge of the video source, a model of the source is often used in many approaches to generate
estimates of future bit requirements. As mentioned earlier, a drawback of these approaches is that
when the source is not accurately modeled, bits will not be optimally allocated over the entire
source.
Given constraints such as the two just mentioned, the question which arises is whether
performance can be improved if the complete source were known a priori. By having complete
knowledge of the video sequence it might be expected that better bit allocation can be achieved
throughout the sequence even in the presence of constraints such as buffering. Recall that a con-
sequence of many causal approaches to the buffer-constrained video compression system is that
video quality is controlled by the causal buffer feedback. In an attempt to meet buffer and channel
constraints, the causal buffer controller may over-react to nonstationarities in the video source,
leading to variations in video quality. If the buffer control mechanism operates too conserva-
tively in response to these nonstationarities, the efficiency of the compression and the quality of
the delivered video can be significantly reduced. These nonstationarities are typically caused by
changes in spatial or temporal resolution or by events such as scene changes. Since the causal
system cannot anticipate the future, it will tend to have difficulty during these situations.
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Therefore, this study is motivated by looking at what gains can be achieved by knowing
the future of the video source. This requires that the source be known prior to video compression,
which is the case for a wide variety of video programs which are pre-recorded, such as movies,
documentaries, etc. Even if the input source is not known a priori, the results of this study can
serve as a benchmark to compare performance of causal schemes to that which can be achieved
by exploiting complete information about the source.
Given that the source is known a priori, it is important to emphasize that the video se-
quence will not be a live video feed so that the real-time constraint mentioned earlier does not
apply. However, once the video is to be compressed and transmitted, it can be transmitted with
small delay yet still be compressed in a manner which anticipates future video events. This is
because the buffer controller has complete information about the video source and so can control
the encoder in a noncausal fashion.
This study will focus on buffer-constrained video compression for sources known a priori.
It is assumed that the channel is noiseless and the bit rate is known a priori. Also, both encoder and
decoder buffer sizes are assumed specified. Some applications of this study include transmission
of pre-recorded video sources over a bandwidth-limited terrestrial, cable, or satellite channel, or
for transmission in video-on-demand environments.
3.2 Proposed Noncausal Approach to Video Compression
The basic idea behind the proposed approach is to exploit prior knowledge about the video pro-
gram being compressed. To illustrate this in the context of the buffer-constrained video compres-
sion system, recall that the encoder and decoder buffers are used to absorb bit rate variations.
These variations can arise from nonstationarities in the video program and from those introduced
by the compression algorithm. Many previous approaches employ a causal rate control mecha-
nism which feeds back encoder buffer level information to the encoder so that the encoder con-
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troller can adjust to avoid encoder and decoder buffer overflows and underflows. For example, in
MPEG-2 video compression [4] the quantization parameter can be adjusted to control the output
bitstream and buffer occupancies. However, in causal processing, since the encoder does not have
access to future frames, it may over-react too quickly to avoid potential buffer overflows and un-
derflows, without knowing that in some cases, it may be possible to stay within buffer constraints
while maintaining the current quality level without altering the current encoder state. In attempt
to keep the buffers from overflowing and underflowing, the causal controller may over-quantize
or under-quantize, resulting in variable and poor quality video. On the other hand, if the encoder
has complete access to future frames such as from a pre-recorded source, this thesis proposes that
a better compression strategy can be taken while still ensuring that the buffer constraints are met,
and while delivering improved and more constant video quality.
Figure 3.1 shows the proposed noncausal approach where complete knowledge of the video
source is assumed. It is assumed that the channel bit rate is known. For convenience, a constant
rate channel will be assumed, although even known variable rate channels can be accommodated.
The encoder has complete knowledge of the video source and the channel bit rate. In the proposed
approach, the source x[n] is pre-processed prior to compression to generate statistics about the
source which will be used later during compression. The fact that this is done offline is indicated
by the dashed line from the source x[n] to the pre-processor. It is assumed that the pre-processor
has enough processing capability or time to extract the needed information from the source. This
is a reasonable assumption as processing power continues to increase, and also because the pre-
processing can take place during the entire time from when the program is recorded to when it is to
be compressed. In addition, these statistics need only be computed once for a given program. They
provide deterministic a priori information about the source and will depend upon the particular
compression algorithm being used. More will be said about the statistics for MPEG-2 intraframe
compression in Chapter 4.
These statistics can be stored with the video program as a small video header. As an exam-
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Figure 3.1: Noncausal buffer-constrained video compression system. The input video x[n] is pro-
cessed offline to generate statistics which will be used as a priori information by the noncausal
controller during compression.
ple, consider a 720 x 1280 video program at 60 frames/second. At 24 bits/pixel, this corresponds
to a raw (uncompressed) source data rate of over 1.3 Gbps. If 31 10-bit numbers are stored per
frame, corresponding to quantization of a given frame with each of the 31 quantization parame-
ters, then the header would require an overhead data rate of about 19 Kbps. This corresponds to
about 0.0015% of the source rate; alternatively, it requires 0.0015% additional storage relative to
the video program storage. Even if 31 10-bit numbers are stored per Macroblock, the overhead
data rate or storage is only about 5.2%.
When the program is to be compressed for transmission or storage, the proposed non-
causal controller will regulate the encoder output bitstream by exploiting this a priori information
together with the known channel and buffer constraints. In contrast to the pre-processor, it is
desirable in many applications that the noncausal controller be able to quickly generate the con-
trol output to the encoder. This may be the case for applications such as video-on-demand, so
that once a request is made for a video program, the video server can quickly process the request
and transmit the compressed video at the given channel rate. Therefore, this study will focus on
efficient noncausal controllers.
The noncausal controller is designed to exploit the "future history" of the video program
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to minimize unnecessary fluctuations in the feedback to the encoder which may reduce video
quality. Note that if storage capacity is available, it may be desirable to also store an intermediate
representation of the video along with the a priori information in order to reduce computation
when the video is later compressed for transmission or storage.
An analogy to the allocation of bits over the entire sequence may perhaps be made to that
of managing one's savings account. If the savings account represents the decoder buffer, savings
deposits are similar to bits being input to the decoder buffer, while savings withdrawals are similar
to bits being extracted from the decoder buffer for decoding video data. Knowing how to allocate
bits over the entire sequence is analogous to managing one's savings account. Decoder buffer
underflows occur when more bits are extracted from the buffer than exist in the buffer. This is
similar to the case when one overdraws from one's savings. Noncausal buffer control and bit
allocation with complete information would be analogous to being able to foresee and anticipate
future expenditures by appropriate savings. Extending this analogy, clearly, one would expect to
be able to better manage one's income and expenditures if knowledge of one's lifetime earnings
and expenditures were known a priori. Likewise, better bit allocation and improved video quality
are expected to result from complete knowledge of the video source and noncausal buffer control.
3.3 Advantages of the Proposed Approach
There are many advantages and applications of the proposed approach where the video source is
known a priori. As pointed out earlier, one advantage is the potential for better bit allocation and
improved video quality. One important advantage which will be exploited in more detail in Chap-
ter 4 is the ability to better maintain a constant level of video quality. The focus in that chapter will
not be on which is the best measure of video quality, since that is still an open question. Instead,
the approach will be given a measure of video quality, how can the noncausal approach be applied
to maintain a target level of quality. Once better metrics for video quality have been developed,
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they can be easily incorporated into the noncausal approach. Although the noncausal approach
may not eliminate the need for an operator who may be the final judge on subjective video quality,
it can reduce the amount of intervention or iterations that are required by the operator in order to
achieve the desired video quality.
The feedforward nature of the noncausal controller eliminates the need for real-time buffer
feedback to the encoder as shown in the system of Figure 2.1 since the controller has complete in-
formation to make the encoder run without violating buffer and channel constraints. In addition,
to reduce encoder computation requirements during compression, it may be possible to store some
intermediate pre-processed video data with the a priori information so that these computations
need not be performed by the encoder.
The proposed approach can be applied to a range of bit rates and buffer sizes, from very
low bit rate video applications to high bit rate video applications. Compression for DVD, video-
on-demand, and multiplexed video are among other applications. For the case of multiplexed
video sources, complete information about the sources to be multiplexed can result in better time
alignment and bit allocation among the sources as well as better judgment as to whether certain
sources are compatible for multiplexing.
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Chapter 4
Application of the Proposed Approach to
Buffer-Constrained Quantization
This chapter focuses on applying the proposed noncausal approach to the problem of buffer-
constrained quantization. In particular, complete information about the source is exploited not
only in the solution to the buffer-constrained quantization, but equally important and significant,
in the choice of the distortion function. The distortion function of interest will attempt to control
the variation in quality throughout the video sequence so that more constant quality video will
result. This is possible because complete knowledge of the source allows the noncausal controller
to determine a priori the average quality level in the sequence. This is in contrast to many tra-
ditional approaches which attempt to minimize only the total mean-square error without regard
to variation in quality. In addition, as will be seen later in this chapter, a fast heuristic algorithm
can be developed which further exploits the chosen distortion function, and simulations show its
performance to be very close to optimal performance.
In interframe processing, video frames are dependently processed such that the quality of
one frame generally depends on the quality of another frame. In order to simplify the analysis,
the focus in this study will be on intraframe compression. Since there exist many applications
which call for intraframe processing only, such as in some VCR applications or in noisy channel
environments, this particular analysis is still quite relevant. In addition, insights gained in the in-
traframe case can be useful even for the interframe case, and a discussion of the application of the
proposed approach to interframe compression will be given later. Video compression simulations
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performed in this study will be performed using MPEG-2 intraframe compression.
Although this chapter will focus on constant bit rate compression, a brief but relevant dis-
cussion on constant and variable bit rate compression will first be given in Section 4.1. Section 4.2
will then present the initial problem statement, and Section 4.3 will discuss the distortion func-
tion used in this study. Section 4.4 discusses some useful buffer relationships which will allow
an equivalent but more convenient problem formation to be developed. Section 4.5 will focus
on the question of what a priori information is necessary for the buffer-constrained quantization
problem. Section 4.6 will then look at the question of how this information can be used by the
noncausal controller, and Section 4.7 will address the question of how much gain in performance
can be achieved with the proposed noncausal approach with MPEG-2 intraframe compression.
Section 4.8 will then present a discussion on other applications of the proposed approach, such as
to interframe compression, perceptual coding, and multiplexing of several sources.
4.1 Constant Bit Rate vs. Variable Bit Rate Compression
In constant bit rate (CBR) compression, the channel is assumed to transmit bits at a constant rate.
Any bit rate variations in the instantaneous encoder output must therefore be absorbed through
buffering. In variable bit rate (VBR) compression, the channel can transmit bits at a variable rate.
If the channel can transmit bits precisely at the output rate of the encoder, then buffering need not
be performed. Quite often, however, in many applications such as in transmission over networks,
buffering is still performed to smooth out the variations. An analysis of joint encoder and channel
rate control with buffer constraints is given in [20]. Because rate control with buffer constraints is
more complicated with VBR compression, this study focuses on the simpler CBR compression.
It is well known that VBR compression generally leads to better video quality compared
to CBR compression [83-85]. Since VBR compression puts less constraints on the bit rate, the
encoder can better allocate bits over the video program. More constant video quality can be also be
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obtained. In "open-loop" VBR compression [84], the encoder is allowed to run without feedback,
such as by fixing the quantization parameter. Comparisons with this scheme to CBR compression
at the same average bit rate show improved and more constant video quality with the former.
Although buffering does not permit "open-loop" VBR compression, it does permit the en-
coder output to vary to some extent. Recall the noncausal buffer-constrained video compression
system of Figure 3.1. This system assumes that the complete video program is available a priori,
so that the noncausal controller has access to future data. Although the system has buffering and
an associated delay (which will be discussed in the next section), the purpose of these buffers is
not to delay the data so as to allow access to future data. The encoder has access to future data
from the pre-processor. Note that since the buffers occur after the encoder, they are not used for
buffering input video data. Instead, the buffers are used to absorb bit rate variations.
It is interesting to note that because the encoder has access to future knowledge about the
source, it could in fact compress the video exactly to the desired channel rate without the need
for buffering. Of course the performance would not be as good as VBR compression, and this is
not the purpose of the proposed noncausal processing. In essence, the buffering and delay allows
the system to transfer bits from one place to another, and knowledge of the future allows the
noncausal encoder to do a better job at it compared to the causal encoder. By allowing bits to be
better allocated over the video program, the noncausal approach can attempt to achieve VBR-like
performance in the CBR system.
4.2 Problem Statement
MPEG-2 intraframe video compression can be viewed as a buffer-constrained quantization prob-
lem where the independent variable is the quantization parameter Q[n] and n is the time vari-
able. The quantization parameter Q[n] is used to control the output bitstream and the video qual-
ity. In order to formulate the problem more precisely, consider the noncausal buffer-constrained
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Figure 4.1: Noncausal buffer-constrained quantization system. The noncausal controller has been
moved outside the encoder to explicitly indicate that the quantization parameter Q[n] can be de-
termined offline and before actual compression.
quantization system shown in Figure 4.1. This system is a special case of the noncausal buffer-
constrained video compression system of Figure 3.1 where the quantization is the control param-
eter. Figure 4.1 differs from Figure 3.1 in that the noncausal controller has been moved outside the
encoder to explicitly indicate that the quantization parameter Q[n] can be determined offline and
before actual compression. It is assumed that the channel and buffer constraints are known and
specified to the noncausal controller, as indicated in the figure.
The input to the system is the video sequence x[n], and the output sequence is y[n]. The
index n denotes the nth time unit in the sequence, such as a Macroblock, Slice, Picture (frame), or
Group of Pictures, and it is assumed that each time unit is independently encoded. The following
analysis will focus on n representing the nth frame in the sequence, although a similar analysis can
be performed for other cases as well. Let N be the total number of frames in the sequence so that
0 < n < (N - 1). The input x[n] is encoded to produce a bitstream be[n] consisting of NA(be[n]) bits
which, if decoded as indicated by the dashed line, produces a sequence r[n] which is an approx-
imation to x[n]. Let Q[n] be the quantization parameter for the encoder which controls the level
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of compression. The encoded bits are first stored in the encoder buffer before being transmitted
over the constant rate channel. It is assumed for convenience that there is no channel transmission
delay, although a constant transmission delay can be easily incorporated. The received bits are
then stored in the decoder buffer, and the bitstream bd[n] of NV(bd[n]) bits' is decoded to produce
the sequence y[n]. In practice, although there is usually some delay and local buffering performed
at the encoder and decoder, for convenience, it is assumed here that the encoder and decoder in-
stantaneously generate outputs at the same time index n as the input. Let Be [n] and Bd[n] denote
the number of bits in the encoder and decoder buffer at time n, and let the maximum buffer size
of the encoder and decoder buffers be Be a and Bd respectively. Let Rc be the constant rate of
the channel, Tf be the duration of a frame, and A be the time delay from when the decoder buffer
first receives bits from the channel to when it first releases bits to the decoder.
The quantization parameter Q[n] is assumed to be proportional to the quantization stepsize
used to encode frame n, which is the case for MPEG-2 compression. It is also assumed here that
bits are extracted at a constant rate Rc from the encoder buffer and are introduced into the decoder
buffer at the same rate, but that the encoder bits b[n] are instantaneously introduced into the
encoder buffer from the encoder immediately after time index n while the decoder bits bd[n] are
instantaneously extracted from the decoder buffer into the decoder immediately before time index
n. Note that the encoder bits b[n] and decoder bits bd [n] implicitly depend upon the quantization
parameter Q[n]. When it is desired to make this dependency more explicit, the notation be[n, Q[n]]
and bd[n, Q[n]] will also be used.
'Note here that b"[n] and bd [n] represent the encoder and decoder bitstreams, whereas N(b"[n]) and A(bd [n]) rep-
resent the number of encoded and decoded bits at time index n.
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The encoder and decoder buffers are assumed to be initially empty, i.e.
B'[0] = 0
Bd[0] = 0
and for convenience, the delay A is assumed to be a constant integer such that:
1 < A < N.
(4.1)
(4.2)
(4.3)
Let B be defined as the initial decoder buffer fullness at n = (A -1) right before decoding starts
such that:
Bin = Bd[A - 1] = (A - 1)RcTf (4.4)
(4.5)
It will be assumed that the encoder and decoder buffers are the same size:
Bmax = Bmax7,
and that the initial decoder buffer fullness satisfies:
i B- max - RcTf.
(4.6)
(4.7)
It will also be assumed that the total transmission duration of the compressed bitstream is no
longer than the program duration NTf, implying that the compressed bitstream be[n] must satisfy
the total bit constraint (TBC):
N-1
TBC: E PJ(be[n]) <
n=O
NRcTf. (4.8)
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To avoid overflow and underflow at the encoder and decoder buffers, the following en-
coder buffer constraint (EBC) and decoder buffer constraint (DBC) are considered:
EBC: 0 < B[n] < Biit for 1 < n < (N - 1) (4.9)
D 0 < Bd[n] < Bd for A < n < N
DBC: ii
0<Bd[n]+RcTf(n-N) Bit for(N+1) n (N+A-2). (4.10)
The decoder buffer fullness in Equation (4.10) for (N + 1) < n < (N + A - 2) has a correction
term to account for the assumption that the channel shuts off after all bits have been transmitted
through the channel.
Note that in EBC and DBC both the encoder and decoder buffers are constrained by Bit as
opposed to Bex, and B., respectively. More precisely, the decoder buffer fullness is constrained
by the decoder buffer maximum Bdax minus RcTf. The reason for the latter "correction" term is
because of the model being used of how the decoder buffer fills up and empties. Since bits are
instantaneously extracted from the decoder buffer right before time index n, the decoder buffer
level will rise an additional RcTf bits right before time index (n + 1). However, Bit is being used
for the decoder buffer maximum instead of (Bdax - RcTf) since it turns out for a constant rate
channel, if there are no encoder or decoder buffer overflows or underflows, the decoder buffer
fullness will never rise above its initial fullness Bin. More will be said about this later. Therefore,
Bqg as the decoder buffer maximum has a useful meaning, and note from Equation 4.7 that it
is upper bounded by (Biax - RcTf). In order for this result to hold though, the encoder and
decoder buffers must be the same size. Therefore, both encoder and decoder buffer fullness will
be constrained by Bin.
That it is sufficient to constrain the buffers to Bq is illustrated in Figure 4.2. This figure
shows an example of encoder and decoder buffer fullness for the case where N = 5, A = 3,
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Figure 4.2: Example encoder and decoder buffer fullness plots. In the encoder buffer 4.2(a), bits
are introduced into the buffer immediately after time index n, whereas in the decoder buffer 4.2(b),
bits are extracted from the buffer immediately before time index n. The circled points represent
Be[n] and Bd[n].
- 52-
4.2 Problem Statement
RcTf 10 = 20, and Ba, = Bax = 30. The discontinuities or jumps in the plots indicate
bits being instantaneously introduced into or extracted from the buffer, while the steady ramps
indicate bits being removed from or added to the buffer at a constant rate. The encoder buffer
fullness Be[n] and the decoder buffer fullness Bd[n] as defined earlier are given by the circled
values which are at the lower end of the discontinuities. This figure illustrates the fact that as long
as these lower circled points are below the Bit level, the upper points will be guaranteed to be
below the Biax = B ea level as well.
The specific buffer-constrained quantization problem in this study can now be formulated
as follows. Suppose Bmax, Rc, and Tf are specified. Assume that A satisfies Equation (4.3) and is
computed as:
'A = "Bm"a (4.11)
RcTf
where Lx] is the integer part of x, and that Bi is subsequently computed according to Equa-
tion (4.4). By satisfying Equation (4.11), the decoder buffer is as full as possible up to the largest
integer delay A before decoding starts. This is desirable so that the full decoder buffer (and en-
coder buffer) range is utilized.
The buffer-constrained quantization problem is to determine the N unknowns be[0], b'[1],
be[N - 2], be[N - 1] subject to TBC, EBC and DBC such as to minimize a distortion function
D(be[n]; 0 < n < (N - 1)). Alternatively, as indicated by Figure 4.1, since be[n] follows from
specification of Q[n], this problem is equivalent to determining Q[n] for 0 < n < (N - 1) :
Problem Statement I (PSI): Find Q[n] for 0 < n < (N - 1), subject to TBC, EBC and DBC
(Equations (4.8), (4.9) and (4.10)), and which minimizes the distortion function D(Q[n]; 0 <
n < (N - 1)).
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Given this problem formulation, the next section describes the distortion function which will be
used in this study.
4.3 Distortion Function
Many video compression schemes attempt to minimize the mean-square error between the orig-
inal video and the decoded video. However, this study instead looks at trying to maintain an
average constant video quality level. This is desirable because it keeps video quality from getting
too noticeably poor at some scenes relative to others. One advantage of the noncausal approach is
that it is amenable to maintaining a constant quality level. Since the entire source is available prior
to compression, it is possible to determine in advance an appropriate quality level for the entire
video sequence or for each scene. With the noncausal approach the encoder can adapt quickly to
scene changes while minimizing transient quality variations.
It remains an open question as to what is the best metric for measuring perceptual video
quality. Since distortion metrics are not the focus of this study, a simple but reasonable metric will
be used for MPEG-2 intraframe compression based upon the quantization parameter Q[n]. Let the
quantization parameter Q[n] be expressed in the form:
Q[n] = Qj + AQ[n), (4.12)
where Qj is a specified constant quantization level. This specified level can also be chosen as
a function of n. For example, it may be desirable to choose a different Qj for different scenes
within the sequence, in which case the index i could represent the ith scene. Since the quantization
parameter Q[n] is assumed to be proportional to the quantization stepsize, and since video quality
is directly impacted by the quantization stepsize, the quantization stepsize is a reasonable measure
of video quality. The specified constant quantization level Qj can then be viewed as a target
constant video quality level, and AQ[n] can be viewed as a measure of deviation from this constant
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level. With these definitions, the distortion metric used in this study is given by:
N-1
D(Q[n]; 0 < n < (N - 1)) = [ |AQ[n]. (4.13)
n=o
The main feature of this distortion metric is that it incorporates the target parameter Qj which can
be determined noncausally in the proposed approach. By minimizing this distortion function, an
average quantization level of QZ is roughly maintained while the variance of Q [n] is kept small. Al-
ternatively, the overall video quality is kept roughly constant. Another beneficial consequence of
minimizing the number of quantization changes is that more bits can be used for increasing video
quality as opposed to being used for encoding the quantization changes. Other studies which
have attempted to keep the quantization parameter constant but which use a different distortion
metric from the one in Equation (4.13) include [86-90].
Although it is possible to minimize the distortion function of Equation (4.13) over all pos-
sible Qj constant levels, it will be seen later that this may not be the best strategy. In addition, an
advantage of the proposed noncausal approach is that since the encoder has complete knowledge
of the source, it can determine an appropriate target value Qj without having to try all possible
values. It will be discussed later how the noncausal controller can determine the target value Qj.
For the buffer-constrained quantization problem (PSI), other similar distortion metrics which
are functions of Q[n] are possible, such as a peak signal-to-noise ratio (PSNR) distortion metric of
the form:
N-1
D(Q[n]; 0 < n < (N - 1)) = IAPSNR[nl, (4.14)
n=o
where APSNR[n] is of the form:
APSNR[n] = PSNR[n] - PSNR, (4.15)
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and PSNRj is a specified constant peak signal-to-noise ratio level. Other distortion metrics which
attempt to keep a parameter constant are also possible. However, for simplicity, this study will
focus on the constant quantizer distortion metric given by Equation (4.13) in which the distortion
metric is a simple function of Q[n], although performance will be measured by both the given dis-
tortion function and the PSNR. It is also possible to incorporate visual models into the distortion
function as well. For example, a perceptually weighted quantization distortion metric could be
incorporated into Equation (4.13).
4.4 Some Useful Buffer Relationships
Before proceeding to solve the buffer-constrained quantization problem, it will be useful to de-
velop and state some buffer relationships which give further insight into the problem. Expressions
for the encoder and decoder buffer fullness are now developed.
From the discussion in Section 4.2, the previous encoder buffer fullness Be[n - 1] is in-
creased by K(be[n - 1]) bits from the encoder, and decreased by RcTf bits which are transmitted
over the channel, resulting in the current fullness B [n]. Therefore, the encoder buffer Be [n] satis-
fies the relationship:
Be[n] = Be[n - 1] + N(be[n - 1]) - RcTf 1 < n < N. (4.16)
The decoder buffer Bd[n] satisfies the relationship:
nRcTf for 1 < n (
BB[n] Bd[n - 1] - A(bd[n])+ RcTf for A < n < N, (4.17)
Bd[n - 1] - N(bd[n]) for (N + 1) < n < (A + N - 1).
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For 1 < n < (A - 1), the decoder buffer gradually fills up before releasing any bits to the decoder.
At n = A, NA(bd[A]) bits are then released to the decoder for decoding. This continues until
n = (N + 1), where it is assumed in this analysis that the channel shuts off since all N units have
been transmitted. The decoder buffer continues to release bits until n = (A + N - 1), after which
all bits have been released to the decoder for decoding.
Equations (4.16) and (4.17) are useful for determining the encoder and decoder buffer full-
ness once be [n] and bd [n] are specified. Using Equation (4.4), the recursive difference equations of
Equation (4.16) and (4.17) can be solved in terms of be[n], bd[n] and other known parameters to
yield:
n-1
Be[n] = -nRcTf + ( N(be[m]) 1 < n N, (4.18)
m=O
nRcTf for 1 < n < (A - 1),
Bd[n] = -nRcT En, M(bd[m]) for A < n < N, (4.19)
NRcTf - " E n (bd[m]) for (N +1) < n < (N + A - 1).
Therefore, once be [n] and bd [n] are specified, the encoder and decoder buffer fullness can be deter-
mined using Equations (4.18) and (4.19).
It is straightforward to show for n in the range A < n < (A + N - 1) that:
If bd[n] = be[n - A], (4.20)
then y[n] = z[n - A]. (4.21)
That is, if the bitstream into the decoder is a delayed version of the bitstream out of the encoder,
then the decoded output video is a delayed version of the approximation to the original input
video, as expected. It is assumed in this study that the channel does not introduce any errors into
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the bitstream so that the condition in Equations (4.20) and (4.21) holds. As a consequence, it can
be shown using Equations (4.18), (4.19), (4.4) and (4.1) that:
B[n] + Be[n - A + 1] = Bi for (A - 1) < n < N. (4.22)
Some insight into the average encoder and decoder buffer fullness can now be gained using
Equation (4.22). Let the time averages of Bd[n] and Be[n - A + 1] be defined as:
NA+ Be[m -,A + 1], (4.23)
m=A
<Bd[n] > 1 (424)N-A+1 B(m]4
Then the time averages are related by:
< [n] > + < Be[n - A+ 1] > = B . (4.25)
This relationship shows that the average fullness of the encoder and decoder buffers are inversely
related. That is, if the encoder buffer is on average nearly full, then the decoder buffer will be on
average nearly empty, and vice-versa. By substituting Equations (4.18) and (4.19) into (4.23) and
(4.24) respectively, the following explicit expressions for the time averages can be derived:
N-A+F2
< B2[n - A + 1] > = 2 RcTf + A, (4.26)
2
< B d[n] > = B d.+ + 2 RcTf - A, (4.27)
where A =_ I - (N - A + 1 - m)NV(be~m) (4.28)
m=0
Nd
= A 1 EZ(N + 1 -m)(b[m. (4.29)N + A
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For the constant rate channel focused on in this study, it is possible to ensure that the
buffer constraints are satisfied at both the encoder and decoder by only satisfying the constraints
at either one. Note that EBC consists of a set of (N - 1) constraints in the (N - 1) unknowns
be[0], be[1], ... , be[N - 2], whereas DBC consists of a set of (N - 1) constraints in the (N - 1) un-
knowns bd[A], bd [A + 1], .. . , bd [A + N - 2]. With the assumption of Equation (4.20), these two sets
of (N - 1) unknowns are in fact identical. This might lead one to expect an equivalence between
EBC and DBC. It is shown in [20] and [64] that EBC implies DBC. Starting with the condition in
Equation (4.22), this result can be generalized to the following:
EBC < DBC. (4.30)
That is, for a constant rate channel, it is sufficient to ensure that only one buffer constraint is
satisfied and the other buffer constraint will be automatically satisfied. This is also illustrated
in Figure 4.2. Except for the last circled point in Figures 4.2(a) and 4.2(b), as long as the circled
points in the encoder buffer plot stay within the horizontal axis (zero fullness) and the dashed
horizontal line (Bi), the same will hold true for the decoder buffer plot, and vice-versa. The
only exception is for the last circled point in each plot, that is, n = N = 5 in the encoder plot and
n = (N + A - 1) = 7 in the decoder plot. In order for the TBC constraint to be met, B'[5] should
be non-positive, as is shown in Figure 4.2(a). These "negative" bits can be considered bits which
were not used by the encoder. Similarly, in the decoder, the channel shuts off after n = N = 5, and
the bits Bd[7] remaining in the decoder buffer also represent these unused bits.
An early study which recognized the the notion of encoder and decoder buffer duality is
given in [91]. Because the encoder more directly controls the encoder buffer than the decoder
buffer, this study will focus on the encoder buffer constraint EBC. Combining PSI with Equa-
tion (4.30) yields the following equivalent problem statement:
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Problem Statement II (PSII): Find Q[n] for 0 K n K (N - 1), subject to TBC and EBC
(Equations (4.8) and (4.9)), and which minimizes the distortion function D(Q[n]; 0 < n K
(N - 1)).
Note that TBC and EBC specify a set of N constraints in the N unknowns b'[0], be[1], ... , be[N -
2], be[N - 1]. These unknowns are determined from the choice of Q[n] for 0 K n K (N - 1).
Finally, some additional observations can be made about a compressed bitstream be[n]
which satisfies the EBC and TBC constraints. As a consequence of EBC and the delay of A, the
system of both encoder and decoder buffers must be able to store any succession of A frames of
bits [20]. In the present context this can be stated as:
n+A -1
EBC e A (be m]) < Bdax + Beax for 0 K n < (N - A). (4.31)
m~ a
It can be shown that the combined constraints of EBC and TBC are equivalent to placing a con-
straint on the running total of bits in be[n] as follows:
EBC and TBC
(n + 1)RcTf ( O" AN(b'[m]) (A + n)RcTf for 0 K n <(N - 2), (4.32)
M"0n= (be[m]) < NRcTf for n (N - 1),
and that if EBC and TBC are satisfied then the bitstream be [n] must satisfy the conditions:
EBC and TBC
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RcTf < N(be[n]) < ARcTy for n = 0,
max(0, (2 - A)RcTf) < NA(be[n]) < ARcTf for 1 < n < (N - 2), (4.33)
max(0, (2 - A)RcTf) < N(be[n]) < (N - 1)RcTf for n = (N - 1).
For the trivial case when A 1, it follows that A(bd[n]) =/(be[n - 1]) = RcTf for 1 < n < N
and < Be[n] > = < Bd[n] > 0. Equation (4.32) is useful because it provides an alternative set of
conditions to check whether EBC and TBC are satisfied.
Note that the constant bit rate (CBR) solution of AP(be[n]) = RcTf for 0 < n < (N - 1)
satisfies both TBC and EBC since Equation (4.32) is satisfied. However, this solution does not gen-
erally minimize the distortion function of Equation (4.13) since Q[n] may vary significantly about
Qj in order to maintain the constant number of bits per frame. Instead, by allowing the number
of bits per frame to vary and by utilizing the buffers to absorb these variations, it is expected that
a smaller distortion can be achieved while still satisfying both TBC and EBC constraints.
Using these buffer relationships, the following sections apply the proposed noncausal ap-
proach to solve the buffer-constrained quantization problem PSII using the distortion function
of Equation (4.13). MPEG-2 intraframe video compression is considered, and these sections will
address the questions of what a priori information should be extracted, how can this information
be used to improve performance, and what performance gains can be achieved with noncausal
processing over causal processing.
4.5 A Priori Information
The performance of the general noncausal buffer-constrained video compression system in Fig-
ure 3.1 will depend on what a priori information is extracted and how the noncausal controller
uses this information. This section focuses on the question of what a priori information should be
extracted, and the next section will address the question of how this information can be used by
- 61 -
Application of the Proposed Approach to Buffer-Constrained Quantization
the noncausal controller.
The information which should be extracted by the pre-processor depends a great deal on
the compression scheme used. This study focuses on the specific buffer-constrained quantization
system presented in Figure 4.1, although the general approach can apply to other compression
schemes as well. This system is characteristic of many block-based compression schemes such as
the JPEG and MPEG standards, where the quantization parameter Q[n] controls the quantization
for a block of data. As indicated in the figure, the output of the noncausal controller is the quan-
tization parameter sequence Q[n] which is used by the encoder to generate the bitstream b [n].
Since the goal in the buffer-constrained quantization problem is to optimally choose Q[n] such
that the bitstream b6[n] does not cause buffer overflow or underflow, it makes sense that a rate-
distortion record of K(be[n]) versus Q[n] for each value of n is necessary for solving the problem.
Therefore, this study proposes to use rate-distortion curves generated from the video program as
the set of a priori sufficient statistics. This information is sufficient for the distortion function of
Equation (4.13) as well as other distortion functions.
Figure 4.3 shows an example plot of a family of curves NA(be[n, Q[n]]). Each curve plots
the bit requirement for encoding a given unit n at a fixed quantization level Q[n]. As an exam-
ple, in MPEG-2 intraframe coding, Q[n] could represent the quantization level for a given frame
or Macroblock. Each curve would then represent the number of bits required for encoding each
unit n at the fixed quantization level Q[n]. For the case of intraframe-encoded units, the number
of possible quantization levels is small, so these statistics require relatively small additional stor-
age. On the other hand, storage of all possible combinations of quantization levels for interframe-
encoded units grows very rapidly, since the units are no longer independent. In this case, it may
be necessary and reasonable to limit the choice of quantization levels to a small number of com-
binations, such as by maintaining a fixed ratio between quantization parameters for I, P and B
frames in MPEG-2 compression. Although intraframe compression is a somewhat restricted form
of compression, there are cases where it is useful, such as for some VCR applications or when low
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Figure 4.3: Example rate-distortion curves Af(b E[n, Q[n]]). Each curve plots the number of bits
required to encode unit n using a given quantization parameter Q[n] which is constant over n.
computation is desired. More will be said about the extension to interframe compression later.
The next section discusses how these rate-distortion curves can be used by the noncausal
controller in solving the buffer-constrained quantization problem.
4.6 Noncausal Controller
The noncausal controller determines how the a priori information can be used to improve perfor-
mance. The goal of the controller in the buffer-constrained quantization system is to determine
Q[n] by solving PSII. Since NA(be[n, Q[n]]) is known for all n and Q[n], the method of [76] can be
used to find the optimal solution to the buffer-constrained problem PSII for the distortion function
of Equation (4.13). One important difference, however, is that this distortion function incorporates
a target distortion level and so is distinctly different than the mean-square error criterion treated
in [76].
In the proposed approach, the noncausal controller first determines the target quantization
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level Qi in Equation (4.12) and then given this level, solves the buffer-constrained quantization
problem PSII. Section 4.6.1 describes how the target level can be determined by the noncausal
controller by exploiting complete knowledge of the video source. Sections 4.6.2 and 4.6.3 will then
present two algorithms which attempt to solve PSII.
4.6.1 Determination of Target Level
Because the noncausal controller has complete knowledge of the video source, it can determine the
most appropriate target level Qi without having to solve PSII for each possible level. Since Qi rep-
resents the target quantization parameter level, a reasonable choice is the value which corresponds
to an average bit rate which is approximately that of the channel bit rate. Since the particular tar-
get value is unlikely to coincide exactly with the channel bit rate, one issue is whether the target
should be just above or just below the channel rate. More will be said about this issue later.
Section 4.6.2 discusses the optimal solution to PSII using the Viterbi algorithm, while Sec-
tion 4.6.3 presents a new heuristic iterative algorithm. Although the heuristics proposed in [76]
could also be applied in solving PSII, this study proposes a different heuristic algorithm which
exploits the particular distortion function of interest as well as the complete a priori knowledge of
the source.
4.6.2 Viterbi Algorithm
Given the target level Qi, the optimal solution to PSII can be obtained straightforwardly using
the Viterbi algorithm as in [76]. Given the smallest distortion path to each attainable buffer level
within the entire buffer at time n, the algorithm chooses Q[n] which has the smallest distortion
path to each buffer level at time (n + 1). This requires determining and comparing all paths and
costs from each buffer level at time n to the corresponding buffer levels at time (n + 1) for all n.
Although this solution is computationally intensive, it can provide useful bounds on performance.
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Computation can be reduced by clustering together buffer levels [76], although the solution is no
longer guaranteed to be optimal.
4.6.3 Heuristic Iterative Algorithm
This section describes a new heuristic iterative algorithm for PSII. Although it does not guaran-
tee an optimal solution, by exploiting complete information about the source, it can generate a
solution quickly with low computational complexity relative to the Viterbi algorithm. Recall that
a desirable feature of the controller is that it quickly generate the control signal for the encoder.
Furthermore, it will be shown that the algorithm is optimal under some conditions, and that even
if these conditions are not met, experiments have shown near optimal performance.
The basic idea behind the algorithm is to iteratively refine the sequence of quantization pa-
rameters Q [n] so as to satisfy the encoder buffer constraints with increasing n until the constraints
are met for all n. The algorithm assumes that as Q[n] increases AN(be [n]) decreases and vice-versa,
which is almost always the case. Although the algorithm is not guaranteed to converge, if the
target level QZ is chosen appropriately such as described in Sections 4.6.1 and 4.7.5, the algorithm
can converge with only a small number of iterations.
The iterative algorithm is outlined in the flowchart of Figure 4.4. Given the target level Qi,
the algorithm is initialized with an initial candidate solution with Q[n] = Qi for all 0 < n < (N -1)
The distortion D is set to zero, the encoder buffer is initialized (B'[0] = 0), and no and n", the
indices of the last overflow and underflow, respectively, are initialized to -1. The encoder buffer
fullness Be[n] is then computed for 0 < n < N using Equations (4.16) or (4.18).
Starting from ne = 0, the algorithm checks for any underflows or overflows which occur
with the chosen Q[n] at n = nc, and attempts to fix any that occur by modifying Q[n]. This is the
process by which the EBC constraint is satisfied. In particular, for nc < N, a buffer underflow
occurs when B'[nc] < 0 and a buffer overflow occurs when B [nc] > Bdi. If no buffer violations
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occur or after a buffer underflow or overflow has been fixed, the algorithm repeats for the next
value of nc. Once nc = N occurs, the algorithm checks whether the TBC constraint is also met.
Note from Equations (4.8) and (4.18) that the TBC constraint is equivalent to requiring B'[N] < 0.
If the TBC constraint is violated, this is considered as a buffer overflow, where the overflow level is
o instead of B When the TBC is satisfied, the resulting solution and distortion is Q, [n] = Q [n]
for 0 < n < (N - 1) and D, = D, respectively.
Figures 4.5 and 4.6 outline the procedure by which the algorithm fixes underflows and
overflows, respectively. If underflow occurs at index nc, the previous overflow index no is used
as a starting reference index. From (no + 1) to nc, Q[n] is decreased by one for those values of n
which have the largest increase in bits without causing overflow from (no + 1) to nc, and this is
continued until nc no longer underflows. Similarly, if overflow occurs at index nc, the previous
underflow index n is used as a starting reference index. From (nU + 1) to nc, Q[n] is increased by
one for those values of n which have the largest decrease in bits without causing underflow from
(no + 1) to nc, and this is continued until nc no longer overflows.
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Figure 4.4: General flowchart of heuristic iterative algorithm.
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Done
Figure 4.5: Detailed flowchart of heuristic iterative algorithm to fix underflow.
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Figure 4.6: Detailed flowchart of heuristic iterative algorithm to fix overflow.
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It is possible that the algorithm may not converge to a solution. This may be illustrated by
the following example. Assume that the last underflow fixed occurred at index n, and that the
index (n + 1) currently overflows. In the proposed algorithm, the overflow at index (n + 1) can be
fixed only by changing the quantization parameter Q[n + 1]. If the largest value of Q[n + 1] cannot
reduce the bits enough to fix the overflow at index (n + 1), then the algorithm cannot generate a
solution. However, experiments indicate that this situation is not very common.
A simple example of the iterative algorithm applied to the case of buffer overflow is shown
in Figure 4.7. The top graph plots encoder buffer fullness over time for the first seven indices
using an initial set of quantization parameters Q[n]. For simplicity, the maximum buffer fullness
is shown at 100 units. At the current Q[n], the encoder buffer overflows at indices n = 2, 3 and 5
as indicated by the gray bars. Because of the first buffer overflow at n = 2, the algorithm looks
for the largest decrease in bits that results from increasing Q[n] by one for 0 < n < 2. In this
example, the largest decrease in bits of 10 units occurs at n = 1 and is illustrated by the striped
block. The algorithm increments Q[1], and this turns out to be enough to avoid the buffer overflow
at n = 2 as shown in the center graph. Note that this change also results in removing the buffer
overflow at n = 5. There is still a buffer overflow at n = 3 however, so the algorithm repeats
with the next iteration. The center graph illustrates that the largest decrease in bits in the range
0 < n < 3 occurs at n = 0 with a decrease of 5 units. By incrementing Q[0], the buffer overflow
at n = 3 is eliminated as illustrated in the bottom graph. The algorithm effectively modifies some
quantization parameters in anticipation of future buffer overflows.
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Figure 4.7: Example of iterative algorithm applied to buffer overflow. With each iteration, the first
buffer overflow is fixed by increasing the quantizer parameter at indices which cause the largest
decrease in bits. The quantizers may be changed at indices before or at the overflow.
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The algorithm iteratively updates the candidate solution until all EBC and TBC constraints
are met. The buffer relationships developed in Section 4.4 can be used to check whether these con-
straints are met. As mentioned earlier, in increasing and decreasing Q[n], the algorithm assumes
a monotonically inverse relationship between Q[n] and Nf(b [n]) which is generally the case; that
is, as Q[n] increases, A(be[n]) decreases.
If only encoder buffer overflow or underflow is encountered, then the solution is optimal
for the buffer-constrained quantization problem PSII. To illustrate this, consider the case when
only encoder buffer overflow occurs, as a similar argument follows for the case when only encoder
buffer underflow occurs. Because of the causal nature of the buffer fullness, the only way to
eliminate buffer overflow at n = nc is by increasing Q[n] for some n < nc. By incrementing
Q[n] in order from largest change in bits to smallest change in bits, the algorithm ensures the
smallest number of changes in Q[n] to eliminate the buffer overflow at n = nc Incidentally, it
also decreases the chances of buffer overflows for n > nc as well. This process is repeated for the
next buffer overflow at n = n', resulting in the smallest number of changes in Q[n] to eliminate
all buffer overflows for n K n'. Assuming that no buffer underflows are encountered and that
the TBC constraint is met, the algorithm yields the smallest number of quantizer changes and
therefore the minimum distortion.
To state this more precisely, let D* (n) and Q* (m; n) be defined as follows:
D* (n) = minimum number of quantizer changes needed to
eliminate buffer overflow at the nth time index only, (4.34)
Q* (m; n) = quantizer parameter sequence for 0 K m K n
which achieves D* (n). (4.35)
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Then the distortion D which results from the proposed algorithm is bounded by:
N-1 N-1
Z D*(n | Q*(m; n - 1)) < D < S D*(n). (4.36)
n=O n=O
In this equation, D* (n I Q* (m; n - 1)) represents the minimum number of quantizer changes
needed to eliminate buffer overflow at the nth time index only, given Q* (m; n - 1), the quantizer
parameter sequence for 0 < m < (n - 1) which achieves D* (n - 1). The minimum distortion D*
is given by the lower bound:
N-1
D* = D*(n I Q*(m; n - 1)). (4.37)
n=O
The iterative algorithm achieves the minimum distortion given by the lower bound by succes-
sively computing each minimum distortion term. Although the solution is not guaranteed to be
unique, at least one optimal solution will have been generated.
One interesting result which follows from the above discussion and analysis is that the
iterative algorithm can be used to find the minimum encoder and decoder buffer sizes and the
optimal Q[n] which minimizes the number of quantization changes subject to the constraint that
Q[n] < Qi. This can be useful in applications where it is desirable to always maintain at least a
certain level of quantization or quality.
4.7 Performance Comparison
Given the a priori knowledge of the rate-distortion curves and the noncausal controller algorithms
discussed in the previous sections, the question of what gains in performance can be achieved
over a traditional causal approach will now be addressed.
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Experiments will be performed on sequences using MPEG-2 intraframe compression. Some
comments on the test sequences used are given in Section 4.7.1. Section 4.7.2 looks at when the
quantization parameter can change at the Macroblock level compared to the frame level. Sec-
tion 4.7.3 presents results of the experiments to compare the proposed approach to a traditional
causal approach. The effect of a scene change is discussed in Section 4.7.4, and some remarks on
the determination of the target quality level are given in Section 4.7.5. Section 4.7.6 presents results
from experiments using noncausal processing and compression with only partial information.
4.7.1 Test Sequences
The experiments in this study will apply the proposed noncausal approach using intraframe com-
pression. A major parameter controlling video quality in intraframe compression is the average
bit rate in terms of bits per frame. Using the terminology of Section 4.2, this corresponds to the
quantity RcTf, where Rc is the channel bit rate in bits/second and Tj is the frame duration. The
experiments will focus on maintaining a constant average number of bits per frame, regardless of
the frame rate of the source material.
Four 24-bit color test sequences consisting of seven different scenes will be used in the sim-
ulations. These sequences were first converted to a YUV 4 : 2 : 0 colorspace before compression.
One test sequence is a single scene 48 frame 256x256 MALL sequence at 24 frames/second. In
order to study the effects of scene changes, the other three sequences contain multiple scenes. The
first multiple scene sequence is the TRAIN-MALL-CAR sequence. This is a 113 frame sequence
where the first 48 frames is the TRAIN scene, the next 48 frames is the MALL scene (identical to
the single scene MALL sequence), and the last 17 frames is the CAR scene. Although the TRAIN
and CAR scenes originated at a different frame rate (60 frames/second), they will be coded at
24 frames/second so that each frame in the entire sequence can be coded with the same average
number of bits. Otherwise, the effective channel bit rate Re must be considered different for each
scene. The TRAIN scene features a moving toy train among a background and foreground with
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moderate spatial complexity. The CAR scene contains a toy car which is rotating rapidly with
a simple background. The MALL scene features people walking in an indoor setting and has
moderate complexity.
Two other multiple scene CIF resolution sequences (288x352 at 30 frames/second) were
used in the simulations. The 113-frame MOTHERDAUGHTER-AKIYO sequence consists of 48
frames of the MOTHERDAUGHTER scene followed by 65 frames of the AKIYO scene. These are
head-and-shoulder scenes. The 113-frame BASKET-MOBILE sequence consists of 48 frames of the
BASKET scene followed by 65 frames of the MOBILE scene. This sequence has more complex
scenes than the MOTHERDAUGHTER-AKIYO sequence. The BASKET scene consists of a basket-
ball game with high spatial and temporal detail, and the MOBILE scene features a calendar and
background with high spatial and chrominance resolution.
4.7.2 Quantization with Macroblock vs. Frame Adaptivity
The analysis in Section 4.4 was performed with the index n representing the frame number. In
this case, the quantization parameter is fixed for the entire frame. However, the analysis can
be easily extended for Macroblock-adaptivity, where the parameter is allowed to change at each
Macroblock. Spatial masking effects can be exploited when the quantization parameter is changed
on a Macroblock basis. Since the buffer constraints need only be satisfied at the end of a given
frame, one difference is that the TBC and EBC (and DBC) constraints in Equations (4.8) and (4.9)
(and (4.10)) be satisfied only when n corresponds to the last Macroblock in a frame. Also, since
additional bits are required to encode changes in the quantization parameter at the Macroblock
level, these overhead bits should be accounted for by the noncausal controller.
In order to compare the noncausal performance between Macroblock-adaptive quantiza-
tion and frame-adaptive quantization, experiments were performed with the TRAIN-MALL-CAR
sequence at different bit rates. The computation in the noncausal controller for Macroblock-
adaptivity increases relative to frame-adaptivity since there are more units n. As will be seen in the
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Normalized Macroblock Frame
Bit Rate PSNRy PSNRy
0.7 33.94 33.94
0.8 35.07 35.05
0.9 35.93 35.96
1.0 36.71 36.75
1.1 37.37 37.47
Table 4.1: PSNR comparison of Macroblock-adaptive and frame-adaptive quantization parameter
for the TRAIN-MALL-CAR sequence using the noncausal iterative algorithm. The normalized bit
rate of 1.0 corresponds to a channel bit rate of 1.2 Mbits/ second.
following sections, although the noncausal iterative algorithm is less computationally demanding
than the noncausal Viterbi algorithm, performance is very comparable. Therefore, comparisons
between Macroblock-adaptivity and frame-adaptivity is performed here using only the noncausal
iterative algorithm.
The TRAIN-MALL-CAR sequence was encoded at different bit rates and the buffer size
was chosen so that A = 4. The results are shown in Table 4.1. The normalized bit rate of 1.0
corresponds to a channel bit rate of 1.2 Mbits/second and a compression ratio of 31 : 1. Because
these results show very similar performance with Macroblock-adaptivity and frame-adaptivity
of the quantization parameter for intraframe compression, this study will focus primarily on the
less computationally intensive frame-adaptive case. Unless stated otherwise, the results for the
noncausal schemes are based on frame-adaptive quantization.
4.7.3 Comparison of Causal and Noncausal Approaches
In order to benchmark the performance of the noncausal approaches, a causal rate-control scheme
using TM5 was used as a reference. Experiments were performed using MPEG-2 intraframe com-
pression, and the results of the causal scheme were compared to the two noncausal schemes given
by the Viterbi algorithm and the heuristic iterative algorithm. In all the simulations, the TBC and
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EBC (and DBC) constraints were satisfied. The buffer size was chosen so that A = 4 unless stated
otherwise.
4.7.3.1 MALL Sequence
Experiments were first performed on the single scene MALL sequence at a normalized bit rate of
1.0, corresponding to a compression ratio of 31 : 1. The target quality level was determined by the
noncausal controller to be Q1 = 22. This was the level which resulted in an average bit rate just
above the desired channel bit rate of 1.2 Mbits/second. For comparison, this value was also used
in the corresponding causal scheme in computing the quantizer distortion.
Because of memory requirements, a small amount of buffer level clustering was used in
some of the Viterbi algorithm simulations. However, the bin size used in the clustering was less
than 0.2% of the total buffer size. Therefore, it is reasonable to expect that the Viterbi algorithm
will yield optimal or near-optimal solutions to PSIL This was verified in some simulations where
it was possible to use a bin size of 1 bit. For the causal scheme, the quantization parameter Q[n]
could change within a frame, whereas for the noncausal schemes, Q[n] could change on a frame
basis only, as discussed in the previous section. The distortion metric used was the constant quan-
tization metric of Equation (4.13).
The results for the MALL sequence are shown in Figure 4.8, which plots the average quan-
tization parameter, bits, and luminance channel PSNR per frame. (Note now the horizontal axis
is frame number starting with 1.) Note that the quantization parameter is kept more constant
with the noncausal schemes. In addition, both noncausal schemes show similar PSNR perfor-
mance, with a higher and more constant PSNR level relative to the causal scheme, especially near
the beginning of the sequence. It takes at least 10 frames before the causal scheme adapts to the
sequence, while the noncausal scheme immediately adapts to the steady-state target level.
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Figure 4.8: Causal vs. noncausal performance for the MALL sequence (normalized bit rate = 1.0).
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4.7.3.2 TRAIN-MALL-CAR Sequence
Experiments were also performed on the multiple scene TRAIN-MALL-CAR sequence at a nor-
malized bit rate of 1.0 and a compression ratio of 31 : 1. Since the complexities of each scene in the
sequence are different, a different target quality level Qi, i = 1, 2, 3 was chosen for each of the three
scenes so that each one would be coded at roughly the same average bit rate. As a result, since the
complexity of each scene is different, the quality of each scene is different. This is to be expected
because of the constant rate channel assumption and buffer constraints which limit how bits can
be distributed over the entire sequence. The target levels computed by the noncausal controller
were Q1 = 14, Q2 = 22, and Q3 = 8. These same Qi values were also used in the corresponding
causal scheme for comparison.
The results for the TRAIN-MALL-CAR sequence are shown in Figure 4.9. In addition to
maintaining a more constant quantization parameter per scene, both noncausal schemes achieve
a higher and more constant PSNR level, with better overall visual quality compared to the causal
scheme. Again, performance of both the noncausal Viterbi algorithm and the proposed iterative
algorithm is quite similar.
As shown in Figure 4.9, since the causal scheme estimates video activity based upon past
data, performance is affected by scene changes. However, the noncausal scheme is less affected by
scene changes as it can adjust in anticipation of changes in video activity that typically come with
the scene changes. Because the noncausal scheme can anticipate scene changes, it does a good
job at quickly adapting to the new scenes and to the new Qi quality levels. In the MALL scene of
the sequence, the transients remain well beyond the scene change, where the benefits of temporal
masking are reduced.
Table 4.2 shows the performance of the quantization parameter Q[n] over the entire TRAIN-
MALL-CAR sequence. The noncausal algorithms attempt to keep the parameter as close to its
target level as possible over the entire sequence. Since the quantization stepsize is proportional
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Figure 4.9: Causal vs. noncausal performance for the TRAIN-MALL-CAR sequence (normalized
bit rate = 1.0).
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to the quantization parameter, it is generally desirable to have a smaller parameter. The results in
Table 4.2 show that this is in fact achieved with the noncausal schemes. Both noncausal schemes
show very similar performance. Compared to the reference causal scheme, the noncausal schemes
result in both the average and variance of the quantization parameter being smaller. Furthermore,
the worst case, or maximum, quantization parameter is much smaller with the noncausal schemes.
Table 4.3 shows the PSNR performance of each scene in the TRAIN-MALL-CAR sequence as well
as the overall sequence. Over the entire sequence, the PSNR results are quite consistent with the
quantizer performance results of Table 4.2. Both noncausal schemes have very similar PSNR per-
formance, with an improvement over the reference causal scheme of about 0.7 dB. The noncausal
schemes also have a smaller PSNR variance and a much better worst case PSNR. That is, over the
entire sequence, at the same average bit rate, the noncausal schemes yield better average quality,
less variation in quality, and better worst case quality. Since the algorithms attempt to minimize
the distortion cost over the entire sequence, the cost performance over any given scene is not ex-
plicitly minimized. However, the results in Table 4.3 show roughly comparable or better PSNR
performance with the noncausal schemes for each scene.
4.7.3.3 MOTHERDAUGHTER-AKIYO Sequence
Experiments were next performed on the MOTHERDAUGHTER-AKIYO sequence at a normal-
ized bit rate of 1.0, which for this sequence corresponds to a compression ratio of about 48 : 1. The
target levels computed by the noncausal controller were Qi = 18 and Q2 = 22.
Tables 4.4 and 4.5 show the quantizer performance and PSNR performance for this se-
quence. These results illustrate improved quantizer and PSNR performance with the noncausal
schemes over the causal scheme, with very similar performance between the noncausal Viterbi
and noncausal iterative schemes. The overall improvement is roughly 1.0 dB. As with the TRAIN-
MALL-CAR sequence, these results demonstrate improved and more constant video quality with
the noncausal approach.
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Average Variance Maximum
Scene Scheme Q Q Q
Causal 17.84 40.92 34.30
all Noncausal Viterbi 17.03 19.44 22.00
Noncausal Iterative 17.06 19.22 22.00
Table 4.2: Causal vs. noncausal quantizer performance for the TRAIN-MALL-CAR sequence (nor-
malized bit rate = 1.0).
Average Variance Minimum
Scene Scheme PSNRy PSNRy PSNRy
Causal 38.05 0.17 36.83
TRAIN Noncausal Viterbi 38.88 0.27 37.84
Noncausal Iterative 38.88 0.44 37.84
Causal 32.48 0.29 30.88
MALL Noncausal Viterbi 33.48 0.02 33.00
Noncausal Iterative 33.48 0.02 33.00
Causal 40.33 0.93 38.84
CAR Noncausal Viterbi 40.07 0.15 39.50
Noncausal Iterative 40.01 0.07 39.50
Causal 36.03 10.28 30.88
all Noncausal Viterbi 36.77 8.35 33.00
Noncausal Iterative 36.76 8.35 33.00
Table 4.3: Causal vs. noncausal PSNR performance for the TRAIN-MALL-CAR sequence (nor-
malized bit rate = 1.0).
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Table 4.4: Causal vs.
sequence (normalized
noncausal quantizer performance
bit rate = 1.0).
for the MOTHERDAUGHTER-AKIYO
Table 4.5: Causal vs. noncausal PSNR performance for
quence (normalized bit rate = 1.0).
the MOTHERDAUGHTER-AKIYO se-
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Average Variance Maximum
Scene Scheme Q Q Q
Causal 20.12 2.58 26.40
all Noncausal Viterbi 21.26 2.23 24.00
Noncausal Iterative 21.26 2.23 24.00
Average Variance Minimum
Scene Scheme PSNRy PSNRy PSNRy
Causal 36.40 0.28 34.91
MD Noncausal Viterbi 37.20 0.04 37.05
Noncausal Iterative 37.20 0.05 37.05
Causal 35.67 0.02 35.35
AKIYO Noncausal Viterbi 36.88 0.04 36.31
Noncausal Iterative 36.88 0.04 36.33
Causal 35.98 0.26 34.91
all Noncausal Viterbi 37.02 0.07 36.31
Noncausal Iterative 37.02 0.07 36.33
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4.7.3.4 BASKET-MOBILE Sequence
Finally, experiments were performed on the BASKET-MOBILE sequence at a normalized bit rate
of 2.6, which for this sequence corresponds to a compression ratio of about 19 1. The target
quantization levels computed by the noncausal controller were Qi = 20 and Q2 22. Although
the target levels of this sequence are comparable to those of the MOTHERDAUGHTER-AKIYO
sequence, the compression ratio is lower due to the increased complexity of this sequence.
Tables 4.6 and 4.7 show the quantizer performance and PSNR performance for this se-
quence. As with the previous sequences, these results also show improved quantizer and PSNR
performance with the noncausal schemes over the causal scheme. Very similar performance is ob-
served between the noncausal Viterbi and noncausal iterative schemes. The overall improvement
is again about 1.0 dB. These results demonstrate promising gains using the noncausal approach
with the constant quantizer distortion metric.
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Table 4.6: Causal vs. noncausal quantizer performance
malized bit rate = 2.6).
Table 4.7: Causal vs. noncausal PSNR performance for the
ized bit rate = 2.6).
for the BASKET-MOBILE sequence (nor-
BASKET-MOBILE sequence (normal-
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Average Variance Maximum
Scene Scheme Q Q Q
Causal 22.80 7.14 29.50
all Noncausal Viterbi 22.50 4.40 28.00
Noncausal Iterative 22.51 4.41 28.00
Average Variance Minimum
Scene Scheme PSNRy PSNRy PSNRy
Causal 28.95 0.96 27.42
BASKET Noncausal Viterbi 29.93 0.43 28.23
Noncausal Iterative 29.93 0.41 28.23
Causal 28.09 0.13 27.16
MOBILE Noncausal Viterbi 29.14 0.06 28.07
Noncausal Iterative 29.13 0.06 28.08
Causal 28.46 0.66 27.16
all Noncausal Viterbi 29.47 0.37 28.07
Noncausal Iterative 29.47 0.37 28.08
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4.7.3.5 Comments on Buffer Size
In all the experiments in this study, the decoder buffer of the causal scheme was pre-filled 88%
whereas the noncausal schemes were pre-filled 100%. Simulations for the TRAIN-MALL-CAR
sequence at the normalized bit rate of 1.0 showed that the causal scheme was not able to avoid en-
coder buffer overflow when the buffer was smaller than the initial size of 150 Kbits corresponding
to A = 4. However, the noncausal schemes were able to stay within the buffer constraints even
with much smaller buffer sizes. Some insight into this is given by Figure 4.10. This figure plots
the decoder buffer evolution as a function of frame for the three schemes. Note that even under
scene changes, the noncausal schemes are able to more fully utilize the entire buffer range without
overflowing or underflowing. On the other hand, the causal scheme attempts to keep the buffer
fullness within a much smaller range, and during a scene change has to quickly respond to avoid
overflows and underflows. By doing so, the causal scheme is not able to fully exploit the buffer to
absorb bit rate variations. These variations are important in order to achieve the goal of constant
video quality.
4.7.3.6 Computation Requirements of the Noncausal Schemes
One advantage of the noncausal iterative algorithm is that memory and computation requirements
are much less than the Viterbi algorithm. Let N, B, Q and I be defined as follows:
N = number of frames, (4.38)
B = number of buffer levels, (4.39)
Q = number of quantization levels, (4.40)
I = number of iterations in algorithm. (4.41)
Table 4.8 compares the memory and computation requirements of the Viterbi and noncausal schemes.
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Figure 4.10: Causal vs. noncausal decoder buffer evolution for the TRAIN-MALL-CAR sequence
(normalized bit rate = 1.0). The vertical jumps represent bits instantaneously extracted for decod-
ing. The maximum buffer fullness is normalized to 1.0. This plot is similar to Figure 4.2 except
here the horizontal axis is relabeled to index the decoded frame. Also, here the channel does not
shut off after all frames have been transmitted.
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Noncausal Noncausal
Viterbi Iterative
Memory O(NB) 0(N)
Computation 8(NBQ) 8(NI)
Table 4.8: Comparison of memory and computation requirements of the noncausal Viterbi algo-
rithm and the noncausal iterative algorithm. N = number of units (e.g. frames), B = number of
buffer levels, Q = number of quantization levels, and I = number of iterations in the algorithm.
The memory requirements for the Viterbi and noncausal schemes are on the order NB and N re-
spectively, and the computation requirements are on the order NBQ and NI respectively. This
computation does not include the pre-processing computation to obtain the a priori information,
which is the same for both schemes. Because the number of iterations I in the algorithm is typ-
ically small, the noncausal algorithm is generally much faster than the optimal scheme. These
gains become much more significant as the quantizer spatial adaptivity increases. As mentioned
earlier, because it is desirable in many applications for the noncausal controller to quickly generate
a solution, the noncausal iterative algorithm is desirable because the computation requirements
are lower while at the same time performance does not appear to be significantly compromised.
4.7.3.7 Performance over a Range of Bit Rates
Experiments were performed on the TRAIN-MALL-CAR sequence over a range of normalized bit
rates from 0.7 to 1.3. The buffer size was chosen for each rate so that A = 4. Figure 4.11 shows the
average change in the quantizer parameter per frame for each scene in the sequence. The causal
scheme and the noncausal Viterbi and noncausal iterative schemes are plotted. Since the non-
causal algorithms attempt to find the minimum distortion over the entire sequence, they will not
necessarily find the minimum distortion for any individual scene. Therefore, although this figure
shows that the causal scheme has lower distortion in the CAR scene, the total distortion over all
the three scenes is still more than the noncausal approaches. This is illustrated in Figure 4.12. Over
the entire sequence, both noncausal schemes have almost identical distortion and the distortion is
- 88 -
4.7 Performance Comparison
A. -.3
-.4
7/ -.- -~7 - ..- ~-- -
7-., '4* -
0.7 0.8 0.9
causal
1.1 1.2 1.3
normalized bitrate
noncausal Viterbi - - - - -noncausal iterative
(a) TRAIN scene
400
350
300
250
200--
150.3
100 --
50
0------------a --------- ------ 4----------4---
0.7 0.8 0.9 1 1.1 1.2 1.3
normalized bitrate
I causal noncausal Viterbi - - + - -noncausal iterative
(b) MALL scene
00
L.
100
90 -
80
70
60
50
40-
30
20--
10 ---
0.7
NA
A- -
- &
a- -
A
0.8 0.9 1 1.1 1.2 1.3
normalized bitrate
- causal noncausal Viterbi - - + - -noncausal iterative
(c) CAR scene
Figure 4.11: Causal vs. noncausal quantizer performance for each scene in the TRAIN-MALL-CAR
sequence. The normalized bit rate of 1.0 corresponds to a channel bit rate of 1.2 Mbits/second.
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Figure 4.12: Causal vs. noncausal quantizer performance for the TRAIN-MALL-CAR sequence.
The normalized bit rate of 1.0 corresponds to a channel bit rate of 1.2 Mbits/second.
much lower than the causal scheme.
Figure 4.13 shows the plots for the average luminance PSNR for each scene in the TRAIN-
MALL-CAR sequence. These plots show a gain of up to 1.0 dB in the TRAIN and MALL scenes
using the noncausal approaches as compared to the causal approach at almost all bit rates. For the
CAR scene, the performance is roughly the same for all schemes. These plots also show the result
of an "ideal" case where the total distortion is zero and the quantization parameter is allowed to
stay constant. This gives an indication of the maximum gains to be expected with any approach.
Note however that this ideal case ignores the EBC constraint entirely and also does not satisfy the
TBC constraint. The performance of both noncausal schemes is very close to that of the ideal case
for the TRAIN and MALL scenes.
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Figure 4.13: Causal vs. noncausal PSNR performance for the TRAIN-MALL-CAR sequence. The
normalized bit rate of 1.0 corresponds to a channel bit rate of 1.2 Mbits/second. For compari-
son, the noncausal ideal curve plots the zero-distortion constant quantization parameter solution
which is an upper bound for the noncausal schemes.
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Table 4.9 shows the gain in PSNR of the noncausal approaches over the causal approach for
the TRAIN-MALL-CAR sequence. These results show a gain of about 0.7 dB over a range of bit
rates. Alternatively, this table as well as Figure 4.13 show that there is a savings in bit rate of about
10% with the noncausal schemes. Table 4.10 shows the gain in PSNR for the MOTHERDAUGHTER-
AKIYO sequence ranging from 0.4 dB to 1.1 dB, with a savings in bit rate ranging from about 5%
to 10%. Table 4.11 shows the gain in PSNR for the BASKET-MOBILE sequence ranging from 0.3
dB to 1.0 dB, with a savings in bit rate of about 10%. Similar gains and bit rate savings are also
expected for other typical sequences using the noncausal approach.
Noncausal Noncausal Noncausal Noncausal
Normalized Causal Viterbi Iterative Viterbi Iterative
Bit Rate PSNRy PSNRy PSNRy PSNRy gain PSNRy gain
0.7 33.24 33.95 33.94 +0.71 +0.70
0.8 34.29 35.06 35.06 +0.77 +0.77
0.9 35.20 35.96 35.97 +0.76 +0.76
1.0 36.03 36.77 36.76 +0.74 +0.73
1.1 36.74 37.47 37.47 +0.73 +0.72
1.2 37.32 38.06 38.06 +0.73 +0.73
1.3 37.83 38.61 38.61 +0.78 +0.79
Table 4.9: PSNR gain of the noncausal schemes relative to the causal scheme for the TRAIN-
MALL-CAR sequence. The normalized bit rate of 1.0 for this sequence corresponds to a channel
bit rate of 1.2 Mbits/second.
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Noncausal Noncausal Noncausal Noncausal
Normalized Causal Viterbi Iterative Viterbi Iterative
Bit Rate PSNRy PSNRy PSNRy PSNRy gain PSNRy gain
0.7 32.59 33.07 33.07 +0.48 +0.48
0.8 33.80 34.68 34.68 +0.88 +0.88
0.9 34.92 35.92 35.92 +1.00 +1.00
1.0 35.98 37.02 37.02 +1.04 +1.04
1.1 36.90 37.95 37.94 +1.06 +1.05
1.2 37.69 38.79 38.79 +1.10 +1.10
1.3 38.42 39.54 39.54 +1.12 +1.12
Table 4.10: PSNR gain of the noncausal schemes relative to the causal scheme for the MOTHER-
DAUGHTER-AKIYO sequence. The normalized bit rate of 1.0 corresponds for this sequence to a
channel bit rate of 1.5 Mbits/second.
Noncausal Noncausal Noncausal Noncausal
Normalized Causal Viterbi Iterative Viterbi Iterative
Bit Rate PSNRy PSNRy PSNRy PSNRy gain PSNRy gain
1.4 24.71 25.07 25.07 +0.36 +0.36
1.6 25.30 25.91 25.91 +0.62 +0.62
1.8 25.90 26.70 26.70 +0.80 +0.80
2.0 26.54 27.45 27.44 +0.91 +0.90
2.2 27.19 28.15 28.15 +0.96 +0.96
2.4 27.83 28.82 28.82 +0.99 +0.99
2.6 28.46 29.47 29.47 +1.01 +1.01
Table 4.11: PSNR gain of the noncausal schemes relative to the causal scheme for the BASKET-
MOBILE sequence. The normalized bit rate of 2.0 for this sequence corresponds to a channel bit
rate of 3.0 Mbits/second.
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4.7.3.8 Comparison of Visual Quality
Better overall visual quality also appears to be maintained with the noncausal schemes. The qual-
ity of each scene may be illustrated by images after transients from a scene change. Figures 4.14,
4.15, and 4.16 give an indication of the quality of each scene in the TRAIN-MALL-CAR sequence
when the normalized bit rate is 1.0. Figure 4.14 shows frame 16 (TRAIN scene), where the non-
causal scheme looks sharper especially with the letters on the moving train. Figure 4.15 shows
frame 64 (MALL scene), where the noncausal scheme reduces the artifacts on the bar in the fore-
ground. Figure 4.16, on the other hand, shows slightly sharper quality with the causal approach
in the CAR scene. This can be attributed to the fact that this particular frame (frame 112) happens
to have the peak PSNR transient from the causal scheme. Because of the rapid motion of the toy
car in the sequence, both schemes appear to have the same visual quality.
Figures 4.17 and 4.18 show images from the MOTHERDAUGHTER-AKIYO sequence for
the normalized bit rate of 1.0. Figure 4.17 shows improved quality with the noncausal schemes
in frame 16 (MOTHERDAUGHTER scene) particularly around the face of the mother. Likewise,
Figure 4.18 also shows improved quality with the noncausal schemes in frame 76 (AKIYO scene).
This can be seen around the face, clothing, and background region.
Figures 4.19 and 4.20 show images from the BASKET-MOBILE sequence for the normalized
bit rate of 2.6. Frame 16 (BASKET scene) is shown in Figure 4.19, and frame 76 (MOBILE scene) is
shown in Figure 4.20. With these scenes and images it is difficult to perceive significant differences
between the causal and noncausal schemes. In the BASKET scene, this is due to spatial masking
in the spectator background region and to temporal masking from the motion of the basketball
players. However, in the MOBILE scene, improved quality with the noncausal scheme can be
observed in the video around the numbers in the calendar and in the calendar picture.
The results from these simulations illustrate that noncausal processing using the iterative
algorithm is a promising approach.
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Figure 4.14: Causal vs. noncausal performance for the TRAIN scene in the TRAIN-MALL-CAR se-
quence (frame 16, normalized bit rate = 1.0). Top is the causal scheme, and bottom is the noncausal
iterative scheme.
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Figure 4.15: Causal vs. noncausal performance for the MALL scene in the TRAIN-MALL-CAR se-
quence (frame 64, normalized bit rate = 1.0). Top is the causal scheme, and bottom is the noncausal
iterative scheme.
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Figure 4.16: Causal vs. noncausal performance for the CAR scene in the TRAIN-MALL-CAR
sequence (frame 112, normalized bit rate index=1.0). Top is the causal scheme, and bottom is the
noncausal iterative scheme.
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Figure 4.17: Causal vs. noncausal performance for the MOTHERDAUGHTER scene in the MOTH-
ERDAUGHTER-AKIYO sequence (frame 16, normalized bit rate = 1.0). Top is the causal scheme,
and bottom is the noncausal iterative scheme.
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Figure 4.18: Causal vs. noncausal performance for the AKIYO scene in the
MOTHERDAUGHTER-AKIYO sequence (frame 76, normalized bit rate = 1.0). Top is the
causal scheme, and bottom is the noncausal iterative scheme.
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Figure 4.19: Causal vs. noncausal performance for the BASKET scene in the BASKET-MOBILE se-
quence (frame 16, normalized bit rate = 2.6). Top is the causal scheme, and bottom is the noncausal
iterative scheme.
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Figure 4.20: Causal vs. noncausal performance for the MOBILE scene in the BASKET-MOBILE se-
quence (frame 76, normalized bit rate = 2.6). Top is the causal scheme, and bottom is the noncausal
iterative scheme.
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4.7.4 Additional Comments on Scene Changes
Because the causal scheme slowly adapts to new scenes, quality variations result especially near
the scene change. This is illustrated in Figure 4.21. Both the MALL and the TRAIN-MALL-CAR
sequences were encoded at the same normalized bit rate of 1.0. This figure plots the results of
the MALL sequence together with the portion of the results corresponding to the MALL scene in
the TRAIN-MALL-CAR sequence. The latter scene occurs in the context of a scene change. Since
the former sequence has no previous scene, it will be referred to as the sequence without a scene
change.
The solid lines represent the causal scheme whereas the dashed lines represent the non-
causal iterative scheme. When the scene change occurs in the MALL scene of the TRAIN-MALL-
CAR sequence, transients occur in the causal scheme as it adjusts to the new scene and "steady-
state" quality level. In the MALL sequence without a scene change, transients still occur in the
causal scheme as it attempts to initialize and adapt to the new scene's complexity. By comparison,
the noncausal scheme quickly adapts to the scene regardless of whether there is a scene change or
not. Note that Figure 4.9 shows that even after the transients of the causal scheme die out in the
TRAIN-MALL-CAR sequence, the noncausal scheme still has a better PSNR for the TRAIN and
MALL scenes and roughly the same PSNR for the third scene. This PSNR gain results from the
noncausal scheme's ability to exploit the future history of the sequence. Figure 4.21 also shows
that in this experiment, the PSNR of the noncausal scheme is slightly better with a scene change
than without. This occurs because for the TRAIN-MALL-CAR sequence, bits are allocated over
all the scenes, allowing more bits to be allocated to the MALL scene.
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Figure 4.21: Causal vs. noncausal performance for the MALL sequence and the MALL scene in
the TRAIN-MALL-CAR sequence (normalized bit rate = 1.0).
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4.7.5 Additional Comments on Determination of Target Quality Level
Some comments about the choice of the target quality level Qi are worth noting. Recall that in
the noncausal approach, since the noncausal controller has complete knowledge of the source, it
can determine the most appropriate target level without actually solving for each possibility. A
reasonable choice is that value of Qi which approximately corresponds to encoding the program
at the average bit rate.
One question which arises is since the target value is unlikely to coincide exactly with the
channel bit rate, should the target be chosen to be above or below the channel rate? If the corre-
sponding target rates are very close to the channel rate, then performance would likely be compa-
rable with either choice. However, if they differ by a large amount, it is proposed that the target
corresponding to a bit rate just above the channel rate be chosen. That is, a smaller target Qi
should be chosen. Some insight into this choice is given by Figures 4.22 and 4.23. These figures
plot the average quantization parameter level and PSNR, respectively, for encoding the MALL
sequence. The noncausal Viterbi and iterative algorithms were applied with frame resolution. For
this sequence, the target quality level which corresponds to a bit rate just above the channel bit
rate is Q1 = 22, and the results with this target level were shown in Figure 4.21. Figures 4.22(a)
and 4.23(a) show the results when a much smaller target value Q1 = 16 is used, corresponding
to a much larger target bit rate. On the other hand, Figures 4.22(b) and 4.23(b) show the results
when a much larger target value Qi = 28 is used, corresponding to a much smaller target bit
rate. Since the noncausal algorithms attempt to minimize the number of quantization parameter
changes, the tendency is to not change the quantization parameter unless necessary to fix a buffer
violation. Therefore, when the target value Q1 is chosen too large, it is more likely that the re-
sulting quantization parameters will have a bias towards larger values, whereas when the target
value Q1 is chosen too small, it is more likely that the resulting quantization parameters will have
a bias towards smaller values. This is illustrated in Figure 4.22. As a consequence, the PSNR is
slightly better when the smaller target value Qi = 16 is used, as seen in Figure 4.23.
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That a smaller target value Q1 should be chosen is also supported by the results in Fig-
ure 4.24. The quantizer and PSNR performance is plotted for a range of Qi target levels. In
Figure 4.24(a), the large distortion at small Q1 levels is not surprising, since these levels are much
lower than the average Q1 level which corresponds to the channel bit rate. In fact, Figure 4.24(b)
shows that the PSNR is roughly the same at these low levels. However, once the target level
exceeds Q1 = 24, PSNR performance starts to decline.
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Figure 4.22: Quantizer performance of noncausal algorithms with different target quality levels
Q1 for the MALL sequence (normalized bit rate = 1.0). The target level corresponding to a bit rate
just above the channel bit rate is Q1 = 22. The causal scheme is also plotted for reference.
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Figure 4.23: PSNR performance of noncausal algorithms with different target quality levels Q1 for
the MALL sequence (normalized bit rate = 1.0). The target level corresponding to a bit rate just
above the channel bit rate is Q1 = 22. The causal scheme is also plotted for reference.
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Figure 4.24: Quantizer and PSNR performance of noncausal algorithms with different target qual-
ity levels Q1 for the MALL sequence (normalized bit rate = 1.0). The target level corresponding to
a bit rate just above the channel bit rate is Q1 = 22. The causal scheme is also plotted for reference.
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4.7.6 Noncausal Processing and Compression with Partial Information
Up until now, complete knowledge of the source has been assumed and exploited by the noncausal
controller. This section will investigate and characterize possible gains from only a limited amount
of future knowledge of the source. This may be useful in some real-time applications where delay
by pre-buffering prior to compression is permitted.
When only a limited number of future frames Nfuture is known, the noncausal approach
described earlier for complete knowledge requires some modification. Since the complete source
is not known a priori, the target level Qj will be determined from only all the known video frames.
If the sequence has scene changes, the target levels for each scene will be determined from all
known video frames in the scene. Since only a limited number of frames is known to the non-
causal controller, it must decide the control path for a given frame within the delay of the most
future known frame Nfuture. This corresponds to forcing the Viterbi algorithm to make decisions
up to the delay Nfuture. The noncausal iterative algorithm must also be modified so that buffer
underflows and overflows are fixed by only going back at most Nf uture number of frames.
With these modifications, experiments of the noncausal iterative algorithm were performed
using the TRAIN-MALL-CAR sequence with a normalized bit rate of 1.0. Figure 4.25 plots the re-
sulting average quantizer changes per frame, average PSNR, and minimum PSNR in the sequence.
The results of noncausal iterative algorithm with both frame-adaptive and Macroblock-adaptive
quantization are shown. In the Macroblock-adaptive case, the average quantizer change per frame
was computed as the average of the difference between the target quantization parameter and the
average quantization parameter for each frame. For comparison, the causal scheme is plotted on
the vertical axis corresponding to Nframe = 0.
When the known future number of frames is Nframe = 112, the noncausal controller has
complete knowledge of the source. As Nframe decreases, Figure 4.25(a) shows that the number
of quantization changes increases. This occurs because more quantization changes are generally
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needed to fix a given buffer violation when the number of frames in which to fix them is decreased.
Note from Figure 4.25(b) however that the average PSNR performance stays roughly constant for
both the frame-adaptive and Macroblock-adaptive noncausal schemes. In fact, the results show
performance within 0.1 dB of complete information when as little Nframe - 2 frames are known
for the frame-adaptive scheme. Roughly below this value of Nframe, the noncausal algorithm
does not converge as the buffer violations cannot be fixed with using the small number of frames.
The threshold is slightly lower for the frame-adaptive scheme because when buffer violations are
fixed by changing the quantization parameter for an entire frame, the buffer fullness is pushed
back farther into the buffer than with Macroblock adaptivity. Although Figure 4.25(c) shows the
worst case PSNR performance decreasing with Nfuture, the performance gain is still well over 1.0
dB over the causal approach even with knowledge of only a small number of future frames.
Experiments with limited knowledge of the future were also performed using the MOTHER-
DAUGHTER-AKIYO sequence with a normalized bit rate of 1.0 and the BASKET-MOBILE se-
quence with a normalized bit rate of 2.6. The results are shown in Figures 4.26 and 4.27. Only
the frame-adaptive noncausal case is plotted together with the result of the causal Macroblock-
adaptive case. These results show roughly the same behavior as with the TRAIN-MALL-CAR
sequence, with average PSNR performance within 0.2 dB of complete information when only
Nframe = 12. However, one difference which should be pointed out is that for these sequences,
as Nframe decreases, the minimum PSNR for the noncausal scheme falls below the causal scheme.
This is because when the noncausal controller has fewer frames to operate on, these frames become
more likely to be over-quantized or under-quantized in order to correct for buffer violations. For
example, in order to satisfy the TBC constraint, the limited lookahead scheme will tend to more
coarsely quantize the frames right before the end of the program. As a consequence, these frames
are forced to have a much lower PSNR. In order to reduce this effect, it is beneficial to spread
out the buffer constraint "corrections" over more frames. This may be achieved by having the
lookahead window to be at least the length of a typical scene, so that the buffer corrections can be
performed over an entire scene.
- 110 -
4.7 Performance Comparison
A
0 10 20 30 40 50 60 70 80
known future number offrames
- - -causal macroblock adaptive
A noncausal iterative macroblock adaptive
-4- noncausal iterative frame adaptive
(a) average quantizer parameter Q per frame
A A
10 20 30 40 50 60 70 80
known future number offrames
- - - -causal macroblock adaptive
A noncausal iterative macroblock adaptive
-- noncausal iterative frame adaptive
(b) PSNRy per frame
IA
30 40 50 60 70 80
known future number offrames
- -* - causal macroblock adaptive
A noncausal iterative macroblock adaptive
-- noncausal iterative frame adaptive
(c) minimum PSNRy per frame
Figure 4.25: Performance as a function of future knowledge for the TRAIN-MALL-CAR sequence
(normalized bit rate = 1.0).
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Figure 4.26: Performance as a function of future knowledge for the MOTHERDAUGHTER-
AKIYO sequence (normalized bit rate = 1.0).
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Figure 4.27: Performance as a function of future knowledge for the BASKET-MOBILE sequence
(normalized bit rate = 2.6).
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4.8 Other Applications of the Proposed Approach
The previous results show that the proposed noncausal approach is a very promising approach
for improving the performance of CBR video compression for pre-recorded sources. This was
illustrated for the case of MPEG-2 intraframe compression, and the approach can be used for
other block-based compression schemes. Because the encoder has complete knowledge of the
source, it can better allocate bits over the sequence even under buffering constraints. This a priori
knowledge was also exploited to achieve more constant quality video.
This section discusses extensions and other applications of the proposed approach. An
extension of the approach to interframe compression is given in Section 4.8.1, and Section 4.8.2
discusses how perceptual models can be incorporated into the approach. Finally, Section 4.8.3
discusses an application of the noncausal approach to multiplexing of several sources.
4.8.1 Interframe Compression
In interframe compression, such as using MPEG-2, dependencies exist among the reconstructed
frames. For example, the quality of a predicted frame will depend not only on how the residual
image was quantized, but also on how the reference frame was quantized. If the preceding in-
traframe compression approach is directly extended, the a priori information extracted by the pre-
processor would include a rate-distortion record of how many bits are required to encode a unit
given a set of quantization parameters. Of course, motion vectors could also be pre-computed
and stored to simplify later processing. The problem here is that because of the frame depen-
dencies, the amount of a priori information soon gets very large. For MPEG-2 compression, the
rate-distortion curves for B-frames could be indexed by as many as three quantization parame-
ters: one for the B-frame residual quantization, and two for the corresponding I-frame(s) and/or
P-frame(s).
In order to reduce the amount of a priori information, some simplifications can be made.
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First, the quantization parameter can be made frame-adaptive so that the quantization is fixed
over the entire frame. Although spatial adaptivity is lost, this is reasonable from the earlier in-
traframe results in this study which showed similar performance between the frame-adaptive
and Macroblock-adaptive quantization. Second, the possible combinations of quantization pa-
rameters can be limited. For example, it doesn't make sense to have extremely fine quantization
for a B-frame if the reference I-frame or P-frame has been coarsely quantized. One possibility is
to allow only one B-frame and P-frame quantization parameter for a given I-frame quantization
parameter. This is reasonable from the standpoint that even MPEG-2 TM5 rate control attempts to
maintain a target average ratio between the quantization parameters of the different frame types.
This approach is a simplified extension of the intraframe approach. Other approaches to exploit-
ing complete knowledge of the source are possible [92].
4.8.2 Perceptual Coding
This study on the proposed noncausal approach for intraframe buffer-constrained quantization
showed that potential gains could be realized even without incorporating a visual model. In-
creased gains can also be realized by incorporating a perceptual model into the noncausal con-
troller.
In order to fully exploit perceptual effects such as spatial masking [93,94], a perceptually
weighted Macroblock-adaptive quantization metric can be used. A scheme which performs quan-
tization based upon a weighted MSE criterion for each Macroblock can be applied [95]. Image
quality metrics [96] can also be incorporated. Temporal masking effects [84,97-99] can also be
easily incorporated into the compression strategy, since the noncausal approach can exploit future
knowledge of features and events such as scene changes.
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4.8.3 Multiplexing of Several Sources
As was discussed previously, VBR compression generally leads to better video quality compared
to CBR compression. VBR channels support a much wider range of bit rates, so in order to achieve
a given level of quality, the encoder can allocate more bits to scenes which need them and fewer
bits to scenes which don't need them. Statistical multiplexing is an adaptive bandwidth sharing
technique which opens up the possibility for VBR encoding. For example, if a CBR channel is
shared among several sources, each source can be VBR encoded while the total constant rate is
maintained. Compared to CBR encoding of each video program, this can result in improved video
quality for each source or an increased number of programs for the same video quality.
A causal approach to statistical multiplexing is shown in Figure 4.28, where a constant
total channel capacity is shared among M video programs xi. This type of approach has been
studied in [100-103]. Each source is encoded and the resulting bitstreams are buffered before being
multiplexed for transmission onto the constant bit rate channel. The aggregate bitstream is then
demultiplexed into individual bitstreams which are buffered and then decoded. A common causal
buffer controller monitors the states of the encoder buffers (and possibly the decoder buffers as
well) and generates feedback to each encoder in attempt to avoid buffer underflow or overflow.
As with the single source case, a drawback of this approach is that performance is often limited
by the causal controller.
An alternative approach to multiplexing based on the proposed approach is the noncausal
statistical multiplexing scheme shown in Figure 4.29. This system is appropriate when some or all
of the video programs are pre-recorded. Applications include video-on-demand, where several
pre-recorded programs such as movies are to be transmitted over a given channel.
Each pre-recorded video program is pre-processed offline to generate statistics about the
source. This a a priori information is then stored in a small video header to the program. At mul-
tiplex time or prior to multiplex time, the noncausal controller uses this a priori information about
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Figure 4.28: Typical system for causal statistical multiplexing
Figure 4.29: Proposed system for noncausal statistical multiplexing
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the programs together with the channel, buffer, and any quality constraints for each program
to compute the appropriate input control for each encoder. As with the single source case, the
noncausal controller can be designed to exploit the "future history" of the video programs to min-
imize unnecessary fluctuations in the feedback to each encoder which may lower video quality.
This scheme allows variable rate encoding and a variable capacity per program. Although rate-
control becomes more complicated with several VBR sources, because the controller has complete
knowledge of each source, it can ensure that buffer constraints are not violated. Other approaches
which have utilized some knowledge of the sources in multiplexing are discussed in [104-110].
In addition to improved video quality, more constant video quality is possible with the
noncausal multiplexing approach. Different programs can be coded at different quality levels, and
multiplexing of programs which are incompatible in terms of bit rate and quality requirements can
be avoided. Since the noncausal controller has complete knowledge of each video program, it can
also optimally time align the programs.
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Conclusion
5.1 Summary
Since there exist many applications involving the transmission and storage of pre-recorded video
programs, there are many potential applications of noncausal processing. This thesis proposed us-
ing noncausal processing with complete information for video compression, and focused on the
MPEG-2 intraframe video compression as an example of a buffer-constrained quantization prob-
lem. The issues addressed included what a priori information should be extracted, how should
this information be used, and what are the performance gains. In particular, rate-distortion curves
were proposed as a set of a priori sufficient statistics for intraframe compression, a distortion func-
tion with a target quality level was incorporated, and a new noncausal iterative algorithm was
also presented. It was demonstrated that by using this algorithm, gains of up to 1.0 dB in PSNR
or savings of up to 10% in bit rate can be achieved with the noncausal approach as compared to a
traditional causal approach.
The main contributions of this thesis are summarized as follows:
" Noncausal processing with complete information was proposed for video compression of
pre-recorded sources.
" A constant quality distortion function and new iterative algorithm was proposed which ex-
ploited complete knowledge of the source.
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* Promising gains of up to 1.0 dB in PSNR or savings of up to 10% in bit rate were demon-
strated using the proposed noncausal approach over a traditional causal approach for MPEG-
2 intraframe compression.
Although this study focused on compression for video sources, the same ideas and advan-
tages apply to compression of other sources known a priori such as images and audio.
5.2 Areas for Future Research
Future investigations may look at reducing the amount of a priori information. For example, in-
stead of having a rate-distortion record of all possible quantization parameters in the intraframe
compression case, the loss in performance with a smaller set of quantization parameters may
be characterized. Another possible area to investigate is that of piecing together several video
segments or programs. This study may look at the problem of concatenating several optimally
generated segments into one globally optimal sequence. This will be useful for splicing together
several programs such as a movie with several commercials.
Other areas for future research include the extensions mentioned in Section 4.8. The ex-
tension to interframe compression can be investigated. Perceptual distortion metrics and visual
models can be incorporated. A priori information such as the PSNR for each coded unit can also
be pre-computed and used by the noncausal controller. An interesting question is whether the
gains achieved from noncausal processing and compression of a single source are reduced when
many sources are multiplexed together. That is, the gains from knowledge of the future of the
source may be reduced as more sources are multiplexed. For a single source, knowledge of the
future allows averaging and distribution of the bits over time. In causal multiplexing, this may
already in effect be performed since multiplexing can be viewed as averaging and distribution of
bits over each source instead of over time. Therefore, an interesting possibility for future research is
to characterize the additional gains of knowing the future of each source.
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