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0 – Introduction 
Cette thèse a pour objet d'affiner les critères pour l'indépendance algébrique et les mesures 
d'indépendance algébrique  démontrés par P. Philippon dans  [ P1 ]  et par E.M. Jabbouri  
dans [ J1 ] d'une part, et l'indépendance linéaire et les mesures d'indépendance linéaire établis 
par Y.V. Nesterenko dans [ N1 ] et P. Bundschuh  et T. Töpfer dans [ BT1 ] d'autre part, 
réalisant ainsi une jonction entre les problèmes d'indépendance linéaire et algébrique sur un 
corps de nombres. 
 
La démarche adoptée consiste à reprendre le travail fait par  E.M. Jabbouri dans [ J1 ]  en 
contrôlant  bien plus précisément les estimations. Un des points clé réside dans une  définition 
soigneuse des hauteurs des sous-variétés d'un espace projectif, définies sur un corps de 
nombres et d'une bonne distance d'un point à une telle sous-variété. Les  notions  utilisées  
dans [ J1 ] ne sont pas suffisamment canoniques et ne coïncident pas, pour les sous-variétés 
linéaires, avec celles utilisées dans [ N1 ] . 
 
Les travaux  de  J.B. Bost , H. Gillet et C. Soulé  dans [ BGS1 ]  et  [ S1 ] sur les  hauteurs  et 
la théorie de l'intersection arithmétique ont permis de trouver de bonnes hauteurs des variétés 
projectives définies sur Q , qui généralisent la hauteur des sous-variétés linéaires et satisfont 
des théorèmes de Bézout (arithmétiques) très fins. Nous rappelons la définition de cette 
hauteur projective au paragraphe II-3, en termes de la forme de Chow associée à la variété. 
 
Parallèlement à la hauteur projective, nous définissons et étudions au chapitre III une notion 
de distance algébrique d'un point à une sous-variété d'un espace projectif. Nous donnons cette 
définition également à l'aide de la forme de  Chow.  On obtient une distance toujours 
inférieure ou égale à 1. Nous montrons aussi que cette définition coïncide avec les notions 
déjà existantes dans le cas des points, des hypersurfaces et des variétés linéaires. 
 
Nous établirons deux critères. qui s’énoncent de la façon suivante : 
 
Si l’on suppose que l’on a un système de formes définies sur un corps de nombres, qui dans 
un espace projectif 
 pour le premier critère,  prennent des valeurs petites en un point donné ( )0 1, , , nθ θ θ θ= …  ,  
 pour le second critère, sont telles que la distance d’un point  ( )0 1, , , nθ θ θ θ= …  aux 
hypersurfaces qu’elles définissent soient petites, 
mais dans les deux cas n’ont pas de zéro  commun  trop  proche  de  ce  point , alors on peut 
minorer la distance du point θ  à toute variété ( )IZ  définie sur le corps de nombres, de 
dimension, degré et hauteur bornés en fonction des formes.  
En particulier, en construisant des formes quadratiques ( ou de degré donné δ  ) réalisant les 
hypothèses du critère on peut établir l'indépendance quadratique ( ou en degré δ  ) de nombres 
complexes. 
Les deux critères sont énoncés sous deux formes A et B : 
- la forme B utilisant  la distance algébrique du point  θ  à la sous-variété projective  
( )IZ   définie dans le paragraphe III et notée ( )( ),Dist θ Iv Z  , 
- la forme A utilisant elle la distance ensembliste du point  θ  à la sous-variété  projective 
( )IZ  notée ( )( ) ( ) ( )( )ydist , , yMin Distθ θ∈= IIv vZZ  . 
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2
Les quatre critères ainsi obtenus proposent des conclusions de type différents, et ne perdent 
rien les uns par rapport aux  autres. 
 
L'outil essentiel dans la démonstration des deux critères est une inégalité majorant la distance 
d'un point à l'intersection d'une sous-variété par une hypersurface d'un espace projectif en 
fonction de la distance de ce point à la sous-variété et à l'hypersurface. Nous obtenons au 
chapitre IV deux formules selon que le point est très proche de l'hypersurface ou non. 
La démonstration du critère, au chapitre V, suit celle de E.M. Jabbouri dans [ J1 ] mais 
nécessite plusieurs aménagements. Par exemple nous introduisons deux paramètres 
supplémentaires afin, d'une part, de mieux contrôler le rayon de la boule d'exclusion des zéros 
communs et d'autre part de prendre en compte la différence entre la valeur d'une forme en un 
point et la distance de ce point à l'hypersurface que cette forme définit. 
 
Pour l’énoncé exact de ces deux critères, on se rapportera aux Propositions 5.1  et 5.2 . 
 
La précision de ces deux critères permet d’en déduire un certain nombre de corollaires. 
 
Etudions d’abord le cas linéaire. 
 
• Le premier critère permet de retrouver le critère de Y.V. Nesterenko  démontré dans [ N1 ] : 
 
Soient k  un entier appartenant à [ ]0,n   et  ( ) 10 1, , , C nnθ θ θ θ += ∈… v   . 
Soient  0 1 2 1 2, , , , ,N c cδ τ τ   des nombres positifs avec  1 20 τ τ δ≤ − <  . 
Soit  ( )tσ  une fonction croissante pour 0t N≥   telle que : 
   ( )lim
t
tσ
→+∞
= +∞   et  
( )
( )
1
lim 1
t
t
t
σ
σ→+∞
+
=   . 
 
On suppose que pour tout entier naturel  0N N>  , il existe  une   forme linéaire  NL    
de [ ]0 1Z , , , nX X X…   telle que : 
 
  ( i ) 
( )N
NL e
σ≤    ,  
  
  ( ii ) 
( ) ( ) ( )1 2
1 2
NN N
L
c e c e
τ σ τ σθ
θ
− −≤ ≤   ,  
 
Soit  [ ]0 1Q , , , nX X X⊂ …L  un idéal homogène de dimension k  de degré 1    alors  si  
k  est  tel que  1
1
0 1
1
k
τ
δ
+
< + <
+
 ,  il existe un réel Κ  tel que      
( )( ) ( )( ) ( )( )11 11 1 1, . kDist V ττ δθ +− + − + +> ΚL LZ  . 
 
De plus si  L   est de hauteur suffisamment grande on a :  
 
  ( )( )
( )( )
1
1
1
1 1 1 1
1
1 1
1 1
2
1 1 1
. .exp
2 21
k kk k i
k
i j
c
c
jn c
τ
τ δ
+
+ + − + +
+
= =
       Κ ≥        +    
∑∑  . 
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• Le second critère entraîne le corollaire suivant : 
 
Soient K   un corps de nombres, v une place quelconque de ce corps,   k  un entier 
appartenant à [ ]0,n    et  ( ) 10 1, , , C nnθ θ θ θ += ∈… v   . 
Soient  0 1 2 1 2, , , , ,N c cδ τ τ   des nombres positifs avec  1 20 τ τ δ≤ − <   et  
[ ]
2
: QK
n
τ >
v
 . 
Soit  ( )tσ  une fonction croissante pour 0t N≥   telle que : 
   ( )lim
t
tσ
→+∞
= +∞   et  
( )
( )
1
lim 1
t
t
t
σ
σ→+∞
+
=   . 
 
On suppose que pour tout entier naturel  0N N>  , il existe  une   forme linéaire  NL    
de [ ]0 1, , , nK X X X…   telle que : 
 
  ( i ) ( ) ( )h NNL eσ≤    ,   
 
  ( ii ) 
( ) ( )
( )
( )1 2
1 2
.
NN N
N
L
c e c e
M L
τ σ τ σ
θ
θ
− −≤ ≤v
vv
  ,  
 
Soit  [ ]0 1, , , nK X X X⊂ …I  un idéal homogène de dimension k  de degré  D    alors  si  
k  est  tel que  ( ) [ ]1:Q0 1 K
n
k D
τ
δ
< + <
+
v
  ,  il existe un réel 0Κ >   tel que      
( )( ) ( )( )
[ ]
[ ]( )
1
2
:Q
.
:Q
1 . ., .
K
n
K
k D k D
n
Dist H
τ
τ δθ
−
− + −> ΚL L
v
v
Z   . 
 
Ce critère contient le fait suivant : 
 
 Lorsqu'il permet de montrer l'indépendance linéaire sur Q  de 1n +  nombres complexes 
0 1, , , nθ θ θ…  , on établit en fait la non appartenance du point ( )0 1, , , nθ θ θ…   à toute variété 
projective de dimension k  et de degré D    vérifiant  ( )1k D n+ ≤  .  Ceci n'a rien d'étonnant, 
car d'après un résultat de M. Chardin dans [ C1 ] chapitre I, ces variétés sont contenues dans 
un hyperplan . 
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Etudions maintenant le cas non linéaire.  
En utilisant le premier critère on peut déduire une forme améliorée du critère de E. M. Jabbouri . 
 
Soient K   un corps de nombres, v une place quelconque de ce corps,  k  un entier 
appartenant à [ ]0,n   et  ( ) 10 1, , , C nnθ θ θ θ += ∈… v   . 
Soient  , ,δ τ σ   et  U  des réels avec 0τ >  , , 1σ δ ≥   , 1kσ τ+ <   et  
1 1k k
Uτ
σ σ+ +
 
<   
  . 
On suppose que pour tout entier S  vérifiant : 
 
  (o) 
1 1k k
U
S
τ
σ σ+ +
< ≤   , 
 
il existe  une famille de polynômes homogènes 
( ) ( )( )1 , , SnS SQ Q…  de [ ]0 1, , , nK X X X…  telle 
que : 
  ( i ) 
( )j
Sd Q δ≤   pour tout 1, , Sj n= …   , 
 
  ( ii ) 
( )( )( )*h jSQ τ≤      pour tout 1, , Sj n= …   , 
 
  ( iii ) 
( ) ( )
( )
1k
j
S
j
S
S
d Q
Q
e σ
θ
θ
+
−≤

v
v
  pour tout 1, , Sj n= …   , 
 
  ( iv )  les polynômes 
( )j
SQ  sont sans zéros communs dans la boule  
( )2, kSB e σθ +−  de Cnv   de centre θ  et de rayon  2kSe σ +−   . 
 
Soit  ( )0 1, , , nK X X X⊂ …I  un idéal homogène de dimension k , de hauteur H et de 
degré D . 
 
Si la condition suivante est  réalisée 
 
      ( v )   
[ ] [ ] ( ) ( ) ( )
1
1
1
:Q :Q 1
1 .log 1 log3 1 .
2
k
k k
k
K K U
H k n k D
n n
δ τ δ δ
σ
+
+
+
     
+ + + + + + ≤        v v
 ,   
  
alors on a 
 
  ( )( )( )log ,Dist Uθ ≥ −Iv Z   . 
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Enfin on peut déduire un certain nombre de corollaires  du type de celui   qui m’a été fourni 
par P. Philippon , et dont l’énoncé est le suivant : 
 
Soit    k  un entier appartenant à [ ]0,n   et  ( )1, , C nnθ θ θ= ∈… v   . 
Soient  , ,δ σ τ   et  U  des réels tels que   , 1σ δ ≥    et  ( ) ( )3. 1 . .log 1U k nτ δ> ≥ + +  . 
On suppose que pour tout réel S  vérifiant  S Uτ < ≤  , il existe un  polynôme SQ  de 
[ ]1Z , , nX X…  tel  que : 
 
• Sd Q δ≤  , 
 
• 
*
SQ e
τ≤  , 
 
• 
( )
( )
2
2 21
S
SS S
d Q
Q
e eσ τ
θ
θ
− + −≤ ≤
+

 . 
 
Alors pour tout idéal [ ]1Q , , nX X∈ …I   de dimension k , de degré D  et de hauteur 
H  satisfaisant  
   ( )( )2. . + . +1k k+1UH k Dδ δ τ σ≤  
 
on a  
 
   ( )( )( )log ,Dist Uθ ≥ −Iv Z  . 
 
Nota bene  
 
 On obtient le même résultat, si l’on remplace la condition   
 
 
( )
( )
2
2 21
S
SS S
d Q
Q
e eσ τ
θ
θ
− + −≤ ≤
+

 
 
par  
 
( )
( ) ( )2 *21 .S
SS S
d Q
S
Q
e e
M Q
σ τ
θ
θ
− + −≤ ≤
+

v
   
 
et que l’on applique le cas B du théorème 5.2 .  
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Nous aurons besoin dans ces travaux, d’un certain nombre de résultats relatifs à la théorie de 
l’élimination exposés dans [ P1 ] . Nous n’exposerons pas en détail cette théorie, mais pour en 
donner une première approche, nous rappellerons et adapterons certains résultats dans le premier 
paragraphe, en considérant des indices ( )d 1, ,1 Nr= ∈…  . Pour approfondir cette théorie, on se 
reportera à [ P1 ] . 
Nous rappellerons aussi un certain nombres de résultats d’arithmétique qui nous seront utiles 
pour la suite. 
Enfin, pour faciliter la lecture de cette thèse, nous donnerons dans ce premier paragraphe les 
notations qui seront utilisées le plus fréquemment au cours des paragraphes suivants. 
Le deuxième paragraphe sera consacré à l’introduction de la hauteur d’une variété définie sur un 
corps de nombres K . Pour cela il nous faudra définir successivement dans les définition 2.1 et 
2.3 , la mesure d’un polynôme homogène  puis celle d’un polynôme multihomogène. A partir de 
ces mesures, nous définirons, comme le fait P. Philippon dans [ P1 ] , la hauteur  d’un polynôme 
homogène à la définition 2.8 puis celle d’une sous-variété  projective via sa forme de Chow 
associée à la définition 2.12. 
Dans le troisième paragraphe, nous nous consacrerons à l’étude d’une distance algébrique 
d’indice d rN∈  d’un point x  de ( )P Cn v  à une sous-variété projective V  de dimension 1r −  
notée ( ),d x,Dist Vv  . Elle sera mise en place dans la définition 3.1 .  
Cette distance sera étudiée d’abord dans le cas où V  est un point et sera notée ( ), x, ydDistv  . 
Dans cette étude nous verrons que lorsque l’indice 1d = , elle coïncide avec la distance habituelle  
et nous la comparerons à la distance euclidienne de la carte affine { }0 0X ≠  dans la proposition 
3.4 .  Puis dans la proposition 3.5 nous comparerons deux distances d’indices différents. 
La proposition 3.6 montrera que la distance d’indice ( )1, ,1 Nn∈…   d’un point à une 
hypersurface est celle habituellement utilisée. Enfin la proposition 3.10 prouvera que la distance 
d’indice ( )1, ,1 Nr∈…   d’un point à une sous-variété projective de dimension 1r −  correspond 
encore à celle utilisée par Y. V. Nesterenko dans [ N1 ] . 
Au quatrième paragraphe nous mettrons en place les résultats relatifs à l’intersection d’une sous-
variété projective par une hypersurface de ( )P Cn v . 
Le lemme 4.1 et son corollaire 4.2 nous permettent de comparer respectivement la mesure et la 
hauteur de  l’intersection aux mesures et hauteurs de la sous-variété et de l’hypersurface. 
Le corollaire 4.4 montre une majoration de  la distance d’un point donné à l’intersection d’une 
sous-variété projective par une hypersurface et la proposition 4.7 donne cette majoration dans le 
cas où le point est relativement éloigné de la sous-variété projective. Auparavant nous aurons 
étudié dans la  lemme 4.6 le minimum des distances d’un point donné aux points d’une 
hypersurface. 
Dans le cinquième paragraphe nous citerons les deux critères respectivement aux théorème 5.1 et 
5.2, ces critères ne diffèrent essentiellement que par l’hypothèse (iii) qui porte dans le premier 
sur la valeur des formes en un point donné et dans le second sur la distance de ce point aux 
hypersurfaces définies par ces formes. Les démonstrations étant semblables, seule celle du 
théorème 5.1 sera rédigée. 
Dans un premier temps, nous établirons un corollaire 5.4 de la forme de celui établi par 
E.M. Jabbouri  dans [ J1 ] . 
Puis dans le cas linéaire nous écrirons d’abord un corollaire 5.5 au théorème 5.1 qui nous 
permettra de retrouver le critère de Y.V Nesterenko exposé dans le corollaire 5.6 puis un 
corollaire 5.7 au théorème 5.2 qui nous permettra d’écrire le corollaire 5.8 qui aura une forme 
similaire à celle du critère de Y.V. Nesterenko .  C’est ce dernier corollaire qui nous servira à 
comparer indépendance algébrique et linéaire.  
Enfin nous exposerons, le corollaire 5.9, corollaire qui m’a été suggéré  par P. Philippon.  
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I - Notations et Rappels 
 
1 - Elimination 
 
Soit R  un anneau commutatif  unitaire noethérien et [ ]0 1, , , nA R X X X= …  l'anneau des 
polynômes à coefficients dans R  et à variables 0 1, , , nX X X…  . 
Soit { }00 0X nk n nX X kα α α α α= = + + =… ⋯M   l’ensemble des monômes unitaires de 
degré k  . 
Pour un entier naturel  r , on définira : 
 
 rR  de la façon suivante : 
 
  - Si 0r =   alors 0R R= , 
  - Si 0r ≠  alors ( ) ( ) ( ) ( ) ( ) ( )1 1 2 20 0 0, , , , , , , , ,
r r
r n n nR R u u u u u u =  … … … …  . 
 
 rA  de la façon suivante : 
 
  - Si 0r =   alors 0A A=  , 
  - Si 0r ≠  alors ( ) ( ) ( ) ( ) ( ) ( )1 1 2 20 0 0, , , , , , , , ,
r r
r n n nA A u u u u u u =  … … … …  . 
 
Pour un entier naturel 1r ≥ , on définit jU   pour 1, ,j r= … , l'élément de rA   : 
 
  
( ) ( ) ( )
0 0 1 1
j j j
j n nU u X u X u X= + + +⋯  . 
 
Etant donné un idéal homogène I  de A ,  pour un entier naturel r , on notera : 
 
 rI   l'idéal de rA   défini de la façon suivante : 
 
  - Si 0r =   alors 0 =I I , 
  - Si 0r ≠  alors ( )1, , ,r rU U= …I I  . 
 
Définition 1.1 - Pour un entier naturel r  donné, on appelle idéal U -éliminant de I , 
l'idéal ( )rE I  formé des éléments f  de rR   tel qu'il existe un entier 0k ≥  pour lequel 
on a   k rf ⊂.M I   , c'est-à-dire : 
   ( ) ( )
0
:
r
k
r r A r
k
R
≥
 
 
 
∩∪E I = I M  
 
 
Comme les idéaux :
r
k
r AI M   sont des idéaux emboîtés de rA  et que rA  est noethérien, la 
suite de ces idéaux est finie et il existe un entier N  tel que : 
  ( ) ( ):
r
N
r r r AR= ∩E I I M  
c'est-à-dire  
  ( ) { }/ . Nr r rf R f= ∈ ⊂E I M I   .
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Exemples  
 
 • Si  H  est l'hyperplan de ( )2P C  dont l'idéal de définition  dans [ ]0 1 2, ,R X X X  est   
( )0 1 2X X Xα β γ+ +I =  , on a : 
 
   ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )( )1 2 1 2 1 2 1 2 1 2 1 22 1 2 2 1 2 0 0 2 0 1 1 0u u u u u u u u u u u uα β γ= − + − + −E I  . 
 
  En effet , si l'on pose 
 
   
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )1 2 1 2 1 2 1 2 1 2 1 21 2 2 1 2 0 0 2 0 1 1 0f u u u u u u u u u u u uα β γ= − + − + −  
     et 0 1 2P X X Xα β γ+ +=  
 
  alors on a: 
 
   
( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )
( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )
( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )
1 2 1 2 2 2 1 1
0 1 2 2 1 2 1 1 2 1 2
1 2 1 2 2 2 1 1
1 2 0 0 2 0 2 1 0 2 2
1 2 1 2 2 2 1 1
2 0 1 1 0 1 0 1 1 0 2
. .
. .
. . .
f X u u u u P u u U u u U
f X u u u u P u u U u u U
f X u u u u P u u U u u U
β γ β γ
γ α γ α
α β α β
= − − − + −
= − − − + −
= − − − + −
  
  
 
 • Si  P  est le point ( )0 1 2, ,x x x  de ( )2P C  dont l'idéal de définition  dans [ ]0 1 2, ,R X X X  
est   ( )0 1 1 0 1 2 2 1,x X x X x X x X− −I =  , on a : 
 
   ( ) ( ) ( ) ( )( )1 1 11 0 0 1 1 2 2x u x u x u= + +E I  . 
 
 En effet, on remarque d'abord que : 
 
    2 0 0 2x X x X− ∈I  
 
 
( ) ( ) ( )( ) ( ) ( ) ( ) ( )
( ) ( ) ( )( ) ( ) ( ) ( ) ( )
( ) ( ) ( )( ) ( ) ( ) ( ) ( )
1 1 1 1 1
0 0 1 1 2 2 0 0 1 1 0 1 1 0 2 2 0 0 2
1 1 1 1 1
0 0 1 1 2 2 1 1 1 2 1 2 2 1 0 0 1 1 0
1 1 1 1 1
0 0 1 1 2 2 2 2 1 0 2 0 0 2 1 1 2 2 1
. . .
. . .
. . . .
x u x u x u X x U u x X x X u x X x X
x u x u x u X x U u x X x X u x X x X
x u x u x u X x U u x X x X u x X x X
+ + = − − + −
+ + = − − + −
+ + = − − + −
 
 
 
Considérons l'algèbre  rAS   des polynômes à coefficients dans A ,  et  de variables  
( )
,
j
k ls    
 (où  0 k n≤ ≤  ,  0 l n≤ ≤  et 1 j r≤ ≤  )  liées par les relations ( ) ( ), , 0
j j
k l l ks s+ = . 
 
Définissons  l'homomorphisme δ  de A− algèbres  par : 
 
  : r rA Aδ →S  tel que  ( )( ) ( ),
0
n
j j
k k l l
l
u s Xδ
=
=∑ . 
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On remarque que : 
 
  ( ) 0jUδ = . 
 En effet,   
  ( ) ( ) ( ) ( ) ( )( ), , ,
0 0 0 0 0
1
2
n n n n n
j j j j
j k k k l l k k l l k k l
k k l k l
U u X s X X s s X Xδ δ
= = = = =
   
= = = +   
   
∑ ∑ ∑ ∑∑  
 et par conséquent, 
  ( ) 0jUδ =  . 
Appelons ( ) ( ) ( ){ }10x , , C / pour tout  , x 0nnx x P P+= = ∈ ∈ =…IZ I  . 
 
Proposition 1.2 - Pour tout élément f  de rR  et pour tout idéal premier I  de 
[ ]0 1, , , nR X X X…   , on a l'équivalence entre les propriétés suivantes: 
 (i)  : ( )rf ∈E I  
 (ii) : Pour tout élément x  de ( )IZ  on a ( )( )x 0fδ = , où fδ   est considérée 
comme une fonction de variables 0 1, , , nX X X…   . 
 
Démonstration 
• ( ) ( )i ii⇒  
 
 Si ( )rf ∈E I  , il existe NN ∈  tel que pour tout Ni∈  avec 0 i n≤ ≤  on a: 
   
1
. .
r
N
i j j
j
f X P Uα α
=
= +∑   avec P∈I . 
Comme on a vu que ( ) 0jUδ = , on déduit immédiatement que 
  ( ) ( ). .Nif X Pδ δ α= . 
Or pour tout x  de ( )IZ  il existe une composante ix  de x   non nulle, ce qui permet 
d'écrire  la propriété (ii). 
 
• ( ) ( )ii i⇒   
 
Si  pour tout élément x  de ( )IZ  on a ( )( )x 0fδ = , montrons que ( )rf ∈E I . 
Pour un  i tel que 0 i n≤ ≤  définissons  l'homomorphisme is  de A− algèbres  par : 
 
   1i r i rA X A
−
→s : S    
 
 tel que pour tout 1, ,j r= …  : 
  
( )( ) ( )
( )( ) ( )
( )( ) ( ) ( )
,
,
, 0 .
j
j k
k i
i
j
j l
i l
i
j
k l
u
s si k i
X
u
s si l i
X
s si k l i ou k i et l i

= ≠


= − ≠


= = = ≠ ≠

i
i
i
s
s
s
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( )( )( ) ( )
( )( )
( )
,
0
,
0
Si   ,
.
n
j j
k k l l
l
n
j
k l l
l
j
k
k i u s X
s X
u
δ
=
=
 
≠ =  
 
=
=
∑
∑
i i
i
s s
s  
 
( )( )( ) ( )
( )
( )
,
0
0
Si   ,
.
n
j j
i i l l
l
n
j l
l
l i
l i
j j
i
i
k i u s X
X
u
X
U
u
X
δ
=
=
≠
 
= =  
 
= −
= − +
∑
∑
i is s
 
 
D'où pour tout k , tel que 0 k n≤ ≤ , on a : ( )( )( ) ( )( )j ji k k rX u uδ − ∈is I  ,  
ce qui permet d'affirmer que pour tout rf A∈ ,  et pour tout i  avec 0 i n≤ ≤ , 
il existe in   tel que ( )ini rX f fδ − ∈ I  . 
Et par conséquent en prenant ( )
0
i
i n
N Max n
≤ ≤
= , on obtient : 
 pour tout i  tel que 0 i n≤ ≤ , N Ni i rX f X fδ − ∈ I  . 
Comme d'autre part, Ni rX f Aδ ∈  et que pour tout élément x  de ( )IZ  on a 
( )( )x 0fδ = , on déduit que Ni rX fδ ∈ I  
Et par suite, on obtient bien la propriété (ii) .   
 
Si l'on considère un anneau intègre et principal R  et son corps de fractions K ,  d'après la 
Proposition (1.5) de [ P1 ], si I  est un idéal homogène pur de A  de codimension 1n r+ − , 
alors l'idéal ( )rE I  est principal et ses générateurs sont des polynômes de rR   homogènes, 
pour 1, ,j r= …   par rapport à chaque groupe de variables ( ) ( ){ }0 , ,j jj nu u= …U  et de degré 
inférieur ou égal au degré de I . 
 
Définition 1.3 - L'idéal  I  étant un idéal homogène pur de A  de codimension 1n r+ − , 
on appelle  forme éliminante de I , tout générateur de ( )rE I . 
De façon plus générale, on appelle forme éliminante de I  d’indice ( )1d , , Nrrd d= ∈…  
, tout générateur de ( )dE I  tel que : 
  ( ) [ ] [ ]( ) [ ]d d
0
d : dkA
k
R
≥
 
 
 
∩∪E I = I M      où 
[ ] ( ) ( )
[ ] ( ) ( )
[ ] ( ) ( ) ( )
( )
0
1
1
0 0
1
d , , , avec X
et
d , , , ,
on les indices = , ,  de  vnrifient  .
d , , , ,
n r
r
r r
d
r
j
n n j
r
U U U u
A A u u
u d
R R u u
α
α
α α
α α
α
α α
α α α α α
+ + =
= =
 =  
+ + =
 =  
∑
⋯
…
… … …
… ⋯
… … …
I I
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2 - Arithmétique 
Etant donné le corps Q  des nombres rationnels , on note Q  sa clôture algébrique.  
On considère un corps de nombres K  de degré [ ]: Qd K=  muni d'une valeur absolue non 
triviale .  . 
La restriction de cette valeur absolue au corps  Q  est : 
 - soit la valeur absolue usuelle (archimédienne)  
 - soit une valeur absolue p-adique (ultramétrique). 
Deux valeurs absolues sont dites équivalentes  sur K  lorsqu'elles définissent la même 
topologie sur K . 
Les classes d'équivalences de ces valeurs absolues sont les places de K   on les note  v . 
Chaque place v  de K  est représentée par  la valeur absolue normalisée .
v
 définie par : 
 - x x=
v
   si Qx∈  et  0x ≥  et v  est archimédienne, 
 - 
1
p
p
=
v
  si p  est premier et  v  étend la valuation  p-adique de K  . 
L'ensemble des places archimédiennes  sera noté  S
∞
 , celui des places qui étendent la 
valuation  p-adique de K  sera écrit  pS   . 
Le complété de K  en la place v  sera noté Kv    et le complété de sa  clôture algébrique  sera 
notée  Cv .   
On notera pi v  le plongement de K  dans Cv  étendant le plongement canonique de K  dans 
Kv  . 
 
Exemple -   lorsque  ( )QK α= , 
• Détermination des plongements aux places infinies de K  . 
 
Notons iα   pour i variant de 1 à  d  les  d  racines dans C   du polynôme minimal de α .  
On obtient alors d  plongements de K  dans C   définis par chaque iα : 
  ( ) ( )
( )
: C
tel que si Q alors
          et i
K
a a a a a
pi
pi pi
pi α α
→
∈ =
=
֏  
et à chaque plongement pi  on associe la valeur absolue définie par : 
    ( )
pi
γ pi γ=  . 
 - Si  Riα ∈   le plongement est dit réel et dans ce cas à chaque plongement est 
associé une place archimédienne réelle v  et RK =v . On pose 1n =v . 
 - Si  Riα ∉   le plongement est dit complexe et dans ce cas les deux plongements 
définis par iα   et  iα  sont associés à une seule place archimédienne complexe v  et CK =v . 
On pose alors 2n =v . On a en tout cas 
    [ ]: Rn K=v v  . 
Le nombre de places infinies de K  est alors  r s+ ,  
où  r  est le nombre de places réelles et  s  le nombre de places imaginaires avec 2d r s= + . 
On aura donc  
 ( ) ( )
1
d n
i
i S
X Xα α
∞
∈
− = −∏ ∏ vv
= v
  . 
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• Détermination des plongements aux places finies de K  . 
Etant donné un nombre entier premier p . 
Notons 
( )p
iα   pour i variant de 1 à  d  les  d  racines dans C p   du polynôme minimal de α . 
On obtient alors d  plongements de K  dans C p   définis par chaque 
( )p
iα   : 
 
  ( ) ( )
( ) ( )
: C
tel que si Q alors
          et
p p
p p
p
p i
K
a a a a a
pi
pi pi
pi α α
→
∈ =
=
֏  
et à chaque plongement ppi  on associe la valeur absolue définie par : 
    ( )
p
p ppi
γ pi γ=  . 
On obtient ainsi toutes les places finies au dessus de p . En général il y a plusieurs 
plongements associés à une même place  v  , leur nombre nv  est appelé le degré local en v et 
noté  
    : Q pn K =  v v   . 
On a alors 
   
pS
d n
∈
= ∑ v
v
 
   et 
  ( )( ) ( )
1 p
d np
i
p
i S
X Xα α
∈
− = −∏ ∏ vv
= v
  . 
 
• Formule du produit  
   
      Si  et 0x K x∈ ≠  
 on a  ( ) ( )
1n
n
S
S
x
x∞
∞
∈
∉
=∏ ∏
v
vv
v
v
v
 ou encore  ( ) ( ) 1n n
S S
x x
∞ ∞
∈ ∉
× =∏ ∏v vv v
v v
 . 
 
• Hauteur logarithmique absolue de Weil d'un nombre algébrique α  
 Si K  est un corps de nombres contenant α , on définit la hauteur logarithmique absolue 
de Weil par :   
        ( ) [ ] ( )( )1 log max 1,: Qh nKα α= ∑ v vv   
      où   la somme est étendue à l'ensemble des places de K  . 
 
   Cette hauteur ne dépend pas du corps K  choisi contenant  α  . 
 
De plus   
   pour tout α   et β  algébriques on a : ( ) 0h α ≥  
       ( ) ( ) ( ). .h h hα β α β≤  
         ( ) ( ) ( )log 2h h hα β α β+ ≤ + + , 
 
     pour tout Q
a
b
α = ∈ ,   on a ( ) ( ),h Max a bα =  . 
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3 - Notations 
 
• On utilisera dans la suite de l'exposé la constante nγ     définie par : 
 
    
1
1
exp
n
n
i i
γ
=
 
=  
 
∑   . 
 
On remarque que : ( )
1
1
. 1
2 1 1 .
n
nne
n n eγ
γ+ ≤ ≤ ≤ + + 
    où  γ  est la constante d'Euler 
 
  ( )
1
0
1 1
1 1 1
lim 1 log log 1
i
i i
t
i dt
i i i i i t
γ
∞ ∞
→+∞
= =
     
= + + − = − + =        +      
∑ ∑ ∫⋯   . 
 
Un calcul montre que  
( )
( ) ( )
1
0
1
1
log 0,1 1 log
1i nn
n e t n
dt n
i i t n
γ
γ
∞
= +
  +   
= ∈ + +      + +     
∑ ∫   . 
 
 
• Pour un élément  ( ) 10 1a , , , Cnna a a += ∈… v  ,  on note   
 
    pour  S
∞
∈v ,  
2
0
n
i
i
a
=
= ∑a v v  ,  
 
    pour  pS∈v ,  
0
max i
i n
a
≤ ≤
=a
v v
  . 
 
 
• On considère la fonction  *: N Rψ →   telle que 
 
   
( )
( )
0   si   d = 1
   si   d 2 .
2
d
d
d
ψ
ψ
=


= ≥

 
 
 
•      Pour ( ) 10 1, , , Nnnα α α α += ∈… v  , nous utiliserons les notations suivantes : 
   
    0 nα α α= + +⋯  
 
    
d
α
 
 
 
 pour  le coefficient multinômial   
0
!
! !n
d
α α…
    où    dα = . 
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• On considère le plongement  dω    de ( )P Cn v    dans   ( )P CN v  ,  où  1 n dN n
+ 
+ =  
 
 , 
défini par : 
   
( ) ( )
( )
1
2
0
: P C P C
, , , ,
d n N
n
d
z z yα
ω
α
→
 
  
    
 
… ֏ … …
v v
 
 
 où  0 10 1 
n
ny z z z
α αα
α = …    et  les monômes 
0 1
0 1
n
nz z z
α αα
…   sont dans le même ordre que 
pour le plongement de Veronese . 
 
Nous dirons que dω  est un  plongement de Veronese remodelé . 
 
Si  M  est un point de ( )P Cn v  de coordonnées projectives ( )0z , , nz z= …  , on notera 
( )y
d
yα α ==     les coordonnées projectives de ( )d Mω  dans ( )P CN v  . 
 
 • On note dω
∗   et dωɶ    les  applications  de  
1CN +v  dans 
1CN +v   définie par : 
 
 
      ( )
1 1
1
2
: C C
, , , ,
N N
d
d
a aα α
ω
α
∗ + +
−
→
 
  
    
 
… … ֏ … …
v v
        et    ( )
1 1
1
2
: C C
, , , , .
N N
d
d
a aα α
ω
α
+ +
→
 
  
    
 
ɶ
… … ֏ … …
v v
 
Si  ( ) ( )X Xn
d
P a
α
α
α =
= ∑  est un polynôme  homogène de degré d ,  on note : 
 
  ( ) 1P , , CNaα += ∈… … v  , 
  ( )( )
1
2
Y  
n
d
d
d
P a Yα α
α
ω
α
−
∗
=
 
=  
 
∑      et
 ( )
1
2
1P , , CNd
d
aαω α
−
∗ +
 
  
= ∈    
 
… … v  , 
  ( )( ) ( )
1
2
X X
n
d
d
d
P a
α
α
α
ω
α
=
 
=  
 
∑ɶ . 
 
   Dans le cas d'une place archimédienne v,  en considérant sur 1CN+v  le produit scalaire 
hermitien : 
   
0
x y
N
i i
i
x y
=
=∑    , 
on remarque que : 
   ( ) ( ) ( )z P zd dP ω ω∗=v
v
  .  
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Remarques : 
  Si Z  est une hypersurface de degré d  de ( )P Cn v   d'équation  ( )X 0P =   
alors ( )dω Z  est l'intersection d'un hyperplan  de ( )P CN v  d'équation  ( )* Y 0P =  et de 
( )( )P Cd nω v  où   ( ) ( ) ( )* Y YdP Pω∗=  . 
 
  Si  M  est un point de ( )P Cn v  de coordonnées projectives ( )0z , , nz z= …  , on sait qu'une 
forme éliminante d'indice  d  de  M    est    ( )u z .
d
f u
α
α
α =
= ∑     et qu'une forme éliminante 
d'indice 1 de ( )d Mω  de ( )P CN v  est  ( )v .
d
g y vα α
α =
= ∑ . 
Comme d'autre part   ( )
1
2
 z
d
y
α
α α
 
=  
 
 ,  on obtient ,  en posant  ( )u vdω= ɶ  :  
 
   ( ) ( )v ug f=   .  
 
• Soit  V  une sous-variété de dimension  1r −  de ( )P Cn  définie sur un corps de nombres 
K   dont l'idéal de définition dans [ ]0 1, , , nK X X X…  est un idéal premier  I  de rang  n r− . 
 
Si f   est une forme éliminante d'indice  ( )1d , , rd d= …   de  l'idéal   I  , cette forme 
éliminante est un élément de  
( ) ( ) ( )1 2
u ,u , , u
r
K   …   homogène  en chaque groupe de 
variables  
( ) ( )( )u , ,j juα= … …   où  jdα =   et  de  degré  jd fU  en ce groupe de variables.  
Le nombre de variables de ce groupe est  1jN +   avec  1
j
j
n d
N
n
+ 
+ =  
 
.  
Le degré total de f  est noté d f ,  on a donc 
1
j
r
j
d f d f
=
=∑ U   . 
 
On considère les applications  
jd
ωɶ   définies  sur ( )u jK     pour  1, ,j r= …   par : 
 
   
( ) ( )
( )( ) ( )
1
2
: u u
, , , ,
j
j j
d
jj j
K K
d
u uα α
ω
α
   →   
 
  
  
  
 
ɶ
… … ֏ … …
 
 
et l'application   dωɶ   définie sur  
( ) ( ) ( )1 2
u ,u , , u
r
K   …  pour  ( )1, , Nrrd d d= ∈…   telle que la 
restriction de dωɶ   sur chaque 
( )
u
j
K     soit l'application jdω
ɶ   . 
On note alors : 
   
( ) ( ) ( )( )
( ) ( ) ( )( )( )
( ) ( ) ( )( )
1 2
d
1 2
1 2
u ,u , , u      si la place  est infinie
u , u , , u
u ,u , , u              si la place  est finie .
r
r
r
f
f
f
ω
= 


ɶ …
…
…
v
v
v
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Remarque : Si  ( )
j
j
j
d
U u X
α
α
α =
= ∑    et   0 10 1 nnY X X Xα ααα = … , on note : 
 
   
( )
( )
1
2
,
     si la place  est infinie
                si la place   est finie
j
j
j j
d
j
j
d
d
u X
U
u X
α
α
α
α
α
α
α=
=

 
 
=  



∑
∑
v
v
v
 
 
 et 
   
 
  
( )
( )
1
2
,
     si la place  est infinie
                si la place   est finie
j
j
j j
d
j
j
d
d
u Y
U
u Y
α α
α
α α
α
α
−
∗
=
=

 
 
=  



∑
∑
v
v
v
 
 
 
 
 
• Soit ( )0 1x , , nx x x= …  un élément de 1Cn+v  et  [ ]C dS v    l'algèbre des polynômes à 
coefficients dans Cv    et  de variables  
( )
,
jsα α ′   (pour  1 j r≤ ≤  et    jdα α ′= = )   liées par 
les relations 
( ) ( )
, , 0
j js sα α α α′ ′+ =    . 
 
On considère l'homomorphisme de Cv -algèbre associé à ( )0 1x , , nx x x= …   
 
   [ ] [ ]x,d : C d C dδ →Sv, v v  
 
défini  par : 
 
   
( )( )
( )
( )
1
2
,
,x,d
,
.x       si la place  est infinie
.x                  si la place   est finie .
j
j
j j
j
d
j
d
d
s
u
s
α
α
α α
α
α
α α
α
αδ
′
′
′
′ =
′
′ =

 
 
′
=  



∑
∑
v
v
v
 
 
 
Le polynôme ( ),x,d fδv v  est un polynôme  de ( )x,d fδ  homogène en chaque groupe de 
variables  
( ) ( )( ),s , ,j jsα α ′= … …   où  α α ′≺   et  rdα α ′= =  , l'inégalité  " "≺   étant l'ordre 
lexicographique inverse strict . 
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On remarque que le degré du polynôme ( ),x,d fδv v  par rapport au groupe de variables  ( )s j   
est    
j
d fU  et par conséquent le degré total de ( ),x,d fδv v  est d f . De plus, le nombre de 
variables de ce groupe est  
( )1
1
2
j j
j
N N
N
+
′ + =   avec  ( )1 1 jdjj n dN n
n
+ 
+ = ≤ + 
 
. 
 
On montre facilement que 
( )2.1
1
2.
jd
j
j
n
N
d
+
′ + ≤       et  que    ( ) ( )
2.
1
1
j
j
d
N j
j
n
N e
d
γγ
′
+
′≤ + ≤   . 
 
 
 
•  On utilisera un certain nombre de spécialisations de formes éliminantes. Dans un souci de 
cohérences des notations nous allons définir celles les plus fréquemment  utilisées. 
  
 
 Soient  ( )1 1d , , , Nrr rd d d−= ∈…    , ( ) 11 1dˆ , , Nrrd d −−= ∈…     et   plus généralement  
( ) 11 1 1dˆ , , , , , , Nrj j j rd d d d −− += ∈… …  . 
 
  On note ρ  l'homomorphisme  défini par : 
 
    [ ]: rK d Kρ →   
  tel que 
    
   
( )( )       avec  r ru K dα αρ µ α= ∈ =  . 
 
 On prolonge naturellement  l'homomorphisme ρ   en un homomorphisme  
  
    [ ] ˆ: d dK Kρ  →    
 
 en posant    
( )( ) ( ) pour 1, , 1     et  .j j ju u j r dα αρ α= = − =…  
 
 Si l'on pose ( )g fρ= , alors  ( )g fρ∗=v v v  où ρ ∗v   est l'homomorphisme  défini par : 
 
  [ ] ˆ: C d C dρ ∗  →  v v v      tel que   
( )( )
( )( )
( )( ) ( )( )
1
2
      si la place    est infinie,
                 si la place    est finie.
      pour 1, , 1  
r r
r
j j
d
u
u
u u j r
α α
α α
α α
ρ µ
α
ρ µ
ρ ρ
−
∗
∗
∗

 
=    


=

 = = −


…
v
v
v
v
v  
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  On note ˆ jρ  l'homomorphisme  défini par : 
 
    ˆˆ :C d C   jjρ   → v v  
 
  tel que 
 
   
( )( ) ( )ˆ C       avec     pour   =1, , -1, +1, ,    k kj ku d k j j rα αρ µ α= ∈ = … …v  . 
 
 On prolonge naturellement  l'homomorphisme ˆ jρ   en un homomorphisme  
  
    [ ]ˆ : C d Cj jdρ  →  v v  
 
 en posant      
( )( ) ( )ˆ avec   j jj ju u dα αρ α= =  . 
 
 
  On note ˆ jρ ′  l'homomorphisme  défini par : 
 
    1 1 1ˆ : C , , C , , Cj j j rd d d dρ − +′    × →   … …S v v v  
 
  tel que 
 
   
( )( ) ( )
( )( ) ( )
, ,
ˆ C       avec        pour   =1, , -1 
ˆ C         avec                 pour   = +1, , . 
k k
j k
k k
j k
s d k j
u d k j r
α α α α
α α
ρ σ α α
ρ µ α
′ ′
 ′ ′= ∈ = =

′ = ∈ =

…
…
v
v
 
 
 La encore, on prolonge naturellement  l'homomorphisme ˆ jρ   en un homomorphisme  
  
    1 1ˆ : C , , C , , Cj j j r jd d d d dρ −′      × →     … …S v v v  
 
 en posant      
( )( ) ( )ˆ avec   j jj ju u dα αρ α′ = =  . 
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II - Hauteur d'une variété projective 
 
1 -  Mesure d'un polynôme 
 
a -  Mesure d'un polynôme homogène 
Soient [ ]0 1, , , nK X X X…  l'anneau des polynômes d'indéterminées 0 1, , , nX X X…  à 
coefficients dans K  et P  un élément homogène de degré d  de cet anneau. 
 
 Définition 2.1 - La mesure de P  en la place v , que l'on notera ( )M Pv ,  sera le 
nombre défini de la façon suivante  : 
  si   pS∈v  , ( )M Pv  est le maximum des valeurs absolues v -adiques des coefficients 
du polynôme ( )Ppi v , c'est aussi le maximum des valeurs absolues v -adiques des 
coefficients du polynôme P .  
 
  si  S
∞
∈v  ,  la mesure ( )M Pv  du polynôme P , est définie par : 
   si 0P =  alors ( ) 0M P =v , 
   si 0P ≠  alors  ( ) ( )( ) ( )( ) ( )
1
2
1exp log z z .
n
d
n nS
M P Ppi σ γ
+
+= ∫v v  
où 1nS +  est la sphère unité de 
1Cn+v   et  ( )1 znσ +  est la mesure invariante de masse totale 
1 sur 1nS + . 
 
Cette dernière expression de ( )M Pv  a bien un sens , et elle ne dépend pas de  
l'anneau [ ]0 1, , , , ,n n mK X X X X +… …  dans lequel P  est considéré. 
 
Pour démontrer cette propriété nous considérerons un polynôme P  homogène de degré total 
d  de [ ]0 1, , , nK X X X…  et nous nous placerons dans  [ ]0 1 1, , , ,n nK X X X X +… . Le polynôme  
P  reste bien sûr homogène de degré total d  dans ce nouvel anneau. 
 
On note pour ( ) 10 1z , , , Ckkz z z= ∈… +v , 
 
 
2 2
0
z ,
k
i
i
z
=
=∑ v  ( ) { }11 z C ; zkkB r r+ = ∈ ≤+v  et ( ) { }11 z C ; zkkS r r+ = ∈ =+v , 
 
 de plus, on pose ( )1 1 1k kB B+ +=      et ( )1 1 1k kS S+ += . 
 
On utilisera les opérateurs  
 
   
0
k
i
i i
dz
z
∂∂ ∂
=
= ⋅∑   et 
0
k
i
i i
dz
z
∂∂ ∂
=
= ⋅∑  , 
 
   ∂ ∂= +d   et ( )
4i
∂ ∂
pi
−
=
−
cd . 
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On aura besoin aussi des mesures 
 
 • ( )
2
0
z
z
2i 2i
k
i i
i
dz dz∂∂µ
=
∧
= =
− −
∑  
 
   ( ) ( ) ( )z zz
!
l l
µ µµ ∧ ∧= ⋯   pour 1 1l k≤ ≤ +  , le produit étant répété l fois. 
 On remarque que 
   ( ) ( )( )
0
1 1
z
2i
k
i i
i
k k
dz dz
µ =+ +
∧
=
−
∧
  ( mesure de Lebesgue sur 1Cn+ ). 
 
  • ( ) ( )( )
2
1 2 1
z z!
z
z
k
k k k
k µ
σ
pi+ +
∧
= ⋅
cd
,  
 
  cette mesure étant telle que ( )( )+1 1 z 1k kS r σ + =∫   pour tout 0r > . 
 
 On aura besoin plusieurs fois du résultat suivant : 
 
Lemme 2.2 :  Avec les notations introduites précédemment on a la relation : 
   
  ( ) ( ) ( )
11
2 2
1
0
2i
z z z
!
kkk
k
i i k
i
dz dz
k
pi
σ
++
+
=
−
∧ = ∧∧ .d . 
 
Démonstration : 
 
Comme 
 ( ) ( )( )
2
1 2 1
z z!
z
z
k
k k k
k µ
σ
pi+ +
∧
= ⋅
cd
 
 
donc 
 
( ) ( )( )
( )
( )
2 2
2
1 2 1
2 2
2 1
z z z!
z z
z
z z z!
,
z
k
k k k
k
k k
k
k
µ
σ
pi
µ
pi
+ +
+
∧ ∧
∧ = ⋅
∧ ∧
= ⋅
c
c
d dd
d d
 
 
mais 
 
( ) ( )
( )
2 2 2 2
2 2
0 0
1
z z z z
4i
1
z z
2i
1
2i
k k
i i i i
i i
z dz z dz
∂ ∂ ∂ ∂
pi
∂ ∂
pi
pi
= =
−
∧ = − ∧ +
−
= ∧
−    
= ∧   
   
∑ ∑
cd d
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et 
 
( ) ( )2 2
0 0
0 0 0
1
z z z z
2i
1
.
2i . ! 2
k k
k i i i i k
i i
kk k k
i i
i i i i
i i i
z dz z dz
dz dz
z dz z dz
k i
µ µ
pi
pi
= =
∧
= = =
−    
∧ ∧ = ∧ ∧   
   
∧−      
= ∧ ∧     
−     
∑ ∑
∑ ∑ ∑
cd d
 
 
Les seuls termes qui ne sont pas nuls sont du type 
 
  ( ) ( )
0 0
k k
i i j j i i
j i
j i
dz dz dz dz dz dz
= =
≠
 
 ∧ ∧ ∧ = − ∧
 
 
∧ ∧ , 
d'où l'on déduit  
 
 ( ) ( ) ( )
2
2 2
1 0
z
z z z
2i
k
k i ik i
dz dzµ
pi
+
=
−  
∧ ∧ = ∧ 
 
−
∧cd d  
et 
  ( ) ( )
( )
2 0
1 1 21
!
z z
2i z
k
i i
i
k k kk
dz dzk
σ
pi
=
+ + +
∧
∧ = ⋅
−
∧
d  
 
c'est-à-dire 
 
  ( ) ( ) ( )
11
2 2
1
0
2i
z z z
!
kkk
k
i i k
i
dz dz
k
pi
σ
++
+
=
−
∧ = ∧∧ d .  
 
 
Revenons maintenant à la propriété d'invariance mentionnée après la définition 2.1. 
 
Posons  ( ) 20 1 1z , , , , Cnn nz z z z ++= ∈…    et   ( ) 10 1zˆ , , , Cnnz z z += ∈… , 
 
on remarque que ( ) ( )ˆz zP P=  
 
En utilisant les résultats de la proposition 1 de  [ P2 ]  et son nota bene  pour un polynôme 
homogène, on obtient, en notant ( ) ( ){ }20 1 1z , , , , C z 0nn nZ z z z z P++= = ∈ =…  
 
( )( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( )
2 2 2
2
2
2 2 12 1
22
2 ! 1 !
log z z log z z 1 z z
2
2 ! 1
log z z . .
2 2
n n n
n
n n nn nS B Z B
nn B
n n
P P
n
P d
n
pi σ pi µ µ
pi pi
pi µ
pi
+ + +
+
+ + ++ + ∩
++
+ +
= + −
+
= +
+
∫ ∫ ∫
∫
v v
v
 
D'autre part, comme ( )zP  est indépendant de 2nz + , on a 
 
  ( )( ) ( ) ( )( ) ( ) ( )2
2 1 1
2 1 1 1ˆ1 z
ˆ ˆlog z z log z z
n n
n n nB B B
P P zpi µ pi µ µ
+ +
+ + + 
− 
 
 
=  
 
∫ ∫ ∫v v   . 
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Or 
 
 ( ) ( )2
1
2
1 1ˆ1 z
ˆ1 znB
zµ pi+ 
− 
 
= −∫  , 
 
ce qui donne 
 
 
( )( ) ( ) ( )( ) ( ) ( )
( ) ( )( ) ( ) ( )
2 1
1
2
2 1
2
1 0
ˆ ˆ ˆlog z z log z 1 z z
ˆ ˆlog z 1 z .
2i
n n
n
n nB B
n
i in B i
P P
P dz dz
pi µ pi pi µ
pi
pi
+ +
+
+ +
+
=
= −
= − ∧ ∧
−
∫ ∫
∫
v v
v
  
 
Et par conséquent d'après le Lemme 2.2 , 
 
     ( )( ) ( ) ( )( ) ( ) ( )
2 1
2
2 2 2
2 1
ˆ ˆ ˆ ˆ ˆlog z z log z 1 z z z z
!n n
n
n
n nB B
P P
n
pi
pi µ pi σ
+ +
+
+ += − ∧∫ ∫ dv v  . 
 
En posant  
2
zˆu = , on obtient alors 
   
    ( )( ) ( ) ( ) ( )( ) ( )( )2 1
2
1
2 1
0
ˆ ˆlog z z 1 log z z
!n n
n
n
n nB S u
P u u P du
n
pi
pi µ pi σ
+ +
+
+ +
 
= −  
 ∫ ∫ ∫v v
 . 
 
Calculons   ( )( ) ( )( )1 1ˆ ˆlog z zn nS u Ppi σ+ +∫ v  . 
 
En faisant le changement de variable 
zˆ
t
u
=  ,  
 
comme P  est homogène  et que ( ) ( )1 1zˆ tn nσ σ+ += , on obtient : 
 
 
( )( ) ( )( ) ( ) ( )( ) ( )
( ) ( )( ) ( )( )
( ) ( )
1 1
1 1
1 1
1 1
1
ˆ ˆlog z z log t t
log . t log t t
2
log log log ,
2 2
n n
n n
d
n nS u S
n nS S
n
P u P
d
u P
d d
u M P
pi σ pi σ
σ pi σ
γ
+ +
+ +
+ +
+ +
=
= +
= + −
∫ ∫
∫ ∫
v v
v
v
 
 
ce qui entraîne 
 
( )( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2
2
1
2
0
2
1 1
0 0
log z z 1 log log log
! 2 2
1 log log log 1 .
! 2 2
n
n
n
n nB
n
n n
n
d d
P u u u M P du
n
d d
u u u du M P u u du
n
pi
pi µ γ
pi γ
+
+
+
+
= − + −
= − + − −
 
 
 
  
  
  
∫ ∫
∫ ∫
v v
v
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Mais après un calcul intégral élémentaire qui donne : 
 
    ( ) ( )( )
1
0
1
1 .
1 2
nu u du
n n
− =
+ +∫
    et     ( ) ( )( )
1
0
1 1 1
1 log .
1 2 1 2
nu u u du
n n n n
 
− = − + + + + + ∫
, 
 
on arrive à  
 
( )( ) ( ) ( )( ) ( ) ( )( )( ) ( )( )
( ) ( ) ( ) ( )( )( )
2
2
2
2
2 2
2
1 1 1 1
log z z log
! 2 1 2 1 2 1 2
1 1
log . .
2. 2 ! 1 2 2 !
n
n d
n nB
n n d
n
d
P M P
n n n n n n n
d
M P
n n n n
pi
pi µ γ
pi pi γ
+
+
−
+
+ +
−
= − + + ⋅
+ + + + + +
= − − +
+ + + +
  
  
  
 
 
 
∫ v v
v
 
Et par conséquent, 
 
( )( ) ( ) ( )
( ) ( )
2
2
2
2
1
1 1 1
log z z log .
2 1 2 2 2
log .
n
d
n nS
d
n
d d
P M P
n n n
M P
pi σ γ
γ
+
−
+
−
+
  
= − − + + ⋅  + + +   
 
=  
 
∫ v v
v
 
ce qui permet d'écrire 
  ( ) ( )( ) ( )( ) ( )
2
2
2 1exp log z z
n
d
n nS
M P Ppi σ γ
+
+ += ⋅∫v v  
et de généraliser aisément par : 
  ( ) ( )( ) ( )( ) ( )
1
2
1exp log z z
n m
d
n m n mS
M P Ppi σ γ
+ +
+ + += ⋅∫v v .   
 
b -  Résultats auxiliaires 
 
On aura besoin par la suite, d'utiliser la mesure de certains polynômes particuliers, qui est 
donnée par : 
 
Proposition 2.3 - Etant donnés deux polynômes P  et Q   de [ ]0 1, , , nK X X X… . 
(i)  Si P  est le polynôme constant  ( )XP a= , alors  
 pour tout place S∈v ,   on a   ( )M P a=v v   . 
(ii)  Si P   est une forme linéaire du type ( )
0
X
n
i i
i
P a X
=
=∑  , alors  
 pour tout place S
∞
∈v ,   on a   ( ) 2
0
n
i
i
M P a a
=
= =∑v v v  , 
 pour tout place pS∈v ,   on a   ( )
0
max i
i n
M P a a
≤ ≤
= =v v v
  . 
 
(iii)  Pour tout place S∈v ,   on a   ( ) ( ) ( ).M PQ M P M Q= ×v v v  . 
 
(iv) Si P  est un polynôme du type  ( ) 0 10 1X nnP aX X Xα αα= … , alors  
 pour tout place S∈v ,   on a   ( )M P a=v v   . 
 
Démonstration : 
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  (i) et (iii)  découlent immédiatement de la définition de ( )M Pv  et du Lemme de 
Gauss pour (iii) et pS∈v . 
  Pour (ii) , voir  la Proposition 4 de [ P2 ]. 
 
  Pour (iv) ,  
    si pS∈v  la propriété est immédiate, 
 
    si S
∞
∈v  la propriété découle de (iii), et du fait que  
 
   ( ) ( ) ( )0 0
1 1
0
0 1 0 1 0log z log log
2n
n nS S
z z zα α
α
σ σ γ
+
+ = −∫ ∫v v . 
 
 car  pour  0 1z S∈  on a 0 1z =v  qui  entraîne  ( )0
1
0 1 0log 0S
z zα σ =∫ v ,  
 et permet d'établir facilement  la propriété (iv).  
 
 
 
En utilisant les notations introduites dans le premier paragraphe,  on peut énoncer la 
proposition suivante : 
 
Proposition 2.4 - Etant donné un polynôme homogène  de degré d   de  
[ ]0 1, , , nK X X X… , de la forme : 
  ( ) 0 10 1X  nn
d
P a X X Xα ααα
α =
= ∑ …   
 pour tout place pS∈v ,   on a 
 ( ) ( ) PM P Max aα= =v vv   . 
 
 pour tout place S
∞
∈v ,  on a 
 
    ( ) ( ) ( ) ( )P dd nM P ψω γ∗≤v v     et    ( ) ( ) ( ) ( )P 1 dd M P n ψω∗ ≤ +vv   . 
 
Démonstration 
 
•  Pour les places finies, l'égalité découle de la définition . 
 
•  Pour les places infinies,  
 
      si 1d = , d'après la Proposition 2.3, on a l'égalité ( ) ( )1 PM P ω∗=v v   qui donne les 
deux inégalités. 
 
      si 2d ≥ , montrons d'abord  la première inégalité. 
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Comme  ( ) ( ) ( )z P zd dP ω ω∗=v
v
  ,  d'après l'inégalité de Cauchy-Schwarz, on obtient : 
 
   
( ) ( )
( ) ( )
0
2
0
2 2 2 2
0 1
z P
P .
n
d n
d
d
d n
d
P z z
z z z
α α
α
ω
α
ω
∗
=
∗
 
≤ × ∑  
 
≤ × + + +
…
⋯
v v v
v v vv
 
 
Mais pour  ( )0 1 1z , , , n nz z z S += ∈…  on a  2 20 1nz z+ + =⋯v v , 
 
ce qui entraîne, pour 1z nS +∈ , l'inégalité 
 
   ( ) ( )z PdP ω∗≤v v   . 
 
En intégrant on obtient alors 
 
   ( )( ) ( )( )( ) ( )1 11exp log z z Pn n dS Ppi σ ω+ ∗+ ≤∫ v v   , 
 
 ce qui permet d'écrire  l'inégalité souhaitée, à savoir  
 
   ( ) ( ) ( ) 2P dd nM P ω γ∗≤v v   . 
 
Montrons maintenant la seconde inégalité. 
 
 D'après le Lemme (1.13) de  [ P1 ], on a le résultat suivant: 
    
   ( ) ( )( )01 1 2 2 00 0exp log , , ni u i uv nda P e e du dupi piα piα ≤    ∫ ∫… … …  . 
 
 Or P. Lelong  a montré dans le Théorème 4 de [ Le1 ] , que 
 
  
( )( )( )
( )( ) ( )( ) ( )
0
1
1 1
2 2
0
0 0
2
1
exp log , ,
                                    exp log z z . ,
n
n
i u i u
v n
d
n nS
P e e du du
P
pi pipi
pi σ γ
+
+≤
∫ ∫
∫
… … …
v
 
 
 ce qui permet d'écrire : 
  
  ( )da M Pα α
 
≤  
 
vv
  et  ( )( )2.a d M P
d
α
α
α
 
≤  
   
 
 
2
v
v , 
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et en sommant pour tous les ( )0 1, , , nα α α α= …   tels que dα = , 
 
   ( )( ) ( )
2
2
1
d
d
a
M P n
d
α
α
α
=
≤ +∑
 
 
 
v
v , 
 
 qui donne l'inégalité souhaitée, a savoir 
 
   ( ) ( )( ) ( ) 2P 1 dd M P nω∗ ≤ +vv   .   
 
Nota bene  
 
  Si 1d = , comme on  a    ( )12
1 1 1
1a a n aα α α
α α α= = =
≤ ≤ +∑ ∑ ∑
2 2
v v v
 , 
 
cela donne  
 
  ( ) ( ) ( )12
1
1M P a n M Pα
α =
≤ ≤ +∑v vv  . 
 
  Si 2d ≥ , l'inégalité  ( )da M Pα α
 
≤  
 
vv
  sera utilisée dans le paragraphe suivant, elle nous 
permet aussi d'obtenir  deux inégalités dont nous aurons besoin, obtenues en sommant sur 
toutes les valeurs de α   telles que dα =  , qui sont : 
 
  ( ) ( )1 d
d
a n M Pα
α =
≤ +∑ vv  et  ( ) ( )P 1 dn M P≤ + vv  .   
 
 
Nous aurons besoin par la suite des deux résultats suivants : 
 
Lemme 2.5 : Avec les notations introduites précédemment et avec  
( )0 1 1zˆ , , , , ,i i nz z z z− += … … , on a les relations suivantes : 
   
 ( )
( )
( ) ( ) ( )
2 2 1
2
1 12 1
0
zˆ
ˆ ˆz z z
z
n
n
i
n n in
i
z
n zσ σ σ
−
+ +
=
 
 = ∧ ∧
 
 
∑ d              
(1) 
 
et par conséquent 
 
( ) ( ) ( ) ( )
( ) ( )
( ) ( )
+1 1
1
1
1 1
0
0 1
ˆz z 1 log z
n n
n
n
n n i
iS S u S u
Log P n u u P z z duσ σ σ−+
= × −
= − ∧
 
 
 
 
∑∫ ∫ ∫v v .         
(2) 
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Démonstration 
 
Comme 
2 2
0
z
n
i
i
z
=
=∑  , on aura  
2 2
0
z
n
i
i
z
=
=∑c cd d . 
 
La définition de ( )1 znσ +  conduit donc à : 
 
  ( )
( )
( )
2
0
1 2 1
z
!
z
z
n
i n
i
n n n
z
n
µ
σ
pi
=
+ +
 
∧ 
 =
 
 
 
∑ cd
  
 
 
et comme  
  
( )( )2
4i 4i
i i i i i i
i
z z z dz z dz
z
∂ ∂
pi pi
−
−
= =
− −
cd     et
 ( ) ( ) 0
1
z
2i !
nn
n i in
i
dz dz
n
µ
∧
=
 
= ∧ 
−  
∑  
 
on déduit 
  ( ) ( ) ( ) ( )
2
1 0
1
z
2i 2
n
i n j j i i i in j
j i
z dz z z dz z dzµ
pi
+
=
≠
∧ = ∧ ∧ −
−
∧cd , 
 
ce qui, d'après le Lemme 2.2, conduit à: 
   
  
( ) ( )
( ) ( ) ( )
( )
( ) ( )
( )
( ) ( ) ( )
1
2 2 1 2
2 1 2 2
2 2 1 2
1
ˆ ˆ ˆz z z z
4i -1 !
ˆ ˆ ˆz z z
1 !
ˆ ˆ ˆz z z ,
1 !
n
n
i n n i i i i
n
n
n i
n
n
i n i
z z dz z dz
n
z
n
z z
n
piµ σ
pi
σ
pi
σ σ
−
−
−
−
∧ = ∧ ∧ −
−
= ∧ ∧
−
= ∧ ∧
−
c
c
d d
d d
d
 
 
d'où la conclusion 
 
  ( )
( )
( ) ( ) ( )
2 2 1
2
1 12 1
0
zˆ
ˆ ˆz z z
z
n
n
i
n n in
i
z
n zσ σ σ
−
+ +
=
 
 = ∧ ∧
 
 
∑ d . 
 
En posant 
2
zˆ u= , on obtient immédiatement la relation (2). 
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 Lemme 2.6 . Considérons pour 1n ≥   un polynôme homogène P   de [ ]0 , , nK X X…   
de  degré total d  et de degré id   en la variable  iX  , on a donc 
  ( ) ( )0 1 , 0 1 1
0
, , , , , , , ,
id
k
n i d k i i n i
k
P X X X P X X X X X
− − +
=
=∑… … …  
 avec 
  [ ], 0 1 1, , , , ,i d k i i nP K X X X X− − +∈ … …   un polynôme homogène de degré total d k− . 
 
 Pour  tout entier k  tel que 0 ik d≤ ≤    on a la relation :  
  • si   S
∞
∈v  ,  
( ),v i d kM P − ( )
1
1 1
1 1
exp exp
2 2 2 1
kd k
nni
j ji
d n
d k j j n
−
+
=
=
      
≤ × × − ∑         
− +       
∑  
   ( ) ( ) ( ) ( )
( ) ( )1
1
1 1
10
1
ˆexp . 1 . log z z
n
n
n
i n
S u S u
n u u P z duσ σ
+
−
− ×
   
  × − ∧ ∫ ∫      
v
. 
 
 • si   pS∈v   , de façon évidente 
  ( ) ( ),v i d k vM P M P− ≤ . 
 
Démonstration 
 
•   Si  ( ), 0v i d kM P − = , la relation est vérifiée immédiatement. 
 
•   Si  ( ), 0v i d kM P − ≠ , ce qui entraîne , 0i d kP − ≠ , notons ( ) ( )0 1 1zˆ , , , , ,i i nz z z z− += … … . 
 
Pour ( )zˆ Cn∈   fixé,  on a alors 
 ( ) ( ),
0
ˆ ˆ, z z
id
k
i i d k i
k
P X P X
−
=
=∑ . 
 
Le polynôme ( )ˆ, ziP X  est un polynôme de [ ]iK X  de degré  zˆδ  , avec  zˆ idδ ≤ . 
 
Notons ( )zˆjβ   ses racines telles que :  ( )zˆ 0jβ ≠   pour zˆ1 j rδ≤ ≤ − , 
 
      ( )zˆ 0jβ =   pour ˆ ˆz z1r jδ δ− + ≤ ≤   . 
 
Posons ( ) ( )ˆ, z .ri i i iP X X Q X=   tel que 
 
 ( ) ( ) ( ) ( )ˆ ˆz z
zˆ
1
0 1
ˆ ˆ ˆz z z
r r
i i i i rQ X a X a X a
δ δ
δ
− − −
−
= + + +⋯  avec ( )
zˆ
zˆ 0raδ − ≠   et  
( )0 zˆ 0a ≠ , 
 
 ( ) ( ) ( )( )zˆ0
1
ˆ ˆz z
r
i i i j
j
Q X a X
δ
β
−
=
= −∏ .    
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Soit un réel  ρ  tel que 0 1ρ≤ ≤ , d'après la formule de Jensen appliquée en 0iz = ,  on 
obtient  
 
 
( )
( ) ( )( )
( )zˆ
zˆ1
1
1
zˆ
log log
zˆ
j
r
ji i
i
jrS
Q z
z
a
δ
δρ β ρ
β
σ
ρ
−
=
−
≤
= − ∑∫
vv
  . 
Et comme  
 
 
( ) ( )
( )
zˆ
zˆ zˆ
1 0
zˆzˆ
zˆ
r
r rj
j
a
a
δ
δ δβ ρ
ρ
−
−
−
=
= ×∏
v v
, 
 
on a 
 
( ) ( )
( )
( ) ( )ˆ ˆz z
zˆ
0
zˆ
1 1
ˆ ˆˆz zz
log log log log
zˆ
j j
r r
j j
j jr
a
r
a
δ δ
δ
β ρ β ρ
β β δ ρ
ρ ρ
− −
= =
−
≤ >
− = + + −∑ ∑
v
v vv
 
 
d'où l'on déduit aisément  
 
 
( ) ( )
( )
( ) ( ) ( )
( ) ( ) ( )
zˆ
1
zˆ
ˆ1 0 z
1
ˆ0 z
1
zˆ
ˆlog log z log log
zˆ
ˆlog z log .
j
j
r
j
i i i
jS
r
j
j
Q z z a r
a r
δ
ρ β ρ
δ
β ρ
β
σ δ ρ
ρ
β δ ρ
ρ
−
=
>
−
=
>
= + + −
 
 
= + − 
 
 
∑∫
∏
v
v
v v
v
v
v
 
 
De plus, comme on a iz ρ=v   sur ( )1S ρ , 
 
 ( ) ( )
( )
( ) ( )
( )1 1
1 1
ˆlog log log , zi i i i i
S S
Q z z r P z z
ρ ρ
σ ρ σ+ =∫ ∫v v  
 
par conséquent      
 ( ) ( )
( )
( ) ( )zˆ zˆ
1
1 0
1
zˆ
ˆ ˆexp log , z z
j
r
j
i i
jS
P z z a
δ
δ
ρ
β ρ
β
σ ρ
ρ
−
=
>
 
  = ×
 
 
∏∫
v
v v
v
 . 
D'autre part, 
 
 ( ) ( ) ( ) ( ) ( ) ( )zˆ1
ˆ1 z
zˆ
0 0
1 1
ˆˆ ˆzz z
ˆ ˆ ˆz z zh
h
j
r
jj jh h
h
j j r j
r
a a a
h
δ
δ
β ρ
δββ β
ρ ρ
ρ ρ ρ
−
≤ < < ≤ − =
>
−
= ≤
 
 
 
∑ ∏
⋯
⋯
v
v v v
vv
 
ce qui entraîne 
 
 ( ) ( ) ( )
( )
zˆ
1
zˆ
1
ˆ ˆz exp log , z .
h
h i i
S
r
a P z z
h
δ
ρ
δ
σ ρ −
 
− 
 ≤       
∫v v  
De plus, comme  ( ) ( )
zˆ,
ˆ ˆz zh i d ha P δ− += ,  on a 
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 ( ) ( ) ( )
( )1
zˆ
, 1
zˆ
ˆ ˆz exp log ,z .ki d k i i
S
r
P P z z
k ρ
δ
σ ρδ
−
−
 
− 
 ≤     
−   
∫ vv  
 
On remarque que les réels r  et  zˆδ   dépendent de zˆ , on majorera donc 
 
  
zˆ
zˆ
i
i
r d
k d k
δ
δ
−   
≤    
− −  
 .   
 
On peut donc écrire pour tout ( )zˆ Cn∈ , et pour tout entier k  avec 0 ik d≤ ≤ , 
 
 ( ) ( ) ( )
( )1
, 1
ˆ ˆz exp log , z .
i k
i d k i i
i S
d
P P z z
d k ρ
σ ρ −
−
  
 ≤    
−   
∫ vv  
En posant 1 uρ = −  et en intégrant sur la sphère ( )nS u ,  on obtient alors 
 
       ( )
( )
( ) ( ) ( ) ( ) ( )
( ) ( )1
, 1
1
ˆ ˆ ˆlog z z log log z z log 1
2
n n
i
i d k n n i
iS u S u S u
d k
P P z u
d k
σ σ σ
−
× −
≤ + ∧ − −
−
 
 
 
∫ ∫ vv . 
 
Comme ,i d kP −  est  un polynôme homogène de degré d k−  , on a 
 
 ( ) ( ) ( ) ( )
( )
( ), ,ˆ ˆ ˆ ˆlog z z log log z z
2
n n
i d k n i d k n
S S u
d k
P u Pσ σ
− −
−
+ =∫ ∫v v  
 
ce qui conduit à 
 
 
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )1
,
1
1
ˆ ˆlog z z log
2
ˆ                   log log z z log 1
2
n
n
i d k n
S
i
n i
i S u S u
d k
P u
d k
P z u
d k
σ
σ σ
−
× −
−
+
 
≤ + ∧ − − 
− 
∫
∫
v
v
 
 
ou encore 
 
       
( )( ) ( )
( ) ( ) ( ) ( )
( ) ( )1
1
,
1
1
1
1
log log
2
ˆ                   log log z z log 1
2
n
n
v i d k
j
i
n i
i S u S u
d k
M P u
j
d k
P z u
d k
σ σ
−
−
=
× −
 
−
+ − + 
 
 
≤ + ∧ − − 
− 
∑
∫ v
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( ) ( )( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( )1
1
1
1
,
0
1
1
1
1
0
1
1
1 log log
2
ˆ        1 log log z z log 1 .
2
n
n
n
i d k
j
in
n i
i S u S u
d k
u u M P u du
j
d k
u u P z u du
d k
σ σ
−
−
−
=
−
× −
−
− + − +
≤ − + ∧ − −
−
  
  
  
  
     
∑∫
∫ ∫
v
v
 
 
 
Après des calculs élémentaires d'intégrales  qui nous donnent les résultats suivants: 
 
 
  ( ) ( )
1
1
0
1
1 .
1
nu u du
n n
−
− =
+∫
 
  ( ) ( ) ( )
1
1
20
1
1 log . 2 1
1
nu u u du n
n n
−
− = − +
+  
∫  
  ( ) ( ) ( ) ( )
1
1
20
1
1 1 1
1 log 1 .
1 1
n
n
j
u u u du
n n j n
−
=
 
− − = − + 
+ + 
∑∫   , 
 
 on obtient 
 
 ( ),i d kM P −v ( )
1
1 1
1 1
exp exp
2 2 2 1
kd k
nni
j ji
d n
d k j j n
−
+
=
=
      
≤ × × − ∑         
− +       
∑  
  ( ) ( ) ( ) ( )
( ) ( )1
1
1 1
10
1
ˆexp . 1 . log z z
n
n
n
n i
S u S u
n u u P z duσ σ
+
−
× −
   
  × − ∧ ∫ ∫      
v
. 
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c -  Mesure d'un polynôme multihomogène 
 
Soient 
( ) ( ) ( )1 2
X ,X , , X
r
K   …   l'anneau des polynômes d'indéterminées 
( ) ( ) ( )
0 1, , , j
j j j
nX X X…   
avec  1, ,j r= …  et  à coefficients dans K  et P  un élément  de cet anneau, homogène  par 
rapport à chaque groupe de variables 
( )
X
j
 de degré ( )X jd
  pour ce groupe de variables. 
 
 Définition 2.7 - La mesure de P  en la place v , que l'on notera ( ) ( )rM Pv ,  est le 
nombre défini de la façon suivante  : 
 
  si   pS∈v  , 
( ) ( )rM Pv  est le maximum des valeurs absolues v -adiques des coefficients 
du polynôme ( )Ppi v , c'est aussi le maximum des valeurs absolues v -adiques des 
coefficients du polynôme P .  
 
  si  S
∞
∈v  ,  la mesure ( ) ( )rM Pv  du polynôme P , est définie par : 
 
  si 0P =  alors ( ) ( ) 0rM P =v , 
   
   si 0P ≠  alors   
    ( ) ( ) ( ) ( )( )( ) ( )( ) ( )( ) ( )
( )
z
1
1 11
21 1
1 1
1
exp log z , , z z z
j
r j
n nr
d P
r
r rr
n n n
jS S
M P Ppi σ σ γ
+ +
+ +
=× ×
= ∧ ∧ ×
 
 
 
 
∏∫

⋯
… …
v v
 
où 1jnS +  est la sphère unité de 
1
C j
n +
v   et  
( )( )1 zj jnσ +  est la mesure invariante de masse 
totale 1 sur 1jnS +    pour 1, ,j r= … . 
 
 
Cette définition n'est qu'une généralisation de la définition 2.1 . 
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2 -  Hauteur d'un polynôme 
     
Nous reprendrons les définitions proposées dans [ P1 ] par P.  Philippon, c'est-à-dire: 
Soient [ ]0 1, , , nK X X X…  l'anneau des polynômes d'indéterminées 0 1, , , nX X X…  à 
coefficients dans K  et P  un élément homogène de degré d  de cet anneau. 
 
Définition 2.8 -  
   La hauteur invariante de P ,  que l'on notera ( )h P ,  est le nombre réel défini de la 
façon suivante  : 
 
    si 0P =  alors ( )h 0P = , 
   si 0P ≠  alors  ( ) [ ] ( )
1
h . .log
: Q
P n M P
K
= ∑ v v
v
. 
 
  La hauteur de P ,  que l'on notera ( )h P ,  est le nombre réel défini de la façon 
suivante : 
 
    si 0P =  alors ( )h 0P = , 
   si 0P ≠  alors  ( ) [ ] ( )( )
1
h . . 0, log
: Q
P n Max M P
K
= ∑ v v
v
. 
 
Remarque 
 
Pour  une forme linéaire du type ( )
0
X
n
i i
i
P a X
=
=∑   et  ( )0 1a , , , na a a= …  ,  comme  
    pour  S
∞
∈v ,    
2
0
n
i
i
a
=
= ∑a v v  ,  
 
    pour  pS∈v ,  
0
max i
i n
a
≤ ≤
=a
v v
  , 
 
 d'après la Proposition 2.3 on obtient  
   
    ( ) [ ] ( )
1
h . .log
: Q
P n
K
= ∑ av v
v
  .  
 
   
  
Nous aurons aussi besoin par la suite de certaines des propriétés suivantes, qui correspondent 
à celles exposées dans [ P1 ] dans la Proposition (1.12) : 
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Proposition 2.9 - Etant donnés un élément λ  de K ∗  et  deux polynômes homogènes P  
et Q  de [ ]0 1, , , nK X X X…  , on a : 
 
    (i) ( )h 0λ = , 
   (ii) ( ) ( )h hP P≤ , 
   (iii) ( ) ( ) ( )h . h hPQ P Q= +  et ( ) ( ) ( )h . h hPQ P Q≤ + , 
   (iv) ( ) ( ) ( ) ( )h h . h hP PQ Q Q≤ + − , 
   (v) ( )h 0P ≥    et ( )h 0P ≥ , 
   (vi) pour toute place v , ( ) [ ] ( ): Qexp - .hKM P P
n
 
≥  
 
v
v
, 
   (vii) il existe ( ) *P Kµ µ= ∈   tel que ( ) ( ) ( )h h hP P Pµ µ= = . 
 
Démonstration 
 
• Pour  la démonstration de (i), (ii) et (iii), il suffit, comme c'est indiqué dans [ P1 ] 
d'utiliser les définitions, la formule du produit  et la multiplicativité de la mesure d'un 
polynôme. 
 
• Pour (iv), on peut remarquer que pour deux réels quelconques a  et b , on a: 
 
    ( ) ( ) ( )max 0, max 0, max 0,a b b a b+ ≤ + + . 
 
 Ce qui nous permet de déduire immédiatement la propriété (iv). 
 
• Pour (v), nous allons faire un raisonnement par récurrence sur n . 
 
  Pour 0n = , 
 
    ( )0 0ddP X a X= . 
 
   Pour toute  place  v , on a : 
     
    ( ) ( )( )log logda M P= vv . 
    
   En sommant sur toutes les places et en utilisant la formule du produit, on obtient 
alors 
    ( )h 0P = . 
 
  Pour 0n > ,  
       ( )XP  est un polynôme de degré id   en la variable iX   pour un i fixé  tel que 
0 i n≤ ≤ . 
 
   Comme la hauteur d'un monôme est nulle, quitte à diviser ( )XP  par un monôme on 
peut supposer sans perte de généralité, que pour 0, ,i n= …  on a / 0 0iXP = ≠ . 
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En appliquant  le résultat du Lemme 2.6 au polynôme  ( )XP  avec 0k =  ,  nous pouvons 
écrire pour toute place infinie v : 
 
( )/ 0iXM P = ≤v  
          ( ) ( ) ( ) ( )
( ) ( )1
1
1
1 1
10
1 1
1
ˆexp exp . 1 . log z z
2
n
n
d
n
n
i n i
j S u S u
n u u P z du
j
σ σ
+
+
−
= × −
        × − ∧ ∑ ∫ ∫            
v
. 
 
 
Ce qui en appliquant le Lemme 2.5 entraîne pour toute place v  
 
 ( ) ( )( ) 1/ 0
0
i
n
n
X
i
M P M P
+
=
=
≤∏ v v  
 
et par conséquent 
 
   ( )( ) ( ) ( )( )/ 0
0
log 1 log
i
n
X
i
M P n M P
=
=
≤ +∑ v v . 
 
En sommant pour toutes les places , on obtient donc: 
 
   ( ) ( ) ( )/ 0
0
h 1 h
i
n
X
i
P n P
=
=
≤ +∑ . 
 
D'après l'hypothèse de récurrence, on a ( )/ 00 h iXP =≤ , ce qui nous permet d'obtenir  la 
première  inégalité de (v) et par conséquence de (ii) la seconde inégalité de (v).  
 
 
• Démonstration de  (vi). 
 
   Si ( ) 1M P ≥v , le résultat est évident. 
 
 
   Si ( ) 1M P <v , d'après l'inégalité (v), on a 
 
    ( ).log 0n M P ≥∑ w w
w
, 
  donc 
    
( ) ( )
( )( )
.log .log
.max 0, log
n M P n M P
n M P
≠
≠
≥ −
≥ −
∑
∑
v v w w
w v
w w
w v
 
 mais comme  
 
    ( )log 0M P <v ,   on a    ( )( )max 0, log 0M P =v , 
 
 ce qui permet d'écrire 
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( ) ( )( )
[ ] ( )
.log .max 0, log
: Q .h
n M P n M P
K P
≥ −
≥ −
∑v v w w
w  
  
 et de conclure la démonstration de l'inégalité (vi). 
 
 
• Démonstration de  (vii). 
 
 On procède par récurrence sur n  et pour les mêmes raisons que dans la propriété (v), on 
peut supposer que pour 0, ,i n= …  on a / 0 0iXP = ≠  . 
  
 La propriété (vii) est bien évidemment vraie pour 0n = . 
 Supposons qu'elle soient vraie pour 1n −  ( 0n > ). 
 Pour 0, ,i n= …  , il existe alors i Kµ ∗∈  tel que  ( ) ( )0 0h . h/ /i ii X XP Pµ = ==  , ce qui signifie 
que pour toute place v  de  ( )0 1, , , nK µ µ µ…  on a ( )0. 1/ ii XM Pµ = ≥v  . 
 
 Posons ( ) 110 1. . . nn Kµ µ µ µ ∗+= ∈…  , alors pour toute place v  de ( )0 1, , , ,nK µ µ µ µ…  , on a 
   ( ) ( )( ) ( )( )1 10
0
1 . .
/ i
n
n n
i X
i
M P M P M Pµ µ µ+ +
=
=
≤ ≤ =∏ n+1v v vv . 
 Ceci entraîne alors l'existence d'un élément *Kµ ∈  tel que 
 
    ( ) ( )h hP Pµ =   .  
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3 - Hauteur d'une variété projective 
 
Soit  V  une sous-variété de dimension  1r −  de ( )P Cn  définie sur un corps de nombres K   
dont l'idéal de définition dans [ ]0 1, , , nK X X X…  est un idéal premier  I  de rang  n r− . 
 
Soit  f   une forme éliminante d'indice  ( )1d , , rd d= …   de  l'idéal   I   et  fv   l'application 
définie dans le premier paragraphe , à savoir : 
 
 
( ) ( ) ( )( )
( ) ( ) ( )( )( )
( ) ( ) ( )( )
1 2
d
1 2
1 2
u , u , , u      si la place  est infinie
u , u , , u
u , u , , u              si la place   est finie .
r
r
r
f
f
f
ω
= 


ɶ …
…
…
v
v
v
 
   
 
a -  Mesure d'une forme éliminante 
 
 Définition 2.10 - La mesure de la forme éliminante f  en la place v  est le nombre 
( ) ( )M frv v ,  où ( )M rv   est la mesure d'un polynôme multihomogène. 
 
  
Remarques  
 
Dans le cas d'une place infinie, si l'on considère les ellipsoïdes 1jNE +   de ( )P CjN   
d'équations  
( )( )2
1
j
j
d j
v
d
α
α
α
=
=
 
 
 
∑  ,  et le changement de variables défini par  ( )( ) ( )u vj j jdω =ɶ   , 
  
alors  pour  
( )
1u j
j
NS +∈   on  a  : 
 
   
( )
1v j
j
NE +∈    et 
( )( ) ( )( )
1
1 1u vj j
j
jj j
N N
d
d
α
σ σ
α
−
+ +
=
  
 =  
   
∏ . 
 
En prenant comme mesure  
( )( ) ( )( )
1
1 1v . vj j
j
jj j
N N
d
d
α
σ σ
α
−
+ +
=
  
 =  
   
∏ɶ  
cela  entraîne 
 
 
( ) ( )( )( )( )( ) ( )( ) ( )( )
( ) ( )( )( ) ( )( ) ( )( )
1
1 11
1
1 11
1 1
d 1 1
1 1
1 1
log u , , u u u
log v , , v v v .
r
N Nr
r
N Nr
r r
N N
S S
r r
N N
E E
f
f
pi ω σ σ
pi σ σ
+ +
+ +
+ +
× ×
+ +
× ×
∧ ∧ =
∧ ∧
∫
∫
⋯
⋯
ɶ … …
ɶ ɶ… …
v
v
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Exemples 
 
1) Si  V  est une sous-variété de ( )P Cn  de dimension 0 , c'est-à-dire un point de représentant  
( ) 10 1x , , , nnx x x K += ∈… , son idéal de définition a pour forme éliminante d'indice 1d  
 
   
( )( ) ( )
1
1 1
u x
d
f u αα
α =
= ∑        et   ( )( )( ) ( )1
1
1
2
1 11
u xd
d
d
f u
α
α
α
ω
α
=
 
=  
 
∑ɶ  
 
et par conséquent d'après la Proposition 2.2  : 
 
 
( ) ( )
1
1
1
1
2
1
1
x x           pour  une place    infinie
max x x                    pour  une place    finie  .
d
d
d
d
d
M f
α
α
α
α
α
=
=
  
 =   = 

=
∑ vv
v v
vv
v
v
 
 
 
2) Considérons l'espace projectif ( )P Cn . Une forme éliminante  d'indice ( ) 11, ,1 Nn+∈… de 
Pn  est :  
 
  
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 1 1
0 1
2 2 2
0 1
1 1 1
0 1
det
n
n
n
n n n
n
u u u
u u u
f
u u u+ + +
 
 
 
=  
 
 
 
⋯
⋯
⋮ ⋮ ⋱ ⋮
⋯
 . 
 
 
Montrons que   pour une place infinie v la mesure   de  nf  est : 
 
 
     
( ) ( )1
1 1 1
1 1 1
exp exp
2 2
n n i
n
n
i i j
n i
M f
i j
= = =
 + − 
= =   
   
∑ ∑∑+v  .  
 
 
Pour cela nous allons établir le fait suivant : 
 
 
Lemme 2.11 :  Etant donné un polynôme homogène P  de degré d  de  
[ ]0 1C , , , nX X X…  ,  on a : 
 
  ( ) ( ) ( ) ( )
1
1
P
x
log z . z log . x
x
n n
n
n d
S
P
P σ
+
∧
+
 
 = Ω
 
 
∫ ∫ vv
v
  . 
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Démonstration  
 
Considérons chaque élément de Pn   représenté par  ( )0 1x , , , nx x x= …  tel que x 1=v  et 
les fibres  { }
C
x λλ ∗∈    de   { }1: C 0 Pn npi + − →  . Les éléments de chaque fibre appartenant à  
1nS +  sont donc du type  z xλ=    avec 1λ =v   c'est-à-dire  1Sλ ∈  . 
 
 
Exprimons alors la mesure ( )1 znσ +   en fonction de  ( )1σ λ  et de ( )x n∧Ω  , où  
 
  ( ) ( ) ( )
2c
2c
1 2
z z! !
z z z
z
n
n nn n
n nµ
σ µ
pi pi+
∧
= ⋅ = ⋅ ∧
d d  sur  1nS +   , 
 
  ( )1 2λσ λ λλ= =
c
cd d  sur 1S   et ( ) ( )21x log z
2i
∂∂
pi
Ω =   . 
 
Comme     ( ) ( )21 z! 2
n
n n
n i
µ ∂∂
∧
=
−
       alors    ( ) ( ) ( )2 2c1 1z z z2
n
n n
i
σ ∂∂
pi
∧
+ = ∧
−
d  . 
 
De plus z xλ=   , avec  x 1=    et   1λ = ,  ce qui donne sur ( )1 P CnS ×  
    
     
2
0 0 0
z
n n n
i i i i i i
i i i
dx dx d d d x dx d x dx∂∂ λ λ λ λ λ λ
= = =
     
= ∧ + ∧ + ∧ − ∧     
     
∑ ∑ ∑  
 
        
( )
( )
( ) ( )
2
0
1
0 0 0
2
0 0 0
z
1
2
nnn
i i
i
nn n n
i i i i i i
i i i
nn n n
i i i i i i
i i i
dx dx
n dx dx d d d x dx d x dx
n n
dx dx d d x dx x dx
∂∂
λ λ λ λ λ λ
λ λ
∧
∧
=
∧ −
= = =
∧ −
= = =
 
= ∧ 
 
      
+ ∧ ∧ ∧ + ∧ − ∧      
      
−       
+ ∧ ∧ ∧ ∧ ∧      
      
∑
∑ ∑ ∑
∑ ∑ ∑
 
 
et 
 
  
( )2 2
0 0
2 2
1
z z
4
1
4
x
n n
i i i i
i i
i
x dx x dx d d
i
∂ ∂
pi
λ λ λ λ
pi
λ
= =
= −
−
 
= − + − 
−  
= +
∑ ∑
c
c c
d
d d
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par suite 
 
( )
( )
( ) ( )
2 2 2
0
1
0 0 0
2
0 0 0
z z z
1
.
2
nnn
i i
i
nn n n
i i i i i i
i i i
nn n n
i i i i i i
i i i
dx dx
n dx dx d d d x dx d x dx
n n
dx dx d d x dx x dx
∂∂
λ λ λ λ λ λ
λ λ
∧
∧
=
∧ −
= = =
∧ −
= = =
 
∧ = ∧ ∧ 
 
      
+ ∧ ∧ ∧ + ∧ − ∧      
      
−       
+ ∧ ∧ ∧ ∧ ∧       
      
∑
∑ ∑ ∑
∑ ∑ ∑
c cd d
 
 
 
Comme d'autre part seules les formes ( ),n n  en x   et  ( )1,0  ou ( )0,1  en λ  ont une 
influence dans l'intégration,  en développant ( )2 2c z z n∂∂ ∧∧d   et en ne gardant que ces 
formes on obtient : 
 
( )
( )
2 2 2
0
1
0 0 0 0 0
z z
4
nn
n
i i
i
nn n n n n
i i i i i i i i i i
i i i i i
dx dx
n
dx dx d x dx d x dx x dx x dx
i
∂∂ λ
λ λ λ λ
pi
∧
∧
=
∧ −
= = = = =
∧ = ∧ ∧
+ ∧ ∧ ∧ − ∧ ∧ −
−
 
 
 
        
        
        
∑
∑ ∑ ∑ ∑ ∑
c cd d
 
 
( )
( )
2 2 2
0
1
2
0 0 0
z z
nnn
i i
i
nn n n
i i i i i i
i i i
dx dx
n dx dx x dx x dx
∂∂ λ
λ
∧
∧
=
∧ −
= = =
 
∧ = ∧ ∧ 
 
     
− ∧ ∧ ∧ ∧     
     
∑
∑ ∑ ∑
c c
c
d d
d
 
 
( ) ( )12 2 2
0 0 0 0
z z
nn n n nn
i i i i i i i i
i i i i
dx dx dx dx n x dx x dx∂∂ λ
∧ −
∧
= = = =
      
∧ = ∧ ∧ ∧ ∧ − ∧      
      
∑ ∑ ∑ ∑c cd d  
 
et par conséquent 
 
      ( ) ( )
( )1
2
1
0 0 0 0
1
z
2
nn n n n
n i i i i i i i in
i i i i
dx dx dx dx n x dx x dx
i
σ λ
pi
∧ −
+
= = = =
= ∧ ∧ ∧ ∧ − ∧
−
      
      
      
∑ ∑ ∑ ∑cd  . 
 
Considérons maintenant la mesure ( )x n∧Ω  . 
 
 ( ) ( )
( )12 2 2 2 2
2 2 4
log x x x x x1
x
2 2 x x x
n n
n
n
n
i i
∂∂ ∂∂ ∂∂ ∂ ∂
pi pi
∧ ∧ −
∧
     ∧
Ω =   =   ∧  − 
     
−
−     
 , 
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ce qui pour 
2
x 1=  , donne 
 
  
( ) ( ) ( )
( ) ( )
( )
( )
2
1
2 2 2 2
1
0 0 0 0
log x 1
x x x x x
2 2
1
2
n
nn
n
nn n n n
i i i i i i i in
i i i i
n
i i
dx dx dx dx n x dx x dx
i
∂∂ ∂∂ ∂∂ ∂ ∂
pi pi
pi
∧
∧ −
∧
∧ −
= = = =
 
Ω =   = ∧ − ∧
 
−
− 
      
= ∧ ∧ ∧ − ∧      
−       
∑ ∑ ∑ ∑
 
 
et finalement 
  
 ( ) ( )21 z x nnσ λ ∧+ = ∧ Ωcd  . 
 
 
 
 
Par conséquent , 
 
    
( ) ( ) ( ) ( )
( )( ) ( ) ( )
1 1
1
2
1
P
1
P
log z . z log . x . x
log log x . x
n n
n
nd
n
S S
n
S
P P
d P
σ λ λ
λ σ λ
+ ×
×
∧
+
∧
= ∧ Ω
= + ∧ Ω
∫ ∫
∫
cd
v v
v v
 
 mais comme 1λ =
v
 , cela entraîne 
 
        
( ) ( ) ( ) ( ) ( )
( ) ( )
1 1
1 1
P
P
log z . z log x x
log x x
n n
n
n
n
S S
n
P P
P
σ σ λ
+
∧
+
∧
 
= Ω 
 
 
= Ω
∫ ∫ ∫
∫
v v
v
 
 
et achève la démonstration de ce lemme.  
 
 
Revenons à la mesure de la  forme éliminante  nf   d'indice ( ) 11, ,1 Nn+∈…  de Pn   . 
 
Si l'on considère la spécialisation définie par  
( )( )1 1nnuρ + =   et ( )( )1 0njuρ + =  pour 
0, , 1j n= −… , 
 
 ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
1 1 1
0 1 1
2 2 2
0 1 1
1
0 1
det
n
n
n n
n n
n
u u u
u u u
f f
u u
ρ
−
−
−
−
 
 
 
= =  
 
 
 
⋯
⋯
⋮ ⋮ ⋱ ⋮
⋯
 est une forme éliminante d'indice ( )1, ,1 Nn∈…   
de 1Pn−    . 
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D’après le corollaire 4 de [ P2 ] , on peut écrire : 
 
  
( )( ) ( )( ) ( )
1 1
1 1 01
1 1
1P
1
log . u u log . z
z 2
n n n
n
nnn
n n
inS S
zf
f i
σ σ
+ +
∧+
−
+ +
=× ×
 
∧ ∧ = Ω +  
 
∑∫ ∫
⋯
⋯ v
v v
 
  
 
Mais d'après le Lemme précédent ,  on peut écrire : 
 
  ( ) ( ) ( )
1
0
0 1
P
log . z log . z
z
n n
n
n
S
z
z σ
+
∧
+
 
Ω =  
 
∫ ∫v v
v
 . 
 
 
Comme ( ) 0zP z=   ne dépend pas de  1, , nz z…  , on peut écrire, suite à la remarque faite 
après la définition 2.1, 
 
  ( ) ( ) ( ) ( )
1 1
0 1 0 1 0
1
1
log . z log .
2
n
n
n
iS S
z z z
i
σ σ
+
+
=
= −∑∫ ∫v v  
qui entraîne par conséquent 
 
  
( )( ) ( )( )
1 1
1 11
1 1log . u u 0
n n
nn
n n
nS S
f
f
σ σ
+ +
+
−
+ +
× ×
∧ ∧ =∫
⋯
⋯
v
 
 
ou encore  
 
( )( ) ( )( ) ( )( ) ( )( )
1 1 1 1
1 1 1 1
1 1 1 1 1log . u u log . u u
n n n n
n n
n n n n n n
S S S S
f fσ σ σ σ
+ + + +
+ +
+ + − + +
× × × ×
∧ ∧ = ∧ ∧∫ ∫
⋯ ⋯
⋯ ⋯
v v
  . 
 
D'autre part 1nf −  est indépendant  des  variables 
( )1
u
n+
 , ce qui entraîne  
 
( )( ) ( )( ) ( )( ) ( )( )
1 1 1 1
1 1 1
1 1 1 1 1log . u u log . u u
n n n n
n n
n n n n n n
S S S S
f fσ σ σ σ
+ + + +
+
+ + − + +
× × × ×
∧ ∧ = ∧ ∧∫ ∫
⋯ ⋯
⋯ ⋯
v v
   
 
et  1nf −  est indépendant  de  chacune des variables 
( )j
nu   pour 1, ,j n= …  , qui en appliquant 
de nouveau  la remarque faite après la définition 2.1, nous donne : 
 
( )( ) ( )( ) ( )( ) ( )( )
1 1
1 1
1 1 1 1
1
log . u u log . u u
2
n n n n
n n
n n n n n n
S S S S
f fσ σ σ σ
+ +
− + + −
× × × ×
∧ ∧ = ∧ ∧ −∫ ∫
⋯ ⋯
⋯ ⋯
v v
  . 
 
En itérant cette relation n  fois, on obtient : 
 
 
( )( ) ( )( ) ( )( )
1 1 1
1 1 1
1 1 0 1 0log . u u log .
2 2
n n
n
n n n
S S S
n n
f f uσ σ σ
+ +
+
+ +
× ×
∧ ∧ = − = −∫ ∫
⋯
⋯
v v
  , 
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d'où 
      
( )( ) ( )( ) ( ) ( )
1 1
1 1
1 1
1 1 1
1 1 1
log . u u 1 1
2 2 2 2
n n
n n n
n
n n n
i i iS S
n n i
f n n
i i i
σ σ
+ +
+
+ +
= = =× ×
+ −
∧ ∧ + + = + − =∑ ∑ ∑∫
⋯
⋯
v
  
 
qui donne le résultat cherché 
 
  
( ) ( )1
1 1 1
1 1 1
exp exp
2 2
n n i
n
n
i i j
n i
M f
i j
= = =
 + − 
= =   
   
∑ ∑∑+v    .  
 
3)  Considérons un hyperplan  H   de l'espace projectif ( )P Cn , d’équation  ( )X 0L =   où 
 
   ( )
0
X .
n
i i
i
L a X
=
=∑  . 
Une forme éliminante  d'indice ( )1, ,1 Nn∈… de H  est :  
 
   
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 2
0 0 0 0
1 2
1 1 1 1
1 2
det
n
n
n
n n n n
u u u a
u u u a
f
u u u a
 
 
 
=  
 
 
 
⋯
⋯
⋮ ⋮ ⋱ ⋮ ⋮
⋯
 . 
 
 
Montrons que   pour une place infinie v  la mesure   de  f   est : 
 
     
( ) ( ) 1
1 1
1 1
a .exp
2
n i
n
i j
M f
j
−
= =
 
=  
 
∑∑v v    où  ( )0a , , na a= …  . 
 
On remarque d’abord que ( )nf fρ=    avec  ( )( )1ni iu aρ + =   pour  0, ,i n= …  . 
 
D’après le Corollaire 4 de [ P2 ] , on a  
 
   
( ) ( )
( ) ( )
( ) ( )
1
P
x
exp log . x
x
n
n
n
n
n
LM f
M f
∧
+
  
 = Ω 
  
  
∫
v v
v v
 , 
 
qui, grâce au Lemme 2.11, donne 
 
   
( ) ( )
( ) ( ) ( ) ( )
1
11
1
exp log z . z
1 1
a .exp
2
n
n
nn
Sn
n
j
M f
L
M f
i
σ
+
++
=
 
=  
 
 
 
= − 
 
∫
∑
v
v
v
 
 
 qui est le résultat souhaité. 
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4) Considérons une sous-variété linéaire   V  de dimension  1r −   de l'espace projectif 
( )P Cn , définie par le système  d’équations  ( ) ( )X 0jL =   pour  1, , 1j r n= + +…   où 
 
   ( ) ( ) ( )
0
X .
n
j j
i i
i
L a X
=
=∑  . 
 
Une forme éliminante  d'indice ( )1, ,1 Nr∈…  de  V  est :  
 
   
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1 2 1 1
0 0 0 0 0
1 2 1 1
1 1 1 1 1
1 2 1 1
det
r r n
n r n
r r n
n n n n n
u u u a a
u u u a a
f
u u u a a
+ +
+ +
+ +
 
 
 
=  
 
 
 
⋯ ⋯
⋯ ⋯
⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
⋯ ⋯
 . 
 
 
Montrons par récurrence, que   pour une place infinie v  la mesure   de  f   est : 
 
     
( ) ( ) ( ) ( )( ) 11 1
1 1
1 1
a , ,a .exp
2
r i
r nr
i j
M f V
j
−
+ +
= =
 
=  
 
∑∑…v     où  ( ) ( ) ( )( )0a , ,j j jna a= …   
 
  et    
  
( ) ( )( ) ( ) ( )( )121 1a , ,a det a ar n k lV + + =…  où    ( ) ( ) ( ) ( )
0
a a .
n
k l k l
j j
j
a a
=
=∑  . 
 
Le résultat est vrai pour r n=  . 
 
On remarque d’abord que  ( )f fρ ′=    avec  ( )( ) ( )1 1r ri iu aρ + +=   pour  0, ,i n= …  , où f ′  est 
une forme éliminante d’indice ( ) 11, ,1 Nr+∈…   de  la variété linéaire V ′  de dimension r   
définie par le système  d’équations  
( ) ( )X 0jL =   pour  2, , 1j r n= + +…   . 
 
Soit  l’hyperplan  1L   d'équation  
( )1
0
. 0
n
r
i i
i
a X+
=
=∑  .  Alors on a   1V V ′= ∩ L  . 
 
Il existe   ( )1 0,1 1,1 ,1b , , , nb b b V ′= ∈…     et    ( )2 0,2 1,2 ,2b , , , nb b b V ⊥′= ∈…   uniques tels que   
1 2a b b= +    . 
 
On a alors 
 
   
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1 2 2 1
0 0 0 0,1 0 0
1 2 2 1
1 1 1 1,1 1 1
1 2 2 1
,1 1
det
r r n
n r n
r r n
n n n n n
u u u b a a
u u u b a a
f
u u u b a a
+ +
+ +
+ +
 
 
 
=  
 
 
 
⋯ ⋯
⋯ ⋯
⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
⋯ ⋯
 . 
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On peut encore écrire   ( )f fρ ′=   où   
 
 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1 2 1 2 1
0 0 0 0 0 0
1 2 1 2 1
1 1 1 0 1 1
1 2 1 2 1
0 1
det
r r r n
n r r n
r r r n
n n n n
u u u u a a
u u u u a a
f
u u u u a a
+ + +
+ + +
+ + +
′ =
 
 
 
 
  
 
⋯ ⋯
⋯ ⋯
⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
⋯ ⋯
   et   
( )( )1 ,1ri iu bρ + =   pour  0, ,i n= … . 
 
D’après le Corollaire 4 de [ P2 ] , on a  
 
   
( ) ( )
( ) ( ) ( )
1,
0
1
.
exp log . x
x
n
r i i
ri
r
V
b x
M f
M f
∧=
+
′
  
  
  
= Ω
  ′
    
  
∑
∫
v v
v v
 . 
 
Considérons alors la transformation unitaire U  , telle que  ( ) ( )P CrV ′ =U  .  
Le membre de droite étant invariant par transformation unitaire, on obtient  
 
   
( ) ( )
( ) ( ) ( )
1,
0
1
P
.
exp log . x
x
r
r
r i i
ri
r
b x
M f
M f
∧=
+
  
′  
  
= Ω
  ′
    
  
∑
∫
v v
v v
  avec  1 1b b′ =v v   
 
qui, grâce au Lemme 2.11, donne 
 
   
( ) ( )
( ) ( ) ( ) ( )
1
1, 1 01
0
1
1
ˆ ˆexp log . . z      on   z , ,
1 1
b .exp
2
r
r r
i i n rr
iS
r
j
M f
b z z z
M f
i
σ
+
++
=
=
 
′= = 
 ′  
 
= − 
 
∑∫
∑
…
v
vv
 
 
ce qui entraîne, d’après l’hypothèse de récurrence 
 
   
( ) ( ) ( ) ( )( ) 12 11
1 1
1 1
b . a , ,a .exp
2
r i
r nr
i j
M f V
j
−
+ +
= =
 
=  
 
∑∑…v  
 
D'après un résultat énoncé par Y.V. Nesterenko dans  [ N1 ] , on a 
 
  
( ) ( ) ( )( ) ( ) ( )( )1 2 1 2 11a ,a , ,a b . a , , ar r n r nV V+ + + + +=… …  , 
 
qui entraîne alors 
 
 
( ) ( ) ( ) ( ) ( )( ) 12 2 1
1 1
1 1
a ,a , ,a .exp
2
r i
r r nr
i j
M f V
j
−
+ + +
= =
 
=  
 
∑∑…v   . 
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b -  Hauteur d'une variété projective 
     
 Définition 2.12 -  
   La hauteur invariante d'indice ( )1d , , rd d= …  de la sous-variété projective V  de  
( )P Cn  de dimension  r-1,  que l'on note ( )dh V ,  est  le nombre réel   : 
 
    ( ) ( ) [ ]
( ) ( )d 1h h . .log
: Q
rV f n M f
K
= = ∑ v v v
v
. 
 
  La hauteur d'indice ( )1d , , rd d= …  de la sous-variété projective V  de  ( )P Cn ,  que 
l'on note ( )dh V ,  est  le nombre réel  : 
  
  ( ) ( ) [ ]
( ) ( )( )d 1h h . . 0, log
: Q
rV f n Max M f
K
= = ∑ v v v
v
. 
 
 
D'après la formule du produit, on remarque que le nombre ( )dh V  ne dépend pas de la forme 
éliminante  f  choisie et d'après la Proposition 2 .9 que c'est un nombre positif ou nul. 
 
Lorsque ( )d 1, ,1= … , ( )dh V   sera noté simplement ( )h V , dans ce cas et lorsque V  est une 
sous-variété de ( )P Cn  de dimension 0 , c'est-à-dire un point de représentant  1x nK +∈ , on 
obtient : 
   ( ) [ ] ( )
1
h . .log x
: Q
V n
K
= ∑ v v
v
   
 
  et   ( ) ( )
1 1
h .hd V d V=   .   
 
 
On va maintenant généraliser cette remarque à  une  sous-variété projective V  de  ( )P Cn  de 
dimension 1r −  , dans le lemme suivant : 
 
     
 Lemme 2.13 -  
   Etant donnés une  sous-variété projective V  de  ( )P Cn  de dimension 1r −  et un 
élément  ( )1d , , Nrrd d= ∈…  ,  on a: 
 
      ( ) ( )d 1h . . .hrV d d V= …   . 
 
 
Démonstration 
 
Considérons f  et f ′  deux formes éliminantes de l'idéal de définition P  de la sous-variété 
V ,  d'indices respectifs  ( )1d , , rd d= …    et  ( )1 1d ' , , ,1rd d −= … .  On note  ( )1 1dˆ , , rd d −= …  . 
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Soit une place v  de K  et un homomorphisme quelconque  défini par  
 
    ˆˆ : C d Crρ   → v v   
  
   tel que,  pour  1, , 1j r= −…  , 
 
   
( )( )
( )( )
2
1           si la place   est infinie
1                  si la place    est finie  
j
j
r
d
j
r
u
u
α
α
α
ρ
ρ
=

=


=

∑
v
v
v
v
  
 
  et ( )ˆ 0r fρ ≠  et ( )ˆ 0r fρ ′ ≠  . 
 
Dans ces conditions, 
 
    l'ensemble  [ ]( )( )1 1ˆ , ,r rd dρ −= …Y Z P  est fini et inclus dans ( )P Cn v , 
 
    d'après les Propositions  (2.4)   et  (2.8)  de [ P1 ],  il existe des entiers naturels   
( )y
y
l
∈Y
 et  des   éléments 0λ  et 1λ   de Cv   tels que  ( )
*0
1
rd
K
λ λ
λ
= ∈  soit  indépendant de rρ   
 vérifiant 
   
( ) ( ) ( ) ( )( )( ) ( )( ) y1 2 1 0
y
ˆ u , u , , u ,u y
l
r r
r rf Uρ λ−
∈
= ∏…
Y
  
  et 
   
( ) ( ) ( ) ( )( )( ) ( )( ) y1 2 1 1
y
ˆ u ,u , , u , u y
l
r r
r rf Lρ λ−
∈
′ = ∏…
Y
    avec   y
y
r
l d f
∈
=∑ U
Y
. 
 
Alors  pour tout  y ∈Y  ,    ( ) ( )( )1 , y y rdrM U =v v v   et ( ) ( )( )1 , y yrM L =v v v  . 
 
 Donc 
( ) ( )( ) ( ) ( )( ) .1 10 , 0y yy r yl d lr rM f M Uρ λ λ
∈ ∈
= =∏ ∏v v v vv v v
y Y y Y
 
  et 
( ) ( )( ) ( ) ( )( )1 11 , 1y yy yl lr rM f M Lρ λ λ
∈ ∈
′ = =∏ ∏v v v vv v v
y Y y Y
 . 
 
Par conséquent   
 
   
( ) ( )( ) ( ) ( )( )1 1 rdrM f M fρ λ ′=v v v vv     avec  *Kλ ∈ . 
 
• Si  v   est une place infinie, par intégration, on obtient 
 
   
( ) ( ) ( ) ( )( ) rdr rM f M fλ ′=v v v vv  . 
 
• Si  v   est une place finie , en utilisant les égalités ultramétriques, on a la même relation . 
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Ce qui par sommation sur toutes les places v  de K  et  l'utilisation de la  formule du produit, 
donne  
   ( ) ( )d dh .hrf d f′ ′=  . 
 
Par itération, on montre alors que si f ′′  est une forme éliminante de  l'idéal de définition P  
de la sous-variété V ,  d'indice  ( )1, ,1 Nr∈…    
 
   ( ) ( )d 1h . . .hrf d d f ′′= …  
 
qui est le résultat souhaité.  
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III - Distance d'un point à une sous-variété projective 
 
Considérons  un  sous-schéma  X   de ( )P Cn v  définie sur un corps de nombres K   dont 
l'idéal de définition dans [ ]0 1, , , nK X X X…  est un idéal homogène  I  de dimension  1r −  et 
de degré d .  
 
On rappelle  que  [ ] ( ){ }0 1, , , / x 0  pour tout x  nP K X X X P X= ∈ = ∈…I   
          et  que  ( ) ( ) ( ){ }x P C / x 0 pour tout n v P P= ∈ = ∈I IZ  
 
Soit  f  une forme éliminante d'indice ( )1d , , Nrrd d= ∈…  , de l'idéal  I  . 
 
Soit un point de ( )P Cn  de représentants ( )0 1x , , , nx x x= …  . 
 
On considère l'homomorphisme ,x,dδv  de Cv -algèbre  défini  dans le premier paragraphe. 
   
 Définition 3.1 - La distance d'indice d   de x   au   sous-schéma  X  de ( )P Cn v   en la 
place v , que l'on notera ( )x,dDist Xv, ,  est le nombre défini de la façon suivante  : 
 
 Pour toute place v  :  
   
     ( ) ( )
( ) ( )( )
( ) ( )
,x,d
,d ,d
.
1
x, x
. x j j
r
r
d d fr
j
M f
Dist X
M f
δ
=
= =
∏ 
I
U
v v v
v v
v v v
  . 
 
Pour une place finie, la définition est celle introduite dans [ P1 ] , par conséquent les 
résultats  qui y figurent ne seront que rappelés . 
 
Une démonstration analogue à celle faite dans [ P1 ] ,  montre  que pour toute place v : 
 
 • Si  ( )d x, 0Dist X =v,   alors  x X∈ . 
 
 • Si l'idéal   I  est pur  ( )
,d
x 0=I
v
  est équivalent  à  ( )x ∈ Z I . 
 
Dans le cas d'une place infinie, ( )d x,Dist Xv,  est invariant par transformation unitaire de 
( )P Cn v . 
Si l'on remplace le sous-ensemble algébrique  X  par  le  point ( )0 1y , , ny y y= … , une forme 
éliminante d'indice d  de y  est : 
 
   ( ) ( ) ( )11 x x
d
U u
α
α
α =
= ∑  . 
 
On obtient alors la distance de deux points. 
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1 - Distance de deux points  
 
La définition 3.1 nous permet de dire que la distance  d'indice  d  de deux points  x   et  y   
de ( )P Cn v   en la place v , que l'on notera ( )x, ydDistv, ,  est le nombre  
 
     ( )
( ) ( )( )( )
( ) ( )( )
( ) ( )( )( )1 1x ,1 x ,1
1
,1
y y
x, y
y . x y . x
d d
d dd d
M U M U
Dist
M U
δ δ
= =
v v, , v v v, , v
v,
v v v vv
  . 
   
On remarque que cette définition ne dépend pas du représentant de x   et  y  choisi et que, 
d'après la Proposition 2.3, elle s’exprime de la façon suivante : 
 
 pour une place infinie  v , ( )
2
x .y x .y
x, y
y . x
d
d d d
d d
Dist
α α α α
α α
α α
α α
′ ′
′= =
′
  
−  
′  
=
∑
≺
v
v,
vv
 , 
 
 pour une place finie  v , ( )
( )x .y x .y
x, y
y . x
d
d d d
Max
Dist
α α α α
α α
α α
′ ′
′= =
′
−
=
≺
v
v,
vv
 .  
 
On remarque aussi que 
 
• Pour tout ( )x, y C C∈ ×v v , on a ( )x, y 0dDist ≥v, . 
 
• Pour tout ( )x, y C C∈ ×v v , on a ( ) ( )y, x x, yd dDist Dist=v, v,  . 
 
On déduit enfin que 
 
• Pour tout x C∈ v   , ( )x, x 0dDist =v, . 
 
 
Etudions plus précisément le cas 1d = .  
 
On montrera que dans ce cas 1Distv,  , que nous noterons  Distv  , est une distance sur ( )P Cn v  
. 
 
 Pour une place finie  v , on a 
 
   ( ) ( ). .x, y
y . x
i j j i
i j
Max x y x y
Dist <
−
=
v
v
vv
 
 
   On montre sans aucun problème que Distv   est une distance ultramétrique. 
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 Pour une place infinie v , on a 
 
   ( )
2
0
x, y
y . x
i j j i
i j n
x y x y
Dist
≤ < ≤
−
=
∑ v
v
vv
  . 
 
 
Montrons  l'inégalité triangulaire .  
 
On aura besoin des résultats suivants : 
 
 
 Lemme 3.2 - Etant donnés trois éléments   1x, y z Cnet de +v , on a les relations suivantes :  
  (i)  
2
2
00
2 22 2
1
x y x y
n
i ii j j i
ii j n
x yx y x y
=≤ < ≤
−
+ =
∑∑ v
v
v vv v
, 
 
   (ii)  
2 2 2
0 0 0
x zx y z y
i j j i i j j i i j j i
i j n i j n i j n
x y x y x z x z z y z y
≤ < ≤ ≤ < ≤ ≤ < ≤
− − −
≤ +
∑ ∑ ∑v v v
v vv vv v
  . 
 
   La relation (ii) est l'inégalité triangulaire. 
 
   (iii) si   ( )x, y 1Dist =v   on a alors 
 
     ( )( ) ( )( ) ( )( )2 221 x, y x, z z, yDist Dist Dist= ≤ +v v v   . 
 
 Démonstration 
 
 • La relation (i) se démontre par récurrence. 
 
   pour 1n =  ,  
    
2 2
0 1 1 0 0 0 1 1 0 0 1 1 0 0 1 1v v v v
x y x y x y x y x x x x y y y y− + + = + +   , 
 
 
   pour 1n ≥  , supposons la relation (i) vraie, alors   
  
 
2 2
1
2 2 2
1 1
0 1 0 0 0 =0
2
1 1 1 1 1 1
0 0
+
       
n n n
i j j i i i i j j i i i i n n i
i j n i i j n i i
n n
i i n n i i n n n n
i i
x y x y x y x y x y x y x y x y
x y x y x y x y x y
+
+ +
≤ < ≤ + = ≤ < ≤ =
+ + + + + +
= =
− + = − + −
   
+ + +   
   
∑ ∑ ∑ ∑ ∑
∑ ∑
vv v
v v
v
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2
1
2 2 2 2 2 2 2
1 1
0 1 0 0 0 0 0
2
1 1       
n n n n n
i j j i i i i i i n i n
i j n i i i i i
n n
x y x y x y x y x y y x
x y
+
+ +
≤ < ≤ + = = = = =
+ +
      
− + = + +      
      
+
∑ ∑ ∑ ∑ ∑ ∑v v v v v vv
v
v
 
 
 c'est-à-dire 
  
   
2
1 1 1
2 2 2
0 1 0 0 0
n n n
i j j i i i i i
i j n i i i
x y x y x y x y
+ + +
≤ < ≤ + = = =
  
− + =   
  
∑ ∑ ∑ ∑v vv
v
 
 
 Ce qui démontre donc la relation (i). 
 
 
 •  Pour la relation (ii), on va montrer pour 1n =  une relation plus précise qui est : 
    
   
0 1 1 0 0 1 1 0 0 0 1 1 0 1 1 0 0 0 1 1
x z x zx y z y z y
x y x y x z x z z y z y z y z y x z x z− − + − +
≤ × + ×v v v v v
v v v vv v vv v v
 
 
or d'après la relation (i)  on a 
 
   0 0 1 1 1
z y
z y z y+
≤v
v v
   et 
0 0 1 1
1
x z
x z x z+
≤v
v v
, 
 
qui permet de déduire la relation (ii). 
 
On remarque d'abord que l'homogénéité de la formule permet, sans restriction, de prendre
   x ,y zet     tels que  x y z 1= = =
v vv
 . 
 
La relation à montrer devient alors 
 
  0 1 1 0 0 1 1 0 0 0 1 1 0 1 1 0 0 0 1 1x y x y x z x z y z y z z y z y x z x z− ≤ − × + + − × +v v v v v . 
 
Relation qui est évidente en remarquant que l'on a l'égalité: 
 
 
  ( ) ( ) ( ) ( ) ( ) ( )0 1 1 0 0 0 1 1 0 1 1 0 0 0 1 1 0 1 1 0 0 0 1 1x y x y z z z z x z x z y z y z z y z y x z x z− + = − × + + − × + . 
 
 et  
 
  0 0 1 1 1z z z z+ = . 
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• Démontrons la relation (ii) pour tout 1n ≥ . 
 
On remarque d'abord que pour tout couple de complexes  ( ),λ µ  et pour tout couple ( )x, y   
de 1 1C Cn n+ +×v v  on a : 
 
 ( ) ( ) 2 22
0 0
i j j j i i i j j i
i j n i j n
x x y x x y x y x yλ µ λ µ µ
≤ < ≤ ≤ < ≤
+ − + = −∑ ∑v vv  
et     ( ) ( ) 2 22
0 0
i j j j i i i j j i
i j n i j n
y x y y x y x y x yλ µ λ µ λ
≤ < ≤ ≤ < ≤
+ − + = −∑ ∑v vv  . 
 
Par conséquent 
 ( ) ( ). yx, .x+ .y x, y
.x+ .y
Dist Dist
µ
λ µ
λ µ
=
v v
v v
v
 
 
 et ( ) ( )x.x+ .y, y x, y
.x+ .y
Dist Dist
λλ µ
λ µ
=
v v
v v
v
, 
 
d'où l'on déduit 
      ( ) ( ) ( ) ( ). x . yx, .x+ .y .x+ .y, y x, y x, y
.x+ .y
Dist Dist Dist Dist
λ µ
λ µ λ µ
λ µ
+
+ = ≥v v v vv v v v
v
. 
 
Considérons l'espace préhilbertien complexe 1Cn+  muni du produit scalaire hermitien 
 
  
0
x y
n
i i
i
x y
=
=∑ . 
 
Soit E   le sous espace engendré par { }x, y  et z  un élément de 1Cn+  , il existe alors deux 
nombres complexes λ  et µ  ( uniques si x  et y  sont linéairement indépendants) et un 
élément  z′  de E⊥  tel que : 
 
  z z .x+ .yλ µ′= + . 
On a alors 
 z x .x+ .y xλ µ=   et z y .x+ .y yλ µ=  
 
Or d'après la relation  (i) 
   
  ( )( )
2
2
2 2
z x
z, x 1
z x
Dist = −v
v v
    ou encore ( )( )( )2 2 2 2z x 1 z, x z xDist= − v v v  
 
  ( )( )
2
2
2 2
.x+ .y x
x, .x+ .y 1
.x+ .y x
Dist
λ µ
λ µ
λ µ
= −v
vv
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( )( )
( )( )( )
2
2
2 2
2
2
2
z x
x, .x+ .y 1
.x+ .y x
z
1 1 x,z .
.x+ .y
Dist
Dist
λ µ
λ µ
λ µ
= −
= − −
v
vv
v
v
v
 
 
Et comme  
2
2
z
1
.x+ .yλ µ
≥v
v
 
 
 
  cela entraîne  
 
    ( ) ( )x, .x+ .y x,zDist Distλ µ ≤v v  
 
 
  et de la même façon 
 
    ( ) ( ).x+ .y, y z, yDist Distλ µ ≤v v . 
 
Et d'après la remarque préliminaire, on peut conclure 
 
 ( ) ( ) ( ) ( ) ( )x, y x, .x+ .y .x+ .y, y x, z z, yDist Dist Dist Dist Distλ µ λ µ≤ + ≤ +v v v v v . 
 
ce qui termine la démonstration de la propriété (ii) du lemme 3.2.   
 
 
• Démontrons la relation (iii) . 
 
 En reprenant les notations et les éléments utilisés dans la relation (ii), on obtient : 
 
  ( ) ( ). yx, .x+ .y x, y
.x+ .y
Dist Dist
µ
λ µ
λ µ
=
v v
v v
v
 
 et 
  ( ) ( )x.x+ .y, y x, y
.x+ .y
Dist Dist
λλ µ
λ µ
=
v v
v v
v
. 
   puis 
    ( ) ( )x, .x+ .y x, zDist Distλ µ ≤v v  
 
   et  
 
    ( ) ( ).x+ .y, y z, yDist Distλ µ ≤v v . 
 
 
Cela entraîne alors 
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  ( )( ) ( )( ) ( )( )
22 2 2
2 22
2
. x . y
x, y x, z z, y
.x+ .y
Dist Dist Dist
λ µ
λ µ
+
≤ +v v v v v v v
v
 . 
 
Mais si  ( )x, y 1Dist =v ,  les vecteurs x   et  y   sont orthogonaux et  
22 2 2
2
. x . y
1
.x+ .y
λ µ
λ µ
+
=
v v v v
v
 
,  
ce qui entraîne bien la relation (iii), c'est-à-dire  
 
  ( )( ) ( )( ) ( )( )2 221 x, y x, z z, yDist Dist Dist= ≤ +v v v   .   
 
 
 
 Remarques : 
 
•  Pour une place finie , d'après [ P1 ] , 
 
   ( ) ( )y, x y, xdDist Dist=v, v  . 
 
•  Pour une place  infinie ,  
 
   ( ) ( ) ( )( )y, x y , xd d dDist Dist ω ω=v, v   
où dω   est le plongement  de ( )P Cn v   dans ( )P CN v   avec  1n dN d
+ 
= − 
 
 , défini au 
premier paragraphe, on peut donc affirmer que dDistv,   est  aussi une distance sur ( )P Cn v  . 
Cette distance étant archimédienne  si la place v est infinie et ultramétrique si la place  v est 
finie. 
 
 
• Pour une place infinie , 
 
   la propriété (1) du lemme 3.2 , nous amène à définir  naturellement  
 
  ( )
2
0
sin x, y
x y
i j j i
i j n
x y x y
≤ < ≤
−
=
∑ v
v
v v
 et ( ) 0cos x, y
x y
n
i i
i
x y
=
=
∑
v
v
v v
 . 
 qui sont en fait les sinus et cosinus de l'angle ( ) 0,x,y
2
pi
∧
 
∈   
 dans le plan engendré par x  et 
y . 
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   La propriété (2) de ce même  lemme 3.2 nous donne alors la relation 
   
   ( ) ( ) ( )sin x, z sin x, y sin y, z≤ +v v v   
 
 avec l'inégalité plus précise obtenue dans le cas 1n = , 
 
   ( ) ( ) ( ) ( ) ( )sin x, z sin x, y .cos y, z sin y, z .cos x, y≤ +v v v v v . 
 
   On  définit  aussi  
 
  ( ) ( )( )( )
2
,x
x .y x .y
y
sin x, y
x . y x y
d
d
d d dd d
d d
M U
α α α α
α α
α α
α αδ
′ ′
′= =
′
  
−  
′  
= =
∑
≺
v
v v , v
v,
v vv v
 
 
et  
 ( ) ( )( )0
x .y
cos x, y cos x, y
x y x y
dn
i i
dd i
d d dd d
d
x y
α α
α α=
=
 
 
 
= = =
∑ ∑
v v
v, v
v vv v
  . 
 
 
• Pour une place infinie, comme 
0
n
i i
i
x y
=
∑
v
  est invariant par transformation unitaire, on 
déduit que ( )y, xdDistv,  est  aussi invariant par transformation unitaire.  
 
 
 Proposition 3.3 - Etant donnés  deux points  x   et  y   de 1Cn+v   on a la propriété 
suivante  : 
 
 (i)    Pour toute place v ,    ( )y, x 1Dist ≤v , 
 
       de plus, si 0 0y = , on a ( )0 y, x
x
x
Dist≤v v
v
 . 
 
 (ii)    Pour toute place v ,   ( ) ( )
y x
y, x
x , y
Dist
Max
−
≤ vv
v v
 . 
 
Démonstration  
 
•  La première partie de la propriété  (i) est simple, en effet: 
 Pour une place finie, le résultat est immédiat. 
 Pour une place infinie , il suffit d'appliquer la propriété (i) du lemme 3.2.
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•  Pour la  seconde  partie de la propriété  (i) , on considérera deux cas. 
 
 - Si v  est une place infinie et  si 0 0y = , on peut écrire 
 
      
2 2
0 0
0 0
2
0
0
22
0 y
n
i j j i j j
i j n j
n
j
j
x y x y x y x y
x y
x
≤ < ≤ =
=
− ≥ −
≥
≥
∑ ∑
∑
v v
v
v v
 
 
 Ce qui donne le résultat souhaité. 
 
 - Si v  est une place finie et  si 0 0y = , on peut écrire 
 
  
0 0
0 0
0
0
0
0
max max
max
max
i j j i j j
i j n j n
j
j n
j
j n
x y x y x y x y
x y
x y
≤ < ≤ ≤ ≤
≤ ≤
≤ ≤
− ≥ −
≥
≥
v v
v
v v
 
 
 Ce qui cette fois donne le résultat souhaité pour une place finie et permet d'énoncer la  
deuxième partie de  la relation (i). 
 
 
•  Pour la propriété  (ii). 
   
 - Si v  est une place infinie, 
 
Considérons l'espace préhilbertien complexe 1Cn+  muni du produit scalaire hermitien 
 
  
0
x y
n
i i
i
x y
=
=∑   . 
 
Soit E   le sous espace engendré par { }y  ,  l'élément x  de 1Cn+  s'écrit  
 
 1 2x y y= +  avec   1y E∈  et 2y E
⊥∈ . 
 
 
On a alors 
    1x y y y=  et 
2 2 2
1 2y y x+ = vv v
  , 
 
ce qui entraîne 
    ( ) 1 1y y ycos x,y
xx . y
= =
v v
v
vv v
   et ( ) 2ysin x,y
x
=
v
v
v
  . 
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D'autre part, 
 
   
( )
2
1 2 1 2
2 2
1 2
2
x y x y x y
y y y y y y
y y y
x .sin x,y
− = − −
= + − + −
= − +
≥
v
v v
vv
 
  
 qui entraîne 
   ( )
2
2
x y
sin x,y
x
−
≤ vv
v
  . 
 
De la même façon on a 
 
   ( )
2
2
x y
sin x,y
y
−
≤ vv
v
  . 
 
Ce qui permet de déduire immédiatement la  relation (ii)  pour une place infinie. 
 
 
- Si v  est une place finie 
 
  
( ) ( )
( )
0 0
0
0 0
max max
max
max .max
y x y
i j j i i i j j j i
i j n i j n
i i j
i j n
j i i
j n i n
x y x y x y y x y y
x y y
y x y
≤ < ≤ ≤ < ≤
≤ < ≤
≤ ≤ ≤ ≤
− ≤ − − −
≤ −
≤ −
≤ −
v v
v
vv
v v
 
 
 d'où 
   
  ( ) x yy, x
y
Dist
−
≤ vv
v
  et de la même façon ( ) x yy, x
x
Dist
−
≤ vv
v
  . 
 
 Ces deux inégalités permettent de déduire la relation (ii) pour une place finie, ce qui 
achève ainsi la démonstration de la Proposition 3.3 .   
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Remarque : 
 
 On peut visualiser très facilement la relation (ii) de cette proposition sur la figure ci-
dessous: 
       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Lorsque l'on fait varier y  en gardant une direction constante,  on constate que  
 
    2x y y− ≥v v   , 
 
   or        ( ) 2x .sin x,y y=v v , 
 
ce qui illustre bien le résultat.   
 
 
 
x
-y
x-y
y2 1y
y
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Plaçons nous dans la carte affine de ( )P Cn v  définie par { }0 0X ≠  munie de la métrique 
euclidienne et notons les éléments de cette carte 1
0 0
xˆ , , n
xx
x x
 
=  
 
… . 
Nous pouvons alors énoncer : 
 
 Proposition 3.4 - Etant donnés  deux points  x   et  y   de 1Cn+v   tels que 0 0x ≠ , on a la 
propriété suivante  : 
 
 (i)    Si 0 0y = ,  pour toute place v ,   ( )
2
1
y, x 1
ˆ1 x
Dist≤ ≤
+
v
v
. 
 
 (ii)   Si 0 0y ≠ , 
     pour toute place infinie v , ( ) ( ) ( ) ( )2 22 2
ˆ ˆ ˆ ˆy x y x
y, x
ˆ ˆ ˆ ˆ1 x 1 y max 1 x ,1 y
Dist
− −
≤ ≤
+ + + +
v v
v
v vv v
, 
       
 pour toute place finie v ,     
( ) ( ) ( ) ( )
ˆ ˆˆ ˆ y xy x
y, x
ˆ ˆ ˆ ˆmax 1, x .max 1, y max 1, x , y
Dist
−−
≤ ≤ vv
v vv v
. 
Démonstration  
 
• Si 0 0y = , la relation découle immédiatement  de la relation (i) de la Proposition 3.3. 
 
    En effet,  on a 
    ( )0
2
1
y, x
xˆ1 x
x
Dist≤ ≤
+
v
v
v
v
. 
 
• Si  0 0y ≠ , démontrons d'abord la majoration. Pour cela,  appliquons la relation (ii) de la 
Proposition 3.3 aux éléments  
0
1
.x
x
  et  
0
1
.y
y
   de 1Cn+v . On obtient alors: 
 
 - pour une place infinie 
   
0 0
0 0
0 0
1 1
.y .x
1 1
.y, .x
1 1
max .x , .y
y x
Dist
y x
x y
−
 
≤ 
  
  
 
v
v
v v
. 
 Mais comme  
  ( )
0 0
1 1
.y, .x y, xDist Dist
y x
 
= 
 
v v     et 
0 0
1 1
ˆ ˆ.y .x y x
y x
− = −
v
v
 , 
 
 on déduit immédiatement la relation (ii) pour une place infinie. 
  - pour une place finie, la relation est immédiate puisque: 
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0 0
0 0
0 0
1 1
.y .x
1 1
.y, .x
1 1
max .x , .y
y x
Dist
y x
x y
−
 
≤ 
  
  
 
v
v
v v
 
  et 
   ( )
0 0
1 1
ˆ ˆmax .x , .y max 1, x , y
x y
 
≥  
 v v
.  
 
Démontrons maintenant la minoration. 
 On remarque pour cela que: 
 
  - pour une place infinie, 
  
   
2 2
00 0 0 0
1 1
.y .x
n
i i
i
x y
y x x y
=
− = −∑
v v
 
     
2
0 02 2
00 0
1
.
n
i i
i
y x x y
x y =
= −∑ v  
     ( )( )
( ) ( ) ( )( )
2
2 2
00 0
2 22
2 2
0 0
222
1
.
1
y, x x y
ˆ ˆ1 x 1 y y, x
n
j i j i
i j n
y x x y
x y
Dist
x y
Dist
≤ < ≤
≤ −
≤
≤ + +
∑ v
v v v
vv v
 
    et par conséquent 
 
   ( )( ) ( )( )
2
2
22
ˆ ˆy x
y, x
ˆ ˆ1 x 1 y
Dist
−
≤
+ +
v
v
v v
 
 
 
  - pour une place finie, 
 
   
1
0 0 0 0
1 1
.y .x max i i
i n
x y
y x x y≤ ≤
 
− = −  
 v v
 
 
               ( )0 0
1
0 0
1
.max i i
i n
y x x y
x y ≤ ≤
= −
v
v v
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( )
( )( )
( ) ( ) ( )( )
0
0 0 0 0
0 0
0 0
1 1 1
.y .x max
max max y, x
ˆ ˆmax 1, x .max 1, y . y, x .
j i j i
i j n
ji
i n j n
y x x y
y x x y
yx
Dist
x y
Dist
≤ < ≤
≤ ≤ ≤ ≤
− ≤ −
  
 ≤        
≤
v
v v v
v v
v
v v
vv v
  
 
 Ce qui achève la démonstration de la Proposition.  
 
 
 
Nous allons maintenant nous intéresser à dDistv,   et  la comparer à Dist δv, . 
 
 Proposition 3.5 - Etant donnés  deux points  x   et  y   de 1Cn+v   et deux entiers non nuls 
d  et  δ   avec  d δ<  , alors  on a les propriétés suivantes  : 
 
 (i)    Pour toute place v ,   ( )y, x 1dDist ≤v, . 
 
(ii)  Pour toute place finie v ,    
 
    ( ) ( )y, x y, xdDist Dist δ=v, v,  , 
 
        Pour toute place infinie v ,   
  ( ) ( ) ( )y, x y, x . y, xd dDist Dist Dist
d
δ
δ
≤ ≤v, v, v,   . 
       
 Démonstration  
 
• Pour une place finie le résultat de la relation (i) est immédiat. 
 
 Pour une place infinie, il découle immédiatement de la Proposition 3.3, puisque  
    ( ) ( ) ( )( )y, x y , xd d dDist Dist ω ω=v, v   .  
 
• Pour une place finie , le résultat de la relation (ii) est celui du  Lemme (2.9) de [ P1 ] . 
 
 Dans le cas d'une place infinie, on va utiliser les remarques faites à la suite de la 
démonstration du lemme 3.2 . 
 
  Démontrons d'abord la minoration. D'après ces remarques 
 
   ( ) ( )( )2sin x, y 1 cos x, yδ δ= −v, v,  et  ( ) ( )( )cos x, y cos x, y 1δδ = ≤v, v  
 
   ( ) ( )( )2sin x, y 1 cos x, yd d= −v, v,  et  ( ) ( )( )cos x, y cos x, y 1dd = ≤v, v  
donc 
 
 Critères pour l’indépendance algébrique et linéaire     Page  63
 
   ( ) ( )cos x, y cos x, ydδ ≤v, v,   et ( ) ( )( )2sin x, y 1 cos x, ydδ ≥ −v, v, , 
 
 ce qui prouve  que  ( ) ( )sin x, y sin x, ydδ ≥v, v,  , qui est le résultat souhaité, à savoir 
 
     ( ) ( )y, x y, xdDist Dist δ≤v, v,  . 
 
 
      Démontrons maintenant la majoration. En utilisant toujours les mêmes remarques, on a 
 
   
( ) ( )( )
( )( )
( )( )( )
2
2
2
sin x, y 1 cos x, y
1 cos x, y
1 1 sin x, y .
d
d
d
d
δ δ
δ
δ
= −
= −
= − −
v, v,
v,
v,
 
 
 Mais comme ( )0 sin x, y 1d≤ ≤v, , 
 
   ( )( )( ) ( )( )2 21 sin x, y 1 . sin x, ydd dd
δ
δ
− ≥ −v, v,   
 
 qui entraîne 
 
   ( )( )( ) ( )21 1 sin x, y .sin x, ydd dd
δ
δ
− − ≤v, v,  
 
 c'est-à-dire 
 
  ( ) ( )y, x . y, xdDist Dist
d
δ
δ
≤v, v,  .   
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2 - Distance d'un point à une hypersurface  
 
 Proposition 3.6 - La distance d'indice ( )1, ,1 Nn∈…   d'un point x   de ( )P Cn v  à une 
hypersurface Z  de degré d  d'équation  réduite ( )X 0P =  , en tout  place v , que l'on a 
notée ( )x,Dist Zv ,  est   
 
   ( ) ( )( )
x
x,
. x
d
P
Dist Z
M P
=
v
v
v v
  . 
   
Démonstration 
 
• Pour une place infinie v  . 
  
L'homogénéité nous permet de prendre x  tel que x 1=
v
 , comme de plus la distance d'un 
point x  de ( )P Cn v  à un sous-schéma est invariante par transformation unitaire de ( )P Cn v , 
comme on le justifiera au prochain paragraphe, on peut donc se ramener sans perte de 
généralité par une transformation unitaire de ( )P Cn v  au cas ( )x 1,0, ,0= … . 
 
Soit R  une forme éliminante d'indice ( )1, ,1,d…  de ( )P Cn v  , on a : 
 
  ( )1 1Re , , ,n nR s L L U += …  où ( )
0
n
j
j i i
i
L u X
=
=∑  pour 0,1, ,j n= …  
      et 
( )1
1 X
n
n
d
U u
α
α
α
+
+
=
= ∑  . 
Considérons la spécialisation ρ  définie par : 
 
  ( ) ( )1 XnU Pρ + =   où   ( )X X
d
P
α
α
α
µ
=
= ∑    et   ( )X 0P =  est l'équation de Z . 
 
Considérons la spécialisation 0ρ  définie par : 
 
  ( )0 1 0dnU Xρ + =        et      0Z    l'hypersurface de ( )P Cn v  d'équation 0 0X =  . 
 
On remarque d'abord que   ( )0x, 1Dist Z =v  , car  une forme éliminante g  d'indice 
( )1, ,1…  de 0Z   est : 
 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 1 1
1 2
2 2 2
1 2
1 2
det
n
n
n n n
n
u u u
u u u
g
u u u
 
 
 
=  
 
 
 
⋯
⋯
⋮ ⋮ ⋱ ⋮
⋯
 ce qui donne   ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 1 1
0,1 0,2 0,
2 2 2
0,1 0,2 0,
,x,d
0,1 0,2 0,
det
n
n
n n n
n
s s s
s s s
g
s s s
δ
 
 
 
=  
 
 
 
⋯
⋯
⋮ ⋮ ⋱ ⋮
⋯
v v  
 
ce qui donne immédiatement le résultat souhaité. 
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La forme ( )f Rρ=   est une forme éliminante d'indice ( )d 1, ,1= …   de Z  , dans ce cas  fv  
et ,x,dδɶv   sont définis de la même façon quelque soit la place v envisagée,  nous les noterons 
respectivement, pour simplifier les notations, ( )Rρ  et  xδ   . 
 
On a alors 
  ( ) ( )( )( )
( ) ( )
( )
( ) ( )( )
( )( )
x0
x 00
x,
x, .
x,
n n
d
RDist Z R
Dist Z M M
R RDist Z
δ ρρ
ρ δ ρ
  
= =      
   
v
v v v
v
 
• Dans un premier temps évaluons ( ) ( )( )
0n RM
R
ρ
ρ
 
  
 
v . 
En appliquant le Lemme 1 de [ P3 ] , on obtient 
 
  ( ) ( )( ) ( ) ( )
00
P
exp log . z
z
n
d
nn zRM
R P
ρ
ρ
∧
   
  = Ω         
∫ vv
v
 
 
qui d'après le lemme 2.11 donne 
 
  
( ) ( )
( ) ( ) ( )
( )( )
( )
( )
1
00
1
0
exp log . x
x
1
.
n
d
n
n
S
d
xR
M
R P
M X
M P
M P
ρ
σ
ρ
+
+
   
  =         
=
=
∫ vv
v
v
v
v
 
 
• Evaluons maintenant 
( ) ( )( )
( )( )
x
x 0
n RM
R
δ ρ
δ ρ
 
 
 
 
v  . 
Cette fois, en appliquant le Lemme 1' de [ P3 ], on obtient 
 
    
( ) ( )( )
( )( )
( ) ( )
{ }
( )( )x x
x 0 P x 0
y
log log . y log x
n
nn
d
PR
M P
R y
δ ρ
δ ρ
∧
−
   
   = Ω + 
    
    
∫ vv v
v
 car 0 1x =v  
où ( )x yΩ  est la mesure définie  par ( ) 2x 1y log z
2i
∂∂
pi
Ω =
−
v
   et   1
0 0
z , , n
zz
z z
 
=  
 
…  . 
D'autre part  en posant ( ) ( )1z 1, , , nP P z z=ɶ …   avec  ( )1z , , nz z= …  
  
( ) ( )
{ }
( )( )
{ }
( )( )
( ) ( )
2
x
P x C 00
2
0
y 1
log . y log z . log z
2
1
lim log z . log z
2
n
n
n n
n
n
d
n
R
B R B rr
P
P
iy
P
i
∂∂
pi
∂∂
pi
∧
∧
−
−
∧
→+∞
−→
 
   Ω =   
− 
 
 
=  
− 
∫ ∫
∫
ɶ
ɶ
v
v
v
vv
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Calculons alors  ( )( )
( )
21
log z . log z
2
n
n
B r
P
i
∂∂
pi
∧
 
 
− 
∫ ɶ vv   . 
 
En remarquant que 
 
 ( )2 21log z log z
2i
∂∂
pi
=
−
cdd  
 
on a 
 
( ) ( ) ( ) ( )( ) ( ) ( )
( )( )
1 1
1 12 2 2 2
log z . log z log z log z log z log z
2 2
1 2
log z log z
2
n n
P P
i i
n
P
i
∂∂ ∂∂
pi pi
∂∂
pi
∧ − ∧ −
∧ = ∧ ∧
− −
∧
+
−
 
  
 
 
 
 
ɶ ɶ
ɶ
c cd d d d
 
mais on a aussi 
 
( )( ) ( ) ( )( ) ( )( )1 12 2 2 21 1log z log z log z log z log z log z
2 2
n n
P P
i i
∂∂ ∂∂
pi pi
∧ − ∧ −
∧ ∧ ∧ ∧
− −
   
   
   
ɶ ɶc cd d = d d
 
  
qui donne en appliquant la formule de Stokes  
 
 
( )( )
( )
( )( ) ( )
( )
( )( ) ( )( )
( )
1
2 2 2
1
2 2
1 1
log z . log z log z . log z log z
2 2
1
log z log z log z .
2
n n
n
n n
B r S r
n
B r
P P
i i
P
i
∂∂ ∂∂
pi pi
∂∂
pi
∧ ∧ −
∧ −
= ∧
− −
− ∧ ∧
−
   
   
   
 
 
 
∫ ∫
∫
ɶ ɶ
ɶ
c
c
d
d d
v v
 
Mais pour ( )z nS r∈  ,  on a ( ) ( )12 21log z log z z
2
n
n
i
∂∂ σ
pi
∧ −
 
∧ = 
− 
cd  , ce qui donne 
 
( )( )
( )
( )( ) ( )
( )
( )( ) ( )( )
( )
2
1
2 2
1
log z . log z log z . z
2
1
log z log z log z .
2
n n
n
n
n
B r S r
n
B r
P P
i
P
i
∂∂ σ
pi
∂∂
pi
∧
∧ −
=
−
− ∧ ∧
−
 
 
 
 
 
 
∫ ∫
∫
ɶ ɶ
ɶcd d
v v
 
Or en appliquant la formule de Jensen , on a 
 
  ( )( ) ( )
( )
( )( ) ( )( ) ( ) 110 2
1 !
log z . z log 0
n n
r
n nn
S r Z B r
n d
P P
ρ
σ µ
ρpiρ
−
−
 
− 
= +
 
 
∫ ∫ ∫
∩
ɶ ɶ
v v
  . 
 
 
D'autre part 
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( )( ) ( )( ) ( )
( )
( )( ) ( )
( )
1 1
2 2 2
0
1 1 2.
log z log z log z log z log z
2 2
n n
n n
r
B r S
d
P P
i iρ
ρ
∂∂ ∂∂
pi pi ρ
∧ − ∧ −
∧ ∧ = ∧
− −
 
 
 
∫ ∫ ∫ɶ ɶ
c cd d d
 
et pour ( )z nS ρ∈  ,  on a 
11
2 2
2
1 1
log z z
2 2
nn
i i
∂∂ ∂∂
pi piρ
∧ −∧ −
  
=   
− −   
v v
 , ce qui donne 
 
( )( ) ( )( ) ( )
( )
( )( ) ( )
( )
1 1
2 2 2
2 10
1 1 2.
log z log z log z log z z .
2 2
n n
n n
r
n
B r S
d
P P
i iρ
ρ
∂∂ ∂∂
pi pi ρ
∧ − ∧ −
−
∧ ∧ = ∧
− −
 
 
 
∫ ∫ ∫ɶ ɶv v v v v
c cd d d
 
 
Mais 
 
 ( )( )
( )
( )( )
( )
1 1
2 21 1
log z z log z z
2 2
n n
n n
S B
P P
i iρ ρ
∂∂ ∂∂
pi pi
∧ − ∧ −
   
∧ = ∧   
− −   
∫ ∫ɶ ɶv vv v
c cd dd  
 
et d'après l'équation de Lelong-Poincaré, on a 
 
 ( )( ) 1log z
2
ZP T=ɶ v
cdd  où ZT   est le courant défini par la variété projective Z , 
 
donc 
 
( )( )
( ) ( )
( )
( )
( )
( )
1 1
2 2
11
11
1 1 1
log z z z
2 2 2
1 !
2
1 !
2
n n
n
n
n n
Z
S B
Z nn
B
nn
Z B
P T
i i
n
T
n
ρ ρ
ρ
ρ
∂∂ ∂∂
pi pi
µ
pi
µ
pi
∧ − ∧ −
−
−
−
−
   
∧ = ∧   
− −   
−
= ∧
−
=
∫ ∫
∫
∫
∩
ɶ
v vv
cd
 
et 
 
( )( ) ( )( )
( )
( )
( )
1
2 2
11 2 10
1 !1
log z log z log z
2
n n
n
r
nn n
B r Z B
n d
P
i ρ
ρ∂∂ µ
pi pi ρ
∧ −
−
− −
 
− 
 ∧ ∧ =   
−   
∫ ∫ ∫
∩
ɶ
v vv
cd d   , 
 
ce qui entraîne finalement  
 
   ( )( )
( )
( )( )21log z . log z log 0
2
n
n
B r
P P
i
∂∂
pi
∧
 
= 
− 
∫ ɶ ɶvv v  
et 
   
( ) ( )
{ }
x
P x 0
y
log . y 0
n
n
d
P
y
∧
−
 
  Ω =
 
 
∫ v
v
 . 
 
D'où le résultat 
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( ) ( )( )
( )( ) ( )
x
x 0
x
n RM P
R
δ ρ
δ ρ
 
= 
 
 
v v
  . 
 
Ce qui donne, en remplaçant les deux résultats obtenus dans la première égalité : 
 
   ( ) ( )( )
x
x,
P
Dist Z
M P
=
v
v
v
 
 
• Pour une place finie v  . 
  
L'homogénéité nous permet de prendre x  tel que 0x 1x= =v v  ,  
 
Une forme éliminante de Z  est  ( )0 1, , , nf P= ∆ ∆ ∆…   où    
 
   ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( )
( )
( )
1 1 1 1
0 1 1
2 2 2 2
0 1 1
0 1 1
1 det
i i n
i i i n
i
n n n n
i i n
u u u u
u u u u
u u u u
− +
− +
− +
 
 
 ∆ = −  
 
 
 
⋯ ⋯
⋯⋯
⋮⋮ ⋮ ⋱ ⋮ ⋮
⋯⋯
 . 
 
Ce qui entraîne immédiatement  que  
 
   
( ) ( ) ( )nM f M P=v v v  . 
D'autre part, pour tout ( )0 1x , , , nx x x= …  de ( )P Cn , on a  ( )( )
x
x 0 0
i ix
x
δ
δ
∆
=
∆
  ce qui entraîne , 
dans le cas particulier considéré : 
 
   
( ) ( )( ) ( ) ( )( )( ) ( )x x 0 . xdn nM f M Pδ δ= ∆v v v  . 
 
Or  on montre que ( ) ( )( )x 0 1nM δ ∆ =v  , ce qui donne  
 
   ( ) ( )( )
x
x,
P
Dist Z
M P
=
v
v
v
 .  
 
Nota bene :  
 
 La propriété ( iv ) de la Proposition 2.9  nous permet alors d’écrire : 
 
   ( ) ( ) [ ] ( )x : Qx, .exp h
x
P K
Dist Z P
n
 
≤  
 
v
v
vv
 .  
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3 - Distance d'un point à une sous-variété  
 
a ) Cas d'une sous-variété quelconque 
 
 Lemme 3.7 - Soit f  une forme éliminante d'indice ( )1, , Nrrd d ∈…   d'une sous-variété V 
de dimension -1r   de ( )P Cn v  et x  un point de  ( )P Cn v , alors en tout  place v ,  
 
   ( ) ( ) ( )( ) ( ) ( ) ( )( )1 1 1 .,x, , , ,x, , , . x j jj j d d fr rd d d dM f M fδ δ − °≤… … Uv v v v vv v    pour 1, ,j r= …  . 
 
  ( En posant  pour j=1 , ( ) ( ) ( )( ) ( ) ( )1 1,x, , , jr rd dM f M fδ − =…v v v vv  . ) 
    Démonstration 
Considérons un homomorphisme quelconque ˆ jρ ′  défini dans le premier paragraphe : 
 
  1 -1 1ˆ : C , , C , , C   j j j rd d d dρ +′    × →   … …S v v v  
tel que : 
 
•  pour    1 -1k j≤ ≤  , 
 
  
( )( )
( )( )
2
,
,
ˆ 1              pour une place  infinie
ˆ =1                    pour une place  infinie
k
k
j
d
k
j a a
v
s
s
α α
α α
α α
ρ
ρ
′
′
′= =
′

′ =




′


∑
≺ v
v
v
 
 
•  pour    +1j k r≤ ≤  , 
 
  
( )( )
( )( )
2
ˆ 1              pour une place  infinie
ˆ =1                    pour une place  infinie
k
k
j
d
k
j
u
u
α
α
α
ρ
ρ
=

′ =



′

∑
v
v
v
v
 
 
et  ( ) ( )1 1,x, , ,ˆ 0jj d d fρ δ −′ ≠… vv  . 
 
L’idéal  P  étant l’idéal de définition de V , l'ensemble   
  ( ) ( )( )1 1 1 1 1,x, , ,ˆ , , , , ,jj j j rd d d d d dρ δ − − +′ ′  =  … … …PvY Z   
est un ensemble fini de points de ( )P Cn v  et il existe  Cλ ∈ v   et   y Nl ∈   tels que : 
 
  ( ) ( ) ( )( ) y1 1 ,,x, , ,
y
ˆ y
j
l
j jd d
f Uρ δ λ
−
′∈
′ = ∏… v vv
Y
 et y
y
j
l d f
′∈
= °∑ U
Y
 . 
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Par conséquent 
 
 
( )
( ) ( )( ) y1 1 .1 ,x, , ,
y
ˆ y
j
j
d l
j d d
M fρ δ λ
−
′∈
′ = ∏…v v vv
Y
  
 et  
 
( )
( ) ( )( )( ) ( )( )
( )
y
1 1
y
1
,x, ,,x, , ,
y
.
y
ˆ x, y . y . x
y . x
j j
j jj
j j j
ld d
d j dd d
ld d d f
M f Distδ ρ δ λ
λ
−
′∈
°
′∈
′ =
≤
∏
∏
…

U
v v v vv vv v
Y
v vv
Y
  
 car  ( ), x, y 1jdDist ≤v   . 
 
On en déduit que  
 
  
( )
( ) ( )( )( ) ( ) ( ) ( )( )1 1 1 1 .1 1,x, ,x, , , ,x, , ,ˆ ˆ . x j jj j j d d fd j jd d d dM f M fδ ρ δ ρ δ− − °′ ′≤… …  Uv v v v v vv v   
 
et par intégration pour une place infinie et d'après les égalités ultramétriques pour une place 
finie, on obtient 
 
  
( )
( ) ( )( ) ( ) ( ) ( )( )1 1 1 .,x, , , ,x, , , . x j jj j d d fr rd d d dM f M fδ δ − °≤… … Uv v v v vv v  .   
 
 
Remarque : Comme   
( )
( ) ( )( )( )
( )
( ) ( )( ) ( )( )
y1 1
1 1
1
x, ,x, , ,
,
.1
y
,x, , ,
ˆ
x, y . y
ˆ  x
j j j
j
j j
j
ld j d d d
dd d f
j d d
M f
Dist
M f
δ ρ δ
ρ δ
−
−
°
∈
′
=
′
∏…
…
ɶ 

U
v vv
v v
Y
v v vv
  
 
et que  ( ), x, y . y jj ddDistv v    est invariant par transformation unitaire de ( )P Cn v , on en 
déduit  
 
que 
( )
( ) ( )( )
( )
( ) ( )( )
1
1 1
,x, , ,
.
,x, , ,
x
j
j j
j
r
d d
d d fr
d d
M f
M f
δ
δ
−
°
…
…
U
v vv
v v vv
  est invariant par transformation unitaire,  
 
 et par conséquent   ( )
( )
( ) ( )( )
( )
( ) ( )( )
1
1 1
,x, , ,
,d
.
1
,x, , ,
x,
x
j
j j
j
r
r d d
d d fr
j
d d
M f
Dist V
M f
δ
δ
−
°
=
= ∏ …
…
U
v vv
v
v v vv
    est bien  invariant 
par transformation unitaire . 
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 Corollaire 3.8 - Soit V  une sous-variété  de dimension -1r   de ( )P Cn v  et x  un point de  
( )P Cn v , alors en tout  place v ,  
 
   ( ),d x, 1Dist V ≤v  . 
  
       Démonstration 
 
Grâce au Lemme 3.7 , on montre par récurrence que pour tout  1, ,j r= …   , on a 
  
( )
( ) ( )( ) ( ) ( ) 11 .,x, , ,  . x
j
k k
k
j
d d f
r r
d d
M f M fδ =
°
≤
∑
…
U
v v v v vv
 . 
 
Ce qui entraîne immédiatement pour j r=  ,  
 
  
( )
( ) ( )( )
( ) ( )
1
1
,x, , ,
.
1 
. x
r
r
k k
k
r
d d
d d f
r
M f
M f
δ
=
°
≤
∑
…
U
v vv
v v v
 ,   qui est le résultat attendu .  
 
 
 
 
On se propose maintenant de comparer ( ),d x,Dist Vv    et   ( ),d x,Dist V′v  . 
 
 
 Proposition 3.9 - Soient V  une sous-variété  de dimension -1r   de ( )P Cn v  , x  un point 
de  ( )P Cn v   ,  ( )1 1d , , , Nrr rd d d−= ∈…    et   ( )1 1d , , , Nrrd d δ−′ = ∈…  tels que  rdδ ≤  . 
alors   
 
 • pour toute  place infinie v  
   ( ) ( ),d ,dx, x, .
r
d f
rdDist V Dist V δ
°
′
 
≤   
 
U
v v  . 
 
 • pour toute  place finie v  
 
   ( ) ( ),d ,dx, x,Dist V Dist V′≤v v  . 
 
 
       Démonstration 
 
Par homogénéité de la formule, on peut, sans perte de généralité, considérer x 1=
v
 . 
Soient f  ,  f ′   et g  trois formes élimantes de V d'indices respectifs  ( )1 1d , , ,r rd d d−= … , 
( )1 1d , , ,rd d δ−′ = …  et ( )1 1d , , ,1rd d −′′ = …  . Posons ( )1 1dˆ , , rd d −= …  . 
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Considérons un homomorphisme quelconque ˆrρ ′  défini dans le premier paragraphe vérifiant: 
 
•  pour    1 -1k r≤ ≤  , 
 
  
( )( )
( )( )
2
,
,
ˆ 1              pour une place  infinie
ˆ =1                    pour une place  infinie
k
k
r
d
k
r a a
v
s
s
α α
α α
α α
ρ
ρ
′
′
′= =
′

′ =




′


∑
≺ v
v
v
 
 
Si l'on appelle  ′Y   l'ensemble fini de points de ( )P Cn v  défini  par 
( )( )ˆ,x,d ˆˆ drρ δ  ′ ′=   PvY Z  ,  alors il existe  1, , Cλ λ λ′ ∈ v   et   y Nl ∈   tels que : 
 
 ( ) ( )( ) yˆ ,,x,d
y
ˆ y
l
r rf Uρ δ λ
′∈
′ = ∏ v vv
Y
 , ( ) ( )( ) yˆ ,,x,d
y
ˆ y
l
r rf Uρ δ λ
′∈
′ ′ ′ ′= ∏ v vv
Y
 
 
 et ( ) ( )( ) yˆ 1 ,,x,d
y
ˆ y
l
r rg Lρ δ λ
′∈
′ = ∏ v vv
Y
  avec  y
y
r
l d f
′∈
= °∑ U
Y
 . 
 
Ce qui donne alors 
 
  
( ) ( )( ) ( ) y1 ˆ,x,d
y
ˆ y
r
ld
rM fρ δ λ
′∈
′ = ∏v v vv v
Y
    , ( )( ) ( ) yˆ,x,d
y
ˆ y
l
rM f
δρ δ λ
′∈
′ ′ ′= ∏v v vv v
Y
 
 
 et 
( ) ( )( ) ( ) y1 ˆ 1,x,d
y
ˆ y
l
rM gρ δ λ
′∈
′ = ∏v v vv v
Y
 
 
ou encore 
 
  
( ) ( )( ) ( ) ( ) ( )( )1 1ˆ ˆ,x ,d ,x,d1ˆ ˆ
r
r
d
r rd
M f M g
λρ δ ρ δ
λ
′ ′= v v v vv v
v
 
 
 et  
( ) ( )( ) ( ) ( ) ( )( )1 1ˆ ˆ,x ,d ,x ,d1ˆ ˆr rM f M g
δ
δ
λρ δ ρ δ
λ
′
′ ′ ′= v v v vv v
v
 . 
 
Or dans la démonstration de la Proposition (2.8) de [ P1 ] , P. Philippon montre que  
 
  ( )1 rd
k K
λ
λ
∗
= ∈ v     et ( )1
k Kδ
λ
λ
∗′
′= ∈ v     où   k  et  k′  sont indépendants  de rρ   ,  
 
car lorsqu'on spécialise rU   en   
rd
rL  , f   se spécialise en  .
rdk g    et   lorsqu'on spécialise 
rU ′   en   rL
δ  , f ′   se spécialise en  .k gδ′   
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Par intégration pour une place infinie et en utilisant les égalités ultramétriques pour une 
place finie on obtient alors : 
 
 ( ) ( )( ) ( ) ( )( ),x,d ,x,d rdr rM f k M gδ δ ′′=v v v v v vv     et      
( ) ( )( ) ( ) ( )( ),x,d ,x,dr rM f k M g δδ δ′ ′′′ ′=v v v v v vv  . 
 
Considérons un homomorphisme quelconque ˆrρ  défini dans le premier paragraphe vérifiant: 
 
•  pour    1 -1k r≤ ≤  , 
 
  
( )( )
( )( )
2
1              pour une place  infinie
=1                    pour une place  infinie
k
k
j
d
k
j
v
u
u
α
α
α
ρ
ρ
=

′ =



′

∑
v
v
v
 
   et  ( )ˆ 0r fρ ≠v  . 
 
Si l'on appelle  Y   l'ensemble fini de points de ( )P Cn v  défini  par ( )( )ˆˆ drρ  =  PY Z  , alors 
il existe  1, , Cµ µ µ′ ∈ v   et   y Nl ∈   tels que : 
 
 ( ) ( )( ) y,
y
ˆ y
l
r rf Uρ µ
∈
= ∏v v
Y
 , ( ) ( )( ) y,
y
ˆ y
l
r rf Uρ µ
∈
′ ′ ′= ∏v v
Y
     et     ( ) ( )( ) y1 ,
y
ˆ y
l
r rg Lρ µ
∈
= ∏v v
Y
 
 
  avec  y
y
r
l d f
′∈
= °∑ U
Y
 . 
 
De plus en reprenant la démonstration  faite dans la Proposition (2.8) de [ P1 ] , on montre 
que : 
  ( ) ( )1 1r rd d
k K
λ µ
λ µ
∗
= = ∈ v         et   ( ) ( )1 1
k Kδ δ
λ µ
λ µ
∗′ ′
′= = ∈ v   
 
 où  k  et k′  sont  indépendants  de ˆrρ ′   et  ˆrρ  . 
 
Ce qui nous amène, en faisant le même raisonnement que précédemment à 
 
  
( ) ( ) ( ) ( ) rdr rM f k M g=v v v vv  et ( ) ( ) ( ) ( )r rM f k M g δ′ ′=v v v vv  . 
 
Par conséquent 
 
( ) ( )( )
( ) ( )
( ) ( )( )
( ) ( )
ˆ,x,d ,x,d
rdr r
r r
M f M g
M f M g
δ δ
′′
 
 =
 
 
v vv v v v
v v v v
      et     
( ) ( )( )
( ) ( )
( ) ( )( )
( ) ( )
ˆ,x,d ,x,d
r r
r r
M f M g
M f M g
δδ δ
′′
′  
 =
 ′  
v vv v v v
v v v v
 . 
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D'une part, d'après le Lemme 3.7, on a 
( ) ( )( )
( ) ( )
,x,d
1
r
r
M g
M g
δ
′′ ≤v v v
v v
  et comme  rdδ ≤  cela donne 
 
    
( ) ( )( )
( ) ( )
( ) ( )( )
( ) ( )
ˆ ˆ,x,d ,x,d
r r
r r
M f M f
M f M f
δ δ ′
≤
′
v v v vv v
v v v v
 . 
    
 
Et d'autre part, en reprenant les homomorphismes  ˆrρ ′    introduits précédemment, on obtient 
 
  ( ) ( )( ) ( )( ) y1 ˆ,x,d
y
ˆ x, y y
r
r
ld
r dM f Distρ δ λ
′∈
′ = ∏v v v,vv v
Y
    
 et 
 
  ( ) ( )( ) ( )( ) y1 ˆ,x ,d
y
ˆ x, y y
l
rM f Dist
δ
δρ δ λ
′∈
′ ′ ′= ∏v v v,vv v
Y
 
 
  
 
 ce qui entraîne  
 
  
( ) ( )( ) ( ) ( )( ) ( )( ) y1 1ˆ ˆ,x,,x,d ,x,d
y
ˆ ˆ x, y
r r
l
r d r dM f M f Distρ δ δ ρ δ
′∈
′ ′= ∏  v v v v v v,v v
Y
 
 
 et 
   
( ) ( )( ) ( ) ( )( ) ( )( ) y1 1ˆ ˆ,x,,x,d ,x,d
y
ˆ ˆ x, y
l
r rM f M f Distδ δρ δ δ ρ δ
′∈
′ ′ ′ ′= ∏  v v v v v v,v v
Y
 . 
 
Mais comme   ( ) ( )x, y . x, y
r
r
d
d
Dist Dist δδ≤v, v,  pour une place infinie  
 
  et       ( ) ( )x, y x, y
rd
Dist Distδ =v, v,     pour une place finie , 
 
on obtient 
 
 •  pour une place infinie 
 
    
( ) ( )( )
( ) ( )( )
( )
( ) ( )( )
1
ˆ ,x, ˆ ,x,,x,d ,x,d
1 1
ˆ ˆ,x,d ,x,d
ˆ ˆ
.
ˆ ˆ
r
r
d f
r d r r
r r
M f f d
M f M f
δρ δ δ ρ δ δ
δρ δ ρ δ
°
′ ′ ′  
≤   
′ ′ ′  
   
 
U
v v v v vv v
v v v vv v
 
    
  et par intégration 
 
   
( ) ( )( )
( ) ( )( )
( ) ( )( )
( ) ( )( )
,x,d ,x,d
ˆ ˆ,x,d ,x,d
.
r
d fr r
r
r r
M f M f d
M f M f
δ δ
δδ δ
°
′
′  
≤   
′  
U
v v v v v v
v v v vv v
 
 qui conduit, par multiplication membre à membre avec l'inégalité précédemment obtenue, à 
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( ) ( )( )
( ) ( )
( ) ( )( )
( ) ( )
,x,d ,x,d
.
r
d fr r
r
r r
M f M f d
M f M f
δ δ
δ
°
′
′  
≤   
′  
U
v v v v v v
v v v v
 
 
 c'est-à-dire 
 
   ( ) ( ),d ,dx, x, .
r
d f
rdDist V Dist V δ
°
′
 
≤   
 
U
v v  . 
 
•  pour une place finie 
 
    
( ) ( )( )
( ) ( )( )
( )
( ) ( )( )
1
ˆ ,x, ˆ ,x,,x,d ,x,d
1 1
ˆ ˆ,x,d ,x,d
ˆ ˆ
ˆ ˆ
rr d r
r r
M f f
M f M f
δρ δ δ ρ δ δ
ρ δ ρ δ
′ ′ ′
≤
′ ′ ′
   
 
v v v v vv v
v v v vv v
 
     
    
En utilisant les égalités ultramétriques et un raisonnement analogue au précédent, on obtient 
: 
 
   ( ) ( ),d ,dx, x,Dist V Dist V′≤v v  .   
 
 
Nota bene 
 
Avec un raisonnement analogue et en itérant le procédé précédent, on obtient  une 
comparaison de ( ),d x,Dist Vv   et de  ( )x,Dist Vv  où  ( )1 1d , , ,r rd d d−= … . 
 
 •  pour une place infinie 
 
    ( ) ( ) ( ),d
1
x, x, .
k
r d f
k
k
Dist V Dist V d
°
=
≤ ∏ Uv v  , 
 
 •  pour une place finie 
 
    ( ) ( ),d x, x,Dist V Dist V≤v v  .   
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b ) Cas d'une sous-variété linéaire 
 
Dans ce paragraphe, nous nous plaçons uniquement dans le cas d'une place infinie v . 
Soit V une sous-variété linéaire de ( )P Cn v  de dimension n-k . Considérons l'espace 
préhilbertien complexe 1Cn+  muni du produit scalaire  
   
0
x y
n
i i
i
x y
=
=∑   , 
et V  le sous-espace de dimension +1-  n k  associé à V.  On note V ⊥   le sous-espace 
orthogonal de V   et 
V
p ⊥  la projection orthogonale de 
1Cn+  sur V ⊥  . On note de la même 
façon un vecteur   x  de 1Cn+   et le point de ( )P Cn v  dont il est un représentant.  
 
D'après la Proposition 3.6, dans le cas où V un hyperplan projectif de ( )P Cn v  d'équation 
( )X 0P =  , c'est-à-dire 1k = , on obtient : 
   ( ) ( )( )
( )xx
x,
. x x
V
pP
Dist V
M P
⊥
= =
v v
v
v v v
 . 
 
 Nous allons  montrer que ce résultat est vrai pour 1, ,k n= …  . 
 
 Proposition 3.10 - Soit  V   une sous-variété linéaire de dimension n k−   de ( )P Cn v  et x  
un point de  ( )P Cn v , alors en tout  place infinie v  et  pour tout  1, ,k n= …  , on a  
 
   ( ) ( )xx,
x
V
p
Dist V
⊥
=
v
v
v
  . 
       Démonstration 
 
Considérons x   comme un vecteur 1Cn+  , alors  1 1x . .k k k ke eα α + += +    où  ke  et  1ke +  sont 
deux vecteurs normés et orthogonaux respectivement de V ⊥  et V . Considérons alors une 
base orthonormée  ( )1, , ke e…  de  V ⊥   et une base orthonormée  ( )1 1, ,k ne e+ +…  de  V .  
 
Soit U  une transformation unitaire de   1Cn+   telle que ( ) ( )0, ,0,1,0, ,0je = … …U    où 
( )0, ,0,1,0, ,0… …  est le ièmej  vecteur de la base canonique de 1Cn+  . 
 
Dans cette base canonique de 1Cn+  , on a ( ) ( )1x x 0, ,0, , ,0, ,0k kα α +′= = … …U   et l'image 
du sous-espace linéaire  V  par U  est définie par une famille de k  formes linéaires  de 
[ ]0C , , nX X…v  de la forme 
 
   
( ) ( )n j jP X X− =   pour  0, , 1j k= −…  
Si l'on note ( )VU  la sous-variété linéaire projective déduite de ( )VU  , la  distance Distv  
étant invariante par transformation unitaire, on a : 
 
   ( ) ( )( )x, x ,Dist V Dist V′=v v U  . 
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Une forme éliminante d'indice ( ) 11, ,1 Nn k+ −∈…   de la sous-variété linéaire projective  ( )VU  
est alors : 
 
  
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( )( )( )
( ) ( )
( ) ( )
( ) ( )
1 1
0 0
1 1
1 1
1 1 1 11 2
1 1
2
1 1
1 1
1 1
0 1
1
1 0 0
det 1 det
0 0
0
0 0
n k
n k
k k
n k n kk n k
k k k k
n k
k k
n k
n n
n k
n n
u u
u u
u u u u
f
u u
u u
u u
+ −
+ −
− −
+ − + −+ −
− −
+ −
+ −
+ −
 
 
  
  
  
= = −   
  
    
  
 
⋯ ⋯
⋮ ⋱ ⋮ ⋮ ⋰ ⋮ ⋯
⋯ ⋯ ⋯
⋮ ⋱ ⋮ ⋮⋯ ⋯
⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋯
⋯ ⋯
 . 
 
 
Posons    
( ) ( )
( ) ( )
( ) ( )
1 1
1 1
1 1
1 1
1
0
det
0
n k
k k
n k
k k
n k
n n
u u
u u
f
u u
+ −
− −
+ −
+ −
 
 
 
′ =  
 
 
 
⋯
⋯
⋮ ⋱ ⋮ ⋮
⋯
, alors f ′  est une forme éliminante d'indice  
 
( )1, ,1 Nk∈…   de  ( )VU   considéré comme hyperplan projectif  de ( )1P Cn k+ − v . 
 
Posons ( )1x , ,0, ,0k kα α +′′ = …  , cette fois  x′′   est un représentant d'un point de ( )1P Cn k+ − v . 
 
On a immédiatement  
 
   ( )( ) ( )( )x , x ,Dist V Dist V′ ′′=v vU U  
 
et comme d'après la Proposition 3.6  
 
  ( )( ) ( )xx ,
x x
k V
p
Dist V
α ⊥
′′ = =
′
v v
v
v v
U   . 
 
cela donne  le résultat souhaité.   
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IV - Mesures, hauteurs, distances et intersections  
 
Nous rappellerons dans ce paragraphe un certain nombre de définitions et de propriétés 
démontrées dans [ P1 ]. 
 
Considérons un corps de nombres K   et l'anneau des polynômes [ ]0 1, , , nK X X X…  pour 
tout entier 1n ≥ . 
 
Considérons un  idéal homogène pur I  de [ ]0 1, , , nK X X X…  de codimension 1n r+ −  et 
( )1d , , Nrrd d= ∈… ,   alors si f  est une forme éliminante d'indice d  de  I  , on a 
    deg
j k
k j
d f d
≠
≤ ×∏U I , 
avec égalité si l'idéal I  est premier. 
 
Si l'on appelle d f  le degré total de la forme éliminante f , nous aurons alors : 
   
11
1
deg
r r
k
kk k
d f d
d
==
 
≤ × × 
 
∑∏ I   . 
On appelle degré d'indice d  de  I  , le degré total de f   et on le notera ( )dDeg I . 
Soit  ( ) 11 1dˆ , , Nrrd d −−= ∈…  et un homomorphisme [ ] ˆ: d dK Kρ  →    défini par: 
 
   
( )( )
( )( ) ( )
      avec  
pour 1, , 1     et  .
r
r
j j
j
u K d
u u j r d
α α
α α
ρ µ α
ρ α
 = ∈ =

= = − =

…
 
 
On suppose en plus que ( )rUρ ∉P   où  P  est un idéal premier associé à  I , de manière à 
ce que ( )fρ  soit non nulle. 
 
La forme ( )fρ  est une forme éliminante d'indice 1dˆ Nr−∈  de  l'idéal de définition de V Z∩  
où V  est le sous-ensemble algébrique d'idéal de définition  I  et Z  l'hypersurface 
d'équation réduite ( ) 0rUρ = . 
  
Si l'on pose ( )g fρ= , alors  ( )g fρ∗=v v v   où   ρ ∗v    est  l'homomorphisme  défini dans le 
premier paragraphe par : 
 
  [ ] ˆ: C d C dρ ∗  →  v v v      tel que   
( )( )
( )( )
1
2
      si la place    est infinie,
                 si la place    est finie.
r r
r
d
u
u
α α
α α
ρ µ
α
ρ µ
−
∗
∗

 
=  
  

=
v
v
v
v
 
 
et prolongé naturellement à [ ]C dv  . 
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On note alors 
( ) ( )
( )
1
2
*
     si la place    est infinie,
                 si la place    est finie.
r
r
rd
d
r
r
u X
U
u X
α αα
α
α α
−
=


= 


∑ v
v
 
 
On remarque que ( )*rUρ  est une forme linéaire de C , ,Xα  … …v  avec rdα =  . D'après la 
Proposition 2.3 , on a  
 
  
( )( )
( )( ) ( )
1
2
         si la place    est infinie,
            si la place    est finie.
r
r
r
d r
r
d
M U
d
M U Max
α
α
α
α
µ
ρ
α
ρ µ
∗
=
∗
=

 
 
 
=          

=

∑
2
v
v
v v
v
v
 
 
Nous allons nous intéresser à la distance d'indice dˆ   d'un   point   ( )0x , , nx x= …   de  
( )P Cn v   à V Z∩  mais pour cela nous faudra  d'abord énoncer un théorème de Bézout 
arithmétique . 
 
1 - Théorème de Bézout arithmétique 
 
Lemme 4.1 -  Etant donnée une  forme éliminante ( ) ( )( )1u , ,u rf …  d’un idéal premier P  
et  une spécialisation  [ ]: rK d Kρ →   définie par : 
 
   
( )( )         r ru K avec dα αρ µ α= ∈ =   , 
 
pour toute place v ,  on a : 
 
  ( ) ( )( ) ( ) ( ) ( )( )( )1 * rd fr r rM f M f M Uρ ρ− ∗ ≤ × Uv v v v v v  . 
 
Démonstration  
 
Considérons un homomorphisme quelconque  ˆrρ   défini au premier paragraphe  
     ˆˆ :C d C   rρ   → v v  
tel que pour 1 1k r≤ ≤ −  ,  
 
    
( )( )
( )( )
2
ˆ 1                   si la place    est infinie,
ˆ =1                          si la place    est finie.
k
k
r
d
k
r
v
u
u
α
α
α
ρ
ρ
=

=



∑
v
v
v
 
 
 et  ( )ˆ 0r fρ ≠v  . 
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Si l'on appelle  Y   l'ensemble fini de points de ( )P Cn v  défini  par ( )( )ˆˆ drρ  =  Y Z P  , 
alors il existe  Cλ ∈ v   et   y Nl ∈   tels que : 
 
   ( ) ( )( ) y,
y
ˆ y
l
r rf Uρ λ
∈
= ∏v v
Y
 avec  y
y
r
l d f
∈
= °∑ U
Y
 . 
  
Ce qui donne alors ( ) ( )( ) ( ) y1
y
ˆ y
r
ld
rM fρ λ
∈
= ∏v v v v
Y
   
 
 et  
( ) ( )( ) ( )
( ) ( )( ) ( ) ( )( )( )
y
yy
1
y
y y
ˆ y
ˆ y y
r
r r
ld
r
ll d fd
r r r
M f
f U M U
ρ λ
ρ ρ λ ρ λ ρ
∈
∗ ∗
∈ ∈
=
= ≤ ×
∏
∏ ∏


U
v v v v
Y
*
v v v v, v vv vv vvY Y
  
 
( La dernière inégalité étant obtenue en utilisant l'inégalité de Cauchy-Schwarz pour une 
place infinie et  les égalités ultramétriques pour une place finie ) . 
 
De ces deux relations, on déduit alors 
 
   ( ) ( ) ( )( ) ( )( )( )1 *ˆ ˆ rd fr r rf M f M Uρ ρ ρ ρ∗ ≤ ×  Uv v v v vv  . 
 
Par intégration pour une place infinie et en utilisant les égalités ultramétriques pour une 
place finie, on obtient 
 
   
( ) ( )( ) ( ) ( ) ( )( )( )1 * rd fr r rM f M f M Uρ ρ− ∗ ≤ × Uv v v v v v    
 
ce que nous voulions démontrer.  
 
Remarque 
 
•  Considérons une spécialisation [ ]:  rK d Kρ ′ →S   définie par : 
 
   
( )( ) ( )( ), , ,       avec    et  r r rs s K dα α α α α αρ ρ σ α α α α′ ′ ′′ ′ ′ ′= − = ∈ = = ≺   . 
 
On montre de la même façon que précédemment  que      
 
   
( ) ( )( )( ) ( ) ( )( )
1
2
1
,x,d ,x,d ,
r
r r
d
M f M f α α
α α
α α
ρ δ δ σ−
′
= =
′
 
 
′ ≤  
 
 
∑
≺
2
v v v v v v v
 .  
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Dans toute la suite, on note  
 
          ( )dH V , le nombre défini par  ( ) ( )( )dH exp hV f=  , 
 
      ( )
dˆ
H V Z∩ , celui défini par  ( ) ( )( )( )dˆH exp hV Z fρ=∩   
 
   puis 
 
     ( )( ) ( )( )( )* *H exp hr rU Uρ ρ=    et  ( )( ) ( )( )( )* *H exp hr rU Uρ ρ=   . 
 
Corollaire 4.2 -  Etant données une  sous-variété V de ( )P Cn v  de dimension r-1 et une 
hypersurface Z  de degré  rd    et d'équation ( ) 0rUρ =  telle que  V Z⊄ , alors  
 
  ( ) ( ) ( )( )*ˆ ddH H H rd frV Z V Uρ≤ × ∩ U  .   . 
 
 
Démonstration  
 
Ce corollaire se déduit immédiatement du Lemme 4.1 et des définitions des hauteurs .   
 
Dans la suite de ce paragraphe, nous ne démontrerons les lemmes, propositions et corollaires 
que  dans le cas d'une place infinie, celles dans le cas d'une place finie étant tout à fait 
semblables. 
 
 
 
2 - Distance et intersection 
 
Lemme 4.3 - Avec les notations  introduites dans les paragraphes précédents, on a  
l'inégalité: 
 
 
( ) ( )( )( )
( ) ( )
( )( ) ( ) ( )( )( )1
1
1ˆ,x,d *
,1 ,1,d.
x
x . .
x .x
r
r
r
k k
k
r
d fr
rd
d d f r
M f U
c c M U
M f
δ ρ ρ
ρ
−
=
∗
−
∑
 
  ′≤ × + Μ
 Μ 


U
U
v vv v
v v v vv
vvv vv
I  
 
où ( )( )*rM UρΜ ≥v v , 
 
1
,1
.2    
1                   
r
r
d f
d f si  est une place infinie
c
si  est une place finie
−
= 


 U
U
v
v
v
 
et 
  ( )1 2,1
1
   
1                    
k
k
d f
r
N
k
si  est une place infiniec
si  est une place finie
γ
−
′
=


′ = 


∏

U
v
v
v
 
 
 
 
 Critères pour l’indépendance algébrique et linéaire     Page  82
Démonstration 
 
L'homogénéité de la formule  nous permet sans perte de généralité, de prendre x    tel que 
x 1=
v
 .  
 
D'autre part si l'on considère une transformation unitaire U  telle que  ( )x x′= U  alors en 
posant  ( ) ( )( )x xrP Uρ=     et  ( )( ) ( ) ( )x x xrU P Pρ ′ ′ ′= =U  . La proposition 2  obtenue 
par M. Laurent  dans [ La1 ] , nous permet d'écrire   ( )( ) ( )( )* *r rM U M Uρ ρ′=v v .   
 
Enfin la distance d'un point à une sous-variété étant invariante par transformation unitaire, 
nous pourrons prendre  x   sous la forme ( )x 1,0, ,0= …   . 
 
Considérons alors l'homomorphisme  [ ]: C Crdρ →v v  défini par : 
 
   
( )( ) ( )
( )( )
0 0
1
2
0
0      on ,0, ,0 ,
si     .
r
r
r r
u d
d
u
α
α α
ρ α
ρ µ α α
α
−
 = =


   = ≠   
…
  
 
On remarque que  ( )( ) ( ) ( )( ), 0y y x r
r
d
r r
d
U U y
α
α
α
ρ µ ρ
=
= −∑v     et  que ( )( ), x 0rUρ =v   . 
 
Considérons un homomorphisme quelconque ˆrρ ′  défini dans le premier paragraphe  
 
tel que pour 1 1k r≤ ≤ −  , 
 
    
( )( )
( )( )
2
,
,
ˆ 1                   si la place    est infinie,
ˆ =1                          si la place    est finie.
k
k
r
d
k
r
v
s
s
α α
α α
α α
α α
ρ
ρ
′
′
′= =
′

′ =



′
∑
≺ v
v
v
 
 
 et  ( )ˆ 0r fρ′ ≠v  . 
 
 
Soit  Y   l'ensemble fini de points de ( )P Cn v   défini  par  ( )( )ˆ,x ,d ˆˆ drρ δ  ′=   vY Z P  ,  alors 
il existe  Cλ ∈ v   et   y Nl ∈   tels que : 
 
   ( ) ( )( ) yˆ ,,x ,d
y
ˆ y
l
r rf Uρ δ λ
∈
′ = ∏ v vv
Y
 avec  y
y
r
l d f
∈
= °∑ U
Y
 . 
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Ce qui donne alors 
 
   ( ) ( )( ) ( ) ( ) ( )( )y1 ˆ ˆ,x,d ,x,d
y
ˆ y
r
ld r
rM f M fρ δ λ δ
∈
′ = ≤∏v v v vvv vv
Y
  
et  
( ) ( )( ) ( )( ) ( )( ) ( ) ( )( )
( ) ( )( )
y
y1 1
ˆ,x ,d , , ,x ,d
y y
,x ,d
ˆ ˆ x, y y x, y .  
                                                                                .
r
r r
l ld
r d d r
r
M f Dist Dist M f
M f
ρ δ λ ρ δ
δ
∈ ∈
′ ′= =
≤
∏ ∏ v v v v v v vvv v
Y Y
v v v
 
( L'inégalité étant obtenue en itérant 1r −  fois la  remarque qui suit le Lemme 4.1 .) 
 
Mais d'autre part 
   
   ( ) ( ) ( )( ) ( )ˆ ˆ ˆ ˆ,x,d ,x,d ,x,d ,x,df f f fδ ρ δ ρ δ ρ δ ρ∗ ∗= − +   v v v v v vv v v v   , 
 
ce qui permet d'écrire pour tout homomorphisme ˆrρ ′   
 
  
( ) ( ) ( ) ( )
( )( ) ( )( ) ( )( )y y y
ˆ ˆ ˆ ˆ,x ,d ,x ,d ,x ,d ,x ,d
, , ,
y y y
ˆ ˆ ˆ ˆ
y y y
r r r r
l l l
r r r
f f f f
U U U
ρ δ ρ ρ δ ρ ρ δ ρ ρ δ ρ
λ ρ ρ λ ρ
∗ ∗
∗
∈ ∈ ∈
′ ′ ′ ′≤ − +
≤ − +
     
     
     
∏ ∏ ∏
       v v v v v vv v v vv v v
v v v vv v
Y Y Y
v v
 . 
 
 où  ( )( )ˆ,x ,d ˆˆ drρ δ  ′=   vY Z P  . 
 
• Majorons d'abord  ( )( ) ( )( )y y, ,
y y
y y
l l
r rU Uλ ρ ρ∗
∈ ∈
   
−      
   
∏ ∏v v vv
Y Y
v
 . 
 
( )( ) ( )( ) ( ) ( ) ( )( )
( )( )( ) ( )( ) ( )
y y
y y
, , 0
y y y y
y
*
1
y y . y y x
x . . y                                     
r
r r
l l
l l d
r r r
d d
r
rrr
d f
ld f k dk
r r
k
U U U y
d f
M U U
k
α α
α α
α α
ρ ρ λ µ µ ρ
ρ ρ λ
∗
= =∈ ∈ ∈ ∈
−
=
− = − −
≤
       
      
      
  
   
  
∑ ∑∏ ∏ ∏ ∏
∑



vv v v
Y Y Y Y
v v
U
UU
v vv v
y∈
∏
Y
( )( ) ( )( )( ) ( )( ) ( ) ( )( )
( )( ) ( )( ) ( )( )( ) ( ) ( )( )
1
1
* 1
ˆ
, x , d
0
1
*
ˆ,x ,d
1
ˆ                                                             . x x .
. x x .
r
rr
r
r
r
d f
d f k k
r r r r
k
d f
r
r r r
d f
d f U M U U M f
k
d f U M U U M f
ρ ρ ρ ρ δ
ρ ρ ρ δ
−
− −
=
−
−
′≤
≤ +
   
   
   
∑







U
U
U
U
U v v v vv v
U v v v vv v
 
Comme 
  ( )( ) ( )( )
1
2
2
*x
r
r r
d r
U M U
d
α
α
µ
ρ ρ
α
=
 
 
 ≤ =
  
   
  
∑ v vv    , 
on obtient 
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( )( ) ( )( ) ( )( ) ( )( )( ) ( ) ( )( )y y 1* * ˆ, , ,x ,d
y y
. y y . x 2. . .
r
r
d fl l r
r r r r
U U d f U M U M fλ ρ ρ ρ ρ δ−
∈ ∈
− ≤
   
   
   
∏ ∏  Uv v v U v v v vv v
Y Y
v
 
• Majorons maintenant  ( )( ) y,
y
. y
l
rUλ ρ
∈
 
  
 
∏ vv
Y
v
  . 
 
   
( )( ) ( )
( )
( )( )( ) ( )( )
y
y
0
y
y
, 0
y y
0 0
y
*
,
y
. y . y
. y x
. . x, y . y
r
r
r r
r
r r
r
l
l
d
r
d
l
d d
d
ld f d
r d
U y
x y
M U Dist
α
α α
α
α α
α
α
λ ρ λ µ µ
λ µ
ρ λ
=∈ ∈
=∈
∈
 
= −  
 
= −
≤
∑∏ ∏
∑∏
∏

U
vv v
Y Y
vv
v
Y
v
v vv v
Y
 
 
qui donne, avec les remarques précédentes 
 
   ( )( ) ( )( )( ) ( ) ( )( )y *, ,x,d
y
. y .
r
d fl
r
r rU M U M fλ ρ ρ δ
∈
 
≤  
 
∏

U
v v v v vv
Y
v
 . 
 
De ces deux majorations on déduit 
 
( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( )( )( ) 1*ˆ ˆ,1 ,x,d,x,d ,x,dxˆ . . . .rd fr r rr rUf c M f M f M Uρρ δ ρ δ δ ρ −∗   ′ ≤ + Μ Μ 
 

 
U
v
v v v v v v v v v vv vv
v
  
 avec 
1
,1 .2
r
r
d f
c d f
−
=

 U
v U    et   ( )( )*rM UρΜ ≥v v  . 
 
Comme d'après le Lemme 3.7 , on a   
( ) ( )( ) ( ) ( )ˆ,x,dr rM f M fδ ≤v v v vv  , cela donne 
 
( ) ( )( ) ( ) ( ) ( ) ( )( ) ( )( )( ) 1*ˆ ,1 ,x,d,x,d xˆ . . . .rd fr r rr rUf c M f M f M Uρρ δ ρ δ ρ −∗   ′ ≤ + Μ Μ 
 

 
U
v
v v v v v v v v v vv v
v
  
et après intégration 
       
( ) ( )( )( )
( ) ( )
( )( ) ( ) ( )( )
( ) ( ) ( )( )( )
1ˆ,x,d ,x,d *
,1 ,1
x
. .
r
r r
d fr
rr r
M f U M f
c c M U
M f M f
δ ρ ρ δ
ρ
∗
−
 
  ′≤ × + Μ
 Μ 
 

Uv vv v v vv
v v v v
vv v v v
 
 avec  ( )1,1
1
k
k
d fr
N
k
c γ
−
′
=
′ = ∏

U
v  . 
 Critères pour l’indépendance algébrique et linéaire     Page  85
Pour une place finie le même type de calcul donne : 
 
  
( ) ( )( )( )
( ) ( )
( )( ) ( ) ( )( )
( ) ( ) ( )( )( )
1ˆ,x,d ,x ,d *
x
, .
r
r r
d fr
rr r
M f U M f
Max M U
M f M f
δ ρ ρ δ
ρ
∗
−
 
 ≤ Μ
 Μ 
 

Uv vv v v vv
v v
vv v v v
  
 
ce qui nous conduit bien au résultat souhaité.   
 
 
Corollaire 4.4 - Avec les notations  introduites  précédemment, on a les inégalités 
 
( ) ( )( )( )( ) ( )
( )
( ) ( )( )( )
[ ]:Q
d *
dˆ ,1 d ,1*
dˆ
Hx
x, . x, H .
Hx .
r
r
K
n
d f
r
rd
r
VU
Dist V Z c Dist V U c
V ZM U
ρ
ρ
ρ
′≤ + × ×
   
    
  

∩
∩
v
Uv
v, v v, v
vv
et 
( ) ( )( ) ( )( )( ) ( )
( ) ( )( )
( ) ( )( )( )
[ ]:Q
*
1
d *
dˆ ,1 d ,1*
dˆ
H .Hx
x, . x, H . .
Hx . 1,
r
r
K
n
d frr
rd
r
V UU
Dist V Z c Dist V U c
V ZMax M U
ρρ
ρ
ρ
−
′≤ + × ×
   
   
  

∩
∩
v
Uv
v, v v, v
vv
 
Démonstration 
 
D'après le Lemme  4.1, on a : 
 
 
( ) ( )( ) ( ) ( )( ) ( )( )( ) 11 *.log .log log .logrd fr r rn M f n M f n M U nρ ρ −− ∗    ≤ + + Μ    

U
w w w w w w w w w w w   
 
où l’on prendra  ( )( )( )*1, rMax M UρΜ =w w . 
 
Ce qui permet d'écrire en ajoutant pour toutes les places  ≠w v  et en divisant par [ ]: QK  
 
  
( )( ) [ ]
( ) ( )( ) ( ) [ ] ( ) ( )( )
( ) ( )( ) [ ] ( )( )( )
( )( ) [ ] ( )( )( )( )
1
* *
* *
h .log h .log
: Q : Q
1 . h .log
: Q
h .log 1,
: Q
r
r r
r r
r r
n n
f M f f M f
K K
n
d f U M U
K
n
U Max M U
K
ρ ρ
ρ ρ
ρ ρ
− ∗ 
− ≤ − 
 
+ − − 
 
 
+ − 
 

v v
v v v v v
v
U v
v
v
 
 
 en prenant l'exponentielle , on obtient : 
 
( )( )[ ]
( ) ( )( )
( ) ( )( )( )[ ]
( ) ( ) ( )( )( )
[ ] ( )
( )( )( ) ( )( )( )
:Q:Q
*
:Q
. 1ˆ dd *
1 1
* *
H .HH 1
H .
1, .
r
r
KK
Knn
d fr
n
rr r d f
r r
V UV Z
U
M f M f Max M U M U
ρ
ρ
ρ ρ ρ
−
− ∗
−
≤ × ×


∩ vv
U
v
U
v v v v v
v v
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En multipliant membre à membre cette inégalité avec l'inégalité obtenue dans le Lemme 4.3, 
dans laquelle on a pris  ( )( )( )*1, rMax M UρΜ =w w   , on obtient : 
( ) ( )( ) ( )( )( ) ( )
( ) ( )( )
( ) ( )( )( )
[ ]: Q
*
1
d *
dˆ ,1 d ,1
*
ˆ
d
H .Hx
x, . x, H .
Hx . 1,
r
r
K
n
d f
rr
rd
r
V UU
Dist V Z c Dist V U c
V ZMax M U
ρρ
ρ
ρ
−
′≤ + × × ×
  
  
   

∩
∩
v
Uv
v, v v, v
v v
 
Si l’on fait le même raisonnement avec ( )( )*rM UρΜ =w w  , on obtient  
 
( ) ( )( )( )( ) ( )
( )
( ) ( )( )( )
[ ]:Q
d *
dˆ ,1 d ,1*
dˆ
Hx
x, . x, H .
Hx .
r
r
K
n
d f
r
rd
r
VU
Dist V Z c Dist V U c
V ZM U
ρ
ρ
ρ
′≤ + × × ×
   
    
  

∩
∩
v
Uv
v, v v, v
vv
 
  
et l’on obtient bien les inégalités souhaitées.  
 
 
 
Nous allons établir maintenant une relation entre ( )
y
x, yd
V
MinDist
∈
v,   et ( )d x,Dist Vv,  . Pour 
cela nous aurons besoin d’établir le lemme suivant : 
 
Nous aurons besoin dans la suite de ce paragraphe, du lemme suivant : 
 
Lemme 4.5 - Avec les notations  introduites dans les paragraphes précédents, on a  
l'inégalité: 
 
  
( ) ( )
( ) ( )( ) ( ) ( )
1
2
2
1
1
. 1
2 2
1,x,d
. x
r
rk kk
k
k
k
d d fr d fr d f
N Nr
k
M f
M f
γ γ
δ
=
=
∑
∑
=
 
 ≤
 
 
∏
 

U U
Uv v v
v v v
 . 
 
Démonstration 
 
Considérons pour cela  l'homomorphisme   1
ˆ ˆ: C d C dρ    →   ɶ v vS  défini par : 
 
( )( ) ( ) ( ) ( ) ( ) ( ) 1
1 1
2 2
1 1
1 1
ˆ ˆ, 1 1
,1 02 2
ˆ ˆ 1
.
x . j
j j j
d d
j j
d d
s u u u u
U xd d
α α α αα α
α αρ
α α
′ ′′
−
 
    
    
′    = −
         ′    
ɶ
v
      pour   2, ,j r= …    et   α α ′≠  
 
    avec,  pour ( )0 1, , , nα α α α= …   tel que  jdα =   ,  les conventions suivantes : 
 
  • si   0 1jd dα ≥ −  alors ( )0 1 1ˆ , , ,j nd dα α α α= − + …  , ce qui entraîne 1ˆ dα =  
 
  •  si  0 1jd dα < −   alors  
( )1
ˆ 0uα =  . 
 
On a alors 
 
 Critères pour l’indépendance algébrique et linéaire     Page  87
 
  ( ) ( )( ) 11 1
,
,x,d , , ,1 0
0 ,1
x
.
. x
j
j
d dj
j j d d
U
U U U X
x U
ρ δ −
−
= −ɶ 
v
v v v v
v
 , 
 
ce qui entraîne , d'après la remarque faite à la suite du Lemme (1.8) de  [ P1 ] que 
 
 
  ( )
1,x,d
f fρ δ =ɶ  v v v  . 
 
 
Soit  [ ]1: C , , Crd dρ →…v v    un homomorphisme quelconque tel que  pour tout  
1, ,j r= …   on a  
 
  ( )( ) 2 1
j
j
d
uα
α
ρ
=
=∑
v
  . 
 
On a alors 
 
  ( ) ( )
1,x,d
f fρ ρ ρ δ= ɶ v v vv v   . 
 
Considérons maintenant l'homomorphisme ρ ρɶ  . 
 
 Pour 1j = ,on a ( )( ) ( )( )
1 1
2 2
1 1
1
d d
u uα α
α α
ρ ρ ρ
= =
= =∑ ∑ɶ
v v
 , 
 
 pour   tout  2, ,j r= … , comme  0 1x = ,  on a  
 
( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )
2
1 1
2 2
1 1
2
1 1
ˆ ˆ, 2
,1
ˆ ˆ1
. . .
xj j
j j j
d d j j
d d
s u u u u
d dU
α α α αα α
α α α α
α α α α
α αρ ρ ρ ρ ρ ρ
ρ
α α
′ ′′
′ ′= = = =
′ ′
      
      
′      ≤ −      
         ′      
∑ ∑
≺ ≺
ɶ
v
v
v
v
 
 
Considérons les éléments  
( )( )( ), ,juαµ ρ ′= … …    et   ( )( )
1
2
1
1
ˆ
ˆ
ˆ , ,
j
d
u
d α
αµ ρ
α
 
   
   
   =    
    
   
 
… …   de  
( )C jNv  , 
on a   1µ =
v
      , ˆ 1µ ≤
v
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et   
 
     
( )( ) ( )( ) ( )( ) ( )( ) ( )( )
2
1 1
2 2
1 1
2
1 1
ˆ ˆ
ˆ ˆ
ˆ ˆ. . , . . 1
j
j j
d j j
d d
u u u u Dist
d dα αα αα α
α α
α αρ ρ ρ ρ µ µ µ µ
α α
′′
′= =
′
      
      
′      
− ≤ ≤      
         ′      
∑
≺
v v v
v
 , 
 
ce qui entraîne 
 
  
( )( ) ( )( )
2
, 2
,1
1
xj
j
d
s
U
α α
α α
α α
ρ ρ
ρ
′
′= =
′
≤∑
≺
ɶ
v
v
v
  , 
 
et par conséquent,  en itérant la remarque qui suit le Lemme 4.1 , on obtient 
 
  ( ) ( ) ( )( )
( )( )1 1 2
,x ,d ,x,d
,1
1
x
r
k
k
r
d f
f M f
U
ρ ρ δ δ
ρ =∑
≤

ɶ 
U
v v v v vv
v
v
   
ou encore 
 
  ( ) ( )( ) ( ) ( )( )2
1,1 ,x,d
x
r
k
k
d f rf U M fρ ρ δ=∑ ≤

U
v v v v vv v
 
 
ce qui par intégration donne 
 
    
( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( ) 22
11
1
1 2 2
,1 ,x,d
1
x
rr k
kk kk
k
d fr d fd fr r
N N
k
M f M U M fδ γ γ == ∑∑
=
 
 ≤
 
 
∏

 U
UU
v v v v v v v  . 
 
Comme 
( ) ( )( ) 11 ,1 x x dM U =v v v  , on obtient 
 
  
( ) ( )
( ) ( )( ) ( ) ( )
1
2
2
1
1
. 1
2 2
1,x,d
. x
r
rk kk
k
k
k
d d fr d fr d f
N Nr
k
M f
M f
γ γ
δ
=
=
∑
∑
=
 
 ≤
 
 
∏
 

U U
Uv v v
v v v
  .   
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Lemme 4.6 - Soit  V  une sous-variété projective  de  ( )P Cn  de dimension  1r −    ,  un 
point ( )x P Cn∈   et  ( )1d , , Nrrd d= ∈…   avec 1 jd d≤    pour tout 2, ,j r= …    .  Il existe 
au moins un point y V∈   tel que : 
 
  ( ) ( )( ) 11d ,2x, y x, d fdDist Dist V c≤ ×Uv, v, v      , 
 
 avec 
 
( ) ( )
1
1
2
1
1
1
2 2
,2
1
1                                                       1        
    
r
k
k
k
k 1
d f d fr d f
N N U
k
si  d f d   et   est une place  infinie
c si    d f 1      et   est uneγ γ =∑
=
= =
  
  = >
  
  
∏
 



U U
U
U
v
v 
v 
1                                                       
 place  infinie 
si     est une place  finie  .









v
 
 
 
Démonstration 
 
• Traitons d'abord le cas où 
1
1d f d= =U  . 
 
Dans ce cas V  est une sous-variété linéaire et d'après la proposition 3.10 , 
 
   ( ) ( )xx,
x
V
p
Dist V
⊥
=
v
v
v
 
mais comme 
   ( )y x x
V
p V⊥= − ∈  et   ( ) ( )
2
22
x y x
x, y 1
xx y
V
p
Dist
⊥
= − =
v v
v
vv v
 
 
on obtient bien la conclusion souhaitée. 
 
• Considérons  le cas où 
1
1d f >U  . 
 
Comme pour le Lemme 4.3  on peut, sans restriction,  considérer un élément ( )x P Cn∈  tel 
que ( )x 1,0, ,0= …   et de plus on peut supposer x V∉  . On rappelle que ( )1 2dˆ , , rd d= …  . 
 
Considérons un homomorphisme quelconque 11
ˆˆ : C d Cρ  ′ → v vS  , 
tel que pour tout 2, ,k r= …   
 
    
( )( ) 21 ,ˆ 1
k
k
d
sα α
α α
α α
ρ
′
′
′= =
′ =∑
≺ v
  . 
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Supposons que pour tout 1ρˆ′  ,  tel que ( )11 ,x,dˆ 0fρ δ′ ≠ v v  ,  on ait   
 
  
( ) ( )( )( )
( ) ( )( )
( ) ( )( )
( ) ( )( )
1 1
1 1
1
,x, 1 ,x,d ,x,d
1
1 ,x,d ,x,d
ˆ
ˆ
r
d
r
M f M f
M f M f
δ ρ δ δ
ρ δ δ
′
>
′


v v v v v v v
v v v v v v
   , 
 
 alors  par intégration on obtient  
 
  
( ) ( )( )
( ) ( )( )
( ) ( )( )
( ) ( )( )
1 1
,x,d ,x,d
,x,d ,x ,d
r r
r r
M f M f
M f M f
δ δ
δ δ
>
v v v v v v
v v v v v v
  
 
ce qui est absurde. 
 
Donc il existe un  homomorphisme 1ρˆ′  tel que ( )11 ,x,dˆ 0fρ δ′ ≠ v v   vérifiant : 
 
  
( ) ( )( )( )
( ) ( )( )
( ) ( )( )
( ) ( )( )
1 1
1 1
1
,x, 1 ,x,d ,x,d
1
1 ,x,d ,x,d
ˆ
ˆ
r
d
r
M f M f
M f M f
δ ρ δ δ
ρ δ δ
′
≤
′


v v v v v v v
v v v v v v
  . 
 
 
Comme d’après le lemme 4.5 , on a 
 
  
( ) ( )
( ) ( )( ) ( ) ( )
1
2
2
1
1
. 1
2 2
1,x,d
. x
r
rk kk
k
k
k
d d fr d fr d f
N Nr
k
M f
M f
γ γ
δ
=
=
∑
∑
=
 
 ≤
 
 
∏
 

U U
Uv v v
v v v
  , 
 
on déduit 
 
    
( ) ( )( )( )
( ) ( )( )
( ) ( )( )
( ) ( )
( ) ( )1 1 2
1
1
21
1
1
,x, 1 ,x,d ,x,d 2 2
1
.
11 ,x,d
ˆ
ˆ
. x
r
k
k
k
r k
k
k
r d fr d fd
N N
d d fr k
M f M f
M f M f
δ ρ δ δ
γ γ
ρ δ
=
=
∑
∑
=
′  
 ≤
 ′  
∏





U
U
U
v v v v v v v
v v v
v v v
. 
 
Posons 
   ( ) ( ) 2
1
1
2 2
,2
1
r
k
k
k
k
d fr d f
N N
k
c γ γ =∑
=
 
 ′ =
 
 
∏

U
U
v  . 
 
En utilisant la remarque faite dans  [ P1 ] après la Proposition (2.4), on peut écrire que 
 
  ( ) ( )( )
11 ,x,d
1
ˆ
h
t l
h v
h
f fρ δ λ
=
′ = ∏ v v  où  Cλ ∗∈ v  , 1
1
t
h
h
l d f
=
=∑ U  
 
et hf  sont des formes éliminantes d'indice 1d  de points  yh   de V . 
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Ce qui entraîne 
 
  
( )( ) ( ) ( )( )( )( ) ( )( )
( ) ( )( )
( ) ( )
( )
1
1 1
1
1
1
1
,x,
1
1 1
,x,d
,2
.
,2
y , x
. x
.
. x
x, .
h
h
r
k
k
l
t tl d h
d dh
h h h
r
d d fr
d
M f
Dist
M f
M f
c
M f
Dist V c
δ
δ
=
= =
∑
 
 =
 
 
′≤
′≤
∏ ∏

U
v v v
v v v
v v v
v
v v v
v
  
 
et par conséquent il existe au moins un point y V∈ , tel que  
 
  ( ) ( )( ) 1
1
1
d ,2x, y x, .d fdDist Dist V c≤

Uv, v, v   . 
 
    avec  ( ) 11,2 ,2 d fc c′= Uv v   . 
 
Pour une place finie un calcul analogue donne : 
 
  ( ) ( )( ) 1
1
1
d ,2x, y x, .d fdDist Dist V c≤

Uv, v, v    
 
    avec  ,2 1c =v   .   
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Proposition 4.7 - On considère une sous-variété V   de dimension 1r −   de  ( )P Cn v   et 
une hypersurface Z   de degré  rd  d'équation réduite  ( ) 0rUρ =  , telle que  V Z⊄ .  
Soit  x  un point ( )P Cn v .  
 
• Si l'on suppose que l'on a,  pour un réel positif H , l'inégalité : 
 
 
( )( )
( )( )( ) ( )( )( )* y
x
min . x, y
x . 1,
rr
r
dd V
r
U
H Dist
Max M U
ηρ
ρ ∈
≤v v,
vv
   avec 0 1η≤ ≤   . 
 
Alors on a 
 ( ) ( )( ) ( )( ) ( )( )( )
[ ]:Q
d *
ˆ d ,3d
dˆ
H
x, x, H .
H
r
K
nd f
r
V
Dist V Z Dist V U c
V Z
η ρ
 
 ≤ × ×
 
 

∩
∩
v
U
v, vv,
 
 
• Si l'on suppose que l'on a,  pour un réel positif H , l'inégalité : 
 
 
( )( )
( )( ) ( )( )( )* yx min . x, yx . rr r dd Vr
U
H Dist
M U
ηρ
ρ ∈
≤v v,
vv
   avec 0 1η≤ ≤   . 
 
Alors on a 
 ( ) ( )( ) ( )( ) ( )( )( )
[ ]:Q
d *
ˆ d ,3d
dˆ
H
x, x, H
H
r
K
nd f
r
V
Dist V Z Dist V U c
V Z
η ρ
 
 ≤ × ×
 
 

∩
∩
v
U
v, vv,
              
avec dans les deux cas 
 
 
( )
( ),3
1
1,
r
r
d f
d f
H              si    est une place infinie 
c
Max H        si    est une place finie .
 +
= 



U
U
v
v
v
   
 
Démonstration 
 
Nous ne ferons la démonstration que dans le premier cas, le second étant en tout point 
semblable. 
 
Soit f  une forme éliminante d'indice ( )1, , Nrrd d ∈…  de la sous-variété   V   de  ( )P Cn v  de 
dimension  1r −  . Comme V Z⊄  , on a ( ) 0fρ ≠ . 
 
On peut supposer sans perte de généralité que ( )x 1,0, ,0= …  .  
Considérons de nouveau un homomorphisme quelconque ˆrρ ′  défini au  premier paragraphe. 
Si l'on appelle  Y   l'ensemble fini de points de ( )P Cn v  défini  par 
( )( ),x,d ˆˆ drρ δ ′  ′=   vY Z P , où  P  est l’idéal de définition de V , alors il existe  Cλ ∈ v   et   
y Nl ∈   tels que : 
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  ( ) ( )( ) yˆ ,,x,d
y
ˆ y
l
r rf Uρ δ λ
∈
′ = ∏ v vv
Y
 avec  y
y
r
l d f
∈
=∑ U
Y
 . 
Ce qui donne alors 
 
 ( ) ( )( ) ( ) y1 ˆ,x,d
y
ˆ y
r
ld
rM fρ δ λ
∈
′ = ∏v v vv v
Y
 , ( ) ( )( ) ( )( ) y1 ˆ ,,x,d
y
ˆ
l
r rM f Uρ δ ρ λ ρ∗ ∗
∈
′ = ∏ v v v v vvv
Y
  
 
 et     ( )
( ) ( )( )
( ) ( )( )
y
1
ˆ ,x,,x,d
, 1
y ˆ,x,d
ˆ
y, x
ˆ
r
r
l r d
d
r
M f
Dist
M f
ρ δ δ
ρ δ∈
′
=
′
∏  

v v vv
v
Y v vv
 . 
 
Cela  entraîne 
 
    
( ) ( )( )
( ) ( )( )
( )( )
( )
y
y
1
,ˆ,x,d
1
yˆ,x,d
yˆ
ˆ y
r
l
rr
ld
r
UM f
M f
ρρ δ ρ
ρ δ
∗∗
∈
 
′  
=  
′   
 
∏ 

v vv v vv v
Yv vv
v
 . 
 
L'homogénéité  des deux égalités nous permet de  supposer  y 1=
v
, alors  d'après  le 
Lemme 4.3 , appliqué à  ( )yrf U= ,  on a : 
       ( )( ) ( )( ) ( )( )( ) ( ) ( )( )( )*, *
x
y x, y 1,
x . 1,
rr
r
r d rd
r
U
U Dist Max M U
Max M U
ρ
ρ ρ
ρ
∗
 
 ≤ + ×
  
 
v
v v v, v
v
vv
 
 
 car y 1
r r
d U    
  
=

U     ,    1 0r − =   , ,1 ,1 1c c′= =v v  . 
 
Ce qui donne en faisant le produit des puissances yl  de ces inégalités lorsque y  parcourt Y          
 
( )
( ) ( )( )
( )( )
( )( )( ) ( ) ( )( )( )
y
ˆ,x ,d *
1 *
yˆ,x ,d
ˆ x
x, y 1, .
ˆ x . 1,
r
rr
l
d fr r
d rd
r r
f U
Dist Max M U
M f Max M U
ρ δ ρ ρ
ρ
ρ δ ρ
∗
∈
′
≤ + ×
′
 
 
 
 
∏
 

Uv vv v v
v, v
Yv v vv v
 
Comme ( )x, y 1
rd
Dist ≤v,    et  0 1η≤ ≤  ,  on a  ( ) ( )( )x, y x, yr rd dDist Dist η≤v, v,   
 
donc 
      
( )
( ) ( )( ) ( )( ) ( ) ( )( )( )( )
y.ˆ,x,d *
1
yˆ,x,d
ˆ
x, y 1 1,
ˆ
r
r
d flr
d r
r
f
Dist H Max M U
M f
ηρ δ ρ
ρ
ρ δ
∗
∈
′
≤ × +
′
∏
 

Uv vv v
v, v
Yv vv
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et  par conséquent 
 
 
( )
( ) ( )( )
( ) ( )( )
( ) ( )( ) ( ) ( )( )( )( )
1
ˆ ˆ ,x,,x,d ,x,d *
1 1
ˆ ˆ,x,d ,x,d
ˆ ˆ
1 1,
ˆ ˆ
rr
d fr r d
r
r r
f M f
H Max M U
M f M f
η
ρ δ ρ ρ δ δ
ρ
ρ δ ρ δ
∗  ′ ′
 ≤ +
 ′ ′
 
   
 
Uv v v v vv vv
v
v v v vv v
 
  et 
 
( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )( )( )11 1 *ˆ ˆ ˆ,x ,d ,x ,d ,x , ,x ,dˆ ˆ ˆ 1 1, .r
r
d f
r r d r r
f M f M f H Max M U
η ηρ δ ρ ρ δ δ ρ δ ρ−∗′ ′ ′≤ +

    
U
v v v v v v v v v v vv
 
 
Comme on a imposé à l'homomorphisme ρˆ′  de vérifier  : 
 
  
( )( ) 2,ˆ 1
j
j
d
sα α
α α
α α
ρ
′
′= =
′
′ =∑
≺
v
  pour  1, , 1j r= −… ,  
 
alors, par intégration, on obtient  : 
 
( ) ( )( ) ( ) ( )( )( ) ( ) ( )( )( ) ( ) ( )( )( )( )11 *ˆ ˆ,x,d,x,d ,x,d 1 1, rd fr r r rM f M f M f H Max M Uηηδ ρ δ δ ρ−− ∗ ≤ +  Uv v v v v v v v vv v
 
 
et comme d'après  le Lemme 3.7 
 
  
( ) ( )( ) ( ) ( )ˆ,x,dr rM f M fδ ≤v v v vv  , 
 
 on obtient  
 
( ) ( )( ) ( ) ( )( )( ) ( ) ( )( ) ( ) ( )( )( )( )11 *ˆ ,x ,d,x ,d 1 1, rd fr r r rM f M f M f H Max M Uη ηδ ρ δ ρ−− ∗ ≤ +  Uv v v v v v v v vv  . 
 
Comme pour la démonstration du Corollaire 4.4 , on montre que : 
 
  
( )( )[ ]
( ) ( )( )
( )( )[ ]
( ) ( ) ( )( )( )
[ ]
( )( )( )
:Q
:Q
:Q
.
dˆ d *
1
*
H H 1
H ,
1,
r
r
K K
n Kn d f
n
rr r d f
r
V Z V
U
M f M f Max M U
ρ
ρ ρ
− ∗
≤ × ×


∩ v v U
v
U
v v v v v
v
 
 
en multipliant membre à membre cette inégalité avec l'inégalité obtenue précédemment  on 
obtient : 
  ( ) ( )( ) ( )( ) ( )( )( )
[ ]:Q
d *
ˆ d ,3d
dˆ
H
x, x, H
H
r
K
nd f
r
V
Dist V Z Dist V U c
V Z
η ρ
 
 ≤ × ×
 
 

∩
∩
v
U
v, vv,
 
 
  avec       ( ),3 1 rd fc H= + Uv   . 
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Pour une place finie un calcul analogue donne 
 
   ( ) ( )( ) ( ) ( )( )( )( )
[ ]:Q
*
d
ˆ d ,3d
dˆ
H H
x, x,
H
r
K
d f n
rV U
Dist V Z Dist V c
V Z
η ρ
 
× 
≤ × × 
 
 

∩
∩
U v
v, vv,
 
 
  avec ( ),3 1, rd fc Max H= Uv   .     
V - Critères pour l'indépendance algébrique 
Nous avons défini au paragraphe III la distance algébrique d’un point  θ  à une sous-variété 
projective  ( )Z I   notée ( )( ),Dist θv Z I  , nous aurons besoin, dans ce paragraphe, de définir la 
distance ensembliste du point  θ   à la sous-variété projective  ( )Z I  notée distv  et définie par :  
   ( )( ) ( ) ( )( )ydist , , yMin Distθ θ∈=v vZZ II  . 
Si ( )X XQ a αα
α δ=
= ∑  ,  on note   
( ) 12
*
   pour une place infinie
          pour une place finie  .
a X
Q
a X
δ
α αα
α δ
α α
α δ
−
=
=
=





∑
∑
 
1 - Cas général 
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Théorème 5.1  Soient  K    un corps de nombres,  v une place quelconque de ce corps,   
k  un entier appartenant à [ ]0,n   et  ( ) 10 1, , , C nnθ θ θ θ += ∈… v   . 
Soient  , , , ,δ τ σ µ κ   et  U  des réels avec 0µ ≥   , , 1σ δ ≥    et  0τ κ≥ ≥  . 
On suppose qu'il existe: 
-  une suite strictement croissante de réels ( )
0i i l
S
≤ ≤
 satisfaisant : 
 (o) 00 log 2S κ< ≤ +     et   1l lS U S− < ≤   , 
- pour 1 i l≤ ≤  , une famille de polynômes homogènes ( ),1 ,, , ii i nQ Q…  de 
[ ]0 1, , , nK X X X…  telle que : 
 ( i ) ,i jd Q δ=   pour tout 1, , ij n= …   , 
 ( ii ) ( )*,h i jQ τ≤   et  ( ) ( )( )( )* *, ,h log 1,i j i jQ Max M Q κ− ≤v   pour tout 1, , ij n= …  , 
 ( iii ) 
( )
,
,
i
i j
i j S
d Q
Q
e
θ
θ
−≤

v
v
   pour tout 1, , ij n= …   , 
 ( iv )  les polynômes  ,i jQ  sont sans zéros communs dans la boule  
( )( )1, iSB e µ σθ −− +  
de ( )P Cn v  de centre θ   et  de  rayon  ( )1iSe µ σ−− +   pour la distance Distv  . 
 Soit  [ ]0 1, , , nK X X X⊂ …I  un idéal homogène de dimension k   .  
Posons ( ) ( ) ( ) ( )( ) ( ),d d dt =h 1 .log 1 .k n Degτ τ δ+ + + +I I I    où  ( ) 1d , , Nkδ δ += ∈…  . 
A )  Si  la condition suivante est réalisée  
[ ] ( ) ( ) ( ) ( ) ( )d,d: Q t log 2 1 ,
1
k
DegK
   k U k Min
n k
           (  v ) τσ µ µ τ κ+ + ≤ + + −
+
 
 
 v
I
I  
 alors on a  ( )( ) ( )dist , Uθ µ σ≥ − +v Z I  . 
B )  Si  la condition suivante est réalisée   
[ ] ( ) ( ) ( ) ( ),d d: Q logt log 2 1 ,
2.
k+1
k
K
   Deg U k Min
n
           (  v ) τ
δ
σ µ µ τ κ
δ
+ + + ≤ + + −
  
  
  
′
v
I I  
 alors on a  ( )( )( )log ,Dist Uθ ≥ −v Z I  .  
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Théorème 5.2  Soient  K    un corps de nombres,  v une place quelconque de ce corps,   
k  un entier appartenant à [ ]0,n   et  ( ) 10 1, , , C nnθ θ θ θ += ∈… v   . 
Soient  , , ,δ τ σ µ   et  U  des réels avec  0µ ≥   , , 1σ δ ≥    et  0τ >  . 
 
On suppose qu'il existe: 
-  une suite strictement croissante de réels ( )
0i i l
S
≤ ≤
 satisfaisant : 
 
 (o) 00 log 2S τ< ≤ +     et   1l lS U S− < ≤   , 
 
- pour 1 i l≤ ≤  , une famille de polynômes homogènes ( ),1 ,, , ii i nQ Q…  de 
[ ]0 1, , , nK X X X…  telle que : 
 
 ( i ) ,i jd Q δ=   pour tout 1, , ij n= …   , 
 
 ( ii ) ( )*,h i jQ τ≤     pour tout 1, , ij n= …  , 
 
 ( iii ) 
( )
( ),
,
*
,.
i
i j
i j S
d Q
i j
Q
e
M Q
θ
θ
−≤

v
vv
   pour tout 1, , ij n= …   , 
 
 ( iv )  les polynômes   ,i jQ  sont sans zéros communs dans la boule  
( )( )1, iSB e µ σθ −− +  
de ( )P Cn v  de centre θ   et  de  rayon  ( )1iSe µ σ−− +   pour la distance Distv  . 
 
 Soit  [ ]0 1, , , nK X X X⊂ …I  un idéal homogène de dimension k   .  
Posons ( ) ( ) ( ) ( )( ) ( ),d d dt =h 1 .log 1 .k n Degτ τ δ+ + + +I I I    où   ( ) 1d , , Nkδ δ += ∈…  . 
 
A )  Si  la condition suivante est réalisée 
 
( v )   
[ ] ( ) ( ) ( )d,d: Q t log 2
1
k DegK k U
n k
τσ µ
 
+ + ≤ 
+ v
I
I  
alors on a 
  ( )( ) ( )dist , Uθ µ σ≥ − +v Z I  . 
 
B )  Si  la condition suivante est réalisée   
 
( v’)    
[ ] ( ) ( ),d d: Q logt log 2
2.
k+1
k
K
Deg U
n
τ
δ
σ µ δ
  
+ + + ≤  
  v
I I  
alors on a 
  ( )( )( )log ,Dist Uθ ≥ −v Z I  . 
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Nous ne ferons que la démonstration du théorème 5.1 , celle du théorème 5.2 étant 
semblable dans sa structure et beaucoup plus simple au niveau des calculs. 
Avant de démontrer  ce théorème,  démontrons le Lemme qui suit, dans lequel  
( )d , , Nrδ δ= ∈…    et  ( ) 1dˆ , , Nrδ δ −= ∈…  . 
 
Lemme 5.3 .  Si l'on considère un idéal  premier homogène rP   de rang 1n r+ −   et un 
polynôme homogène Q  de degré δ   de [ ]0 1, , , nK X X X…   tels que : 
 
   •   rQ∉P    , 
 
   •   ( )deg Q δ=    , 
   
  •  ( )*h Q τ≤  ,   
 alors 
     ( ) ( )ˆ ,d,dt , tr rQ ττ ≤P P   .  
 
D'autre part, chaque  idéal  premier homogène 1r−P   de rang 2n r+ −    associé à  
l'idéal ( ),r QP  vérifie 
 
  ( ) ( )ˆ 1 ,d,dt tr rττ − ≤P P  . 
 
Démonstration du Lemme. 
D'après le Corollaire 4.2 , on a  ( ) ( ) ( ) ( )1 *ˆ ddh , h deg .hrr r rQ Qδ −≤ +P P P  . 
 
Par conséquent 
 
  
( ) ( ) ( )
( ) ( )
1
ˆ dd
d d
h , h . deg
h
r
r r r
r r
Q
Deg
r
τ δ
τ
−≤ +
≤ +
P P P
P P
 
 
 et comme ( ) ( ) ( )ˆ dd. , 1r rr Deg Q r Deg= −P P  cela entraîne 
 
( ) ( ) ( ) ( ) ( )
( ) ( )
ˆ ˆ d d dd d
d d
1
h , . , h
h .
r r r r r
r r
r
Q Deg Q Deg Deg
r r
Deg
τ
τ τ
τ
−
+ ≤ + +
≤ +
P P P P P
P P
 
d'où 
      ( ) ( )ˆ ,d,dt , tr rQ ττ ≤P P  . 
 
D'après les propriétés d'additivité et de positivité  des fonctions d d  h     et Deg′ ′   dans les 
décompositions primaires, on déduit que chaque  idéal homogène premier 1r−P   de rang 
2n r+ −  associé à l'idéal ( ),r QP  est tel que : 
 
   ( ) ( )ˆ 1 ,d,dt tr rττ − ≤P P  . 
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Démonstration du théorème 5.1 . 
 
Pour la lisibilité de la démonstration, certains résultats ne seront énoncés qu'avec quelques 
indications, ils seront précédés de  (*i* ) et on trouvera le détail de la démonstration en 
annexe. 
 
• Plaçons nous dans le cas A . 
 
Supposons que ( )( )( ) ( ) ( )( ) ( )xlog dist , log , xMin Dist Uθ θ µ σ∈ = < − +  v vZZ II  .  
 
Il existe  alors un élément  ( )0 1x , , , nx x x= …  de  ( )Z I   tel que 
 
  ( )( ) ( ) ( )1log x, lDist U Sθ µ σ µ σ−< − + < − +v   . 
 
On a alors   ( ) ( )( )1, lSB e µ σθ −− + ≠ ∅∩Z I .  Si l'on suppose que pour chaque polynôme ,l jQ   , 
avec  1, ,
lS
j n= …  , on a  ( ) ( ),l jQ⊂Z ZI  et  le point x  de  ( ) ( )( )1, lSB e µ σθ −− +∩Z I  est  zéro 
commun à tous les polynômes ,l jQ  ,  ce qui contredit  la propriété ( iv ) . 
 
Par conséquent, il existe donc un entier  1,
lS
j n ∈    tel que  ,l jQ ∉I    et   l'idéal ( ), ,l jQ I  
est  de rang   1n k+ −  . 
 
D'après  le corollaire 4.4  
 
( )( )( ) ( ) ( )( ) ( )( )
[ ] ( ) ( ) ( ) ( ) ( )
,
ˆ , ,1 ,d,d *
,
d d*
ˆd , , 1d
log , , log . ,
. 1,
: Q
+ h h , h .
1 1
l j
l j
l j
l j l j k
v
Q
Dist Q c Dist
Max M Q
Deg DegK
Q Q C
n k k
δ
θ
θ θ
θ
+
< +
− + +
+ +
 
 
 
 
 
 
 
v
v vv
vv
Z ZI I
I I
I I
 
 
avec  1
1
1
,1 .2
k
k
d f
c d f +
+
−
=

 U
v U  et 
( )1 '
1
log     si    <
 2
0                   si    = .
k N
k
k
C k n
C k n
γ+
+

=

 =
 
 
( On se référera à la page 17 pour la définition de 'Nγ  ). 
 
 
Comme    lS U≥  , d'après la propriété ( iii ), on obtient 
 
    
( ) ( )
( )( )
*
, ,
*
,
H
.
1,
l j l j U
l j
Q Q
e
Max M Q
κ
δ
θ
θ
− +
 
  ≤
 
 
v
vv
  . 
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De plus d'après l'hypothèse faite et la Proposition 3.9 , on a 
 
  
( )( ) ( ) ( ) ( ) ( )
( )
d*
,
d
logh* 2
,d ,
log
2
, .H
l j
Deg
U Q
l j
Deg
U
Dist Q e e
e e
δµ σ
δτ µ
θ − + +
− + −
<
<
v Z
I
I
I
 
 
qui entraîne 
 
( )
( )( ) ( )( ) ( )
( ) ( ) ( ) ( )d d1 log, d* ,1 2
,1 ,d ,*
,
. , .H .2 .
1. 1,
Deg Deg
l j U Maxk
l j
l j
Q Deg
c Dist Q e e
kMax M Q
δ
κ τ µ
δ
θ
θ
θ
−
− + −++ < +
+
   
    
  
v
v v
vv
Z
I I
I
I  
 
Une étude  fastidieuse de fonction, prouve que 
 
(*1*)  
( ) ( ) ( ) ( ) ( ) ( ) ( )
d d
1 log
d d d1 2
1log .2 . 1 . log 1
1 1 1
Deg Deg
k
k
Deg Deg Deg
e C k n
k k k
δ δ−+ +
 
+ + ≤ + + 
 + + + 
I I
I I I
  
 
et entraîne par conséquent   
 
( )( )( ) ( ) ( ) ( ) ( ) [ ] ( )
[ ] ( ) ( ) ( ) ( )
d *
ˆ , ,,d
d*
ˆd , ,d
: Q
log , ,  < +1 . log 1 , 1 h
1
: Q
             + h h , h 1 .
1
l j l j
v
l j l j
Deg K
Dist Q k n U Max Q
k n
DegK
Q Q
n k
θ δ κ τ µ+ − + − + −
+
− + −
+
 
 
 
  
  
  
v
v
Z
I
I
I
I I
 
Comme d'autre part 
 
    
[ ] ( ) ( ) ( ) ( ) ( )d,d: Q t log 2 1 ,
1
k DegK-U - k k Min
n k
τσ µ µ τ κ
 
≤ + + + + − 
+ v
I
I  
 
et  ( ) ( ) ( )ˆ , dd1 . , .l jk Deg Q k Deg+ =I I  , 
 
et que  d'après le Lemme 5.3   et la propriété ( ii ) 
 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )d d*ˆ ˆ,d d d , , , d ,t +h h , h 1 t , 1 log 1 .
1 1
(*2*) k k
l j l j l j
Deg Deg
Q Q Q k n
k k
τ τ
σ σ δ τ− − + − ≤ − − + + −
+ +
 
 
 
I I
I I I I
 
On obtient alors 
 
( )( )( ) [ ] ( ) ( ) ( ) ( )ˆ ˆ ˆ,d , ,d , d ,: Qlog , ,  t , log 2 , . , .(*3*) kl j l j l jKDist Q Q Deg Q k Min
n
τ
θ σ µ µ τ κ< − + + + −  
 
v
v
Z I I I
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D'après les propriétés d'additivité des fonctions ( )( )( )ˆ ˆ ˆ,d ,d dlog ,  ,   t   et  vDist Degτθ Z .    et la 
positivité de ˆ ˆ,d dt   et  Degτ   dans les décompositions primaires,  il existe au moins un idéal 
premier kP    vérifiant : 
 
 (a)   ( ) 1krang n k= + −P , 
 
 (b)  ( ) ( )ˆ dd 1k
k
Deg Deg
k
≤
+
P I , 
 
 (c)  ( ) ( )ˆ ,d,dt tk ττ ≤P I  , 
 
( ) ( )( )( ) [ ] ( ) ( ) ( ) ( )ˆ ˆ ˆ,d ,d d: Q              log ,  t log 2 . , .d kk k kKDist Deg k Min
n
τ
θ σ µ µ τ κ< − + + + −  
 
v
v
Z P P P
 
• Plaçons nous dans le cas B . 
 
Supposons que ( )( )( )log ,Dist Uθ < −v Z I  .  D'après le nota bene de la proposition 3.9 , on 
a 
 
  ( )( )( ) ( ),d dloglog ,
2. k
Dist U Deg
δθ δ< − +v Z I I  . 
 
La condition ( v' ) entraîne alors 
 
( )( )( ) [ ] ( ) ( ) ( ) ( ) ( )1,d ,d d: Qlog ,  t log 2 1 . , .k KDist Deg k Min
n
τθ σ µ µ τ κ+
 
< − + + + + − 
 
v
v
Z I I I
 
D'après les propriétés d'additivité des fonctions ( )( )( ),d ,d dlog ,  ,   t   et  vDist Degτθ Z .    et la 
positivité de ,d dt   et  Degτ   dans les décompositions primaires,  il existe au moins un idéal 
premier 1k+P    vérifiant : 
 
 (a)   ( )1krang n k+ = −P , 
 
 (b)  ( ) ( )d 1 dkDeg Deg+ ≤P I , 
 
 (c)   ( ) ( ),d 1 ,dt tkτ τ+ ≤P I  , 
 
( ) ( )( )( ) [ ] ( ) ( ) ( )
( )
1
,d 1 ,d 1 d 1
: Q
             log ,  t log 2
                                                                                                                          1 .
d k
k k k
K
Dist Deg
n
k M
τθ σ µ++ + +< − + +
 
 
 
+ +
v
v
Z P P P
( ), .in µ τ κ−
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Montrons  par récurrence, qu'il existe une suite d'idéaux premiers homogènes  rP    de 
[ ]0 1, , , nK X X X…    pour 1, ,r k= …    dans le cas A   ( 1, , 1r k= +…   dans le cas B ) .  
vérifiant : 
 
 (a)  ( ) 1rrang n r= + −P , 
 (b) ( ) ( )d d
1
r
r
Deg Deg
k
≤
+
P I , 
 (c) ( ) ( ),d ,dt trτ τ≤P I  
( ) ( )( )( ) [ ] ( ) ( ) ( )
( )
,d ,d d
: Q
             log ,  t log 2
                                                                                                      . , .
d rr r r
K
Dist Deg
n
r Min
τθ σ µ
µ τ κ
 
< − + + 
 
+ −
v
v
Z P P P
 
 
Les quatre propriétés sont vérifiées par l'idéal premier kP   dans le cas A et  par l'idéal 
premier 1k+P   dans le cas B. 
 
•  Supposons  que pour  2 r k≤ ≤  dans le cas A ( ou  2 1r k≤ ≤ +  dans le cas B ) il existe  un 
idéal premier homogène  rP    vérifiant les quatre propriétés (a) , (b) , (c) et (d) .  Montrons 
alors l'existence d'un idéal premier homogène  1r−P    vérifiant ces quatre propriétés.  
Dans un premier temps montrons l'existence d'un indice  0i   tel que 01 i l≤ ≤  et d'un 
polynôme 
0 ,i j
Q   de la famille associée à  0i    tel que : 
 
  ( )
0 ,
, 2i j rrang Q n r= + −P  , pour 2r ≥  . 
 
D'après le Lemme 4.6 ,  il existe un  ( )0 1x , , , nx x x= …  dans  ( )rZ P  tel que 
 
  ( ) ( )( )( ) ( )d, ,d ,2, x , .rrDegrDist Dist cδ θ θ≤v v vZ PP  
 
 avec 
 
  
( )d
1,2
2
1           si       ou si  est une place finie
   
   sinon . 
r
r
N
Deg r
c
γ
 
− 
 
 =

= 

v
v P
 
 
Comme d'après la proposition 3.5 , on a  ( ) ( ),, x , xDist Dist δθ θ≤v v , cela donne, en utilisant 
la propriété (d)  
 
( )( ) ( )
[ ] ( ) ( ) ( ) ( ) ( )
,d d ,2
d
: Q
log , x t log 2 . , log .
r
r r
r
Kr
Dist Deg r Min c
Deg n
τ
θ σ µ µ τ κ≤ − + + + − +      
   
v v
v
P P
P
 
D’autre part, on a 
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( )
[ ] ( ) ( ) ( ) ( ) ( ) ( )
,d d ,2
d
: Q
t log 2 . , log log 2 .(*4*) r
r r
r
Kr
Deg r Min c
Deg n
τ
σ µ µ τ κ σ µ κ− + + + − + < − + +      
   
v
v
P P
P
 
 ( cette relation étant encore vraie si  1r =   et  ( )d 1 1Deg =P  ). 
Mais comme on a aussi 
 
  00 log 2S κ< ≤ +  
cela  entraîne 
    ( ) ( )0, x SDist e µ σθ − +≤v   . 
 
Par conséquent, on a  ( ) ( )( )0, Sr B e µ σθ − + ≠ ∅∩Z P , considérons  le plus grand entier  0i    tel 
que : 
 
 01 i l≤ ≤     et ( ) ( )( )10, iSr B e µ σθ −− + ≠ ∅∩Z P  . 
D'après les hypothèses du critère, il existe donc une famille de  polynômes homogènes 
( )
0 0 0
,1 ,, , ii i nQ Q…  de [ ]0 1, , , nK X X X…  satisfaisant les propriétés ( i ) , ( ii ) , (iii) et  ( iv )  . 
 
Si l'on suppose que pour chaque polynôme  
0 ,i j
Q   , avec  
0
1, , ij n= …  , on a  
( ) ( )
0 ,r i j
Q⊂Z ZP  et le point x  de  ( ) ( )( )10, iSr B e µ σθ −− +∩Z P  est un zéro commun à tous les 
polynômes 
0 ,i j
Q ,  ce qui contredit  la propriété ( iv ) . 
 
Il existe donc un entier  
0
1,
iS
j n ∈
 
 tel que  
0 ,i j r
Q ∉P    et   l'idéal ( )
0 ,
,i j rQ P  est  de rang   
2n r+ −  . 
 
L'idéal ( )
0 ,
,i j rQ P  vérifie  ( ) ( )0ˆ , dd 1,i j r rrDeg Q Degr−=P P  , donc on a la propriété (b)  
 
  ( ) ( )
0ˆ , dd
1
,
1
i j r
r
Deg Q Deg
k
−≤
+
P I  . 
 
D'après le lemme 5.2 , l'idéal ( )
0 ,
,i j rQ P  vérifie aussi la propriété (c)  
  ( ) ( )
0ˆ , ,d,d
t , ti j rQ ττ ≤P I  . 
 
Montrons maintenant que  l'idéal ( )
0 ,
,i j rQ P  vérifie la propriété  (d) . 
 
Deux cas sont envisageables . 
 
       Soit   0i l<  , alors on peut dire que tous les points de ( )rZ P   sont relativement 
"éloignés"  de θ  . 
 
         Soit   0i l=  , alors on peut dire qu'il y a un point de ( )rZ P  "proche"  de θ  . 
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• Etudions le premier cas 0i l< . 
 
    Considérons  2r ≥  . 
On a par définition de 0i  , ( ) ( )( )0, iSr B e µ σθ − + = ∅∩Z P     et     0i l<  ,  ce qui entraîne que 
pour tout ( )x r∈ Z P  on a: 
 
   ( )( ) ( )01, x iSvDist e µσθ − +>  . 
 
 Mais   
 
  
( )
( )( )
( )( )( )* ,0 0 0
0
log 1,,
*
,. 1,
i i jS Max M Qi j
i j
Q
e
Max M Q
δ
θ
θ
− −
≤ vv
vv
 
 
et donc 
  
( )
( )( )
( ) ( )( )( )
( )( )( ) ( )( )
( )( )( ) ( )( )
*
,0 00
0
*
,0
*
,0
log 1,,
*
,
1
log 1,
1
log 1,
,
. 1,
, x
, x .
i ji
i j
i j
Max M Qi j S
i j
Max M Q
Max M Q
Q
e e
Max M Q
e Dist
e Dist
µµ
δ
µ
σ
µ
σ
δ
θ
θ
θ
θ
−
− +
−
−
≤
<
<
v
v
v
v
vv
v
v
 
 
 
En appliquant  la Proposition 4.7, avec  
( )( )( )* ,0log 1, i jMax M QH eµ −= v   et   1η
σ
=  , on obtient   
 
( )( )( ) ( )( )( ) ( )( )( )( ) ( )
[ ] ( ) ( ) ( ) ( )
*
,0
0
0 0
log 1, d
ˆ , ,d,d
d*
ˆd , ,d
1
log , ,  < log , log 1
: Q
+ h h , h .
i jMax M Q r
r i j r
r
r r i j i j
v
Deg
Dist Q Dist e
r
DegK
Q Q
n r
µθ θ
σ
−
+ +
− +
 
 
 
v
vv
Z Z
P
P P
P
P P
 
Nous remarquons alors que : 
 
  ( ) ( ) ( )
0ˆ , dd
. , 1 .r i j rr Deg Q r Deg= −P P   
 
  d'après la propriété (d) 
 
   ( )( )( ) [ ] ( ) ( ) ( ) ( )1,d ,d d: Q1 log ,  t log 2 ,rr r rK rDist Deg Min
n
τθ σ µ µ τ κ
σ σ
−< − + + + −
 
 
 
v
v
Z P P P  
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 d'après le Lemme 5.3   et la propriété ( ii ) 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0 0 0 0
d d1 * 1 *
ˆ ˆ
, d d d , , , d , ,
t +h h , h t , 1 log 1 h
r rr r
r r r i j i j r i j i j
Deg Deg
Q Q Q k n Q
r r
τ τ
σ σ δ τ− −− − + ≤ − − + + − +
P P
P P P P
 
 
Toutes ces remarques nous permettent alors d'écrire 
 
( )( )( ) [ ] ( ) ( ) ( ) ( ) ( )
0 0 0
1
ˆ ˆ ˆ,d , , d , d ,
:Q
log , , t , log 2 , 1 , .(*5*)
r
r i j r i j r i j
K
Dist Q Q Deg Q r Min
n
τ
θ σ µ µ τ κ−< − + + + − −  
 
v
v
Z P P P
 
 
 
• Etudions le second cas 0i l= , qui est celui étudié à la première étape  
 
  Considérons  2r ≥  . 
 
D'après  le corollaire 4.4  
( )( )( ) ( ) ( )( ) ( )( )
[ ] ( ) ( ) ( ) ( ) ( )
,
ˆ , ,1 ,d,d *
,
d d*
ˆd , ,d
log , , log . ,
. 1,
: Q
+ h h , h .
l j
r l j r
l j
r
r r l j l j r
Q
Dist Q c Dist
Max M Q
Deg DegK
Q Q C
n r r
δ
θ
θ θ
θ
< +
− + +
 
 
 
 
 
 
 
v
v vv
vv
v
Z ZP P
I P
P P
 
 
avec  
1
,1 .2
r
r
d f
c d f
−
=

 U
v U  et 
( )'1log     si    -1 <  2
0                       si    -1 = = .
r N
r
r
C r k n
C r k n
γ− = ≤

 =
 
 
 
Comme    lS U≥  , d'après la propriété ( iii ) 
 
    
( ) ( )
( )( )
*
, ,
*
,
H
.
1,
l j l j U
l j
Q Q
e
Max M Q
κ
δ
θ
θ
− +
 
  ≤
 
 
v
vv
  . 
Or 
 
 
[ ] ( ) ( ) ( ) ( ) ( )d,d: Q t log 2 1 , ,
1
k DegKU k k Min
n k
τσ µ µ τ κ
 
− ≤ − + + + + − 
+ v
I
I   
 
ce qui donne en grâce aux propriétés  (b) et  (c) 
 
[ ] ( ) ( ) ( ) ( ) ( )
[ ] ( ) ( )( ) ( ) ( )
d1
,d
d1
,d
: Q
t log 2 1 ,
: Q
t 1 log 2 . , .
rr
r
rr
r
DegK
U k k Min
n r
DegK
r r Min
n r
τ
τ
σ µ µ τ κ
σ µ µ τ κ
−
−
 
− ≤ − + + + + − 
 
 
≤ − + − + + − 
 
v
v
P
P
P
P
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De plus  d'après la propriété (d) , on a 
 
 
( )( )( ) [ ] ( ) ( ) ( ) ( )
[ ] ( ) ( )( ) ( ) ( )
1
,d ,d d
d1
,d
: Q
log ,  t log 2 . ,
: Q
t 1 log 2 . ,
r
r r r
rr
r
K
Dist Deg r Min
n
DegK
r r Min
n r
τ
τ
θ σ µ µ τ κ
σ µ µ µ τ κ
−
−
< − + + + −
< − + − + − + −
 
 
 
 
 
 
v
v
v
Z P P P
P
P
 
et en posant 
 
  
[ ] ( ) ( )( ) ( ) ( )d1 ,d: Q t 1 log 2 . , ,rr r DegKU r r Min
n r
τσ µ µ τ κ−
 
′ = + − + − − 
 v
P
P   
 
on obtient , comme dans la première étape 
 
     
( ) ( )
( )( )
*
, ,
*
,
H
.
1,
l j l j U
l j
Q Q
e
Max M Q
κ
δ
θ
θ
′− +
 
  ≤
 
 
v
vv
   et   ( )( ) ( )*,d ,, .H Ur l jDist Q e µ τθ ′− − +<v Z P  
 
qui entraîne 
 
( )
( )( ) ( )( ) ( )
( ) ( ) ( )d 1, d ,*
,1 ,d ,*
,
. , .H .2 1 .
. 1,
rDeg
l j r U Maxr
r l j
l j
Q Deg
c Dist Q e
rMax M Q
κ τ µ
δ
θ
θ
θ
−
′
− + −+ < +
   
        
v
v v
vv
Z
P
P
P
 
 
La même étude de fonction que pour (*1*)  prouve que 
 
 
( ) ( ) ( ) ( ) ( ) ( )
d
1
d d d1log .2 1 . 1 . log 1
rDeg
r r rk
r
Deg Deg Deg
C k n
r r r
δ−+
 
+ + ≤ + + 
 
 
P
P P P
  
 
 et le même calcul que celui de (*3*)  donne 
 
 
( )( )( ) [ ] ( ) ( ) ( ) ( ) ( )1ˆ ˆ ˆ,d , ,d , d ,:Qlog , ,  t , log 2 , 1 , .rr l j r l j r l jKDist Q Q Deg Q r Min
n
τ
θ σ µ µ τ κ−< − + + + − −  
 
v
v
Z P P P
 
qui est la relation souhaitée. 
 
Les quatre propriétés (a) , (b) , (c) et (d) sont donc vérifiées par l'idéal  
( )( )
0
,
i
j
r SQP  .  Grâce 
aux  propriétés d'additivité des fonctions ( )( )( )ˆ ˆ ˆ,d ,d dlog , ,   t   et  vDist Degτθ Z .   et de la 
positivité de ˆ ˆ,d d t   et  Degτ   dans les décompositions primaires,  il existe alors un idéal 
premier homogène  1r−P  de rang  2n r+ −  vérifiant les propriétés (b) , (c) et (d) . Ce qui 
achève la récurrence. 
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   Considérons le cas  1r =  . 
 
L'ensemble ( )1Z P  est formé d'un point isolé  ( )0 1x , , , nx x x= …  donc  ( )1Z P  est tel que 
 
 ( )d 1 1Deg =P      et ( ) ( )( )1, x ,Dist Distθ θ=v v Z P  . 
 
On prouve alors d'une façon analogue à celle de la démonstration par récurrence, en prenant 
1r =   et ( ),2log 0c =v  , l'existence d’un indice  0i  tel que  01 i l≤ ≤  et d'un polynôme 0 ,i jQ    
tel que  ( )
0 , 1
, 1i jrang Q n= +P  . 
 
 Dans les deux cas  0i l<   et  0i l=  , on aboutit, par la même démonstration que celle faite 
dans la récurrence, à : 
 
 
[ ] ( ) ( )( )( )0 0ˆ ˆ1 , 1 ,d ,d: Q .h , log , , 0i j i j
v
K
Q Dist Q
n
θ+ <
v
ZP P  
 
qui nous donne une contradiction  car  
 
 
[ ] ( ) ( )( )( )0 0ˆ ˆ1 , 1 ,d ,d: Q .h , log , , 0i j i j
v
K
Q Dist Q
n
θ+ =
v
ZP P    . 
 
Par conséquent notre hypothèse est fausse et on a donc 
 
 dans le cas A :  ( )( )( ) ( )log dist , Uθ µ σ≥ − +v Z I  
 
 dans le cas B :  ( )( )( )log ,Dist Uθ ≥ −v Z I  .   
 
 Critères pour l’indépendance algébrique et linéaire     Page  108
Remarques 
 
1)  Si le polynôme ,i jQ   est de degré 1d   ( 10 d δ< <  )  et s'écrit ( )
1
,i j
d
Q X X
α
α
α
µ
=
= ∑  .  
           Soit k ,   tel que  ( )0max , ,k nθ θ θ= …v . On peut, par changement d’indice, considérer 0k = . 
           Posons alors 11, , , n
k k
θθθ
θ θ
 
′ =  
 
…  . on a alors  1nθ ′ ≤ +
v
  . 
Considérons le polynôme 20 ,.
d
i jP X Q=   tel que 1 2d d δ+ =  . 
 
• Si v  est une place infinie 
 
 ( )( ) ( )
2
*M P
α
δ δ
αα δ
µ
ω
′′ =
= ∑ vv   et ( )( ) ( )1 1
1
2
*
,d i j d
d
M Q
α
αα
µ
ω
=
= ∑ vv   
 
où   ( )0 1, , , nα α α α= …  et ( )0 2 1, , , ndα α α α′ = + … . 
 
Comme  
1dδ
α α
≥
  
  
′   
 ,    cela entraîne ( )( ) ( )( )
1
* *
,d i jM P M Qδω ω≤v v  . 
 
• Si v  est une place finie 
 
 ( ) ( ) ( ),i jM P M Q Max α
α δ
µ
′ =
= =v v v
  . 
 
- Par conséquent, on a 
 
  ( ) ( )* *,h h i jP Q≤     et ( ) ( )* *,h h i jP Q≤  . 
 
- On a aussi   
( ) ( )
,
,
i j
i j
d P d Q
QP θθ
θ θ
=
 
v v
v v
   . 
 
 
-  D’autre part, les polynômes P   et ,i jQ  ont les mêmes zéros de la forme ( )01, , , nx x…  . Par 
contre on introduit de nouveaux  zéros de la forme ( )10, , , nx x…  
 
Il suffit alors, d’après la propriété (i) de la Proposition 3.4, d’imposer la condition 
 
  ( ) ( )0 1 log 1 log
2
S nµ σ θ ′+ > + ≥
v
 
 
pour que le polynômes  P   n’aient pas de nouveaux zéros dans la boule de centre θ   et de 
rayon  
( )1iSe µ σ−− +   pour la distance Distv  . 
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Par conséquent, on peut remplacer, dans le théorème 5.1 , la propriété ( i )   par la propriété  
 
 ( i )'    ,i jd Q δ≤    pour tout 1, , ij n= …   , 
 
à condition toute fois d’imposer  ( ) ( )0 1 log 1
2
S nµ σ+ > +   . 
 
 
2) Montrons  "l'équivalence" de la distance euclidienne dans la carte affine 0 0X ≠ , et la 
distance vDist   entre un élément de ( )P Cn v  de la forme   ( )0 1x , , , nx x x′ ′ ′= …    et 
1
0 0
1, , , n
θθθ
θ θ
 
′ =  
 
…  donné sur une boule centrée en θ ′   telle que ( ) 1x,
1
Dist R
n
θ ′ ≤ <
+
v  . 
Comme  ( ) 1 1x,
1
Dist
n
θ
θ
′ < ≤
′+
v
v
 , d’après la propriété (i) de la Proposition 3.4, on peut 
affirmer que 0 0x ≠ . 
 
Prenons comme représentant de x  l’élément  ( )1x 1, , , nx x= …  et posons  
 
 ( )1xˆ , , nx x= …  et 1
0 0
ˆ , , n
θθθ
θ θ
 
=  
 
…  . 
Comme on a 
 
  ˆ ˆˆ ˆx x θ θ≤ − +
v v v
 
 
on peut en déduire que 
 
  ( ) ( )( )2 22
1 1
ˆ ˆ1 ˆ1 x 1R θ θ
≤
+ + + +
vv v
  .  
 
 
D'où l'on déduit grâce à la propriété  (ii) de la Proposition 3.4  
 
  ( ) ( )ˆ ˆˆ ˆx x, xk Distθ θ θ θ′ ′− ≤ ≤ −v
v v
  , 
 
ce qui nous permet de remplacer dans la propriété ( iv )  la boule  de centre θ  de ( )P Cn v   
pour la distance Distv   par une boule euclidienne de la carte affine 0 0X ≠  , à condition 
d’imposer  ( ) ( )0 1 log 1
2
S nµ σ+ > +  , comme on l’a vu dans la remarque précédente .  
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Nous allons établir , un corollaire de la forme de celui de E-M Jabbouri de [ J1 ]. 
 
Corollaire 5.4 (Critère de Jabbouri)  Soient K   un corps de nombres, v une place 
quelconque de ce corps,  k  un entier appartenant à [ ]0,n   et  ( ) 10 1, , , C nnθ θ θ θ += ∈… v   . 
Soient  , ,δ τ σ   et  U  des réels avec 0τ >  , , 1σ δ ≥   , 1kσ τ+ <   et  
1 1k k
Uτ
σ σ+ +
 
<   
  . 
On suppose que pour tout entier S  vérifiant : 
 (o) 
1 1k k
U
S
τ
σ σ+ +
< ≤   , 
il existe  une famille de polynômes homogènes ( ),1 ,, , SS S nQ Q…  de [ ]0 1, , , nK X X X…  telle 
que : 
 ( i ) ,S jd Q δ≤   pour tout 1, , Sj n= …   , 
 
 ( ii ) ( )*,h S jQ τ≤      pour tout 1, , Sj n= …   , 
 
 ( iii ) 
( ) 1
,
, k
S j
S j S
d Q
Q
e σ
θ
θ
+
−≤

v
v
  pour tout 1, , Sj n= …   , 
 
 ( iv )  les polynômes ,S jQ  sont sans zéros communs dans la boule  ( )2, kSB e σθ +−  
de Cnv   de centre θ  et de rayon  
2kSe σ
+
−   . 
 
Soit  ( )0 1, , , nK X X X⊂ …I  un idéal homogène de dimension k . 
Posons   ( ) ( ) ( ) ( )( ) ( ),d d dt =h 1 .log 1 .k n Degτ τ δ+ + + +I I I    où  ( ) 1d , , Nkδ δ += ∈…  . 
Si la condition suivante est  réalisée 
 
 ( v ) 
[ ] ( ) ( )
1
,d d 1
: Q log 1
t log 2 .
2. 2
k
k k
K U
Deg
n τ
δ
δ σ
+
+
     
+ + ≤         v
I I    ,   
  
alors on a 
  ( )( )( )log ,Dist Uθ ≥ −v Z I   . 
 
Démonstration 
 
Posons d'abord  0µ =   et κ τ=  . On obtient alors ( ), 0Min µ τ κ− =  . 
Indexons  les entiers S  de façon naturelle en posant  
1i k
S i
τ
σ +
 
= +  
  pour 1, ,i l= …   et  
0 1k
S
τ
σ +
 
=   
 . 
Posons  1
1 1
S
S
σ σ
 
′ =  
− 
 , on a bien évidemment  1 2σ σ σ′≤ < ≤  . 
Posons   maintenant  1. ki iS S σ
+
′ =   pour  0, ,i l= … .  On a  alors  0 log 2S τ′ ≤ +  . 
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De plus, si pour  1, ,i l= …  on pose   , ,ii j S jQ Q=  , d'après ( iii ) ,  on a : 
 
  
( )
,
,
i
i j
i j S
d Q
Q
e
θ
θ
′−≤

v
v
  . 
 
D'autre part, pour 1i ≥  ,  1
1 11
i
i
SS
S S
σ σ σ
−
  
′ = ≥   
−   
     ce qui donne    1i iS Sσ σ− ′ ≥   
et par conséquent 
 
 1 21 1. . .
k k
i i iS S Sσ σ σ σ
+ +
− −
′ ′ ′= ≥    . 
 
Donc  pour 1i ≥  ,  on a  ( ) ( )21, , ki iS SB e B eσ σθ θ +−′ ′− −⊂ , ce  qui implique que les polynômes 
,i jQ  sont sans zéros communs  dans la boule  ( )1, iSB e σθ −′ ′−  de ( )P Cn v  de centre θ  et de 
rayon  1i
Se σ−′ ′−  pour la distance Distv  . 
 
De plus   lS   est le plus grand entier inférieur ou égal à 1k
U
σ +
 , ce qui entraîne 
   1 1l lk
U
S S
σ− +
 
< =  
 . 
 
Posons  1
1
. k
k
U
U σ
σ
+
+
 
′ =   
, on obtient alors   
 1l lS U S−′ ′ ′< ≤     et    
1
1 1 1 1
1
. .
2
k
k k k k
U U Uσ
σ σ σ σ
+
+ + + +
′        
= ≥      
′ ′       
 . 
 
La relation ( v ) entraîne alors 
 
  
[ ] ( ) ( ),d d 1: Q logt log 2 2. k k
K U
Deg
n τ
δ
δ σ +
′ 
+ + ≤ 
′ v
I I  . 
 
On peut alors appliquer le  Théorème 5.1   qui nous donne la conclusion  
 
      ( )( )( ) 11log , kkUDist U Uθ σσ ++ ′≥ − ≥ − ≥ −  v Z I  .   
 
Remarque :  
On peut améliorer le coefficient de la propriété  ( v )  en remplaçant   
1
2
   par  
1
1
1
k
k
a
τ
σ
τ
σ
+
+
 
  
=
  +  
  
qui est compris entre 
1
2
   et  1 .   
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2 - Cas linéaire 
 
Ecrivons un corollaire du théorème 5.1, pour lequel  nous nous placerons dans le  cas où  
QK =   et la place   v  est   archimédienne  qui sont les hypothèses du critère établi par Y.V. 
Nesterenko dans [ N1 ] , critère que déduisons de ce corollaire.  
 
Dans ce cas, pour simplifier les notations nous omettrons les indices v . 
 
 
Corollaire 5.5   
Soient k  un entier appartenant à [ ]0,n   et  ( ) 10 1, , , C nnθ θ θ θ += ∈… v   . 
Soient  , ,τ µ ε   et  U  des réels avec µ τ≥    , 1 0ε≥ ≥    et  . log 2 Uε τ + <   . 
On suppose qu'il existe: 
-  une suite strictement croissante de réels ( )
0i i l
S
≤ ≤
 satisfaisant : 
 
 (o) 00 . log 2S ε τ< ≤ +    et    1l lS U S− < ≤     . 
 
- pour 1 i l≤ ≤  , une famille de  formes linéaires  ( ),1 ,, , ii i nL L…    de [ ]0 1Z , , , nX X X…   
telle que : 
 
 ( i ) ( ),h i jL τ≤      pour  1, , ij n= …  ,  
 
 ( ii ) 
( ),
i
i j S
L
e
θ
θ
−≤     pour  1, , ij n= …   , 
 
 ( iii )  les polynômes ,i jL   pour  1, , ij n= …   sont sans zéros dans la boule  
( )( )1, iSB e µθ −− +  de ( )P Cn  de centre θ  et de rayon  ( )1iSe µ−− +   pour la distance Dist  . 
 
Soit  [ ]0 1Q , , , nX X X⊂ …L  un idéal homogène de dimension k  de degré 1 . Si la 
condition suivante est  réalisée  
 
 ( iv ) ( ) ( ) ( ) ( ) ( )2h 1 log 1 . log 2 1 . .k n k U kµ ε τ+ + + + + ≤ − +L    , 
 
alors on a 
 
  ( )( )( ) ( )log ,Dist Uθ µ≥ − +Z L  . 
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Démonstration 
 
On remarque d'abord que si les  formes linéaires ,i jL  sont à coefficients entiers, 
 
  ( ) ( ) ( )( )*, , ,h h logi j i j i jL L M L= = v   
 
donc on peut prendre  .κ ε τ=   et par conséquent   la condition τ µ≤    implique : 
 
   ( ), .Min µ τ κ τ ε τ− = −  . 
 
Posons maintenant  1σ = .  
 
Comme  ( )d 1Deg k= +L    et  ( ) ( ) ( ) ( ) ( )2,d dt h 1 1 log 1k k nτ τ= + + + + +L L , la propriété ( v' ) 
du Théorème 5.1  est  
 
 ( ) ( ) ( ) ( ) ( )2h 1 log 1 . log 2 1 .k n k U kµ ε τ+ + + + + ≤ − +L . 
 
On peut alors appliquer le cas A du Théorème 5.1 , mais comme dans le cas linéaire on a 
 
 ( ) ( )( ) ( )( )x , x ,Min Dist Distθ θ∈ =v vZ ZL L  
 
cela nous donne  
 
 ( )( )( ) ( )log ,Dist Uθ µ≥ − +v Z L  .   
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Nous allons établir maintenant le critère de Y.V. Nesterenko démontré dans [ N1] , mais pour 
cela nous avons besoin  de comparer le volume et la hauteur d'un sous-espace vectoriel 
rationnel de 1Cn+  . 
 
On considère un sous-espace vectoriel rationnel  L  de 1Cn+   de dimension 1k +   , ensemble 
des zéros communs aux  n k−   formes linéaires  : 
 
  ( ) ,
0
X .
n
j i j i
i
L a X
=
=∑  pour    1, , 1j n k= + −…   avec   , Zi ja ∈  . 
 
On rappelle que  
 
 ( ) ( )12det a ak lV =L  où    , ,
0
a a .
n
k l k j l j
j
a a
=
=∑   avec  ( )0, ,a , ,j j n ja a= …  . 
 
Comme on considère la place archimédienne v de Q , si l’on appelle f  une forme 
éliminante de la variété linéaire  projective de ( )P Cn  déduite de L ,  on a 
 
  ( ) ( ) ( )1H kM f+= vL  , 
 
c’est-à-dire, d’après le résultat obtenu   dans le quatrième exemple de paragraphe II-3-a) 
 
  ( ) ( )
1 1
1 1
H .exp
2
k i
i j
V
j
= =
 
=  
 
∑∑L L  . 
 
Il est  à  noter   que  ce  résultat  peut  être  retrouvé  en utilisant les résultats exposés par  
J.B. Bost, H. Gillet et C. Soulé  dans [ BGS1 ] . 
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Corollaire 5.6    ( Critère de Nesterenko)   
Soient k  un entier appartenant à [ ]0,n   et  ( ) 10 1, , , C nnθ θ θ θ += ∈… v   . 
Soient  0 1 2 1 2, , , , ,N c cδ τ τ   des nombres positifs avec  1 20 τ τ δ≤ − <  . 
Soit  ( )tσ  une fonction croissante pour 0t N≥   telle que : 
   ( )lim
t
tσ
→+∞
= +∞   et  
( )
( )
1
lim 1
t
t
t
σ
σ→+∞
+
=   . 
 
On suppose que pour tout entier naturel  0N N>  , il existe  une   forme linéaire  NL    de 
[ ]0 1Z , , , nX X X…   telle que : 
 
 ( i ) ( )NNL e
σ≤    ,  
  
 ( ii ) ( )
( ) ( )1 2
1 2
NN NLc e c eτ σ τ σ
θ
θ
− −≤ ≤   ,  
 
Soit  [ ]0 1Q , , , nX X X⊂ …L  un idéal homogène de dimension k  de degré 1    alors  si  k  
est  tel que  1
1
0 1
1
k
τ
δ
+
< + <
+
 ,  il existe un réel Κ  tel que      
( )( ) ( )( ) ( )( )11 11 1 1, . kDist V ττ δθ +− + − + +> ΚZ L L  . 
 
De plus si  L   est de hauteur suffisamment grande on a :  
 
( )( )
( )( )
1
1
1
1 1 1 1
1
1 1
1 1
2
1 1 1
. .exp
2 21
k kk k i
k
i j
c
c
jn c
τ
τ δ
+
+ + − + +
+
= =
       Κ ≥        +    
∑∑   . 
 
Démonstration 
 
D'une part, comme 1 1
1 2
1 1
0 1
1 1
k
τ τ
δ τ τ
+ +
< + < <
+ + −
 , il existe  0ε >   tel que : 
 
  
( )( )
( ) ( )
1 1
1 2 1 2
1 1 1
1
1 1 1
k
τ ε τ
τ ε τ ε τ τ
+ + +
+ < <
+ + − + + −
  
ce qui entraîne 
   
       ( ) ( ) ( )( )2 1 20 1 1 1k kτ ε τ ε τ< − + − + + −  . 
 
D'autre part les propriétés de ( )Nσ , nous permettent de dire qu'il existe un entier 2N  , avec 
2 0N N>   tel que  
 
 pour tout 2N N≥  , on ait     ( ) ( ) ( )1 1N Nσ ε σ< + −  . 
 
 
 Critères pour l’indépendance algébrique et linéaire     Page  116
Soit  3 2N N>  ,  tel que   
 
      ( ) ( ) ( )2 2 3 2. log 2 logN N cτ σ ε σ≤ + +   et    ( ) ( )2 2 2 3N Nτ σ τ σ<  . 
 
On suppose que la hauteur de L  est suffisamment grande, plus précisément que : 
 
( ) ( )( )( )( ) ( ) ( ) ( ) ( ) ( )2 22 1 2 3 2
1
1 1 1 h 1 log 1 . log 2 log log .
c
k k N k n k c
c
τ ε τ ε τ σ− + − + + − < + + + + + +
  
  
  
L
 
( On peut aussi supposer que la hauteur de L  est quelconque mais choisir 2c   suffisamment 
grand afin que l’inégalité soit réalisée.) 
 
Comme ( )Nσ est croissante et de limite infinie et que 
( ) ( ) ( )( )2 1 21 1 1 0k kτ ε τ ε τ− + − + + − > ,  il existe MaxN     tel que MaxN    soit le plus petit 
entier supérieur à 3N  vérifiant :  
 
( ) ( ) ( ) ( ) ( ) ( )( )( )( ) ( )
( )( ) ( ) ( )( )( ) ( )
2
2
2 2 1 2
1
2 1 2
h 1 log 1 . log 2 log log . 1 1 1
. 1 1 1 1 .
Max
Max Max
c
k n k c k k N
c
k N k N
τ ε τ ε τ σ
τ ε σ τ ε τ σ
+ + + + + + ≤ − + − + + −
≤ − + − + + − −
  
  
  
L
Posons   
 ( )( )( ) ( ) 21 2
1
1 1 1 logMax
c
N
c
µ τ ε τ σ  = + + − − +  
 
 
 ( )MaxNτ σ=  
 
 ( ) ( )2 2logMaxU N cτ σ= −  
 
 ( ) ( )2 2 2logiS N i cτ σ= + −     et       2 MaxN l N+ =   
 
 
2,1i N i
L L +=  . 
 
Vérifions que l'on a alors les conditions du corollaire 5.5 , pour  0 i l≤ ≤  . 
 
• La définition de iS   entraîne : 
 ( ) ( )0 2 2 2logS N cτ σ= −  et ( ) ( )2 2logl MaxS N cτ σ= − ,  
 
on obtient donc immédiatement d'après la définition de 3N  et de MaxN  
 
 0 . log 2S ε τ≤ +  et 0 lS S U< =   . 
  
• Comme  
( )N
NL e
σ≤     et que   ( ) ( )h logN NL L≤  , on obtient : 
 
  ( ) ( ) ( )
2 2,1
h logi N i Max N iL L N Lσ τ+ +≤ ≤ = =  . 
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• Comme 
( ) ( )1 2
1 2
N Nc e c eτ σ τ σ− −≤  , cela entraîne   ( ) ( )2 2 1
1
log Max
c
N
c
τ τ σ
 
≥ − 
 
 . 
 
Donc  
 
  ( ) ( )( ) ( ) ( ) ( )1 2 2 11 1 1Max MaxN Nµ τ ε τ σ τ τ σ≥ + + − − + −  ,  
 
mais 
  ( ) ( ) ( )1 1Max MaxN Nσ ε σ≤ + −  
 
et par conséquent  
 
  
( ) ( ) ( ) ( )
( )
( )
2
1 2 1
2
1
1
1
1 1
1
Max Max
Max
Max
N N
N
N
τµ τ σ τ τ σ
ε
τ σ
ε
σ
τ
 ≥ + − + − + 
  ≥ + −  +  
≥
≥
 
 
 
 
•  Comme  
( ) ( )2
2
N NL c e τ σ
θ
θ
−≤  , on a  
 
( ) ( ) ( ) ( )2 2 2 2,1 log iN ii N i c SLL e eτ σθθ
θ θ
+
− + + −
= ≤ ≤  . 
 
•     Les conditions ( i )  et ( ii )  entraînent   ( ) ( )
( )
11
1
NN
N
L
c e
L
τ σ θ
θ
− + ≤  ,   
 
or 
 ( )( )( ) ( ) 21 2
1
1 1 1 logMax
c
N
c
µ τ ε τ σ  = + + − − +  
 
 , 
 
et par conséquent 
 
 ( ) ( )( ) ( ) 21 2 2
1
1 1 1 log
c
N i
c
µ τ ε τ σ  ≥ + + − + − +  
 
 . 
 
Mais  
 ( ) ( ) ( )2 21 1N i N iσ ε σ+ < + + −   
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qui donne 
 
  
( ) ( ) ( )
( ) ( ) ( )
2
1 2 2 2
1
1 2 1 1
1 1 log
1 log i
c
N i N i
c
N i c S
µ τ σ τ σ
τ σ
−
 
> + + − + − +  
 
> + + − +
 
 
qui permet de conclure que 
 
  
( ) ( ) ( )11 21
1
iSN ic e e µτ σ −− +− + + >    
 
 et par conséquent  la forme linéaire ,1iL   n'a pas de zéros dans la boule 
( )( )1, iSB e µθ −− +  . 
 
• Enfin l'inégalité  
 
( ) ( ) ( ) ( ) ( )( ) ( )
( ) ( )( ) ( )
2 2
2 2
1
1 2
h 1 log 1 . log 2 log log . 1
                                                                                                            1 1 1
Max
Max
c
k n k c k N
c
k N
τ ε σ
τ ε τ σ
+ + + + + + ≤ − +
− + + − −
  
  
  
L
entraîne 
 
  ( ) ( ) ( ) ( ) ( )( ) ( ) ( )2 2 2h 1 log 1 . log 2 . 1 logMaxk n k k N cµ τ ε σ+ + + + + ≤ − + −L   
 
 c'est-à-dire 
 
  ( ) ( ) ( ) ( ) ( )2h 1 log 1 . log 2 1 . .k n k U kµ ε τ+ + + + + ≤ − +L  . 
 
On peut alors appliquer le corollaire 5.5 , avec   1in =  , ce qui donne 
 
  ( )( )( ) ( )log ,Dist Uθ µ≥ − +Z L  
 
soit 
 
( )( )( ) ( ) ( )( ) ( ) ( ) ( )21 2 2 2
1
log , 1 1 1 log logMax Max
c
Dist N N c
c
θ τ ε τ σ τ σ ≥ − + + − − − − + 
 
Z L
 
 
et par conséquent 
 
 ( )( )( ) ( )( ) ( ) ( )( )1 1 2 1log , 1 1 1 logMaxDist N cθ τ ε τ τ σ≥ − + + + + − −Z L  . 
 
Comme  
 
( ) ( ) ( ) ( ) ( ) ( ) ( )( )( ) ( )2 2
2 2 1 2
1
h 1 log 1 . log 2 log log 1 1 1 1 ,
Max
c
k n k c k k N
c
τ ε τ ε τ σ+ + + + + + > − + − + + − −
  
  
  
L
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on a  
 
  ( ) ( )( )( )( ) ( )( ) ( )12 1 2
1
h 1
1 1 1
MaxN
k k
σ
τ ε τ ε τ
+ Κ > −
− + − + + −
L  
 
avec    
  ( ) ( ) ( )2 21 2
1
1 log 1 . log 2 log log
c
k n k c
c
  
Κ = + + + + +   
  
 
ce qui entraîne 
 
  ( )( )( ) 111 2
1
2
log 1 . .
k
k
k
n c
c
+
+
  
 Κ ≤ +     
 
 
 
Donc on obtient 
 
 
 
( )( )( ) ( )( ) ( ) ( )( )( ) ( )( ) ( )
1 1 2
1 1
2 1 2
1 1
log , h log
1 1 1
Dist c
k k
τ ε τ τθ
τ ε τ ε τ
 + + + +
 > − + Κ −
 
− + − + + − 
Z L L  . 
 
D'autre part 
 
( )
( ) ( )( )( )
( )
( )( ) ( )( ) ( )( )
1 1 2 1 1 2 1
2 1 2 1 1 2 1 1 1 2
1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1k k k k k k
τ ε τ τ τ ε τ τ τ
τ ε τ ε τ τ τ τ ε τ τ τ τ
+ + + + + + + + +
= >
− + − + + − + − + + − − + + + + − + + −
 
 
or  
 
  ( ) ( ) ( ) ( )
1 1
1 1 1 2
1 1
1 1 1 1 1 1k k
τ τ
τ δ τ τ τ
+ +
>
+ − + + + − + + −
 , 
 
ce qui implique que l'on peut choisir  ε  tel que   
 
  ( ) ( )
( )
( ) ( ) ( )( )
1 1 21
1 2 1 2
1 11
1 1 1 1 1 1k k k
τ ε τ ττ
τ δ τ ε τ ε τ
+ + + ++ ≥
+ − + + − + − + + −
  
 
et qui entraîne 
 
  ( )( )( ) ( ) ( ) ( )1 21
1
log , h
1 1 1
Dist
k
τθ
τ δ
 +
≥ − + Κ  + − + + 
Z L L  
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avec    
 
  ( ) ( ) ( )
1
2 1 1
1
1
log
1 1 1
c
k
τ
τ δ
 +Κ ≤ Κ −  + − + + 
 
 
Enfin, comme on a  
 
  ( ) ( )
1 1
1 1
H .exp
2
k i
i j
V
j
= =
 
=  
 
∑∑L L  
 
cela entraîne grâce au fait que   ( ) ( )H H≤L L  , 
 
  ( )( ) ( )( ) ( )( )11 11 1 1, . kDist V ττ δθ +− + − + +> ΚZ L L  
 
 avec 
 
  ( )( ) ( )
( )( )
1
1
1
1 1 1 1
1
1 1
1 1
2
1 1 1
. .exp
22,1
k k k
k i
k
i j
c
c
jMaxn c
τ
τ δ
θ
+
+ + − + +
+
= =
        Κ ≥        +     
∑∑  .    
 
Remarque : 
 
En particulier, si ( )2 11 1nnτ τ
−
> +  alors  0 1, , , nθ θ θ…   sont linéairement indépendants sur Q . 
En effet, dans ce cas  1
1 2
1
1
n
τ
τ τ
+
<
+ −
 et si l'on appelle r  le nombre maximum de nombres 
linéairement indépendants sur Q  parmi 0 1, , , nθ θ θ…  , il existe 1n r+ −  formes linéaires 
( )XjL  à coefficients rationnels telles que ( ) 0jL θ =   pour   1, , 1j n r= + −…  . 
 
Si L  est la variété linéaire projective  de dimension 1r −   définie par les équations 
( )X 0jL = , alors  θ ∈L  et d'après le corollaire 5.6  on obtient  11
1
r
τ
δ
+≥
+
   pour tout   
1 2δ τ τ> −  , ce qui entraîne  1
1 2
1
1
r
τ
τ τ
+≥
+ −
  et par conséquent   1r n= +  . 
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3 - Indépendance linéaire et algébrique 
 
Le corollaire 5.7 , corollaire du théorème 5.2 , sera traité sur un corps de nombres K .  
 
 
Corollaire 5.7   
Soient  K    un corps de nombres,  v une place quelconque de ce corps,   k  un entier 
appartenant à [ ]0,n   et  ( ) 10 1, , , C nnθ θ θ θ += ∈… v   . 
Soient  ,τ µ   et  U  des réels avec  , 0τ µ ≥  et  log 2 Uτ + <   . 
On suppose qu'il existe: 
-  une suite strictement croissante de réels ( )
0i i l
S
≤ ≤
 satisfaisant : 
 
 (o) 00 log 2S τ< ≤ +    et    1l lS U S− < ≤     . 
 
- pour 1 i l≤ ≤  , une famille de  formes linéaires  ( ),1 ,, , ii i nL L…    de [ ]0 1, , , nK X X X…   
telle que : 
 
 ( i ) ( ),h i jL τ≤      pour  1, , ij n= …  ,  
 
 ( ii ) 
( )
( )
,
,.
i
i j S
i j
L
e
M L
θ
θ
−≤v
vv
    pour  1, , ij n= …   , 
 
 ( iii )  les polynômes ,i jL   pour  1, , ij n= …   sont sans zéros dans la boule  
( )( )1, iSB e µθ −− +  de ( )P Cn  de centre θ  et de rayon  ( )1iSe µ−− +  pour la distance Distv  . 
 
Soit  [ ]0 1, , , nK X X X⊂ …I  un idéal homogène de dimension k  de degré D  . Si la 
condition suivante est  réalisée  
 
 
 ( iv ) 
[ ] ( ) ( ) ( )( )( )( ) ( ): Q h 1 log 1 1 . . log 2K k n k D k D U
n
τ µ+ + + + + + + ≤
v
I    , 
 
alors on a 
 
  ( )( )( ) ( )log ,Dist Uθ µ≥ − +v Z I  . 
 
 
Démonstration 
 
Prenons    1δ =  et 1σ =  . L’application du théorème 5.2, nous donne immédiatement le 
résultat.    
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Corollaire 5.8 . 
 Soient K   un corps de nombres, v une place quelconque de ce corps,   k  un entier 
appartenant à [ ]0,n    et  ( ) 10 1, , , C nnθ θ θ θ += ∈… v   . 
Soient  0 1 2 1 2, , , , ,N c cδ τ τ   des nombres positifs avec  1 20 τ τ δ≤ − <   et  
[ ]
2
: QK
n
τ >
v
 . 
Soit  ( )tσ  une fonction croissante pour 0t N≥   telle que : 
   ( )lim
t
tσ
→+∞
= +∞   et  
( )
( )
1
lim 1
t
t
t
σ
σ→+∞
+
=   . 
 
On suppose que pour tout entier naturel  0N N>  , il existe  une   forme linéaire  NL    de 
[ ]0 1, , , nK X X X…   telle que : 
 
 ( i ) ( ) ( )h NNL eσ≤    ,   
 
 ( ii ) ( )
( )
( )
( )1 2
1 2
.
NN N
N
L
c e c e
M L
τ σ τ σ
θ
θ
− −≤ ≤v
vv
  ,  
 
Soit  [ ]0 1, , , nK X X X⊂ …I  un idéal homogène de dimension k  de degré  D    alors  si  
k  est  tel que  ( ) [ ]1:Q0 1 K
n
k D
τ
δ
< + <
+
v
  ,  il existe un réel 0Κ >   tel que      
( )( ) ( )( )
[ ]
[ ]( )
1
2
:Q
.
:Q
1 . ., .
K
n
K
k D k D
n
Dist H
τ
τ δθ
−
− + −> Κ
v
v
Z I I  . 
 
Démonstration 
D'une part, comme ( ) [ ] [ ]1 1:Q :Q
1 2
0 1
K K
n n
k D
τ τ
δ τ τ
< + < <
+ + −
v v
 , il existe  0ε >   tel que : 
 
( ) ( )[ ] ( ) [ ]
1 1
:Q :Q
1 2 1 2
1
1
1
K K
n n
k D
τ ε τ
τ ε τ τ τ
+
+ < <
+ + − + −
v v
 
    
ce qui entraîne 
  ( ) ( )( )[ ] ( )
2 1 2
:Q
1 2
1
1
1
K
n
D
k D
τ τ ε τ
τ ε τ
+ + −
+ <
+ + −
v
  
et 
   
       
[ ] ( ) ( )( ):Q2 1 21 . 1 0Kn k D k Dτ τ ε τ− + − + − >v  . 
 
D'autre part les propriétés de ( )Nσ , nous permettent de dire qu'il existe un entier 2N  , avec 
2 0N N>   tel que  
 
 pour tout 2N N≥  , on ait     ( ) ( ) ( )1 1N Nσ ε σ< + −  . 
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Soit  3 2N N>  ,  tel que   
 
      ( ) ( ) ( )2 2 3 2log 2 logN N cτ σ σ≤ + +   et    ( ) ( )2 2 2 3N Nτ σ τ σ<  . 
 
On suppose que la hauteur de I  est suffisamment grande, plus précisément que : 
 
[ ] ( ) ( )( )( ) ( ) [ ] ( ) ( ) ( )
( )
2:Q :Q
2 1 2 3
2
2
1
1 . 1 h 1 . .log 1
                                                                                             . . log 2 log log .
K K
n n
k D k D N k D n
c
k D c
c
τ τ ε τ σ
 
 
 
 
− + − + − < + + +
  
+ + +   
  
v v
I
( On peut aussi supposer que la hauteur de I  est quelconque mais choisir 2c   suffisamment 
grand afin que l’inégalité soit réalisée.) 
 
Comme ( )Nσ  est croissante et de limite infinie et que   
 
[ ] ( ) ( )( ):Q2 1 21 . 1 0Kn k D k Dτ τ ε τ− + − + − >v  , 
 
 il existe MaxN     tel que MaxN    soit le plus petit entier supérieur à 3N  vérifiant :  
 
[ ] ( ) ( ) ( )( ) ( ) [ ] ( )( ) ( )
( )
2:Q :Q2
2 2
1
1
h 1 .log 1 . . log 2 log log 1
                                                                                                                      . 1
K K
Maxn n
c
k D n k D c k D N
c
k D
τ σ
τ ε
+ + + + + + ≤ − +
− +
  
  
  
v v
I
( ) ( )2 1 .MaxNτ σ− −
Posons   
 
 ( )( ) ( ) 21 2
1
1 1 logMax
c
N
c
µ τ ε τ σ  = + − − +  
 
 
 ( )MaxNτ σ=  
 
 ( ) ( )2 2logMaxU N cτ σ= −  
 
 ( ) ( )2 2 2logiS N i cτ σ= + −     et       2 MaxN l N+ =   
 
 
2,1i N i
L L +=  . 
 
On montre comme dans le corollaire 5.5 , que les conditions du corollaire 5.7  sont vérifiées  
pour  0 i l≤ ≤  , c’est-à-dire : 
 
• 0 log 2S τ≤ +  et 0 lS S U< =   . 
 
• ( ) ( ),1h i MaxL Nσ τ≤ =  . 
 
•  
( )
( )
( )
( )
( ) ( )2 2 2 2,1 log
,1 ,1. .
i
N ii N i c S
i i
LL
e e
M L M L
τ σ
θθ
θ θ
+
− + +
−
= ≤ ≤v v
v vv v
 . 
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•   La forme linéaire ,1iL   n'a pas de zéro dans la boule 
( )( )1, iSB e µθ −− +  . 
 
• Enfin que 
 
  
[ ] ( ) ( ) ( )( )( )( ) ( ): Q h 1 log 1 1 . . log 2K k n k D k D U
n
τ µ+ + + + + + + ≤
v
I  .  
 
On peut alors appliquer le corollaire 5.7, avec   1in =  , ce qui donne 
 
  ( )( )( ) ( )log ,Dist Uθ µ≥ − +Z I  
 
soit 
 
 ( )( )( ) ( )( ) ( ) ( )( )1 1 2 1log , 1 logMaxDist N cθ τ ε τ τ σ≥ − + + − −Z I  . 
 
On montre alors que  
( )( )( ) ( )[ ] ( ) ( )( )( )
[ ] ( )( ) ( ):Q1 1 2 . 1 1:Q
2 1 2
log , h log .
1 . 1
K
nK
n
Dist c
k D k D
τ ε τ τθ
τ τ ε τ
 + + > − + Κ +
 
− + − + −
 
v
v
Z I I
 
avec 
 
  ( )[ ]( )
( ) .1
:Q
1
1 2
1
2
log 1 .
k Dk D
K
k
nn c
c
+
+
   
 Κ ≤ +        
v  
 
et qu’il existe 0ε >  tel que 
 
  [ ] ( )
( )
[ ] ( ) ( )( )
1 1 21
:Q :Q
2 2 1 21 . . 1 . 1
K K
n n
k D k D k D k D
τ ε τ ττ
τ δ τ τ ε τ
+ +
>
− + − − + − + −
v v
 , 
 
 
 
ce qui entraîne 
 
  ( )( )( )
[ ]
[ ] ( ) ( )
:Q
. 1
2:Q
2
log , h
1 . .
K
n
K
n
Dist
k D k D
τ
θ
τ δ
 
 ≥ − + Κ
 
− + − 
v
v
Z I I  
avec    
 
  [ ] ( ) ( )
1
2 1 1:Q
2
log
1 . .
K
n
c
k D k D
τ
τ δ
 
 Κ ≤ Κ −
 
− + − v
.    
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Remarque 
 
Plaçons nous dans le cas où QK =   et  v   la place archimédienne , si l'on considère que les 
hypothèses du corollaire 5.8   sont satisfaites au niveau des formes linéaires de 
[ ]0 1Z , , , nX X X… . 
Dans le cas particulier  où  2 1
1
1
n
n
τ τ
−
> +   alors  0 1, , , nθ θ θ…   sont linéairement 
indépendants sur Q  . 
En effet, dans  ce cas , on a  1
1 21
n
τ
τ τ
<
+ −
 et si l'on appelle r  le nombre maximum de 
nombres linéairement indépendants sur Q  parmi 0 1, , , nθ θ θ…  , il existe 1n r+ −  formes 
linéaires ( )XjL  à coefficients rationnels telles que ( ) 0jL θ =   pour   1, , 1j n r= + −…  . 
 
Si L  est la variété linéaire projective  de dimension 1r −   définie par les équations 
( )X 0jL = , alors  θ ∈L  et d'après le corollaire 5.8  on obtient  1
1 21
r
τ
τ τ
≥
+ −
, ce qui 
entraîne 1r n= +  . 
 
Soit [ ]0 1Q , , , nX X X⊂ …I  un  idéal homogène, de dimension k  et de degré D  vérifiant   
( )1k D n+ ≤  ,  
 
comme   1
1 21
n
τ
τ τ
<
+ −
 ,  il existe 1 2δ τ τ> −  tel que   ( ) 11
1
k D
τ
δ+ < +  
 
et d'après le corollaire 5.8 ,on obtient  
 
 ( )( ) ( )( )
[ ]
[ ]( )
1
2
:Q
.
:Q
1 . ., .
K
n
K
k D k D
n
Dist H
τ
τ δθ
−
− + −> Κ
v
v
Z I I  avec 0Κ >  
 
ce  qui entraîne la non appartenance de θ   à ( )Z I  .  Ce  résultat  n'a rien d'étonnant, car 
d'après un résultat de M. Chardin dans [ C1 ] chapitre I, les variétés ( )Z I  vérifiant  
( )1k D n+ ≤   sont contenues dans un hyperplan .  
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4 - Autre corollaire 
 
Voici une autre forme de  corollaire  du premier critère qui m’a été fournie par P. Philippon. 
On se placera dans le corps Q . 
 
Corollaire 5.9  Soit    k  un entier appartenant à [ ]0,n   et  ( )1, , C nnθ θ θ= ∈… v   . 
Soient  , ,δ σ τ   et  U  des réels tels que   , 1σ δ ≥    et  ( ) ( )3. 1 . .log 1U k nτ δ> ≥ + +  . 
On suppose que pour tout réel S  vérifiant  S Uτ < ≤  , il existe un  polynôme SQ  de 
[ ]1Z , , nX X…  tel que : 
• Sd Q δ≤   , 
 
• 
*
SQ e
τ≤   , 
 
• 
( )
( )
2
2 21
S
SS S
d Q
Q
e eσ τ
θ
θ
− + −≤ ≤
+

 . 
 
Alors pour tout idéal [ ]1Q , , nX X∈ …I   de dimension k , de degré D  et de hauteur H  
satisfaisant  
  ( )( )2. . + . +1k k+1UH k Dδ δ τ σ≤  
 
on a  
 
 ( )( )( )log ,Dist Uθ ≥ −v Z I  . 
 
 
Démonstration 
 
Posons 0 1θ =   ,   ( )1 1, , ,k nMaxθ θ θ θ= …  et   0 1, , 1, , n
k k k
θ θθθ
θ θ θ
 
′ =  
 
… …  . 
 
Considérons les polynômes  h SQ   de [ ]0 1Z , , , nX X X…  , polynômes homogénéisés de  SQ  ,  
de degré δ ,  définis par : 
 
   
1
0
0 0
. . , ,S S
d Q d Qh n
S k S
XX
Q X X Q
X X
δ −  
=  
 
 
…  . 
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Nous allons établir dans ces conditions  un résultat préliminaire, qui est le suivant : 
 
 
Considérons  un polynôme homogène [ ]0 1, , , nQ K X X X∈ …  , tel que ( )X .XQ a αα
α δ=
= ∑ . 
Si ce polynôme a au moins un zéro dans la boule de centre 0 1, , 1, , n
k k k
θ θθθ
θ θ θ
 
′ =  
 
… …  et de 
rayon   
1
1
R
n
<
+
  pour la distance euclidienne de la carte affine 0kX ≠   alors   
 
   
( )
( )
22
1
2.
.2 . 1. .
aQ
R n
αδ
δ δ
αα δ
θ
δ
θ
−
=
′
≤ +
′
∑v v
v
  . 
 
 
 
Supposons que le polynôme Q   est un zéro  ( )0 1, , , nη η η η= …    dans la boule de centre θ ′   
et de rayon  R  .  La condition 
1
1
R
n
<
+
  entraîne que 0kη ≠  .  
 
Prenons comme représentant de  η  l’élément    0 1, , 1, , n
k k k
η ηηη
η η η
 
=  
 
… …  et posons : 
 
   0ˆ , , n
k k
θ θθ
θ θ
 
=  
 
…    et   0ˆ , , n
k k
η ηη
η η
 
=  
 
…  . 
 
D’après le théorème des accroissements finis il existe un élément ( )0 1, , 1, , nζ ζ ζ ζ= … …  de 
la boule tel que  
 
  ( ) ( ) ( )
0
n
i i
i k k i
i k
Q
Q Q
X
θ η ∂θ η ζ
θ η ∂
=
≠
 
′
− = − 
 
∑  . 
 
Ce qui entraîne grâce à l’inégalité de Cauchy-Schwarz  
 
  ( ) ( )
2
22
0
ˆ ˆ .
n
i i
i k
Q
Q
X
∂θ θ η ζ∂
=
≠
′ ≤ − ∑v v
v
 . 
 
Mais on montre facilement que 
 
  ( ) ( )
( )
22
2 1
2. .
d
i
aQ
X
α
δ
αα δ
∂ ζ δ ζ∂
−
=
≤ ∑ v v
v
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et par conséquent 
 
  
( ) ( ) ( ) ( )
2 2 1 22
2
2.
ˆ ˆ
. . . 1 .
aQ
n
δ
α
δ δ
αα δ
θ η ζθ
δ
θ θθ
−
=
   −′
   ≤ +
 ′ ′ ′   
∑v v v v
v vv
 . 
 
Ce qui donne  
 
  
( ) ( ) ( ) ( )
( ) ( ) ( )
2 1 22
2 2
2. 2
2
2 12 2
1
. . . 1 .
.2 . 1 . .
aQ
R n
a
R n
δ
α
δ δ
αα δ
αδ
δ
αα δ
ζθ
δ
θθ θ
δ
−
=
−
=
 ′
 ≤ +
′ ′ ′  
≤ +
∑
∑
v v v
vv v
v
 
 
et termine la démonstration du résultat préliminaire. 
 
Revenons à la démonstration du corollaire.  
 
La condition ( ) ( )3. 1 log 1k nτ δ≥ + +   entraîne   ( ) ( )11 log 2 log 1 log
2
nτ δ δ> − + + +  
 
et comme on a aussi  ( )
2
a
e
α τ
δ
αα δ=
≤∑ v  , de la condition 
( )
( )
2
2 21
S
SS
d Q
Q
e σ τ
θ
θ
− + ≤
+

 on déduit 
  ( )
( )2
1.2 . 1. .
h
SS
a Q
e n
ασ δ
δδ
αα δ
θ
δ
θ
− −
=
′
+ <
′
∑ v
v
  , 
 
qui nous permet d’affirmer d’après la remarque préliminaire, que le polynôme  h SQ   n’a pas 
de zéro dans la boule de centre ( )01, , , nθ θ…  et de rayon  Se σ−  . 
La condition ( )
2
a
e
α τ
δ
αα δ=
≤∑ v   entraîne ( )*h h SQ τ≤  . 
 
Considérons la  suite  
 
 
  
( ) 0
1
1
log 1 log 2
2
i i
l
n S
S S
S U
τ
µ
−

+ < ≤ +

= +

=


     où  0µ > , vérifie ( ) ( )loglog 2 2 1 . .log 1
2. k
k n
δµ δδ+ + ≤ + + . 
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Alors pour tout  1 i l≤ ≤ ,  les polynômes   
i
h
SQ    vérifient : 
 
• ( )
i
h
Sd Q δ=   , 
 
• ( )*h h SQ τ≤   , 
 
• 
( )
i i
h
S S
Q
eδ
θ
θ
−
′
≤
′
v
 , 
 
• le polynôme  
i
h
SQ   n’a pas de zéro dans la boules de centre ( )01, , , nθ θ…  et de 
rayon  
( )1iSe σ µ−− +  . 
 
Comme de plus, pour  ( ) 1d , , Nkδ δ += ∈…  
 
( ) ( ) ( ) ( ) ( )( )( )( )
( ) ( )( )( )( )
( )( )
,d d
log
t log 2 . . 1 .log 1 2 .log 1 1 .
2.
. . 3 1 .log 1 1 .
2. . . 1 .
k
k
k
k
Deg H k n n k D
H k n k D
H k D
τ
δµ δ δ τ δ δ
δ
δ δ τ δ
δ δ τ
′
+ + + ≤ + + + + + + +
≤ + + + + +
≤ + +
 
 
 
I I
 
la propriété 
 
  ( )( )2. . + . +1k k+1UH k Dδ δ τ σ≤   
 
entraîne 
 
  ( ) ( ),d d 1logt log 2 2. k k
U
Degτ
δµ δ σ′ +
 
+ + + ≤ 
 
I I   . 
 
On peut alors appliquer le cas B du  théorème 5.1, dans lequel  0κ =  , et l’on obtient : 
 
  ( )( )( )log ,Dist Uθ ≥ −v Z I  .  
 
Nota bene  
 On obtient le même résultat, si l’on remplace la condition  
 
( )
( )
2
2 21
S
SS S
d Q
Q
e eσ τ
θ
θ
− + −≤ ≤
+

 
 
par   
( )
( ) ( )2 *21 .S
SS S
d Q
S
Q
e e
M Q
σ τ
θ
θ
− + −≤ ≤
+

v
  et que l’on applique le cas B du théorème 5.2 .  
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5 - Calculs annexes 
 
a) Démonstration de (*1*) : 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
d d
1 log
d d d2
d
log .2 . log 1 1 . log 1
r r
Deg Deg
r r rr
r r
Deg Deg Deg
e C n Deg k n
r r r
δ
δ δ
−
+ + ≤ + ≤ + +
 
 
 
P P
P P P
P
     
     ***************** 
 
On se place dans le cas où 1 2k r+ ≥ ≥  ,  cela entraîne que 1n ≥  . 
 
On a  
 
( )d 1r rDeg D
r
δ −=P    où  ( )deg rD = P  
  et   
    
( ) ( )1 1 log     si  r < n +1
2
0    si  r = n +1
r N
r
C r
C
γ
′
 ≤ −

 =
 
 
  avec    ( ) ( ) ( )
2
1
log log 1 logN
n
N
δ
γ γ δ′
 +
′≤ + + ≤  
 
 
 . 
 
Posons  
 
( ) ( )
1
1
1
1
log
1 1 12
log
1 1 2
1
log .2 1 log 1 log .    si   < +1
2
log .2                                                       si          = +1
r
r
r
r
D
rr D r
D
r
r D
D e r n D r n
A
D e r n
δ δδ
δ δδ
δ δ δ δ
δ
−
−
−
−
− − −
− −
    
+ + − + −         
= 
 
+   
 
 
 
Déterminons α  tel que : ( ). log 1rA n Dα δ≤ +  . 
 
Cela revient à chercher α  tel que :  
  
  - si  r < n +1  
 
       ( )( ) ( ) ( )
1
1 log1 1 12
1
log .2 1 log . 1 . log 1
2
r
r
D
rr D r rD e r D r n D
δ δδδ δ δ α δ
−
−
− − −
 
+ − − ≤ − + +  
 
 . 
 
 - si  r = n +1  
 
( )
1
1 log1 1 2log .2 . log 1
r
r
D
rr D rD e n D
δ δδδ α δ
−
−
− −
 
+ ≤ +  
 
 . 
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• Si  1D =    et  1δ =  , 
 
( )( )
( )
1
1 log1 1 12
1
log .2 1 log . log 2
2
log 1 . .
r
r
D
r
r D r
r
D e r D
n D
δ δδδ δ δ
δ
−
−
− − −
 
+ − − =  
 
≤ +
 
 
    ce qui entraîne  rα =  . 
 
• Si  2D ≥    et  1δ =  , 
 
- si  1n =   alors  1r n= +    et  0rC = , 
 
     ( )
1
1 log1 1 12log .2 log .2 1
r
r
D
rr D DD e D
δ δδδ
−
−
− − −
 
+ = +  
 
 
mais l’étude de la fonction h  définie par  ( ) ( )1log .2 1xxh x
x
− +
=    montre que celle-ci  
admet un maximum voisin de 0,879  , ce qui entraîne 
 
  
( )
1
1 log1 1 2log .2 0,879.
.log 1
r
r
D
r
r DD e D
r n D
δ δδδ
−
−
− −
 
+ ≤  
 
≤ +
 
 
ce qui entraîne  encore  rα =  . 
  
 
- si 2n ≥  ,  
 
( ) ( ) ( )
1
1 log1 1 1 12
1
log .2 1 log . log .2 1
2
r
r
D
rr D r DD e r D D
δ δδδ δ δ
−
−
− − − −
 
+ − − ≤ +  
 
 
 
d’après  l’étude de la fonction h  on obtient 
 
( ) ( )
( )
1
1 log1 1 12
1
log .2 1 log . 0,879.
2
log 1 .
r
r
D
r
r D rD e r D D
n D
δ δδδ δ δ
−
−
− − −
 
+ − − ≤  
 
≤ +
 
 
 
par conséquent, nous avons encore une fois  rα =  . 
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• Si  2D ≥    et  2δ ≥  , posons 1. rX Dδ −=  , alors 
 
 
( ) ( )
( )
( )
1
1 log log1 1 12 2
1
1
log .2 log .2
1 1
1 log 1 log
2 2
log .2 1log 1
log
2 2
log .2 1log
2
r
r
D Xr rr D X
r
X
X
D e X e
r r
D X
Xr r
X
X
X
δ δ δδδ
δ δδ δ δ δ
δ δδ δ δ
δ
δ δ
−
−
− −
−
−
−
   
+  +  
   
− − = − −
+
−≤ + −
+
≤ +
 
 
        ce qui d’après l’étude de la fonction h  donne 
 
( )
( )
1
1 log1 1 2log .2
1 log 0,879
1 log
2 2
0,624
log 1
r
r
D
r
r D
r
D e
r
D
n
δ δδδ
δδδ δ δ δ
−
−
− −
 
+  
 
− − ≤ +
≤
≤ +
 
 
      c’est-à-dire 
 
( )( ) ( )
1
1 log1 1 12
1
log .2 1 log log 0,9 log 1 .
2
r
r
D
rr D r rD e r D n D
δ δδδ δ δ δ
−
−
− − −
 
+ − − − ≤ +  
 
 
 
ce qui donne encore  rα =  . 
 
Dans tous les cas, on a donc 
 
 ( )
1
1 log1 1 12log .2 . .log 1 .
r
r
D
rr D r r
rD e C D r n D
δ δδδ δ δ
−
−
− − −
 
+ + ≤ +  
 
 .   
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b ) Démonstration de (*2*) : 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0 0 0
d d*
ˆ ˆ, d d d , , ,d ,
t +h h , h 1 t , - 1 log 1
1 1
k k
i j i j i j
Deg Deg
Q Q Q k n
k k
τ τ
σ σ δ τ− − + − ≤ − + + −
+ +
 
 
 
I I
I I I I  
 
     ***************** 
 
Posons 
( ) ( ) ( ) ( ) ( )
0 0
d*
ˆ,d d , ,d
t +h h , h 1
1
k
i j i j
Deg
A Q Q
k
τσ
 
= − − + − 
+ 
I
I I I  
 
Alors on a 
 
( ) ( ) ( ) ( )( ) ( ) ( ) ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )( ) ( ) ( )
0
0 0
0 0 0
d
ˆ,d d d ,
d
ˆ ˆ,d , d d ,
d
ˆ ˆ ˆ,d , ,d , d , d
1 t - 1 log 1 . h , 1
1
1 t , - 1 log 1 . h , 1
1
t , +t , h , - 1 log 1 . 1
1
k
i j
k
i j i j
k
i j i j i j
Deg
A k n Deg Q
k
Deg
Q k n Deg Q
k
Deg
Q Q Q k n Deg
k
τ
τ
τ τ
σ τ δ τ
σ τ δ τ
σ τ δ τ
≤ − − + + + − + −
+
≤ − − + + + − + −
+
≤ − − + + + + −
+
 
 
 
 
 
 



I
I I I
I
I I I
I
I I I I
( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( )( ) ( ) ( )
( )
0 0
0
0
d
ˆ ˆ,d , d , d
d
ˆ,d , d
d
ˆ,d , d
0ˆ ,,d
t , + 1 log 1 , - 1 log 1 .
1
t , + 1 log 1 1
1 1
1
t , - 1 log 1
1 1
t , -
k
i j i j
k
i j
k
i j
k
i j
Deg
Q k n Deg Q k n Deg
k
Degk
Q k n Deg
k k
Deg
Q k n Deg
k k
Q
τ
τ
τ
τ
σ τ δ τ δ τ τ
σ τ δ τ τ
σ τ δ τ τ
σ
≤ − + + + + + + + −
+
≤ − + + + − + −
+ +
≤ − + + + + −
+ +



 
 
 
≤ −
I
I I I
I
I I
I
I I
I ( ) ( ) ( )d1 log 1
1
Deg
k n
k
δ τ+ + −
+
I
 
     ***************** 
 
 
On démontre de façon identique 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0 0 0
d d1 * 1
ˆ ˆ,d d d , , ,d ,
t +h h , h 1 t , - 1 log 1
r rr r
r r r i j i j r i j
Deg Deg
Q Q Q k n
r r
τ τ
σ σ δ τ− −− − + − ≤ − + + −  
 
P P
P P P P
 
d’où l’on déduit 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0 0 0 0
d d1 * 1 *
ˆ ˆ, d d d , , , d , ,
t +h h , h t , - 1 log 1 h
r rr r
r r r i j i j r i j i j
Deg Deg
Q Q Q k n Q
r r
τ τ
σ σ δ τ− −− − + ≤ − + + − +
P P
P P P P
 
 
     ***************** 
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c) Démonstration de (*3*) : 
 
( )( )( ) [ ] ( ) ( ) ( ) ( )ˆ ˆ ˆ, , ,,d ,d d: Qlog , ,  t , log 2 , . , .kl j l j l jKDist Q Q Deg Q k Minn τθ σ µ µ τ κ < − + + + −  v vZ I I I
 
     ***************** 
On a 
 
( )( )( ) ( ) ( ) ( ) ( ) [ ] ( )
[ ] ( ) ( ) ( ) ( )
d *
ˆ , ,,d
d*
ˆd , ,d
: Q
log , ,  < +1 . log 1 , 1 h
1
: Q
             + h h , h 1 .
1
l j l j
v
l j l j
v
Deg K
Dist Q k n U Max Q
k n
DegK
Q Q
n k
θ δ κ τ µ  + − + − + − 
+  
  
− + −   +  
v
Z
I
I
I
I I
Comme d'autre part 
 
    
[ ] ( ) ( ) ( ) ( ) ( )d,d: Q t log 2 1 ,
1
k DegK-U - k k Min
n k
τσ µ µ τ κ
 
≤ + + + + − 
+ v
I
I  
 
        et  ( ) ( ) ( )ˆ , dd1 . , .l jk Deg Q k Deg+ =I I  , 
 
et que  d'après (*2*) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )d d*ˆ ˆ,d d , , ,d ,dt +h h , h 1 t , 1 log 1 .
1 1
k k
l j l j l j
Deg Deg
Q Q Q k n
k k
τ τ
σ σ δ τ− − + − ≤ − − + + −
+ +
 
 
 
I I
I I I I
On obtient alors 
( )( )( ) ( ) ( ) ( ) [ ] ( ) ( ) ( ) ( )
[ ] ( ) [ ] ( ) ( ) ( ) ( )
( ) ( ) ( )
d d
ˆ, d , , d
d* *
ˆ, d d , ,
d
: Q
log , ,  < +1 . log 1 t log 2 . ,
1 1
: Q : Q
             1 h + h h , h 1
1
+1 . log 1 . log
1
k
l j
l j l j l j
v v
k
Deg DegK
Dist Q k n - k k Min
k n k
DegK K
Q Q Q
n n k
Deg
k n - k
k
τ
θ δ σ µ µ τ κ τ
δ σ µ
+ + + + − +
+ +
+ − − + −
+
< + +
+
 
 
 
    
   
   
v
v
Z
I I
I I
I
I I
I ( ) ( ) ( )
[ ] ( ) ( ) ( ) ( ) ( ) [ ] ( )
( ) ( ) ( ) ( ) ( ) ( )
[ ] ( )
d
d* *
ˆ, d d d , , ,
d d
ˆ, d ,
2 . ,
1
: Q : Q
             t h h , h 1 1 h
1
+1 . log 1 . log 2 . ,
1 1
: Q
             t 1 lo
k
l j l j l j
v v
k
k
l j
v
Deg
k Min
k
DegK K
- Q Q Q
n k n
Deg Deg
k n - k k Min
k k
K
Q k
n
τ
τ
µ τ κ τ
σ
δ σ µ µ τ κ
σ δ
+ − +
+
+ + − + − + −
+
< + + + −
+ +
+ − − +
   
    
    
I
I
I I I
I I
( ) ( ) [ ]
[ ] ( ) ( ) ( ) ( )
[ ] ( ) ( ) ( ) ( )
d
d
ˆ ,,d
ˆ ,d
ˆ ,,d
: Q
g 1 .
1
: Q
t , log 2 . ,
1
,: Q
t , log 2 . , .
v
k
l j
v
l jk
l j
v
Deg K
n
k n
DegK
- Q k k Min
n k
Deg QK
- Q k k Min
n k
τ
τ
τ τ
σ µ µ τ κ
σ µ µ τ κ
+ − +
+
 
 
 
 
< + + + − 
+ 
 
 < + + + −
 
 
I
I
I
I
I
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d) Démonstration de (*4*) : 
 
( )
[ ] ( ) ( ) ( ) ( ) ( ) ( ),d d ,2
d
: Q
t log 2 . , log log 2 .
r
r r
r
Kr
Deg r Min c
Deg n
τσ µ µ τ κ σ κ µ− + + + − + < − + +
  
  
  
v
v
P P
P
 
 
     ***************** 
 
Posons 
 
( )
[ ] ( ) ( ) ( ) ( ) ( ),d d ,2
d
: Q
t log 2 . , logr r r
r
Kr
A Deg r Min c
Deg n
τσ µ µ τ κ
  
= − + + + − +   
  
v
v
P P
P
 
 
On a alors 
 
( ) ( ) ( ) ( )( ) ( )( ) ( )
( ) ( )( ) ( ) ( )
,d d ,2
d
,2
t log 2 . , log
. 1 log 1 log 2 . . , log
r r
r
r
A Deg r Min c
Deg
r k n r Min c
τσ µ µ τ κ
σ τ δ µ σ µ τ κ
≤ − + + + − +
≤ − + + + + + + − +
v
v
P P
P  
 
 
 
• Si  1r =   et   ( )d 1 1Deg =P   alors  ( ),2log 0c =v  . Dans ce cas 
 
 
( ) ( ) ( ) ( )
( )( )
log 2 . , 1 log 1
log 2 , .
A Min k n
Min
σ τ µ σ µ τ κ σ δ
σ τ µ µ τ κ
≤ − + + + − − + +
≤ − + + − −
 
 
        Si  µ τ κ≤ −  , 
  
 
( )
( )
( )
( )
log 2
log 2
log 2
log 2 .
A σ τ µ µ
σ τ
σ κ µ
σ κ µ
≤ − + + −
≤ − −
≤ − − −
≤ − + +
 
 
       Si  µ τ κ≥ −  , 
 
 
( )
( )
log 2
log 2 .
A σ τ µ κ τ
σ κ µ
≤ − + + + −
≤ − + +
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• Si  2r ≥    alors  ( ) ( ),2 1log log
2
Nc r γ
 ≤ − 
 
v   et cette fois 
 
  
( ) ( )
( )( )
,2
1
log log
2
1
log 1
2
Nc r
r N eγ
γ ≤ − 
 
 ≤ − + 
 
v
 
      
( )
( ) ( )
2
11
log
2 2
1
2 log 1 log 2
2
n
r e
r n
δ
γ
δ
δ γ δ
 + ≤ −        
 ≤ − + + −    
 
 
 
donc 
 
( ) ( )( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1
. 1 log 1 log 2 . . , 2 log 1 log 2
2
1
. log 2 . . 1 log 1 2 log 1 log 2
2
1
log 2 1 log 2 . 1 log 1 2 log 1 log 2 .
2
A r k n r Min r n
r r k n r n
r r k n r n
σ τ δ µ σ µ τ κ δ γ δ
σ κ µ σ δ δ γ δ
σ κ µ δ δ γ δ
 ≤ − + + + + + + − + − + + −    
 
 ≤ − + + − + + + − + + −    
 
 ≤ − + + − − − + + + − + + −    
 
 
Posons 
 
 ( ) ( ) ( ) ( ) ( )11 log 2 . 1 log 1 2 log 1 log 2 .
2
B r r k n r nδ δ γ δ = − − − + + + − + + −    
 
 
  
comme 2r ≥ , on a 1 2k + ≥   et alors 
 
 
( ) ( ) ( )
( ) ( )
( )
( )
1
1 log 2 2. . log 1 2 log 1
2
1
1 log 2 log 1
2
1
1 log 2 log 2
2
log 2
0
B r r n r n
r n r
r r
r
δ δ γ
δ γ
γ
γ
 ≤ − − − + + − + +    
 
 ≤ − − − + + − 
 
 ≤ − − − + − 
 
≤ − −
≤
 
 
et par conséquent 
 
 
 ( )log 2A σ κ µ≤ − + +  .   
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e) Démonstration de (*5*) : 
 
( )( )( ) [ ] ( ) ( ) ( ) ( ) ( )
0 0 0
1
ˆ ˆ ˆ,d , ,d , d ,
:Q
log , , t , log 2 , 1 , .
r
r i j r i j r i j
K
Dist Q Q Deg Q r Min
n
τ
θ σ µ µ τ κ−< − + + + − −  
 
v
v
Z P P P
 
     ***************** 
 
On a 
 
( )( )( ) ( )( )( ) ( )( )( ) ( )
[ ] ( ) ( ) ( ) ( )
*
,0
0
0 0
log 1, d
ˆ , ,d,d
d*
ˆd , ,d
1
log , ,  log , log 1
: Q
             + h h , h .
i jMax M Q r
r i j r
r
r r i j i j
v
Deg
Dist Q Dist e
r
DegK
Q Q
n r
µθ θ
σ
− 
< + + 
 
 
− + 
 
v
vv
Z Z
P
P P
P
P P
 
 
Posons 
 
 
( )( )( ) ( )( )( ) ( )
[ ] ( ) ( ) ( ) ( )
*
,0
0 0
log 1, d
,d
d*
ˆd , ,d
1
log , log 1
: Q
             + h h , h .
i jMax M Q r
r
r
r r i j i j
v
Deg
A Dist e
r
DegK
Q Q
n r
µθ
σ
− 
= + + 
 
 
− + 
 
v
v Z
P
P
P
P P
 
 
 
Nous remarquons  que : 
 
  ( ) ( ) ( )
0ˆ , dd
. , 1 .r i j rr Deg Q r Deg= −P P   
 
  d'après la propriété (d) 
 
( )( )( ) [ ] ( ) ( ) ( ) ( )1,d ,d d: Q1 log ,  t log 2 ,rr r rK rDist Deg Min
n
τθ σ µ µ τ κσ σ
−
 
< − + + + − 
 
v
v
Z P P P  
 
 
 d'après le Lemme 5.3  et la propriété ( ii ) 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0 0 0 0
d d1 * 1 *
ˆ ˆ, d d d , , , d , ,
t +h h , h t , 1 log 1 h .
r rr r
r r r i j i j r i j i j
Deg Deg
Q Q Q k n Q
r r
τ τ
σ σ δ τ− −− − + ≤ − − + + − +
P P
P P P P
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Toutes ces remarques nous permettent alors d'écrire 
 
[ ] ( ) ( ) ( ) ( )
( )( )( ) ( )
[ ] ( ) ( ) ( ) ( )
*
,0
0 0
1
,d d
log 1, d
d*
ˆd , ,d
: Q
t log 2 ,
                                       log 1
: Q
                                       + h h , h
i j
r
r r
Max M Q r
r
r r i j i j
v
K r
A Deg Min
n
Deg
e
r
DegK
Q Q
n
τ
µ
σ µ µ τ κ
σ
−
−
 
< − + + + − 
 
 
+ + 
 
− +
v
v
P P
P
P
P P
[ ] ( ) ( ) ( ) ( ) ( ) ( )
( )( )( ) ( ) ( ) ( )
[ ] ( ) ( )
0 0
*
,0
0
d1 *
ˆ,d d , ,d
log 1, d 1
d
1
ˆ ,,d
: Q
- t h h , h . ,
                                       log 1 log 2
: Q
t , 1 log
i j
rr
r r r i j i j
Max M Q r r
r
r
r i j
r
DegK
Q Q r Min
n r
Deg
e Deg
r
K
Q k n
n
τ
µ
τ
σ µ τ κ
σ µ
σ δ
−
−
−
−
 
 
 
 
< + − + + − 
 
 
+ + − + 
 
< − − +
v
v
v
P
P P P
P
P
P ( ) ( ) ( ) ( )
( )( )( ) ( ) ( ) ( )
0
*
,0
d *
,
log 1, d 1
d
1 h . ,
                                       log 1 log 2
i j
r
i j
Max M Q r r
r
Deg
Q r Min
r
Deg
e Deg
r
µ
τ µ τ κ
σ µ− −
 
+ − + + − 
 
 
+ + − + 
 
v
P
P
P
[ ] ( ) ( ) ( ) ( ) ( )
( )( )( ) ( ) ( ) ( )
0 0
*
,0
1 *
ˆ , ,,d
log 1, d 1
d
: Q
t , 1 . , , h
                                       log 1 log 2 .
i j
r
r i j i j
Max M Q r r
r
K
Q r Min Min Q
n
Deg
e Deg
r
τ
µ
σ µ τ κ µ τ κ τ
σ µ
−
−
−
< − + − − + − − +
 
+ + − + 
 
v
v
P
P
P
 
 
Montrons alors   que   
 
( ) ( ) ( )( )( ) ( ) ( ) ( )* ,0
0
log 1, d d*
,, h log 1 log 2 .
i jMax M Q r r
i j
Deg Deg
Min Q e
r r
µµ τ κ τ µ− − − + + + ≤ + 
 
v P P
 
 
-  Soit  ( ) ( )
0
*
,, h 0i jMin Qµ τ κ τ− − + ≤   et alors  
 
( ) ( ) ( )( )( ) ( ) ( ) ( )* ,0
0
log 1, d d*
,, h log 1 log 2 .
i jMax M Q r r
i j
Deg Deg
Min Q e
r r
µµ τ κ τ µ− − − + + + ≤ + 
 
v P P
  
 
-  Soit  ( ) ( )
0
*
,, h 0i jMin Qµ τ κ τ− − + ≥   et alors  
 
( ) ( ) ( )( )( ) ( )
( ) ( ) ( )( ) ( )
*
,0
0
*
,0
0
log 1, d*
,
log 1,
d*
,
, h log 1
                                               , h log 1
i j
Si j
Max M Q r
i j
Max M Q
r
i j
Deg
Min Q e
r
Deg
Min Q e
r
µ
µ
µ τ κ τ
µ τ κ τ
−
 
−  
 
 
− − + + + 
 
  
≤ − − + + +   
  
v
v
P
P
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Mais alors 
 
- si  µ τ κ≤ − , on a 
 
( ) ( ) ( )( )( ) ( ) ( ) ( )( )( )
( )
* * **
, , ,,0 0 00
0
*
,0
log 1, h log 1,h*
,
h
, h log 1 log
log
log 2
i j i j i ji j
i j
Max M Q Q Max M QQ
i j
Q
Min Q e e e
e e
µ τ µτ
τ τ κ µ
µ τ κ τ µ
µ
µ
− − + + −
− +
− +
− + +
   
− − + + + ≤ + +   
   
 ≤ + + 
 
≤ +
v v
 
- si  µ τ κ≥ −  , on a 
 
( ) ( ) ( )( )( ) ( ) ( )( )( )
( ) ( ) ( )( )( )
( ) ( )( )( )
* *
, ,0 0
0 0
* **
,, , 00 0
* *
, ,0 0
log 1, log 1,
* *
, ,
h log 1,h
h log 1,
, h log 1 h log 1
log
log
log
i j i j
S i ji j i j
i j i j
Max M Q Max M Q
i j i j
Q Max M QQ
Q Max M Q
Min Q e Q e
e e
e e
µ µ
κµ κ
κµ κ τ
µ τ κ τ κ
µ
µ
µ
− −
− + −
− − +
− + −
− − +
   
− − + + + ≤ − + + +   
   
 ≤ + + 
 
 ≤ + + 
 
≤ +
v v
v
v
2
 
 
ce qui donne dans tous les cas 
 
( ) ( ) ( )( )( ) ( ) ( ) ( )* ,0
0
log 1, d d*
,, h log 1 log 2 .
i jMax M Q r r
i j
Deg Deg
Min Q e
r r
µµ τ κ τ µ− − − + + + ≤ + 
 
v P P
 
 
Par conséquent 
 
[ ] ( ) ( ) ( ) ( ) ( ) ( ) ( )
[ ] ( ) ( ) ( ) ( ) ( )
0
0 0
d1 1 1
ˆ , d,d
1 1
ˆ , d ,,d
: Q
t , 1 . , log 2 log 2
: Q
t , 1 . , log 2 ,
rr r r
r i j r
r r
r i j r i j
DegK
A Q r Min Deg
n r
K
Q r Min Deg Q
n
τ
τ
σ µ τ κ σ µ σ µ
σ µ τ κ σ µ
− − −
− −
< − + − − + + − +
< − + − − − +
v
v
P
P P
P P
 
 
et ainsi 
 
( )( )( ) [ ] ( ) ( ) ( ) ( ) ( )
0 0 0
1
ˆ ˆ ˆ,d , , d , d ,
:Q
log , , t , log 2 , 1 , .
r
r i j r i j r i j
K
Dist Q Q Deg Q r Min
n
τ
θ σ µ µ τ κ−< − + + + − −  
 
v
v
Z P P P    
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