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FREE VECTOR LATTICES AND FREE VECTOR LATTICE ALGEBRAS
MARCEL DE JEU
Dedicated to the memory of Coenraad Labuschagne
ABSTRACT. We show how the existence of various free vector lattices and free
vector lattice algebras can be derived from a theorem on equational classes in
universal algebra. A discussion about free f -algebras over non-empty sets is
given, where the main issues appear to be open. It is indicated how the exis-
tence results for free vector lattices and vector lattice algebras can be used for
easy proofs of existence results for free Banach lattices and free Banach lat-
tice algebras. A detailed exposition of the necessary material from universal
algebra is included.
1. INTRODUCTION AND OVERVIEW
In recent years, there has been a growing interest in free Banach lattices. Def-
initions have been given of a free Banach lattice over a set (see [12]), over a
Banach space (see [3, 5, 22]), and over a lattice (see [4]). These objects have
been shown to exist, and properties beyond their mere existence have been
studied.
The starting point for the existence proofs in these papers is a concrete model
for a free object that has been obtained earlier. The most basic of these concrete
models appears to be the usual model for the free vector lattice over a non-
empty set S as a sublattice of RR
S
; see [6] or [10], for example. In [12], this
concrete model is then used in the construction of the free Banach lattice over
a non-empty set S (see [12, Definition 4.4]). Likewise, it is an ingredient in the
construction of the free Banach lattice over a Banach space (see [3, beginning
of the proof of Theorem 2.5]. In [4, p. 583], the existence of the free Banach
lattice over a non-empty set, as established in [12], is used to construct the free
Banach lattice over a vector lattice. This construction is, therefore, in the end
also based on the usual concrete model for the free vector lattice over a non-
empty set. In [22], this model is used to construct the free Banach lattice over
non-empty sets again (simplifying the existence proof in [12]); this, in turn, is
used to construct the free Banach lattice over a Banach space (simplifying the
existence proof in [3]).
It seems to have escaped notice so far that there is an alternative and, as
we believe, simpler way to obtain the existence of such free functional analytic
objects. The general strategy is to start with the mere existence—a concrete
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model is not needed—of a corresponding free object in an algebraic context
and then, almost as an afterthought, add the norm to the picture by using a few
standard constructions. Let us give a detailed example on how to construct a
free Banach lattice over a Banach space along these lines.
Suppose that X is a (real) Banach space. By Theorem 6.2, below, there exist
a vector lattice E and a map j : X → E with the property that, for every vector
lattice Y and for every linear map ϕ : X → Y , there exists a unique vector lattice
homomorphism ϕ such that the diagram
X E
Y
j
ϕ
ϕ
is commutative. Such a vector lattice E is called a free vector lattice over the
vector space X . It is easy to see that E is generated, as a vector lattice, by its
subset j(X ). For e ∈ E, set
ρ(e) := sup

‖Ψ(e)‖ : Y is a Banach lattice and Ψ : X → Y is a contraction
	
.
Using the correspondence between lattice seminorms on E and vector lattice ho-
momorphisms from E into Banach lattices, one easily sees that one can, equiv-
alently, set
ρ(e) := sup{σ(e): σ is a lattice seminorm on E and σ ◦ j is contractive on X } ,
thereby avoiding possible set-theoretical subtleties.
For x ∈ X , it is clear that ρ( j(x))≤ ‖x‖. Since the subset of E on which q is
finite is easily seen to be a vector sublattice of E, and since j(X ) generates E as
a vector lattice, we conclude that ρ is a lattice seminorm on E.1 The kernel of
ρ is an order ideal in E. We let q : E → E/kerρ denote the quotient map. On
setting ‖q(e)‖ := ρ(e) for e ∈ E, the vector lattice E/kerρ becomes a normed
vector lattice. It is then immediate that q ◦ j : X → E/kerρ is contractive.
Let Y be a Banach lattice and let ϕ : X → Y be a bounded linear map.
Suppose that e ∈ E is such that ρ(e) = 0. We claim that then also ϕ(e) = 0. This
is clear if ϕ = 0. When ϕ 6= 0, so that ϕ/‖ϕ‖ is a contraction, this follows from
the definition of ρ. Hence there exists a unique vector lattice homomorphism
ϕ such that the diagram
(1.1)
X E E/kerρ
Y
j
ϕ
q
ϕ
ϕ
is commutative.
1It is a non-trivial fact that ρ is actually a lattice norm on E; this follows from [22, Theo-
rem 3.1]. For the present construction to go through this is, however, not needed.
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We claim that ϕ is bounded and that
ϕ = ‖ϕ‖. We may suppose that
ϕ 6= 0, so that ϕ/‖ϕ‖ is a contraction. For e ∈ E, we then haveϕ(q(e)) = ϕ(e)
= ‖ϕ‖


ϕ
‖ϕ‖

(e)

≤ ‖ϕ‖ρ(e)
= ‖ϕ‖‖q(e)‖.
Hence ϕ is bounded and
ϕ ≤ ‖ϕ‖. On the other hand, the fact that ϕ =
ϕ◦(q◦ j), combined with the fact that q◦ j is contractive, shows that ‖ϕ‖ ≤
ϕ.
Hence
ϕ= ‖ϕ‖, as claimed.
There exists an isometric linear map from X into a Banach lattice. Indeed,
the canonical embedding of X into the bounded real-valued functions on the
unit ball of its dual is such a map. Take such an isometric linear embedding for
ϕ. Then
ϕ = ‖ϕ‖ ≤ 1. Since we already know that q ◦ j is contractive, we
have, for x ∈ X ,
‖x‖= ‖ϕ(x)‖
=
 [ϕ ◦ (q ◦ j)](x)
≤
ϕ‖(q ◦ j)(x)‖
= ‖ϕ‖‖(q ◦ j)(x)‖
≤ ‖(q ◦ j)(x)‖
≤ ‖x‖.
We conclude that q ◦ j is isometric.
We note that, since (q ◦ j)(X ) generates E/kerρ as a vector lattice, ϕ :
E/kerρ→ Y is uniquely determined as a vector lattice homomorphism by the
requirement that ϕ = ϕ ◦ (q ◦ j).
We have thus found a normed vector lattice E/kerρ and an isometric linear
map q ◦ j : X → E/kerρ with the property that, for every Banach space Y , and
for every bounded linear map ϕ : X → Y , there exists a unique vector lattice
homomorphism ϕ : E/kerρ→ Y such that the diagram
X E/kerρ
Y
q◦ j
ϕ
ϕ
is commutative. Moreover, ϕ is a bounded linear operator, and
ϕ= ‖ϕ‖.
Let F be the norm completion of E/kerρ, and set jF := q ◦ j, seen as a map
from X into F . We see, removing the construction from the notation, that there
exist a Banach lattice F and an isometric linear map j : X → F with the property
4 MARCEL DE JEU
that, for every Banach lattice Y , and for every bounded linear map ϕ : X → Y ,
there exists a unique vector lattice homomorphism ϕ : F → Y with ‖ϕ‖ = ‖ϕ‖
such that the diagram
X F
Y
j
ϕ
ϕ
is commutative. Using only the existence of a free vector lattice over a vector
space as a starting point, we have thus retrieved the existence of a free Banach
lattice over a Banach space as was first established in [3].
The type of arguments in the preceding construction have been used earlier
in the papers cited above, but this was always done using the setting in which
a concrete model for the free object was constructed. The existence of the free
object and the proof that a particular object was a concrete model for it came
at the same time. In the above line of reasoning, however, nothing specific is
used. Once one has the existence of a free vector lattice over a vector space,
the rest is an argument that takes place in the category of vector lattices and in
that of Banach spaces.
It is clear that this abstract approach can be used in other situations. One
starts with a free object in the algebraic context, introduces an appropriate
seminorm on it, quotients out its kernel, and completes. For example, the free
Banach lattice over a lattice from [4] can also be constructed along these lines,
with the existence of the free vector lattice over a lattice (see Theorem 7.1,
below) as a starting point. In fact, all free objects in the algebraic context in
Theorems 6.2 and 7.1, below, can be used to construct their functional analytic
counterparts. We intend to report separately on this in the future. In particular,
it will then be seen that free Banach lattice algebras over non-empty sets exist,
as well as unitisations of Banach lattice algebras; this solves Problems 13 and 15
in Wickstead’s list [23]. In the case of Banach lattice algebras, it is then neces-
sary to incorporate certain bounds into the construction. The final example in
Examples 2.2, below, may serve to make this plausible.
We hasten to add that this general abstract approach will only lead to an
easy existence proof for certain free functional analytic objects. It will not in-
form us how to find a concrete model that enables a further study of its struc-
ture. For example, as an algebraic analogue, it is not difficult to see that free
vector lattices over non-empty sets exist (this follows from a general result in
universal algebra), but it requires creativity as in [10] to show that they can be
realised as lattices of functions. It is only then that it becomes clear that they are
archimedean. Our approach can, therefore, not replace the papers cited above
where the structure of various free functional analytic objects is studied. The
virtue of the general abstract approach is that it provides a smooth standard
route to the basic existence result, after which the actual work can begin.
The present paper is intended to provide an algebraic basis for future exis-
tence results for free Banach lattices and Banach lattice algebras. As will become
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clear in the sequel, it is actually quite easy to prove that, for example, free vec-
tor lattice algebras with positive identity elements over non-empty sets exist.
One merely needs to show that these are a so-called equational class, which
is not too difficult, and then invoke a general theorem from universal algebra
that holds for such classes to conclude the proof. It is even easier to show the
existence of free vector lattices over non-empty sets along these lines.
It seems, however, as if this possibility of invoking a ready-to-use result from
universal algebra in the context of vector lattices and vector lattice algebras was
once known, but has later faded into the background. In his 1973 paper [10]
already mentioned above, Bleier showed that the free vector lattice over a set
has the usual concrete model as a vector lattice of functions. It is instrumental
for him to know a priori that such a free vector lattice exists, but he does not
even find it necessary to give a reference for this existence result. There is
a simple remark ‘If S is a non-empty set, then, since the class vector lattices is
equationally definable, there exists a (unique up to isomorphism) vector lattice
F which is free on S’ (see [10, p.74]). A reference is then given to the general
theory of free abstract algebras in [9, p.143-144]. Apparently, this was sufficient
in that period of time.
On the other hand, the Problems 13 and 15 on Banach lattice algebras in [23],
already mentioned above, were posed at a 2014workshop at the Lorentz Center
in Leiden where various senior researchers in the field of positivity were present.
None of them was aware of the fact that, at the algebraic level, the existence
of free vector lattice algebras over non-empty sets and of the unitisations of
vector lattice algebras can easily be derived from one single theorem in universal
algebra.
Therefore, apart from providing an algebraic basis for future existence results
for free Banach lattices and Banach lattice algebras, this paper is also intended
to re-vitalise this knowledge of universal algebra in the specific context of lat-
tices, and in such a way that it can easily be used in other situations. The main
theorem we need can be found in textbooks on universal algebra, but there it
is among much more material that is not relevant for our purposes, and it may
take some effort to isolate what one actually needs. Furthermore, vector lattice
algebras, for example, are hard to find in such books—if at all—and we really
need to recognise them as abstract algebras where certain identities are satis-
fied. It is not directly obvious how one can capture a partial ordering and the
existence of suprema and infima in identities, but the fact that this is neverthe-
less possible (see Lemma 4.2, below) is crucial. We have, therefore, included
the details for everything we need; the paper is self-contained. Our coverage of
the material on universal algebra, culminating in the existence of free objects
in equational classes over non-empty sets (see Theorem 5.4, below), is an ex-
position of parts of a known theory. It is, however, a very selective one, aiming
for the one result we need and nothing more, and tailored to the context of lat-
tices. We also need some basic known facts about free objects in a categorical
language. The remainder of the paper, as well as the blend of category theory,
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universal algebra and vector lattices and vector lattice algebras, appears to be
new.
This paper is organised as follows.
In Section 2, we introduce the notion of a free object. Some examples are
given, and preparations for later sections are made.
In Section 3, we start our exposition on universal algebra. The goal is the
existence theorem for a free (abstract) algebra of a given type over a non-empty
set; see Theorem 3.10, below.
Section 4 is concernedwith a crucial point: capturing the partial ordering and
the existence of infima and suprema in a lattice in identities. Proposition 4.5,
below, shows that the unital vector lattice algebras are precisely the abstract
algebras of a certain type where a list of identities are satisfied.
After Section 4, there is a need to formalise the notion of an abstract algebra
‘satisfying identities’. This is done in Section 5, where we continue our exposi-
tion on universal algebra and equational classes are introduced. Theorem 5.4,
below, is the result we are after. It guarantees the existence of free abstract
algebras in equational classes over non-empty sets.
In Section 6, the harvest is brought in. We start by inferring the existence of
free unital vector lattice algebras over non-empty sets. From this one existence
result, the existence of a host of other free objects is established. Together with
their interrelations, they are collected in Theorem 6.2, below.
In Section 7, the existence of a number of free objects over (not necessar-
ily distributive) lattices is shown; see Theorem 7.1, below. Although an inde-
pendent approach is also possible, we have chosen to derive the results in this
section from those in Section 6.
Finally, in Section 8, we consider various types of free f -algebras over non-
empty sets. We can neither prove nor disprove that they exist. It is motivated
how the observation that the free vector lattice over a non-empty set is, in fact,
archimedean can lead one to wonder whether free vector lattice algebras are,
in fact, f -algebras.
We conclude this section by mentioning some terminology and conventions.
All vector spaces are over the real numbers. An algebra is an associative al-
gebra. An algebra need not be unital. An algebra homomorphism between two
unital algebras need not be unital. When convenient, a unital algebra will be
denoted by A1. A vector lattice algebra, also called a Riesz algebra in the lit-
erature, is a vector lattice that is also an algebra such that the product of two
positive elements is positive. The identity element of a unital vector lattice alge-
bra need not be positive. A vector lattice algebra homomorphism between vector
lattice algebras is a lattice homomorphism that is also an algebra homomor-
phism. When convenient, a unital vector lattice algebra with a positive identity
element will be denoted by A1+. A bi-ideal in a vector lattice algebra is a linear
subspace that is an order ideal as well as a two-sided algebra ideal.
We let N0 = {0,1,2 . . .}.
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2. FREE OBJECTS
In this section, we review basic facts about free objects. This notion, to be de-
fined below, can be introduced whenever a category is a subcategory of another
category. In our case, the main six categories of interest are:
• Set: the sets with the maps as morphisms;
• VS: the vector spaces, with the linear maps as morphisms;
• VL: the vector lattices, with the vector lattice homomorphisms as mor-
phisms;
• VLA: the vector lattice algebras, with the vector lattice algebra homo-
morphisms as morphisms;
• VLA1: the unital vector lattice algebras, with the unital vector lattice
algebra homomorphisms as morphisms;
• VLA1+: the unital vector lattice algebras that have a positive identity
element, with the unital vector lattice algebra homomorphisms as mor-
phisms.
There will also be an appearance of Lat, the category of not necessarily dis-
tributive lattices, with lattice homomorphisms as morphism. There are two
ways to define lattices. The fact that these two are equivalent (see Lemma 4.2)
is essential for this paper.
The main six categories of our interest can be ordered in the following chain.
With the exception of Set, each is a subcategory of the one to the left of it:
(2.1) Set ⊃ VS ⊃ VL ⊃ VLA ⊃ VLA1 ⊃ VLA1+.
Except for VLA1 ⊃ VLA1+, all these subcategories are non-full subcategories.
All in all, there are 15 instances of a category and a subcategory of it associ-
ated to this chain. For each of these, there is a notion of free objects. We shall
now define this.
Definition 2.1. Suppose that Cat1 and Cat2 are categories, and that Cat2 is a
subcategory of Cat1. Take an object O1 of Cat1. Then a free object over O1 of
Cat2 is a pair ( j, F
Cat2
Cat1
[O1]), where F
Cat2
Cat1
[O1] is an object of Cat2 and j : O1 →
F
Cat2
Cat1
[O1] is a morphism of Cat1, with the property that, for every object O2 of
Cat2 and every morphism ϕ : O1 → O2 of Cat1, there exists a unique morphism
ϕ : F
Cat2
Cat1
[O1]→ O2 of Cat2 such that the diagram
O1 F
Cat2
Cat1
[O1]
O2
j
ϕ
ϕ
in Cat1 is commutative.
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Suppose that ( j′, F
Cat2
Cat1
[O1]
′) is another pair with this property. The unique
morphism ej′ : FCat2
Cat1
[O1]→ F
Cat2
Cat1
[O1]
′ such that j′ = ej′ ◦ j and the unique mor-
phism ej : FCat2
Cat1
[O1]
′ → F
Cat2
Cat1
[O1] such that j = ej◦ j′ are then such that ej◦ej′ is the
identity morphism of F
Cat2
Cat1
[O1] and ej′◦ej is the identity morphism of FCat2Cat1[O1]′.
Hence F
Cat2
Cat1
[O1], if it exists, is uniquely determined up to a unique compatible
isomorphism. When convenient, we shall, therefore, simply say that F
Cat2
Cat1
[O1]
exists when there exists a pair ( j, F
Cat2
Cat1
[O1]) as above, and let F
Cat2
Cat1
[O1] stand
for any realisation of it, the accompanying map j being understood.
Examples 2.2.
(1) Let Grp denote the category of groups with the group homomorphisms
as morphisms, and let AbGrp denote its full subcategory of abelian
groups. Tale a group G. Then F
AbGrp
Grp
[G] exists and is the quotient
of G modulo its commutator subgroup.
(2) Take a non-empty set S. Then FVS
Set
[S] exists and is the vector space of
real-valued functions on S with finite support.
(3) Let Alg denote the category of algebras with the algebra homomor-
phisms as morphisms, and let Alg1 denote its subcategory of unital al-
gebras with the unital algebra homomorphisms as morphisms. Take an
algebra A. Set A1 := R⊕ A, as a vector space direct sum, and supply it
with the usual structure of a unital algebra by setting (λ,a) · (µ, b) :=
(λµ,λb+ µa + ab) for λ,µ ∈ R and a, b ∈ A. Then F
Alg1
Alg
[A] exists and
equals A1.
(4) Take a vector lattice algebra A. Set A1 := R⊕A as a vector lattice direct
sum, and supply it with the structure of a unital associative algebra as
above. Then A1 is a unital vector lattice algebra. It is, however, not
generally the free unital vector lattice algebra over A. The problem is
that the natural factoring map ϕ, although a unital algebra homomor-
phism, need not be a lattice homomorphism. It is nevertheless true that
the unitisation FVLA
1
VLA
[A] of A exists; see Theorem 6.2.
(5) Take a non-empty set S. Contrary to the previous example, in this case
there does not even appear to be a natural (flawed) Ansatz for the free
unital vector lattice algebra FVLA
1
Set
[S] over S. The fact that it never-
theless exists (see Theorem 6.2) is the foundation on which the other
existence results in this paper are built.
(6) Let Met be the category of metric spaces with continuous maps, and
let ComMet be its full subcategory of complete metric spaces. Take a
metric space M . Then FComMet
Met
[M] exists and is the metric completion
of M .
(7) Let BA be the category of Banach algebras with the continuous algebra
homomorphisms as morphisms. Consider a set {s} with one element.
Then FBA
Set
[{s}] does not exist. To prove this, suppose, to the contrary,
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that there exist a Banach algebra FBA
Set
[{s}] and a map j : {s} → FBA
Set
[{s}]
such that, for every Banach algebra A and every map ϕ : {s} → A,
there exists a unique continuous algebra homomorphism ϕ such that
the diagram
{s} FBA
Set
[{s}]
A
j
ϕ
ϕ
is commutative. For A, we take the Banach algebra of the real numbers
and, for every x > 0 in R, we define the map ϕx : {s} → R by setting
ϕ(s) := x . Take x > 0. Then, for every n≥ 0, we have
xn = ‖[ϕx (s)]
n‖
= ‖[ϕ x( j(s))]
n‖
= ‖ϕ x([ j(s)]
n)‖
≤ ‖ϕ x‖‖[ j(s)]
n‖
≤ ‖ϕ x‖‖ j(s)‖
n.
On letting n tend to infinity, we see that we must have ‖ j(s)‖ ≥ x . Since
x > 0 is arbitrary, this is impossible.
We shall suppose for the remainder of this paper that the objects in categories
are sets.
Remark 2.3. Suppose, in the setting of Definition 2.1, that F
Cat2
Cat1
[O1] exists and
that, for each pair of different elements x , y ∈ O1, there exists an object O2
of Cat2 and a morphism ϕ : O1 → O2 of Cat1 such that ϕ(x) 6= ϕ(y). Then
the map j : O1 → F
Cat2
Cat1
[O1] is clearly injective. The converse is obviously true
because F
Cat2
Cat1
[O1] is an object of Cat2 and the injective morphism j of Cat1 then
separates the elements of O1 all at once. We shall often use this observation and
collect a number of elementary facts in this vein, where actually one injective
map ϕ : O1 → O2 already separates all elements of O1.
Lemma 2.4.
(1) Let S be a non-empty set. There exists a vector space V and an injective
map ϕ : S→ V .
(2) Let V be a vector space. There exist a vector lattice E and an injective
linear map ϕ : V → E.
(3) Let E be a vector lattice. There exist a commutative vector lattice algebra
A1+ with a positive identity element and an injective vector lattice homo-
morphism ϕ : E → A1+.
(4) Let A be a vector lattice algebra. There exist a unital vector lattice algebra
A1+ with a positive identity element and an injective vector lattice algebra
homomorphism ϕ : A→ A1+.
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The parts of Lemma 2.4 can be combined to see that, for example, there is
always an injective linear map from a given vector space into a commutative
vector lattice algebra with a positive identity element. A number of (combined)
inclusions of categories Cat1 ⊃ Cat2 from the chain equation (2.1) can thus
be ‘reversed’ in the sense that every object of Cat1 embeds, via a morphism of
Cat1, into an object of Cat2. Since it is not true that the identity of every unital
vector lattice algebra is positive, there is no general ‘reversal’ for the inclusion
VLA1 ⊃ VLA1+.
Proof of Lemma 2.4. For part (1), we take for V the real-valued functions on S,
together with the canonical map from S into V .
For part (2), we let V# denote set of all linear functionals on V . For E we take
the vector lattice of all real-valued functions on V#. The canonical map from V
into E is linear and injective.
For part (3), we first make E into a commutative vector lattice algebra by
supplying it with the zero multiplication. Subsequently, we apply the usual
unitisation procedure to that vector lattice algebra. All in all, we take the vector
lattice direct sum A1+ := R⊕E, supplied with the multiplication (λ, x)·(µ, y) :=
(λµ,λy +µx) for λ,µ ∈ R and x , y ∈ E, together with the canonical map from
E into A1+.
For part (4), we take the vector lattice direct sum A1+ := R⊕A, supplied with
the usual multiplication to make it into a unital vector lattice algebra with a
positive identity element, together with the canonical map from A into A1+. 
Remark 2.5. In our situations of interest, the objects in the category Cat2 in
Definition 2.1 are sets with operations. This implies that F
Cat2
Cat1
[O1], if it exists,
must be generated, in the sense of Cat2, by j(O1). Take a non-empty set S, for
example. If FVL
Set
[S] exists, then it must be generated, as a vector lattice, by its
subset j(S). The reason is simply that the vector sublattice that is generated
by j(S) and the restricted factoring map ϕ obviously also have the required
universal property. The essential uniqueness of such a pair then implies that
this vector sublattice must coincide with FVL
Set
[S]. As another example, take a
vector space V . If FVLA
1+
VS
[V ] exist, then it must be generated, as a unital vector
lattice algebra, by (its identity element and) its subspace j(V ). We shall often
use this observation.
Remark 2.6. Let Cat1 ⊃ Cat2 ⊃ Cat3 be a chain of categories. Take an ob-
ject O1 of Cat1, and suppose that F
Cat2
Cat1
[O1] exists in Cat2, with accompanying
map j12 : O1 → F
Cat2
Cat1
[O1]. Suppose that F
Cat3
Cat2

F
Cat2
Cat1
[O1]

exists in Cat3, with
accompanying map j23 : F
Cat2
Cat1
[O1] → F
Cat3
Cat2

F
Cat2
Cat1
[O1]

. It is easy to see that
F
Cat3
Cat1
[O1] then also exists. In fact, one can take F
Cat3
Cat1
[O1] := F
Cat3
Cat2

F
Cat2
Cat1
[O1]

and j13 := j23 ◦ j12 as accompanying map j13 : O1 → F
Cat3
Cat1
[O1]
Remark 2.7. Let Cat1 be a category, and let Cat2 be a subcategory. Suppose
that F
Cat2
Cat1
[O1] exists for every object O1 of Cat1. Since F
Cat2
Cat1
[O1] is not uniquely
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determined, there is no natural functor that assigns ‘the’ free object F
Cat2
Cat1
[O1] of
Cat2 to O1. This can be remedied to some extent, as follows. Suppose that, for
each object O1 of Cat1, a free object F
Cat2
Cat1
[O1] of Cat2 over O1 has been chosen,
together with its accompanying map j : O1 → F
Cat2
Cat1
[O1]. Suppose that O
′
1
is an
object of Cat1, and that ϕ : O1 → O
′
1
is a morphism of Cat1. For the chosen
free object F
Cat2
Cat1

O′1

and accompanying map j′ : O′1 → F
Cat2
Cat1

O′1

, there exists
a unique morphism ϕ : F
Cat2
Cat1
[O1]→ F
Cat2
Cat1

O′1

of Cat2 such that ( j
′ ◦ϕ) = ϕ ◦ j.
Then an actual functor from Cat1 to Cat2 is defined by sending an object O1 to
the chosen free object F
Cat2
Cat1
[O1] of Cat2, and a morphism ϕ : O1 → eO′1 of Cat1
to its associated morphism ϕ : F
Cat2
Cat1
[O1]→ F
Cat2
Cat1

O′
1

of Cat2.
Remark 2.8. There appears to be no general agreement about the terminology
for the objects F
Cat2
Cat1
[O1] from Definition 2.1. A different way to look at the
pairs ( j, F
Cat2
Cat1
[O1], leading to a different terminology, is as follows. Take an
object O1 of Cat1, and consider the pairs (ϕ,O2), where O2 is an object of Cat2
and ϕ : O1 → O2 is a morphism of Cat1. We form a new category that consists
of all such pairs, and where a morphism from a pair (ϕ,O2) to a pair (ϕ
′,O′
2
) is
a morphism ψ of Cat2 such that the diagram
O1 O2
O′2
ϕ
ϕ′
ψ
is commutative. The pairs ( j, F
Cat2
Cat1
[O1]) from Definition 2.1 are then precisely
the universally repelling objects (also known as the initial objects) of this new
category. From this viewpoint, it is natural to speak of a universal object over
O1 of Cat2. This term is used in several places in the literature; see [19, p.83]
or [2, p.153], for example. In the terminology of [15, p.179], ( j, F
Cat2
Cat1
[O1])
is called a Cat2-reflection of O1. In the terminology of [17, Definition 2.10],
F
Cat2
Cat1
[O1] is a free object with base O1. The terminology in [1, Definition 8.22]
agrees with ours. The same is true for the overview paper by Pestov [20] and
many titles in its biography; see [20]. It is clear from this source [20] that, in a
topological or analytical context, ‘free’ is the prevailing term. Since an analytical
context is, in the end, our main motivation for the present work, and since it
is also used in the papers [3–5, 10, 12] that are directly related to the present
paper, we have chosen to adapt this too.
3. UNIVERSAL ALGEBRA: PART I
In this section, we review the first part of the material from universal algebra
that we need. It is largely based on the exposition in [7]. Our treatment is
slightly different in the sense that we prefer to speak of constants instead of
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0-ary operations, and that we have singled them out in definitions. There is
then no longer any need for conventions to be in force when a definition ‘de-
generates’ for an ‘operation’ that does not have variables at all. We also speak
of an ‘abstract algebra’ rather than of an ‘algebra’, since we want to keep our
convention in force that the latter term refers to an associative algebra over the
real numbers. Since both notions do actually occur in one context, it seems
unavoidable to make such a distinction.
Definition 3.1. Suppose that F is a non-empty (possibly infinite) set, and that
ρ :F → N0 is a map. Then the pair (F ,ρ) is called a type. Let Abe a non-empty
set and suppose that, for each f ∈ F , the following is given:
(1) when ρ( f ) = 0: an element f A of A;
(2) when ρ( f ) ≥ 1: a map f A : Aρ( f )→ A.
We set F A := { f A : f ∈ F }. The pair 〈A,F A〉 is then called an abstract algebra
of type (F ,ρ). The elements of F are called operation symbols. The elements
f A of A for those f ∈ F such that ρ( f ) = 0 are called the constants of A, and
the ρ( f )-ary maps f A : Aρ( f )→ A for those f such that ρ( f ) ≥ 1 are called the
operations on A.
When everything else is clear from the context, we shall also simply refer to
A as an abstract algebra, the rest being tacitly understood.
Suppose B is a non-empty subset A that contains the constants of A and such
that f A(Bρ( f )) ⊆ B for all f ∈ F such that ρ( f ) ≥ 1. Supplied with the con-
stants of A and the restricted operations on A, B is then called an abstract sub-
algebra of A. It is of the same type (F ,ρ) as A.
Let (F ,ρ) be a type. Suppose that I is a non-empty index set and that, for
each i ∈ I , Ai is an abstract algebra of type (F ,ρ). Then the product
∏
i∈I Ai
becomes an abstract algebra of type (F ,ρ) in the obvious coordinate-wise way;
it is then called the abstract product algebra of the Ai.
Example 3.2. Take F = { f0, f1, f2} for some symbols f0, f1, and f2. Set
ρ( f0) := 0, ρ( f1) := 1, and ρ( f2) := 2. Let G be a group.
(1) Set f G
0
:= e, where e is the identity element of G; set f G
1
(x) = x−1 for
x ∈ G; and set f G2 (x , y) := x y for x , y ∈ G. Then 〈G, { f
G
0 , { f
G
1 , f
G
2 }〉 is
an abstract algebra of type (F ,ρ).
(2) Take an element x0 of G. Set f˜
G
0
:= x0; set f˜
G
1
(x) = x7 for x ∈ G; and
set f˜ G2 (x , y) := x
2 y x−1 y3x2 for x , y ∈ G. Then 〈G, { f˜ G0 , f˜
G
1 , f˜
G
2 }〉 is an
abstract algebra of type (F ,ρ).
The notation as used in part (1) of Example 3.2 is not very suggestive. Given
a group G, it would be more natural to simply speak of the associated abstract
algebra 〈G, {e, −1 , · }〉, where the type (F ,ρ) with an underlying set F of car-
dinality 3, and the map ρ : F → {e, −1 , · } (the set containing the constant
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and the two actual operations on G) understood to be evident from the con-
text. Given two groups G1 and G2, it would then, strictly speaking, be nec-
essary to write 〈G1, {e
G1 , −1
G1 , ·G1 }〉 and 〈G2, {e
G2 , −1
G2 , ·G2 }〉. When work-
ing with concrete examples we shall omit these superscripts. For example,
let V be a vector space. Then there is a naturally associated abstract alge-
bra 〈V, {0, + ,ADDINV, {mλ : λ ∈ R }}〉. The unspecified set F is now un-
countable, and to its elements correspond a constant 0 of V , an obvious bi-
nary operation +, a unary operation ADDINV that sends x ∈ V to −x , and,
for every λ ∈ R, a unary operation mλ that sends x ∈ V to λx . It is then
also clear what the function ρ : F → N0 is; it takes the values 0,1, and 2.
When W is another vector space, we denote its associated abstract algebra by
〈W, {0, + ,ADDINV, {mλ : λ ∈ R }}〉.
Not every abstract algebra 〈V, {0, + ,ADDINV, {mλ : λ ∈ R }}〉, with a con-
stant 0, a binary operation +, a unary operation ADDINV, and unary operations
mλ for λ ∈ R becomes a vector space when one attempts to introduce the vec-
tor space operations in the obvious way. For this, certain relations between the
constants and the operations have to hold, such as mλ1λ2(x) = mλ1(mλ2(x))
for λ1,λ2 ∈ R, and x ∈ A, and x + (ADDINV(x)) = 0 for all x ∈ A. This
need not always be the case. In Lemma 5.2, below, it will become clear how
one can always pass to an abstract quotient algebra (to be defined below) of
〈V, {0, + ,ADDINV, {mλ : λ ∈ R }}〉 that is a vector space.
Definition 3.3. Let 〈A,F A〉 and 〈B,F B〉 be abstract algebras of the same type
(F ,ρ). Suppose that h : A→ B is a map. Then h is an abstract algebra homo-
morphism when the following are both satisfied:
(1) h( f A) = f B for all f ∈ F such that ρ( f ) = 0;
(2) h
 
f A(a1, . . . ,aρ( f ))

= f B
 
h(a1), . . . ,h(aρ( f ))

for all f ∈ F such that
ρ( f )≥ 1.
The inclusion map from an abstract subalgebra to the abstract super-algebra
is an abstract algebra homomorphism. The projections from an abstract product
algebra to its factors are abstract algebra homomorphisms.
Example 3.4.
(1) Let G1 and G2 be groups. The abstract algebra homomorphism h :
〈G1, {e,
−1 , · }〉 → 〈G2, {e,
−1 , · } are maps between the underlying sets
that are unital, preserve the inverse of one element, and preserve the
product of two elements. Since G1 and G2 are actually groups, this
is equivalent to preserving the product of two elements. Thus the ab-
stract algebra homomorphisms between the associated abstract alge-
bras are in a natural bijection with the group homomorphisms between
the groups in the usual meaning of the word.
(2) Let G1 and G2 be groups. For G2, take operations as in the second part of
Example 3.2. The abstract algebra homomorphisms h:〈G1, {e,
−1 , · }〉→
〈G2, { f˜
G2
1
, f˜
G2
2
, f˜
G2
3
}}〉 are the maps h : G1 → G2 such that h(e) = x0,
h(x−1) = x7 for x ∈ G1, and h(x y) = x
2 y x−1 y3x2 for x , y ∈ G1.
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Besides not being obviously natural or useful, it may well be the case
that, for certain combinations of G1, G2, and x0, such abstract algebra
homomorphisms h do not exist.
(3) Let V and W be vector spaces, and let 〈V, {0V , +V ,ADDINVV , {mV
λ
:
λ ∈ R }}〉 and 〈W, {0W , +V ,ADDINVW , {mW
λ
: λ ∈ R }}〉 denote the nat-
urally associated abstract algebras of the same unspecified type (F ,ρ).
Then the abstract algebra homomorphisms between the associated ab-
stract algebras are in a natural bijection with the linear maps between
the vector spaces.
Definition 3.5. Let A and B be abstract algebras, and let h : A→ B be a map.
Then the kernel of h, denoted by kerh, is defined as
kerh :=

(x , y) ∈ A2 : h(x) = h(y)
	
.
Note that kerh is not a subset of A. In many practical contexts, however, it
can be described in terms of a subset of A that will then be called the kernel
of h in the pertinent context. For example, let G1 and G2 be groups, and let
h : 〈G1, {e,
−1 , · }〉 → 〈G2, {e,
−1 , · } be an abstract algebra homomorphism. Set
N := { x ∈ G1 : h(x) = e }. Then kerh = { (x , y) ∈ G
2
1 : x y
−1 ∈ N }. As
another example, let V and W be vector spaces, and let h : V → W be an
abstract algebra homomorphism between the two associated abstract algebras.
Set L := { x ∈ V : h(x) = 0 }. Then kerh = { (x , y) ∈ V 2 : x − y ∈ L }.
When θ ⊆ A2 is a binary relation on A, and x , y ∈ A, then we shall write x θ y
for (x , y) ∈ θ . The kernels of abstract algebra homomorphisms turn out to be
precisely the binary relations on A that we shall now define.
Definition 3.6. Let 〈A,F A〉 be an abstract algebra of type (F ,ρ). Then a binary
relation θ ⊆ A2 on A is called a congruence relation on Awhen the following are
both satisfied:
(1) θ is an equivalence relation on A;
(2) when f ∈ F is such that ρ( f )≥ 1, then
f A(x1, . . . , xρ( f )) θ f
A(y1, . . . , yρ( f ))
whenever x1, . . . , xρ( f ) ∈ A and y1, . . . , yρ( f ) ∈ A are such that x i θ yi
for i = 1, . . . ,ρ( f ).
It is clear that A2 is the largest congruence relation on A, and that { (x , x) :
x ∈ A} is the smallest. The intersection of an arbitrary non-empty collection
of congruence relations on A is again a congruence relation on A. Suppose that
S ⊆ A2 is an arbitrary subset. The intersection of all congruence relations on
A that contain S is the smallest congruence relation on A that contains S; it is
called the congruence relation on A that is generated by S.
It is immediate from the definitions that the kernel of an abstract algebra
homomorphism between abstract algebras of the same type is a congruence
relation on the domain. All congruence relations on an abstract algebra occur
in this fashion, as will become clear from the following construction of abstract
quotient algebras.
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Let A be an abstract algebra of type 〈F ,ρ〉. Suppose that θ is a congruence
relation on A. Let A/θ denote the set of equivalence classes in Awith respect to
θ , and let qθ : A→ A/θ denote the canonical map. When f ∈ F is such that
ρ( f ) = 0, we set
f A/θ := qθ ( f
A).
When f ∈ F is such that ρ( f )≥ 1, then, for x1, . . . , xρ( f ) ∈ A, we set
f A/θ
 
qθ (x1), . . . ,qθ (xρ( f ))

:= qθ
 
f A(x1, . . . , xρ( f ))

.
Since θ is a congruence relation on A, the maps f A/θ are well defined. Thus
〈A/θ , { f A/θ : f ∈ F }〉 is an abstract algebra of type (F ,ρ). By its construction,
the map qθ : A→ A/θ is an abstract algebra homomorphism, and kerqθ = θ .
The following result, which is [7, Exercise 1.26.8], is an immediate conse-
quence of the definitions.
Lemma 3.7. Let A and B be abstract algebras of the same type, and let h : A→ B
be an abstract algebra homomorphism. Suppose that θ is a congruence relation
on A such that θ ê kerh. Then there exists a unique map h : A/θ → B such that
h= h ◦ qθ , and this map h is an abstract algebra homomorphism.
We now come to the main point of this section. Let (F ,ρ) be a type. The
abstract algebras of type (F ,ρ), together with the abstract algebra homomor-
phisms between them, form a subcategory AbsAlg(F ,ρ) of Set. Take a non-empty
set S. Does there exists a free abstract algebra of type (F ,ρ) over S? The an-
swer is affirmative, and we shall now construct such an object F
AbsAlg(F ,ρ)
Set
[S] of
AbsAlg(F ,ρ). It will be denoted by T(F ,ρ)(S).
The idea is quite easy. One starts by defining a set T(F ,ρ)(S) of words that
reflect the concept of applying maps (symbolised by the elements ofF ) to their
appropriate numbers of variables (as prescribed by ρ), and keep repeating com-
bining the outcomes to get new maps of an ever increasing degree of complex-
ity (measured by what will be called the ‘height’, below). The symbols in these
words that reflect the concept of variables are taken from S. This set of words
is then made into an abstract algebra of type (F ,ρ) in a natural way, with
concatenation reflecting the concept of combining outcomes of operations as
input for another operation. Furthermore, when A is any abstract algebra of
type (F ,ρ), and h : S → A is any map, then there is a natural abstract algebra
homomorphism h from T(F ,ρ)(S) into A that extends h. This map h simply re-
places each symbol f from F in a word in T(F ,ρ)(S) by the concrete operation
(or constant) f A in the context of A, and replaces each symbol s from S by the
concrete element h(s) of A. All in all, this map h takes in a word from T(F ,ρ)(S)
and then applies the ‘actual map that the word stands for in the context of A’ to
values of its arguments that are the pertinent given elements h(s) of A.
The details are as follows; they are taken from [7, p.95-96] (where the case
where S = ; but { f ∈ F : ρ( f ) = 0 } 6= ; is also included). The structure of the
proof of Theorem 3.10, which we include for the convenience of the reader, is
also taken from that source; cf. [7, Theorem 4.32].
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Definition 3.8. Let (F ,ρ) be a type. Let S be a non-empty (possibly infinite)
set that is disjoint from F . We recursively define a set of words in symbols f
for f ∈ F and symbols s for s ∈ S, as follows. We set
T0(S) := { s : s ∈ S } ∪ { f ∈ F : ρ( f ) = 0}}
and, for n= 1,2, . . . , we set
Tn+1(S) := Tn(S)∪ { f t1 . . . tρ( f ) : f ∈ F , ρ( f ) ≥ 1, t 1, . . . , tρ( f ) ∈ Tn(S) }.
We define T(F ,ρ)(S) :=
⋃
n≥0 Tn(S), and refer to elements of T(F ,ρ)(S) as terms
of type (F ,ρ) over S. For a term t ∈ T(F ,ρ)(S), the smallest n such that t ∈ Tn(S)
is called the height of t.
The terms of height zero, i.e., the elements of T0(S), can come in two kinds.
Since S is non-empty, there are always terms in T0(S) that consist of a single
symbol s from S. These can be thought of as ‘variables’. The other words in
T0(S) are the symbols f from F such that ρ( f ) = 0. There need not be any
such f , but when there are, then the corresponding terms can be thought of as
‘constants’ or, perhaps even better with an eye towards applications, as ‘distin-
guished elements’.
Example 3.9. Byway of (a rather finite) example, suppose thatF = { f0, f1, f2},
that ρ( f0) = 0, ρ( f1) = 1, and ρ( f2) = 2, and that S = {x , y, z}. Then
the set T0(S) of terms of height 0 consists of the ‘variables’ x , y, and z, to-
gether with the ‘constant’ f0. The set T1(S) consists of all terms in T0(S) (all
of height 0); the terms (all of height 1) f1z, f1 y, f1z, and f1 f0; and 4 · 4 = 16
terms (all of height 1) of the form f2ξ1ξ2, where each of ξ1,ξ2 can be taken
from T0(S) = {x , y, z, f0}. The term f2x y of height 1, secretly translated into
f2(x , y), reflects the concept of applying an operation that depends on two
variables. The term f2x f0, translated into f2(x , f0), reflects the concept of ap-
plying a map that depends on two variables with the second one fixed at the
value f0. The subset T2(S) of T(F ,ρ)(S) contains terms such as f2 f2 f0 y f1z and
f2 f1x f2 y x . After translating these terms of height 2 into their more readable
forms f2( f2( f0, y), f1(z)) and f2( f1(x), f2(y, x)), respectively, it becomes clear
which concepts they reflect.
We shall now supply the set T(F ,ρ)(S)with the structure of an abstract algebra
of type (F ,ρ). If f ∈ F is such that ρ( f ) = 0, then we set
(3.1) f T(F ,ρ)(S) := f ,
and when f ∈ F is such that ρ( f ) ≥ 1, then we use concatenation of words to
set
(3.2) f T(F ,ρ)(S)(t1, . . . , tρ( f )) := f t1 . . . tρ( f )
for all t1, . . . , tρ( f ) ∈ T(F ,ρ)(S).
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Theorem 3.10. Let (F ,ρ) be a type. For every abstract algebra A of type (F ,ρ)
and every map h : S → A, there is a unique abstract algebra homomorphism
h : T(F ,ρ)(S)→ A such that h(s) = h(s) for all s ∈ S:
S T(F ,ρ)(S)
A
⊂
h
h
That is, F
AbsAlg(F ,ρ)
Set
[S] exists and is equal to T(F ,ρ)(S); the accompanying inclusion
map j is injective.
Proof. The construction of the map h and the proof of its uniqueness can be
given simultaneously, using induction on the height of a term.
Take a term t ∈ T(F ,ρ)(S) of height 0. If t is a word that consists of a single
symbol from S, then h(s) is prescribed, and we define h(s) := h(s) accordingly.
If t is a symbol f from F such that ρ( f ) = 0, then, since h is supposed to be
an abstract algebra homomorphism, equation (3.1) implies that we must have
h( f ) = h( f T(F ,ρ)(S)) = f A. Hence we define h( f ) := f A accordingly.
Suppose that, for some n ≥ 0, the uniqueness of h(t) has already been
shown for all terms t ∈ T(F ,ρ)(S) of height at most n, and that h(t) has al-
ready been defined accordingly for such t. Take a term t of height n+ 1. Then
t = f t1 . . . tρ( f ) for a unique f ∈ F such that ρ( f ) ≥ 1 and unique terms
t1, . . . , tρ( f ) ∈ T(F ,ρ)(S) of height at most n. Since h is supposed to be an ab-
stract algebra homomorphism, equation (3.2) implies that we must have
h(t) = h( f t1 . . . tρ( f ))
= h( f T(F ,ρ)(S)(t1, . . . , tρ( f )))
= f A(h(t1), . . . ,h(tρ( f ))).
As a consequence of the induction hypotheses, this shows that h(t) is also
uniquely determined. Since, also as a consequence of the induction hypoth-
esis, h(t1), . . . ,h(tρ( f )) have already been defined, we can now define
h(t) := f A(h(t1), . . . ,h(tρ( f )))
accordingly. This completes the induction step.
We have now shown that h is uniquely determined as well as explicitly con-
structed the only possible candidate. It is immediate from this construction and
the definitions in equations (3.1) and (3.2) that this candidate is indeed an
abstract algebra homomorphism.
The final sentence of the statement is then clear. 
Remark 3.11. It is evident from its construction that T(F ,ρ)(S) is generated by
S, in the sense that it equals its smallest abstract subalgebra that contains S. Of
course, Remark 2.5 also makes clear that this must be the case.
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4. VARIOUS LATTICES AS ABSTRACT ALGEBRAS SATISFYING IDENTITIES
Before proceeding with the general theory from universal algebra that we need,
we pause to discuss structures that involve a partial ordering.
It is clear that, for a vector space, the validity of the vector space axioms can
be expressed in terms of identities that involve the constant 0 and the oper-
ations of the naturally associated abstract algebra. For a unital vector lattice
algebra, for example, it is, however, far less clear that there is an associated
abstract algebra for which is possible. After all, the axioms of a unital vector
lattice algebra also involve inequalities and the assumption of the existence of
the infimum and supremum of two elements. At first sight, it may seem coun-
terintuitive that these can also be described in terms of constants, operations,
and identities. Nevertheless, this is possible. As we shall see, it is precisely this
fact that lies at the heart of the existence proof for the free unital vector lattice
algebra over a non-empty set. Later on, we shall then use this one existence
result to obtain the existence of all other fourteen free objects in Theorem 6.2,
below.
We start with the classical observation that the partial ordering in a lattice
can equivalently be formulated in terms of operations and identities; see [7,
Definition 1.7 and p.23], for example. Since this is crucial, and since we strive
to keep this paper self-contained, we include the details for this. The ad-hoc
terminology in the following definition is ours. We refrain from claiming any
other originality here.
Definition 4.1. Let S be a non-empty set.
(1) Suppose that ≤ is a partial ordering on S. Then the partially ordered
set (S,≤) is a partially ordered lattice if, for all x , y ∈ S, the supremum
x ∨ y and the infimum x ∧ y exist in S.
(2) Suppose that S is supplied with binary operations ? and >. Then the
abstract algebra (S,?,>) is an algebraic lattice if, for all x , y, z ∈ S,
x ? (y ? z) = (x ? y)? z, x > (y > z) = (x > y)> z,
x ? x = x , x > x = x ,
x ? y = y ? x , x > y = y > x ,
x ? (x > y) = x , and x > (x ? y) = x .
Let us mention explicitly that distributivity is not supposed.
Lemma 4.2. Let S be a non-empty set.
(1) Suppose that S is supplied with a partial ordering such that the partially
ordered set (S,≤) is a partially ordered lattice. For x , y ∈ S, set
x ? y := x ∧ y
and
x > y := x ∨ y.
Then the abstract algebra (S,>,?) is an algebraic lattice.
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(2) Suppose that S is supplied with two binary operations ? and > such that
the algebra (S,?,>) is an algebraic lattice. For x , y ∈ S, say that x ≤ y
if and only if
x ? y = x .
Then ≤ is a partially ordering on S, and the partially ordered set (S,≤)
is a partially ordered lattice. Moreover, for x , y ∈ S, we have
x ∧ y = x ? y
and
x ∨ y = x > y,
where x∧ y and x∧ y refer to the infimum and the supremum, respectively,
in the partial ordering ≤.
Proof. It is completely routine to verify the statement in part (1).
We turn to part (2). It is an easy consequence of the first three identities in
the left column in Definition 4.1 that ≤ is a partially ordering on S.
Take x , y ∈ S. We claim that x ∧ y exists in the partially ordered set (S,≤)
and that, in fact, x ∧ y = x ? y. Since (x ? y)? y = x ? (y ? y) = x ? y,
we have x ? y ≤ y. Since (x ? y)? x = x ? (x ? y) = (x ? x)? y = x ? y,
we have x ? y ≤ x . Then also x ? y = y ? x ≤ x . Take z ∈ S and suppose
that z ≤ x and z ≤ y, i.e., suppose that z ? x = z and z ? y = y. Then
z ? (x ? y) = (z ? x)? y = z ? y = z. Hence z ≤ x ? y and the proof of the
claim is complete.
Before turning to the supremum, we note that, for x , y ∈ S, the fact that
x? y = x is equivalent to the fact that x> y = y. It is here that the two identities
in the fourth line of identities in Definition 4.1 come in. Indeed, suppose that
x ? y = x . Then x > y = (x ? y) > y = y > (x ? y) = y > (y ? x) = y.
Conversely, suppose that x > y = y. Then x ? y = x ? (x > y) = x .
Now take x , y ∈ S. We claim that x ∨ y exists in the partially ordered set
(S,≤) and that, in fact, x∨ y = x> y. Since x?(x > y) = x , we have x ≤ x> y.
Since y ? (x > y) = y ? (y > x) = y, we have y ≤ x > y. Take z ∈ S and
suppose that x ≤ z and y ≤ z, i.e., suppose that x ? z = x and y ? z = y. By
what we have just established in the intermezzo, this is equivalent to supposing
that x>z = z and y>z = z. Then (x > y)>z = x> (y > z) = x>z = z. Again
by the intermezzo, it follows that (x > y)? z = x > y. Hence x > y ≤ z and
the proof of the claim is complete. Part (2) has now been established.

The following is now clear from Lemma 4.2.
Proposition 4.3. The constructions under the parts (1) and (2) of Lemma 4.2
yield mutually inverse bijections between the category of partially ordered lattices
(with the lattice homomorphisms as morphisms) and the category of abstract al-
gebras that are algebraic lattices (with the abstract algebra homomorphisms as
morphisms). Under this isomorphism, the underlying sets and the maps that are
the morphisms are kept.
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With Lemma 4.2 available, it is not so difficult to describe the unital vector
lattice algebras as the abstract algebras (of a common unspecified type) where
certain identities are satisfied.
Lemma 4.4. Let A be an abstract algebra with (not necessarily different) constants
0 and 1, a binary map ⊕, a unary map ⊖, a unary map mλ for every λ ∈ R, a
binary map ⊙, and binary maps ? and >. Suppose that all of the following are
satisfied:
(1) (x ⊕ y)⊕ z = x ⊕ (y ⊕ z) for all x , y, z ∈ A;
(2) x ⊕ 0= x for all x ∈ A;
(3) x ⊕ (⊖x) = 0 for all x ∈ A;
(4) x ⊕ y = y ⊕ x for all x , y ∈ A;
(5) mλ(x ⊕ y) = mλ(x)⊕mλ(y) for all λ ∈ R and x , y ∈ A;
(6) mλ+µ(x) = mλ(x)⊕mµ(x) for all λ,µ ∈ R and x ∈ A;
(7) mλµ(x)) = mλ(mµ(x)) for all λ,µ ∈ R and x ∈ A;
(8) m1(x) = x for all x ∈ A;
(9) (x ⊙ y)⊙ z = x ⊙ (y ⊙ z) for all x , y, z ∈ A;
(10) x ⊙ (y ⊕ z) = (x ⊙ y)⊕ (x ⊙ z) for all x , y, z ∈ A;
(11) (x ⊕ y)⊙ z = (x ⊙ z)⊕ (y ⊙ z) for all x , y, z ∈ A;
(12) mλ(x ⊙ y) = mλ(x)⊙ y = x ⊙mλ(y) for all λ ∈ R and x , y ∈ A;
(13) 1⊙ x = x ⊙ 1= x for all x ∈ A;
(14) x?(y ? z) = (x ? y)?z and x>(y > z) = (x > y)>z for all x , y, z ∈ A;
(15) x ? x = x and x > x = x for all x ∈ A;
(16) x ? y = y ? x and x > y = y > x for all x , y ∈ A;
(17) x ? (x > y) = x and x > (x ? y) = x for all x , y ∈ A;
(18) x ⊕ (y ? z) = (x ⊕ y)? (x ⊕ z) for all x , y, z ∈ A;
(19) mλ(0? x) = 0? (mλ(x)) for all λ ∈ R≥0 and x ∈ A;
(20) 0? ((x ? (⊖x))⊙ (y ? (⊖y))) = 0 for all x , y ∈ A.
Set
(a) x + y := x ⊕ y for x , y ∈ A;
(b) λx := mλ(x) for λ ∈ R and x ∈ A;
(c) x y := x ⊙ y for x , y ∈ A.
Supplied with the operations as defined under (a), (b), and (c), A is an associative
algebra over the real numbers with zero element 0 and identity element 1.
For x , y ∈ A, say that x ≤ y when x ? y = x. Then ≤ is a partial ordering on
A that makes A into a partially ordered lattice. Moreover, for x , y ∈ A, we have
x ∧ y = x ? y and x ∨ y = x > y, where ∧ and ∨ refer to the supremum resp.
infimum in the partial ordering ≤.
Supplied with the partial ordering ≤ and with the operations as defined under
(a), (b), and (c), A is a unital vector lattice algebra with zero element 0 and
identity element 1.
Proof. The identities in (1)–(4) show that A becomes an abelian group under +
with identity element 0. Those in (5)–(8) show that A becomes a vector space
with zero element 0 when the scalar multiplications as in (b) are added, and
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those in (9)–(13) guarantee that A becomes an associative algebra with zero
element 0 and identity element 1 when the multiplication as in (c) is added.
It becomes more interesting when the partial ordering is brought in. In view
of Lemma 4.2, the identities in (14)–(17) guarantee that ≤ is a partial ordering
on A that makes A into a partially ordered lattice where the infimum x ∧ y and
supremum x∨ y of two elements x , y are given by x? y and x> y, respectively.
It remains to be shown that the partial ordering ≤ is a vector space ordering,
and also that the product of two positive elements of A is again positive.
We start with the vector space ordering. Take y, z ∈ Aand suppose that y ≤ z,
i.e, suppose that y ? z = y. Take x ∈ A. Using the identity in (18), we have
(x + y) ∧ (x + z) = (x ⊕ y)? (x ⊕ z) = x ⊕ (y ? z) = x ⊕ y = x + y.
Hence x + z ≤ y + z. Take x ∈ A and λ ∈ R≥0. Suppose that 0≤ x , i.e, suppose
that 0 ? x = 0. Using the identity in (19) (and, in the final equality, the fact
that we already know that A is a vector space), we have
0∧ (λx) = 0? (mλ(x)) = mλ(0? x) = mλ(0) = λ0= 0.
Hence 0≤ λx ,
We turn to the product of two positive elements of A. Since we know by now
that A is a vector lattice, we can equivalently formulate the identity in (20) as
the fact that 0∧ (|x ||y|) = 0 for all x , y ∈ A. This implies (and is equivalent to)
the fact that the product of two positive elements of A is again positive. 
Obviously, any unital vector lattice algebra gives rise, in a natural way, to
an abstract algebra with constants and operations as in Lemma 4.4 where all
identities in (1)–(20) in Lemma 4.4 are satisfied. As for partially ordered lattices
and algebraic lattices, the two constructions are mutually inverse. Moreover, the
unital vector lattice algebra homomorphisms correspond to the abstract algebra
homomorphisms. We therefore have the following analogue of Proposition 4.3.
Proposition 4.5. The category VLA1 of unital vector lattice algebras, with the uni-
tal vector lattice algebra homomorphisms as morphism, is isomorphic to the cat-
egory of abstract algebras with constants and operations as in Lemma 4.4 where
the identities (1)–(20) in Lemma 4.4 are satisfied, with the abstract algebra ho-
momorphisms as morphisms. Under this isomorphism, the underlying sets and the
maps that are the morphisms are kept.
Obviously, there are isomorphisms similar to those in Propositions 4.3 and 4.5
for VL and VLA. Once one notices that one can express the positivity of an
identity element 1 of a vector lattice algebra by requiring that 0 ? 1 = 0, it
becomes clear that there is also a similar isomorphism for VLA1+. For many
categories of algebraic structures (groups, abelian groups, vector spaces, rings
with identity elements, algebras, commutative algebras, . . . ), where there is
no partial ordering that needs to be ‘equationalised’, the existence of a similar
isomorphism with a category of abstract algebras is immediate from the axioms
for these structures.
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The existence of a ‘similar’ isomorphism can be made precise by saying that
all these categories are isomorphic to an equational class of abstract algebras.
This brings us to the next section.
5. UNIVERSAL ALGEBRA: PART II
We have seen in Proposition 4.3 and Proposition 4.5 how two categories from
the partially ordered realm are isomorphic to categories of abstract algebras. In
the abstract algebraic side of the picture, the objects of the category are those
abstract algebras (all of a common type) ‘where certain identities are satisfied’.
We shall now formalise this concept of ‘identities being satisfied’.
Let A be an abstract algebra of type (F ,ρ). By way of example, suppose that
one of the operations on A is a binary operator ⊕. We want to express the fact
that this operation is associative, i.e., that x1 ⊕ (x2 ⊕ x3) = (x1 ⊕ x2)⊕ x3 for
all x1, x2, x3 ∈ A. A first attempt would be to take a set S = {s1, s2, s3} of three
elements, take the terms (rewritten in a legible way) (s1⊕s2)⊕s3 and s1⊕(s2⊕s3)
in T(F ,ρ)(S), and require that (s1⊕ s2)⊕ s3 = s1⊕ (s2⊕ s3) ‘is satisfied in A’. The
problem is that this does not make sense. Firstly, the left and the right hand
sides are not elements of A. They are elements of T(F ,ρ)(S) and, secondly, they
are not equal in T(F ,ρ)(S). There are two ways to get further.
The first one is to take the terms (s1⊕ s2)⊕ s3 and s1⊕ (s2⊕ s3), and assign to
them the ternary operations on A that send a triple (x1, x2, x3) ∈ A
3 to x1⊕(x2⊕
x3) and (x1⊕ x2)⊕ x3, respectively. The associativity can then be expressed by
saying that these two maps from A3 to A are equal. This is the approach that is
taken for the general case in [7, Definitions 4.31 and 4.35 ]. Here, in order to
be able to accommodate identities in an arbitrarily large number of variables,
one takes a countably infinite set S. Given two terms t1, t2 ∈ T(F ,ρ)(S), one
associates operations tA1 and t
A
2 with them, and requires that these be equal as
maps from An (where n is appropriate) to A. There are some formalities to be
taken care of then, however. For example, it could be the case that the ‘natural’
number of arguments of tA1 differs from that of t
A
2 . One could want to express
the fact that x1⊕x2 = (x3⊕x2)⊕x1 for all x1, x2, x3 ∈ A, but the natural domain
for the map for the left hand side is A2, whilst for the right hand side this is A3.
The second one, and the one we shall take, is the following. Take a three-
point set S again. For all x1, x2, x3 ∈ A, there exists a map hx1 ,x2,x3 : S → A
such that hx1 ,x2,x3(si) = x i for i = 1,2,3. By Theorem 3.10, such a map extends
uniquely to an abstract algebra homomorphism hx1,x2,x3 : T(F ,ρ)(S)→ A. Then
hx1,x2,x3(s1⊕(s2⊕s3)) = x1⊕(x2⊕x3) and hx1,x2,x3((s1⊕s2)⊕s3) = (x1⊕x2)⊕x3.
It follows from this that the associativity of ⊕ in A can equally well be expressed
by requiring that h(s1 ⊕ (s2 ⊕ s3)) = h((s1 ⊕ s2)⊕ s3) for every map h : S → A,
where, as usual, h : T(F ,ρ)(S)→ A is the abstract algebra homomorphism that
extends h. Since every abstract algebra homomorphism from T(F ,ρ)(S) to A is
the unique extension of its restriction to S, one can equally well (with a change
in notation) require that h(s1 ⊕ (s2 ⊕ s3)) = h((s1 ⊕ s2)⊕ s3) for every abstract
algebra homomorphism h : T(F ,ρ)(S)→ A. Of course, one wants to be able to
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do this with an arbitrarily large number of variables involved. This leads to the
following definition, as in [8, Definition 9.4.1] and [16, Section 2.8]
Fix, once and for all, a countably infinite set Sℵ0 = {s1, s2, . . . }.
Definition 5.1. Let (F ,ρ) be a type. Take two terms t1, t2 ∈ T(F ,ρ)(Sℵ0). Let
A be an abstract algebra of type (F ,ρ). Then A satisfies t1 ≈ t2 when h(t1) =
h(t2) for every abstract algebra homomorphism h : T(F ,ρ)(Sℵ0) → A. For a
subset Σ of T(F ,ρ)(Sℵ0)× T(F ,ρ)(Sℵ0), A satisfies Σ when A satisfies t1 ≈ t2 for
every pair (t1, t2) ∈ Σ.
This definition depends on the choice of Sℵ0 because t1 and t2 are elements
of the set T(F ,ρ)(Sℵ0) that depends on this choice. A moment’s thought shows
that the equalities of operations on A —which is what we are after—that is
equivalent to the satisfaction of the identities from Σ is independent of this
choice. It is for this reason that there is no harm in fixing a particular choice for
Sℵ0 as we have done.
For Σ ⊆ T(F ,ρ)(Sℵ0) × T(F ,ρ)(Sℵ0), the class of all abstract algebras of type
(F ,ρ) satisfying Σ is called the equational class defined by Σ. Together with
the abstract algebra homomorphism between them, it forms the subcategory
AbsAlg(F ,ρ);Σ of AbsAlg(F ,ρ).
It is an important point that we can force identities to be satisfied by passing
to an abstract quotient algebra.
Lemma 5.2. Let A be an abstract algebra of type (F ,ρ), and let θ be a congruence
relation on A. Take t1, t2 ∈ T(F ,ρ)(Sℵ0). Then A/θ satisfies t1 ≈ t2 if and only if
(h(t1),h(t2)) ∈ θ for all abstract algebra homomorphisms h : T(F ,ρ)(Sℵ0)→ A.
Proof. Let qθ : A→ A/θ be the quotient map. It is a consequence of the surjec-
tivity of the abstract algebra homomorphism qθ and the universal property of
T(F ,ρ)(Sℵ0) that the abstract algebra homomorphisms hθ : T(F ,ρ)(Sℵ0) → A/θ
are precisely the compositions qθ ◦ h for the abstract algebra homomorphisms
h : T(F ,ρ)(Sℵ0)→ A. The statement in the lemma is an immediate consequence
of this. 
Lemma 5.3. Let A and B be abstract algebras of the same type (F ,ρ), and let
h : A→ B be an abstract algebra homomorphism. Take t1, t2 ∈ T(F ,ρ)(Sℵ0). If B
satisfies t1 ≈ t2, then (h
′(t1),h
′(t2)) ∈ kerh for every abstract algebra homomor-
phism h′ : T(F ,ρ)(Sℵ0)→ A.
Proof. Take an abstract algebra homomorphism h′ : T(F ,ρ)(Sℵ0) → A. Then
h ◦ h′ : T(F ,ρ)(Sℵ0) → B is an abstract algebra homomorphism. Hence (h ◦
h′)(t1) = (h ◦ h
′)(t2), showing that (h
′(t1),h
′(t2)) ∈ kerh. 
We can now construct a free object in an equational class over a non-empty
set. Let (F ,ρ) be a type, and take a subset Σ ê T(F ,ρ)(Sℵ0)× T(F ,ρ)(Sℵ0). Let
S be a non-empty set. Take the abstract term algebra T(F ,ρ)(S), which contains
S as a subset, and let θ be the smallest congruence relation on T(F ,ρ)(S) that
contains the pairs (h′(t1),h
′(t2)) for all (t1, t2) ∈ Σ and all abstract algebra
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homomorphisms h′ : T(F ,ρ)(Sℵ0)→ T(F ,ρ)(S). Let qθ : T(F ,ρ)(S)→ T(F ,ρ)(S)/θ
denote the quotient map, and let qθ |S denote its restriction to S.
We see from Lemma 5.2 that T(F ,ρ)(S)/θ satisfiesΣ, i.e., it is in AbsAlg(F ,ρ);Σ.
Furthermore, we claim that the pair (qθ |S, T(F ,ρ)(S)/θ) is a free object in
AbsAlg(F ,ρ);Σ over the object S in Set. To see this, let A∈ AbsAlg(F ,ρ);Σ, and let
h : S → A be a map. By Theorem 3.10, there exists a unique abstract algebra
homomorphism h : T(F ,ρ)(S)→ A such that h(s) = h(s) for all h ∈ S.
Take (t1, t2) ∈ Σ and let h
′ : T(F ,ρ)(Sℵ0) → T(F ,ρ)(S) be an arbitrary ab-
stract algebra homomorphism. Since A satisfies t1 ≈ t2, Lemma 5.3 shows that
(h′(t1),h
′(t2)) ∈ kerh. Thus the congruence relation ker f on T(F ,ρ)(S) con-
tains the generators of θ , and we conclude that θ ⊆ kerh. Lemma 3.7 then im-
plies that there is a unique abstract algebra homomorphism
e
h : T(F ,ρ)(S)/θ → A
such that h =
e
h ◦ qθ . For s ∈ S, this implies that (
e
h ◦ qθ |S)(s) = h(s) =
h(s). Hence we have found a factoring abstract algebra homomorphism
e
h. It
remains to show uniqueness. Suppose that h0 : T(F ,ρ)(S)/θ → A is an ab-
stract algebra homomorphism such that (h0 ◦ qθ |S)(s) = h(s) for all s ∈ S.
Then h0 ◦ qθ : T(F ,ρ)(S) → A is an abstract algebra homomorphism such that
(h0 ◦qθ )(s) = (h0 ◦qθ |S)(s) = h(s) = h(s) for s ∈ S. This implies that h0 ◦qθ = h
and this, in turn, shows that h0 =
e
h.
All in all, we have shown the following. Its main part is the existence of a
object, but we have also included the construction of a concrete realisation of
it.
Theorem 5.4. Let (F ,ρ) be a type, and take Σ ⊆ T(F ,ρ)(Sℵ0)× T(F ,ρ)(Sℵ0). Let
S be a non-empty set, and let θ be the smallest congruence relation on T(F ,ρ)(S)
that contains the pairs (h′(t1),h
′(t2)) for all (t1, t2) ∈ Σ and all abstract algebra
homomorphisms h′ : T(F ,ρ)(Sℵ0)→ T(F ,ρ)(S). Then T(F ,ρ)(Sℵ0)/θ is an abstract
algebra of type (F ,ρ) that satisfies Σ. Let qθ : T(F ,ρ)(S)→ T(F ,ρ)(S)/θ denote
the quotient map, and let qθ |S denote its restriction to the subset S of T(F ,ρ)(S).
For every abstract algebra A of type (F ,ρ) that satisfies Σ, and for every map
h : S → A, there is a unique abstract algebra homomorphism h : T(F ,ρ)(S)/θ → A
such that h = h ◦ qθ |S for all s ∈ S:
S T(F ,ρ)(S)/θ
A
qθ |S
h
h
That is, F
AbsAlg(F ,ρ);Σ
Set
[S] exists and is equal to T(F ,ρ)(S)/θ .
Remark 5.5.
(1) If AbsAlg(F ,ρ);Σ contains an object that has at least two elements, then
qθ |S must be injective. Consequently, j is not injective if and only if S
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contains at least two elements and AbsAlg(F ,ρ);Σ consists only of the
one-point algebra of type (F ,ρ). For many equational classes of prac-
tical interest, qθ |S is, therefore, injective.
(2) For the choice Σ = ; one retrieves the fact from Theorem 3.10 that
F
AbsAlg(F ,ρ)
Set
[S] exists and equals T(F ,ρ)(S). The injectivity of the accom-
panyingmap j is not obtained in this fashion, but follows easily from the
universal property since T(F ,ρ)(S) is an abstract algebra of type (F ,ρ)
that has at least two elements.
Theorem 5.4 is a classical result; see [16, Theorem 2.10], for example. It can
also be found as (a part of) [7, Corollary 4.30], where it is actually proved—with
a slightly different proof—that free objects over non-empty sets exist in varieties
of abstract algebras. As in [7, p.9], we say that a variety of abstract algebras is
a class of algebras of the same type that is closed under taking subalgebras,
abstract algebra homomorphic images, and abstract algebra products. Some
sources use both the terms ‘variety’ and ‘equational class’ for what we call an
‘equational class’; see [16, p.81] and [13, p.152]. As we shall see in a moment, a
theorem of Birkhoff’s shows that there is no actual ambiguity in the terminology.
It is routine to verify that AbsAlg(F ,ρ);Σ is closed under the taking of abstract
subalgebras and the formation of arbitrary abstract algebra products. Using the
universal property of T(F ,ρ)(Sℵ0), one sees that it is also closed under the taking
of abstract algebra homomorphic images. Every equational class (in our termi-
nology) is, therefore, a variety (in our terminology). The converse is actually
also true by Birkhoff’s theorem; see [7, Theorem 4.41] and [16, Theorem 2.15],
for example. Therefore, there is no ambiguity in terminology, and [7, Corol-
lary 4.30] and Theorem 5.4 are actually equivalent.
6. FREE VECTOR LATTICES AND FREE OBJECTS IN CATEGORIES OF VECTOR
LATTICE ALGEBRAS
It is clear from Proposition 4.5 that the category of unital vector lattice alge-
bras is isomorphic to a category of abstract algebras that is an equational class.
At the level of objects, the isomorphism keeps the underlying sets, but views
them as different structures. At the level of morphisms, the maps between the
underlying sets are kept, but are observed to have different pertinent proper-
ties. Theorem 5.4 therefore implies that free unital vector lattice algebras over
non-empty sets exist. Let us spell out the details once more. The additional
properties under (1), (2), and (3) follow from general principles.
Theorem 6.1. Let S be a non-empty set. Then there exist a unital vector lattice
algebra FVLA
1
Set
[S] and a map j : S → FVLA
1
Set
[S] with the property that, for any map
ϕ : S → A from S into a unital vector lattice algebra A1, there exists a unique
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unital vector lattice algebra homomorphism ϕ such that the diagram
S FVLA
1
Set
[S]
A1
j
ϕ
ϕ
is commutative. Furthermore:
(1) the pair ( j, FVLA
1
Set
[S]) is unique up to a unique compatible isomorphism;
(2) FVLA
1
Set
[S] equals its unital vector lattice subalgebra that is generated j(S);
(3) the map j is injective.
For precisely the same reason—the existence of a category isomorphism with
an equational class—it is clear that free vector spaces over non-empty sets exist
(which can be seen much easier, of course), as do free vector lattices, free vector
lattice algebras, and free vector lattices with a positive identity element.
Likewise, the combination of Lemma 4.2 and Theorem 5.4 shows that free
lattices over non-empty sets exist. Adding the distributive laws to the identities
in Lemma 4.2 shows that free distributive lattices over non-empty sets also exist.
Let us return to our original chain of categories
(6.1) Set ⊃ VS ⊃ VL ⊃ VLA ⊃ VLA1 ⊃ VLA1+.
There are 15 instances of a category and a subcategory associated with this
chain. For 5 of these, the ones where Set has a subcategory, we know that there
are always free objects in the subcategory because of the general theorem for
equational classes. How about the remaining 10?
For example, given a vector space V , does there exist a vector lattice FVL
VS
[V ]
and a linear map j : V → FVL
VS
[V ] with the property that, for every linear map
ϕ : E → F from E into a vector lattice F , there exists a unique vector lattice
homomorphism ϕ : FVL
VS
[V ]→ F such that the diagram
V FVLA
VS
[V ]
F
j
ϕ
ϕ
is commutative? As another example, given a vector lattice E, does there exist
a unital vector lattice algebra FVLA
1+
VL
[E] with a positive identity element and a
vector lattice homomorphism j : E → FVLA
1+
VS
[E]with the property that, for every
vector lattice homomorphism ϕ : E → A1+ from E into a vector lattice algebra
A1+ with a positive identity element, there exists a unique unital vector lattice
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algebra homomorphism ϕ such that the diagram
E FVLA
1+
VS
[V ]
A1+
j
ϕ
ϕ
is commutative?
As we shall see, the existence of all of these ‘missing’ 10 free objects can be
derived from the existence of FVLA
1
Set
[S] for non-empty sets S. We shall, in fact,
also use this basic existence result to derive the existence of FVS
Set
[S], FVL
Set
[S],
FVLA
Set
[S], and FVLA
1+
Set
[S] once more, even though we had already observed this to
be a consequence of the general result for equational classes. The methods that
are used below to obtain 14 other existence results from a basic one for a free
object with ‘maximal’ structure, can undoubtedly be formulated in general in
terms of abstract algebras, their reducts (see [7, p.7]) and forgetful functors, in-
clusion of congruences relations and the general Second Isomorphism Theorem
(see [7, Theorem 3.5]). We believe, however, that this would actually obscure
the picture for the concrete cases we have in mind. Our approach, which is a
very simple combination of passing to quotients and sub-objects, also leads to
an overview of the (quite natural) relations between the various free objects of
our interest; see Theorem 6.2, below. This overview would presumably be a
little less obvious when using a more general abstract approach.
In order to solve the 14 remaining universal problems, we first make sure
that free unital vector lattice algebras and free unital vector lattice algebras
with positive identity elements over non-empty sets, over vector spaces, over
vector lattices, and over vector lattice algebras all exist. These are 8 universal
problems in all.
The first batch of 4 free objects consists of the free unital vector lattice alge-
bras in this list. We already have FVLA
1
Set
[S] for a non-empty set. This will be our
starting point to construct free unital vector lattice algebras over vector spaces.
To this end, let V be a vector space. We let SetV be the underlying set of V and
take a pair ( j, FVLA
1
Set
[SetV ]). Suppose that ϕ : V → A1 is a linear map from V
into a unital vector lattice algebra A1. There exists a unique unital vector lattice
algebra homomorphism ϕ : FVLA
1
Set
[SetV ]→ A1 such that ϕ◦ j = ϕ. For x , y ∈ V ,
we have, since ϕ is actually linear, that
ϕ( j(x + y)− j(x)− j(y)) = ϕ( j(x + y))−ϕ( j(x))−ϕ( j(y))
= ϕ(x + y)−ϕ(x)−ϕ(y)
= 0.
Likewise, one sees that ϕ( j(λx)− λ j(x)) = 0 for all λ ∈ R and x ∈ V . Hence
ϕ vanishes on the bi-ideal I of FVLA
1
Set
[SetV ] that is generated by the elements
j(x + y)− j(x)− j(y) for x , y ∈ V and the elements j(λx)− λ j(x) for λ ∈ R
and x ∈ V . Consider the quotient FVLA
1
Set
[SetV ]/I , which is a unital vector lattice
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algebra, and let qI : F
VLA1
Set
[SetV ]→ FVLA
1
Set
[SetV ]/I be the quotient map. There
exists a unique unital vector lattice homomorphism ϕ : FVLA
1
Set
[SetV ]/I → A1
such that ϕ = ϕ ◦ qI . Hence we have a commutative diagram
V FVLA
1
Set
[SetV ] FVLA
1
Set
[SetV ]/I
A
j
ϕ
qI
ϕ
ϕ
Then ϕ ◦ (qI ◦ j) = ϕ. Since j(S) generates F
VLA1
Set
[SetV ] as a unital vector
lattice algebra, (qI ◦ j)(S) generates F
VLA1
Set
[SetV]/I as a unital vector lattice
algebra. This shows that the unital vector lattice homomorphism ϕ is uniquely
determined by the requirement that ϕ ◦ (qI ◦ j) = ϕ. Since, furthermore, qI ◦ j :
V → FVLA
1
Set
[SetV ]/I is linear, we see that the pair (qI ◦ j, F
VLA1
Set
[SetV ]/I) solves
the problem of finding a free unital vector lattice algebra FVLA
1
VS
[V ] over the
vector space V .
The same method yields a free unital vector lattice algebra FVLA
1
VL
[E] over a
vector lattice E. One starts with a pair ( j, FVLA
1
Set
[Set E], and lets I be the bi-ideal
in FVLA
1
Set
[Set E] that is generated by the elements j(x + y)− j(x)− j(y) for all
x , y ∈ E, the elements j(λx)−λ j(x) for all λ ∈ R and x ∈ E, and now also the
elements j(x ∨ y)− j(x)∨ j(y) for all x , y ∈ E. The pair (qI ◦ j, F
VLA1
Set
[Set E]/I)
then solves the problem of finding a free unital vector lattice algebra FVLA
1
VL
[E]
over the vector lattice E.
In order to obtain a free unital vector lattice algebra over a vector lattice alge-
bra A, one includes the previous three classes of elements into the generating set
of the ideal I of FVLA
1
Set
[SetA], and now also adds the elements j(x y)− j(x) j(y)
for all x , y ∈ A. The pair (qI ◦ j, F
VLA1
Set
[SetA]/I)) then solves the problem of find-
ing a free unital vector lattice algebra FVLA
1
VLA
[A] over the vector lattice algebra
A.
The second batch of 4 free objects from the list above consists of the free uni-
tal vector lattice algebras with positive identity elements over sets, over vector
spaces, over vector lattices, and over unital vector lattice algebras.
Let S be a non-empty set. Take a pair ( j, FVLA
1
Set
[S]). Let I be the bi-ideal in
FVLA
1
Set
[S] that is generated by (|1|−1), and let qI : F
VLA1
Set
[S]→ FVLA
1
Set
[S]/I be the
quotient map. Suppose that ϕ : S → A1+ is a map from S into a unital vector
lattice algebra with positive identity element A1+. There exists a unique unital
vector lattice algebra homomorphism ϕ : FVLA
1
Set
[S] such that ϕ ◦ j = ϕ. Since
the identity element in A1+ is positive, ϕ vanishes on I . Hence there exists a
unique unital vector lattice algebra homomorphism ϕ : FVLA
1
Set
[S]/I → A1+ such
that ϕ = ϕ ◦ qI . Then F
VLA1
Set
[S]/I is a unital vector lattice algebra with positive
identity element, and the pair (qI◦, F
VLA1
Set
[S]/I) solves the problem of finding a
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free unital vector lattice algebra with positive identity element FVLA
1+
Set
[S] over
the non-empty set S.
Analogously to this, one can, for a vector space V , obtain FVLA
1+
VS
[V ] as a quo-
tient of FVLA
1
VS
[V ] that we had already obtained. For a vector lattice E, FVLA
1+
VL
[E]
is a quotient of FVLA
1
VS
[E] and, for a vector lattice algebra A, FVLA
1+
VLA
[A] is a quo-
tient of FVLA
1
VLA
[A].
Alternatively, one can proceed as earlier, but now with the free unital vector
lattice algebra with a positive identity element over a set as a starting point,
instead of a free unital vector lattice algebra. For a vector space V , FVLA
1+
VS
[V ] is
then obtained as a quotient of FVLA
1+
Set
[SetV ]; for a vector lattice E, FVLA
1+
VL
[E] is
then obtained as a quotient of FVLA
1+
Set
[Set E]; and, for a vector lattice algebra A,
FVLA
1+
VLA
[A] is then obtained as a quotient of FVLA
1+
Set
[SetA].
We have now completed our first task of obtaining all 8 universal objects in
the above list. What about the remaining 7? As it turns out, it is easy to locate
these. For this, we use Lemma 2.4, which is concerned with the ‘reversal of
directions’ in our chain of categories in equation (6.1). It enables us to locate
the remaining 7 free objects.
Let S be a non-empty set. Take a pair ( j, FVLA
1
Set
[S]). Suppose that A is a vector
lattice algebra, and that ϕ : S → A is a map. Lemma 2.4 shows that we may
view A as a vector lattice subalgebra of a unital vector lattice algebra A1. After
doing this, there exists a unique unital vector lattice algebra homomorphism
ϕ : FVLA
1
Set
[S] → A1 such that ϕ = ϕ ◦ j. Since ϕ maps j(S) into the vector
lattice subalgebra A of A1, this is also the case for the vector lattice subalgebra
of FVLA
1
Set
[S] that is generated by j(S). Hence this vector lattice subalgebra solves
the problem of finding a free vector lattice algebra FVLA
Set
[S] over the non-empty
set S.
Let S be a non-empty set. Since Lemma 2.4 implies that every vector lattice
can be viewed as a vector sublattice of a unital vector lattice algebra, a similar
argument shows that FVL
Set
[S] is the vector sublattice of FVLA
1
Set
[S] that is generated
by j(S).
Let S be a non-empty set. Since Lemma 2.4 implies that every vector space
can be viewed as a vector subspace of a unital vector lattice algebra, it is now
clear that FVS
Set
[S] is the vector subspace of FVLA
1
Set
[S] that is generated by j(S).
We have thus taken care of another 3 free objects. Before proceeding, we
note that Lemma 2.4 shows that non-empty sets, vector spaces, vector lattices,
and unital vector lattice algebras can all be found inside some unital vector
lattice algebra with a positive identity element. A similar argument, therefore,
shows that, for a non-empty set S, each of FVLA
Set
[S], FVL
Set
[S], and FVS
Set
[S] can also
be found inside FVLA
1+
Set
[S].
Let V be a vector space. We have already shown that FVLA
1
VS
[V ] exists. Using
Lemma 2.4 again, it is then easily seen that FVLA
VS
[V ] exists, and that it is the
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vector lattice subalgebra of FVLA
1
VS
[V ] that is generated by j(V ). Likewise, FVL
VS
[V ]
is the vector sublattice of FVLA
1
VS
[V ] that is generated by j(V ). We have thus found
another 2 free objects. Before proceeding, we note that, for a vector space V ,
FVLA
VS
[V ] and FVLA
1
VS
[V ] can both also be found inside FVLA
1+
VS
[V ] again.
Let E be a vector lattice. Using Lemma 2.4 again, we see that FVLA
VL
[E] exists
and is equal to the vector lattice subalgebra of FVLA
1
VL
[E] that is generated by j(E).
We have now covered 14 free objects. Before proceeding, we note that FVLA
VL
[E]
is also equal to the vector lattice subalgebra of FVLA
1+
VL
[E] that is generated by
j(E).
Finally, let A1 be a unital vector lattice algebra. Let I be the bi-ideal in A1
that is generated by (|1| − 1). It is then obvious that FVLA
1+
VLA1

A1

exists and is
simply A1/I . We can also write this as FVLA
1
VLA1

A1

/I , thus making clear that this
is completely analogous to the way how, for example, FVLA
1+
VL
[E] can be obtained
as a quotient of FVLA
1
VL
[E] for a vector lattice E.
In the above, we have not mentioned the accompanying maps j being injec-
tive or not. It is easy to see, using Remark 2.3 and Lemma 2.4, that these 15
maps are all injective.
We collect what we have found in the following theorem.
Theorem 6.2. For a non-empty set S, a vector space V , a vector lattice E, a vector
lattice algebra A, and a unital vector lattice algebra A1, the 15 free objects below all
exist. There are inclusions as indicated. The surjective unital vector lattice algebra
homomorphisms as indicated are the quotient maps corresponding to dividing out
the bi-ideal that is generated by (|1| − 1).
FVLA
1
Set
[S]
S FVS
Set
[S] FVL
Set
[S] FVLA
Set
[S]
FVLA
1+
Set
[S]
⊂ ⊂ ⊂
⊂
⊂
FVLA
1
VS
[V ]
V FVL
VS
[V ] FVLA
VS
[V ]
FVLA
1+
VS
[V ]
⊂ ⊂
⊂
⊂
FVLA
1
VL
[E]
E FVLA
VL
[E]
FVLA
1+
VL
[E]
⊂
⊂
⊂
FVLA
1
VLA
[A]
A
FVLA
1+
VLA
[A]
⊂
⊂
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A1 = FVLA
1
VLA1

A1

FVLA
1+
VLA1

A1

Remark 6.3. For a vector lattice algebra A, FVLA
1
VLA
[A] is what deserves to be called
the unitisation of A.
Remark 6.4. One can also ask for free commutative vector lattice algebras, for
free commutative unital vector lattice algebras, and for free commutative unital
vector lattice algebras with a positive identity element. These can be obtained
by taking the general free object and dividing out the bi-ideal that is generated
by the elements ( j(x) j(y)− j(y) j(x)) for all x , y in the starting object. Using
Lemma 2.4, it is immediate that sets, vector spaces, and vector lattices still em-
bed into these new free objects under the new map j, which is the composition
of the quotient map and the original map j. Vector lattice algebras, however,
embed precisely when they are commutative.
Remark 6.5. Remark 2.6 shows how compositions behave. For example, a free
vector lattice algebra over a free vector lattice over a non-empty set S is a free
vector lattice algebra over S.
Remark 6.6. There are 14 free objects in Theorem 6.2 that are vector lattices
or vector lattice algebras. These correspond to the 14 occurrences of a category
and a subcategory in the chain in equation (6.1) where the subcategory consists
of lattices. For each of these 14 occurrences, one can define a new subcategory
by considering only archimedean objects of the original subcategory. One can
then ask for a free object in that context, i.e., ask for an archimedean object of
the original subcategory that has the universal property for all morphisms from
the initial object in the category into archimedean objects of the original sub-
category. Using [18, Theorem 60.2], it is easy to see that the archimedean free
object is obtained from the general one in Theorem 6.2 by taking its quotient
with respect to the uniform closure of {0}.
The general free (lattice) object in Theorem 6.2 is sometimes already archi-
medean because it can be realised as a lattice of real-valued functions. This
is the case for the free vector lattice FVL
Set
[S] over a non-empty set S (see [10])
and for the free vector lattice FVL
VS
[V ] over a vector space V (this can be inferred
from [22, Theorem 3.1]). We do not know whether any other of the remaining
12 is already archimedean or not.
7. FREE OBJECTS OVER LATTICES
The free objects obtained above, and the two methods of obtaining new ones
that were used above (passing to quotients and sub-objects), can also be used
in other context. As an example, consider the chain of categories
Set ⊃ Lat ⊃ VL ⊃ VLA ⊃ VLA1 ⊃ VLA1+.
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We have already observed that the free lattice over a non-empty subset exists,
as a consequence of Theorem 5.4. How about the other four existence problems
that are not related to the original chain in equation (2.1)? We shall now show
that the corresponding free objects all exist, as an easy consequence of our pre-
vious work. Suppose that L is a (not necessarily distributive) algebraic lattice.
Take FVLA
1
Set
[Set L], and let I be the bi-ideal in FVLA
1
Set
[Set L] that is generated by
the elements ( j(x∧ y)− j(x)∧ j(y)) and ( j(x∨ y)− j(x)∨ j(y)) for all x , y ∈ L.
Then FVLA
1
Set
[Set L]/I is the free unital vector lattice algebra FVLA
1
Lat
[L] over L. The
quotient of FVLA
1
Lat
[L]modulo the bi-ideal that is generated by (|1|−1) is the free
unital vector lattice algebra with a positive identity element FVLA
1+
Lat
[L] over L.
Using Lemma 2.4, one sees that FVL
Lat
[L] and FVLA
Lat
[L] are the vector sublattice,
resp. the vector lattice subalgebra, of FVLA
1
Lat
[S] (and also of FVLA
1+
Lat
[S]) that is
generated by j(L).
It is not always the case that the maps j : L → FVL
Lat
[L], j : L → FVLA
Lat
[L],
j : L → FVLA
1
Lat
[L], or j : L → FVLA
1+
Lat
[L] are injective. If one of these is injective,
then L must be distributive. Conversely, suppose that L is distributive. Then L is
isomorphic to a sublattice of the power set of some set X ; see [7, Corollary 2.42]
or [14, Theorem 119], for example. Passing to characteristic functions, we see
that a distributive lattice L is isomorphic to a sublattice of the lattice of real-
valued bounded functions on X . As earlier, since the real-valued bounded func-
tions on X form a unital vector lattice algebra with a positive identity element,
the existence of this single (non-trivial) embedding of a distributive lattice L
already implies that all four maps j are injective. Thus we have shown the
following.
Theorem 7.1. Let L be a (partially ordered or algebraic) lattice. Then the 4 free
objects in
FVLA
1
Lat
[L]
L FVL
Lat
[L] FVLA
Lat
[V ]
FVLA
1+
Lat
[L]
j
⊂
⊂
⊂
all exist. The map j is injective if and only if L is distributive.
Remark 7.2. The above argument linking the injectivity of j to the distributivity
of L is taken from [4, proof of Proposition 3.1], where it was used in the context
of free Banach lattices over a lattice. The bounded real-valued functions on
X , when supplied with the supremum norm, also form a unital Banach lattice
algebra with a positive identity element. The fact that the distributive lattice L
embeds into its unit ball will have consequences for the injectivity of the maps
j when considering free Banach lattice algebras over distributive lattices.
Remark 7.3. As in Remark 6.6, a free archimedean object can be obtained
by taking the quotient of a general free object in Theorem 7.1 with respect to
the uniform closure of {0}. It can be inferred from [4, Theorem 2.1] that the
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free vector lattice FVL
Lat
[L] over a (not necessarily distributive) lattice L can be
realised as a vector lattice of real-valued functions. Hence it is archimedean.
We do not know whether any of the other three free objects in Theorem 7.1 is
already archimedean or not.
8. FREE F-ALGEBRAS
We conclude with a discussion of free f -algebras over non-empty sets. We can
neither prove nor disprove that they exist, but there are still a number of obser-
vations to be made.
We recall that a vector lattice algebra A is a member of a family of abstract
algebras, each of which is supplied with a constant 0, a binary map ⊕, a unary
map ⊖, a unary map mλ for every λ ∈ R, a binary map ⊙, and binary maps
? and >. We let (F ,ρ) denote the obvious underlying type of such abstract
algebras. Among all abstract algebra of this type (F ,ρ), we can single out the
vector lattice algebras as those in which a number of identities are satisfied:
they form an equational class. We have seen that this implies that free vector
lattice algebras over a non-empty set exist.
How is this with f -algebras? We recall that a vector lattice algebra is called
an f -algebra if, for all x , y ∈ A and z ∈ A+, the fact that x ∧ y = 0 implies
that (xz) ∧ y = (zx)∧ y = 0. We can, therefore, also single out the f -algebras
among all abstract algebras of type (F ,ρ) by requiring that all the identities
for vector lattice algebras be again satisfied, and requiring that this extra f -
algebra implication be valid. Is this perhaps also an equational class? This
would imply the existence of free f -algebras over non-empty sets. Likewise, if
one can prove that the archimedean f -algebras form an equational class, then
this would establish the existence of free archimedean f -algebras.
For the unital case, a similar setup can be given. One starts with abstract
algebras, each of which is supplied with constants 0 and now also 1, a binary
map ⊕, a unary map ⊖, a unary map mλ for every λ ∈ R, a binary map ⊙,
and binary maps ? and >. There is an obvious underlying type again (slightly
different from the previous one), and the unital vector lattice algebras are the
abstract algebras of this type in which a (slightly different) number of identities
are satisfied. They form an equational class and, therefore, free unital vector
lattice algebras over non-empty sets exist.
How is this with unital f -algebras, which can be singled out as those unital
vector lattice algebras where the f -algebra implication holds? Do they form an
equational class? If so, then free unital f -algebras over non-empty sets exist.
How about archimedean unital f -algebras, unital f -algebras with a positive
identity element, and archimedean unital f -algebras with a positive element?
All in all, we have six classes of f -algebras that may or may not be equa-
tional classes. For three of them, we can show that they are not. The reason
is that equational classes are closed under the taking of abstract homomorphic
images, i.e., under the taking of vector lattice algebra homomorphic images.
For the archimedean f -algebras, the archimedean unital f -algebras, and the
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archimedean unital f -algebras with a positive identity, this is not the case as
is demonstrated by the following example. It is based on [18, second part of
Example 60.1], where it is used to show that a quotient of an archimedean vec-
tor lattice need not be archimedean. The particular context shows much more,
however.
Example 8.1. Under pointwise algebra operations and ordering, the sequence
space ℓ∞ is a unital f -algebra with a positive identity element. Consider the
order ideal Iu of ℓ
∞ that is generated by the element u = (u1,u2,u3 . . . ) :=
(1/12, 1/22, 1/32, . . .). Since the elements of ℓ∞ are bounded, Iu is also an
algebra ideal. Hence it is a bi-ideal, so that the quotient ℓ∞/Iu is a vector lat-
tice algebra again. This quotient is not archimedean, however. To see this, we
include the short argument from [18, Example 60.1]. Let q : ℓ∞ → ℓ∞/Iu
denote the quotient map. Set e := (1,1,1, . . . ) and v = (v1, v2, v3, . . . ) :=
(1/1,1/2,1/3, . . . ). Then q(v) 6= 0. Let k be a positive integer. Then vn ≤ en/k
for all n ≥ k. Hence there exists an element x = (x1, x2, . . . ) ∈ ℓ
∞ such
that xn = 0 for all n ≥ k and v ≤ x + e/k. Since x ∈ Iu, this implies that
q(v)≤ q(e)/k. Since q(v)> 0, this shows that ℓ∞/Iu is not archimedean.
We therefore have a vector lattice algebra homomorphism (which is auto-
matically unital by its surjectivity) q : ℓ∞ → ℓ∞/Iu, but the codomain is not
even an archimedean vector lattice, let alone an archimedean f -algebra with
or without additional properties.
Aside, although it is not relevant to our main issues, let us nevertheless note
that the vector lattice algebra ℓ∞/Iu is not just a vector lattice algebra, but even
an f -algebra. To see this, suppose that x , y ∈ ℓ∞ are such that q(x)∧q(y) = 0.
Wemay suppose that x , y ≥ 0. Take a positive element q(z) of ℓ∞/Iu, where z =
(z1, z2, . . . ) ∈ ℓ
∞. Wemay suppose that z ≥ 0. Since q(x∧ y) = q(x)∧q(y) = 0,
we have x ∧ y ∈ Iu. Then the estimate
0≤ ((xz)∧ y)n = (xnzn)∧ yn ≤ (‖z‖∞ + 1)(xn ∧ yn)
for all n shows that (xz) ∧ y ∈ Iu. Hence (q(x)q(z)) ∧ q(y) = q((xz)∧ y) = 0,
as required.
It seems worthwhile to note explicitly that losing the archimedean property
when passing to a homomorphic image is not only possible in the category of
vector lattices, but also in the much smaller subcategory of unital f -algebras
with a positive identity element.
Proposition 8.2. There exist an archimedean unital f -algebra A1+ with a positive
identity element, a non-archimedean f -algebra B (automatically unital with a
positive identity element) and a surjective vector lattice algebra homomorphism
f : A→ B.
Returning to the main line, let us remark that, for the remaining three classes
of f -algebras, we do not know whether or not they are equational classes. We
do not have an example showing that they are not, but our attempts to ‘equa-
tionalise’ the validity of the f -algebra implication have failed. The latter does,
of course, not show that it is impossible to do so.
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A more indirect way to prove that they are equational classes would be to
try to use Birkhoff’s theorem (see [7, Theorem 4.41]), which shows that the
equational classes are precisely the varieties of abstract algebras. We recall that
a variety of abstract algebras is a class of abstract algebras, all of the same type,
that is closed under taking abstract subalgebras, abstract product algebras, and
abstract homomorphic images. It is clear that each of the classes of f -algebras,
of unital f -algebras, and of unital f -algebras with a positive identity element are
closed under taking (unital) vector lattice subalgebras and taking vector lattice
algebraic products. It seems to be open, however, whether any of these three
classes is closed under the taking of abstract algebra homomorphic images, i.e.,
under (unital) vector lattice algebraic images. Hence we have the following
questions.
Questions 8.3. Let A be an f -algebra, let B be a vector lattice algebra, and let
ϕ : A→ B be a surjective vector lattice algebra homomorphism.
(1) Is B always an f -algebra? If so, then the f -algebras form an equational
class and free f -algebras over non-empty sets exist.
(2) Is B always an f -algebra (automatically unital) when A is unital? If so,
then the unital f -algebras form an equational class and free unital f -
algebras over non-empty sets exist.
(3) If B always an f -algebra (automatically unital with a positive identity
element) when A is unital with a positive identity element? If so, then the
unital f -algebras with a positive identity element form an equational class
and free unital f -algebras with a positive identity element over non-empty
sets exist.
We have no answers. Related to all three questions, we can only mention that
it is known that the answers are affirmative, provided that we also know that
both A and B are archimedean; this follows from [11, Proposition 3.2]. Related
to the second and third question, we can only mention that it is known that
an archimedean vector lattice algebra with an identity element is an f -algebra
precisely when all squares are positive; see [21, Corollary 1]. This shows once
more that the answers to the second and third questions are affirmative, pro-
vided that we also know that both A and B are archimedean. Unfortunately, this
is not what we need, and to the best of our knowledge these three issues are all
open at the time of writing.
Even though the archimedean f -algebras, the archimedean unital f -algebras,
and the archimedean unital f -algebras with a positive identity are not an equa-
tional class, and the f -algebras, the unital f -algebras, or the unital f -algebras
with a positive identity element might also not be, this does not preclude the
possibility that one or more of these six classes still has free objects over non-
empty sets. After all, the archimedean vector lattices do not form an equa-
tional class because there exist quotients of such lattices that are no longer
archimedean, but free archimedean vector lattices over non-empty sets still ex-
ist. The reason is simply that the general free vector lattice over a non-empty
set, which has a model as a lattice of real-valued functions, just happens to be
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archimedean. This fact does not appear to be accessible with methods from
universal algebra or category theory alone; one really has to look at the inter-
nal structure of the free object once one knows that it exists as is done in [10],
for example. It is conceivable that something similar may be the case for f -
algebras, where free vector lattice algebras of various kinds over non-empty
sets—the existence of which is guaranteed by the general result for equational
classes—may happen to be objects of a much smaller subcategory of f -algebras,
where they are then evidently also free objects over non-empty sets. The fol-
lowing questions are, therefore, natural to ask:
Questions 8.4. Let S be a non-empty set.
(1) Is FVLA
Set
[S] an f -algebra? Is it archimedean?
(2) Is FVLA
1
Set
[S] an f -algebra? Is it archimedean?
(3) Is FVLA
1+
Set
[S] an f -algebra? Is it archimedean?
Of course, if FVLA
1
Set
[S] or FVLA
1+
Set
[S] is archimedean, or an f -algebra, then the
same is true for its vector lattice subalgebra FVLA
Set
[S].
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