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We generalize the usual notion of the pythagorean field (every sum of squares is
a square) to the setting of division rings D with involution. We choose a definition
that works particularly well with Baer orderings and Witt groups of hermitian forms.
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1. INTRODUCTION AND NOTATION
This paper is a continuation of the authors’ work on the Witt group of
hermitian forms over a Baer ordered division ring with an involution ∗ [CS].
Let D be a skew field with an involution ∗ (i.e., an anti-automorphism of
order 2). We shall call D; ∗ a ∗-field. We write ZD for its center and
SD = d ∈ D  d = d∗  for the set of symmetric elements. In order to
study the hermitian forms over D, one customarily looks at the Witt group
W D; ∗ [S].
For any subset S ⊆ D, we write S× for the set of nonzero elements in S.
Definition 1.1. A Baer ordering on D; ∗ is a subset P ⊆ SD× satis-
fying P + P ⊆ P , dPd∗ ⊆ P for all d ∈ D×, 1 ∈ P , and P ∪ −P = SD×.
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In the case where ∗ is the identity involution, these are called semi-
orderings and have been studied in depth by Prestel [Pr]. We write
YD for the topological space of all Baer orderings (see [Pr] in the
∗ = identity case, [Cr2, Sect. 4] in general). The topology is obtained as
in the case in which ∗ is the identity involution by taking as open sets the
Harrison subbasic sets
Hd = P ∈ YD  d ∈ P  d ∈ SD×:
We write CYD; for the ring of all continuous functions from YD to the
ring of integers with the discrete topology. One can also consider a type of
ordering with a multiplicative structure as is done in [H3, Cr1, Cr2, Cr3].
Definition 1.2. A ∗-ordering on D; ∗ is a Baer ordering P satisfying
xy + yx ∈ P for all x; y ∈ P . Write XD for the topological space of all
∗-orderings of D, a subspace of YD.
Note that if ∗ is the identity, this becomes the usual notion of a total
ordering of a field. Unlike the situation for fields, it is quite possible for
a skew field D; ∗ to have Baer orderings but no ∗-orderings (see Exam-
ple 3.7). In particular, a ∗-field with a ∗-ordering cannot be algebraic over
its center, so there is considerable interest in understanding the more gen-
eral type of orderings.
With this (Harrison) subbasis, XD and YD are Boolean spaces (com-
pact, Hausdorff, totally disconnected), and XD is a closed (hence compact)
subset of YD. Note that there is a canonical group homomorphism of the
Witt group of anisotropic hermitian forms W D; ∗ into CYD; [Cr3,
Theorem 2.5]. It is defined by taking a nondegenerate hermitian form
q = a1; a2; : : : ; an to the function which assigns to each Baer ordering
P the number sgnPq, defined as the number of ai in P minus the num-
ber of ai in −P . We refer to the group homomorphism sgnP x W D; ∗ → 
as a semisignature, and to W D; ∗ → CYD; as the total semisignature
mapping. In the classical situation where ∗ is the identity (and necessar-
ily, then, D is commutative), W D is a ring and one usually looks only
at the space of (multiplicative) orderings. The homomorphism is injective
if and only if the field is pythagorean (every sum of squares is a square);
see [DD] and [L, Chap. 8.3] for a discussion of pythagorean fields. In Sec-
tion 2 we generalize this to obtain a complete characterization of when the
total semisignature mapping is injective. We show that such ∗-fields have a
much more tractable theory of Baer orderings than is the general rule, with
a nice analog of Artin–Schreier theory. Section 3 is devoted to examples
of ∗-fields which satisfy our conditions. In particular, an in depth analy-
sis is made of quaternion division algebras. This section makes heavy use
of valuation theory for which [Sg] is a standard reference for skew fields.
Holland [H2] develops special techniques for the situation of ∗-fields.
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The more general problem of computing the kernel of the total semisig-
nature mapping is much harder. When ∗ is the identity (and so W D is a
ring), the work of Pfister [Pf, Satz 22] shows that the kernel is the nilrad-
ical, which is also the 2-torsion of the Witt group. Also see [L, Chap. 8.4]
and [KRW, Cor. 4.20] for the commutative case. We provide a few results
and comments on the general situation for Baer orderings in Section 4.
Write N = Pdi d∗i  di ∈ D× . It is clear that N is contained in every
Baer ordering. On the other hand, it is known that the condition 0 /∈ N
is not sufficient to guarantee the existence of a Baer ordering [H1, Corol-
lary 5]. We call a ∗-field formally real if, for r ∈ SD; di ∈ D, the relationP
dir d
∗
i = 0 implies either r = 0 or all di = 0. This is known to be a nec-
essary condition for the existence of Baer orderings. It is an open question
whether it is a sufficient condition in general, but we show in the next sec-
tion that it is sufficient for what we shall call strongly pythagorean ∗-fields.
The operation x 7→ dxd∗ occurs so often that we shall find it convenient
to have a name for it. We refer to it as ∗-conjugation, and we say a set S is
closed under ∗-conjugation if ds d∗ ∈ S for every s ∈ S and nonzero d ∈ D.
Consider a quaternion algebra D = ( a; b
F

over a field F , generated by
elements i; j, where i2 = a and j2 = b. We shall refer to the involution
defined by r0 + r1i+ r2j + r3ij∗ = r0 − r1i− r2j − r3ij, r0; r1; r2; r3 ∈ F , as
the standard involution and to D; ∗ as a standard quaternion algebra. Any
other involution is nonstandard.
The group W D; ∗ is a ring only when the set of symmetric elements is
multiplicatively closed. By work of Dieudonne´ [D1, Lemma 1; D2, Sect. 14],
this occurs if and only if the ∗-field D is either commutative or a standard
quaternion algebra. Otherwise, SD generates D as a ring. Thus the stan-
dard and nonstandard quaternion division algebra examples in Section 3
are quite different in their behavior.
2. PYTHAGOREAN ∗-FIELDS
We shall say that D; ∗ is strongly pythagorean if whenever r ∈ SD; di ∈
D, there exists an element d ∈ D such that Pdir d∗i = dr d∗. When ∗ is the
identity, this becomes the usual concept of a pythagorean field, as it only
says that any sum of squares is again a square. Our goal in this section
is to show that the kernel of the total semisignature mapping W D; ∗ →
CYD; is zero if and only if D; ∗ is strongly pythagorean.
In [B, pp. 156–157], Baer defines D; ∗ to be ∗-pythagorean if it satisfies
our definition just for r = 1. To assume the strong pythagorean condition
holds for r ∈ SD× is equivalent to the weaker pythagorean condition
holding for D with a conjugate involution # defined by x# = rx∗r−1. Thus
we have the fact that D; ∗ is strongly pythagorean if and only if D;# is
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#-pythagorean for all involutions # conjugate to ∗ by a symmetric element.
(Such involutions are called equivalent in [R].)
Most of the results of this section apply somewhat more generally, so we
begin by defining a more general class of ∗-fields in which we can solve
certain types of equations.
Definition. The ∗-field D; ∗ is an S-field if, for any r; s ∈ SD× such
that there is an equation s = Pdir d∗i for some di ∈ D, then there exist
elements ei ∈ D such that r =
P
eise
∗
i .
Note that every commutative ∗-field is an S-field, as are strongly
pythagorean ∗-fields. When ∗ is the identity, this says only that the multi-
plicative inverse of a sum of squares is again a sum of squares. A similar
explicit formula exists for sums of norms if D is commutative, namely,
1
xx∗ + yy∗ =

x
xx∗ + yy∗

x
xx∗ + yy∗
∗
+

y
xx∗ + yy∗

y
xx∗ + yy∗
∗
:
Lemma 2.1. Assume that D; ∗ is a formally real S-field. Let Q be a
nonempty subset of SD satisfying 0 /∈ Q, Q+Q ⊆ Q and dQd∗ ⊆ Q for all
d ∈ D×. Then there exists a Baer ordering P such that Q ⊆ P or Q ⊆ −P . In
particular, an S-field is formally real if and only if it has a Baer ordering.
Proof. Zorn’s lemma gives us a maximal subset P ⊂ SD× containing
Q and closed under addition and ∗-conjugation. We claim that P ∪ −P =
SD× so that either P or −P is a Baer ordering. Otherwise, there is
an element z ∈ SD× \ P ∪ −P. The set p +Pdiz d∗i  p ∈ P ∪ 0;
di ∈ D; not all zero is a larger subset of SD closed under addition and
∗-conjugation. If 0 is not in this set, this contradicts the maximality of P .
If 0 is in this set, then there is an equation 0 = p+Pdiz d∗i which, since
D is an S-field, can be solved for z to obtain an equation of the form
z = −P eipe∗i ∈ −P , a contradiction of the choice of z. The final state-
ment follows from the fact that when D is formally real, the result can be
applied to the set N of sums of norms.
Next we show that formally real S-fields actually satisfy a stronger condi-
tion than that of the definition. Analogous to the Artin–Schreier theory, we
know the relationship between any two elements that have the same sign
with respect to every Baer ordering.
Proposition 2.2. Given a formally real ∗-field D; ∗, the following con-
ditions are equivalent.
(1) D; ∗ is an S-field.
(2) For r; s ∈ SD having the same sign with respect to each Baer
ordering, there exist elements di ∈ D such that s =
P
dir d
∗
i .
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(3) For any r ∈ SD×, we havenX
dir d
∗
i
di ∈ D×o = \
P∈YD; r∈P
P ∩ \
P∈YD; r /∈P
−P:
Proof. (2) and (3) are just restatements of each other, and clearly imply
that D is an S-field. So we may assume that D is an S-field and assume
that there is an element z ∈ SD× which cannot be written in the formP
dir d
∗
i . We shall find a Baer ordering with respect to which r and z have
opposite signs. First, we write R = Pdir d∗i  di ∈ D×  and form the set
Q = x −Pdiz d∗i  x ∈ R ∪ 0; di ∈ D; with x; d1; d2; : : :, not all 0 .
The set Q is clearly closed under addition and ∗-conjugation. If it contained
zero, there would be an equation 0 = x −Pdiz d∗i . Since D is an S-field,
this could be inverted to give the contradiction z ∈ R. Thus 0 ∈ Q and the
hypotheses of Lemma 2.1 hold, and so there exists a Baer ordering P such
that either P or −P contains Q. In the former case, r ∈ P and −z ∈ P; in
the latter case the signs are reversed. Hence in either case r and z have
opposite signs with respect to P .
Corollary 2.3. Assume that D; ∗ is a formally real S-field. Then\
P∈YD
P = N:
Proof. Take r = 1 in Proposition 2.2(3).
Extension Theorem 2.4 (Compare [KRW, Lemma 2.10, Corollary
2.11]). Let D2; ∗ be an S-field, with a sub-∗-field D1; ∗. A Baer ordering
P ∈ YD1 extends to D2 if and only if
P
dipi d
∗
i 6= 0 for all choices of di ∈ D×2 ;
pi ∈ P:
Proof. Take Q = Pdipi d∗i  di ∈ D×2 ; pi ∈ P  in Lemma 2.1.
Analogous to the terminology of Prestel [Pr], a hermitian form q =
a1; a2; : : : ; an will be called weakly isotropic if there exists a positive in-
teger m such that mq is isotropic; that is, if there exist elements dij; i =
1; : : : ; n; j = 1; : : : ;m, such that Pni=1Pmj=1 dijai d∗ij = 0. An anisotropic
form which is not weakly isotropic will be called strongly anisotropic. We
note that D; ∗ is formally real if and only if every one-dimensional form
is strongly anisotropic. The form q = a1; a2; : : : ; an will be called indefi-
nite with respect to a Baer ordering P if sgnPq < n. The next theorem
shows that for S-fields, the commutative field characterization of weakly
isotropic forms still holds.
Theorem 2.5. Assume that D; ∗ is a formally real S-field. The hermitian
form q = a1; a2; : : : ; an is weakly isotropic if and only if it is indefinite with
respect to all Baer orderings.
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Proof. First assume that q is definite with respect to a Baer order-
ing P . Then all ai lie in P or they all lie in −P . Now if mq is isotropic,
then there exist elements dij; i = 1; : : : ; n; j = 1; : : : ;m, such thatPn
i=1
Pm
j=1 dijai d
∗
ij = 0. But this sum lies in either P or −P , a contradic-
tion. Thus q is strongly anisotropic.
Conversely, assume that q is strongly anisotropic. Set
Q =
 nX
i=1
mX
j=1
dijai d
∗
ij  not all dij = 0

:
Q is closed under addition and ∗-conjugation. By hypothesis, 0 /∈ Q, so
Lemma 2.1 gives the existence of a Baer ordering P such that either P ⊃ Q
or −P ⊃ Q. In either case, q is definite with respect to P .
Theorem 2.6. Let D; ∗ be formally real. The ∗-field D is strongly
pythagorean if and only if the total semisignature mapping W D; ∗ →
CYD; is one-to-one. If these hold, the Witt group W D; ∗ is torsion free.
Proof. If the mapping is one-to-one, the strong pythagorean condition
follows from the fact that r ≡ Pdir d∗i  in the image since the ele-
ments always have the same sign. Conversely, let q = a1; : : : ; an be an
anisotropic form which has total semisignature zero. In particular, q is in-
definite with respect to all P ∈ YD, so q is weakly isotropic by Theorem 2.5.
Therefore there exists an integer m such that mq is isotropic. Thus, choos-
ing an isotropic vector, we can write
Pn
i=1
Pm
j=1 dijai d
∗
ij = 0 for some el-
ements dij ∈ D, not all zero. Since D is strongly pythagorean, each sumPm
j=1 dijai d
∗
ij can be written as diai d
∗
i for some di ∈ D, not all zero. There-
fore
Pn
i=1 diai d
∗
i = 0, contradicting the fact that q is anisotropic. Since
CYD; is torsion free, the last statement of the theorem is clear.
3. EXAMPLES
In view of the results of Section 2, it would be nice to know something
about the existence of strongly pythagorean ∗-fields. Certain trivial exam-
ples of ∗-fields are easily checked: if ∗ is the identity, then D is strongly
pythagorean, if and only if, it is a (commutative) pythagorean field. If D
is commutative with nonidentity involution, it is strongly pythagorean, if
and only if, it is ∗-pythagorean; i.e., if and only if, every sum of norms
can be written as a norm x2 − ay2, where D = F√a with ∗ the gener-
ator of the Galois group of D over F , x; y ∈ F ; this clearly holds if F is
pythagorean, but the converse is not true. All that is required is that every
sum of norms be represented by the quadratic form 1;−a over F ; for ex-
ample, if a = −1, this says that every sum of squares must be a sum of two
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squares. That is, the pythagoras number of F must be at most 2. This holds
for such nonpythagorean fields as F = x. A standard quaternion alge-
bra
(
a; b
F

is strongly pythagorean, if and only if, it is ∗-pythagorean since
the symmetric elements are all central and can be factored out; thus it is
strongly pythagorean, if and only if 1;−a;−b; ab represents every sum of
norms. This certainly holds if F is pythagorean. If a = b = −1, it holds, if
and only if, every sum of squares is a sum of four squares; that is, if and only
if F has pythagoras number at most 4. An example is F = x; y [CEP].
Further examples make use of valuation theory. For a ∗-field D with ∗-
valuation v (i.e., vd = vd∗ for every d ∈ D×), we denote the residue
∗-field by Dv and the induced involution by ∗ also. The following theorem
is inspired by an example of Cohn as described by Holland in [H1, pp. 215–
219; H2, pp. 229–230; H3, pp. 29–33].
Theorem 3.1. Let D; ∗ be a formally real ∗-field with center F . Assume
(1) F has a henselian ∗-valuation v whose unique extension to D satis-
fies Dv = Fv.
(2) With the induced involution on the residue class field Fv, every sum
of norms is a square.
Then D is strongly pythagorean.
Proof. In (1), the extension of v exists and is unique because the valu-
ation on F is henselian. The extension is also a ∗-valuation, for if we write
v1d = vd∗, we obtain a second valuation which agrees with v on F ; by
uniqueness of the extension, vd∗ = v1d = vd. From (1), we obtain
(3) If vx = 0 and x = d2 in D, then d is unique up to sign.
To see this, we use Dv = Fv to write d = a + m, a ∈ F , vm > 0.
The element d¯ = a¯ is unique up to sign, so assume that a + m = a + n
for some n ∈ D with vn > 0. Since a ∈ F = ZD, we have d2 = a2 +
2am+m2 = a2 + 2an+ n2, which implies that 2am− n = n2 −m2. Also,
m + nm − n = m2 − n2 − mn + nm. Adding these, we obtain 2a +
m+ nm− n = nm−mn = nm− n − m− nn, so that, if m 6= n, we
have 2a+m+ n = n− m− nnm− n−1, in which the left-hand side has
a value of zero and the right-hand side has a value of at least vn > 0.
From this contradiction, we conclude that m = n and d is determined up
to sign.
We first show that D is ∗-pythagorean. Given any sum of norms x =P
αiα
∗
i , we can ∗-conjugate by the inverse of the norm of smallest value
to assume x is a nonzero unit in the valuation ring. By (1) and (2), x¯ is a
square in Fv. The restriction of v to Fx is henselian, so x is a square in
Fx, say x = t2, by Hensel’s lemma. But then t2 = Pαiα∗i ∈ SD, hence
is also equal to t∗2. By uniqueness of square roots (3), t∗ = ±t. But if
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t∗ = −t, then 0 =Pαiα∗i + tt∗, a contradiction of formal reality. Therefore
t = t∗ and x = tt∗ is a norm.
If # is a conjugate involution, say defined by x# = rx∗r−1 for some
r ∈ SD×, then norms with respect to # reduce in Dv to norms with
respect to ∗; that is, dd# = dr d∗r−1 = dd∗ since Dv = Fv implies that d∗ =
a+m for some a ∈ F; m ∈ D with vm > 0. Then r d∗r−1 = a+ rmr−1 =
a¯ = d∗. Furthermore, v is also a #-valuation since vx# = vrx∗r−1 =
vx∗ = vx. The argument above can now be repeated to show that D is
#-pythagorean.
Condition (3) (at least when combined with the other conditions) is
closely related to D; ∗ satisfying Kaplansky’s SR condition: each norm
has a square root, unique up to sign and symmetric [H1, p. 213]. Con-
dition (2) is satisfied, in particular, whenever Fv is either a formally real
pythagorean field with identity involution, or a quadratic extension of such
a field by a square root of −1 with ∗ being conjugation.
Recall that an involution on D is said to be of the first kind if the center
is contained in SD. Otherwise it is of the second kind.
Corollary 3.2. Let D be a formally real ∗-field with center F , involution
∗ of the first kind and ∗-valuation v whose restriction to F is 2-henselian.
Assume also that F is a pythagorean field and that the residue field satisfies
Dv = Fv. Then D is strongly pythagorean.
Proof. Condition (2) of Theorem 3.1 is satisfied since the induced in-
volution on Fv is the identity, making norms the same as squares. Thus a
sum of norms is a sum of squares, which is again a square since F , and
hence Fv, is pythagorean. The full power of (1) was only used to extend
the valuation to D, a fact which is now assumed. The proof of Theorem 3.1
used only the 2-henselian hypothesis, that is, that Hensel’s lemma works
for quadratic polynomials.
Example 3.3. The examples of Cohn and Holland mentioned above
satisfy the conditions of the theorem, hence are strongly pythagorean. In
fact, Holland shows in [H1, p. 219] that one of them is ∗-pythagorean.
Briefly, the specific examples are formed by taking F to be either a formally
real pythagorean field or the extension of such a field by i = √−1. Extend
this to Fx, the field of formal Laurent series in the indeterminate x.
Finally, set D = Fxy with a twisted multiplication given by either
xy−1 − y−1x = 1 or xy−1 − y−1x = i, depending on the choice of F . The
involution is determined by x∗ = x and either y∗ = −y in the real case or
y∗ = y and i∗ = −i in the complex case. In either case, the residue class
field is isomorphic to F . In [H3], they are shown to have ∗-orderings.
pythagorean ∗-fields 495
For our final examples, we take a close look at nonstandard quaternion
division algebras. We look at these primarily with involutions of the first
kind. By [H1, (8)], these do not satisfy SR. Furthermore, the quaternion
algebra in Example 3.7 has no ∗-orderings. These behave very differently
than the example above. We shall see that in this case, ∗-pythagorean does
not necessarily imply strongly pythagorean. We begin with a well-known
lemma because the details of the proof are useful in later computations.
Lemma 3.4. Let D; ∗ be a nonstandard quaternion algebra with an in-
volution ∗ of the first kind. We may assume that D =( a; b
F

, where i2 = a;
j2 = b; i; j ∈ SD, and k∗ = −k.
Proof. Since the involution is nonstandard, we know that there are sym-
metric elements outside of F . Let x be one such. Since Fx x F = 2,
the element x satisfies a quadratic equation over F , say x2 + rx+ s = 0, so
that x + r2 2 = −s + r2/4 ∈ F . Setting i = x + r2 , we have i ∈ SD and
i2 = a ∈ F for a = −s + r2/4. Now let y /∈ Fx. The elements y + y∗ and
y − y∗ cannot both lie in Fx, so we may assume that y is either symmet-
ric or skew. Assume first that y is symmetric. We can perform as in the
above and replace y by a symmetric element j with j2 equal to some ele-
ment b ∈ F . Now define k = ij and write k∗ = r + si + tj + uk. Applying
the involution gives k = r + si + tj + uk∗, from which we conclude that
k− k∗ = uk∗ − k, so that 1+ uk∗ − k = 0. We know k∗ 6= k, for that
would make D commutative; thus u = −1. Using the fact that ij = k, we
can multiply on each side by i to obtain
ki = iji = ri+ as + tji− aj;
ik = aj = ri+ as + tij − iji:
Subtracting one equation from the other yields 0 = tji − ij, from which
we conclude that t = 0. Similarly, using j instead of i, one obtains s = 0.
Replacing j by j − r2a i and, correspondingly, b by b− r2/4a will give what
we want: k∗ = −k. A similar argument works if y is skew in which case one
first obtains k rather than j.
Theorem 3.5. Let F be a formally real pythagorean field and let D =(
a; b
F

be a nonstandard quaternion division algebra over F with an involution ∗
of the first kind. As above, we assume that i2 = a; j2 = b, where i; j ∈ SD.
(1) Assume F has a 2-henselian real valuation v for which va; vb /∈
20v. Then D; ∗ is ∗-pythagorean, but may not be formally real.
(2) If vab /∈ 20v also holds, then D; ∗ is strongly pythagorean and
has a Baer ordering.
(3) If D; ∗ is strongly pythagorean and has a Baer ordering, then F has
a nontrivial real valuation v in which va; vb; vab /∈ 20v. If all orderings
of F are compatible with v, then v is 2-henselian.
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Proof. (1) Since v is 2-henselian, it extends uniquely to each quadratic
extension of F inside D. By [W], the valuation extends uniquely to all of D.
It is a ∗-valuation because its extension is unique; otherwise, composition of
the extension with the involution would give a different extension of v to D.
We use v to denote the unique extension to D; ∗. 0v continues to denote
the value group for F; v. We can multiply a and b by squares in F to make
va; vb > 0 and hence vi; vj > 0, while keeping va; vb /∈ 20v. It is
clear that the residue ∗-field Dv must be Fv if vab /∈ 20v; if vab ∈ 20v,
then vk ∈ 0v, and hence vck = 0 for some c ∈ F . In this case the
residue field is Fvk0, where k0 is the image of ck, and hence is also skew.
In either case, Dv is commutative.
We first show that Dv is ∗-pythagorean and formally real. The field Fv is
formally real since v is a real valuation, and is pythagorean since F is. So
we may assume that Dv = Fvk0. For all ul; vl ∈ Fv, we haveX
l
ul + vlk0ul + vlk0∗ =
X
l
u2l + abv2l = u+ vk0u+ vk0∗;
for u2 = Pu2l and v2 = P v2l . Therefore Dv is ∗-pythagorean. The same
calculation shows that it is formally real, since setting the sum equal to zero
yields u = v = 0, which implies that all ul; vl are zero.
Given any sum of norms in D, we may ∗-conjugate to assume that we are
looking at an element of the form x = 1+Pαlα∗l , where vαl ≥ 0 for all l.
We must show that x is a norm. SinceDv is ∗-pythagorean and formally real,
we may write the image modulo the maximal ideal as x¯ = w¯w¯∗, for some
w¯ ∈ D×v . Lifting this to D, we can write w−1xw−1∗ = 1+ d for some d ∈ D
with vd > 0. Viewing v as a 2-henselian valuation on the field Fd, we
apply Hensel’s lemma to write 1+ d = r2, r ∈ Fd. Now d = w−1xw−1∗ − 1
is symmetric, hence r = r∗. Therefore we have x = wrwr∗ as desired.
Example 3.6 shows that D; ∗ may not be formally real.
(2) Because Fv is formally real, it has a Baer ordering (indeed, any
ordinary ordering will do). Our hypothesis on the value of ab now implies
that the residue field is Dv = Fv. Hence each involution # induces the same
involution on the residue field as ∗ does (namely, the identity), and so the
hypotheses of [Cr1, Lemma 3.2] or [Le, Proposition 3.3] are met to show
that each Baer ordering of Fv lifts to a Baer ordering of D. In particular,
D; ∗ is formally real, so we may apply Corollary 3.2 to see that D; ∗ is
strongly pythagorean.
(3) Assume that D is strongly pythagorean and has a Baer order-
ing P . An “order valuation” associated with P is defined in [H2, Sect. 4],
but is not necessarily a true valuation. Let v be the order ∗-valuation of P
as defined in [Le, Theorem 2.8]; this is a nontrivial ∗-valuation for which
P induces a Baer ordering on Dv. The residue ∗-field Dv cannot be a
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quaternion algebra by [Le, Corollary 2.11], as otherwise it would have an
induced archimedean Baer ordering and a nonstandard involution, con-
tradicting [H1, Theorem 2]. We consider the various possibilities for the
residue field Dv. It is either Fv or a quadratic extension of Fv, where Fv
is the residue field of the restriction of v to F . In the former case we
clearly have va; vb; vab /∈ 20v as no square times i; j, or k survives
in the residue field. (As above, 0v denotes the value group of v restricted
to F .) There are two distinct quadratic extension possibilities, depending
on whether the induced involution is the identity or conjugation. We first
show that the former case (identity involution) cannot be ∗-pythagorean.
In this case, we may assume that va = 0, vb /∈ 20v. The element a must
be an element of F which can be negative with respect to some ordering of
F (otherwise it is a square and D is not a division algebra). Now the sum
of norms 1+ si2 = 1+ as2, when reduced to the residue field will not be
a square for sufficiently large s¯ with respect to an ordering in which a¯ is
negative. Since it is not a norm (square) in the residue field, it cannot be
a norm in D. In the latter case, we have Dv = Fv
√
α with the conjuga-
tion involution. In this case, vk ∈ 20v and k multiplied by some square
in F reduces to
√
α (in order to have the correct induced involution). But
now va; vb /∈ 20v as that would increase the size of the residue field. So
far, we have only used the hypothesis that D is ∗-pythagorean. Define # by
d# = i d∗i−1. Following Lemma 3.4, we write D;# = ( a;−ab
F

, with sym-
metric (with respect to #) generators i0 = i and j0 = k; also k0 = i0j0 = aj.
Assume, for the moment, that vab ∈ 20v, so that ab = c2 for some c ∈ F .
Then the sum of norms
1+ i01+ i0# + c−1k0c−1k0# + c−1j0c−1j0#
= 1+ 2i0 + a + −a + −1 = 2i0;
which cannot be a norm in D;# as it does not have even value in 0D =
1
20v. Therefore, the #-pythagorean condition implies that vab /∈ 20v.
Finally, assume all orderings of F are compatible with v. Since F is
pythagorean by hypothesis, so is the residue field Fv. Let x ∈ F such that
x¯ ∈ F×2v . Then x¯ lies in all orderings of Fv, whence x lies in all orderings
of F compatible with v, viz. all orderings of F . Thus x is a sum of squares
in F , and hence a square.
The authors thank Ka Hin Leung for suggestions which greatly shorten
the previous proof. We close this section with some examples to clarify the
role of the hypotheses in the previous theorem.
Example 3.6. Let F be a pythagorean field and let D be the quaternion
algebra
(
t; t
Ft

. Let v be the t-adic valuation on Ft. By Theorem 3.5(1),
D is ∗-pythagorean. However, it does not satisfy the condition of (2) since
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vt2 = 2. As in the theorem, we write i; j for the symmetric elements of
D; ∗ whose squares are both equal to t. We note that D is not formally
real since kik∗ + tit∗ = −t2i+ t2i = 0.
Now consider the conjugate involution
d# = id∗i−1:
Lemma 3.4 shows that we may rewrite D in the form
(
t;−1
Ft

, where the
generators are now i0 = i and j0 = t−1k, both symmetric elements under
the involution #. We also write k0 = i0j0. One can now see that the sum of
three norms 1+ i01+ i0#+k0k#0 + j0j#0 = 1+ 2i0+ t+ −t+ −1 =
2i0 cannot be a norm in D as it does not have even value in 0D = 120v, the
value group of v when extended to D, while any norm must have even value
since v is a #-valuation as noted in the proof of Theorem 3.5. We also see
that D is not #-pythagorean. It is interesting to note that one can show
that every element of D is a sum of norms with respect to #, but not with
respect to ∗ (in particular, i and j are not sums of ∗-norms).
Example 3.7. One can use Theorem 3.5(2) to find strongly pythagorean
∗-fields when the value group has rank greater than 1. For example, again
let F be any pythagorean field and form the Laurent series field in two
variables K = Fxy. Let v be the usual lexicographic valuation on
K, trivial on F , with value group 0v = × . The quaternion algebra
( x; y
K

satisfies the conditions of the theorem, so it is strongly pythagorean. An
analysis of the Baer orderings of D; ∗ when F =  can be found in [Cr1,
Example 5.3]. None are ∗-orderings.
4. KERNEL OF THE TOTAL SEMISIGNATURE MAPPING
For now we let P be a fixed Baer ordering of D; ∗ and we shall in-
vestigate the subgroup 0 ⊂ W D; ∗, the kernel of the homomorphism
sgnP x W D; ∗ → . We note that the existence of such a mapping implies
that there is a natural embedding of the group of integers into W D; ∗,
obtained by sending n 7→ n1. For notational purposes, we identify this
subgroup with . Two obvious properties of 0 are
(S1) For every a ∈ SD×, either −1; a ∈ 0 or −1;−a ∈ 0.
(S2) 0 ∩  = 0.
Theorem 4.1. Let D; ∗ be a ∗-field. The subgroups of W D; ∗ satisfy-
ing (S1) and (S2) are precisely the kernels of semisignature homomorphisms
(associated with Baer orderings).
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Proof. Let 0 be a subgroup satisfying (S1) and (S2). These conditions
are equivalent to the fact that W D; ∗/0 is isomorphic to . This theorem
is thus equivalent to [Cr3, Theorem 2.5]. The associated Baer ordering is
P = a ∈ SD×  1;−a ∈ 0.
Theorem 4.2. Condition (S2) in Theorem 4.1 can be replaced by
(S3) 1; 1; 1; 1 /∈ 0.
Proof. Let P be a Baer ordering and let 0 be the subgroup of W D; ∗
generated by  −1; a  a ∈ P . Then 0 satisfies (S1) and (S3).
Conversely, let 0 be a subgroup satisfying (S1) and (S3). Set P =  a ∈
SD×  1;−a ∈ 0 . We claim that P is a Baer ordering. It is clear
that 1 ∈ P; P ∪ −P = SD× and P is closed under ∗-conjugation. Sup-
pose a;−a ∈ P . Then, using the fact that a;−a ∼= 1;−1 [Cr3, Propo-
sition 2.1], we obtain 1; 1 = 1; 1; a;−a = 1; a + 1;−a ∈ 0, a con-
tradiction of (S3). Thus P ∩ −P = Z. Finally, we show that P is closed
under addition. Suppose a; b ∈ P , but a + b /∈ P . Then 1;−a, 1;−b,
and 1; a+ b are in 0, whence
1; 1; 1;−a;−b; a+ b ∼= 1; 1; 1;−a− b; a+ b;−a−1 − b−1
= 1; 1; 1;−a−1 − b−1 ∈ 0;
where we have made use of the fact that for any symmetric a; b, we have
a; b = a + b; a−1 + b−1 in the Witt group [Cr3, Theorem 2.3]. Since
1; 1 /∈ 0, we have 1;−a−1 − b−1 /∈ 0, so that 1; a−1 + b−1 ∈ 0 by
(S1). But then 1; 1; a; b = 1; 1; a+ b; a−1+ b−1 = 1; a+ b+ 1; a−1+
b−1 ∈ 0. Combining this with the fact that 1; 1;−a;−b ∈ 0, we obtain
a contradiction of (S3).
We write + = T0, the intersection being over all 0 = kersgnP,
P ∈ YD, for the kernel of the total semisignature mapping. It is clear that
−1; a ∈ + if and only if a is positive with respect to every Baer ordering
and, more generally, Pdir d∗i ;−r ∈ + for all r ∈ SD×; di ∈ D×. For
an S-field, the first condition is a special case of the second since a must
be a sum of norms by Corollary 2.3.
The main question is whether + is generated by the binary forms above. It
is trivially true if D is strongly pythagorean and very generally true for (mul-
tiplicative) orderings (see [KRW, Corollary 4.19] and [Cr3, Theorem 6.1]).
There are a number of proofs in the commutative case, but all make use
of either ring theory or the multiplicative nature of quadratic forms (e.g.,
see [Pf, Satz 22] and [KRW, Cor. 4.9]). Since neither is available in our
situation, the question remains open.
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