The Linac Coherent Light Source changes configurations multiple times per day, necessitating fast tuning strategies to reduce setup time for successive experiments. To this end, we employ a Bayesian approach to transport optics tuning to optimize groups of quadrupole magnets. We use a Gaussian process to provide a probabilistic model of the machine response with respect to control parameters from a modest number of samples. Subsequent samples are selected during optimization using a statistical test combining the model prediction and uncertainty. The model parameters are fit from archived scans, and correlations between devices are added from a simple beam transport model. The result is a sample-efficient optimization routine, which we show significantly outperforms existing optimizers.
Modern large-scale scientific experiments can have complicated operational requirements with performance degraded by errors in controls and dependencies on drifting or random variables. A prime example of this is the Linac Coherent Light Source (LCLS) [1] , an x-ray free electron laser (FEL) user facility that supports a wide array of scientific experiments. At LCLS, skilled human operators tune dozens of control parameters on-the-fly to achieve custom photon beam characteristics, and this process cuts into valuable time allocated for each user experiment. Model-independent optimizers can help automate tuning, with successful demonstrations using simplex [2, 3] , extremum seeking [4, 5] , and robust conjugate direction search [6, 7] . However, these methods require a large number of expensive acquisitions and can become stuck in local optima. To improve the efficiency of optimization beyond these methods, a model of the system is necessary [8] ; in this work, we use Bayesian optimization with Gaussian process (GP) models during live tuning of LCLS. First, we use archived data to estimate the length scales of tuning parameters in the model. Second, we show that adding physics-inspired correlations between parameters further speeds convergence. Finally, we discuss possible directions for improvement.
Bayesian optimization is a sample efficient and gradient-free approach to global optimization of blackbox functions with noisy outputs [9] [10] [11] . This efficiency comes from application of Bayes theorem to incorporate prior knowledge and previous steps to maximize the value of each new measurement. Numerical optimization of an acquisition function, incorporating the model's expectation and uncertainty, guides the selection of each new point to sample, giving Bayesian optimization the advantage of balancing exploration with exploitation. Prior knowledge can improve the efficiency of the optimization and constrain the search in low signal-to-noise states. Bayesian optimization has been applied to a fast growing number of domains; for example, resource prospecting [12, 13] , active policy search for reinforcement learning [14] , hyper parameter tuning [15] , experimental control [16] etc.
Bayesian optimization requires a probabilistic model providing estimates and uncertainties of a target or objective function. A Gaussian process (GP) is a popular choice as it is a non-parametric regressor which calculates probability densities over a space of functions [17] . Whereas a Gaussian distribution is characterized by a mean and covariance y ∼ N (µ, Σ), a Gaussian process is determined by mean and covariance functions:
, where x are possible inputs to the objective. The mean m(x) is a predetermined function encoding prior understanding of the objective. This mean could be a fit to data but is typically set to zero. The covariance, or kernel, function k(x, x ) describes the similarity between pairs of points x and x . As a non-parametric model, a GP is constructed directly from the training instances themselves, allowing the model complexity to grow with observations and adapt to previously unexplored regions of the feature space. There are many Gaussian process codes available [18] [19] [20] [21] , and many of these packages employ various techniques to limit computation times for large data sets. In our case, we use an online GP model [22] interfaced to LCLS via the Ocelot optimization framework [3] . The online model saves frequent computations to speed subsequent predictions.
In this Letter we apply Gaussian process optimization to the problem of maximizing the LCLS x-ray FEL pulse energy. The FEL instability is a collective effect so performance depends strongly on the current density and therefore beam size. A strong focusing quadrupole magnet system maintains a small beam size to maximize the pulse energy produced. The FEL pulse energy is therefore a function of quadrupole magnet strengths (field integral in kiloGauss, kG) and the input electron beam parameters. Since these beam parameters drift throughout the day and are generally hard to measure, LCLS operators perform tuning scans to optimize the quadrupole We model the FEL dependence on quadrupoles with a Gaussian process surrogate. Prior information guides the selection of the kernel and its hyperparameters. We approach this process in two ways: first, from an intuitive view of basis functions, and second in a principled way using Bayesian model selection. An attractive feature of Gaussian process modeling is the interpretability of the kernel's functional form. The prediction can be viewed as a convolution of measured data with a kernel function response to measured data points (analogous to a Green's function approach); thus, kernel functions should be derived from basis functions that look like the system being modeled. We exploit this insight here, explaining the interpretation of each kernel hyperparameter, and then show that the basis function approach also maximizes the GP marginal likelihood.
Motivated by the observation that the FEL pulse energy response to quadrupole magnets looks bell-shaped, we choose the popular radial basis function (RBF) ker-
f is the covariance function amplitude and Σ is a diagonal matrix of inverse square length scales. This kernel encodes the expectation that for smooth functions, nearby pairs of points are more similar than distant points. The length scales set the distance over which the function changes in each dimension. The amplitude parameter captures the variance of the target function values with respect to variations in the inputs and therefore determines the prior prediction uncertainty far from any sampled points. Functions which are less smooth may be better modeled by the Matern kernel, whereas periodic functions are best treated with a periodic kernel. Kernels may be added or multiplied together to yield new, more expressive kernels [23, 24] and neural network warping functions may be applied to the inputs before passing to a kernel [25, 26] . Modeling noisy targets can be achieved by adding a Gaussian noise kernel
n is the noise variance parameter, and δ is the Dirac delta function. The noise parameter models the variance of the prediction at a sampled point.
The RBF length scales depend on the electron beam energy because the focusing strength of a quadrupole magnet depends on the ratio of the electron energy to the magnetic field strength (i.e. the rigidity). Moreover, the beamsize response varies between each quadrupole even at a single energy. We therefore determine RBF length scales for each quadrupole independently as a function of electron beam energy. We first approach the estimation of these length scales with 1D Gaussian fits to historical tuning scans. The black star in Fig. 1a shows the average of many such fit lengths to scans with electron beam energies near 14 GeV for a particular quadrupole. We also estimate the RBF length scales from maximization of the marginal likelihoods of GP fits to the archive data. An example of this procedure for a scan at 14 GeV is shown in Fig. 1b , where we can see that 50% deviations from the optimal length scale decreases the marginal likelihood by merely 10%-providing some tolerance to errors in the parameter determination. Figure 1a shows the maximum likelihood length scales for various scans as a function of electron beam energy. The red line is a linear fit to the length scales with points weighted by widths of the marginal likelihoods (effectively the credibilities) for each individual point estimate. The resulting trend is then used to construct RBF kernels for optimization, and we observe reasonable agreement with our length scale estimate from the Gaussian fits. We repeat this procedure to determine length scale trends as a function of electron energy for each quadrupole. Online optimization proceeds by first measuring the initial state of the machine and then initializing the Gaus-sian process model with the appropriate kernel and first measured point. The GP provides a probabilistic surrogate model for the machine, and an upper confidence bound (UCB) acquisition function [27] is constructed from the GP prediction mean and variance. The point maximizing the UCB function is chosen as the next measurement which is then acquired and added to the GP, finishing one step through the optimization process. The optimization continues in this way until reaching a time limit or a target performance. Figure 1c shows results from live optimization of the FEL pulse energy simultaneously on 12 quadrupoles. In this example, Bayesian optimization (red curves) is approximately 4 times faster than the standard NelderMead simplex algorithm (blue curves), and reaches a higher optimum. The different lines for each algorithm correspond to scans with identical starting conditions.
We also compare simplex and Bayesian optimization in a simulation environment. Ideally we would use physics codes such as elegant [28] and Genesis [29] to model the transport and FEL behavior, however due to mismatch between the codes and measured performance, as well as computational expense for each simulation, we instead fit a beam transport model as described below. Though the beam transport model does not capture the full complexity of the real machine, it allows us to compare the relative performance of simplex and Bayesian optimization with a simulated objective function, which we find consistent with live scans (Fig. 1d) .
Correlated kernels become advantageous when a system's response is to one input depends strongly on one or more of the other inputs as in Figure 2a . Figure 2b shows a GP regression on noisy samples (RMS noise is 10% of the signal peak) from a correlated ground truth (Fig. 2a) with an isotropic kernel, while Figure 2c shows a GP regression on the same samples but with a kernel sharing the same correlation as the ground truth (ρ = 0.8). The latter model is more representative of the system. To demonstrate the effectiveness of a correlated model for regulating the system, we perform Bayesian optimization with and without kernel correlations for various dimensional spaces with nearest-neighbor correlation coefficients of ρ i,i+1 = 0.5. Each point in Figure 2d shows the average number of steps to achieve > 90% of the ground truth peak amplitude for 100 runs starting at a random position such that the starting signal-to-noise ratio is unity. The relative efficiency of the correlated kernel grows exponentially with the number of dimensions, making it attractive for high-dimensional optimization at accelerators.
FEL quadrupole optimization is an example of a highly correlated system. Strong focusing in charged particle transport relies on a series of oppositely polarized quadrupole fields [30] . Each quadrupole focuses in one transverse plane while defocusing in the orthogonal plane, and repeated application of alternate focusing/defocusing results in net focusing in both planes. In- creasing the strength of one quadrupole field necessitates increasing the strength of the next quadrupole (with opposite sign) to achieve net focusing, resulting in negative correlations between nearby focusing elements. Figure 3a shows the average FEL pulse energy response to variation of two adjacent quadrupoles in a matching section just upstream of the FEL undulator magnets. Similar correlations exist between all pairs of quadrupoles. Ideally we would calculate correlations from maximum likelihood fits to the archive data, as done for the length scales. However, due to sparsity in the sampled data, we instead calculate correlations from a beam physics transport model. The FEL pulse energy (denoted as U ) is a correlation-preserving function of the transverse area of the beam, σ 2 , averaged along the interaction, with log U ∝ σ 2 −1/3 . [31] . As a consequence, any correlated response of the quadrupole magnets with respect to beam size preserves correlations with respect to the FEL energy.
To model the average beam size in the undulator line as a function of quadrupole magnets, we estimate the Twiss, or focusing, parameters of the electron beam. Realistic Twiss parameters may be inferred from measurements of the beam size throughout a drift or in response to varying focusing [32] . Alternatively, we can use the premise that maximized FEL performance implies approximately matched Twiss parameters in the undulator line. Starting from these initial conditions, we then use linear transport matrices calculated from live quadrupole values [30] to calculate the beam's size along the undulator for any arbitrary deviation in quadrupole strength. The result shown in Figure 3b is a modeled beam size that matches the correlation to the FEL pulse energy (Fig. 3a) . To find correlations from the beam physics model, we approximate the beam size about the match by the Hessian H i,j = ∂ xi ∂ xj σ , where i and j iterate over all pairs of quadrupoles. Correlations are extracted by identifying the diagonal elements as the functional curvature along each slice C = diag(H) and factoring these out of the Hessian h = C −1 HC −1 .
We now need to combine the correlations with the length scales in the RBF kernel. In principle, the Hessian can also be used to calculate the length scales. However, the post-saturation FEL process is computationally expensive to model and further complicated by leaked dispersion and orbit jitter so characteristic length scales are difficult to compute on the fly. As a result, we combine the modeled correlations with length scales measured from fits to archive data as described earlier. A diagonal matrix of inverse slice lengths S i,j = σ −1 i δ i,j determined from archived scans are combined with the precision matrix in the kernel, Σ = ShS, to yield a kernel with slice lengths from archived scans and correlations from the simulated beam transport model. With a more sophisticated model that incorporates a wider range of effects, it should be possible to train hyperparameters entirely from simulations.
We tested optimization with GPs built with and without correlations for four adjacent matching quadrupole magnets located in the transport between the accelerator and the FEL undulators. The results, presented in Figure 3c , show that the correlated GP model outperforms the uncorrelated GP. Furthermore, we find consistency of these results with simulations based on correlations from the beam transport model as shown in Figure 3d . It is interesting to note that the Bayesian optimizer maximized the FEL with a similar number of steps for the 12 quadrupole case (Fig. 1c) , seemingly in contradiction to Figure 2d . The similarity is due to the fact that to leading order (assuming a monoenergetic beam and linear optics), only four quadrupole magnets are needed to match the four Twiss parameters into the undulator line. However, optimizing more quadrupoles further increases the FEL pulse energy by reducing chromatic effects which suppress FEL gain by increasing the electron beam emittance. While four quadrupoles can recover a significant fraction of peak performance, in practice operators typically cycle through subsets of all of the controllable quadrupoles. With the ever increasing number of input dimensions or controls, the GP with correlations is expected to perform exponentially faster than without.
In this letter we showed that online Bayesian optimization with length scales estimated from archived historical data can tune the LCLS FEL pulse energy more efficiently than the current state-of-the-art Nelder-Mead simplex algorithm. Moreover, we showed that adding physics-informed correlations, trained from beam optics models, further improves tuning efficiency. The latter effect was demonstrated with four control parameters, and the improvement is expected to grow dramatically as the number of dimensions increases when controlling more variables such as RF variables or undulator strengths. The flexibility of the GP enables training from archived data, simulations, and physical models.
We expect Bayesian optimization will become a standard tuning method for LCLS-II. Future improvements will further improve efficiency and operational ability. This Letter focused on the most time-consuming task of tuning quadrupoles, but we expect additional applications to other accelerator and beamline tasks, e.g. reducing bandwidth, optimizing taper [33] , focusing and alignment, etc. Adding 'safety' constraints to the acquisition function can guide the exploration while ensuring operational requirements are met (for instance, avoiding transient drops in FEL pulse energy or keeping losses low) [34] . More expressive GPs, for example deep kernel learning [35] or deep GPs [36] can learn more complicated functions and extract additional value from historical data. In our example, we exploited the physics of strong focusing to learn correlations between parameters. Physics abounds with well verified mathematical models and incorporating additional physics knowledge into the prior, either explicitly in the formulation of the kernel function or via additional training with simulation can have a dramatic effect on optimization efficiency.
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