Introduction
Consider the problem min
where F : R n → R is a twice continuously differentiable objective function. Basic optimization methods (trust-region and line-search methods) [6] generate points x i ∈ R n , i ∈ N , in such a way that x 1 is arbitrary and
where d i ∈ R n are direction vectors and α i > 0 are step sizes. Trust-region methods [1] are globally convergent techniques widely used, for example, in connection with the Newton's method for unconstrained optimization. They can be advantageously used when the Hessian matrix (or its approximation) of the objective function is indefinite, ill-conditioned or singular. This situation often arises in connection with the Newton's method for general objective function (indefiniteness) or with the Gauss-Newton's method for nonlinear least-squares problems (near singularity).
For a description of trust-region methods we define the quadratic function
which locally approximates the difference F (x i + d) − F (x i ), the vector
for the accuracy of computed direction, and the number
for the ratio of actual and predicted decrease of the objective function. Here 
where 0 ≤ ω < 1 and 0 < σ < 1.
Step sizes α i ≥ 0 are selected so that
Trust-region radii 0 < ∆ i ≤ ∆ are chosen in such a way that 0 < ∆ 1 ≤ ∆ is arbitrary and
where 0 < β ≤ β < 1 and 0 < ρ < 1.
Direction determination
A crucial part of each trust-region method is the direction determination. There are various commonly known methods for computing direction vectors satisfying conditions (1)-(3). To simplify the notation, we omit the major index i and use the inner index j.
The most sophisticated method is based on a computation of the optimal locally constrained step. In this case, the vector d ∈ R n is obtained by solving the subproblem
Necessary and sufficient conditions for this solution are
where λ is the optimal Lagrange multiplier. The Moré-Sorensen method [5] is based on solving the nonlinear equation 1/ d(λ) = 1/∆ with (B + λI)d(λ) + g = 0 by the Newton's method, possibly the modified Newton's method [8] using the Choleski decomposition of B + λI. Steihaug [7] and Toint [9] proposed a technique for finding an approximate solution of (8) . This implementation is based on the conjugate gradient algorithm [6] for solving the linear system Bd = −g. We either obtain an unconstrained solution with a sufficient precision or stop on the trust-region boundary. The latter possibility occurs if either a negative curvature is encountered or the constraint is violated. This method is based on the fact that Q(d j+1 ) < Q(d j ) and d j+1 > d j hold in the subsequent CG iterations if the CG coefficients are positive and no preconditioning used. For a general preconditioner C (symmetric and positive definite), we have
There are two possibilities how the Steihaug-Toint method can be preconditioned. The first way uses the norms (1)- (7), where C i are preconditioners chosen. This possibility is not always efficient because the norms d i C i , i ∈ N , vary considerably in the major iterations and preconditioners C i , i ∈ N , can be ill-conditioned. The second way uses Euclidean norms in (1)- (7), even if arbitrary preconditioners C i , i ∈ N , are used. In this case, the trust-region can be leaved prematurely and the direction vector obtained can be farther from the optimal locally-constrained step than that obtained without preconditioning. This shortcoming is usually compensated by the rapid convergence of the preconditioned CG method. Our computational experiments indicate that the second way is more efficient in general.
Another approach, the GLRT method [2] , approximately solves (8) (7), i.e. the first way of preconditioning, which can be inefficient when C i vary considerably in the trust-region iterations or are ill-conditioned.
A shifted Steihaug-Toint method
In this contribution, we consider a sequence of subproblems
with corresponding Lagrange multipliers λ j , j ∈ {1, . . . , n}. The method [3] uses the conjugate gradient method applied to the linear system (B +λI)d + g = 0, wherẽ λ is an approximation to the optimal Lagrange multiplier λ. For this reason, we need to investigate the properties of the Lagrange multipliers corresponding to the trust-region subproblems used.
Before showing the main result, we first present several lemmas, which lead to the main theorem. The first lemma, coming from [7] , shows a simple property of the conjugate gradient method, the second one compares Krylov subspaces of the matrices B and B + λI, and the last one states a relation between the values of the Lagrange multipliers and the norms of the direction vectors. 
Lemma 2. Let λ ∈ R and
be the j-dimensional Krylov subspace generated by the matrix B+λI and the vector g.
is a matrix whose columns form an orthonormal basis for K j , be symmetric and positive definite.
Then
Now we are in a position to present the main theorem.
. . , n}, be solutions of the minimization problems
with corresponding Lagrange multipliers λ j , j ∈ {1, . . . , n}.
Applications
The result of Theorem 1 can be applied to the following idea. We apply the Steihaug-Toint method to a shifted subproblem
whereλ is an approximation to the optimal λ. If we setλ = λ j for some j ≤ n, then Theorem 1 implies that 0 ≤λ = λ j ≤ λ n = λ. As a consequence of this inequality, one has that λ = 0 impliesλ = 0 so that d < ∆ impliesλ = 0. Thus, the shifted Steihaug-Toint method proposed in [3] reduces to the standard SteihaugToint method in this case. At the same time, if B is positive definite and 0 <λ ≤ λ, then one has ∆ = (B + λI)
g by Lemma 3. Thus, the unconstrained minimizer of (9) is closer to the trust-region boundary than the unconstrained minimizer of (8) and we can expect that d(λ) is closer to the optimal locally constrained step than d(0). Finally, if B is positive definite andλ > 0, then the matrix B +λI is better conditioned than B and we can expect that the shifted Steihaug-Toint method will converge more rapidly than the standard Steihaug-Toint method.
The shifted Steihaug-Toint method for solving subproblem (8) consists of the three major steps. 
Numerical experiments
We present a numerical comparison of methods for computing direction vectors satisfying conditions (1)- (3):
• MS -the method of Moré and Sorensen [5] for computing the optimal locally constrained step.
• ST -the basic (unpreconditioned) Steihaug [7] and Toint [9] method.
• SST -the basic (unpreconditioned) shifted Steihaug-Toint method [3] .
• GLRT -the method of Gould, Lucidi, Roma, and Toint [2] which combines CG method with the Lanczos process to give a good approximation to the optimal locally constrained step.
• PST -the preconditioned Steihaug-Toint method.
• PSST -the preconditioned shifted Steihaug-Toint method.
Note that the incomplete Choleski preconditioner is used for methods PST and PSST, the number of extra CG or Lanczos steps in SST and PSST methods is equal to 5, and the number of Lanczos vectors in the GLRT method is bounded from above by 100.
The methods were tested by using two collections of 22 sparse test problems with 1000 and 5000 variables (subroutines TEST14 and TEST15 described in [4] , which can be downloaded from www.cs.cas.cz/luksan/test.html). The results are given in Tables 1 and 2 , where NIT is the total number of iterations, NFV is the total number of function evaluations, NFG is the total number of gradient evaluations, NDC is the total number of Choleski-type decompositions (complete for method MS and incomplete for methods PST, PSST), NMV is the total number of matrix-vector multiplications, and Time is the total computational time in seconds. Note that NFG is much greater than NFV in Table 1 , since the Hessian matrices are computed by using gradient differences. At the same time, the problems referred in Table 2 Results in Tables 1 and 2 require several comments. All problems are sparse with a simple sparsity pattern. For this reason, the MS method based on complete Choleski-type decompositions (CD) is very efficient, much better than unpreconditioned methods based on matrix-vector multiplications (MV). Since TEST14 contains reasonably conditioned problems, the preconditioned MV methods are competitive with the CD method. On the contrary, TEST15 contains several very ill-conditioned problems (one of them had to be removed) and thus, the CD method works better than the MV methods.
Conclusion
Our conclusions concern large-scale problems where the sparsity pattern plays a considerable role. The Moré-Sorensen method is very efficient for ill-conditioned but reasonably sparse problems. If the problems do not have sufficiently sparse Hessian matrices, then this method can be much worse than the Steihaug-Toint method whose efficiency also strongly depends on suitable preconditioning. There are two possibilities of preconditioning mentioned in Section 2. The first one changes the trust-region problem whereas the second one deforms the trust-region path in the original trust-region problem. Note that the GLRT method cannot be preconditioned in the second way since the preconditioned Lanczos process does not generate the orthonormal basis related to the original trust-region subproblem. Our preliminary tests have shown that the first preconditioning technique is less efficient because it failed in many cases. To sum up, the shifted Steihaug-Toint method combines good properties of the Moré-Sorensen and the Steihaug-Toint methods. Our computational experiments indicate that this method works well in connection with the second way of preconditioning. The point on the trust-region boundary obtained by this method is usually closer to the optimal solution in comparison with the point obtained by the original Steihaug-Toint method.
