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ABSTRACT
Context. Direct imaging of exoplanets is polluted by speckle noise that severely limits the achievable contrast. Angular and spectral
differential imaging have been proposed to make use of the temporal and chromatic properties of the speckles. Both modes, associated
with extreme adaptive-optics and coronagraphy, are at the core of the new generation of planet imagers SPHERE and GPI.
Aims. We aim to illustrate and characterize the impact of the SDI and SDI+ADI (ASDI) data reduction on the detection of giant
planets. We also propose an unbiased method to derive the detection limits from SDI/ASDI data.
Methods. Observations of AB Dor B and β Pictoris made with VLT/NaCo were used to simulate and quantify the effects of SDI and
ASDI. The novel method is compared to the traditional injection of artificial point sources.
Results. The SDI reduction process creates a typical radial positive-negative pattern of any point-source. Its characteristics and its self-
subtraction depend on the separation, but also on the spectral properties of the object. This work demonstrates that the self-subtraction
cannot be reduced to a simple geometric effect. As a consequence, the detection performances of SDI observations cannot be expressed
as a contrast in magnitude with the central star without the knowledge of the spectral properties of detectable companions. In addition,
the residual noise cannot be converted into contrast and physical characteristics (mass, temperature) by standard calibration of flux
losses. The proposed method takes the SDI bias into account to derive detection limits without the cost of massively injecting artificial
sources into the data. Finally, the sensitivity of ASDI observations can be measured only with a control parameter on the algorithms
that controls the minimum rotation that is necessary to build the reference image.
Key words. instrumentation: adaptive optics – techniques: high angular resolution – planets and satellites: detection –
methods: data analysis
1. Introduction
Direct imaging is the only technique that allows probing the out-
ermost part (>5–10 astronomical units, au) of planetary systems.
It is also a very efficient method for extracting spectra of exo-
planets. However, the planets are angularly close to the central
star and much fainter. The observations are therefore currently
limited to self-luminous young giants around nearby stars.
Direct giant planet search has therefore been carried out on
ground-based large telescopes fed by adaptive optics (AO) in-
struments to reach the necessary high-contrast and high-angular
resolution. The contrast performances are limited by photon
noise and speckle noise in the final image. Within the central
arcsecond, AO systems are limited by two families of speck-
les, i) fast atmospheric speckles that can be averaged and then
subtracted with long integration times (Angel 1994; Roddier &
Roddier 1995; Racine et al. 1999); and ii) slowly evolving quasi-
static speckles caused by telescope and instrument aberrations
 Based on observations collected at the European Organization for
Astronomical Research in the Southern Hemisphere, Chile, ESO : 60.A-
9026, 086.C-0164, 088.C-0358.
 Appendices are available in electronic form at
http://www.aanda.org
(Marois et al. 2003b; Masciadri et al. 2005). These quasi-static
speckles evolve randomly over time and over the focal plane
so that they produce a correlated speckle noise that prevents a
longer integration time. The detection limit is therefore driven
by the ability of calibrating and subtracting this speckle pattern.
Several observational strategies combined with advanced
post-processing algorithms have been proposed and intensively
used to estimate and remove the speckle pattern from the images.
These techniques rely on the principle of differential imaging in
which a reference frame is subtracted from the science image.
Spectral differential imaging (SDI) was first proposed to at-
tenuate the atmospheric speckles (Smith 1987; Racine et al.
1999). Two images are simultaneously recorded at different
wavelengths; the theoretically identical speckle pattern can then
be subtracted. To prevent the self-subtraction of any compan-
ion, the two channels are chosen to match a molecular absorp-
tion feature: one inside the absorption band, and one outside
where the planet is bright. The signal of the companion will
thus be partially preserved after the subtraction. SDI was first
used on the Canada France Hawaii Telescope (CFHT) with the
TRIDENT camera (Marois et al. 2000, 2003a), with NaCo on the
Very Large Telescope (VLT/NaCo; Lenzen et al. 2003; Rousset
et al. 2003) and with the Multiple Mirror Telescope (MMT)
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Fig. 1. Spectra at a resolution of 60 around the CH4 band at 1.625 μm. Field dwarfs are from the SpeX Prism library. A peculiar red dwarf from
Stephens et al. (2009) as well as young companions, free-floating planets, and Jupiter are plotted in color. They have been normalized to their
highest values. The absorption bands of water and methane are labeled. The transmission of the SDI + filters (T1, T2, T3) is plotted in the bottom
panel.
by Close et al. (2005) and Biller et al. (2007). Recently, Close
et al. (2014) confirmed a close-in companion around HD 142527
with SDI with MagAO, based on a detection of the Hα emis-
sion, not a molecular absorption. However, SDI is limited by
differential aberrations between the two channels, which create
quasi-static speckles that cannot be removed. Angular differen-
tial imaging (ADI) was then developed to make use of the rel-
ative stability of the quasi-static speckle pattern with respect to
the telescope and instrument configuration (Marois et al. 2006).
The field of view (FoV) is rotating with the parallactic angle with
an alt-az telescope, allowing temporally substracting the speckle
pattern and recovering any off-axis companion by de-rotating
the final residual images. ADI has been widely used during the
past years in deep-imaging surveys of exoplanets (Lafrenière
et al. 2007; Vigan et al. 2012; Rameau et al. 2013; Biller et al.
2013; Brandt et al. 2014; Chauvin et al. 2015). However, ADI is
not efficient in calibrating and subtracting the fast atmospheric
speckles. Therefore, ADI and SDI (ASDI) were combined to
take advantage of both techniques. ASDI was intensively used
in the NICI campaign (Biller et al. 2013; Nielsen et al. 2013;
Wahhaj et al. 2013b,a) and is now a standard observing mode
for the new planet imagers SPHERE (Beuzit et al. 2008) and
GPI (Macintosh et al. 2008).
Estimating the sensitivity limits of direct-imaging observa-
tions is a key element to improve our knowledge of giant planets
on wide orbits. Constraining the mass and position of a com-
panion around a structured disk (e.g., Lagrange et al. 2012;
Boccaletti et al. 2012, 2013) or in multiple planetary systems
(e.g. Marois et al. 2010) helps to improve our understanding of
planet-disk interaction and planetary system architecture. When
a large number of stars are targeted, statistical analysis can be
performed to constrain the population of giant planets on wide
orbits, that is, occurrence, distribution of mass, and separation
(Lafrenière et al. 2007; Kasper et al. 2007; Chauvin et al. 2010;
Janson et al. 2011; Vigan et al. 2012; Rameau et al. 2013; Biller
et al. 2013; Wahhaj et al. 2013b; Nielsen et al. 2013; Brandt et al.
2014). Therefore, it is mandatory to properly compute these de-
tection limits and take into account any biases of reduction and
analysis.
SDI is expected to be efficient when the molecular fea-
tures are deep enough. Spectra of several objects at different
spectral types (SpTs)/temperatures can be used to investigate
the regime for which SDI is interesting. H-band spectra of
field MLT dwarfs from the SpeX Prism library are shown in
Fig. 1 along with the peculiar red dwarfs (SD 1110+01) from
Stephens et al. (2009), the young free-floating planetary-mass
object CFBDSIR 2149 (Delorme et al. 2013), several low-mass
companions to young stars (1RXS 1609 b Lafrenière et al. 2007;
HN Peg b Luhman et al. 2007; HR 8799 b Marois et al. 2008;
Barman et al. 2011), and Jupiter (Rayner et al. 2009)1. Spectra
were rebinned and degraded to the same sampling and resolu-
tion, that is, R = 60, which corresponds to the lowest reso-
lution spectrum. Methane seems to appear in the atmosphere
of substellar objects around 1000 K, for early T-type objects
with a rapid growth of the absorption band at 1.62 μm when
the temperature decreases to 700 K and below. Intriguingly,
HR 8799 b does not exhibit methane absorption, while the tem-
perature corresponds to the expected transition. Discussing the
reasons for this behavior is beyond the scope of this paper (e.g.,
Barman et al. 2011, 2015). However, the methane absorption
band seems to be not only correlated with the temperature/SpT,
but with other atmospheric parameters (reduced surface grav-
ity, non-equilibrium chemistry, cloud, metallicity, see Barman
et al. 2011; Zahnle & Marley 2014). Methane has neverthe-
less been detected in moderately young T-type companions to
stars (Janson et al. 2013) and some moderately young T-type
dwarfs (Luhman et al. 2007). For these reasons, the methane
feature at 1.62 μm is most often used for SDI, but it can also
be used with other bands, such as water or ammonia, at even
lower temperatures.
The depth of the methane absorption with NaCo data can be
measured with the SDI CH4 index in the H-band as defined in







with S (λ) being the spectrum of the object, F1 and F3 refer-
ring to the flux measured in the filter centered at 1.575 μm
1 The published parameters for the latter objects are assumed to be
correct.
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Fig. 2. CH4 index (F1/F3) as a function of the spectral type (SpT). Values higher than 1 mean that CH4 is present in the atmosphere. The index
is computed for field dwarfs from the SpeX Prism library (gray squares), references field dwarfs are plotted with larger squares, the peculiar
red dwarfs from Stephens et al. (2009; open circles), young free-floating planetary-mass objects (triangles), and young companions (alternative
symbols). The typical uncertainty on the index is 10%.
and 1.625 μm, respectively, and T1 and T3 to the transmis-
sion in each filter. We note that the wavelength interval has
the same length in both channels. With this definition, ob-
jects that show some absorption features in their spectra that
are due to methane will have F1/F3 > 1. Objects in addi-
tion to those in Fig. 1 were considered for Fig. 2. Details are
given in Appendix A.1. CH4 absorption starts to be significant
around the type T2/T3 (Biller et al. 2007). Of the objects con-
sidered here, only CFBDSIR 2149 and the peculiar T5.5-dwarf
SDSS 1110+01 exhibit strong CH4 absorption at 1.625 μm.
Young L-type companions have lower CH4 indices than field
L dwarfs (10%). Interestingly, the spectra of field M- and early-
L type dwarfs have a plateau in this regime. HR 8799 b has the
lowest value (0.77 ± 10%) of the objects. SDI therefore might
be unsuitable for searching for planetary-mass companions ear-
lier than T2/T3.
The efficiency of differential imaging relies on the ability to
build a reference frame that contains speckles that are highly
correlated with the science image. When part of the planetary
signal is included in the reference frame, the subtraction will also
reduce the flux of the object. For point-source objects observed
with ADI, the self-subtraction can be calibrated as a function of
the parallactic angle evolution and parameters used to reduce the
data. For SDI, the correction is not straightforward.
The objective of the paper is twofold: first, to qualitatively
and quantitatively estimate the effects and biases of the SDI re-
duction process, and second, to provide an SDI-unbiased method
for deriving the detection limits computationally faster than is
possible by injecting artificial sources. We do not attempt to
compare the performances between ADI and ASDI observa-
tions, but refer to the companion paper (Maire et al. 2014) for
this purpose.
After presenting the simulation procedures and the data in
Sect. 2, we describe in Sect. 3 the pattern of an off-axis point
source created by the SDI reduction and pinpoint the photo-
metric and astrometric biases. We show that this SDI pattern
and the biases depend on the flux ratio between the two images
taken inside and outside the methane absorption feature. We pro-
vide a novel approach to derive the detection performances that
Table 1. VLT/NaCo SDI+ mode parameters.
Camera Plate scale FoV Filters Filter width FWHM
(mas/pixel) (′′×′′) (μm) (μm) (mas)
SDI+ 17.32 8 × 8 1.575 0.025 40.3
1.600 0.025 40.9
1.625 0.025 41.6
take these effects into account. Their extensions by including
additional effects of ADI are detailed in Sect. 4, for example,
the reduction parameters that can be used to avoid to include
additional biases. We finally discuss the use applicability of the
method for data from integral field unit instruments.
2. Simulation procedure
2.1. Instrument consideration
Observations with VLT/NaCo were used to carry out this study.
The observations made use of the SDI+ device (Lenzen et al.
2004; Close et al. 2005) mounted on the camera CONICA. The
characteristics of this mode are presented in Table 1. The SDI+
was designed to benefit from the methane absorption feature
at 1.62 μm into the spectrum of T-type companions. In this
mode, four images are taken simultaneously on the same de-
tector through a double Wollaston prism and three narrow-band
filters in four quadrants. Two images (I1, I2) are taken outside
the methane feature (at 1.575 and 1.600 μm)2, the other two (I3a,
I3b) are taken inside (at 1.625 μm, left and right), but in two dif-
ferent quadrants. The λ1 and λ2 wavelengths were selected to
be as close as possible to 1.625 μm to minimize the chromatic
evolution of the point spread function (PSF; Strehl ∼1–(2π/λ)2
following the Maréchal approximation) and the speckle pattern
(local flux distribution; Marois et al. 2000). The second reason
for this choice of λ was to optimize the sensitivity to T dwarfs
(1.575 μm) and Y dwarfs (1.600 μm) because of the shape of the
absorption feature. The SDI+ transmission curves are plotted in
Fig. 1.
2 The notation follows Maire et al. (2014).
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Table 2. VLT/NaCo SDI+ observating log of AB Dor and β Pictoris.
Mode Target Type UT-date DIT × NDIT Exposure time FoV rotation 〈Airmass〉 〈〉 〈τ0〉 〈Ec〉
(s) (s) (deg) (′′) (ms) (%)
SDI AB Dor B Unsat. 15/07/2007 0.3454 × 20 207.24 – 1.34 0.73 5.5 60.2
SDI AB Dor B Sat. 15/07/2007 5 × 20 2800 – 1.51 0.85 5.3 50.2
ASDI β Pic Unsat. 12/01/2012 2.5 × 100 250 – 1.16 0.88 3.6 53.9
ASDI β Pic Sat. 12/01/2012 5 × 50 3500 27.8 1.12 0.80 4.2 66.9
Notes. “Unsat.” refers to unsaturated exposures and “sat.” stands for observations where the central star was saturated over several pixels to
improve the dynamics. DIT, NDIT, 〈Airmass〉, 〈〉, 〈τ0〉, and 〈Ec〉 refer to the individual integration time, the number of individual exposures, and
the airmass, DIMM seeing, coherence time, and coherence energy at 2.2 μm averaged over the sequence.
2.2. Datasets
To first study the effect of the SDI mode and then that of us-
ing SDI and ADI (ASDI hereafter), we used two datasets: one of
AB Dor B in SDI following the observing strategy of Biller et al.
(2007), that is, four sets at two position angles to mimic ADI
for the saturated and unsaturated observations. However, we fo-
cused on a single position angle to exploit the SDI alone. The
second dataset was taken on β Pictoris in ASDI. Saturated im-
ages were recorded, along with one short set of unsaturated im-
ages to estimate the stellar PSF and serve as photometric calibra-
tor. We chose to integrate during 5 s × 50 individual exposures
into a data cube for the saturated observations. Sky observations
were recorded after the sequence using the same set-ups and ap-
plying an offset of 1.7′′. The observing logs are summarized in
Table 2. The detection limits for both modes are estimated from
these two datasets in the following.
2.3. Reduction procedure
The two datasets were reduced with the IPAG-ADI pipeline
(Lagrange et al. 2010; Chauvin et al. 2012). We developed an
additional module to process the SDI-type data. Each quadrant
was extracted from the raw data, cleaned (flat-field, bad pixel,
sky) and aligned to a common central position, in parallel. The
images I3a and I3b were demagnified to the spatial resolution of
the images I1 or I2 by the ratio of the central wavelengths of
the filters to be considered (1.625/1.600 or 1.625/1.575). The
separation of the speckle and Airy pattern scale linearly with
λ. This step is mandatory to align speckles in each filter at the
same position. Then, the demagnified image (I ′) was scaled in
flux, computed as the ratio (α hereafter) of the total flux in both
images in annuli of between 15 and 50 pixels (linear regime).
This scaling removes the chromatic dependencies of the stellar
flux, the atmospheric and instrument throughputs, and quantum
efficiency. Finally, a simple difference was computed frame per
frame to remove most of the speckle pattern, following
I13b = I1 − αI ′3b,
I23a = I2 − αI ′3a.
We focus on I13b as an example here.
For SDI data alone, the subtracted images were then filtered
out by unsharp-masking to remove low frequencies, and the im-
ages were median combined.
For ASDI data, SDI processing has to be done first because
it benefits from the simultaneity of the speckle realization in
the two channels. Because of differential aberrations between
the two channels, the residual speckles were then suppressed by
ADI processing, which benefits from the rotation of the FoV. To
do this, the mono-λ and SDI-subtracted images were stored in
data cubes together with their parallactic angles. The remaining
stellar halo estimation and subtraction, de-rotation, and stack-
ing were further processed in the standard way of the IPAG-ADI
pipeline. We used several ADI algorithms that differ in the way
the halo is estimated: cADI (Marois et al. 2006), rADI (Marois
et al. 2006), LOCI (Lafrenière et al. 2007), and PCA (Amara &
Quanz 2012; Soummer et al. 2012).
In all cases, we obtained six residual images, one per filter
and two subtracted products.
Finally, we computed the noise as a function of the radius
in each residual image from the standard deviation of all pixel
values in a one-pixel wide annulus3.
While SDI+ provides images in three close narrow-band fil-
ters and thus allows the double difference method (Marois et al.
2000) to further improve the halo subtraction, we here only con-
sidered the simple difference for simplicity. Another reason is
that the SDI mode is offered with only two spectral channels
on NICI and SPHERE/IRDIS (Beuzit et al. 2008). However, the
method presented here can be extended to multispectral data.
The unsaturated exposures were reduced in the same way,
but were stacked without any SDI and/or ADI processing. We
obtained four PSF templates for each quadrant. Zero points (ZP)
were then computed using the peak value of each PSF and
assuming the H-band magnitude of AB Dor (4.84 mag) and
β Pictoris (3.51 mag, we address the error made on the broad-
to-narrow band magnitude of the star in Sect. 3.4). These PSFs
were used for all simulations here.
2.4. Standard derivation of detection performances
Two methods are commonly used in direct imaging to estimate
the sensitivity limits in contrasts and masses.
The first method converts the noise (σ) in ADU into con-
trast after removing the SDI/ASDI photometric bias. In classical
imaging, Eq. (1) is used, while in ADI, the photometric bias is
removed as in Eq. (2),
Δmag = −2.5 log (nσ(r)) + ZP, (1)






with n ∈ R the detection threshold and ψ the flux loss due to the
ADI reduction. The second method consists of injecting scaled
versions of the PSFs (fake planets, FP hereafter) into the data
cubes before the SDI/ASDI steps and reprocessing them as sci-
ence data. Each FP is injected in order to explore the radius,
position-angle, and flux space until it is recovered at a given
threshold above the noise (usually 5σ). The contrast curves are
3 The noise calculation is beyond the scope of this paper. See Mawet
et al. (2014) for details.
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then converted into mass detection limits using evolutionary
models (e.g., Baraffe et al. 2003). However, the interpretation of
contrast curves for SDI observations is not straightforward and
depends on the spectral properties assumed for the detectable
objects.
We here describe a method for converting the noise to mass
without the injecting FPs and reprocessing the data from the be-
ginning. We compared the detection performances derived by
this technique to the method presented in Maire et al. (2014),
who injected FP into the data by exploring a grid of masses (and
therefore predicted flux in each filter) from evolutionary mod-
els. We considered a planet to be detected when its residual peak
value lay above the 5σ threshold, the noise being measured in
the FP-free images as described in the previous section.
As described in Maire et al. (2014), we made use of the at-
mospheric models from Allard et al. (2012) coupled to the evo-
lutionary models of Baraffe et al. (2003) as a mass-luminosity
relationship. We recall that these models have a cutoff at 500 K,
that is, 1 MJup at 10 Myr, and 5 MJup at 200 Myr. The method de-
scribed here can be used with other evolutionary or atmospheric
models.
3. Influences of spectral differential imaging data
reduction
3.1. Qualitative effect of self-subtraction
The spatial demagnification of I3b to align the speckle pat-
tern causes a radial shift of all physical point sources, in-
ward in our case, according to Δr = r(λ3 − λ1)/λ3 (Thatte
et al. 2007). Hence, first, the closer the spectral channels, the
smaller the shift, and second, the farther the signal, the higher
the shift (in absolute value). Thatte et al. (2007) defined the
bifurcation point (rb) as the separation for which the shift is
greater than the PSF full width at half-maximum (FWHM).
The theoretical rb for the couple (I1, I3) is 29λ/D (1.3′′) for a
diffraction-limited PSF with FWHM = 40 mas. We see that rb
will increase for broader PSFs and closer spectral channels (for
observations not in the diffraction-limited regime). In the present
case, FWHM  63 mas and rb = 42λ/D = 1.9′′.
Subtracting I′3b to I1 produces a characteristic radial
negative-positive pattern; the gap between the two lobes in-
creases with the separation. Therefore, an off-axis source will
suffer from self-subtraction that will directly affect its result-
ing signal-to-noise ratio (S/N). In Fig. 3, we simulate the
SDI effect on point sources as a function of the separa-
tion, but also of the flux-ratio F1/F3. We injected the PSFs
in noise-free (void) images at 4, 9, 13, 18, 24, 33, and
42λ/D (0.2, 0.4, 0.6, 0.8, 1.1, 1.5, and 1.9′′, i.e., at rb for the
present PSFs) with a peak flux of 100 ADU in I1 at four con-
sidered position angles. In I3b, the PSFs were scaled to have
F1/F3 = 1 at PA = 0 deg as an example, F1/F3 = 4.3 at
90 deg typical of an mid-T dwarf, F1/F3 = 1.1 at 180 deg
typical of late-L dwarf, and F1/F3 = 0.87 at 270 deg as
2M 0122 b (see Fig. 2). It can be seen that the self-subtraction
can be very significant, about 80–90%, at a separation as large
as rb = 7λ/D (300 mas) and ≥40% below rb = 22λ/D (1′′) in
the general case (see Fig. 6 in Maire et al. 2014 for a detailed
measurement of the self-subtraction in the F1/F3 = 1 case for a
range of measured FWHM). We also see that the residual signal
suffers from some subtraction (20%) even at rb (see also Maire
et al. 2014). Therefore, rb should not be considered as the sep-
aration beyond which SDI does not affect the signal anymore.
The lobes of the SDI pattern still overlap at large separations.
Fig. 3. Effects of SDI processing as a function of the separation and
flux ratio (F1/F3) in noise-free images. Upward residuals have a flux
ratio of 1 as an example; leftward residuals of 4.3, which is typical of
a T7 dwarf; downward residuals have a ratio of 1.1, typical of a mid-L
to early-T dwarf; rightward residuals have a ratio of 0.87, which is like
that of 2M 0122 B. SDI residuals suffer from a strong self-subtraction
(except for a highly methaned companion) and are thus difficult to char-
acterize at small radii, i.e., in the region where the speckle pattern will
be subtracted. The bifurcation point is at 1.9′′ with these PSFs.
The self-subtraction typically becomes negligible (≤1%) beyond
rb = 55λ/D (2.5′′). When there is very little to no flux counter-
part in I3, that is, when F1/F3 higher than 1.5–2 for a T3 and
later, SDI barely affects the signal and thus provides the best
case for a detection. We recall that this behavior depends on the
FWHM of the PSFs used, the self-subtraction being stronger for
more spatially extended PSFs (see Maire et al. 2014). Moreover,
when F1  F3, the way of subtraction (I1 − I3 vs. I3 − I1) be-
comes a major concern in optimizing the residual flux of the sig-
nal. When F1/F3 ≤ 1, that is, for methane-free hot companions,
I3 − I1 has to be preferred to enhance the power of SDI and the
S/N (e.g., Close et al. 2005).
To summarize, SDI processing creates a typical positive-
negative pattern of any point source. Its properties (separation
between the two lobes, relative intensity) depend upon the star-
to-planet separation and the flux ratio. Detecting a planet that
does not exhibit strong methane absorption can therefore be
difficult because of the high flux attenuation, even beyond the
bifurcation radius.
3.2. Effect of the measurement on the self-subtraction
At first glance, the SDI self-subtraction might be thought to only
depend on the geometry of the spatial rescaling and subtraction
process. The differential flux would then be given by the fol-
lowing formulae expressed by Maire et al. (2014), with φ(r) the
geometric flux loss:
FSDI(r) = F1 − αφ(r)F3. (3)
φ would then be equal to 1 at r = 0 and 0 when r → ∞. For
each radius, the planet PSF at a given wavelength is subtracted
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Fig. 4. Left panel: flux measured on the peak of the residual and normalized to the injected F1 as a function of the flux ratio. The legend values
indicate the separation in λ/D (equivalent to 87, 121, 173, 208, 259, 294, 346, 381, 433, 520, 690, and 866 mas). PSFs were reduced independently
in noise-free images. Right panel: relative position between the peak in the residual pattern and the injected PSF. The 0.1 pixel in precision on the
peak measurement leads to an unsmoothed curve.
by a rescaled and shifted version of the PSF of the second
wavelength. φ(r) would then be given by the ratio of the residual-
to-original flux at the planet position.
To test this hypothesis, we estimated φ(r) by measuring the
differential flux FSDI by separately considering i) the interpo-
lated flux at the planet position; ii) the maximum of the positive
lobe of the SDI pattern in the image; or iii) the positive flux
within an aperture centered on the positive lobe of the SDI pat-
tern. The positivity constraint is commonly adopted in ADI pro-
cessing and particularly when we have no a priori knowledge
on the planet position. The same approach is used to derive F1
and F3. We therefore measured FSDI for different separations
and F1/F3.
Each couple of PSFs (for a given separation) was reduced in-
dependently in noise-free images. In Fig. 4, we chose to display
FSDI/F1 vs. F3/F1 so that Eq. (3), assuming α = 1, becomes lin-
ear. φ is therefore the slope that decreases with increasing radius.
Based on this, a straight line as a function of F3/F1 is expected,
starting from one.
As expected, FSDI/F1 so as φ on the pixel of injection de-
crease linearly with decreasing F1/F3 and increasing separation,
respectively. For F1/F3 < 1, FSDI/F1 logically drops to neg-
ative values at short separations. This is illustrated for a posi-
tion of injection of 6λ/D (300 mas) and a different F1/F3 ra-
tio in Fig. 5. We also see that the maximum of the SDI pat-
tern is shifted by a significant fraction of pixels after the SDI
process. The right panel of Fig. 4 displays a detailed measure-
ment of the shift of the peak. This shift can be as high as
0.6–0.8 λ/D (1.7–2 pixels) for non-methaned cases at the closest
separations. But for F1/F3  1, the peak can be shifted by half
a resolution element (about one pixel). As mentioned earlier, the
positivity constraint is commonly used when we have no a pri-
ori knowledge on the planet position. We then considered the
cases where FSDI is either estimated on the true maximum or by
aperture photometry (Rap = 0.75 FWHM4). The result for the
aperture photometry is shown in the first panel of Fig. 4. It ap-
pears that FSDI/F1 differs from a linear function except for highly
methaned cases (F1/F3 > 4, or late-T dwarfs). The simple geo-
metric flux loss hypothesis does not hold anymore because FSDI
now depends on F1/F3 in addition to the separation. This can be
understood by the modification of the SDI pattern with F1/F3 at
4 Varying the size of the aperture has very little impact.
Fig. 5. Radial profiles of residual SDI patterns along the shift direction,
separated by 6λ/D (300 mas) from the center of the image. PSF profiles
are overplotted (dashed and dotted lines). The legend value indicates
F1/F3 (and corresponds to F3/F1 = 0.5, 0.8, 0.9, 1.0, 1.2, and 1.5). All
profiles have been centered on 0 for clarity.
a given separation, particularly the positive lobe (as illustrated in
Fig. 5).
Consequently, the differential flux loss is not geometric when
it is measured on the positive lobe of the SDI pattern. Therefore,
the self-subtraction that is due to SDI strongly depends on the
spectral properties of the companion and cannot be calibrated
in an homogeneous way to unbias the photometry. Equation (3)
thus becomes







3.3. Estimation of spectral differential imaging detection
limits
Biased limits for methaned companions. Equation (4) im-
plies that the noise (in ADU) measured in residual SDI im-
ages cannot be corrected for photometric bias by applying a
simple multiplication factor. Because of that, the noise can-
not be converted into magnitude to obtain a “contrast” curve
without making strong assumptions of the spectral properties of
any companion. Moreover, it cannot be used to assess the best
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Fig. 6. Top left panel: flux measured on the SDI residual maximum as a function of the mass and separation, assuming an age of 500 Myr, a
distance of 15 pc, and H = 4.84 mag. Contours indicate FSDI in (ADU/s). White areas correspond to negative flux. Top right panel: mass map
as a function of the separation and predicted FSDI. Regions where a degeneracy appears are specified with black contours, indicating the number
of solutions. The first (and less massive) solution is plotted here. Cases without solution are plotted in white. Bottom left panel: the same, but
considering the second solution in mass. Bottom right panel: the same, but considering the third solution in mass (see text).
observing strategy or reduction technique in terms of detections
of planets. Comparing the noise between SDI and non-SDI re-
duction products only indicates the efficiency of this technique
in reducing the speckle pattern. The “contrast curves” presented
so far in all but one SDI publication made this direct translation.
They thus assumed that this applies to strongly methaned com-
panions (i.e., SpT of T8 or later). Very deep observations based
on these contrast curves cannot be claimed without explicitly
mentioning this strong hypothesis. It does also not mean that as-
trophysical objects with these contrasts can be detected, since
they might have very different spectral properties. Macintosh
et al. (2014) were the first to date to show multispectral contrast
curves generated with different spectral properties. They consid-
ered the two extreme cases of a non-methaned companion and
a strongly methaned companion. The effect is rather strong, that
is, several ten orders of magnitude in flux, and increases at small
separations, as expected. However, they did not consider the in-
trinsic brightness of such objets with these spectral features to
show whether they are able to detect them or not. Translating
these contrasts into masses is impossible for the same reasons.
Therefore, the detection performances of SDI observations can
be estimated with contrast curves as usual, but under strong hy-
potheses (Macintosh et al. 2014) or by directly incorporating the
physics of the planets (predicted fluxes and mass; Maire et al.
2014; this work).
New approach
We now provide a quantitative way to estimate the detection
sensitivity of SDI-reduced images that overcomes the issue of
estimating φ. This method directly translates the residual noise
into mass without intensively injecting FPs into the full reduc-
tion process. The main idea is to limit the injection to explore a
grid of separations and physical properties (mass and tempera-
ture) from models to create specific SDI patterns. The proposed
approach is adapted for the determination of global detection
limits of SDI surveys, but is not appropriate for a fine local anal-
ysis that would deserve a complete injection. We describe the
different steps below.
The input parameters or data are, as for any injection,
1. an evolutionary model with the magnitude in each filter for a
corresponding mass at the age of the star;
2. a zero point in each filter;
3. a PSF in each filter;
4. the spatial rescaling factor (the wavelength ratio) and flux
normalization factor (α taken as the mean over the sequence)
used in the SDI science reduction;
5. a photometric measurement method to be kept throughout
the process, maximum or aperture photometry.
The steps can be sorted as
1. generating a (mass and flux) table for each filter;
2. generating a template SDI-reduced PSF for the entire
separation-mass parameter space;
3. for each position in the grid, measuring the residual flux on
the positive part of the signal; an FSDI(r,mass) map in ADU,
called hereafter conversion map (Fig. 6, top left panel), is
thus created;
4. expressing the FSDI(r,mass) conversion map into a
mass(r,FSDI) map in MJup ;
5. computing the radial profile of the noise in the residual
science image;
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Fig. 7. Left panel: residual radial noise in SDI and single-band images of AB Dor. Right panel: the same as the top right-hand panel of Fig. 6,
but at 70 Myr. Five times the radial noise in the SDI residual image of AB Dor is overplotted in white and does not come across the degenerated
region.
6. converting the noise into mass using the mass(r, FSDI) map
to obtain the final sensitivity curve.
The conversion map is therefore only computed once for a
given observing setup and estimation methods for the parameters
of the SDI processing. On a standard laptop with a 2.6 Ghz
dual-core processor, generating a map with 100 mass elements
and 100 separation elements (in pixels, corresponding here to
more than 1.5′′, beyond which SDI does not improve the perfor-
mances for these data) takes five minutes, whereas the full fake-
planet injection process requires several hours. The key point of
this method is that the science data can be reduced independently
to optimize the noise minimization without affecting the map.
Figure 6 displays a conversion map for a star at 15 pc,
500 Myr, and H = 4.84 mag built using the steps introduced
above. FSDI is expressed as a function of the mass and sepa-
ration in the top left panel. The mass limit does not go below
7 MJup as a result of the model5, and the separation has been
limited beyond 2λ/D (80 mas) because the result is meaningless
closer in. As expected, FSDI globally increases with increasing
mass and separation. However, in this case, FSDI changes behav-
ior in a region below 5λ/D (200 mas) and [20, 70] MJup . As ex-
tensively discussed in Maire et al. (2014), different (F1,F3) can
give the same FSDI. In other words, a given FSDI can be degen-
erated in mass. In the three remaining panels of Fig. 6, we plot
the mass solution as a function of the radius and FSDI. While
white areas correspond to a lack of solutions, regions where a
degeneracy exists are highlighted by the contours, indicating the
number of solutions, from 1 to 3 in this case. Other solutions
are usually very massive and can be detected through single-
band imaging. Combining SDI and classical imaging may help
to break the degeneracy, as discussed in Maire et al. (2014).
Application to AB Dor
To test this approach, we reduced and analyzed the data of
AB Dor. We measured the noise in I1, I3b, and I13b and translated
it directly into masses. The left panel of Fig. 7 shows the resid-
ual radial noise in the three images. It is clear that SDI process-
ing removes more noise than single-band imaging. We also built
the conversion map from AB Dor’s parameters (15 pc, 70 Myr,
5 New generations of evolutionary models reaching lower tempera-
tures (Teff < 500 K) at low surface gravities will enable considering
lower masses.
H = 4.84 mag, right panel in Fig. 7, for the less-massive so-
lution). We overplotted the noise measured in I13b to show the
direct conversion of ADU into mass. The residuals do not cross
the degenerated region. The conversion of the noise with the cal-
ibration results in the detection limits of these observations ex-
pressed in mass (“analytic”, solid lines, Fig. 8). The noise in I1
and I3b was converted into contrast with Eqs. (1) and then into
mass. To assess whether this method works and is robust, we
computed the detection limits with injected FPs at five differ-
ent position angles until they reached the S/N threshold. We az-
imuthally averaged the S/N curve to obtain the radial sensitivity
profile and took the standard deviation over the position angle to
estimate an error (“FP”, dashed lines and shaded area, Fig. 8).
The two methods agree very well, showing that the conversion
map can be used to derive SDI detection limits while signifi-
cantly reducing the CPU time. The SDI and 1.575 μm curves
converge toward large separations and low masses because the
SDI photometric bias is highly reduced to finally only obtain F1
(φ → 0, Eq. (3)). The sensitivity of I1 is better than the one
of I3 at large radii because F1 is slightly greater than F3 for
low-mass objects. To demonstrate that SDI processing plays a
key role in the detection performance, we overplotted the limit
curve by converting the SDI noise into mass assuming no flux
in F3, that is, a T8 SpT for any companion with the associated
mass. The error was found to be significant (several tens of mag-
nitudes) at small radii. However, small separations are the re-
gions of interest for using SDI, but these are the regions with the
highest self-subtraction.
Possible degeneracy between differential flux and mass
To illustrate the degeneracy issue for the sensitivity derivation,
we considered the same case as before, but we artificially re-
duced the noise measured in the SDI residual map by a factor
of a hundred. The noise now reaches the degeneracy region in
the conversion map (see Fig. 9, left panel). At large separation,
the noise enters a region that reaches the limit of the model. We
therefore set the corresponding mass to the lowest mass reached
at the transition point. The corresponding sensitivity curve is
shown in the right panel of Fig. 9. Out of the vertical dashed lines
at 3 and 4λ/D (121 and 173 mas respectively), only one solution
in mass exists for the noise; the observations are therefore sensi-
tive to planets with higher masses than the limit (blue curve). In
between, first three, then two solutions coexist for the same noise
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Fig. 8. Detection limits on AB Dor at 1.575 μm (orange), 1.625 μm (red)
in the top panel and in SDI (blue) in the bottom panel as a function
of the separation. The solid lines (analytic) were estimated from a di-
rect conversion of five times the noise into mass with the conversion
map for SDI or with standard contrast conversion for single-band im-
ages. The limits were also estimated by injecting FP according to the
predictions of the model, processed independently, until S/N = 5 was
reached (“FP”, dashed lines), with a 1σ dispersion over five position
angles (shaded area). The direct conversion from noise to contrast and
mass without taking the SDI photometric bias into account, i.e., assum-
ing a T8 SpT, is overplotted (“CH4”, triple-dotted dashed line).
level; the SDI residual map can only reveal one of these three
solutions for a corresponding separation and not other values.
That is to say, in this region, the dots do not represent the mini-
mum mass, but the exact solutions. As mentioned in Maire et al.
(2014), the degeneracy can be overcome thanks to single-band
observations that might exclude the more massive solutions.
Additional use: sensitivity forecast of planned observations
The conversion map can also be used to predict the mass sen-
sitivity of planned observations. On the one hand, the conver-
sion map at the age of the target can be generated following the
previous procedure based on one and only one dataset (commis-
sioning for instance, reference dataset hereafter). On the other
hand, the expected noise profile of the observations can be gen-
erated with an exposure-time calculator based on the magnitude
of the target and the observing setups (target coordinates, target
SpT, exposure time, observing mode, etc.). The simulated noise
profile can therefore be translated into masses thanks to the con-
version map. However, one has to keep in mind the hypotheses
behind this use of the conversion map. It assumes that the input
parameters to build the conversion map (PSFs, α, zero points)
from the reference dataset are close to those of the forecast
observations. In summary, the predicted sensitivity of future ob-
servations can be estimated from the conversion map.
Summary of the estimation of SDI detection limits
We showed that computing detection limits for SDI-reduced data
using standard single-band methods strongly biases the results
for methaned companions. Expressing them in terms of con-
trast must be associated to the knowledge of the spectral prop-
erties of the companions. Therefore, they cannot be compared
on average with other observing techniques. To derive proper
detection limits, they need to be directly expressed in masses
since the SDI self-subtraction cannot be calibrated. For this pur-
pose, the injection of artificial sources cannot be avoided, but
we here proposed a method that significantly limits the com-
puting cost. We proposed to estimate the residual SDI flux for
each mass and each separation independently of the science re-
duction. Assuming an evolutionary model, the PSFs in both fil-
ters, the mean flux normalization factor, and a photometry met-
ric based on the positive signal, the conversion map FSDI(r,
mass) can be produced in ADU/s. This map is used to trans-
late the residual noise of the science data into sensitivity limits.
We showed that this method works well compared to a massive
injection of artificial sources into the data and that the standard
contrast-to-mass technique differs from it. Finally, assuming that
the flux normalization factor does not dramatically change from
one observation to another, this map can be directly used to pre-
dict the sensitivity regime of SDI observations to be carried out.
3.4. Biases on the astrometry and photometry of a point
source
If point source is only detected in SDI residual maps and not
in single-band images, it has to be characterized with caution.
Because of the nature of the SDI pattern, its position cannot
be measured by fitting a 2D function on the residual map. As
we illustrated in Fig. 4, the peak shifts with respect to the true
position as a function of both the separation and the flux ra-
tio. Moreover, because of the steep profile of the SDI pattern
along the direction of the magnification, the function to be fit-
ted might be shifted even more. Therefore, the fitted position
will be uncorrected. The astrometry and photometry of any point
source therefore have to be estimated using the injection of arti-
ficial sources as described in several papers (Marois et al. 2006;
Lagrange et al. 2010; Bonnefoy et al. 2011; Chauvin et al. 2012).
However, since (F1,F3) can result in the same FSDI, the charac-
terization has to be made by exploring the mass and its associ-
ated flux value in each spectral channel given by the evolutionary
model. The flux and derived astrometry will therefore be model
dependent.
As mentioned earlier, the fluxes of the primary star in the
SDI filters are necessary to derive the photometry of the observa-
tions and convert predictions from models into observables (zero
points). No value for any star is available in the literature for
SDI magnitudes. It is usually assumed that stellar spectra have
very little chromatic variation so that the SDI magnitude can be
considered identical to the broad H-band magnitude. However,
the precision of the photometry of any object also depends on the
accuracy of the magnitude of the primary. These considerations
have already been taken into account, but only for a specific case
(e.g., Janson et al. 2013) or limited to late-M dwarfs (Biller et al.
2007).
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Fig. 9. Left panel: same as the bottom right panel of Fig. 8, but with the noise level artificially improved by a hundred to come across the
degenerated region. Right panel: corresponding SDI sensitivity limit that gives the minimum detectable map. In between the vertical dashed lines,
the noise-to-mass function is degenerated with three possible solutions, plotted with the circles.
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Fig. 10. Same as Fig. 1, but with typical spectra of class V stars from
Ranade et al. (2004) at R  500. We also show prominent absorption
features at play in the NaCo SDI+ filters such as the HI Brackett series
for early-type stars and other elements for late-type stars. OBA spectra
are taken from the library of Pickles (1998) at a resolution of 500 with
a sampling of 5 Å, while FGKM spectra come from the IRTF/Spex
library of Cushing et al. (2005), with an original resolution of 2000,
but degraded to 500. A model spectrum of Vega is overplotted with
a dashed line (Colina et al. 1996) and the 2MASS H-band relative
spectral response curve from Cohen et al. (2003).
In Fig. 10, we plot the H-band spectra of class V OBA stars
from (Pickles 1998, R  500, sampling of 5 Å)6, FGKM stars
from (Cushing et al. 2005, R  2000) and Vega (Colina et al.
1996), but interpolated over the same grid and degraded to the
same resolution as the OBA spectra, and SDI+ transmission
curves as for Fig. 1 and the 2MASS H-band relative spectral
response (RSR) from Cohen et al. (2003). Atomic or molecular
lines of interest are also displayed. While the H-band spectra of
O stars are featureless, those of BA stars are dominated by the
strong neutral hydrogen absorption lines of the Brackett series
with a maximum depth for mid-A stars. The Brackett series still
dominates the spectra of F stars, but to a lower level than for
A stars. Lines of neutral metal species (e.g., Mg I, and Si I) are
negligible for AF stars. They become dominant for G stars and
significant for K and early-M stars with the Mg I at 1.58 μm.
A bump due to the H− opacity minimum around 1.6 μm (and
H2O absorption) significantly increases from K to late-M stars
6 FGK spectra from the Pickles library were either incomplete in the
H-band or had bizarre features.
Table 3. H-band to SDI narrow-band magnitude corrections for dwarf
stars using the Pickles and IRTF spectral libraries.
SpT Δm1.575 μm (mag) Δm1.600 μm (mag) Δm1.625 μm (mag)
O5V 0.0294 0.0355 0.0004
B3V 0.0277 0.01583 –0.0119
A3V –0.0007 0.0005 –0.0158
F5V –0.0108 0.0057 0.0012
G5V –0.0119 0.0007 –0.0009
K5V –0.0622 –0.0232 –0.0012
M5V –0.0743 –0.0220 –0.0078
(Rayner et al. 2009). H-band M-type spectra are dominated by
numerous but weak FeH absorption features. As a consequence
of the lines and continuum shape, corrections to the broadband
magnitude might be non-negligible.
We computed the offset between the H-band magnitude
(2MASS RSR, TH, Cordelli et al. 1995) and the SDI narrowband
magnitudes as a function of the SpT following Eq. (5), with an
absolute flux-calibrated modeled-spectrum of Vega ( f vegaλ ),
mH − mSDIi = −2.5 ∗ log
( ∫













Table 3 lists the results as a function of the SpT. First, Δm1.575 μm
and Δm1.600 μm are on the order of 10−2−10−3, while Δm1.625 μm
remains at the 10−3 level. For a given SpT, Δm1.575 μm is always
higher in absolute value than the two others, as expected because
of deep lines or red continuum. Variations are on the order of one
magnitude within a SpT. Second, Δm1.575 μm and Δm1.600 μm de-
crease from O (positive) to M (negative) stars, while Δm1.625 μm
remains nearly constant. The positive-negative transition occurs
at the AF transition for Δm1.575 μm and for early-G stars for
Δm1.600 μm. Input spectra of the GIRT library (Gupta et al. 2005)
give similar results.
While these corrections are one to two orders of magni-
tude below the current photometric accuracy, they might become
mandatory to prevent systematics for narrowband observations
with the new generation of planet imagers.
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Fig. 11. Same as Fig. 3 with cADI processing in addition to SDI.
4. Influences of angular and spectral differential
imaging
4.1. Structure of a point source reduced with angular
and spectral differential imaging
The effect of any ADI algorithm is to subtract azimuthally offset
copies of a point source, the effect of the subtraction depending
on the algorithm and associated parameters, the field rotation,
and the separation. The subtraction produces the typical nega-
tive sidelobes on both sides of the final processed point-source.
These lobes might partially overlap the central point source and
thus bias its photometry. They might also not be symmetrical
when the observing sequence is not centered on the meridian
time and/or little jitter is still present in the data. For ADI data,
the self-subtraction can be calibrated by injecting artificial point
sources with flat spectra into the data since the flux loss does
not depend on an object’s spectrum. However, when applying
SDI and ADI to reduce data, it becomes more complex. Because
of the SDI two-lobe radial pattern, ADI creates additional side-
lobes. The flux distributed into the sidelobes now also depends
on the spectral properties of any point source.
We display in Fig. 11 the SDI map of Fig. 3 processed using
the cADI algorithm to illustrate this effect. Other algorithms are
discussed afterward. For F1  F3, the ASDI pattern is similar
to the ADI one at short separation, but farther away, the nega-
tive counterpart of SDI becomes visible and positive sidelobes
appear. For F1  F3, the positive sidelobes are as bright as
the negative ones. Finally, for F1  F3 (west side), because
of the strong negative SDI lobe, the positive sidelobes becomes
brighter than the core of the PSF at very short separations.
By construction, cADI produces highly diluted azimuthal
sidelobes. However, other ADI algorithms produce brighter (in
absolute values) sidelobes because the best reference frames
tend to be close in time to the target frame and thus have lit-
tle relative field rotation. We show in Fig. 12 an ASDI pattern
with F1/F3 = 1.1 at 9λ/D (400 mas) from the center, reduced in
noise-free data cubes with rADI, LOCI (coefficients computed
Fig. 12. ASDI reduced images using different ADI algorithms for a
point source at 400 mas (23 px) in the original images with F1/F3 = 1.1.
The LOCI coefficients derived to minimize the noise in the science data
cube were applied on the noise-free image with the artificial source.
For the PCA reduction, the artificial source was injected into the sci-
ence data cube. All images have been normalized to their peak value.
The scaling made use of the bytscl IDL function and is identical in
the panels.
to minimize the noise in β Pic data and applied to the noise-free
cube), and in science data cubes with PCA. It clearly shows that
the positive sidelobes can be very bright, their positions being
set by the separation criteria (1 FWHM here). We refer to the
Appendix to for details on the effect of distance and flux ratio
for different ADI algorithms.
The point source pattern after SDI and ADI processing there-
fore becomes very complicated, except for a highly methaned
companion. In addition to the two lobes that are due to SDI, ADI
induces four sidelobes, two of them being positive depending of
the flux ratio of the initial point-source. The positions of these
lobes are driven by the reduction parameters and the separation
of the source. It is clear that these lobes might bias the photom-
etry of the original point source, and we address this issue in the
next section.
4.2. Coupling the self-subtraction calibration of spectral
and angular differential imaging processing
The key question we wish to address in this section is whether
we can decouple the ADI self-subtraction from that of the SDI.
The ADI self-subtraction is usually estimated as the flux ra-
tio of an artificial point source injected into the data to its flux
measured in ADI-reduced images (either obtained on the peak
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Fig. 13. Top panel: photometric bias due to cADI processing on SDI-
reduced FPs as a function of F1/F3. The legend values indicate the
separation in mas and correspond to about 4, 8, 13, 17, 21, 26, 30, 34,
and 38 λ/D. PSFs were reduced independently in noise-free images.
Bottom panel: relative error of the bias measured on SDI-reduced FPs
and non-SDI FPs as a function of separation for different measurement
methods (color) for F1/F3 = 1.1.
value or by aperture photometry). For ASDI, if the aperture is
too large, it will take part of the positive flux of the sidelobes
into account and thus only bias the calibration of the ADI effect.
We tested whether the ADI flux-loss calibration is equivalent
on SDI and non-SDI reduced point sources. We injected artificial
point sources at different separations for different flux ratios, one
by one, as for Fig. 4, and reduced them with and without SDI and
different ADI algorithms. We measured the resulting flux on the
maximum in an aperture of 1 FWHM in radius and by aperture
photometry with diameter of 0.75, 1, 1.25, and 1.5 FWHM. In
each case, we compared this residual flux to the one measured
on I1 and I13b.
Figure 13 displays the results for the cADI algorithm for a
first example. In the top panel, we consider the measurement on
the maximum. We first note that the photometric bias is not con-
stant with F1/F3, regardless of the separation for the considered
range. It is only constant beyond F1/F3 = 1. It also decreases
with the separation, as expected for cADI. Negative values mean
that some flux was injected into the peak up to a higher level
than F1. This behavior occurred during the cADI processing and
came from the positive sidelobes, due to the SDI pattern, which
contaminated it. The lower F1/F3, the higher the flux in the pos-
itive sidelobes, and therefore the lower the effect of ADI self-
subtraction. In the bottom panel of Fig. 13, the relative difference
of the ADI self-subtraction between the SDI and non-SDI pat-
tern is shown as a function of the separation for different mea-
surement methods, with F1/F3 = 1.1. Depending on the size of
the aperture, the error can be as high as 15% for this flux ratio.
The wider the aperture, the higher the error.
For rADI, Nδ is the parameter that directly controls the over-
lap of the sidelobes on the central lobe, regardless of the radius.
It has to be large enough to avoid contamination. We tested pa-
rameters from 0.5 to 1.5 FWHM and measured the photometric
bias with the same aperture photometry as for cADI. The bias
remains below 10% as long as Nδ > 1.25 FWHM and the diam-
eter of the aperture is smaller than 1 FWHM. This limitation has
the cost of a high inner working angle, beyond 7λ/D (350 mas)
in our case with the present rotation.
Therefore, the photometric biases of SDI and ADI in an
ASDI reduction processing can be decoupled following some
restrictions. To minimize the influence of the positive sidelobes
resulting from the ADI after SDI processing, regardless of the
separation, simple algorithms such as cADI and sADI have to
be excluded. Moreover, the separation criterion has to be higher
than 1.25 FWHM. Finally, the aperture photometry used to mea-
sure the ADI self-subtraction has to be smaller than 1 FWHM in
diameter to exclude any contamination by the sidelobes.
4.3. Estimation of detection limits
As for the SDI observations of AB Dor, we intend to demon-
strate that our method also applies to ASDI data. With the
β Pic dataset, we compared the detection limits after SDI and
rADI reduction steps, computed by injecting artificial sources
and by the technique introduced in this work. We tested this
with Nδ = 1.25 FWHM. A conversion map was built accord-
ing to the properties of β Pic with the two PSFs of interest. The
self-subtraction due to rADI was calibrated on the peak value.
The noise measured in the rADI residual map was corrected
for the ADI flux loss and overplotted on the conversion map in
Fig. 14. The conversion from ADU to mass was then made to
obtain the sensitivity limits shown in Fig. 14 together with the
curves from the FP injection. As for SDI, our method gives the
same results as for the FP injection.
5. Discussion and concluding remarks
The effects of SDI and ASDI have been discussed in the con-
text of the search for exoplanets and derivation of sensitivity
limits to constrain their presence around young stars. The per-
formance of this technique depends upon two parameters: the
separation and the flux ratio of the companion between the two
spectral channels. The ADI observing technique takes advantage
of the rotation of the FoV with respect to the pupil to freeze the
quasi-static speckle pattern over time, while an off-axis compan-
ion will rotate. At very short separations, the FoV rotation is
usually not high enough to prevent a significant companion self-
subtraction. The SDI technique can therefore be used before this
to suppress the quasi-static speckle pattern taken simultaneously
in two channels. SDI will be especially efficient at small separa-
tions for a highly methaned companion when little flux is present
in the reference channel. However, differential aberrations might
prevent a high-level speckle removal, and a following use of ADI
might help to further subtract them.
This analysis clearly demonstrated that an ASDI-reduced
point source can exhibit a peculiar six-lobe pattern that is not
straightforward to predict. Moreover, in NaCo data, it is not
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Fig. 14. Left panel: same as Fig. 7, but for β Pictoris with the SDI+rADI algorithm with Nδ = 1.25 FWHM. The rADI photometric bias has
been computed on the residual peak value after ADI processing and without SDI reduction. Right panel: same as Fig. 8 for β Pictoris after
ASDI processing.
guaranteed that ASDI is more efficient than ADI in detecting
point sources. Indeed, differential aberrations between the two
channels limit the speckle subtraction, and non-methaned ob-
jects suffer from high self-subtraction at short separations, which
highly reduces their S/N (Maire et al. 2014). In contrast to ADI,
the SDI self-subtraction is a physical quantity that can easily
be incorrectly estimated. Because of simultaneous effects of the
separation and flux ratio, it cannot be geometrically calibrated.
The reason for this effect is the shift of the overall positive
profile as well as the peak value. Therefore, the SDI geomet-
ric calibration for the self-subtraction cannot be applied as a
correction factor to residual noise; this noise profile thus can-
not be expressed in detection limits in terms of contrast and/or
masses without significant bias. This observing strategy implies
that these limits are model dependent.
SDI/ASDI detection performances must be computed by tak-
ing the specific and nonlinear SDI effects into account. As an
alternative to the time-consuming injection of artificial point
sources to explore a given evolutionary model until a detection
threshold is reached, we here provided a method for calibrating
the expected flux (positive) after SDI reduction and for translat-
ing the noise into masses. However, flux contamination by side-
lobes needs to be prevented for the method to be valid, and to
ensure this, the ADI reduction must be made using radial algo-
rithms such as rADI or LOCI, with a separation criterion larger
than 1.25 FWHM, which comes at the cost of reducing the inner
working angle. 2D maps can be computed, while the injection
of artificial sources is often limited to few PAs to save com-
puting time. Finally, with NaCo data, these considerations can
be limited to below one arcsecond since SDI and single-band
observations reach the same sensitivity at this separation.
One of the focal instruments of SPHERE, IRDIS (Dohlen
et al. 2008), will make use of a dual-band imaging mode (DBI)
for SDI purposes using a variety of filter pairs from Y to K-band.
The method we described here is straightforwardly applicable to
derive its detection performances.
The conversion map computation can be generalized. The
double difference proposed by Marois et al. (2000) to addi-
tionally suppress the speckle halo creates a negative-positive-
negative SDI pattern that also depends on the flux ratio of the
three spectral channels and the separation. The same method
and reduction parameters can be used to estimate the detection
performances using this reduction strategy. Moreover, with inte-
gral field units (IFU) being generalized to high-contrast ground-
based AO fed-instruments (Beuzit et al. 2008; Macintosh
et al. 2008), our method can be extended to multiwavelength
techniques and the spectral deconvolution method (Sparks &
Ford 2002; Thatte et al. 2007). Care must be taken at this point
to compute the zero points if a 10−2 level in accuracy on the
magnitude of any point source is expected to be reached.
The proposed method can be improved by using the side-
lobes. Our choice was to focus on the central and positive part
of the ASDI pattern, as is done for ADI. However, these side-
lobes are additional parts of the signal that help the human eye to
identify an astrophysical point source from a speckle. Therefore,
the S/N might be higher and imply better sensitivity. Moreover,
these lobes hold flux information of the point source to which
they belong and might be brighter than the central part in some
cases. They are implicitly used in characterizing point sources
by standard techniques for ADI, but can help to improve the
constraints on the presence of giant planets on wide orbits in
the detection limits.
Finally, the solution to improving the sensitivity at very small
angle might be to restore the use of RDI. With the higher stability
of the new generation of planet imagers, RDI might help to re-
move the speckle pattern in this region with a higher efficiency
than ADI or SDI. Moreover, this technique does not affect the
signature of an off-axis companion, which is the limiting effect
of the other differential techniques. Therefore, computing the de-
tection limits with RDI in this technique is very straightforward
and does not require any injection of an artificial point source. If
the efficiency of RDI is proved with GPI/SPHERE with respect
to ADI/ASDI at short separation, it might become a standard
observation mode for probing the innermost part of planetary
systems by direct imaging.
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Appendix A: Properties of young substellar objects
We report in Table A.1 the properties of the young substellar objects used in Fig. 1.
Table A.1. Physical and atmospheric parameters of the young planetary-mass objects and companions used to investigate the depth of the 1.62 μm
methane absorption band.
Name Distance Age Separation Mass Teff SpT CH4 index Ref.
(pc) (Myr) (au) (MJup) (K)
GJ 504 b 17.56 ± 0.08 160350−60 43.5 4+4.5−1. 510+30−20 T – 1, 2
AB Pic b 45.5+1.8−1.7 30 248 ± 10 13 − 14 1800+100−200 L0 ± 1 0.94 3, 4, 5
1RXS J1609-2105 b 145 ± 20 5 330 8+4−2 1800 ± 200 L4+1−2 0.88 6
2M 1207 b 52.4 ± 1.1 8 40.8 ± 0.9 8+2−2 1600 ± 100 M8 − L5 0.89 7, 8, 9
HN Peg B 18.4 ± 0.3 300 ± 200 795 ± 15 21 ± 9 1130 ± 70 T2.5 ± 0.5 1.09 10
HR 8799 b 39.4 ± 1.1 30 69.1 ± 0.2 7+4−3 1100 ± 100 T1+1−5 0.77 11, 12
2M 0122 b 36 ± 4 120 52 ± 6 12–14 1400 ± 100 L4 − L6 0.87 13
Gu Psc b 48 ± 5 100 2000 ± 200 9–13 1050 ± 50 T3.5 ± 1 2.61 14
PSO J318.5-22 24.6 ± 1.4 21 – 6.5+1.3−1 1160+30−40 L7 ± 1 0.88 15
WISE 174102.78-464225 10–30 10–100 – 4–21 1450 ± 100 L7 ± 2 0.85 16
CFBDSIR 2149-0403 35–50 120 – 4–7 700 T7 − T7.5 5.45 17
Notes. Separations is given in projection unless the inclination of the system is known. The mass from HR 8799 b is based on spectrophotometry
to be consistent with other works. Mass based on dynamical stability is always lower. The separation of HR 8799 b is the one derived from the
latest orbital fit. We adopted the lowest solution in mass for 2M0122 b, but there is another solution at 23–27 MJup. The typical uncertainty on the
CH4 index is 10%.
References. (1) Kuzuhara et al. (2013); (2) Janson et al. (2013); (3) Chauvin et al. (2005); (4) Bonnefoy et al. (2010); (5) Bonnefoy et al. (2014);
(6) Lafrenière et al. (2010); (7) Ducourant et al. (2008); (8) Chauvin et al. (2004); (9) Patience et al. (2010); (10) Luhman et al. (2007); (11) Marois
et al. (2008); (12) Barman et al. (2011); (13) Bowler et al. (2013); (14) Naud et al. (2014); (15) Liu et al. (2013); (16) Schneider et al. (2014);
(17) Delorme et al. (2013).
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Appendix B: ASDI patterns using other ADI algorithms
We display in Fig. B.1 the ADI-reduced version of Fig. 3 with the sADI, rADI, PCA, and LOCI algorithms.
Fig. B.1. Same as Fig. 11 with sADI (top left panel), rADI (top right panel), LOCI (bottom left panel), and PCA (bottom right panel) processing.
The same parameters were used as in Fig. 12. The scaling made use of the bytscl IDL function and is identical in the panels.
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