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Abstract:
Although ferromagnets are found in all kinds of technological appli-
cations, their natural occurrence is rather unusual because only few sub-
stances are known to be intrinsically ferromagnetic at room temperature.
In the past twenty years, a plethora of new artificial ferromagnetic materi-
als has been found by introducing defects into non-magnetic host materials.
In contrast to the intrinsic ferromagnetic materials, they offer an outstand-
ing degree of material engineering freedom, provided one finds a type of
defect to functionalize every possible host material to add magnetism to
its intrinsic properties. Still, some controversial questions remain: What
are the mechanisms behind these ferromagnetic materials? Why are their
magnetization values reported in the literature so low? Are these materials
really technologically relevant ferromagnets?
In this work, we aim to provide a systematic investigation of the phe-
nomenon. We propose a universal scheme for the computational discovery
of new artificial functional magnetic materials, which is guided by experi-
mental constraints and based on first principles. The obtained predictions
explain very well the experimental data found in the literature. The poten-
tial of the method is further demonstrated by the experimental realization
of a truly 2D ferromagnetic phase at room temperature, created in nomi-
nally non-magnetic TiO2 films by ion irradiation, which follows a charac-
teristic 2D magnetic percolation transition and exhibits a tunable magnetic
anisotropy.
Furthermore, the technological relevance of these artificial ferromag-
netic materials, which comes to shine when one combines the engineered
magnetic with some of the intrinsic properties of the host material, is demon-
strated by creating a spin filter device in a ZnO host that generates highly
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Referat:
Obwohl Ferromagnete in allen möglichen technischen Anwendungen
zu finden sind, ist ihr natürliches Vorkommen eher ungewöhnlich, da nur
wenige Stoffe bekannt sind, die bei Raumtemperatur intrinsisch ferroma-
gnetisch sind. In den letzten zwanzig Jahren wurde eine Fülle neuer künst-
licher ferromagnetischer Materialien durch das Einbringen von Defekten
in nichtmagnetische Wirtsmaterialien entdeckt. Im Gegensatz zu den int-
rinsischen ferromagnetischen Materialien bieten sie einen herausragenden
Grad an materialtechnischer Freiheit, vorausgesetzt man findet zu jedem
möglichen Wirtsmaterial einen passenden Typus von Defekten, um dessen
intrinsische Eigenschaften um Magnetismus zu ergänzen. Dennoch bleiben
einige kontroverse Fragen bislang unbeantwortet: Welche Mechanismen
stehen hinter diesen ferromagnetischen Materialien? Warum werden ihre
Magnetisierungswerte in der Literatur meist so niedrig angegeben? Sind
diese Materialien wirklich technologisch relevante Ferromagneten?
In dieser Arbeit wollen wir eine systematische Untersuchung des Phä-
nomens durchführen. Wir schlagen ein universelles ab-initio Protokoll für
die computergestützte Entdeckung von neuen künstlichen funktionalen ma-
gnetischen Materialien vor, das sich an experimentellen Bedingungen ori-
entiert. Die erhaltenen Vorhersagen erklären die in der Literatur gefun-
denen experimentellen Daten sehr gut. Wir demonstrieren die Wirksam-
keit der Methode durch die experimentelle Realisierung einer echten 2D-
ferromagnetischen Phase bei Raumtemperatur, die in nominell nicht-ma-
gnetischen TiO2-Filmen durch Ionenbestrahlung erzeugt wird. Die so ent-
stehende ferromagnetische Phase folgt einem charakteristischen zweidimen-
sionalen magnetischen Perkolationsprozess und weist eine steuerbare ma-
gnetische Anisotropie auf.
Weiterhin wird die technologische Relevanz dieser künstlichen ferro-
magnetischen Materialien gezeigt, welche besonders zum Vorschein kommt,
wenn man die künstlichen magnetischen mit einigen der intrinsischen Ei-
genschaften des Wirtsmaterials kombiniert, und zwar indem ein Spin-Filter
Element auf Basis eines ZnO-Wirts gebaut wird, das selbst bei Raumtem-
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2 Chapter 1. Introduction
Magnetic materials play a major role in many spintronic and other tech-
nological applications [1], such as magnetic storage [2], logic devices [3],
magnetic field sensors, and magnetic random access memory [4–6]. Mate-
rials with strong intrinsic ferromagnetic (FM) order above room tempera-
ture, such as the transition metals Fe, Ni or Co and their alloys, are rather
unusual among the magnetic materials known today and there is still the
need for new functional materials with magnetic order above room temper-
ature. In the past two decades, a method of creating artificial ferromagnetic
materials has emerged and a multitude of so-called defect-induced ferro-
magnets was reported [7–9].
Since the first prediction of an artificial ferromagnetic material with
transition temperature above 300 K, based on Mn-doped ZnO appeared
twenty years ago [10], the field has substantially evolved. First, it was re-
alized that doping with magnetic impurities, such as Mn, was not at all
necessary in order to induce a robust FM order in the non-magnetic host
matrix, rather all kinds of lattice defects were at the origin of the measured
magnetic signals [11–14]. This realization promised great possibilities to
construct new functional magnetic materials, as any non-magnetic material
could potentially host a certain kind of defect, turning it into an artificial fer-
romagnet. The hunt was on and the result was a plethora of reports rang-
ing from oxide, nitride, carbon-based, 2D van der Waals and many more
materials showing signals of ferromagnetism upon introducing all kinds
of nominally non-magnetic defects [7–9]. One of the most promising and
versatile methods for introducing these defects is the irradiation with non-
magnetic ions [15], owing to the availability of ion sources ranging over the
whole periodic table and energies from a few eV to hundreds of MeV.
Although many experiments were accompanied by theoretical studies,
such as electronic structure calculations based on Density Functional The-
ory (DFT), the search was mostly guided by blind trial and error and a
brute force approach. It is therefore not very surprising that most of the
reported materials only showed very tiny magnetic signals, which soon led
to debates about the nature of the effect [16, 17] and raised the question of
whether this route could eventually lead to a robust magnetic order above
room temperature, comparable with intrinsic ferromagnets. Furthermore,
the measurement of the magnetization of such artificial ferromagnetic sam-
ples turns out to be quite difficult due to the inherent uncertainty of the
magnetic volume, leading to largely underestimated values in the litera-
ture. Considering the enormous amount of host material candidates and
lattice defects, a more systematic search method and better selection crite-
ria are highly needed.
On the experimental side, an enormous amount of research effort has
been dedicated to finding new artificial ferromagnets, understanding the
origin of and improving the measurement sensitivity of their mostly tiny
magnetic signals. The seminal paper by Dietl et al. [10] alone has almost
7000 citations and is still referred to on a regular basis today. Most of these
experimental reports show magnetization loops, usually measured using
SQUID magnetometry, appearing in various samples upon changing the
growth conditions, such as background gas pressure during oxide thin film
growth [12] or doping with non-magnetic elements [18–24], post-growth
annealing [25] or particle irradiation [15, 26–31]. Relating the emerging arti-
ficial ferromagnetic phase and its evolution to the creation of certain defects
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remains quite difficult. Element specific methods such as X-ray magnetic
circular dichroism (XMCD) have proven very useful to identify potential
defect candidates experimentally [16, 32–35]. But systematic investigations
of the emerging ferromagnetic phase and its evolution depending on the
actual defect concentrations in the samples are not commonly performed.
The most direct method allowing to control the creation of certain de-
fects in a host material uses particle irradiation techniques [15]. By irradi-
ating samples with, e.g., energetic ions, it is possible to control the amount
and position of defects created within the host material. One sample can be
irradiated multiple times, allowing to measure its magnetic properties as a
function of the total irradiation fluence [28, 29]. If one can relate the amount
of certain defects created during the irradiation to the ion fluence, the evo-
lution of the artificial ferromagnetic phase can be observed in a systematic
way. This requires a good understanding of the defect creation processes
and methods to calculate the creation probabilities, that can vary depend-
ing on experimental conditions.
The potential to turn any non-magnetic host material into an artificial
ferromagnet by introducing a certain kind of defect in a controlled way is
not only interesting from a fundamental physics perspective. For techno-
logical applications, it presents a powerful material engineering tool, whose
value has been recognized early on in the development of the field [36, 37].
The vision of spintronic applications, which aim to use the spin degree of
freedom of electrons to enhance conventional electronics or develop com-
pletely new devices has pushed the field of artificial ferromagnetism, but it
appears that we are just starting to see its full potential: Combining intrin-
sic properties of the host with the emerging magnetic properties of the ar-
tificial ferromagnet could be a driver for new technologies. In recent years,
the spin properties of some of the defects have gained major interest in their
isolated paramagnetic state, due to their potential use as quantum bits able
to operate at room temperature and their favorable optical properties, al-
lowing coherent control over the spin states and their use as exceptionally
precise quantum sensors. The most famous examples are the NV center in
diamond and the di-vacancy in SiC. The coupling of these isolated quantum
systems to their environment and between each other through, e.g., mag-
netic interactions could be key to the development of quantum information
technology.
This work treats the specific set of artificial ferromagnetic materials, that
can be created in a controlled way by introducing certain defects in non-
magnetic host materials using ion irradiation techniques. We first aim to
understand the fundamental physical processes involved in the emergence
of an artificial ferromagnetic phase due to the creation of certain defects.
In Chapter 2, we introduce the physical principles underlying the emerg-
ing magnetically ordered phase, discuss theoretical models and computa-
tional methods that can explain and predict these materials and propose a
scheme for the efficient discovery of artificial ferromagnetic materials that
can be realized experimentally by ion irradiation. To test the power of the
developed methods, the predictions of this scheme are used to interpret
systematic measurements of the magnetic properties of prototypical arti-
ficial ferromagnets as a function of ion fluence reported in the literature,
proving an accurate description of the defect creation processes. We apply
the predictive scheme to find experimental parameters for the realization
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of a robust artificial ferromagnetic phase in a non-magnetic semiconduct-
ing host material, TiO2, by low energy ion irradiation.
In Chapter 3, we describe the experimental methods used to realize and
observe the emerging ferromagnetic phase in TiO2 thin film hosts. Its mag-
netic properties are investigated in a systematic way as a function of the
irradiation fluence and ion energy and compared to the computational pre-
dictions. Depending on the irradiation energy and fluence, the thickness
of the emerging ordered phase varies from a few layers of the host lattice
down to the monolayer limit. In Chapter 4, we investigate the implications
of the reduced dimensionality, discuss the emergence of a 2D artificial fer-
romagnetic phase and the role of the sample surface in its stability. The
concepts of magnetic anisotropy are introduced theoretically and its role is
shown experimentally in the artificial ferromagnetic TiO2 samples.
Finally, in Chapter 5, we take a look at another prominent artificial fer-
romagnetic system realized experimentally in ZnO hosts. Combining the
electrical properties of the host system and the spin properties of the emerg-
ing ordered phase, we create an efficient spin filter device that operates
at room temperature and generates spin-polarized currents, demonstrating
the applicability of the discussed methods not only to engineer material
properties for tailored magnetostatics but also for spin dynamics applica-
tions and future spintronics developments.
The work is concluded in Chapter 6 and an outlook into future chal-





6 Chapter 2. Computational discovery of artificial ferromagnets
2.1 Ferromagnetism in solids
Microscopically, ferromagnetism originates in an interaction that is purely
quantum mechanical in nature. There is no interaction or force that could
explain the coupling between magnetic moments seen in ferromagnets in
any classical theory, as we can see using a simple calculation. We know that
electrons carry a magnetic moment, which can couple classically through
the magnetic dipole interaction. If this dipole-dipole interaction was at
the origin of magnetic order in ferromagnets, we would expect the criti-
cal temperature Tc to be of the order of the interaction strength. But even
the nearest neighbor dipolar interaction in a bcc iron lattice (with lattice
constant a = 2.49 Å and coordination number z = 8) yields a temperature




≈ 0.3 K, which is orders of magnitude smaller
than the observed Tc = 1043 K.
The so-called exchange interaction, which is the quantum mechanical
origin of magnetic order, will be a central object throughout this work. In
order to get an understanding of the underlying physical principles, we
shall introduce the exchange interaction in the context of a simple quan-
tum mechanical system, namely the hydrogen molecule. The concepts will
then help to understand the long-ranged magnetic order in ferromagnetic
phases, specifically those emerging from the percolation of defects in non-
magnetic host lattices.








FIGURE 2.1: Sketch of the position vectors used in the cal-
culation of the electronic ground state of the H2 molecule.
The H2 molecule consists of two protons and two electrons, which we
label A,B and 1, 2, respectively. Within the spirit of the Born-Oppenheimer
approximation, we assume a fixed distance RAB between the protons. Fi-
nally, we call rA1 = |r1 − rA|, . . . , rB2 the distance between the electrons
and protons and r12 the distance between the two electrons (see the sketch
in Figure 2.1). We can write the Hamiltonian of the two-electron system,


























2.1. Ferromagnetism in solids 7
We note that in the limit RAB → ∞, assuming each electron is associ-
ated with only one of the protons, the system dissociates into two non-
interacting neutral hydrogen atoms. Treating the interaction as a perturba-
tion, we are interested in those solutions of the Schrödinger equation
HΨ− EΨ = 0, (2.2)
which correspond to the perturbation of two hydrogen atoms in their re-
spective ground state. Therefore, we will express the electronic wave func-
tion of the H2 molecule ground state in the basis of the known hydrogenic
































meaning that electron 1, 2 is associated with proton A, B respectively. The
total wave functions of the unperturbed system are those which describe
each electron as being associated with one of the protons, which can be
realized in two ways: ψ1ϕ2 and ψ2ϕ1. Both configurations have the same
energy, twice the hydrogen ground state energyE(0). Therefore, the ground


























1As a side note, we labeled the two orbitals with indices A and B referring to the “anti-
bonding” and “bonding” electronic configurations of the H2 molecule.
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and write for the energy of the perturbation E(1) = E − 2E(0) which we
























































































































































and similarly for ΨB . This leads us to two inhomogeneous differential
equations for the perturbations vA and vB :
√
























































The orthogonality requirement for the solutions Ψ require the right-hand
sides of equations (2.7) to be orthogonal to the unperturbed wave functions









− CS − J
1− S2












≡ EC + Eex
(2.8)
2.1. Ferromagnetism in solids 9









































































the Coulomb, exchange and overlap integrals, respectively. We see that
the energy correction has a common additive contribution EC and an “ex-
change energy” contribution Eex, whose sign changes depending on the
orbital Ψ. The integrals C and S have been evaluated by Heitler and Lon-
don [38] and later Sugiura [39] evaluated the integral J for the H2 molecule.
The exact form of the integrals is quite complicated, but we are mostly in-
terested in their dependence on the distance R between the two nuclei. For
large enough R, the dominant term in all three integrals is ∝ e−2R/a0 . We
can express the Bohr radius a0 = ~/
√
2m|E0| in terms of the hydrogen






of two electrons that are localized at two distant sites, where they occupy a
certain energy level Ei. This shows that the exchange interaction strength
between two electrons vanishes exponentially, the further they are apart.
This generally limits the length scale of the exchange interaction to a few Å.
In our description of the problem, we have completely ignored the spin
of the electrons, which we have to take into account now. Writing the sin-
gle spin functions χ± (where χ+ refers to a “spin up” state, χ− to “spin
down”), we can find four orthogonal ways to assign them to the two elec-












χ1, χ2, χ3 describe spin triplet states and χ4 the spin singlet.
To satisfy fermion statistics, the total combined wavefunction of the two
electron system must be antisymmetric under electron exchange. This re-
quirement restricts the allowed combinations of orbital and spin functions.
We find that for the orbital ΨA, only the spin singlet is allowed and for
the orbital ΨB only the three spin triplets are allowed. The sign of the ex-
change interaction Eex therefore determines the spin configuration in the
ground state.
Following the distinction between the singlet and triplet spin states in
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the H2 molecule, the exchange interaction between electrons at neighbor-
ing sites in a solid can lower the energy of parallel (ferromagnetic) or an-
tiparallel (antiferromagnetic) arrangement of their spins. If the on-site spin
magnetic moment is non-zero, i.e. there exist unpaired spins at a lattice
site, and the exchange interaction between neighboring spins favors their
parallel arrangement, the solid is said to be ferromagnetic. We should
note that this magnetic ordering of spins actually originates from the elec-
trostatic Coulomb interaction between the electrons. Due to translational
symmetry, the interaction between neighboring electrons leads to a long-
ranged magnetic order and a spontaneous macroscopic magnetization. At
finite temperature, the magnetic order is disturbed by thermal fluctuations,
which leads to a phase transition at a critical temperature of the order of
Tc ∼ |Eex|/kB (kB is the Boltzmann constant).
The emergence of a ferromagnetic phase therefore requires a very spe-
cific electronic structure in a solid and it turns out that materials with in-
trinsic ferromagnetic order above room temperature are rather uncommon
among the magnetic compounds known today.
2.1.2 Artificial magnetism due to defects
In reality, perfect translational symmetry is usually broken due to imper-
fections in a material, such as point defects. These defects are randomly
distributed in the host lattice and can affect the intrinsic properties of the
material. Most notably, some defects can carry non-zero magnetic moment
even in non-magnetic hosts. Due to the lifted restriction of translational
symmetry, the possibility of a ferromagnetic phase to emerge in a defective
material, so-called defect-induced magnetism (DIM), is much larger than
in a perfect crystal. On the other hand, we saw that the exchange inter-
action, which is the microscopic origin of the long-ranged magnetic order,
is limited on a length scale of a few Å. Therefore, the defect density must
be high enough to allow a sizable interaction between their local magnetic
moments. Conceptually, this requirement appears rather challenging, as
high amounts of defects also affect the stability of the host lattice and even-
tually leads to its amorphization. The process leading to an emerging fer-
romagnetic phase by increasing the defect concentration is called magnetic
percolation and is described in detail in section 2.4.
Experimentally, one of the most versatile methods to create such defects
is by particle irradiation. The impact of energetic particles, such as ions,
on a host lattice leads to a collision cascade between the incoming parti-
cles and the host atoms. Nowadays, ion sources ranging over the whole
periodic table and kinetic energies of a few eV up to hundreds of MeV are
widely available and allow to systematically produce defects while control-
ling their resulting density.
In the past twenty years, a large number of such artificial ferromagnets
have been found experimentally in non-magnetic host materials, such as
oxides, nitrides, carbon-based and 2D van der Waals materials, by intro-
ducing all kinds of defects [7–9]. But due to the huge number of possible
host material and defect combinations, searching for artificial functional
ferromagnets experimentally and by brute-force is doomed to fail. A more
systematic search method and better selection criteria are highly needed.
In the following sections, we describe a computational scheme, which is


















FIGURE 2.2: Computational scheme for the prediction
of artificial functional magnetic materials. The computa-
tional scheme takes as inputs the atomic structure of a host
material and the ion type and energy range of the ion ir-
radiation. In a first step, molecular dynamics (MD) simu-
lations and cluster analysis (CA) algorithms yield possible
defect structures and their corresponding creation proba-
bilities, likely to be formed during the ion irradiation pro-
cess. The resulting defective structures are used as input
for DFT electronic structure calculations, giving the mag-
netic ground state and the percolation limit for each defect
type. Finally, using the results of all calculations and apply-
ing Monte Carlo (MC) methods, a magnetic phase diagram
is constructed, which indicates the irradiation parameters
likely to create an artificial FM.
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depicted in Figure 2.2 and allows the systematic discovery of potential ar-
tificial functional ferromagnets, that are realizable experimentally by ion
irradiation. Taking as input the atomic structure of a host material, the type
and energy of the ion irradiation, potential defective structures and their
creation probabilities are obtained using Molecular Dynamics (MD) sim-
ulations, as described in Section 2.2. DFT electronic structure calculations
are then performed for the resulting defective structures and their magnetic
ground state is determined (Section 2.3). For defects yielding a non-zero
magnetic moment, the percolation limit is estimated (see Section 2.4). Fi-
nally, taking into account ion energy loss in the irradiated host material and
the defect formation probabilities predicted by the MD simulations, a mag-
netic phase diagram can be constructed using Monte Carlo (MC) methods
(Section 2.5).
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2.2 Predicting defect structures from collision cascades
A first step in the computational discovery of artificial functional ferromag-
net candidate materials, realizable by ion irradiation, is the selection of po-
tential defects created by ion impact. The standard tool used to calculate ion
ranges and irradiation damage is the binary collision code SRIM [40]. This
code calculates collisions between an incident ion and atoms in a material
using MC methods, taking into account the electronic and nuclear stopping
power. Due to the probabilistic nature of the algorithm, the resulting defect
structures are not accessible and a more sophisticated method is needed.
Classical MD simulations have been used to calculate collision dynamics in
the past [41]. In contrast to the MC methods, they take as input the atomic
structure of the host material and calculate the displacement of each atom
due to their interaction with each other and the incoming ion. The dynam-
ics are calculated in small time steps, usually of the order of a few fs, and
the system is let to evolve for 10-100 ps, depending on the energy of the
ion. The interactions are modeled using effective pair potentials, taking
into account attractive and repulsive forces between the atoms. Some MD
codes can also take into account the energy loss of highly energetic ions by
interactions with electrons.
Although MD codes exist that are very robust and optimized for speed,
these simulations are very time-consuming. Especially when simulating the
impact of highly energetic ions, with kinetic energies up to 100 MeV, where
the simulated atomic system has to be large enough to contain the entire
collision cascade and the time step has to be small enough to accurately
capture all interactions, the time needed to perform the simulation can get
unreasonably high. Some benchmarks performed on modern computers
indicate calculation speeds of the order of millions of atom-time steps per
second, which corresponds to a simulation time of ∼ 100 ns/day or ∼ 105
collision cascades calculated per day.
To minimize the computational effort, the simulations can be restricted
to the energy range around the displacement threshold of the host atoms.
This threshold is usually of the order of ∼ 10 eV. Then, the MD simulation
starts with the primary knock-on atom (PKA), the host atom involved in
the first collision with an impact ion, which is placed at the boundary of
the simulation box and given an initial velocity corresponding to the PKA
kinetic energy. This allows to use fewer atoms in the simulation box (5×103-
104 atoms) and to simulate a large number of PKAs with different initial
conditions. To capture the ballistic dynamics of the collision cascade, it is
usually sufficient to evolve the system for ∼ 10 ps.
For each PKA, the MD simulation gives the position of each displaced
host atom involved in the collision cascade. The resulting atomic structures
can be compared with the initial host structure and individual defect types,
created during the collision process, can be identified using cluster analysis
(CA) techniques. The simulation of a large number of collision cascades
allows to evaluate the formation of defects statistically and to obtain defect
formation probabilities as a function of the PKA energy.
In order to relate the defect formation probabilities obtained from MD
simulations of PKA collision cascades to an ion impact event, the much
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faster MC method can be used to calculate the depth and energy distribu-
tion of PKAs. In fact, the SRIM code allows to accurately calculate the po-
sition and energy distribution of PKAs by simulating 105 ion impact events
within minutes. Using the defect formation probabilities, we can thus effi-
ciently calculate the density distribution of all defects created by ion irradi-
ation, as a function of ion type and energy.
This first step yields the possible defect structures created in a given
host lattice by the irradiation with a given kind of ion and their formation
probabilities as a function of the ion energy. In the next step, the magnetic
ground state of these defect structures has to be determined.
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2.3 Finding magnetic defect candidates
As mentioned previously, one requirement for a defective host to become
an artificial ferromagnet is that the defects carry a non-zero magnetic mo-
ment. Therefore, once the possible defect structures created by ion irradia-
tion have been found by means of MD simulations, their magnetic ground
state has to be calculated. From the previous step, we know the positions
of the displaced atoms within the host lattice of each defect structure. The
electronic structure of the defects can then be calculated from first principles
within the framework of DFT, whose principles we shall briefly outline.
In solids, the electronic structure can be described by an interacting
many-body wavefunction |Ψ〉 obeying the Schrödinger equation
Ĥ |Ψ〉 = E |Ψ〉 , (2.12)
with a Hamiltonian of the form
Ĥ = T̂ + Ŵ +
∫
d3r {vext(r)n̂(r) + Bext(r) · m̂(r)} , (2.13)
with T̂ the kinetic energy and Ŵ the interaction terms, vext and Bext an
external electrostatic potential and magnetic field, and n̂ and m̂ the parti-
cle and magnetization density operators. Due to the interaction term Ŵ ,
solving the Schrödinger equation for large systems directly is impossible.
DFT allows to map the interacting many-electron system onto an auxiliary
non-interacting system.
The basis of DFT is the Hohenberg-Kohn theorem, stating that any state
|Ψ〉 of a system of interacting electrons described by a Hamiltonian of the
form (2.13), is a functional of the densities (n,m):
|Ψ〉 ≡ |Ψ[n,m]〉 . (2.14)
Therefore, any observable of the system must also be a functional of those
densities, notably the total energy
E = 〈Ψ[n,m]| Ĥ |Ψ[n,m]〉 ≡ E[n,m]. (2.15)
The ground state |Ψ0〉 is then determined by the density (n0,m0) that min-
imizes the total energy:
E[n0,m0] < E[n,m],∀(n,m) ∈ N (2.16)
(N is the set of all possible densities of the system).
Although the exact functional dependence of the total energy functional
is very complicated and unknown, it is universal for all systems with a
given kind of interaction Ŵ (e.g. Coulomb interaction) and good approxi-
mations of the energy functional are known. We note that for our purposes,
it is usually sufficient to consider the limit of collinear magnetization in the
absence of an external magnetic field, in which case the pair of densities
(n,m) can be expressed by the spin densities (n↑, n↓), as
n = n↑ + n↓,m ≡ mẑ = (n↑ − n↓) ẑ. (2.17)
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Knowing the ground state density (n↑,0, n↓,0), all ground state properties of
the system can be calculated, in principle. On the other hand, the ground
state density can be determined by minimizing the total energy functional.
In DFT, the total energy functional
E[n↑, n↓] = T [n↑, n↓]+
∫
d3rvext (n↑ + n↓)+EH [n↑, n↓]+Exc[n↑, n↓] (2.18)
is usually decomposed into contributions from the kinetic energy (T ), in-
teraction with the external potential (vext), the Hartree term (EH ) and the
exchange-correlation term, which accounts for all other interactions.
The ground state density can be determined using the Kohn-Sham (KS)
scheme. The system of interacting electrons is mapped onto an auxiliary
system of non-interacting electrons, subject to an effective potential vσs [n↑, n↓],
yielding the same density as the original system. This auxiliary system




+ vσs [n↑, n↓](r)
}
φασ(r) = εασφασ(r), (2.19)
for the auxiliary wavefunctions φασ(r) (where σ =↑, ↓ is the spin index) of
the non-interacting system. The effective potential takes the form
vσs [n↑, n↓] = vext + vH [n] + v
σ
xc[n↑, n↓], (2.20)





is the functional derivative of the exchange-correlation energy w.r.t the spin
density and accounts for internal spin interactions (such as the exchange
interaction introduced earlier). Eq. (2.19) can be solved self consistently
with an initial guess of the density and yields the ground state spin density
(n↑,0, n↓,0), which we need in order to determine the magnetic properties of
the defects found in the MD simulations.
At each self-consistency iteration step, the KS equations (2.19) must be
solved numerically. Therefore, they have to be brought into a form that
is convenient for the computer. This is usually done by expanding the KS
wavefunctions φασ using a finite set of basis functions, transforming the
KS equations into a linear algebra problem. The choice of the basis strongly
depends on the system. In quantum chemistry, for the description of molec-
ular systems, atomic-like basis functions are very popular. For the descrip-
tion of periodic systems, planewave basis functions are a common choice.
Often, these planewaves are used to describe only the delocalized valence
electrons, as an accurate description of localized core electrons require a
very large number of planewaves. The contribution of the core electrons
to the charge density must then be accounted for separately. One popular
method is the use of pseudopotentials, which incorporate the core electron
contribution in an effective external potential. The Full-potential Linearized
Augmented Planewave (FLAPW) method, used in this work and described
in Section 2.5.2, employs a combination of these two types of basis functions
to accurately describe all electrons in the system.
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In practice, calculations of the electronic structure of defective solids are
performed using the supercell technique, where defects are embedded in a
supercell consisting of several unit cells of the host lattice. Applying peri-
odic boundary conditions to the whole supercell, a periodic lattice with the
periodicity of the host lattice can be modeled and the size of the supercell
determines the defect concentration in the system. Varying the defect con-
centration allows to estimate the percolation threshold, at which the mag-
netic defects start to interact ferromagnetically. We should mention that,
although supercell methods are widely used in the literature to calculate
the electronic structure of defects in solids, more advanced schemes exist
that overcome some of their limitations. Especially Green’s function meth-
ods should be mentioned, which among other convenient features allow
for a natural embedding of defects in a host system and give direct access
to the exchange interaction parameters via the Liechtenstein formula [42].
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2.4 Magnetic percolation
In the previous sections, we introduced the exchange interaction between
two electron spins, which is the microscopic origin of long range magnetic
order. We saw that this interaction was limited in range, as it vanishes ex-
ponentially with the distance between two spins. In artificial ferromagnets,
where the spins are localized at defects, the interaction strength is governed
by the defect density. For a ferromagnetic phase to emerge in a defective
host material, the defect concentration must be larger than a critical thresh-
old, the so-called magnetic percolation limit.
To get an understanding of the emergence of a long ranged magnetic
order in a defective host material, we simulate the magnetic percolation
process in an anatase TiO2 host. As discussed in detail in the next section,
dFP defects are mostly responsible for the artificial ferromagnetism in this
host material. We first generate a supercell of 200 × 200 × Z (Z ∈ [1, 200])
unit cells, and randomly mark some of the cells as containing a dFP defect.
Then, applying Algorithm 1, we find all cells in the grid that contain a dFP
and are close enough to interact with each other. These interacting cells
form a percolation domain. To simulate a bulk host, we enforce periodic
boundary conditions.
Algorithm 1: Search percolation domains in a random grid
input : grid, LxMxN grid of cells, randomly marked as defect
input : rmax, Threshold distance of the interaction
output: labels, LxMxN grid of labels 0-number of domains
1 current_label← 0;
2 foreach cell with index i in grid do
3 if cell is not visited and cell contains defect then
4 current_label← current_label + 1;
5 Initialize an empty queue;
6 push cell to queue;
7 mark cell as visited;
8 assign current_label to cell;
9 while queue is not empty do
10 take cell from queue;
11 foreach neighbor at distance r ≤ rmax do
12 if neighbor is not visited and neighbor contains defect
then
13 push neighbor to queue;
14 mark neighbor as visited;






Examples of such grids are shown in Figure 2.3(c-e), containing 2.5 at.%,
7.5 at.% and 10 at.% dFP defects, respectively, where each percolation do-
main is shown in a different color (black cells are not magnetic). We see that,
at low defect concentration, the percolation domains are small and isolated
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FIGURE 2.3: Percolation model of an emerging artificial
ferromagnetic phase. We simulate a 200× 200×Z unit cell
TiO2 lattice, with a thickness Z of 1, 2, 3 and 200 unit cells.
Each cell is randomly marked as containing a magnetic di-
Frenkel Pair (dFP) defect with a probability P ∈ [0, 1]. Near-
est neighbor magnetic cells interact and form percolation
domains. Varying the probability P , and thereby the dFP
concentration, we see three regimes: at low concentration
(< 5 at. % in the monolayer), the sample is paramagnetic
and the percolation domains are small. In the intermediate
regime (5-9 at. % in the monolayer), the magnetic dFP de-
fects start to interact and the domains grow rapidly in size.
At the percolation threshold, 9 at. %, 7.5 at.%, 6 at.% and
5 at. % in the mono-, bi-, trilayer and the bulk system, re-
spectively, the domains merge and form a large percolation
continent. (a) The figure shows the number of cells that can
be found in the maximum possible domain (normalized by
the total number of cells) for the four computed sizes and
as a function of the dFP concentration. (b) Similar to (a) but
for the number of percolation domains (normalized by the
total number of cells). (c)-(e) Examples of monolayer grids,
in which individual domains are color-coded. The colors
are arbitrary and are only meant to visualize the different
domains. Black cells correspond to non-magnetic cells that
do not contain any dFP defect. Regions of the same color
correspond to percolation domains, in which each cell has
at least one nearest neighbor cell containing a dFP. The de-
fect concentration was set to 2.5 at. % (c), 7.5 at. % (d) and
10 at. % (e). These three examples are marked by blue dots
in (a) and (b).




TABLE 2.1: Critical exponent β of the magnetic percolation
transition.
(Figure 2.3(c)) and no long-range order can emerge. Increasing the defect
concentration, the isolated percolation domains grow (Figure 2.3(d)) and fi-
nally merge to form one large domain (Figure 2.3(e)), called the percolation
continent.
By simulating a large number (105) of such random grids, using differ-
ent defect concentrations, we calculate the average size of the percolation
continent (the largest percolation domain in the grid) and the average num-
ber of percolation domains. Figure 2.3(a) shows the size of the percolation
continent (normalized to the grid size) as a function of the defect concen-
tration, for different grid geometries. We observe that the continent starts
to grow rapidly at a certain defect concentration, the percolation thresh-
old, that depends on the geometry of the grid. In the bulk, the percolation
threshold is at 5 at.% according to the DFT calculations. Reducing the di-
mensionality of the system, the simulations (Figure 2.3(a)) show that the
threshold shifts to higher concentrations up to 10 at.% in a TiO2 monolayer.
Figure 2.3(b) shows the number of percolation domains (normalized to
the grid size) as a function of the defect concentration. We can identify three
regimes in the percolation process. At low concentrations (< 5 at.% in the
TiO2 monolayer), the number of domains increases almost linearly and the
percolation domains are small and isolated. The sample is paramagnetic, no
long-range order emerges. At intermediate defect concentrations (5-9 at.%
in the TiO2 monolayer), the number of percolation domains decreases and
their average size grows. The domains start to merge and a medium range
interaction starts to emerge. In this regime the sample is usually super-
paramagnetic. At the percolation threshold, large domains start to merge
and form a percolation continent, that grows. This is the onset of the long-
ranged order and the ferromagnetic phase emerges.
This process describes a second order geometrical phase transition at a
critical defect concentration pc. In statistical physics, the behavior of a sys-
tem undergoing such a phase transitions is characterized by an order pa-
rameter. Here, the order parameter is the probability P∞ that a cell belongs
to the percolation continent. As the magnetic cells are randomly selected,
P∞ is simply equal to the size of the percolation continent divided by the
total number of cells (Figure 2.3(a)). The critical behavior of the order pa-
rameter at the phase transition follows a universal power law
P∞ ∝ (p− pc)β (2.22)
with the critical exponent β. This exponent only depends on the dimension-
ality of the system and is otherwise universal. Table 2.1 shows the values
of β obtained from the simulations of the bulk 3D and the monolayer 2D
system.
For a defective host material to become an artificial ferromagnet, with a
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robust emerging long-range ordered phase, it is therefore necessary to in-
troduce a defect concentration larger than the percolation limit. But large
defect densities also affect the stability of the host lattice and inevitably lead
to its amorphization. Finding an optimal defect concentration is therefore
essential to create artificial functional magnetic materials. In the next sec-
tion, we will apply the computational scheme described in this chapter step
by step to the anatase TiO2 host lattice and illustrate its predictive power.
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2.5 Magnetic phase diagram of anatase TiO2 artificial
ferromagnet
In the previous sections, we have introduced the concept of artificial mag-
netic materials, created by introducing defects in non-magnetic host lattices
by means of ion irradiation. We have described a computational scheme
to systematically discover potential artificial ferromagnet candidates. In
the following section, we apply this scheme to the widely available non-
magnetic semiconducting oxide TiO2, a well-known host material for arti-
ficial ferromagnetism, to test its predictive power. In the next chapter, the
predictions will be tested by experiment.
2.5.1 Defect creation in anatase TiO2
The first step consists in finding defect structures created by ion irradiation.
As explained in Section 2.2, rather than simulating the ion impact directly,
MD simulations of the PKAs have the advantage of reducing the computa-
tional cost and complexity. Robinson et al. [43, 44] have carried out detailed
MD simulations of low energy collision cascades for PKAs in the three low-
pressure polymorphs of TiO2, namely rutile, anatase and brookite, at PKA
energies around the displacement threshold. As already mentioned, dur-
ing the MD simulation, the PKA is displaced under the influence of an ex-
ternal force and interacts with the other atoms of the host lattice through
a set of pair potentials. In their simulations, Robinson et al. employ the
Buckingham pair potential to model equilibrium atomic interactions and
the Ziegler-Biersack-Littmark pair potential to capture nuclei-nuclei inter-
actions at small atomic separation, which is necessary to capture the col-
lision dynamics. Simulations were carried out in large supercells (rutile:
4608 atoms, anatase: 4800, brookite 6144 atoms) at T = 300 K. For each of
the polymorphs, 10 lattice configurations have been equilibrated for differ-
ent durations between 12 and 20 ps, resulting in different starting lattice
configurations for the collision cascade simulations. Then, the collision cas-
cades resulting from the two possible PKAs (Ti and O) have been simulated
in each of the starting lattices for 10 ps. In total, simulations of 100 different
initial PKA directions sampled uniformly from the unit sphere, with ener-
gies of 5 eV to 200 eV (in steps of 5 eV), were performed in each of the initial
lattice configurations, resulting in 8× 105 MD simulations per polymorph.
This large degree of statistical sampling allows for a detailed defect analy-
sis. Defect cluster analysis was performed on each of the resulting collision
cascades. Specifically, the residual damage, i.e. the resulting point defects
such as vacancies and interstitials, was decomposed into cluster domains
using a recursive neighbor search algorithm (similar to Algorithm 1) with a
cutoff of 3 Å. This allows to categorize types of defect clusters with similar
structure and to perform statistical analysis over the types of defects result-
ing from PKAs in specific ranges of initial energy. The authors categorize
all defect clusters containing up to four constituent point defects. All other
clusters are categorized as large clusters and are not analyzed any further.
The results obtained in the anatase polymorph are especially interesting:
At Ti PKA energies EPKA near the Ti displacement threshold (Ed = 39 eV
≤ EPKA ≤ Ed + 20 eV), most defects are found on the Ti sublattice and
one of the primary defect complexes, formed with a creation probability
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FIGURE 2.4: Sketch of a dFP defect in anatase TiO2. A 3×
3× 1 supercell of the anatase structure is shown containing
two Ti vacancies (VTi) and two Ti interstitials Tii.
of 42 % in the simulated collision cascades, is the dFP. It emerges from
the displacement of two Ti atoms into interstitial positions leaving two Ti
vacancies and two Ti interstitials (see Figure 2.4). Other defects include
single oxygen vacancies (13 %) and interstitials (18 %) (see Figure 2.5(a)).
At higher impact energies, the formation of di-vacancies and large defect
clusters is more prevalent (see Figure 2.5(b)), leading to the amorphization
of the host matrix. For oxygen PKAs, the most prevalent defects are isolated
oxygen vacancies and interstitials over the whole simulated PKA energy
range (see Figure 2.5(c,d)).
The next step consists in finding the magnetic properties of the defect
structures identified by the MD simulations. We recall that for a robust
magnetically ordered phase to emerge, a rather high concentration of de-
fects with a non-zero magnetic moment are necessary to overcome the per-
colation threshold. Already at this stage, the probability distribution of de-
fects created by the collision cascades and obtained by MD simulations can
give some hints as to whether a host material could be turned into an artifi-
cial ferromagnet. In the case of anatase TiO2, mainly three different kinds of
defects are created at low impact energies, namely dFP, oxygen vacancies
and interstitials. On the other hand, at higher impact energies, the amount
of random disorder is much higher, which would favor amorphization over
magnetic percolation. We stress that, in general, amorphous phases do not
show FM, but if at all, they show paramagnetism.
2.5.2 Magnetic properties of dFP defects in anatase TiO2
Magnetic properties of many defects in TiO2 have been calculated in the
past, such as oxygen vacancy (OV) [45, 46], Ti interstitial (Tii) [47] and the
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(c) O PKA, Ed EPKA Ed + 20 eV


















(d) O PKA, 5 eV  EPKA  200 eV
FIGURE 2.5: Defect creation probabilities resulting from
MD simulations of Ti and O PKAs in the anatase polymorph
of TiO2. At each PKA energy, taken from the range 5 eV to
200 eV in steps of 5 eV, 100 initial impact directions were
sampled from the unit sphere and each resulting collision
cascade was simulated in 10 different initial anatase lattices
consisting of 4800 atoms during 10 ps. The resulting irradi-
ation damage was analyzed using clustering methods and
categorized by type of defect clusters. The defect forma-
tion probability was then calculated over the whole sample
of 8 × 105 MD runs. Panels (a,b) show the probability dis-
tribution of the most prevalent defect types created by Ti
PKAs with energies near the Ti displacement threshold of
ETid = 39 eV (a) and in the whole simulated energy range
(b). Panels (c,d) show similar results for the O PKAs. (Data
taken from Reference [44]).
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dFP [34].
Notably, Stiller et al. [34] have performed DFT spin structure calcula-
tions for each dFP configuration in anatase, with vacancy-interstitial dis-
tances ranging from 3 Å(first nearest neighbor) to 10 Å(twelfth nearest neigh-
bor) and vacancy-vacancy distances ranging from first to ninth nearest neigh-
bors, or a total of 108 different dFP configurations. They used the pro-
jector augmented-wave (PAW) method with the Perdew-Burke-Ernzerhof
(PBE) exchange correlation functional and an additional screened on-site
Coulomb interaction of U = 4 eV on Ti 3d orbitals. Each defect structure
was embedded in a 3 × 3 × 1-supercell of the anatase host. Five of the
simulated dFP configurations resulted in a magnetic ground state, having
a magnetic moment of 2µB per dFP. The magnetic moments coupled ferro-
magnetically at a distance of ∼ 6 Å.
Wang et al. [46] calculated the magnetic ground state of OV at the (001)-
surface of anatase TiO2 and their magnetic interactions, using the PAW
method with PBE functional and a screened Coulomb interaction of U =
3.3 eV. The defects were embedded in a 2× 4× 7-supercell slab of the host
surface. They find that the OV defect structures carry a magnetic moment
of 1.63µB and couple ferromagnetically up to a distance of ∼ 8 Å.
In this work, the magnetic properties of one of the dFP defects investi-
gated in [34] (labeled “di-FP1” in the reference) were calculated on the basis
of density functional theory using the FLAPW method implemented in the
FLEUR code [48], in order to illustrate the process and to confirm the results
obtained by the authors. In the FLAPW method, the unit cell is partitioned
into non-overlapping muffin-tin (MT) spheres of radius rMT , centered at
each atom and an interstitial region (IR) (see Figure 2.6).
rMT
IR
FIGURE 2.6: Muffin-tin decomposition In the FLAPW
method, space is decomposed into non-overlapping spher-
ical muffin-tin (MT) regions, indicated by blue and red cir-
cles, of radius rMT, centered at the atom positions and an
interstitial region (IR), shown in yellow. The MT radius is
specified per atom type in the system, here two different
types are indicated in blue and red.
Inside the MT spheres, a set of atomic-like basis functions are used to
describe the localized core electron states and in the IR, the basis set consists
of plane waves to best describe the delocalized valence states. At the MT
boundaries, the resulting wavefunctions are matched in value and slope to
ensure continuity requirements. Specifically, the LAPW basis set has the





















YL(rα) for r ∈ MTα
(2.23)
where uαl are solutions to the radial Schrödinger equation in the potential of
atom α and u̇αl their energy derivatives. YL are spherical harmonics with the
composite index L = (l,m) for the angular momentum quantum numbers.
The coefficients aLαkG and b
Lα
kG are determined by the continuity condition at
the MT boundary. The size of the basis set is controlled by several cutoff
parameters, that have to be carefully tuned in order to obtain high quality
results: The summation over the index L is limited by the cutoffs lαmax. For
Ti atoms, lmax = 8 was used and for O atoms lmax = 6. For the plane wave
part of the basis, a cutoff parameter Kmax = |k +G|max and the grid of k-
vectors used to sample the first Brillouin zone determine the plane-wave
basis used in the IR. Here, a value of Kmax = 4.5 a−10 and a grid of 6× 6× 8
k-vectors were used.
The FLEUR code differentiates between three types of electron states,
namely core electrons, semi-core electrons and valence electrons. The semi-
core electrons are treated in a similar way to the valence electrons, but the
basis functions are localized to the MT spheres, so-called semi-core local






















with an additional radial function. The parameters a, b, c are determined
such that the basis function value and slope vanish at the MT boundary.
The core electron density is calculated fully relativistically by solving the
Kohn-Sham-Dirac equations.
The atomic configuration of Ti is [Ar] 3d2 4s2 and of O is [He] 2s2 2p4.
For the calculation of the TiO2 electronic structure, the Ti 3d and 4s states
were treated as valence states, while the 3s and 3p states were treated as
semi-core states. The O 2p states were treated as valence states and the 2s as
semi-core states. A supercell of 3× 3× 1 anatase unit cells was constructed,
containing one dFP defect. The defect structure corresponds to the “di-
FP1”-defect in [34]. The spin density ρσ was converged to self-consistency
and the resulting magnetization (M = ρ↑ − ρ↓) is shown in Figure 2.7. The
total magnetic moment per supercell was found to be 2 µB with 0.54 µB
concentrated at each of the two Ti interstitials (marked in purple in Fig-
ure 2.7).
The magnetization extends out from the Ti interstitials and their nearest
neighbor Ti atoms in the xz-plane with a dxz-like symmetry. Additionally,
a non-zero magnetization is found at the nearest neighbor O atoms. Fig-
ure 2.8 shows a map of the magnetic moment distribution on the xz-plane
going through the two Ti interstitials (Tii). It can be seen that the major-
ity of the magnetic moment is distributed at the Tii and their two nearest
neighbor Ti host atoms. Additionally, the nearest neighbor oxygen atoms
and the next-nearest Ti atom carry magnetic moment.
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FIGURE 2.7: Magnetization of the dFP defect supercell. Ti
atoms are shown as blue spheres, O atoms as red spheres
and the two Ti interstitials as purple spheres. An isosurface
corresponding to 10 % of the maximum magnetization is
shown in yellow.
After obtaining a self-consistent spin density, the density of the Kohn-
Sham states used in the self-consistentcy cycle is calculated. It should be
noted that the resulting density of states (DOS) is the one corresponding to
the effective non-interacting electron system and care should be taken when
interpreting it. Especially in transition metal oxides, this approximation
often leads to a crude underestimation of the bandgap. Nonetheless, the
DOS calculated from the KS states can yield valuable information about the
electronic structure of the material.
Figure 2.9 shows the DOS calculated for the anatase TiO2 supercell con-
taining one dFP defect. The upper half of the DOS (positive values) shows
the density of states in the majority spin channel (“spin-up”), while the
lower half (negative values) shows the density of states in the minority
spin channel (“spin-down”). The energy scale (on the x-axis) is referenced
to the highest occupied state. The total DOS, shown in grey, forms two
large bands: the valence band on the left and the conduction band on the
right. The lower-lying core states are not shown. The two bands are sepa-
rated by a bandgap of 2.2 eV, which underestimates the experimental band
gap of 3.2 eV, as stated above. Within the bandgap, a narrow defect band
is formed, which is not present in the pristine system. While the valence
band density is almost identical in the two spin channels, the narrow defect
band is strongly spin-polarized. Not only the density of states but also the
bandwidth of the narrow defect band is higher in the majority spin channel.
From the KS states, the density of states can be projected on certain
atomic orbitals, yielding the so-called projected density of states (PDOS).
In Figure 2.9, the PDOS projected on the O 2p orbitals is shown in blue and
the PDOS projected on the Ti 3d orbitals is shown in orange. Most O 2p
states are located in the valence band, whereas most Ti 3d states are located
in the conduction band.
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FIGURE 2.8: Magnetization in the XZ-plane through the
Ti interstitials. A heatmap of the magnetization is shown
in a cut through the supercell along the XZ-plane passing
through the Ti interstitials. The magnetization is given in
units of µB/a30. The positions of the Ti interstitials (Tii),
the host Ti and O atoms are marked. The cyan color corre-
sponds to zero magnetization. Warmer colors (red) indicate
positive magnetization, cooler colors (blue) indicate nega-
tive magnetization. The quantization axis is along the Z-
direction.
Looking at the defect band, one sees that O 2p states are present in both
spin channels and their density is almost equal. This matches with the low
magnetization around the oxygen atoms, as shown in Figure 2.8. On the
other hand, a rather large density of Ti 3d states is present in the majority
spin channel, compared to the density of Ti 3d states in the minority spin
channel. This matches the local dxz symmetry of the magnetization around
the Tii and surrounding Ti host atoms and with the fact that the two Tii
carry more than half of the total magnetic moment in the supercell.
Overall, the computational results match those published in Reference [34].
The dFP defects are certainly a good defect candidate for the formation of
an artificial ferromagnetic phase in anatase TiO2.
2.5.3 Constructing a magnetic phase diagram
The final step consists in combining the results obtained from MD simula-
tions and DFT magnetic property calculations. From MD simulations, we
obtained the probability distribution of defects created as a function of the
PKA energy. The cascades resulting from the PKAs have to be related to
ion impact events resulting from the ion irradiation. In addition to ion col-
lisions, other effects that influence the ion range and energy loss have to
be taken into account, such as ion-electron interactions. The MC methods,
as implemented in the SRIM code, can be used to calculate the energy and
depth distribution of PKA collisions resulting in a TiO2 host from ion irra-
diation.
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FIGURE 2.9: Density of states (DOS) of the anatase TiO2
supercell containing one dFP defect. The total DOS is
shaded in grey. The partial DOS, projected on the O 2p
states and on the Ti 3d states is shaded in blue and orange,
respectively. The energy is referenced to the highest occu-
pied state (at E = 0 eV), which lies in the anatase TiO2
bandgap. Positive values of the DOS show states in the ma-
jority spin channel (“spin-up”) and negative values indicate
states in the minority spin channel (“spin-down”). A nar-
row spin-polarized band emerges within the bandgap due
to the dFP defect.
In the full cascade mode, the SRIM code saves detailed information
about each simulated collision in the “COLLISON.txt” output file, which
can be read and further analyzed based on the results of the MD simula-
tions. We performed MC simulations of collision events resulting from 105
Ar+ ions, at ion energies in the range 200 eV ≤ Eion ≤ 1500 eV in steps of
50 eV, into a TiO2 target of 100 nm thickness. The resulting defects were
then calculated based on the PKA energies and the probability distribution
obtained by the MD simulations. The depth distribution of all resulting de-
fects was calculated using a histogram method, by accumulating one bin
per atomic layer of the TiO2 host.
Figure 2.10 shows the resulting depth distributions as a function of the
ion energy. Figure 2.10(a) shows the distribution of dFP defects along the
(001)-direction (x-axis, in units of c lattice constants) created by the irradi-
ation with an Ar+ fluence of 1016 cm−2, as a function of the ion energy (y-
axis). The dFP concentration is indicated by the color scale in at. %. We first
observe that the dFP defects are distributed over a larger region below the
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FIGURE 2.10: Defect distribution created in anatase TiO2
host by Ar+ ions with a fluence of 1016 cm−2 as a function
of ion energy. The depth is indicated in unit-cells along the
(001) crystal direction (c = 9.75 Å). The color scales indicate
the defect concentrations. The white lines separate regions
with high enough defect concentration to form a FM phase,
with high degree of amorphization (amorphous), with low
defect concentration forming a paramagnetic phase (PM)
and of pristine host material. The color scale indicates: (a)
the distribution of dFP (in at.%), (b) the distribution of oxy-
gen vacancies (in at.%), (c) the degree of amorphization (in
%).
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sample surface, the higher the ion energy. At 200 eV ≤ Eion ≤ 400 eV, the
dFP are mostly confined to the first unit cell below the surface, whereas at
1000 eV, they spread over three unit cell layers. Furthermore, at low irradi-
ation energies, the dFP defects are much more concentrated and reach den-
sities of up to 8 at.%, compared to a maximum of 6 at.% at Eion = 1000 eV.
Similar results are obtained for the oxygen vacancy defects, as shown
in Figure 2.10(b). There, the maximum defect density is overall smaller
(3 at.%) compared to the dFP defect, but is also less affected by the ion
energy, i.e. concentrations of 3 at.% are found throughout the considered
ion energy range. A similar broadening of the depth distribution at higher
ion energies, comparable to the dFP defect is observed.
From DFT calculations, we know that these two types of defects carry
non-zero magnetic moment, which couple ferromagnetically upon reach-
ing the percolation threshold of ∼ 5 at.% [34, 45, 46] (corresponding to a
defect separation of ∼ 6 Å). This allows to define a region in parameter
space, in which an artificial ferromagnetic phase can emerge. This region
is indicated in Figure 2.10 by a white line separating a ferromagnetic (FM)
and a paramagnetic (PM) region.
Besides dFP and OV, other types of defects are also created during the
ion irradiation, which do not contribute to the magnetic percolation pro-
cess, but affect the stability of the host lattice. The amorphization of the host
lattice counteracts the emergence of a robust FM phase, and therefore has
to be taken into account. We define the degree of amorphization as the per-
centage of atoms displaced from their equilibrium position in the pristine
host lattice, and show its distribution in Figure 2.10(c). At high irradiation
energies, Eion ≥ 1000 eV, the degree of amorphization reaches values up
to 80 % near the surface. A second white line indicates a region in parame-
ter space, in which the amorphization process dominates over the magnetic
percolation process and inhibits the emergence of a robust FM phase.
The resulting magnetic phase diagram indicates a narrow region in pa-
rameter space, in which a robust artificial ferromagnetic phase can emerge
from the creation of defects using low energy ion irradiation. In the next
chapter, we show the experimental realization of artificial ferromagnetic
materials based on anatase TiO2 hosts and check our computational pre-
dictions. But first, we shall review some of the experimental evidence of
artificial ferromagnetism collected over the past two decades and revisit
some of the conclusions based on the physical principles introduced in this
chapter.
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2.6 Revisiting prior experimental results
The computational methods introduced in this chapter not only serve as a
predictive scheme to discover artificial ferromagnetic materials in a system-
atic and efficient way, but can also help to gain a deeper understanding of
the experimental results obtained in the past two decades during the devel-
opment of the field.
In the early days, the first experimental evidence of artificial ferromag-
netism due to defects was received with a lot of skepticism, as some groups
believed that introducing high amounts of defects into a host material of
the order of the percolation threshold would destroy the host lattice and
prohibit the emergence of a ferromagnetic ordered phase, which led to wild
speculations about the origin of the magnetic signals [17, 49, 50]. Misguided
by the established understanding of the mechanisms underlying the intrin-
sic 3d- and 4f-shell magnetic oxides, various interpretations of the origin of
the magnetic signals measured in a wide range of defective non-magnetic
host materials fed the controversy [51].
First, the role of magnetic transition metal ions, such as Ni, Co, Mn or
Fe, was misinterpreted, as they were believed to be a crucial ingredient for
the so-called dilute magnetic semiconductors (DMS). Although such dop-
ing could play a role in certain host materials, it was soon realized that
these DMS materials were a special case of a much larger class of artificial
ferromagnetic materials and that other kinds of point defects, such as va-
cancies, that carry a magnetic moment could as well lead to the formation
of a ferromagnetic phase.
The use of exchange models such as direct or superexchange mecha-
nisms, that were established to explain the magnetic coupling in intrinsic
magnetic oxides, led to a crude overestimation of the aforementioned mag-
netic percolation threshold in defective artificial magnetic oxides: Thresh-
old values as high as 30% were thus assumed [51], which were in strong
contradiction to the experimental values, showing ferromagnetic signals at
much lower defect concentrations of less than 10%.
Lastly, the small size of the measured ferromagnetic signals in the ma-
jority of the experimental reports soon led to doubts about the origin of
the signals, questioning the quality of the measurements and the purity of
the investigated samples. It was believed that many reports could be ex-
plained by the formation of secondary phases of magnetic impurities [51].
The difficulties of estimating the effective volume or mass of the ferromag-
netic phases emerging within the host materials made it rather difficult to
calculate the magnetization from bulk measurements and most groups sim-
ply took the whole sample volume as a reference, which largely underesti-
mated the reported magnetization values.
Although the number of experimental reports of artificial ferromagnetic
phases emerging in non-magnetic host materials is incredible, ranging in
the thousands of published articles, systematic investigations of the perco-
lation process leading to the emerging artificial ferromagnetic phases are
rather scarce. Particle irradiation techniques allow the controlled creation
of defects in a host material and can readily be used to measure the mag-
netic properties as a function of the defect concentration. Few reports of
such systematic experimental investigations exist in the literature, but their
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results were largely overlooked in the debate described above. In this sec-
tion, we shall revisit and discuss two of these reports using the theoretical
framework introduced in the previous sections of this chapter.
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FIGURE 2.11: Magnetization measurements in SiC and
CeO2. (a) Saturation magnetization of the ferromagnetic
signal as a function of the ion irradiation fluence in a 6H-
SiC single crystal sample irradiated with Ne+ ions atEion =
140 keV (data reproduced from [29]); (b) Saturation mag-
netic moment of a CeO2 bulk sample, irradiated with Xe+
ions at Eion = 200 MeV (data reproduced from [28]). The
magnetic properties were measured after each irradiation
step. The solid line in (a) show the calculated magnetiza-
tion as described in the text; in (b) the line is just a guide for
the eye. All measurements were done at room temperature.
Li et al. [29] reported saturation magnetization values of the ferromag-
netic signals emerging in 6H-SiC thin film samples after Ne+ ion irradiation
at an ion energy of Eion = 140 keV at fluences up to 1015 cm−2 (see Fig-
ure 2.11(a)). The published magnetization data was related to the total film
thickness of 460 nm, although the authors estimate the average penetration
depth of the ions of only 185 nm. Increasing the ion fluence up to 1014 cm−2,
a steady increase of the ferromagnetic moment at saturation is observed,
hinting towards a magnetic percolation process taking place. The authors
attribute the emerging ferromagnetic phase to the creation of di-vacancy
defect complexes by the ion irradiation. Increasing the ion fluence even
more, the magnetic moment at saturation decreases abruptly, which the au-
thors attribute to the amorphization of the host lattice. Similar experimental
results were obtained by Wang et al. [52] using Xe ions at Eion = 500 keV.
In addition to the bulk magnetometric measurements, the authors reported
element specific X-ray absorption and magnetic dichroism (XMCD) results
confirming the di-vacancy centers as the source of the emerging ferromag-
netic phase. Their role was already predicted by DFT electronic structure
calculations [30, 52], which estimated their magnetic moment of 2 µB .
Using MD simulations performed by Li et al. [53] of defect formation

























































































FIGURE 2.12: Magnetic phase diagram of defective SiC.
The defect distribution created in 6H-SiC by irradiation
with Ne+ ions at Eion = 140 keV along the (0001) crystal
direction (x-axis) as a function of ion fluence (left axis). The
color scales (right axis) indicate the degree of amorphiza-
tion (a) and di-vacancy defect concentration (b). The white
lines separate regions with high enough defect concentra-
tion to form a FM phase, with high degree of amorphiza-
tion (amorphous), with low defect concentration forming a
paramagnetic phase (PM) and of pristine host material.
processes during ion irradiation in SiC, we construct a magnetic phase di-
agram of the emerging ferromagnetic phase following the procedure out-
lined in the previous sections. Figure 2.12(a) shows the amorphization of
the SiC host lattice and Figure 2.12(b) the density of di-vacancies created
along the (0001) crystal direction, resulting from the irradiation with Ne+
ions at Eion = 140 keV up to a total fluence of 5 × 1014 cm−2. The region
delimited by white lines and labeled FM shows the expected emerging fer-
romagnetic phase. This allows us to get a more realistic estimate of the
effective volume of the emerging ferromagnetic phase, which we used to
calculate the corrected magnetization values shown in Figure 2.11(a) (left
axis). Additionally, taking the calculated magnetic moment of 2 µB per di-
vacancy defect and integrating the defect density (Figure 2.12(b)), we can
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estimate the expected saturation magnetization of the emerging ferromag-
netic phase as a function of the irradiation fluence. This is shown in Fig-
ure 2.11(a) as a solid line. We see that the magnetization increases linearly
up to a maximum value of 22 A m2 kg−1 at a fluence of ≈ 3 × 1014 cm−2,
at which point the amorphization of the host lattice starts to show its effect
and the ferromagnetic phase is destroyed in a large region of the sample.
This is reflected by a sharp decrease of the magnetization at saturation.
Although magnetization data at the onset of the amorphization of the
ferromagnetic phase are missing in the experimental data of Reference [29],
the experimental points and the calculated magnetization based on our
model match very well. A very similar qualitative behavior is shown in
magnetization data obtained by Shimizu et al. [28] in CeO2, irradiated with
Xe+ ions at Eion = 200 MeV (Figure 2.11(b)). The authors related the mag-
netization to the estimated penetration depth of the Xe ions of 12 µm, again
leading to an underestimation. For lack of a more accurate knowledge of
the magnetic volume, we only show in Figure 2.11(b) the total magnetic
moment at saturation msat.
To conclude this chapter, we shall comment on the assumptions and
approximations entering the computational scheme. In principle, the tech-
niques introduced in the previous sections can be classified as ab-initio
methods: The scheme takes as input the atomic positions of the ideal host
structure and the ion irradiation parameters and yields the phase diagram
of a possible artificial ferromagnet. In practice, additional inputs are neces-
sary that require some prior knowledge of the host material. Especially the
MD simulation step requires effective interatomic pair potentials to model
the interactions within the host material and with the incident ions. These
potentials have to be provided and tuned to the specific material system.
This requirement could be lifted by performing the MD simulations on the
level of DFT, where the interactions mediated by the electronic system are
calculated by DFT at each MD timestep. Although possible, this method is
computationally very expensive and would limit the size of the simulated
systems to a few hundred atoms. Therefore, to simulate full collision cas-
cades, especially at high PKA energies, these approximations are necessary.
Fortunately, well tested pair potentials exist for a large number of materials
and can be retrieved from curated databases [54, 55].
In the next chapter, we will experimentally investigate the emerging ar-
tificial ferromagnetic phase in anatase TiO2, in a similar way to the reports
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In the previous chapter, we have introduced the physical principles of
artificial ferromagnetism due to defects. We have shown how defects cre-
ated by ion irradiation in non-magnetic host materials can lead to the emer-
gence of a ferromagnetic phase and introduced a computational scheme to
discover candidate artificial ferromagnetic materials. Applying this scheme
to the TiO2 host, we constructed a magnetic phase diagram and found that
low energy ion irradiation could lead to the magnetic percolation of defects
and the emergence of a FM phase.
As outlined in Section 2.6, most experimental accounts of artificial ferro-
magnetism in the literature compare magnetization measurements of virgin
host material samples with those obtained after introducing defects. A sys-
tematic investigation of the emergence of the artificial ferromagnetic phase
and its evolution in a range of parameters is lacking. In this chapter, we
systematically investigate the emergence of a ferromagnetic phase, as pre-
dicted in the previous chapter, by irradiating anatase TiO2 thin films with
varying fluences of Ar+ ions at low energies in the range 300 eV ≤ Eion ≤
1 keV. The emergence of the ferromagnetic phase is then examined by mag-
netization measurements using SQUID magnetometry.
For the low energy ion irradiation, specifically at ion energies Eion ≤
1 keV, we constructed an irradiation setup that we describe in detail in Sec-
tion 3.1. In Section 3.2, we discuss the experimental methods used to mea-
sure the small magnetic signals originating from the ferromagnetic phase.
In Section 3.3, we present the experimental realization of an artificial ferro-
magnet created in TiO2 hosts by low energy Ar+ ion irradiation and sys-
tematically analyze its properties based on the theoretical predictions of
Section 2.5.
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FIGURE 3.1: Plasma chamber Sketch of the plasma cham-
ber built for low energy ion irradiation.
For ion irradiation at low energies Eion ≤ 1 keV, we built a remote
plasma chamber in parallel plate configuration, that can accelerate plasma
ions onto the sample to be irradiated. The chamber is sketched in Figure 3.1
and consists of a sealed glass tube. One end (left side in the sketch) is con-
nected to a driving gas line. The gas flow is controlled by a needle valve.
The other end (right side in the sketch) is connected to a rotary pump. Two
parallel Cu plates are radially suspended at the center of the chamber, 1 cm
apart from each other. One plate (the upper plate in the sketch) is connected
to ground, the other is connected to a high voltage source V1. The sample
holder is placed at a distance of 8 cm downstream from the plates. The
sample is placed in a 0.4 cm2 Au frame, which is connected to a second
high voltage source V2. The pressure inside the chamber is measured by a
pressure gauge.
When a high negative voltage V1 is applied across the two plates, at an
Ar pressure of ∼ 10−4 bar, a Townsend discharge is ignited as electrons are
accelerated towards the ground plate and ionize the Ar atoms in the gas,
separating the negatively charged electrons and positively charged Ar+
ions. The discharge is sustained by the emission of secondary electrons at
the negatively biased plate. The ionized gas is heated and a plasma forms
upon reaching thermal equilibrium.
The remote plasma serves as an ion source for the irradiation of the sam-
ple, placed at a distance of 8 cm from the plates. The negative voltage V2
accelerates the positively charged Ar+ ions onto the sample. The energetic
ions hit the sample surface and generate collision cascades. Furthermore,
some ions hit the surface of the Au frame surrounding the sample and gen-
erate secondary electrons by impact ionization of the Au atoms. The sec-
ondary electron current I is measured in order to estimate the fluence f of
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where t is the duration of the irradiation process, e the elementary charge
and A the surface area of the Au frame.
In order to verify the function of the remote plasma setup and to find
correct parameters for the irradiation process, we performed plasma simu-
lations using the finite elements methods implemented in the Comsol pack-
age. The simulations are performed in three steps. First, the plasma ignition
phase is simulated, during which only the negative voltage V1 is applied.
The plasma simulation takes into account four different particle species,
namely electrons (e−), neutral Ar atoms, neutral excited Ar atoms (noted
Ar∗) and positively charged Ar+ ions, which are coupled by the following
impact reactions:
1. e− + Ar⇒ e− + Ar (elastic scattering)
2. e− + Ar⇒ e− + Ar∗ (excitation)
3. e− + Ar∗⇒ e− + Ar (relaxation)
4. e− + Ar⇒ 2e− + Ar+ (ionization)
5. e− + Ar∗⇒ 2e− + Ar+ (ionization)
6. Ar∗ + Ar∗⇒ e− + Ar + Ar+ (relaxation + ionization)
7. Ar∗ + Ar⇒ Ar + Ar (relaxation)
Each impact reaction is described by an energy-dependent reaction cross-
section. The cross-section data was retrieved from the LXcat database [56],
which contains calculated as well as experimental cross-section data.
At the plates, the following surface reactions were taken into account:
1. Ar+⇒ Ar (neutralization)
2. Ar∗⇒ Ar (relaxation)
At the negatively biased plate, the emission of secondary electrons was cal-
culated in the neutralization reaction (1). The secondary emission coeffi-
cient was set to 0.25 and the mean secondary electron energy was calculated
from the mean ion energy and the work function of Cu (4.7 eV).
The Cu electrodes were modeled as metal contacts, and terminated with
a ballast resistance of 1 kΩ to damp the effect of current spikes and allow
for a smoother convergence of the plasma potential.
The chamber geometry was discretized using a fine mesh optimized for
plasma simulations, resulting in ∼ 3× 104 degrees of freedom to be solved
for. The background gas density was treated as an ideal gas and its temper-
ature was set to T = 293.15 K. The pressure p in the chamber, and the two
applied voltages V1 and V2 were set up as simulation parameters.
In the initial simulation step, the evolution of the plasma electric po-
tential, electron density and electron energy density were calculated on a
coarse mesh during a simulation period of 1 s, at which point their con-
vergence was checked. This allowed to considerably speed up the actual
plasma simulations by using the converged potential as a starting point.
In a second step, after the initial plasma ignition was simulated, the
negative voltage V2 was turned up and the system was let to evolve for an
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additional period of 1 s, this time on the finer mesh, until reaching conver-
gence. Figure 3.2 shows the resulting ion density at thermal equilibrium
in the chamber, at an applied voltage V1 = −800 V between the plates and
V2 = −300 V at the sample holder. The Ar gas pressure pwas set to 0.1 mbar
(panel (a)), 0.15 mbar (panel (b)), 0.2 mbar (panel (c)) and 0.25 mbar (panel
(d)). The average ion density in the chamber increases with increasing Ar
pressure p and reaches a maximum (2.5 × 1017 m−3 at p = 0.25 mbar) at a
distance of 1 cm of the plates and falls off towards the sample. In the re-
gion surrounding the negatively biased plate, the positively charged Ar+
ions are accelerated towards the plate and are neutralized in the surface
reaction (1), while producing secondary electrons. This is reflected by the
dark blue area surrounding the lower plate in Figure 3.2 indicating the ab-
sence of ions. The electrons emitted from the lower plate are accelerated
towards the upper ground plate and ionize neutral atoms in the bulk reac-
tions (4-6). These processes lead to an equilibrium ion distribution within
the chamber. Lowering the gas pressure and thereby its density affects the
ion density and thereby the charge distribution within the chamber.
FIGURE 3.2: Plasma ion density Ar+ ion density in the
plasma, calculated by finite elements method as imple-
mented in the Comsol plasma module. The external volt-
age applied between the plates to the left of the chamber
was set to −800 V and the voltage at the sample holder
(right white rectangle) was set to−300 V. The color scale in-
dicates the ion density inside the plasma chamber in units
of ions/m3. The Ar gas pressure inside the chamber was set
to (a) 0.1 mbar, (b) 0.15 mbar, (c) 0.2 mbar and (d) 0.25 mbar.
The charge distribution ρ within the chamber builds up an electrostatic





Figure 3.3 shows the electric potential calculated at an applied voltage V1 =
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−800 V between the plates and V2 = −300 V at the sample holder, refer-
enced to ground. The Ar gas pressure p was set to 0.1 mbar (panel (a)),
0.15 mbar (panel (b)), 0.2 mbar (panel (c)) and 0.25 mbar (panel (d)). A neg-
ative potential builds up around the biased plates: At the lower plate, the
potential strongly depends on the Ar pressure and reaches VE = −450 V at
p = 0.1 mbar, VE = −380 V at p = 0.15 mbar, VE = −350 V at p = 0.2 mbar
and VE = −320 V at p = 0.25 mbar. Furthermore, the electric field E =
−∇VE , increases near the plate with increasing Ar pressure. At the sample
holder (right plate) the potential reaches values VE ' −280 V.
FIGURE 3.3: Plasma electric potential Electric potential
due to the charge distribution within the plasma, calculated
by finite elements method as implemented in the Comsol
plasma module. The color scale indicates the potential in-
side the plasma chamber, referenced to the ground elec-
trode. The external voltage applied between the plates to
the left of the chamber was set to −800 V and the voltage at
the sample holder (right white rectangle) was set to−300 V.
The color scale indicates the ion density inside the plasma
chamber in units of ions/m3. The Ar gas pressure inside the
chamber was set to (a) 0.1 mbar, (b) 0.15 mbar, (c) 0.2 mbar
and (d) 0.25 mbar.
Once the final ion distribution and electric potential has been converged,
the third step consists in calculating trajectories of the ions within the plasma.
This is done using the charged particle tracing module, taking into account
the electric potential VE and elastic scattering between the plasma parti-
cles. The trajectories and kinetic energy of 104 ions, with initial positions
sampled from the ion distribution obtained in the previous step, were sim-
ulated. The trajectories of those ions intersecting the sample surface are
shown in Figure 3.4. They correspond to the plasma calculated at a pres-
sure of 0.2 mbar and applied voltages V1 = −800 V and V2 = −300 V. The
ion density calculated in the second step is indicated by shades of gray in
the background. The colors show the kinetic energy of the particle along
3.1. Low energy ion irradiation 43
its trajectory according to the scale shown to the right of the figure. Most
ions hitting the sample originate from a region 4 cm in front of the sample
surface. Ions created further away will likely be accelerated towards the
plate and therefore do not reach the sample. The maximum kinetic energy
acquired by the ions when hitting the sample is 280 eV.
The plasma parameters accessible experimentally are the external volt-
ages V1 and V2, and the chamber pressure. We are most interested in the
effect these parameters have on the ion fluence and energy at the sample
surface. Therefore, we performed systematic parameter sweeps and evalu-
ated the resulting ion density and energy as outlined above. As can be seen
in Figure 3.2, the ion density and therefore the ion fluence at the sample
surface is mostly affected by the pressure inside the chamber. The higher
the pressure, the more ions are generated inside the plasma. The ion energy,
on the other hand, is not affected much by the Ar pressure.
FIGURE 3.4: Ion trajectories Trajectories of single Ar+
ions hitting the sample surface, simulated using the Comsol
charged particle tracing module. A sample of 104 Ar+ ions
are released according to the ion distribution calculated in
the plasma simulation at a pressure of 0.2 mbar and applied
voltages V1 = −800 V between the plates and V2 = −300 V
at the sample holder (see Figure 3.2). The ion trajectories are
simulated taking into account the electric potential shown
in Figure 3.3 and elastic scattering between plasma parti-
cles. The shaded background shows the ion density (as in
Figure 3.2(c)) and the colors of the trajectories represent the
kinetic energy of the simulated ions (see color bar on the
right hand side).
The ion energy is mostly determined by the bias voltage V2 of the sam-
ple holder. The positively charged ions generated in the plasma are ac-
celerated towards the negatively biased sample holder and acquire kinetic
energy. The charge distribution within the chamber lowers the electric po-
tential at the sample surface, therefore the kinetic energy reached by the
ions hitting the sample has an upper bound determined by the voltage V2.
The voltage V1 between the two plates also has an effect on the charge dis-
tribution and therefore on the potential within the chamber, although its
effect near the sample is less striking than that of the voltage V2.
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FIGURE 3.5: Ion energy distribution function The kinetic
energy distribution of ions hitting the sample surface was
calculated from the 104 ion trajectories (see Figure 3.4) us-
ing a histogram method, with 100 energy bins uniformly
distributed over the full range of ion kinetic energies. The
external voltage applied across the two plates was set to
−800 V (blue curve), −1000 V (green curve) and −1200 V
(red curve). A voltage of −300 V was applied at the sam-
ple holder. The kinetic energy is shown on the x-axis and
the relative number of ions having this kinetic energy when
reaching the sample surface is shown on the y-axis.
From the ion trajectories calculated in the third simulation step, the ion
energy distribution function can be obtained using a histogram method.
The kinetic energy of each of the simulated ions hitting the sample sur-
face was calculated and a histogram consisting of 100 energy bins was con-
structed. Figure 3.5 shows the ion energy distribution function of ions hit-
ting the sample surface in a plasma generated at a pressure p = 0.15 mbar
and a sample voltage V2 = −300 V. The energy distribution at three differ-
ent values of the applied voltage between the plates V1 = −800 V, −1000 V
and−1200 V is shown. The ion energy distribution functions resulting from
the simulations show narrow peaks around the average ion energy with a
full width at half maximum of ∼ 5 eV.
The simulations show that the lower the voltage between the plates,
the more the ion energy approaches the ideal value corresponding to the
electric potential applied at the sample holder, i.e. 300 eV. At V1 = −1200 V,
the mean ion kinetic energy is 〈Eion〉 = 220 eV, at V1 = −1000 V it is 〈Eion〉 =
250 eV and at V1 = −800 V, it is 〈Eion〉 = 280 eV. On the other hand, if the
voltage applied between the plates is too low, the plasma simulation does
not converge and no plasma is ignited in the first place.
Figure 3.6 shows the ion energy distribution functions calculated at a
voltage V2 = −500 V at the sample holder and V1 = −800 V, −1000 V and
−1200 V across the plates. There, the mean kinetic energy of the ions is
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FIGURE 3.6: Ion energy distribution function The kinetic
energy distribution of ions hitting the sample surface was
calculated from the 104 ion trajectories (see Figure 3.4) us-
ing a histogram method, with 100 energy bins uniformly
distributed over the full range of ion kinetic energies. The
external voltage applied across the two plates was set to
−800 V (blue curve), −1000 V (green curve) and −1200 V
(red curve). A voltage of −500 V was applied at the sam-
ple holder. The kinetic energy is shown on the x-axis and
the relative number of ions having this kinetic energy when
reaching the sample surface is shown on the y-axis.
equal to 410 eV at an applied voltage across the plates of V1 = −1200 V, at
V1 = −1000 V it is 430 eV and at V1 = −800 V, it is 450 eV.
Figure 3.7 shows the ion energy distribution functions calculated at a
voltage V2 = −1000 V at the sample holder and V1 = −1200 V,−1400 V and
−1600 V across the plates. At lower voltages, the plasma did not converge
properly. The calculated kinetic energy distribution shows a mean value at
800 eV at an applied voltage across the plates of V1 = −1600 V. At V1 =
−1400 V, the mean kinetic energy is equal to 830 eV and at V1 = −1200 V, it
is 850 eV.
Although the plasma simulations fail at low voltages V1 between the
plates, experimentally, we observe a considerable current density of the
order of 1 A m−2 flowing between the two plates at voltages as low as
V1 = 500 V and Ar gas pressures ranging from p = 0.5 mbar down to p =
0.05 mbar. The current flowing between the two plates indicates the pres-
ence of a large number of mobile charge carriers in the plasma. When ap-
plying an acceleration voltage V2 between the grounded plate and the sam-
ple holder, a current can be measured flowing through the sample holder,
indicating that charge carriers reach the sample surface and secondary elec-
trons are emitted from the Au frame on the sample holder. The current den-
sity typically measured at the sample holder is of the order of 0.1 A m−2.
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FIGURE 3.7: Ion energy distribution function The kinetic
energy distribution of ions hitting the sample surface was
calculated from the 104 ion trajectories (see Figure 3.4) us-
ing a histogram method, with 100 energy bins uniformly
distributed over the full range of ion kinetic energies. The
external voltage applied across the two plates was set to
−1200 V (blue curve), −1400 V (green curve) and −1600 V
(red curve). A voltage of −1000 V was applied at the sam-
ple holder. The kinetic energy is shown on the x-axis and
the relative number of ions having this kinetic energy when
reaching the sample surface is shown on the y-axis.
Assuming a secondary electron emission parameter of 0.25, i.e. one sec-
ondary electron is emitted every fourth ion impact, this corresponds to an
ion flux of 2.5 × 1014 cm−2 s−1. This allows to control the ion fluence by
measuring the current through the Au frame on the sample holder and the
irradiation duration.
In the following, we will refer to the nominal ion energy Eion = cionV2,
i.e. the kinetic energy that the Ar+ ions of charge cion = +e acquire in the
electric potential V2. But we should keep in mind that the actual kinetic
energy of the ions can deviate from this nominal value by up to 20% (Fig-
ures 3.5, 3.6, 3.7).
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3.2 SQUID magnetometry
In order to measure the magnetic signals originating from an emerging fer-
romagnetic phase induced by defects in a non-magnetic host material, high
sensitive magnetometry techniques are required. Especially at the onset of
magnetic percolation, the expected magnetic signals are very small. Su-
perconducting quantum interference device (SQUID) magnetometry is the
most common technique for the characterization of these magnetic mate-
rials, owing to its high sensitivity and the availability of commercial turn-
key magnetic property measurement system (MPMS) solutions, such as the
MPMS-XL7 from Quantum Design used in this work. Nevertheless, much
care has to be taken when characterizing artificial ferromagnets, as the mag-
netic signals can easily reach the detection limit of commercial SQUID mag-
netometers. In this section, the measurement principle is introduced and
guidelines for high sensitivity measurements are discussed.
FIGURE 3.8: Sketch of the MPMS-XL SQUID detection
system. It shows the main components of the magnetome-
ter measurement circuitry: The second-order gradiometer
(lower left) consisting of an array of four pickup coils is in-
ductively coupled to the SQUID through the isolation trans-
former. The RF SQUID signal is amplified and demod-
ulated to produce the raw measurement data. Adapted
from [57].
The detection unit in most commercial MPMS nowadays consists of
three parts: the SQUID is made up of a superconducting loop with a single
(RF SQUID) or two (DC SQUID) Josephson junctions. When a supercur-
rent flows, the voltage drop across the junction depends on the difference
∆ϕ of the phases of the superconducting wavefunctions on each side of
the junction, which in turn depends on the magnetic flux Φ penetrating the
loop. Therefore, the SQUID translates magnetic flux to electrical voltage.
The so-called tank circuit is made up of superconducting pickup coils con-
figured as a second order gradiometer, as depicted in the lower left part of
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Figure 3.8. Two outer loops are wound in opposite direction to the two in-
ner loops. A magnetic field B(z) = B0 + B1z, threading the coils induces
a current inside the outer loops which is canceled by an opposite current
induced in the inner loops. A small magnetic source placed within the gra-
diometer, on the other hand, induces a net current in the tank circuit. The
pickup coils are inductively coupled to the SQUID circuit, which is isolated
from the magnetic environment by superconducting shielding. A heater is
mounted on the isolation transformer, allowing to drive it into normal state
and release trapped flux prior to each measurement. The RF SQUID setup
implemented in the MPMS XL is driven with an external RF bias current
and the resulting voltage is amplified and demodulated.
The gradiometer is wrapped by a superconducting solenoid, which in
the case of the MPMS XL-7 can produce magnetic fields up to 7 T along the
longitudinal axis of the gradiometer. The whole assembly is placed in a He4
cryostat and the temperature inside the sample space is controlled in order
to allow the sample to be cooled down to 2 K or heated up to 390 K.
During a measurement, the sample is driven across the pickup coils
while recording the SQUID voltage as a function of the sample position.
This data is the raw signal produced by the MPMS and is then translated
by software to the total magnetic moment of the sample using an analytical
model. A significant improvement in the sensitivity of the measurement
can be achieved using the reciprocating sample oscillation (RSO) mode,
where the sample oscillates up and down and produces an alternating mag-
netic flux in the coils, leading to an alternating output voltage. The fre-
quency of the readout is then locked to the frequency of the oscillating sam-
ple.
The magnetic sample is mounted on a rod, that can be moved up and
down in the pickup coil arrangement by a stepper motor. Prior to the actual
measurement, the exact sample position, relative to the central windings
has to be determined. The sample reference frame is determined by a cen-
tering scan, during which the sample is scanned through the whole coil as-
sembly while applying an external magnetic field. Depending on the mag-
netic properties of the sample, a maximum (para- or ferromagnetic sam-
ple) or minimum SQUID voltage (diamagnetic sample) is reached when
the sample is placed inside the inner loops of the pickup coil. If the re-
sponse of the sample to the external magnetic field is too weak, the sample
position can not be determined in this way. Then, a paramagnetic marker
placed at the exact position of the sample on the sample holder can be used
to calibrate the sample reference frame.
As stated above, the pickup coil assembly is setup as a second order
gradiometer and is sensitive to magnetic fields that are non-linear along the
gradiometer axis. This means that the external magnetic field, which is as-
sumed to be homogeneous throughout the sample space, is not measured.
As the stray field of a magnetic point dipole falls off as 1/r3 at a distance r,
magnetic fields originating from sources far away from the gradiometer are
highly damped. On the other hand, magnetic fields originating from small
sources within the gradiometer volume strongly affect the measurement.
Besides the sample to be investigated, other sources of magnetic fields have
to be eliminated in order to reduce the background signal and improve the
sensitivity of the measurement.
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The presence of magnetic particles near the sample can be one source of
background signal, that can not be neglected. Therefore, when measuring
samples with small magnetic signals, it is especially important to avoid any
contamination of the sample space. The sample and sample holder should
only be handled with special non-magnetic tools to avoid a contamination
from, e.g., metallic tweezers. In addition, the sample needs to be mounted
on a non-magnetic support, that does not contribute to the measurement.
This is usually done by clamping the sample inside a long plastic drinking
straw. Although the straw may have a small diamagnetic response to an
external magnetic field, this response does not affect the measurement, as
long as it is homogeneous and the straw is longer than the pickup coil as-
sembly. Using a plastic straw as the sample holder also has the advantage
that a typical square thin film sample can easily be oriented with respect
to the external field, i.e. the field can be applied in plane or out of plane,
as shown in Figure 3.9. When clamping the sample inside the straw, much
care has to be taken, as every deformation of the straw leads to a local per-
turbation in the straw response that will be picked up by the SQUID.
Bext
in plane out of
plane
FIGURE 3.9: SQUID sample holder. Especially for thin
film samples grown on a square substrate, a plastic drinking
straw is a convenient support, as explained in the text. The
square sample is clamped inside the straw and is held in
place at two opposite corners. This way, the sample can be
rotated freely around the clamping axis to measure config-
urations, where the external magnetic field Bext is applied
in plane and out of plane.
By default, the MPMS software models the magnetic sample as a point
dipole and fits the total magnetic moment of the sample to the raw SQUID
voltage:
V (z) =V0 + V1z + V2
[
2
(R2 + (z + δz)2)3/2
− 2
(R2 + (z + δz + Λ)2)3/2
− 2




where V0 and V1 are fitting parameters accounting for drifts in the SQUID
voltage during the scan, R and Λ are the radius and the separation of the
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pickup coils, δz is a fitting parameter accounting for a misalignment of the
sample w.r.t the center coils. The fitting parameter V2 is then translated to
a magnetic moment using a device dependent calibration factor, that has
to be determined using a sample of known magnetic moment. The ap-
proximation of the sample to a point dipole is good enough in many cases,
especially when the sample is spherical and small. Therefore, the MPMS
software performs the fitting procedure automatically and saves the result-
ing magnetic moment in the main data file. When measuring small signals,
it is useful to analyze the raw signals manually and assess the quality of the
measurement.










































































FIGURE 3.10: Raw SQUID voltage. The upper panels
show typical measurements of the raw SQUID voltage re-
sponse as a function of the magnetic sample position, ob-
tained in the RSO mode. Prior to the measurement, the sam-
ple reference frame has been centered at the inner pickup
coil position. The measurement shown on the right (b,d)
has a large drift in the SQUID voltage, compared to the mea-
surement shown on the left (a,c). The lower panels show the
same data, corrected for the SQUID drift. The line shows
the fit resulting from Equation (3.3).
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Figure 3.10 shows a typical measurement obtained by scanning a dia-
magnetic sample across the SQUID pickup coils. The SQUID voltage is
plotted as a function of the sample position relative to the central windings
of the coil. An external magnetic field of 2 kOe was applied in the positive
direction of the pickup assembly. The response of the diamagnetic sample
opposes the external field and the signal measured by the SQUID therefore
shows a minimum when the sample is placed inside the central winding, at
z = 0 in the sample reference frame. The measurement was performed in
the RSO mode, in which the sample scan starts at the center of the pickup
coil assembly, is scanned symmetrically about the origin in a predefined
range (here 3 cm) and back to the center. During the scan, a total of 64 po-
sitions are recorded. The scan range has to be set in such a way that the
sample does not leave the volume of homogeneous external magnetic field.
Otherwise, at least for a ferromagnetic sample, a change of the external
magnetic field could affect the magnetization state of the sample. On the
other hand, the scan range should be large enough to measure not only the
response of the central windings, but also that of the outer loops. Ideally,
the sample should be brought close enough to each loop during the scan to
induce a sizable magnetic flux through the loops. As the flux induced by a
magnetic moment m falls off as m/r3 at distance r, the scan range has to be
optimized for each sample.
In Figure 3.10(a), the raw SQUID voltage recorded on the way up coin-
cides with that measured on the way down. This is not always the case, as
shown in Figure 3.10(b), where the SQUID voltage has a drift which can be
due to electronic drift in the SQUID or amplifier circuits. This drift has to
be corrected for, in order to fit Equation (3.3) to the voltage data. The drift
correction can be achieved by fitting a line to the raw voltage data. As the
drift is usually not position dependent, and in the RSO mode the scan direc-
tion is not continuous in time, the voltage measurement has to be expressed
as a function of time first. As the time is not recorded for each scan point,
the data can be referenced to a continuous row index, assuming the mea-
surement duration of each scan position is the same. The corrected voltage
signal, the so-called detrended voltage, is shown in the lower panels of Fig-
ure 3.10. The solid lines show the resulting best fits of Equation (3.3).
When measuring samples with a geometry that significantly deviates
from the spherical point dipole approximation, such as very thin magnetic
films, it can be necessary to correct for the sample geometry to get an ac-
curate magnetic moment measurement. Figure 3.11 shows the detrended
SQUID voltage resulting from two scans of the same diamagnetic sample
with dimensions 5 mm × 5 mm × 0.5 mm and same applied magnetic field
Bext = 2 kOe, once with the sample normal oriented along the gradiometer
axis (blue) and perpendicular to it (orange). The resulting magnetic mo-
ments deviate by ∼ 5 %, although the sample is purely diamagnetic and
should not show any magnetic anisotropy. The simple point dipole model
(Equation (3.3)) used by the MPMS software can not account for the sample
geometry and therefore a more complete model has to be derived. We start
with a single magnetic point dipole with dipole moment ~m at the position ~rd
and want to calculate the magnetic flux ΦB induced by the dipole through
a coil winding of radius ρ0, parallel to the xy-plane and whose center is
positioned at ~rc. We use cylindrical coordinates with unit vectors (ρ̂, ϕ̂, ẑ)
to describe the system and define the relative position between dipole and
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FIGURE 3.11: Sample geometry corrections. The fitting
procedure of the MPMS system software assumes a sam-
ple geometry that can be approximated by a magnetic point
dipole. When this approximation does not hold, the real ge-
ometry has to be taken into account in order to reduce the
fitting error.
coil ~rr = ~rc − ~rd (see Figure 3.12).













from which we can calculate the stray magnetic field emitted by the dipole:
~Bm(~rr) = −µ0∇φm(~rr). (3.5)
































































FIGURE 3.12: Coordinate system used to calculate the sam-





































~Bm · d ~Ac, (3.9)
with the surface element
d ~Ac = ẑcρcdρcdϕc. (3.10)

























d − 2ρcρd cos (ϕc − ϕd)
ϕr = arctan
[
ρc sin(ϕc)− ρd sin(ϕd)
ρc cos(ϕc)− ρd cos(ϕd)
]
zr =zc − zd.
(3.12)
Due to the form ofϕr, the integral in Equation (3.11) becomes intractable
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and we won’t be able to solve it analytically. Looking at the special case of
a magnetic dipole ~m = (0, 0,mz), oriented along the gradiometer axis and










2(zc − zd)2 − ρ2c
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(zc − zd)2 + ρ20
)3/2 , (3.13)
and retrieve the simple dipole model Equation (3.3) used by the MPMS
software, with ρ0 = R and zc = 0,±Λ.
To see how a small misalignment ~rd = (ρd, 0, zd) of the magnetic dipole
~m = (0, 0,mz) off the central gradiometer axis affects the magnetic flux
through the coils, we expand the integrand in Equation (3.11) in a power
series about ρd = 0 up to second order:
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Near the central windings, where the sample produces maximum magnetic
flux through the coil assembly, and zc ≈ zd, the misalignment ρd of the
sample off the central axis of the gradiometer increases the flux by a factor
∼ ρ2d/ρ30. This explains the different magnetic moments obtained from the
two measurements shown in Figure 3.11. The sample geometry can not well
be approximated by a point dipole and its orientation in the gradiometer
matters.
To calculate the finite size effect of the sample, we need to integrate the
magnetization over the whole sample volume V . Assuming the magneti-
zation is homogeneous in the sample volume, we can express it as
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We can then write the magnetic flux through a coil winding due to the sam-






























We calculate the finite size effect of a sample of dimension 5 mm× 5 mm
× 0.5 mm with a total magnetic moment of 1 emu on the total magnetic flux
through the gradiometer, by numerically integrating Equation (3.17). Fig-
ure 3.13 shows the resulting total magnetic flux when the sample is placed
with the surface normal parallel to the z-axis (“Out of plane”) and paral-
lel to the x-axis (“In plane”). The solid lines correspond to the fit using
Equation (3.3), yielding values proportional to the magnetic moment m⊥
(m||) that would be calculated by the MPMS software. By comparing these
values, we find a deviation of
m|| −m⊥
m||
× 100 = 4.81%. (3.18)
which is close to the deviation of 4.95 % obtained from the measurements
shown in Figure 3.11. Comparing the effective moments m|| and m⊥ mea-




































FIGURE 3.13: Finite sample size effect on the magnetic
flux through the pickup coil assembly of the MPMS gra-
diometer, as a function of the z-position along the gra-
diometer axis, calculated for an axially centered magnetic
dipole (blue), and for the two samples sketched in the inset.
sured by the MPMS software and the real total moment of the sample, we
can calculate correction factors for the finite size effect of a specific sam-
ple geometry. Table 3.1 shows the resulting correction factors. To correct
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the magnetic momentmMPMS calculated by the MPMS software, one has to
multiply by the finite size correction factor (mcorr = mMPMS ∗ Cfs).
Sample Geometry X × Y × Z (mm) Correction factor (Cfs)
5× 5× 0.5 0.969296
0.5× 5× 5 1.015966
TABLE 3.1: Correction factors Cfs for the finite sample size
effects on the magnetic moment calculated by the MPMS
software for samples of relevant geometry and orientation
for this work.
All corrections, fitting algorithms and data processing functionalities
outlined in this section have been implemented in the Julia programming
language and used to analyze the SQUID magnetometry measurement data
throughout this work.
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3.3 Experimental realization of an artificial ferromag-
net in TiO2
Following the predictions of an artificial ferromagnetic phase emerging in
anatase TiO2, due to the percolation of defects created by low energy ion ir-
radiation (Section 2.5), a systematic experimental investigation of the mag-
netic percolation process is in order. Using the experimental methods de-
scribed in the previous sections, a set of three anatase TiO2 thin film samples
were incrementally irradiated with small steps of ion fluence, each with a
nominal ion energy of Eion = 200 eV, 500 eV and 1000 eV, respectively.
After each irradiation step, the magnetic properties of the samples were
measured, using SQUID magnetometry, in order to follow the percolation
process and detect the emergence and evolution of the artificial ferromag-
netic phase.
The TiO2 thin film samples were prepared in two steps: First, 40 nm thin
amorphous TiO2 films were deposited on 5×5×0.5 mm3 LaAlO3 (100) sub-
strates by ion beam sputter deposition, from a Ti target at an O2 background
pressure of 1.5 × 105 mbar and Ar ions with an energy of 1000 eV and a
scattering angle of 110◦. The details of the growth process are described in
Ref [58]. In a second step, the amorphous films crystallized in the anatase
phase by post-growth annealing in air at a temperature T = 500◦ C for 1 h.
The Ar+ ion irradiation parameters, specifically the chamber pressure
and temperature, Ar gas flow, the voltages V1 between the parallel plates
and V2 at the sample holder (see Section 3.1) were chosen, such that the
three samples were irradiated with comparable ion fluences and ion en-
ergies spanning the region of the magnetic phase diagram (Figure 2.10),
where the emergence of an artificial ferromagnetic phase is expected. The
irradiation parameters used for the three samples are shown in Table 3.2.
Sample name TiO2200 TiO2500 TiO21000
Chamber pressure (mbar) 2.5× 10−2 2.5× 10−2 2.5× 10−2
Chamber temperature (K) 293 293 293
Ar partial pressure (mbar) 0.12 0.12 0.12
V1 (V) -1000 -1000 -1000
V2 (V) -200 -500 -1000
I1 (mA) 2.5 2.5 2.5
I2 (µA) 2.5 8 20
TABLE 3.2: Irradiation parameters used for the three TiO2
thin film samples. V1 and I1 are the voltage and current
flowing through the parallel plates and V2, I2 are the voltage
(referenced to the ground plate) and current at the sample
holder.
After each irradiation step, the total magnetic moment of the samples
were measured using SQUID magnetometry and the fitting procedure out-
lined in Section 3.2, as a function of the applied magnetic field in the range
-5 T to 5 T at constant temperature T = 300 K, the so-called magnetic hys-
teresis loops, and as a function of temperature at a constant applied mag-
netic field. Before each hysteresis loop measurement, the magnetization of
the sample was reset by applying a sequence of magnetic field oscillations,
with decreasing amplitude Bi+1 = − 1√2Bi, starting at B0 = 1 T, as shown
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in Figure 3.14, followed by a reset of the remnant field in the superconduct-
ing solenoid, performed by driving the superconducting wire into normal
state and quenching the magnet coil. This procedure allows to start each
hysteresis loop measurement at zero field and zero magnetization of the
samples.




















FIGURE 3.14: Magnetization reset sequence. To reset the
magnetization of the sample, a sequence of magnetic fields
with oscillating amplitude is applied.
Figure 3.15(a) shows two examples of raw hysteresis curves, measured
at T = 300 K after the sample TiO21000 had been irradiated with a total Ar+
ion fluence of 0.6×1016 cm−2 and 8.7×1016 cm−2, respectively, at a nominal
ion energy of 1000 eV. The first observation is that the sample reacts to an
applied magnetic field with an opposing magnetization, which is a signa-
ture for diamagnetic behavior. In addition to the linear in field diamagnetic
response of the sample, a small non-linear hysteretic response is clearly vis-
ible and grows with increasing ion fluence. To emphasize this non-linear
response, the high field response is fit to a line and subtracted from the
total signal. The remainder of the signal, after subtraction of the linear dia-
magnetic contribution, is shown in Figure 3.15(b). The signals have the
shape of a ferromagnetic hysteresis loop. As the measurement started in
a state of zero magnetization after applying the oscillating field sequence
(Figure 3.14), the so-called virgin curve is visible, starting at the origin. In-
creasing the applied magnetic field, the magnetic moment increases rapidly
and finally saturates at the saturation momentmsat. Reversing the magnetic
field, the magnetic moment decreases again. But instead of returning to a
state of zero magnetic moment when the external field is turned off, the
sample shows a remnant moment mrem. Only when a negative field Bc,
the coercive field, is applied, the magnetic moment of the sample returns
to zero. The hysteresis loop continues symmetrically upon reversing the
magnetic field at the negative saturation regime.
The hysteresis loops showing increasing saturation momentsmsat upon
ion irradiation are a signature of the artificial ferromagnetic phase, emerg-
ing in the TiO2 host due to the percolation of paramagnetic defects. Ac-
cording to the simulations of the percolation process (see Figure 2.3), at de-
fect concentrations below the percolation threshold, the sample should be
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FIGURE 3.15: Hysteresis loops of TiO2 artificial ferromag-
net, measured at T = 300 K. (a) Total magnetic moment
as a function of the applied magnetic field, measured af-
ter sample TiO21000 had been irradiated with a fluence of
0.6 × 1016 cm−2 (blue) and 8.7 × 1016 cm−2 (orange). (b)
Same as (a), but with the linear diamagnetic contribution
to the total magnetic moment subtracted to emphasize the
ferromagnetic hysteresis.
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paramagnetic. At high temperature and moderate magnetic field, a para-
magnet shows a magnetization that evolves linearly with applied magnetic
field with a positive slope. Due to the diamagnetic contribution, which is
also linear in field (but with a negative slope), the paramagnetic contribu-
tion can not easily be isolated from the room temperature hysteresis loops.
Therefore, the magnetic moment was also measured as a function of the
sample temperature at a constant applied magnetic field.
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FIGURE 3.16: Temperature dependence of the magnetic
moment. Total magnetic moment of sample TiO21000, mea-
sured as a function of temperature while cooling the sample
from T = 300 K down to T = 5 K at an applied magnetic
field ofB = 0.1 T, after the sample was irradiated with a flu-
ence of 0.6×1016 cm−2, 3.1×1016 cm−2, 6.2×1016 cm−2 and
8.7×1016 cm−2. The solid lines show fits to Equation (3.20).
Figure 3.16 shows the temperature dependence of sample TiO21000 af-
ter it was irradiated with a fluence of 0.6 × 1016 cm−2, 3.1 × 1016 cm−2,
6.2 × 1016 cm−2 and 8.7 × 1016 cm−2 at a constant applied magnetic field
B = 0.1 T. The total magnetic moment is negative, owing to the diamag-
netic contribution dominating the measured signal. The offset between the
curves reflects the increasing ferromagnetic contribution to the total mag-
netic moment, as the irradiation fluence increases. At the applied magnetic
field, the ferromagnetic contribution is saturated. As the sample is cooled
down, the total magnetic moment increases. This temperature dependence
is mostly due to the contribution of isolated paramagnetic defects.
Assuming the total magnetic moment of the sample is composed of a
diamagnetic mdia, a paramagnetic mpara and a ferromagnetic mfm contribu-
tion, such that
mtotal = mdia +mpara +mfm, (3.19)
and at high applied magnetic field, the temperature dependence of the
paramagnetic moment follows a Brillouin function:
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where µB is the Bohr magneton, kB the Boltzmann constant, µ = gJµB the
microscopic magnetic moment of the paramagnetic defects, V the sample
volume and N the density of isolated paramagnetic defects in the sample.
The solid lines in Figure 3.16 show the fit of Equation (3.20), with N ∼
1014 cm−3 paramagnetic defects having a magnetic moment of 2µB in the
as-grown samples. The defect concentration slightly increases when the
samples are irradiated.
At high temperature and moderate magnetic field, the magnetic mo-














Ng2J(J + 1). (3.23)
And therefore, mpara is linear in magnetic field. Under the assumption that
the diamagnetic contribution to the total magnetic moment, mdia, which is
also linear in magnetic field, does not considerably change when irradiating
the samples, the linear in magnetic field contribution to the total magnetic
moment at room temperature can also be used to estimate the change in
concentrations of the isolated paramagnetic defects due to the irradiation.
By comparing the slope, or rather the magnetic susceptibility χ = M/H , of
the linear in field contribution to the total magnetic moment, χlinear(f) =
χdia + χpara(f), as the samples are irradiated with increasing ion fluence
f , to the susceptibility of the as-grown sample, the variation of the defect
density N is obtained as shown in Figure 3.17. First, the slope of the as-
grown sample is subtracted
∆χ = χlinear(f)− χlinear(0) = χpara(f)− χpara(0) (3.24)
and then, the defect concentration is calculated from the difference ∆χ, as-
suming an affected volume V corresponding to the penetration depth of the
ions during the irradiation, (see Figure 2.10).
Figure 3.17 shows the change in number density of isolated paramag-
netic defects, referenced to the densities of the as-grown samples. The num-
ber of isolated paramagnetic defects created during the irradiation first in-
creases up to a maximum value (1015 cm−3 in sample TiO2200, 5×1014 cm−3
in sample TiO2500 and 5 × 1013 cm−3 in sample TiO21000) and then goes
back down to zero, increasing the total fluence. This behavior is expected
considering the magnetic percolation model and the calculations shown in
Figure 2.3(b). As the number of paramagnetic defects created by ion ir-
radiation increases, percolation domains start to form. Those defects be-
longing to a percolation domain no longer contribute paramagnetically to
the total magnetic moment of the sample. As shown in Figure 2.3(b), the
dimensions of the magnetic layer have an influence on the percolation pro-
cess and a larger maximum is in fact expected for thinner magnetic layers.
From the calculations of the irradiation damage (Figure 2.10), the ion pen-
etration depth in the three samples correspond to 1,2 and 3 TiO2 unit cells,
respectively. The maximum number of defects contributing paramagneti-
cally to the total magnetic moment of the sample reflects this dependence
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FIGURE 3.17: Evolution of isolated paramagnetic defects.
The density of isolated paramagnetic defects are calculated
from the change ∆χ of the paramagnetic susceptibility at
room temperature compared to the as-grown samples, us-
ing Curie’s law (Equation (3.22)), taking into account the
volume of the sample affected by the ion irradiation. The
relative concentration of isolated paramagnetic defects in
sample (a) TiO2200, (b) TiO2500 and (c) TiO21000 is shown
as a function of the total irradiation fluence. The ribbons
indicate confidence margins at 5 % significance level.
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quite well.
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FIGURE 3.18: Ferromagnetic hysteresis parameters. Rem-
nant magnetic moment (a-c) and coercive field (d-f) mea-
sured in the three TiO2 thin film samples after each irradia-
tion step. The columns show results for the samples irradi-
ated at (a,d) Eion = 200 eV (b,e) 500 eV and (c,f) 1000 eV.
Upon increasing the irradiation fluence, percolation domains start to
grow and their constituent defects are expected to contribute ferromagnet-
ically to the total magnetic moment of the sample and explains the appear-
ance of a ferromagnetic hysteresis loop. Figure 3.18 shows the evolution
of the remnant magnetic moment mrem at zero field and the coercive field
of the three samples as a function of the irradiation fluence. With increas-
ing irradiation fluence, the remnant magnetic moment also increases. This
can be explained by the deterioration of the crystal lattice due to irradia-
tion damage, which increases the pinning of magnetic domain walls dur-
ing the magnetization reversal. Domain wall pinning is a clear signature
of long-ranged ferromagnetic order. Although this behavior should also be
reflected by an increase of the coercive field, this parameter is much more
difficult to measure with high precision and therefore no significant change
of the coercive field as a function of the irradiation fluence is apparent from
the measurements.
Figure 3.19 shows the magnetic moment at saturation, msat, of the fer-
romagnetic signal measured after each irradiation step. As expected, the
magnetic moment first increases with each step and saturates at high ion
fluence. One major issue in all previous reports of artificial ferromagnetism
was the uncertainty in the magnetic volume and mass, which is needed
to calculate the magnetization. The lack of accurate magnetization values
makes it very difficult to compare artificial ferromagnets with the intrinsic
ones and to assess their usability. The phase diagram calculated in the pre-
vious chapter (Figure 2.10) helps here. In TiO2, the artificial ferromagnetic
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FIGURE 3.19: Experimental observation of magnetic per-
colation. Magnetic moment at saturation of the ferromag-
netic signal, measured at room temperature as a function
of the ion irradiation fluence, in the three TiO2 thin film
samples, irradiated with Ar+ ions at Eion = 200 eV, Eion =
500 eV and Eion = 1000 eV. The magnetic properties were
measured after each irradiation step. The lines show the
best fits to Equation (3.25).
phase emerging at the experimental ion irradiation parameters is clearly
confined to a thin region near the film surface. This prediction perfectly
agrees with the experimental evidence and is the main reason for the ex-
istence of a perpendicular magnetic anisotropy [34], as discussed in more
detail in the next chapter. The maximum magnetization obtained by taking
into account the expected magnetic volume in each of the samples is sum-
marized in Table 3.3 and reaches a value up to 79 A m2 kg−1, which is as
large as that reported for bulk magnetite (Fe3O4, Ms = 90 A m2 kg−1) [59].
Knowing the magnetic volume and the magnetic moment of a single
defect (e.g. 2 µB for the dFP), one can also calculate the defect concen-
tration corresponding to the experimentally observed magnetization, see
Table 3.3. In the irradiated TiO2 thin films, the dFP concentration reaches
almost 20 at.%, which is far beyond the aforementioned magnetic percola-
tion threshold. It should be noted that the resulting defect concentration
appears to decrease increasing the irradiation energy Eion and thereby the
ion penetration depth. As will be discussed in the next chapter, the pres-
ence of the surface has a great influence on the magnetic structure of the
defects and therefore has to be taken into account when defects are created
at low ion energies.
In the artificial ferromagnet created in the anatase TiO2 host by ion irra-
diation, the theoretical predictions outlined in Section 2.5 showed that two
processes mainly determine the limits of the emerging FM phase, namely
the creation of dFP and oxygen vacancy defects and the amorphization of
3.3. Experimental realization of an artificial ferromagnet in TiO2 65
0 1 2 3 4
















0 1 2 3 4 5













FIGURE 3.20: Magnetic percolation in CeO2 and SiC
based artificial ferromagnets. Magnetic moment at satu-
ration of (a) a CeO2 bulk sample, irradiated with Xe+ ions
at Eion = 200 MeV (data reproduced from [28]) and (b) a
6H-SiC single crystal sample irradiated with Ne+ ions at
Eion = 140 keV (data reproduced from [29]). The magnetic
properties were measured after each irradiation step. The
lines show the best fits to Equation (3.25).
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Host Eion (eV) Msat (A m2 kg−1) Defects (at.%)‡ δ
TiO2 200 79 19 (dFP) 1.01
TiO2 500 74 18 (dFP) 1.00
TiO2 1000 56 13 (dFP) 0.99
CeO2 2× 108 46* 10* (VO) 0.20
SiC 1.4× 105 20* 9.5* (divacancy) 0.28
Fe3O4 † – 90 – –
TABLE 3.3: Experimentally determined magnetization at
saturation, magnetic defect concentration, as well as the ra-
tio δ = β/γ of the two process rates obtained as fit parame-
ters from Equation (3.25). (*): The magnetization and defect
concentration of the CeO2 and SiC samples were corrected
as described in the text. †: The magnetization of bulk mag-
netite is shown for comparison to a typical intrinsic FM. ‡:
The defect concentration refers to all defects of that kind, in-
cluding those that are isolated and do not contribute to the
FM signal.
the host matrix. One other process that plays an important role at the sur-
face of the sample is the sputtering of amorphous material during the irra-
diation. At large enough ion fluence, one would expect a large degree of
amorphization in the irradiated sample and the FM phase to vanish. In re-
ality, amorphous material is removed at the surface, permitting the ions to
penetrate deeper into the sample and leading to a steady state between the
magnetic defect creation and amorphization processes. This explains the
stability of the FM phase even at an ion fluence as high as 2 × 1017 cm−2.
In comparison, magnetization data obtained by Shimizu et al. [28] by irra-
diating CeO2 samples with high energy (Eion = 200 MeV) Xe+ ions (Fig-
ure 3.20(a)) and data obtained by Li et al. [29] by irradiating SiC samples
with Ne+ ions at Eion = 140 keV (Figure 3.20(b)) show a different be-
havior: there, the magnetization reaches a maximum at an ion fluence of
2 × 1013 cm−2 (CeO2) and 1 × 1014 cm−2 (SiC) and vanishes at higher flu-
ence. Li et al. attribute the disappearance of the FM phase at high fluence
to the amorphization of the host material.
The evolution of the FM phase with the ion fluence f can be described






with the rates β and γ of the two processes and a scaling parameter α. Ide-
ally, the ratio δ = β/γ should be larger than one, so that the magnetic perco-
lation process outweighs the destructive processes. This is almost the case
for the TiO2 samples (see Table 3.3).
It should be noted that for the CeO2 and SiC samples, the authors cal-
culate a magnetization taking into account the whole sample volume, in
which the ions penetrate (with a penetration depth of 12 µm in CeO2 [28]
and 460 nm in SiC). The origin of the magnetic signal in CeO2 is attributed
to the creation of oxygen vacancies and in SiC to pairs of Si and O diva-
cancies, which carry a magnetic moment of 2µB . Considering the results of
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the calculations for TiO2 and SiC (see Section 2.5 and Section 2.6), this as-
sumption is not realistic, as it completely ignores destructive effects of the
irradiation. Furthermore, for the CeO2 sample, the magnetization obtained
under this assumption would translate to an oxygen vacancy concentration
of merely 0.03 at.% or a defect separation of more than 4 nm, and for the
SiC sample to a divacancy concentration of 0.4 at.% or a defect separation
of 1.4 nm, at which the emergence of a FM phase at room temperature is
impossible. Assuming a more realistic separation between the defects of
5 Å and using the computational results obtained for SiC in Section 2.6, the
actual magnetic layer is much thinner (32 nm in the CeO2 sample and 20 nm
in the SiC sample), and the resulting magnetization turns out to be of the
same order of magnitude as that observed in TiO2 (see Table 3.3).
The proximity of the FM phase emerging in the TiO2 thin film hosts
to the sample surface obviously plays an important role and explains the
evolution of the magnetization as a function of the irradiation fluence, that
differs from the observations in CeO2 and SiC hosts shown above. Due to
the low ion energies used in this work to irradiate the TiO2 thin film sam-
ples, the region affected by the irradiation is much thinner. Following the
theoretical predictions of Section 2.5, the emerging FM phase is expected
to be of the order of a few monolayers of the host lattice. This has funda-
mental implications for the stability of the ordered phase and the magnetic
percolation process. In the next chapter, we discuss these implications and
investigate the dimensionality effects and the effect of the surface on the
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4.1 Critical behavior and 2D magnetism
In Section 2.4, we introduced the magnetic percolation process, which de-
scribes a second order geometrical phase transition. We defined the order
parameter P∞ as the probability that a random defect belongs to the per-
colation continent. Its critical behavior near the phase transition follows a
power law with a critical exponent β (Equation (2.22)). As we have seen in
the previous chapter, the artificial FM phase emerging in anatase TiO2 hosts
upon ion irradiation follows such a percolation process. We shall now take
a look at the critical behavior of the magnetic percolation process.
At high applied magnetic fields, all percolation domains contribute to
the total magnetization. Therefore, even below the percolation threshold,
where no ferromagnetic percolation continent has emerged yet, a non-zero
saturating magnetization can be measured at moderate applied magnetic
fields. The sample is super-paramagnetic. On the other hand, only the fer-
romagnetic percolation continent can show a spontaneous magnetization.
Hence, a remanent magnetization only starts to appear at the percolation
threshold.
This allows us to estimate the irradiation fluence necessary to create a
defect concentration of the order of the percolation threshold, as shown
in Figure 4.1 (b). For the sample TiO2200, this threshold fluence is fc =
4.9 × 1015 cm−2 and for sample TiO21000, we find fc = 1.8 × 1016 cm−2
(see also Table 4.1). Using the results of the simulations described in Chap-
ter 2 and the magnetic phase diagram (Figure 2.10), we can estimate the
critical dFP concentration pc corresponding to the fluence fc. For Sam-
ple TiO2200, we find a critical concentration pc = 8 at.% and for Sample
TiO21000, pc = 5 at.%. These values correspond to those calculated using
Monte Carlo simulations in Section 2.4.
As the remanent magnetization shows only contributions from the fer-
romagnetic percolation continent, its value should follow the same critical
behavior as the order parameter P∞ that describes the probability that a
defect belongs to the percolation continent. Assuming that the dFP concen-
tration p is proportional to the irradiation fluence f , we can fit the remanent
magnetization to
Mrem(f) ∝ (f − fc)β (4.1)
and obtain a good estimate of the critical exponent β. The fits are shown
in Figure 4.1 (b) as dashed lines. The experimental critical exponents β are
shown in Table 4.1. For sample TiO21000, we obtain a value of the criti-
cal exponent that matches well the theoretical value for a 3D system. For
sample TiO2200, the value is in between those predicted for a 2D and 3D
system, indicating that the resulting percolation process takes place in a
quasi-2D region of the sample. This result is in accordance with the pre-
dicted thickness of one unit cell of the emerging FM phase. The saturation
magnetization also follows a power law
Msat(f) ∝ fα (4.2)
as shown by dashed lines in Figure 4.1 (a). The exponents α obtained by
fitting the experimental data are shown in Table 4.1.
For comparison, we calculated the critical exponent α from the experi-
mental magnetization data of CeO2 hosts irradiated with Xe ions at Eion =
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Sample TiO2200 TiO21000 CeO2
fc (1016 cm−2) 0.49 1.8 –
pc (at %) 8 5 –
α 0.10± 0.05 0.29± 0.05 0.6± 0.2
β 0.31± 0.03 0.41± 0.05 –
TABLE 4.1: Experimental percolation parameters (fc: Crit-
ical fluence; pc: Critical dFP concentration; α, β: Critical ex-
ponents), obtained experimentally from magnetization data
of TiO2 samples irradiated with Ar+ ions at Eion = 200 eV
(TiO2200) and 1 keV (TiO21000) and of CeO2 samples irra-
diated with 200 MeV Xe ions [28].
200 MeV, published by Shimizu et al. [28] (see Figure 4.2). In the fitting pro-
cedure to the power law, we only considered those magnetization values
obtained at fluences up to 2 × 1013 cm−2, where the effects of the amor-
phization are not too strong. We find a value α = 0.6± 0.2, which indicates
a 3D percolation process. The other percolation parameters could not be
recovered from the published experimental data.
Two dimensional long ranged magnetic order has long been thought to
be impossible at finite temperatures, as stated by the Mermin-Wagner (MW)
theorem [60]: In bulk 3D ferromagnets, the exchange interaction asserts a
long range magnetic order up to the Curie temperature, TC , where thermal
fluctuations become strong enough to randomize the spin orientation. In
2D magnetic systems with isotropic exchange interaction, the dimensional-
ity effect leads to an abrupt jump in the magnon dispersion and therefore
strong spin excitations at any finite temperature, destroying magnetic order.
The presence of a strong uniaxial local magnetic anisotropy opens a gap in
the magnon dispersion, counteracting the Mermin-Wagner theorem in 2D
and restoring long range order. This has been demonstrated experimentally
in ultrathin transition metal films [61, 62] and 2D magnetic van der Waals
materials [9, 63, 64]. 2D magnetic structures are not only interesting from
a fundamental physics perspective, but also regarding their possible appli-
cations in 2D spintronics, magnonics or spin-orbitronics [1–3, 9, 64]. Due to
the requirements of large exchange and anisotropy, intrinsic 2D magnetism
is rather uncommon and largely restricted to low temperatures.
Ultrathin magnetic films of thicknesses reaching the monolayer limit
have been of great interest, owing to their exotic magnetic properties. For
instance, the critical behavior at the paramagnetic-ferromagnetic phase tran-
sition of an ultrathin ferromagnetic film shows a dimensional crossover
upon reaching the two dimensional limit [61, 62, 65, 66]. In some mate-
rials, the magnetization strongly depends on the film thickness and can be
enhanced [61, 62, 67] or reduced [68] at a critical thickness of the order of a
few monolayers. At surfaces and interfaces, the crystal symmetry is broken
in the direction normal to the film plane. This can lead to strong spin-orbit
coupling and enhanced magnetic anisotropy. Also the contribution of the
orbital magnetic moment can become important at the monolayer limit.
The computational results for the artificial ferromagnetic phase emerg-
ing in defective anatase TiO2 hosts (Section 2.5) and the experimental real-
ization of these artificial ferromagnets (Section 3.3) suggest that the emerg-
ing ferromagnetic phase resulting from the introduction of defects in the
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host film by low energy ion irradiation, is confined to a thin layer near
the film surface with a thickness of a few unit cells. In this chapter, the
effects of the layer thickness and the influence of the surface on the mag-
netic properties are discussed. Specifically, the magnetic anisotropy of the
different magnetic films are investigated. First, the origin of the magnetic
anisotropy in thin films is introduced, followed by a discussion of the mag-
netic anisotropy measured in the TiO2 samples introduced in the previous
chapter. The results are compared to DFT electronic structure calculations
at the defective TiO2 surface.
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FIGURE 4.1: Critical behavior at the percolation thresh-
old. Magnetization of artificial ferromagnets created in
anatase TiO2 thin films by Ar+ ion irradiation at ion en-
ergies Eion = 200 eV and Eion = 1000 eV, measured at
T=300 K, as a function of the irradiation fluence. (a) Mag-
netization at saturation, measured at an applied magnetic
field B = 5 T. A constant diamagnetic contribution was
subtracted. (b) Remanent magnetization at zero applied
magnetic field, after the sample had been exposed to a field
B = 5 T. The dashed lines show the best fits to a power law
(Equations (4.2) and (4.1)).
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FIGURE 4.2: Critical behavior. Total magnetic moment at
saturation of the FM phase emerging in a CeO2 bulk sam-
ples irradiated with Xe+ ions at Eion = 200 MeV (data re-
produced from [28]). The dashed line shows the best fit to
Equation (4.2), taking into account the measurements at flu-
ences f ≤ 2 × 1013 cm−2, yielding the critical exponent α
shown in Table 4.1.
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4.2 Magnetic anisotropy
The magnetization in ferromagnetic materials is usually anisotropic, i.e. the
material can be magnetized with minimum energy in certain crystal direc-
tions, called the easy axes, while in other directions, the hard axes, a max-
imum of energy is necessary. The energy needed to change the magneti-
zation of a ferromagnetic material from the easy to the hard axis is called
Magnetic Anisotropy Energy (MAE).
The contributions to magnetic anisotropy mainly fall into three cate-
gories, namely the shape anisotropy due to the sample geometry. This con-
tribution is usually dominating in slabs or thin films and leads to a mag-
netic easy axis lying within the plane of the film. The second contribution,
the so-called Magnetocrystalline Anisotropy (MCA) mainly stems from the
coupling between the orbital electron motion to the crystal field and results
in preferential magnetization directions due to spin-orbit interaction. The
third contribution is related to mechanical forces and stresses acting on the
material, leading to anisotropy via magnetoelastic effects.
In the following section, the contributions to the magnetic anisotropy,
which are most relevant to the artificial ferromagnetic TiO2 samples, are
described in more detail.
4.2.1 Demagnetizing field and magnetic shape anisotropy
The magnetic shape anisotropy can be thought of as resulting from the
dipolar interaction between microscopic magnetic moments. This interac-
tion is long-ranged and senses the surface of the sample. Therefore, the
magnetic shape anisotropy can be described in a classical continuum the-
ory.






its divergence is equal to
∇ · ~H = 1
µ0
∇ · ~B −∇ · ~M = −∇ · ~M. (4.4)
Outside the body, in vacuum, one obtains
∇ · ~H = 1
µ0
∇ · ~B = 0. (4.5)
In the absence of free currents, where∇× ~H = 0, a magnetic scalar potential
~H = −∇φ (4.6)
can be introduced and the above equations can be rewritten as
∇2φin = ∇ · ~M (4.7)
and
∇2φout = 0. (4.8)
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These equations have the form of a Poisson equation, where the divergence
of the magnetization acts as a source of magnetic field inside the sample.
Continuity requirements of the fields at the surface of the magnetic body
imply:







+ ~M · ~n, (4.10)
where ~n is the surface normal and ∂n signifies the derivative with respect
to the surface normal direction. The solution to the Poisson equation deter-
mines the so-called demagnetizing field Hd inside the magnetic body.
For arbitrary sample geometries, the demagnetizing field can have a
very complex form and has to be determined numerically using micromag-
netic simulation techniques. For simple and regularly shaped geometries,
analytical approximations for the demagnetizing field exist. Notably, for
uniformly magnetized ellipsoids, the demagnetizing field can be expressed
as
Hk = (H0)k −
γk
4π
(M0)k k = x, y, z (4.11)
where H0 is a uniform external magnetic field, M0 is the uniform magne-
tization and γk are called the demagnetizing factors, that depend on the
specific sample geometry. In the case of a sphere, all three factors are equal
and γk = 4π/3. In the case of an infinite plane, i.e. an infinitely flat ellipsoid,
the factor γn = 4π in the direction normal to the plane and zero otherwise.
For a thin magnetic film, this means that an external magnetic field ap-
plied in the direction normal to the sample is effectively lowered by the
magnetization inside the film, while a field applied in the plane of the film
is not affected. This gives rise to a magnetic shape anisotropy, favoring a
magnetization lying in the plane of the thin film.




~M · ~Hd dV. (4.12)
This allows to calculate the MAE due to the shape anisotropy. The shape
anisotropy constant is equal to the energy difference between the magnetic













assuming uniform magnetization. The magnetic anisotropy energy due to




cos2(θ) = Kshape cos
2(θ), (4.14)
where θ is the angle between the magnetization and the film normal. In
magnetic films, the magnetic shape anisotropy constant Kshape is negative,
favoring an in-plane easy axis.
In thin magnetic films, it is more common to express the MAE as a sheet
energy density in units of J m−2. With a film area of 0.5 × 0.5 cm2 and
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a magnetic moment at saturation msat ≈ 5 nAm2, one obtains Kshape ≈
0.05 mJ m−2 = 45 µeV/atom.
4.2.2 Magnetocrystalline anisotropy
In general, the MCA has a complex dependence on the magnetization di-
rection with respect to the crystallographic axes and is often represented
as an expansion in powers of the magnetization direction cosines. In many
crystals, there is a single axis of high symmetry (taken along the z-direction)
and the MCA is uniaxial. To lowest order, the MAE takes the form
MAE(θ) = Ku cos
2(θ), (4.15)
where θ is the angle between the magnetization direction and the high sym-
metry axis (z) and Ku is the uniaxial MCA constant. If Ku > 0, the easy
direction is along the z-direction. Otherwise, there is an easy plane per-
pendicular to the z-axis and the lowest order MAE term does not fix the
direction within this plane. In that case, higher order terms are needed to
determine the easy-axis.
Microscopically, the magnetocrystalline anisotropy is due to the Spin-
Orbit Interaction (SOI), which couples the electrons spin to their orbital
angular momentum. In a crystal, the electrostatic potential of the atoms
and the other electrons lift the orbital degeneracy, the so-called crystal field
splitting. This leads to certain directions of the magnetization, the magnetic
easy axes, having lower total energy than the hard axes. The number and
directions of such axes depend on the symmetry of the crystal.
The MCA energy can be calculated from first principles using the DFT
techniques introduced in Section 2.3. In order to take into account the ef-
fects of spin-orbit coupling, the Kohn-Sham equations have to be modified.
The SOI results from the relativistic treatment of the electron in the context
of the Dirac theory. In general, the KS-problem of DFT, Equation (2.19), can
be modified to solve the Dirac instead of the Schrödinger equation in the
so-called fully relativistic formulation of DFT [69]. For most applications,
the so-called scalar relativistic approximation can be used and the SOI cor-
rections can be incorporated, as described in Reference [69]. This approach
is implemented in the FLEUR code and is used in this work.
To illustrate the effect of SOI on the magnetic anisotropy, we calculated
the total energy of the bulk anatase supercell containing one dFP defect, as
described in Section 2.5.2, taking SOI into account and varying the magne-
tization direction. The MAE due to the MCA is then calculated as the total
energy difference of the magnetization directions. Calculating the total en-
ergy difference between the systems where the magnetization direction is
fixed in the out of plane (001) crystal direction (E⊥) and in the in-plane
(100) direction (E‖), the uniaxial MAE constant Ku = E⊥ − E‖ can be ob-
tained. For the bulk 3D anatase system containing 5.5% dFP defects, we
find Kbulku = 11 µeV/atom.
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4.3 Artificial ferromagnetic monolayer at TiO2 surface
with perpendicular magnetic anisotropy
All experimental results discussed in the previous chapter were obtained
with a magnetic field applied within the anatase TiO2 film plane. In order
to determine the easy axis direction experimentally, measurements of the
magnetization as a function of a magnetic field applied along the surface
normal, i.e. along the (001) crystal axis, were also performed. Examples of
the resulting magnetization loops are shown in Figure 4.3. In each panel,
the in-plane magnetization is shown in blue and the out-of-plane magneti-
zation is shown in orange. The panels (a,c,e) show the raw magnetization
loops and (b,d,f) show the FM signals obtained after subtracting the linear
dia- and paramagnetic background signals.
Figures 4.3(a,b) show the magnetization loops measured after irradia-
tion of 2.5 × 1016 cm−2 ions at Eion = 200 eV. The magnetization shows a
preferential direction pointing out of the film surface, which is unexpected,
as both the shape and MCA contributions to the magnetic anisotropy de-
termined in the previous section suggest an in-plane easy axis. This is es-
pecially true in a magnetic monolayer, where the aspect ratio of the sample
is maximal and the approximation of the shape anisotropy of an infinite
plane becomes sensible. In order to give rise to a net out-of-plane magnetic
easy axis, a strong additional contribution to the anisotropy energy must
be present. As we will show, this contribution comes from the MCA at the
sample surface.
The sample irradiated with 6.0×1016 cm−2 ions at Eion = 500 eV shows
the expected anisotropy behavior: the preferential direction of the magneti-
zation lies within the plane of the film surface, as shown in Figure 4.3(c,d).
In the sample irradiated with 1.2×1017 cm−2 ions at Eion = 1000 eV, the
magnetization loops show an easy axis pointing out of the film plane, al-
though the difference between the curves is less striking (see Figure 4.3(e,f)).
All three examples were chosen at the total irradiation fluence at which the
respective sample shows a maximum magnetization.
Figure 4.4 show the total MAE calculated from area differences of ferro-
magnetic hysteresis curves, such as those shown in Figure 4.3, as a function
of the irradiation fluence, for the sample irradiated at (a) Eion = 200 eV
and (b) Eion = 500 eV. At Eion = 200 eV, the MAE is negative through-
out all irradiation fluences, indicating a magnetic easy axis normal to the
film surface. The magnitude of the MAE first increases, reaching a maxi-
mum of 0.018 mJ m−2 around a fluence of 1016 cm−2 and then decreases
to 0.008 mJ m−2. At Eion = 500 eV, the MAE first increases to a positive
value of 0.035 mJ m−2 at a fluence of 2.5 × 1016 cm−2, indicating a mag-
netic easy plane parallel to the film surface. Increasing the irradiation flu-
ence further, the MAE decreases and changes sign, reaching a minimum of
−0.028 mJ m−2 at a fluence of 7.5 × 1016 cm−2, indicating a change from
the easy plane to an out-of-plane easy axis. Increasing the fluence even fur-
ther, the anisotropy flips again. The MAE seems to follow an oscillating
behavior, flipping between in-plane and out-of-plane magnetic anisotropy.
It appears therefore plausible that the magnetic easy direction strongly
depends on the depth of the magnetic layer below the surface. In fact,
we have seen that at higher irradiation energies, where the easy axis lies
4.3. Artificial ferromagnetic monolayer at TiO2 surface with perpendicular
magnetic anisotropy
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FIGURE 4.3: Magnetic anisotropy Magnetic hysteresis
loops measured with the external magnetic field applied in
the plane of the TiO2 films (blue) and out-of-plane (orange).
The left panels show the total magnetic moment measured
by SQUID magnetometry, the right panels show the ferro-
magnetic signal after subtracting the background diamag-
netic and paramagnetic signals. Panels (a),(b) show the re-
sults obtained for the sample after irradiation with Ar+ ions
with a fluence of 2.5 × 1016 cm−2 at Eion = 200 eV, panels
(c),(d) with a fluence of 6.0×1016 cm−2 atEion = 500 eV and
(e),(f) with a fluence of 1.2× 1017 cm−2 at Eion = 1000 eV.
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FIGURE 4.4: Magnetic anisotropy energy. The MAE de-
termined from the area difference between the hysteresis
curves measured at a field applied in-plane and out-of-
plane. Positive values indicate an easy axis lying within the
surface plane, negative values indicate an easy axis perpen-
dicular to the surface. (a) MAE of the sample irradiated at
Eion = 200 eV as a function of total irradiation fluence. (b)
MAE of the sample irradiated at Eion = 500 eV.
within the film plane, the FM phase emerges not only at the surface but
also in a buried layer in the bulk of the sample, whereas at 200 eV it emerges
right at the surface (Figure 2.10) with a perpendicular magnetic anisotropy
(PMA). This behavior is well known in metallic multilayers, where a PMA
is present in multilayer films grown on different substrates and switches at
a film thickness of several tens of Å [70].
This suggests that the perpendicular contributions to the MAE must
come from magnetic surface states, which dominate in the sample irradi-
ated at Eion = 200 eV. The proportion of magnetic bulk and surface states
created during the ion irradiation then determines the total measured MAE.
In the next section, we will investigate the magnetic properties of the
dFP defect at the anatase TiO2 [001] surface using the FLAPW method and
compare the results to those obtained in the bulk (Section 2.5.2).
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4.4 DFT calculations of the defective anatase TiO2 [001]
surface
To understand the oscillations of the MAE in the sample irradiated at 500 eV
and its dependence on the irradiation energy, we performed DFT electronic
structure calculations of the defective TiO2 surface using the FLAPW method
implemented in the FLEUR code. In most solid-state DFT codes that use
plane wave basis sets, the calculation of surfaces or interfaces requires some
tricks to incorporate the broken translational symmetry. One common strat-
egy is to create a supercell containing a so-called vacuum region, i.e. the
size of the supercell is extended in the direction normal to the surface,
in order to separate the periodic copies of the atomic structure from each
other. Ideally, this vacuum region should be large enough to prevent any
interaction between the copies. In practice, such a large vacuum region
significantly impacts the computational cost and a tradeoff between speed
and accuracy has to be found. In the FLAPW method, space is partitioned
into muffin-tin and interstitial regions, as described in Section 2.5.2, and
the KS wavefunctions are matched at the region boundaries. This trick can
be used to model surfaces in an efficient way [71]. The basis functions are
extended into the exterior boundary regions of the surfaces, the vacuum
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(k +G)2 + V vaceff (z)− Evac
]
uvackG(z, E
vac) = 0 (4.17)
at the energy Evac in the effective vacuum potential V vaceff . This method al-
lows to model two semi-infinite vacuum regions in the exterior of the sur-
faces of a slab and avoids the spurious interaction between the periodic
copies, that one has to deal with in traditional supercell methods.
Following the construction of the defective TiO2 system in the bulk (Sec-
tion 2.5.2), we created a supercell with 3× 3 lateral unit cells of the anatase
TiO2 host and four layers in the (001) direction (see Figure 4.5(b)). One dFP
defect was introduced in the supercell in such a way that one Ti interstitial
was placed in an inner layer (Tii1) and the other at the lower surface layer
(Tii2). In a first step, the atomic positions of the lower two layers ((1) and
(2) in Figure 4.5) were relaxed, while keeping the upper two layers ((3) and
(4) in Figure 4.5) fixed at their bulk positions. After structural relaxation,
the surface layer (1) shows displacements comparable to values found in
the literature [72] (α = 142◦, Ti5c–O2c (short) = 1.813 Å, Ti5c–O2c (long)
= 2.010 Å, Ti5c–O3c = 1.941 Å).
Then, the self consistent charge and spin densities were calculated fol-
lowing the method described in Section 2.5.2. Figure 4.5 shows the relaxed
bulk (panel (a)) and surface (panel (b)) structures. The atomic positions are
represented as spheres (blue: Ti; red: O; pink: Tii). Isosurfaces at a spin
density of 0.005 µB a−30 are shown in yellow. Comparing the spin densities

































FIGURE 4.5: Surface spin density obtained from FLAPW-
DFT calculations for (a) a 3x3x1 bulk anatase supercell and
(b) a 3x3x1 supercell consisting of four atomic layers (la-
beled (1)-(4)) below the [001] anatase surface, each contain-
ing one dFP defect per supercell. The relaxed atom posi-
tions are represented by spheres (blue: Ti, red: O, purple:
Tii). The two Ti interstitials are indicated by arrows and
labeled Tii1 and Tii2. The isosurface at 0.005 µBa−30 spin
density is shown in yellow. The spin density in the [010]-
plane through the two interstitials is indicated by shades of
gray according to the scale on the right.
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in the two structures, one first observes a striking difference at the Ti inter-
stitial in the surface layer (Tii2). While in the bulk structure, the symmetry
of the spin density around the two interstitials is very similar and has a dxy
orbital character, at the surface (Tii2 in panel (b)), the spin density has a dz2
character. The Ti interstitial on the inner layer (Tii1 in panel (b)), on the
other hand, has a similar structure as in the bulk (Tii1 in panel (a)).



























FIGURE 4.6: Density of states (DOS) of the anatase TiO2
[001]-surface containing 5.5 % dFP defects. The total DOS is
shown in gray; the partial DOS (PDOS) projected onto the
O 2p states is shown in blue; the PDOS of lattice Ti 3d states
in orange; the PDOS of the bulk (Tii1) and surface (Tii2)
interstitials are shown in green and red, respectively.
This difference is reflected in the DOS of the surface system, shown in
Figure 4.6. The 3d states of both Ti interstitials are spin polarized, as it was
the case in the bulk system (see Figure 2.9). The PDOS of the Tii1 (green
line in Figure 4.6), shows a peak at the same position as in the bulk system.
The PDOS of the interstitial Tii2 in the surface layer (red line in Figure 4.6)
also shows a peak, but its position is shifted towards lower energies.
As we have seen in Section 4.2, the orbital structure of the spin-polarized
states is closely related to the magnetocrystalline anisotropy through the
spin-orbit interaction. We should therefore expect an effect on the MCA due
to the drastic change of orbital symmetry at the surface layer. We calculated
the MCA energy of the defective TiO2 surface from total energy differences,
taking into account SOI as described in Section 4.2, and find the value of
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the uniaxial MCA constant Ksurfaceu = −137 µeV/atom. The minus sign
indicates an easy axis in the direction normal to the surface.
MAE (µeV/atom)
Shape anisotropy (Kshape) +45
Bulk MCA (Kbulku ) +11
Surface MCA (Ksurfaceu ) -137
TABLE 4.2: Calculated contributions to the MAE in the
anatase TiO2 artificial ferromagnet.
Taking into account the geometrical distribution of the emerging fer-
romagnetic phase within the TiO2 host (Figure 2.10), its proximity to the
surface and the dependence on the ion energy and fluence, as well as the
different contributions to the MAE summarized in Table 4.2, the behavior of
the experimentally observed total MAE (Figure 4.4) can be understood. At
Eion = 200 eV, the FM phase first emerges at the surface, which contributes
with a negative MCA energy to the total MAE. When the ion fluence is
increased, the defects created in lower lying layers reach the percolation
threshold and start to contribute to the FM signal with a positive contribu-
tion to the MAE. As a result, the total measured MAE decreases in magni-
tude due to the competing contributions. At higher ion energies, the FM
phase emerging in the surface layer still contributes to the total magnetic
signal, but the bulk contribution is more important. Due to the amorphiza-
tion and sputtering processes taking place during the ion irradiation, the
strength of each contribution varies in a complicated non-linear way as a
function of the ion fluence and hence, we observe fluctuations and even
switching between inplane and out of plane anisotropy (Figure 4.4(b)).
The strong perpendicular magnetic anisotropy of the surface allows to
stabilize the artificial FM phase down to the 2D limit of the host mono-
layer. By tuning the irradiation parameters, the thickness and depth of the
emerging ordered phase can be controlled and the total MAE can be tai-
lored, favoring an in-plane or out of plane easy axis. The experimental
results of this chapter demonstrate the versatility of artificial ferromagnets.
Using ion irradiation techniques to introduce certain defects, one can not
only induce a strong and robust ferromagnetically ordered phase in a non-
magnetic host material, but systematically control its magnetostatic prop-
erties and, to some extent, its geometry and location within the host crystal.
This amount of fine control makes artificial ferromagnetism due to defects
a powerful materials engineering tool. A further advantage of these materi-
als lies in the ability to combine the emerging magnetic properties with the
intrinsic properties of the host material. In the next chapter, we combine
the electronic properties of the semiconducting oxide ZnO with the spin
structure of an emerging ferromagnetic phase induced by ion irradiation to
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Although the magnetostatic properties of artificial ferromagnetic mate-
rials, such as those discussed in the previous chapters, are interesting on
their own and can be engineered to exhibit tunable properties convenient
for applications, one of the most exciting prospects of this kind of materials
is the ability to induce a ferromagnetic phase while keeping some of the
intrinsic properties of the host material. Shortly after artificial ferromag-
netism induced by defects, that persists up to room temperature, was first
predicted in semiconducting materials [10], possible applications of these
materials for spintronic devices [36] attracted many researchers to the field.
Especially the ability to generate and control spin currents is of great in-
terest in these materials and for applications. ZnO was one of the first host
materials proposed as a room temperature artificial ferromagnetic semicon-
ductor and its magnetic properties are today well understood.
In this last chapter, we provide a short review of the emerging ferro-
magnetism due to defects in ZnO and investigate the spin dynamics in this
artificial ferromagnetic semiconductor experimentally. Exploiting the semi-
conducting nature of the host and the ability to tune its electronic structure
by doping, we show the realization of a spin filter device at magnetic/non-
magnetic interfaces in ZnO, allowing to generate highly spin polarized cur-
rents.
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5.1 Artificial ferromagnetism in ZnO hosts
The first reports of magnetic ZnO were based on a prediction of Dietl et
al. [10] twenty years ago that a ferromagnetic phase with a Curie tempera-
ture above 300 K would emerge in ZnO when doped with magnetic tran-
sition metal ions, such as Fe, Co or Mn. Although many different groups
started measuring the magnetic properties of these so-called dilute mag-
netic semiconductors (DMS) [37, 73–85], doubts were soon raised on the
origin of the measured signals [86–88], due to inconsistencies in the re-
ported measurements and the realization that samples doped with non-
magnetic elements, such as lithium [89, 90], nitrogen [91–93], copper [20,
94], boron [24], potassium [95], aluminum [96] or carbon [18, 97], and even
undoped [12, 98] thin film samples showed traces of ferromagnetism un-
der certain growth conditions. It turned out that it were not the magnetic
dopants that were at the origin of the emerging ferromagnetic phase in
ZnO, but rather lattice defects that carry magnetic moment and interact
ferromagnetically upon reaching magnetic percolation. Specifically, the Zn
vacancy defect was soon found to play a major role in these materials [12,
89, 99–101]. The search for artificial ferromagnetic ZnO at room temper-
ature is tightly related to another controversial research field, namely the
search for p-type ZnO. In the following section, the main results of this re-
search shall be reviewed.
Ueda et al. [73] reported on ZnO films grown by pulsed laser deposi-
tion (PLD) techniques and co-doped with Al and 5 at.%-25 at.% of Co. The
films showed ferromagnetic behavior up to room temperature and the mea-
sured Curie temperature and saturation magnetization varied with the Co
concentration. The authors correlated these variations with the carrier con-
centration, as the ferromagnetism was enhanced in the sample with high-
est conduction electron density. After several groups measured Mn doped
ZnO samples and found no signs of ferromagnetism [73, 75], Sharma et
al. [80] reported on ferromagnetic behavior at room temperature of bulk
and PLD grown thin film ZnO samples, doped with < 4 at.% of Mn. The-
oretical predictions suggested that the transition temperature of artificial
ferromagnets based on ZnO hosts strongly depended on the concentration
of magnetic defects and holes [10] and co-doping strategies were tested [78].
This requirement turned out to be rather difficult, as acceptor dopants re-
sulting in high hole concentrations in ZnO remained elusive.
Soon after the first reports on ZnO based DMS appeared, doubts were
raised on the origin of the magnetic signals. Park et al. [86] measured ZnO
samples doped with Co and correlated the ferromagnetic signals appearing
at concentrations > 12 at.% to the formation of metallic Co clusters. Lawes
et al. [87] and Rao et al. [88] measured bulk ZnO samples with Co and Mn
content of 2-15 at.% and both groups reported that the samples showed
Curie-Weiss rather than ferromagnetic behavior.
Due to these controversies and the difficulties to disseminate the intrin-
sic origin of the ferromagnetic signals, samples doped with non-magnetic
ions, considered to induce p-type carriers in ZnO were measured. Buchholz
et al. [20] studied the magnetic properties of Cu doped ZnO films grown
under conditions favoring n-type and p-type conduction and found that
the films exhibiting p-type conduction were also ferromagnetic at tempera-
tures in excess of 390 K. Ye et al. [94] performed DFT calculations using the
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FLAPW method and found that Cu doping indeed could favor ferromag-
netic order up to Tc ∼ 380 K, but found no sign of hole carrier mediation
of the ferromagnetic coupling. Pan et al. [97] measured ZnO thin film sam-
ples doped with carbon and grown by PLD technique and reported on an
emerging ferromagnetic phase with Tc > 400 K. The authors performed
DFT calculations and found that C substituting O atoms carry a magnetic
moment of 2 µB that couples ferromagnetically. Yu et al. [92] measured fer-
romagnetic signals in nitrogen doped ZnO films grown by PLD with mag-
netization up to 10 emu cm−3 at room temperature.
The success in creating artificial ferromagnets based on ZnO doped with
all kinds of non-magnetic elements led to the conclusion that the dopants
might not play such an essential role in creating the ferromagnetic phase.
Hong et al. had already reported on artificial ferromagnetism in other un-
doped nominally non-magnetic oxides (HfO2 and TiO2) [98]) which they at-
tributed to the presence of oxygen vacancies, when they reported similar re-
sults in undoped ZnO thin films grown by laser ablation technique [13] and
found that the magnetization depends on the film thickness. A comparison
of their results to those obtained in Fe and Mn doped samples suggested
that the transition metal doping played no essential role in the emerging
ferromagnetic phase. The authors rather attributed the magnetic signals
measured in the undoped samples to defects located at the film surface on
the Zn sublattice.
In order to explain the magnetic signals found in undoped ZnO sam-
ples, Wang et al. [99] performed detailed DFT calculations of the magnetic
properties of Zn and O vacancies in ZnO film and nanowire structures. Re-
sults of the calculations for the O vacancy indicate that it alone can not
create any magnetic structure. The ZnO systems with a Zn vacancy, on the
other hand, are magnetic: A Zn vacancy placed at the surface of a ZnO
film results in a total magnetic moment of 1.5 µB , while a Zn vacancy in
the bulk carries a magnetic moment of 1.1 µB . The main contribution to
the magnetic moment comes from the spin polarized 2p states of the three
oxygen atoms that are nearest neighbors of the vacancy. The total energy
of supercell structures containing a concentration of up to ∼ 7 % Zn va-
cancies were calculated and the coupling between the magnetic moments
localized around each vacancy was determined. The authors found a ferro-
magnetic state, that is robust against thermal fluctuations at temperatures
well above 300 K. Although the calculated formation energies for the two
kinds of vacancies were rather high, the results indicated that the forma-
tion energy of Zn vacancies were significantly lower at the surface and at
the same time, resulted in a higher magnetic moment as in the bulk. Calcu-
lations performed in nanowire structures led to similar results.
The results of the calculations pushed the interest in the magnetic prop-
erties of the intrinsic point defects formed in pure ZnO nanostructures and
triggered a number of theoretical and experimental investigations [12, 102–
107]. Khalid et al. [12] showed that ZnO films grown by pulsed laser depo-
sition technique showed ferromagnetic signals, depending on the growth
conditions. They observed a dependence of the saturation magnetization of
the ferromagnetic signal on the N2 partial pressure in the growth chamber.
The dependence on the growth conditions were correlated to the creation
of Zn vacancy type defects using positron annihilation spectroscopy, in ac-
cordance with theoretical predictions. Kim et al. [104] performed electronic
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structure calculations of the Zn vacancy defect using the FLAPW method.
Their results suggest the importance of lattice distortions for the ferromag-
netic order induced by Zn vacancies. In addition, the authors present cal-
culations of x-ray magnetic circular dichroism spectra. Kumar et al. [104]
measured the magnetic properties of undoped ZnO nanorods and found
ferromagnetic signals at room temperature. Kapilashrami et al. [105] sys-
tematically measured the thickness dependence of the ferromagnetic signal
in pure ZnO films grown by magnetron sputtering technique and found
a maximum of the total magnetization at saturation at a film thickness of
480 nm.
The role of the Zn vacancy in the emerging artificial ferromagnetic phase
in undoped ZnO was then widely recognized and the research interest
shifted towards finding ways to lower the defect formation energy, in or-
der to enhance their stability and concentration. Yi et al. [89] showed that
ZnO films doped with Li and grown in oxygen rich environment could
stabilize the formation of Zn vacancies and significantly enhance the ferro-
magnetic properties of the samples. Under oxygen rich conditions, Li pref-
erentially substitute Zn atoms and act as acceptors in ZnO. At a nominal Li
concentration of 8 %, the authors measure a maximum hole concentration
of 5.4 × 1018 cm−3, coinciding with a maximum saturation magnetization
and Tc = 525 K. Similar results were obtained by Ghosh et al. [90, 95] for
other alkali-metal substitutions, while Li shows the strongest effect. Khalid
et al. [26] showed that a ferromagnetic phase could be induced in non-
magnetic ZnO single crystal samples by proton bombardment. The mag-
netization of the samples increased with irradiation fluence up to 5 emu/g.
Mal et al. [108] showed similar results obtained by irradiation of ZnO films
with swift heavy ions. Lorite et al. [32] showed that ZnO microwires doped
with Li acceptors and irradiated with protons show ferromagnetic signals
increasing with the Li content and the proton fluence. They further show
measurements of XMCD performed on the irradiated samples with differ-
ent content of Li dopants. In the sample showing a clear ferromagnetic
hysteresis, a XMCD signal appears at the oxygen K-edge of the absorp-
tion spectrum, that the authors attribute to the spin polarized 2p states of
the oxygen atoms surrounding Zn vacancies, in accordance with theoretical
predictions.




FIGURE 5.1: Tunneling spin filter. Sketch of the energy
landscape of the tunneling spin filter junction. The non-
magnetic (NM) sides of the junction are separated by a thin
magnetic potential barrier (made of e.g. a ferrite labeled
XFe2O4), which is spin-split by the energy 2Es. This spin
dependent barrier height leads to a spin-dependent tunnel-
ing probability and thereby to the majority spin filter effect.
5.2 Spin filter effect at magnetic/non-magnetic inter-
faces in ZnO
5.2.1 The spin filter effect
The spin filter effect or spin filter tunneling usually refers to a phenomenon
that allows to generate highly spin-polarized currents using non-magnetic
electrodes and magnetic semiconducting tunnel barriers. In the magneti-
cally ordered state, the exchange splitting of the magnetic semiconductor’s
conduction band leads to a spin dependent tunnel barrier height (see Fig-
ure 5.1). As the tunneling probability exponentially depends on the barrier
height, T (Vb;E) ∼ exp(−
√
Vb − E), even a small splitting of the order of
several meV can lead to a substantial spin filtering effect. For an in-depth
description of the effect, the reader is referred to the reviews by Moodera et
al. [109] and Moussy [110] and references therein.
The spin filter effect was first observed in ferromagnetic Eu-chalcogenides
in the 1970s [111–113] and later used to build spin-dependent tunnel barri-
ers that would generate spin currents with a spin polarization approaching
100 % at cryogenic temperatures [114–116]. With the enormous research ac-
tivity in the field of spintronics in the last two decades, a renewed interest
in the spin filter effect appeared, owing to its potential to generate highly
polarized spin currents. Notably, the spinel ferrites [110, 117–123] were in-
vestigated as spin-dependent tunnel barriers to achieve room temperature
spin filtering. Although some results indicate successful spin filtering at
room temperature, see Table 5.1, the structures require high quality inter-
faces and the resulting spin polarization was very low.
In contrast, artificial ferromagnets based on semiconducting host ma-
terials such as ZnO and created by ion irradiation provide a very flexible
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Barrier Material Temperature Psf Reference
BiMnO3 3 K 22 % Gajek 2005 [117]
NiFe2O4 4 K 22 % Lüders 2006 [118]
CoFe2O4 2 K 25 % Ramos 2007 [119]
CoFe2O4 290 K 4 % Ramos 2007 [119]
CoFe2O4 10 K 44 % Takahashi 2010 [120]
CoFe2O4 290 K 4.3 % Takahashi 2010 [120]
CoFe2O4 290 K 8 % Matzen 2012 [121]
MnFe2O4 0.45 K 6 % Matzen 2013 [122]
γ-Fe2O3 200 K 30 % Li 2016 [123]
TABLE 5.1: Spin filter efficiencies measured in tunnel junc-
tions made of different oxide tunneling barriers.
framework to engineer devices making use of interfacial spin transport
effects. In the following sections, the influence of lithium and hydrogen
doping on the properties of ZnO is discussed, followed by a short review
of the magneto-transport properties of magnetic Li-doped ZnO. The spin
transport through potential barriers at magnetic/non-magnetic interfaces
in ZnO is then investigated experimentally, demonstrating the realization
of an efficient minority spin filter at room temperature.
5.2.2 Lithium and hydrogen doping in ZnO
Under most growth conditions, ZnO has a tendency to develop intrinsic
defects that act as electron donors and therefore, most ZnO samples exhibit
n-type conduction. In fact, creating highly p-type ZnO with large hole con-
centrations is a long standing problem, as efficient acceptor dopants are still
missing and most elements that can act as acceptors in ZnO simultaneously
introduce donor states that compensate each other. Lithium is one such ex-
ample, as it acts as an acceptor when substituting a lattice Zn atom and in
the interstitial position, it acts as a donor [124, 125]. Although the inability
to obtain highly p-type ZnO has been a prohibitive factor in its applica-
tion in classical semiconductor applications, Li doping can still be used to
control the electronic structure of the material.
The incorporation of Li acceptors in the form of Zn substitutionals brings
some advantages. First, they allow to compensate the intrinsic donor de-
fects, resulting in semi-insulating or even low density p-type conductive
ZnO. This allows to tune the carrier concentration locally using ion implan-
tation methods. As we will show in the next section, the implantation of
H+ ions introduces additional shallow donors and allows to vary the ef-
fective electron concentration by controlling the implantation dose. The
second benefit of the Li acceptors is the role they play in the emergence of
magnetic order in ZnO. The Li acceptors stabilize the formation of Zn va-
cancies, which are at the origin of the artificial ferromagnetism in ZnO [21,
32, 89, 126].
The same H+ ion implantation process used to introduce shallow donor
states can be used to create Zn vacancies and trigger magnetic order, as
demonstrated in Li-doped ZnO microwires, irradiated with low energy H+
ions [32]. By implanting H+ ions with a low energy of 300 eV, H-donors
as well as Zn vacancies are created in a thin region . 10 nm below the
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FIGURE 5.2: Current-voltage characteristics. (a) I-V-
characteristics of a lateral N-P-N diode created at the sur-
face of a Li doped ZnO microwire, measured at T = 300
K. Characteristics of the two PN diodes (between contacts
1-2 in blue, and 3-2 in red) and the whole N-P-N device
(between contacts 3-1 in black) are shown. The N-regions
are implanted with a proton dose of 1016 cm−2. (b) I-V-
characteristics of a magnetic N+-N-N+ device with 37 N+-
N-N+ junctions, measured at temperatures of 30 K, 75 K
and 300 K.
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Li:ZnO microwire surface [127]. By varying the implantation dose, the car-
rier concentration in the implanted region can be controlled within a wide
range and the Zn vacancy concentration can be varied in order to control
the magnetic percolation and the emergence of an artificial ferromagnetic
phase.
For the experimental investigations described in this chapter, we grew
Li doped ZnO microwires using a carbothermal reduction process. ZnO
powder was mixed with LiOH and graphite powder. The mixed precursor
was milled and pressed to a pellet. The pellet was then heated in a tubu-
lar furnace to 1200 ◦C at a rate of 5 ◦C/min, at which point the following
reduction reactions take place [128, 129]:
1. ZnO(s) + C(s) + CO2(g)→ ZnO(s) + 2CO(g)→ Zn(g) + CO2(g)
2. 2LiOH + 2C→ 2Li(g) + H2(g) + CO(g)
Under a constant flow of oxygen, the reduced metals were transferred to a
cooler region of the furnace and recrystallized, creating Li:ZnO microwires
growing preferentially in the (0001) crystal direction. Depending on the
oxygen flow, the thickness and length of the wires can vary. The wires used
in this work contain a nominal Li concentration of 3 %, have a diameter of
' 1 µm and a typical length ranging from 100 µm to 500 µm.
We demonstrate the ability to control the carrier concentration and pre-
pare a localized high ohmic region along the main axis of a Li:ZnO mi-
crowire (|| to the c axis of the ZnO structure) by creating two diodes at its
surface. The left and right side of the wire was implanted with H+ ions at
a fluence of 1016 cm−2, as sketched in the inset of Figure 5.2 (a). The central
region of the wire was not implanted. Curves 1-2 (measured between con-
tacts 1 and 2) and 3-2 (measured between contacts 3 and 2) in Figure 5.2 (a)
show the I-V characteristics of the two PN-diodes, respectively. The current
through the diodes is limited by the low hole concentration in the unim-
planted, high ohmic central region of the wire. Curve 3-1 (measured be-
tween contacts 3 and 1) shows the I-V characteristic of the two diodes mea-
sured in series with its diode-leak currents in both bias voltage directions.
We note that the electrical resistance of the bulk of the Li:ZnO microwire
beneath its irradiated surface has a very high resistance and therefore only
this thin near surface region and the localized potential well in-between
play a role in the transport properties.
When we implant the P-region at a H+ fluence < 1016 cm−2, the I-V
characteristic changes. Instead of the leak current measured across the N-
P-N structure (curve 3-1 in Figure 5.2(a)), we observe a current increasing
with the applied bias voltage. The barrier of the P-N diodes is reduced as
the P region becomes N-type conducting. Increasing the fluence in the cen-
tral region, we observe an increasing current until the I-V characteristics
become linear at a fluence of 1016 cm−2. By introducing donor defects in
the P-region, we effectively built a N+-N-N+ structure, where N+ denotes
a region with high donor concentration and N one with a lower donor con-
centration. At the interface between the regions, a potential barrier is built
up. Its height is:
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where kB is the Boltzmann constant, T the temperature and N+ > N the
carrier concentrations at the two sides of the barrier.
Figure 5.2 (b) shows the I-V characteristics of a wire (S1), where we cre-
ated 37 such N+-N-N+ structures along the wire’s main axis. We used a
fluence of 1017 cm−2 in the N+ regions and 1015 cm−2 in the N regions (see
inset in Figure 5.2 (b)).
To extract the potential barrier height from the I-V characteristics of the
N+/N structures, we model our structure as a diode with a series resis-
tance. We take into account the deviation from ideal thermionic behavior














where Aeff is the effective diode area, A∗∗ the Richardson constant, T the
temperature, e the electron charge, Vb the barrier height, kB the Boltzmann
constant and Rs the series resistance. Following the method described by
Cheung and Cheung [130], we extract the ideality factor n from d(V)/d(ln
I) plots and define the function







= IRs + nVb. (5.3)
Figures 5.3 and 5.4 show the function H(I)/n corresponding to I-V char-
acteristics measured at different temperatures and applied magnetic fields.
The y-axis intercept gives us the barrier height Vb and the slope gives us the
series resistance Rs. Figure 5.5 shows the series resistance Rs(T ) as func-
tion of temperature. Assuming the series resistance is dominated by the
high ohmic N regions, we can estimate the carrier density in these regions.





whereA is the cross section area and l the length of the conduction channel,
e the electron charge, n the carrier density and µ the mobility. The carrier
density depends on temperature:







Using Equation (5.4) and Equation (5.5), we fit the function
Rs(T ) = l/(Aen(T )µ) (5.6)
shown as a line in Figure 5.5 and obtain n0µ ' 1012 cm−1/(Vs). Assuming
the carrier density n0 is only due to the H donors introduced by H+ implan-
tation and ignoring the temperature dependence of the mobility, we obtain
a mobility µ ' 150 cm2/(Vs).
By analyzing the I-V characteristics in this way, we find a ratio of the
carrier concentration N+/N ' 100, which matches the ratio of H+ implan-
tation fluences. We will come back to the analysis of the I-V characteristics
later when we take a closer look at the potential barrier.
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T =  30 K
T =  35 K
T =  40 K
T =  50 K
FIGURE 5.3: Function H(I)/n (Equation (5.3)) at different
temperatures in the range 30 – 50 K and zero magnetic field,
used to determine the potential barrier height from mea-
surements of the current-voltage characteristics. The solid
lines are a guide to the eye.





















FIGURE 5.4: Function H(I)/n (Equation (5.3)) at different
applied magnetic fields in the range 0 – 7 T and T = 35 K,
used to determine the potential barrier height from mea-
surements of the current-voltage characteristics. The solid
lines are a guide to the eye.
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FIGURE 5.5: Series resistance as function of temperature.
The line shows the fit of functionRs(T ) = l/(Aenµ) defined
using Equation (5.4) and Equation (5.5).
We should note that ideally, the structures should be symmetric and
therefore we would expect the I-V characteristics of the two PN diodes in
Figure 5.2 (a) to be equivalent and those of the N+/N structures shown in
Figure 5.2 (b) to be symmetric, which is clearly not the case. We attribute
this to charging effects occurring during the first H+ implantation. The po-
tential barriers created at both sides of the highly implanted regions by the
implantation process are not equal, i.e. the height of the barriers seen at
one current polarity is different from that seen at the other polarity. We
have seen this difference in every sample prepared in this way. We will
therefore treat the two current polarities independently and analyze in de-
tail the positive current polarity (as defined in Figure 5.2(b)) with the higher
potential barriers.
An interesting side-effect of the H+ implantation allows us to visu-
alize the magnetic N+/N structures created along the surface of the Li
doped ZnO microwires. As shown in Figure 5.6 (a), H+ implantation af-
fects the photoluminescence emission spectrum of Li:ZnO. The emission
spectrum of a Li doped ZnO wire is shown after implanting 1.0×1017 cm−2,
5.0 × 1016 cm−2 and 2.5 × 1015 cm−2 H+ ions respectively. It is known that
ZnO mainly emits in two broad spectral ranges, namely the UV emission
around 380 nm attributed to the recombination of free excitons and their
phonon replica and the visible green emission between 450 and 600 nm
attributed to defect levels, such as Zn vacancies [131]. H+ implantation
reduces the visible green emission intensity compared to that of the UV
emission. Therefore, the intensity contrast UV/VIS is a good indicator for
the H+ concentration along the implanted wires. Figure 5.6(b) shows the
photoluminescence emission spectrum scanned along the axis of a wire pre-
pared with N+/N junctions. The different regions are clearly discernible:
The magnetic N+ regions implanted with a fluence of 1017 cm−2 show high
emission intensity in the UV range and low intensity in the visible, whereas






































FIGURE 5.6: Photoluminescence spectra. (a) Photolumi-
nescence spectra of Li:ZnO microwires after implanting a
dose of 1.0×1017 cm−2, 5.0×1016 cm−2 and 2.5×1015 cm−2
protons respectively. With increasing proton dose, the con-
trast between UV- and visible emission increases. (b) Ratio
of the UV (380 nm) over the visible (540 nm) photolumi-
nescence intensity scanned along the main axis of a typi-
cal microwire with multiple magnetic N+/N junctions. The
magnetic N+ regions show high UV/Vis contrast, whereas
the non-magnetic N regions show low contrast.
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FIGURE 5.7: Photoluminescence map of magnetic inter-
faces along ZnO microwire.
the non-magnetic N regions implanted with a fluence of 2.5 × 1015 cm−2
show lower UV and higher visible emission intensity.
5.2.3 Magneto-transport in artificial ferromagnetic Li:ZnO micro-
wires
According to several reports in the literature [32, 89, 132–136], the implan-
tation of H+ ions in the Li:ZnO microwires creates Zn vacancies that can
trigger magnetic order. The dangling O-bonds surrounding a Zn vacancy
give rise to a localized magnetic moment m ' 2µB . At Zn vacancy den-
sities & 3%, these localized magnetic moments can couple ferromagneti-
cally. A fluence of ∼ 1017 cm−2 creates defect concentrations large enough
to induce a ferromagnetic phase in Li-doped ZnO microwires, as clearly
demonstrated in previous studies, including magnetometric (SQUID), el-
ement specific X-Ray absorption (XAS) and magnetic dichroism (XMCD)
experiments [32].
When we implant a Li:ZnO microwire with a fluence of 1017 cm−2 and
measure its magnetotransport properties, the magnetoresistance response
is typically negative, as shown in Figure 5.8. This negative magnetoresis-
tance (defined as (R(B) − R(0))/R(0), B is the applied magnetic field) is
expected for magnetic ZnO [127, 137] and indicates the creation of a mag-
netic surface along the main microwire axis. This sample shows linear I-V
characteristics (not shown here).
5.2.4 Spin transport through magnetic/non-magnetic interfaces
Ion implantation gives us the ability to modify the electronic and magnetic
properties of the Li:ZnO microwire surface locally, i.e. in selected regions
along the wire main axis. By means of a standard litographic process, we
create a mask on top of the microwire to implant H+ ions only in selected
regions along the wire, as sketched in Figure 5.9. The inset shows a SEM
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FIGURE 5.8: Magnetoresistance of magnetic ZnO Mag-
netoresistance at a temperature of T = 30 K of a Li:ZnO
microwire implanted with a dose of 1017 H+ cm−2 along its
whole length. The negative magnetoresistance of −1.2% at
an applied magnetic field of 7 T is expected for magnetic
ZnO.
image of such a mask created at different positions along the length on a
Li:ZnO microwire and across its width.
We create magnetic regions using a fluence of 1017 cm−2 in a first im-
plantation step, where parts of the wire remain covered. After removing
the mask, we implant the whole wire using a low fluence of 1015 cm−2 in
order to tune the carrier concentration. This two-step implantation process
creates potential barriers between magnetic N+-doped and non-magnetic
N-doped regions, as described above. The I-V characteristics of such a sam-
ple with 37 consecutive potential barriers is shown in Figure 5.2 (b). The
magnetotransport properties of this microwire (S1) are completely differ-
ent from those expected of a magnetic wire. Figures 5.10 (a) and 5.10 (b)
show the magnetoresistance measured at temperatures ranging from 25 K
to 300 K.
We observe that the magnetoresistance is positive in the whole temper-
ature range and its magnitude is up to two orders higher than that shown
in Figure 5.8. At low temperatures (Figure 5.10), the magnetoresistance
reaches a maximum of 300 % at 30 K and drops to 50 % at 25 K. It increases
rather linearly with field and tends to saturate at high fields and at low
enough temperatures.
Figure 5.11 (a) (right axis) shows the magnitude of the magnetoresis-
tance at a magnetic field of 7 T applied along the microwire S1, measured
in the temperature range 25 K . . . 300 K (black squares). Note that the resis-
tance increases exponentially to lower temperatures reaching the resistance
resolution limit of standard lab equipment. Although the electrometer used
for the resistance measurements in this experiment is able to measure 1012 Ω
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FIGURE 5.9: Sketch of the masked H+ ion implantation
process using a litographically created mask to cover parts
of the wire during implantation. The inset shows a SEM im-
age of such a mask on a Li:ZnO microwire, of 50 nm length
and 1 µm spaced along the wire main axis.
with an accuracy of 0.35 %, it is necessary to exclude possible, unknown
sources of measurement errors. Therefore, to reduce the resistance of the
sample, we implanted an additional fluence of 5 × 1015 cm−2 at the sur-
face of wire S1. The resistance at zero field was then measured again in the
temperature range 20 K . . . 50 K as shown in Figure 5.11 (b) (red squares).
Now, the resistance stays below 100 MΩ down to 20 K. We measured the
resistance in the same temperature range at a field of 7 T reaching 100 MΩ
at 20 K (red circles). The magnetoresistance calculated from these measure-
ments (black squares, right axis) clearly shows a maximum of 150 % around
30 K.
We note that the magnitude of the magnetoresistance decreased after
the additional implantation step. In fact, the magnetoresistance decreases
with each additional implantation step. Figure 5.12 (a) shows the mag-
netoresistance of wire S1 after implanting additional H+ ions, measured
at 30 K in the field range -7 T . . . 7 T applied along the wire axis. At a
total implantation fluence of 3.7 × 1016 cm−2, the magnetoresistance be-
comes negative. The decrease of the magnetoresistance is accompanied by
the I-V characteristics becoming linear after a total implantation fluence of
3.7×1016 cm−2. This fluence appears to saturate the amount of H+ dopants
that can be incorporated into the ZnO microwires, as further implantation
up to a total fluence of 1 × 1017 cm−2 does not significantly affect the mea-
sured characteristics.
The correlation between non-linearity of the I-V characteristics and the
observed positive magnetoresistance indicates the importance of the po-
tential barrier built at the boundaries between the regions with high/low
H+ concentration. In fact, the positive magnetoresistance vanishes when
the H+ concentration reaches a saturation level homogeneously distributed
along the whole wire.
The importance of the potential barriers becomes even more apparent
when we look at the magnetoresistance of other samples, prepared in a sim-
ilar way, but varying the number of consecutive potential barriers along
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FIGURE 5.10: Magnetoresistance of the Li:ZnO mi-
crowire S1, with 37 alternating regions implanted with
1017 H+ cm−2 and 1015 H+ cm−2 respectively, measured at
a temperature of (a) 300 K, 200 K, 75 K and (b) 35 K, 32 K,
30 K, 25 K. The magnetic field was applied along the wire
axis in the range of -7 T to 7 T.
102 Chapter 5. Spin transport through artificial ferromagnet interfaces





































































FIGURE 5.11: (a) Resistance of the as-prepared surface
layer of wire S1 measured in the temperature range 25 K
– 300 K (red circles), magnetoresistance of S1 at a mag-
netic field of 7 T applied along the wire axis (black squares).
(b) Resistance of wire S1 after an additional implantation
of 5 × 1015 cm−2 H+ ions, measured in the temperature
range 20 K – 50 K at zero applied magnetic field (red
squares) and a magnetic field of 7 T applied along the
wire axis (red circles). Magnetoresistance at a field of 7 T
applied along the wire axis (black squares). The dashed
blue lines show the magnetoresistance calculated using the
thermionic emission model (Equation (5.12)) explained in
Section 5.2.5, for three values of the exchange coupling
strength Eex (1.5 meV, 2 meV and 2.5meV).
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FIGURE 5.12: (a) Magnetoresistance of wire S1 after im-
planting an additional dose of 2.5 × 1015 cm−2, 3.7 ×
1015 cm−2, 7.5 × 1015 cm−2, 1.2 × 1016 cm−2 and 3.7 ×
1016 cm−2 H+ ions in the whole wire (without any mask),
measured at 30 K and magnetic field applied along the wire
axis. (b) Magnetoresistance of wires S1-S5, measured at 30 K
and magnetic field applied along the wire axis of 1 T, 2 T,
5 T and 7 T. The x-axis indicates the number of consecutive
junctions created along the wire main axis in each sample.
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FIGURE 5.13: Magnetoresistance of wire S1 after an addi-
tional implantation of 5× 1015 cm−2 H+ ions, measured by
applying a bias voltage in the range 1 – 3 V, a magnetic field
of 7 T applied along the wire main axis and at a temperature
of 35 K.
the wires axis. Figure 5.12 (b) shows the maximum value of the magne-
toresistance of the samples S1-S5 with 37, 21, 17, 5 and 1 potential barriers
respectively, measured at 30 K and a magnetic field of 1 T, 2 T, 5 T and 7 T
applied along the wires main axis. The wires have a diameter of 1 µm and
a distance between the electrodes of 200 µm, 180 µm, 200 µm, 100 µm and
80 µm respectively. We observe that the magnitude of the positive magne-
toresistance scales rather linear with the number of potential barriers (see
Figure 5.12 (b)).
As indicated in Equation (5.2), the effective barrier height can be tuned
by varying the applied bias voltage. Figure 5.13 shows the magnetoresis-
tance of wire S1 after an additional implantation of 5× 1015 cm−2 H+ ions,
measured by applying a bias voltage in the range 1 – 3 V, a constant mag-
netic field of 7 T and at a temperature of 35 K. The magnetoresistance de-
creases increasing the bias voltage, which translates to a decrease of the
effective barrier height (Equation (5.2)).
Figure 5.14 shows the magnetoresistance of the as-prepared surface layer
of sample S1 measured at an applied field of 7 T in the temperature range 25
– 300 K, by applying different bias voltages. At temperatures T ≥ 30 K, the
magnetoresistance decreases increasing the bias voltage. Below T = 30 K,
where we see the maximum of the magnetoresistance, the behaviour is re-
versed. A bias voltage of 2 V yields a higher magnetoresistance as a bias of
1 V.
We commented about the asymmetry of the I-V characteristics and ar-
gued that the two current polarities can be viewed as two different devices
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FIGURE 5.14: Magnetoresistance of the as-prepared surface
layer of sample S1 measured at an applied field of 7 T in the
temperature range 25 – 300 K, by applying a bias voltage of
1 V (black squares), 2 V (red circles) and 5 V (blue triangles).
with different barriers. In fact the magnetoresistance observed at one cur-
rent polarity is also present in the other current direction, although the ef-
fect is much weaker. Figure 5.15 shows the magnetoresistance as a function
of applied magnetic field, at T = 30K (a) and T = 35K (b). The black curves
were measured with the positive current polarity described in detail above
(see Figures 5.10 and 5.10) and the red curves were measured with inverted
current polarity. Although the extraction of the much smaller barrier height
at the inverted current polarity from the I-V curves is difficult, analyzing the
high temperature I-V curves we estimate it to be three times smaller than at
positive polarity.
All these observations call for a more in depth analysis of the potential
barrier itself. To extract the potential barrier height from the I-V charac-
teristics of the N+/N structures, we use the method outlined above. Fig-
ure 5.16 shows the barrier height Vb extracted from I-V curves measured in
the temperature range 30 K . . . 300 K at zero applied magnetic field. From
Equation (5.1), we see that Vb linearly increases with temperature T and
depends on the ratio N+/N of carrier concentrations on both sides of the
barrier. Using a least squares fit (shown as a line in Figure 5.16), we find
a ratio N+/N ' 100. Interestingly, the best fit shows a negative offset of
Vb(T = 0K) = −8 ± 2 meV. We repeated the same process for the other
samples (not shown) and all fits yield a similar negative offset. As we will
show later, this offset can be explained by the exchange interaction in the
magnetic side of the barrier. Figure 5.17 shows the barrier height extracted
from I-V curves measured at a constant temperature T = 35 K while ap-
plying a magnetic field in the range 0 T . . . 7 T. The barrier height slightly
decreases increasing the magnetic field. The linear fit (shown as a line in
Figure 5.17) reveals that this decrease is in fact equal to the Zeeman energy
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FIGURE 5.15: Magnetoresistance as a function of applied
magnetic field, at T = 30K (a) and T = 35K (b), measured in
sample S1. The black curves were measured with the pos-
itive current polarity (see Figure 5.2(b)) and the red curves
were measured with inverted current polarity with a bias
voltage as indicated.
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FIGURE 5.16: Potential barrier height, extracted from the
I-V characteristics of sample S1 measured at zero magnetic
field in the temperature range 30 K . . . 300 K. The solid line is
a fit to the data. The potential barrier height has a negative
offset at T = 0 K, which is equal to the exchange coupling
strength −Eex.
gµBB and yields a g-factor of 5.4 (µB is the Bohr magneton).
5.2.5 Minority spin filter effect
In summary, we observe a positive magnetoresistance effect which is closely
linked to the potential barrier built at the interface of magnetic/non-magnetic
N+/N junctions. The temperature dependence of the barrier height yields a
negative offset at T = 0 K and decreases by an amount equal to the Zeeman
energy when a magnetic field is applied. We will now explain this effect.
A positive magnetoresistance effect could potentially have different ori-
gins as, for example, the disorder introduced in the samples by ion implan-
tation. It is well known that disorder can give rise to orbital magnetoresis-
tance effects explained by weak localization theory. These effects have been
observed in several ZnO samples [138–144]. However, we note that these
weak localization effects are observable at very low temperatures. The re-
ported positive magnetoresistance in ZnO related to weak localization usu-
ally vanishes at temperatures above 20 K. On the other hand, the positive
magnetoresistance effect we observe after creating the non-magnetic poten-
tial well between magnetic regions persists up to room temperature. Fur-
thermore, it is very unlikely that the lattice disorder introduced by the ion
implantation is by itself the origin of the huge positive magnetoresistance
effect we report here, considering that this effect vanishes (and changes
sign) increasing the lattice disorder, see Figure 5.12 (a).
On the other hand, we need to consider spin-related mechanisms lead-
ing to positive magnetoresistance. Figure 5.18 shows a sketch of the con-
duction electron energy landscape along a Li:ZnO microwire with a highly
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T =  35K
FIGURE 5.17: Potential barrier height, extracted from the
I-V characteristics of sample S1 measured at T = 35 K, while
applying a magnetic field in the range 0 T . . . 7T along the
wire main axis. The solid line is a fit to the data. The poten-
tial barrier height decreases linearly with the applied mag-




FIGURE 5.18: Sketch of the energy landscape along a
Li:ZnO microwire with a highly donor doped magnetic re-
gion (FM) on the left hand side and less doped NM region
on the right hand side. The dashed line represents the en-
ergy of the conduction band minimum along the wire. In
the FM region, the conduction band is spin-split, indicated
by the solid lines offset by spin-splitting energy ±Es. At
the interface between the two regions, the potential barrier
of height Vb is shown as a step. The blue/red arrows sym-
bolize spin up/down electrons.
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doped magnetic and less doped non-magnetic region (such as samples S1-
S5), denoted FM and NM, respectively. The blue and red arrows symbolize
spin-up (minority) and spin-down (majority) electrons respectively.
In the magnetic (FM) regions a spin-polarized defect band exists near
the valence band maximum [32], which induces a spin polarization in the
conduction band, due to recombination processes. At the boundary be-
tween the FM and NM regions, the conduction band has a step. Due to
the splitting of the spin sub-bands in the FM region, the step height is
spin-dependent. Therefore, the step seen by the minority spins (blue ar-
rows) is smaller than for the majority spins (red arrows). The transmission
rate across this spin-dependent potential barrier depends on its height and
therefore acts as a filter for the spins.
For comparison, we refer to Figure 5.1 that shows a sketch of a typi-
cal spin filter tunneling device using a magnetic ferrite tunneling barrier
(XFe2O4) sandwiched between two non-magnetic, usually metallic, elec-
trodes (NM). The conduction band of the magnetic ferrite is spin split by
2Es, which means the tunneling barrier itself is spin dependent. The tun-
neling barrier is lower for the majority spins than for the minority spins.
As the tunneling probability exponentially depends on the barrier height,
the transmission of majority spins across the barrier is higher than that of
minority spins, which leads to the spin filtering effect.
As the splitting of the spin sub-bands depends on the magnetic field
B, this translates into a magnetic field dependent transmission probability
through the barrier. In our case, the larger the magnetic field the smaller
the potential barrier for the minority spins (and the larger for the major-
ity spins). We have seen that the potential barrier height decreases by an
amount equal to the Zeeman energy when a magnetic field is applied (Fig-
ure 5.17). This only makes sense if the current across the potential barrier
consists of minority spins, otherwise one would expect an increase of the
barrier height.
In the magnetic regions, the ferromagnetic coupling between spins in-
duces a splitting of the spin sub-bands even in the absence of a magnetic
field, related to the magnetic exchange interaction Eex between the local-
ized defects. This explains the negative zero-field offset of the potential
barrier height observed in Figure 5.16. We identify this offset as the mag-
netic coupling energy −Eex = −8 meV.
We can therefore write the total spin-dependent potential barrier
V ↓↑b (B, T ) = V
0
b (T )± (Eex + gµB|B|) = V 0b (T )± Es, (5.7)
where we call V 0b the thermal (defined in Equation (5.1)) and
Es = Eex + gµB|B| (5.8)
the magnetic contributions to the potential barrier. Figure 5.19 shows the
ratio Es/V 0b of these two contributions as a function of temperature, cal-
culated for different ratios N+/N of carrier densities on the two sides of
the barrier. We found a ratio N+/N' 100 for our wire S1, which is shown
in red in Figure 5.19, once without applied magnetic field (solid line) and
with a field of 7 T (dashed line). At T = 30 K, the magnetic contribution Es
makes up almost half of the potential barrier. At higher temperatures, the
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B =  0T
B =  7T
FIGURE 5.19: Ratio between the magnetic contribution (Es)
and the thermal contribution (V 0b ) to the potential barrier.
Es was calculated using Equation (5.8), assuming Eex =
8 meV and V 0b was calculated using Equation (5.1), assum-
ing the ratios N+/N of carrier densities on both sides of the
barrier as indicated. The solid lines show the ratios at zero
magnetic field and the dashed lines show the ratios at an
applied field of B = 7 T.
thermal contribution becomes more important. Decreasing the ratio N+/N
of carrier concentrations, the magnetic contribution becomes overall more
important, but of course the total barrier height decreases, turning the spin
filter less effective, as seen in Figure 5.12 (a).










where s↓/↑ denotes the majority/minority spin densities, also depends on
the magnetic field, i.e. the larger the magnetic field, the larger the ratio of
majority/minority spin densities and the less minority spins are available
to cross the potential barrier. Figure 5.20 shows the spin polarization α in
the magnetic regions, assuming Eex = 8 meV, as a function of temperature
at different applied magnetic field strengths. We note that at room temper-
ature the zero-field spin polarization in the magnetic regions is still above
30%. The right hand side axis shows the ratio s↑/(s↓ + s↑) = (1 − α)/2 of
minority spins available to cross the potential barriers from the magnetic re-
gions. The amount of minority spins clearly decreases increasing the mag-
netic field. To relate this change of minority spins to the magnetoresistance,








between the amount of minority spins available when a magnetic field B
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FIGURE 5.20: Spin polarization α in the magnetic regions
as a function of temperature at different applied magnetic
field strengths B, calculated using Equation (5.9), assuming
an exchange interaction energy Eex = 8 meV (as obtained
from the I-V analysis, see Figure 5.16). The right hand side
axis shows the ratio of minority spins (s↑) available to cross
the potential barrier from the magnetic region (calculated as
(1− α)/2).
is applied and the amount available at zero field. Figure 5.21 shows ∆s↑
as function of temperature for applied magnetic field strengths in the range
1 T . . . 7 T. As expected, the difference ∆s↑ is negative, but most importantly
it shows a minimum at a certain temperature that depends on |B| and Eex.
These two effects together explain the observed positive magnetoresis-
tance. We note that such minority spin filtering mechanisms have been suc-
cessfully demonstrated in ferromagnetic metal/graphene heterojunctions
in the past [145]. To describe semiquantitatively the transport through such
a spin-dependent potential barrier, we take the simple thermionic emission
model and calculate the current through the barrier, taking into account the
spin polarization.
The spin dependent current density across the barrier due to thermionic
emission can be expressed as















where the ↑ symbolizes the minority spin ensemble and ↓ the majority spins
(i.e. parallel and anti-parallel to the magnetization direction). µ↑↓ is the spin





the height of the barrier, N+
and N the carrier densities on the high and low doped side of the barrier
respectively, Va the applied voltage, e the electron charge, kb the Boltzmann
constant and T the temperature. Es = gµB|B| + Eex is the spin splitting
energy due to an effective exchange interaction Eex and to the Zeeman in-
teraction. Note that the barrier height Vb is of the order of 100 meV at room
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B =  1T
B =  3T
B =  5T
B =  7T
FIGURE 5.21: Change of the minority spin ratio (s↑(B) −
s↑(B = 0))/(s↓ + s↑) constituting the total carriers in the
magnetic regions at different applied magnetic fields, as a
function of temperature. The negative ratio represents the
depopulation of the minority spins due to the applied mag-
netic field.
FIGURE 5.22: Spin filter efficiency Psf as a function of
the exchange energy Eex at different temperatures in the
range 10 K. . . 300 K and zero applied magnetic field. The
hatched area corresponds to the expected range ofEex, with
a lower bound of 2 meV estimated from the magnetoresis-
tance data and an upper bound of 8 meV estimated from
the I-V curves.
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temperature assuming N+/N = 100. The Zeeman energy is of the order of
0.1 meV/T. Therefore, the above model holds as long as Eex is small com-
pared to the barrier height. The total charge current across the barrier is
then the sum of the two spin channel currents j = j↑ + j↓. From this, we
calculate MR = (R(B) − R(B = 0))/R(B = 0) (R = 1/(∂j/∂Va) is the
differential resistance):






















. Using this model, we calcu-
late the temperature and magnetic field dependence of the magnetoresis-
tance across one such potential barrier.
The dashed blue lines in Figure 5.11 (b) represent the calculated magne-
toresistance from this model at different coupling strengths Eex. From the
comparison between the data and the simulations an exchange interaction
strength of the order of 2 meV can explain the maximum of the magnetore-
sistance around 30 K.
This model can also explain the linear in field dependence (at low enough
fields) and the linear dependence of the magnetoresistance on the number
of consecutive potential barriers in series along the wire (see Figure 5.12 (b)).
In the non-magnetic regions, the conduction band is degenerated and the
spin polarization is lost on a lengthscale equal or larger than the spin diffu-
sion length. In the next magnetic region, the spin-polarization is re-established
due to recombination processes with the polarized defect band. Therefore,
each FM/NM homojunction acts as a spin-filter and contributes equally to
the magnetoresistance.
Using the thermionic emission model, we calculate the current j↑↓ of






Psf depends on the spin splittingEs of the conduction band on the magnetic
side of the potential barriers, which is dominated by the exchange interac-
tion energy Eex. Figure 5.22 shows the spin filter efficiency as a function
of exchange interaction energy Eex at different temperatures in the range
10K. . . 300K and at zero applied magnetic field. The hatched area corre-
sponds to the expected range of Eex, where the lower bound of 2 meV
was estimated from the magnetoresistance data and the upper bound of
8 meV comes from our analysis of the I-V characteristics. At room temper-
ature, this results in an estimated Psf = −8% in the pessimistic case and
Psf = −30% in the optimistic case. The spin filter efficiency of our device
is therefore at least as high as the best results obtained in spin filter tun-
neling devices at room temperature [121]. At 10K, our spin filter device
theoretically has perfect spin filtering with Psf = 100%. Figure 5.22 clearly
shows that the spin filter efficiency is very sensitive to the exchange energy
Eex. Therefore, increasing the exchange energy, either by tuning the defect
concentration or by using different semiconducting materials in which ar-
tificial ferromagnetism can be induced by defects, would result in a major
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Since the first prediction of room temperature artificial ferromagnetism
due to magnetic ion doping in the semiconducting host material ZnO ap-
peared twenty years ago [10], the field has evolved at a rapid pace. Ex-
amples of such artificial ferromagnets were found experimentally in a wide
range of different host materials and many thousands of articles, discussing
the origin of the effect were published because the magnetic order appears
without the need of magnetic ions in the otherwise non-magnetic host. Still,
to this day some critical questions remain open, which motivated the inves-
tigations reported in this work.
In order to understand the physics underlying this kind of materials,
one first has to accept that the set of convenient rules, used to explain intrin-
sic ferromagnetism, such as Hund’s rules or the Stoner criterion taught in
undergraduate courses do not apply. Instead, one has to take into account
the complex structure of the many electron system of the host material, the
perturbations due to defects and the fundamental interactions leading to
the ordered ground state. Although calculating this structure exactly is an
intractable task, in Chapter 2 we demonstrated techniques based on density
functional theory that yield good enough approximations of the charge and
spin density from first principles. Combining these calculation techniques
with MD simulations of collision cascades, we obtain predictions for poten-
tial artificial ferromagnetic materials that can be realized experimentally by
ion irradiation.
In the development of the field, mainly two methods have emerged to
introduce defects in the nominally non-magnetic host materials. In most
reports, the chosen approach was to modify the growth conditions of the
host material, with the advantage of obtaining homogeneously distributed
defects throughout the samples. But the defect densities reachable in this
way are rather limited and therefore, the magnetization reported in such
materials is usually small. On the other hand, introducing defects in high
quality and pure host samples using particle irradiation techniques has the
potential to create much higher defect densities. But, as we showed in this
work, the resulting defects are not homogeneously distributed throughout
the host. Although this technique has been successfully applied to create
artificial ferromagnets in different hosts, the uncertainty of the volume frac-
tion of the resulting magnetic phase within the host sample led to inconsis-
tent reports of the magnetization. Oftentimes, the authors used the whole
sample volume to calculate the magnetization or left it out completely. Due
to the small magnetization values resulting from the overestimation of the
magnetic volume, the results were largely perceived as spurious effects and
overlooked in the discussion of the origin of artificial ferromagnetism. One
of the achievements of this work is to provide more accurate estimates of
the magnetic volume, which allows to correct the reported magnetization
values.
The computational results shown in Section 2.5 for the anatase TiO2
hosts irradiated with Ar+ ions at low energy (Figure 2.10) and in Section 2.6
for the high energy Ne+ irradiated 6H-SiC host (Figure 2.12) give a detailed
and accurate map of the emerging artificial ferromagnetic phase through-
out the parameter space and its distribution within the host sample along
the irradiation direction. We showed that this information can successfully
be used to explain previous experimental data (see Figure 2.11), taking into
account the different kinds of defects and their creation probability due to
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the ion irradiation and the amorphization of the host lattice. Furthermore,
using these predictions, we provide corrections to the reported magnetiza-
tion values and find that they compare to those found in typical intrinsic
ferromagnetic materials.
In Chapter 3, we used these computational results to find ideal exper-
imental parameters for tailoring the artificial ferromagnet based on TiO2
thin film hosts. Tuning the irradiation parameters, in Chapter 4, we show
that the ferromagnetic phase emerges in an ultrathin region of the order of
a few host lattice layers down to the monolayer limit. The magnetic phase
exhibits a strong uniaxial anisotropy with an easy axis depending on the
thickness and proximity to the sample surface, switching from an in-plane
to out-of-plane anisotropy varying the irradiation parameters. We present
DFT electronic structure calculations that explain very well our experimen-
tal observations.
The results presented in Chapters 3 and 4 show the versatility of these
artificial ferromagnets: Their magnetostatic properties can be tuned and
tailored for applications and the ability to induce a ferromagnetic order in
a well defined region of a nominally non-magnetic host allows the integra-
tion of magnetic applications into existing electronic systems. But the real
power of these artificial ferromagnetic materials lies in the combination of
engineered magnetic properties with the intrinsic properties of the host ma-
terial. As we show in Chapter 5, using established semiconductor technol-
ogy, such as doping with Li and H and lithographic processes allowed us to
simultaneously engineer the band structure of the ZnO host and induce a
ferromagnetic phase in well defined regions along the microwire samples.
We applied the combined effect of the magnetic and electronic conduction
properties to control the spin transport dynamics and create an efficient
minority spin filter device, which generates highly spin polarized currents
even at room temperature. These material engineering techniques could be
used to create building blocks for advanced spintronic applications.
Recently, some of the defects involved in the magnetic percolation pro-
cess leading to the emerging ferromagnetic phase in certain host materials,
notably the di-vacancy in SiC or the famous NV center in diamond, have at-
tracted much interest on their own due to their potential use as a building
block for future quantum information processing applications. These so-
called defect spin qubits show very favorable properties such as room tem-
perature operation conditions, optical readout and manipulation schemes
for their spin state and tunable coupling to their environment. Although
this field is just starting to develop and to this date, we are still far away
from the realization of a functional quantum processing application, the
insight gained so far looks promising. In this context, the role of the mag-
netic coupling between these localized defect spin states, that leads to a
macroscopically ordered phase at the percolation transition, has yet to be
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B.1 DFT electronic structure calculations - Fleur input
files
The FLEUR code can be obtained at http://www.flapw.de/MaX-5.0/. The
input files for the calculations described in Section 2.5.2 and Section 4.4 are
reproduced in the following listings.
LISTING B.1: Fleur input file for 3× 3× 1 anatase TiO2 bulk
system with one dFP defect
1 TiO2 ( Anatase ) Bulk dFP
2












11 22 0.9935630000000000 0.9983919999999998
0.9981830000000000
12 22 0.0027580000000000 0.3375349999999999
0.9925719999999999
13 22 0.0027560000000000 0.6593279999999999
0.9925680000000000
14 22 0.3422749999999999 0.9984809999999998
0.0007500000000000
15 22 0.3339500000000000 0.3399820000000000
0.0023570000000000
16 22 0.3339260000000000 0.6569780000000000
0.0023440000000000
17 22 0.6670860000000000 0.9984829999999999
0.0152790000000000
18 22 0.6611549999999998 0.3391279999999999
0.0040440000000000
19 22 0.6611339999999999 0.6578399999999999
0.0040530000000000
20 22 0.1689230000000000 0.1738310000000000
0.5015080000000001
21 22 0.2101400000000000 0.4984459999999999
0.4607229999999999
22 22 0.1689750000000000 0.8231139999999999
0.5014980000000000
23 22 0.4890050000000000 0.1843860000000000
0.5069180000000000
24 22 0.4890059999999999 0.8125689999999999
0.5069669999999999
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25 22 0.8460110000000001 0.1770870000000000
0.5060530000000000
26 22 0.8313999999999999 0.4984640000000000
0.4865570000000000
27 22 0.8459779999999999 0.8198029999999999
0.5060039999999999
28 22 0.9873219999999999 0.1770870000000000
0.2439470000000000
29 22 0.0019330000000000 0.4984640000000000
0.2634430000000000
30 22 0.9873550000000000 0.8198029999999999
0.2439960000000000
31 22 0.3443280000000000 0.1843860000000000
0.2430820000000000
32 22 0.3443269999999999 0.8125689999999999
0.2430330000000000
33 22 0.6644110000000000 0.1738310000000000
0.2484920000000000
34 22 0.6231929999999999 0.4984459999999999
0.2892770000000000
35 22 0.6643580000000000 0.8231139999999999
0.2485020000000000
36 22 0.1662470000000000 0.9984829999999999
0.7347210000000000
37 22 0.1721790000000000 0.3391279999999999
0.7459560000000000
38 22 0.1722000000000000 0.6578399999999999
0.7459470000000000
39 22 0.4910579999999999 0.9984809999999998
0.7492500000000000
40 22 0.4993830000000000 0.3399820000000000
0.7476429999999999
41 22 0.4994080000000000 0.6569780000000000
0.7476559999999999
42 22 0.8397700000000000 0.9983919999999998
0.7518169999999998
43 22 0.8305750000000000 0.3375349999999999
0.7574280000000000
44 22 0.8305769999999999 0.6593279999999999
0.7574320000000000
45 8 0.9915410000000000 0.9984129999999999
0.2165180000000000
46 8 0.0026170000000000 0.3334420000000000
0.2074610000000000
47 8 0.0028170000000000 0.6634539999999999
0.2074640000000000
48 8 0.3412140000000000 0.9984459999999998
0.2164730000000000
49 8 0.3304980000000000 0.3358890000000000
0.2029760000000000
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50 8 0.3304420000000000 0.6610389999999998
0.2029810000000000
51 8 0.6667520000000000 0.9984559999999999
0.2171290000000000
52 8 0.6543099999999999 0.3357059999999999
0.2197810000000000
53 8 0.6542399999999999 0.6612149999999999
0.2198250000000000
54 8 0.1593780000000000 0.1657060000000000
0.7023309999999999
55 8 0.1842170000000000 0.4984640000000000
0.7029529999999999
56 8 0.1594810000000000 0.8312440000000000
0.7023190000000000
57 8 0.4985370000000000 0.1617710000000000
0.7092349999999999
58 8 0.5011540000000000 0.4984720000000000
0.7593099999999999
59 8 0.4984910000000000 0.8351489999999999
0.7092670000000000
60 8 0.8430790000000000 0.1649140000000000
0.7098769999999999
61 8 0.8266979999999999 0.4984300000000000
0.7120090000000000
62 8 0.8430289999999999 0.8319299999999999
0.7098479999999999
63 8 0.0043030000000000 0.1736710000000000
0.4528800000000000
64 8 0.0044110000000000 0.4985209999999999
0.4613099999999999
65 8 0.0042990000000000 0.8231900000000000
0.4529230000000000
66 8 0.3293360000000000 0.1687360000000000
0.4532659999999999
67 8 0.3736390000000000 0.4984310000000000
0.4252940000000000
68 8 0.3293620000000000 0.8283199999999999
0.4532530000000000
69 8 0.6683639999999998 0.1550750000000000
0.4736279999999999
70 8 0.6652120000000000 0.4982650000000000
0.4711150000000000
71 8 0.6683479999999999 0.8419289999999999
0.4735970000000000
72 8 0.1650260000000000 0.9984619999999998
0.9880869999999999
73 8 0.1660820000000000 0.3227210000000000
0.9544339999999999
74 8 0.1660750000000000 0.6742310000000000
0.9543890000000000
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75 8 0.5074570000000000 0.9985119999999998
0.9558809999999999
76 8 0.5000510000000000 0.3181689999999999
0.9644149999999999
77 8 0.5000409999999998 0.6787960000000000
0.9644149999999999
78 8 0.8277850000000000 0.9983039999999999
0.9547970000000000
79 8 0.8326989999999999 0.3389170000000000
0.9632399999999999
80 8 0.8327019999999999 0.6579369999999999
0.9632680000000000
81 8 0.1665810000000000 0.9984559999999999
0.5328710000000000
82 8 0.1790240000000000 0.3357059999999999
0.5302190000000000
83 8 0.1790930000000000 0.6612149999999999
0.5301750000000001
84 8 0.4921200000000000 0.9984459999999998
0.5335270000000000
85 8 0.5028349999999998 0.3358890000000000
0.5470240000000000
86 8 0.5028910000000000 0.6610389999999998
0.5470189999999999
87 8 0.8417929999999999 0.9984129999999999
0.5334820000000000
88 8 0.8307169999999999 0.3334420000000000
0.5425390000000000
89 8 0.8305159999999999 0.6634539999999999
0.5425359999999999
90 8 0.9902549999999999 0.1649140000000000
0.0401230000000000
91 8 0.0066350000000000 0.4984300000000000
0.0379910000000000
92 8 0.9903039999999999 0.8319299999999999
0.0401520000000000
93 8 0.3347959999999999 0.1617710000000000
0.0407650000000000
94 8 0.3321790000000000 0.4984720000000000
0.9906900000000000
95 8 0.3348420000000000 0.8351489999999999
0.0407330000000000
96 8 0.6739560000000000 0.1657060000000000
0.0476690000000000
97 8 0.6491160000000000 0.4984640000000000
0.0470470000000000
98 8 0.6738529999999999 0.8312440000000000
0.0476810000000000
99 8 0.1649690000000000 0.1550750000000000
0.2763720000000000
138 Appendix B. Computation inputs and codes
100 8 0.1681210000000000 0.4982650000000000
0.2788850000000000
101 8 0.1649860000000000 0.8419289999999999
0.2764030000000000
102 8 0.5039979999999999 0.1687360000000000
0.2967340000000000
103 8 0.4596950000000000 0.4984310000000000
0.3247060000000000
104 8 0.5039709999999998 0.8283199999999999
0.2967469999999999
105 8 0.8290310000000000 0.1736710000000000
0.2971199999999999
106 8 0.8289219999999998 0.4985209999999999
0.2886900000000000
107 8 0.8290339999999999 0.8231900000000000
0.2970769999999999
108 8 0.0055480000000000 0.9983039999999999
0.7952030000000000
109 8 0.0006340000000000 0.3389170000000000
0.7867600000000000
110 8 0.0006310000000000 0.6579369999999999
0.7867320000000000
111 8 0.3258759999999999 0.9985119999999998
0.7941190000000000
112 8 0.3332820000000000 0.3181689999999999
0.7855850000000000
113 8 0.3332919999999999 0.6787960000000000
0.7855850000000000
114 8 0.6683069999999999 0.9984619999999998
0.7619120000000000
115 8 0.6672510000000000 0.3227210000000000
0.7955659999999999
116 8 0.6672580000000000 0.6742310000000000
0.7956110000000000
117 22 0.6637790000000000 0.9984909999999999
0.5501039999999999




LISTING B.2: surface system with one dFP defect]Fleur in-
put file for 3× 3× 1 anatase TiO2 [001] surface system with
one dFP defect
1 TiO2 ( Anatase ) [ 0 0 1 ] Surface dFP
2
3 &input f i lm= t /
4 21.4578401588783230 0.0000000000000000
0.0000000000000000










11 22 0.9928560000000000 0.9995249999999999
3.4501364675638069
12 22 0.1682450000000000 0.1682900000000000
−12.4233219332030949
13 22 0.9951080000000000 0.1740840000000000
8.0292263245138482
14 22 0.1678120000000000 0.9989449999999999
−8.0138205746586824
15 22 0.0008870000000000 0.9998389999999999
−3.5344798167708595
16 22 0.0005210000000000 0.3358030000000000
3.5414687667051532
17 22 0.1746160000000000 0.8309699999999999
−12.4715181327499813
18 22 0.6650479999999999 0.1683560000000000
7.9327838254205423
19 22 0.4932329999999999 0.9927389999999999
−7.9781994749935707
20 22 0.1673620000000000 0.3351850000000000
−8.0209097245920340
21 22 0.9945830000000000 0.8258850000000000
8.0608394242166383
22 22 0.4934160000000000 0.1715160000000000
−12.5117484323717605
23 22 0.6659429999999998 0.9989749999999998
3.5640638664927287
24 22 0.3410000000000000 0.9988859999999999
3.4670953174043690
25 22 0.8389689999999999 0.1737920000000000
12.5194888822989867
26 22 0.8386789999999998 0.9990329999999998
−7.8946577257789832
27 22 0.3389760000000000 0.1789810000000000
8.0054288247375780
28 22 0.1713590000000000 0.5010199999999999
12.4083921333434564
29 22 0.0003330000000000 0.6646040000000000
3.5460278666622922
30 22 0.0060980000000000 0.5003960000000000
8.0747171240861668
31 22 0.1678870000000000 0.6658800000000000
−8.0293766245124338
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32 22 0.0004060000000000 0.3337570000000000
−3.5463785666589933
33 22 0.6655869999999999 0.9996950000000000
−3.5056222170421623
34 22 0.3334610000000000 0.9997129999999999
−3.5442743666787777
35 22 0.0004320000000000 0.6663929999999999
−3.5528665165979989
36 22 0.3335360000000000 0.3384430000000000
3.6371848158052860
37 22 0.8357289999999998 0.8258659999999999
12.4916833825603977
38 22 0.6606919999999999 0.5008710000000000
8.0656991241709513
39 22 0.4993909999999999 0.6698890000000000
−8.1242660236203363
40 22 0.8331280000000000 0.3354150000000000
−7.9944569248407271
41 22 0.3435859999999999 0.8225129999999999
8.1359894235101216
42 22 0.4960290000000000 0.5052720000000001
12.4498498829536945
43 22 0.6660539999999998 0.6658919999999999
3.5651159664828356
44 22 0.6593940000000000 0.8309690000000001
8.0415008243984474
45 22 0.4995450000000000 0.3361620000000000
−8.0349627744599150
46 22 0.3336209999999999 0.6624510000000000
3.6456517157256836
47 22 0.8328109999999999 0.5008340000000000
12.4759018827087669
48 22 0.6659410000000000 0.3350200000000000
3.5547703165801017
49 22 0.8326290000000000 0.6653969999999999
−8.0020220247696052
50 22 0.3335100000000000 0.3338090000000000
−3.5493595166309704
51 22 0.6655820000000000 0.6660489999999999
−3.5631871165009708
52 22 0.3339850000000000 0.6664649999999999
−3.5620348165118036
53 22 0.6661019999999999 0.3342149999999999
−3.5508124166173101
54 8 0.9985149999999999 0.0003550000000000
7.3454114309426801
55 8 0.1664830000000000 0.1662160000000000
−8.7331062678963729
56 8 0.9990990000000000 0.1661140000000000
11.8368262887169848
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57 8 0.1661770000000000 0.0000720000000000
−4.1856796106486538
58 8 0.1659690000000000 0.0016550000000000
−11.8657840884447427
59 8 0.0007840000000000 0.1645670000000000
4.2011104105035821
60 8 0.1654750000000000 0.1637170000000000
8.6779962684144873
61 8 0.9998769999999999 0.1662740000000000
−2.6414222751668706
62 8 0.9989889999999999 0.0001380000000000
−7.3288283310985838
63 8 0.9998329999999999 0.3298079999999999
7.3222652311602863
64 8 0.1662460000000000 0.8343880000000000
−8.7129159680861896
65 8 0.6676340000000001 0.1639760000000000
11.8959693381609597
66 8 0.5011350000000000 0.0002970000000000
−4.1786906607143610
67 8 0.1663170000000000 0.3306769999999999
−11.8486999886053574
68 8 0.0007890000000000 0.8357069999999999
4.1929441105803615
69 8 0.5014700000000000 0.1660360000000000
8.7285471679392366
70 8 0.8338210000000000 0.1660800000000000
8.7350100678784734
71 8 0.8327269999999999 0.0000590000000000
−4.1997827605160669
72 8 0.3327440000000000 0.1662320000000000
11.8488252386041797
73 8 0.1662630000000000 0.4993609999999999
−8.6951054182536343
74 8 0.9999070000000000 0.6694919999999999
7.3168544312111532
75 8 0.9999619999999999 0.4997520000000000
4.1705744607906663
76 8 0.1661610000000000 0.6675309999999999
−11.8380036387059189
77 8 0.9998730000000000 0.8339759999999999
−2.6414473251666362
78 8 0.6679029999999999 0.0005110000000000
−7.4085374303492051
79 8 0.3327260000000000 0.0004150000000000
−7.3154516312243434
80 8 0.9999290000000000 0.4997559999999999
−2.6412469251685198
81 8 0.3331789999999999 0.0007080000000000
7.3254215311306137
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82 8 0.8324570000000000 0.1651140000000000
−8.7468086177675524
83 8 0.9978279999999999 0.4998349999999999
11.8731487883755058
84 8 0.1661350000000000 0.6667319999999999
−4.1749081107499233
85 8 0.8340520000000000 0.0010320000000000
−11.8729483883773881
86 8 0.3323079999999999 0.1634200000000000
4.1743820607548683
87 8 0.1617420000000000 0.4998430000000000
8.7282465679420600
88 8 0.6667609999999998 0.1658990000000000
4.1899631606083858
89 8 0.5032019999999999 0.0018120000000000
−11.8678632384251959
90 8 0.5009569999999999 0.1663830000000000
−8.7279209179451236
91 8 0.6671230000000000 0.0013530000000000
7.3297301310901055
92 8 0.1663160000000000 0.3332010000000000
−4.1809952606926943
93 8 0.9988740000000000 0.8340580000000000
11.8249024888290908
94 8 0.1642080000000000 0.8367489999999999
8.6467839687079255
95 8 0.3333100000000000 0.1664320000000000
−2.6397439251826502
96 8 0.9994230000000000 0.6668170000000000
−7.3160277812189278
97 8 0.6667940000000000 0.1656830000000000
−2.6434513251477956
98 8 0.9994380000000000 0.3330509999999999
−7.3204866811770071
99 8 0.3331250000000000 0.3274610000000000
7.3157021312219870
100 8 0.8327469999999999 0.8353340000000000
−8.7334569678930762
101 8 0.6695280000000000 0.4995450000000000
11.8716958883891639
102 8 0.5003760000000000 0.6665969999999999
−4.1603540608867515
103 8 0.8331840000000000 0.3303020000000000
−11.8547620885483660
104 8 0.3321130000000000 0.8372049999999999
4.1557198109303179
105 8 0.5045550000000000 0.4998460000000000
8.7086574681262245
106 8 0.6669560000000000 0.8345910000000000
4.1677438108172762
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107 8 0.5005059999999999 0.3298230000000000
−11.8433893886552859
108 8 0.8336420000000000 0.4998589999999999
8.7351102678775323
109 8 0.5010930000000000 0.8368459999999999
−8.6789231184057716
110 8 0.6670519999999999 0.3307520000000000
7.3206870811751230
111 8 0.8335339999999999 0.6667570000000000
−4.1798680107032915
112 8 0.3323680000000000 0.5000570000000000
11.8897068382198352
113 8 0.5003110000000000 0.4974630000000000
−8.6787477684074208
114 8 0.6671039999999999 0.6677459999999998
7.3078113812961742
115 8 0.8333719999999999 0.3331940000000000
−4.1851285106538363
116 8 0.3274210000000000 0.8337459999999999
11.8323924387586707
117 8 0.6666879999999999 0.4995930000000000
4.1645624608471872
118 8 0.5000969999999999 0.6640750000000000
−11.8318162887640881
119 8 0.8352999999999999 0.8339240000000000
8.7157716680593413
120 8 0.8333969999999998 0.6683850000000000
−11.8470717386206665
121 8 0.3333650000000000 0.4995599999999999
4.1354293111210794
122 8 0.5019239999999999 0.8337749999999999
8.6738379684535811
123 8 0.3330629999999999 0.6703740000000000
7.2953865814129841
124 8 0.8334009999999999 0.4994669999999999
−8.7135171680805392
125 8 0.6691800000000000 0.8373269999999998
11.9065654880613376
126 8 0.5003490000000000 0.3331509999999999
−4.1775133107254296
127 8 0.3332670000000000 0.8340040000000000
−2.6394182751857134
128 8 0.6683200000000000 0.6666460000000000
−7.3070598813032390
129 8 0.6668400000000000 0.8347730000000000
−2.6430505251515641
130 8 0.3322630000000000 0.6665890000000000
−7.3039787313322062
131 8 0.6667770000000000 0.4995650000000000
−2.6414222751668706
144 Appendix B. Computation inputs and codes
132 8 0.3329889999999999 0.3330130000000000
−7.3135728812420071
133 8 0.3332660000000000 0.4995729999999999
−2.6419733751616898
134 8 0.6675990000000001 0.3329589999999999
−7.3162532312168080
135 8 0.8349169999999999 0.0001250000000000
2.6466326751178855
136 8 0.4995339999999999 0.0001590000000000
2.6467328751169452
137 8 0.1660350000000000 0.0001360000000000
2.7448036241949367
138 8 0.1648010000000000 0.6670610000000000
2.6386417251930099
139 8 0.5013159999999999 0.6668400000000000
2.6376898252019627
140 8 0.8339330000000000 0.6669320000000001
2.6375395252033749
141 8 0.8337859999999999 0.3329469999999999
2.6381908251972521
142 8 0.5014370000000000 0.3330469999999999
2.6370635752078497
143 8 0.1648150000000000 0.3328420000000000
2.6377399252014913
144 22 0.6594169999999999 0.9942959999999998
−11.4595983422634671
145 22 0.1679370000000000 0.9993549999999999
6.9093660850421275
146 &end /
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B.2 Magnetic Percolation simulations
The code used for the magnetic percolation simulations described in Sec-
tion 2.4 was written in C++ and can be found at https://github.com/lbotsch/
magnetic-percolation-simulation. Instructions for building the code are given
in the README file.
The “sim” program can be used to simulate a magnetic percolation pro-
cess on a random lattice and collect statistical data. The following command
illustrates the usage of the simulation code
1 ./ sim 200 5 200 10 > r e s u l t s . csv
for a 200 × 200 × 5 cubic lattice, averaging over 10 random lattice config-
urations for each of 200 defect probabilities sampled uniformly from the
range [0, 1]. The command will produce a file “results.csv” similar to the
following
1 Defect P r o b a b i l i t y , Domain Count (AVG) ,Domain Count (
STD) ,Max Domain Size (AVG) ,Max Domain Size (STD) ,
Mean Domain Size (AVG) ,Mean Domain Size (STD)
2 0 . 0 0 5 , 9 8 8 . 6 , 2 . 8 , 2 . 3 , 0 . 4 2 , 1 . 0 1 1 5 4 , 0 . 0 0 2 8 6 3 9 3
3 0 . 0 1 , 1 9 4 4 . 2 , 6 . 6 4 , 3 . 2 , 0 . 3 2 , 1 . 0 2 8 7 2 , 0 . 0 0 3 5 0 6 7 6
4 0 . 0 1 5 , 2 8 7 3 . 6 , 1 1 . 8 8 , 3 . 6 , 0 . 6 , 1 . 0 4 4 0 1 , 0 . 0 0 4 3 1 7 8 1
5 0 . 0 2 , 3 7 7 1 . 7 , 1 4 . 3 6 , 3 . 9 , 0 . 3 6 , 1 . 0 6 0 5 5 , 0 . 0 0 4 0 4 5 5 3
6 0 . 0 2 5 , 4 6 3 7 . 1 , 1 8 . 3 , 4 . 8 , 0 . 6 4 , 1 . 0 7 8 2 9 , 0 . 0 0 4 2 6 2 5 5
7 0 . 0 3 , 5 4 7 6 . 4 , 2 3 , 5 . 1 , 0 . 3 6 , 1 . 0 9 5 6 4 , 0 . 0 0 4 6 0 0 4 3
8 0 . 0 3 5 , 6 2 7 2 . 5 , 2 5 . 5 , 5 . 7 , 0 . 9 , 1 . 1 1 6 , 0 . 0 0 4 5 3 7 7 9
9 0 . 0 4 , 7 0 5 1 . 4 , 2 9 . 2 , 6 . 2 , 0 . 8 8 , 1 . 1 3 4 5 5 , 0 . 0 0 4 6 9 8 8 9
10 . . .
listing the mean and standard deviation of “domain count”, “max domain
size” and “mean domain size” at each of the 200 defect probabilities.
The “vis” program can be used to create visualizations of the resulting
domains (such as those shown in Figure 2.3 (c-e)). The following command
2 ./ v i s 200 1 200 domains sc domains_200x200x1
will produce images of a 200×200×1 cubic lattice with percolation domains
randomly colorized for 200 defect probabilities uniformly sampled from the
range [0, 1]. The colors are persistent across the images, so that they can be
combined to a video showing the evolution of the percolation process as
the defect probability increases from 0 to 1.
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B.3 SQUID raw data analysis code
The code used to read and analyze raw SQUID scan data as produced by the
Quantum Design MPMS was written in the Julia programming language
(see https://julialang.org/) and can be found at https://github.com/lbotsch/
SquidData.jl. The Julia package SquidData.jl includes functions for reading
and fitting the raw data, as well as post-processing algorithms for specific
measurements (e.g. processing hysteresis loop measurements).
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B.4 SRIM Monte Carlo binary collision code automa-
tion
The code used to automate and process SRIM Monte Carlo simulations to
produce the final magnetic phase diagrams (see Section 2.5) was written
in the Python programming language and can be found at https://github.
com/lbotsch/auto-srim.
