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ABSTRACT
Agent-based models can be used to help study the
spread of infectious diseases within a population. As
no individual town is in isolation, commuting patterns
into and out of a town or city are a vital part of un-
derstanding the course of an outbreak within a town.
Thus the centrality of a town in a network of towns,
such as a county or an entire country, should be an im-
portant influence on an outbreak. We propose looking
at the probability that an outbreak enters a given town
in a region and comparing that probability to the cen-
trality of the town. Our results show that as expected
there is a relationship between centrality and outbreaks.
Specifically, we found that the degree of centrality of a
town affected the likelihood of an outbreak within the
network spreading to the town. We also found that for
towns where an outbreak begins the degree of central-
ity of the town affects how the outbreak spreads in the
network.
INTRODUCTION
The spread of infectious diseases is often thought of as a
potential threat to global security. While some believe
the biggest threat is of a yet unknown disease there are
many well known diseases that are spreading through-
out the world today. Diseases previously thought near
eradication, such as measles and mumps, have recently
re-emerged as a threat due to a number of factors such
as lack of vaccinations and global travel. The 2018-
2019 influenza season was one of the longest seasons in
recent years and the 2019-2020 season is predicted to
be worse than normal; at the same time recurring out-
breaks of diseases, such as Ebola in Africa, have the risk
of spreading abroad; and the lack of sanitary conditions
in certain parts of Los Angeles is leading to fears of the
spread of diseases such as typhus. One of the best ways
to stop an outbreak and prevent a public health emer-
gency is through preparedness. In many cases it may
be impossible to test how an intervention will work in
a real outbreak. This is where modelling becomes im-
portant. Modelling creates a simplified system to study
a more complicated real world system and allows us to
test intervention strategies and preventative measures.
Within epidemiology research a number of modelling
methods are commonly used, including equation based
models, such as compartmental SIR models, and com-
puter simulation models, such as agent-based models.
In this paper we adopt agent-based models because they
capture interactions between factors and emerging pat-
terns that can affect the spread of an infectious disease.
There are many factors that can influence the course
of an outbreak. Knowing how factors such as popula-
tion size or vaccination rates lead to different outbreaks
between towns can help to lessen an outbreak when it
starts or help to focus preventative strategies in the most
vulnerable areas. Hunter et al. (2018) showed that other
factors can influence the course of an outbreak and two
towns that appear similar on paper might have very
different outbreaks. While Hunter et al. (2018) study
towns in isolation we propose looking at towns within
a larger network or region, such as a county. Although
understanding how towns differ when their population is
closed is important in understanding which towns might
be more susceptible to an outbreak if it enters the town,
it is also necessary to study how commuting patterns
can have an effect on the spread of the outbreak. Know-
ing how different towns within a network might be more
or less susceptible to an outbreak could be essential in
helping to stop the spread of a disease when it takes
off. Resources might be better funnelled towards towns
that have a higher probability of an outbreak in the
county then those with a lower chance of an outbreak.
We propose that it not just factors within an individual
town that might make it more susceptible to an out-
break, such as population density, but the centrality of
the town within its network, specifically the transporta-
tion network and the number of commuters travelling
between each town.
To study this we take an agent-based model for the
spread of diseases that is made up of a network of towns.
For each town we look at the degree centrality of the
town and how that affects the spread of the disease to
that town. We first will introduce the model that is
used for the study and the different components of the
model, then we discuss the experiment: how centrality
is calculated and how we account for the other differ-
ences in towns. Finally we discuss the results and the
conclusions of the study.
MODEL
The model used in the study is a version of the Hunter
et al. (2018) model scaled up to model a region made up
of many towns instead of a single town. While a town
model tells us interesting ideas about the susceptibility
of a given town, it is limited in its capacity to capture
the town as part of a larger system. In a real world
scenario, everyone in the town would not work within
the town, instead some would commute out to other
towns and others would commute in. This could change
the course of the outbreak. To scale up the model we
made a number of changes and assumptions that we will
outline in this section. We break the description of the
model up into the four main components of an agent-
based models in human infectious disease epidemiology
outlined in Hunter et al. (2017).
Society
Agents are added into the town based on the popula-
tion data from the Irish Central Statistics Office (CSO)
(CSO 2014). The CSO data is at the small area level.
Small areas are geographic census areas that contain be-
tween 50 to 200 dwellings. They are the smallest area
over which the Irish census data is aggregated. For each
small area we create a population that reflects the pop-
ulation statistics of that small area including age, sex,
household size and economic status. Irish vaccination
data is used to determine the percentage of each age
group that have received vaccinations for the infectious
disease being modelled. For example, if 90% of 1 year
olds in Ireland had been given the MMR vaccination in
2011 and we are running a model for 2012, we give each
agent in the model with an age of 2 a 90% chance of
having been vaccinated. If an agent is vaccinated they
are given a 97% chance of being immune to the dis-
ease. This takes into account vaccination failure and is
based on the vaccine effectiveness rate for measles (Nel-
son and Williams 2007). Half of the agents with age less
than 1 are given immunity to a disease to mimic passive
immunity infants receive from their mothers (Nicoara
et al. 1999). For any agents that have an age corre-
sponding to a vaccination year not in our data we give
a 99% chance of being immune. Prior to vaccination
campaigns the majority of the population would have
Figure 1: An image of the environmental setup of the
model for Leitrim County Ireland
either had or been exposed to childhood diseases, such
as measles, leaving them immune in later life. Agents
are also given a set of social networks, a family network
which connects them to all members of their household,
and a school or work network that connects agents to
other agents in their school or workplace.
Environment
The counties are created in Netlogo (Wilensky 1999).
The Netlogo world is a two dimensional grid where the
squares that make up the grid are referred to as patches.
Patches in our model represent the small areas within
a county. Figure 1 shows the environmental setup of
the model for Leitrim County Ireland. All agents that
are in a small area at a given time are physically in the
same location. However, agents will keep track of their
location within that small area. There are four possi-
bilities for agents locations within a small area: home,
work, school, or the community. Who an agent comes
into contact with depends on that location. For exam-
ple, if an agent is at home, they know they are at home
and will only come into contact with other members of
their household who are also at home. Agents in the
community within a small area will come into contact
with other agents in that small area in the community
but will not come into contact with all agents in the
community. If two agents from the same household are
in the community there is a larger probability of them
coming into contact then two agents who are in the same
workplace or school who in turn have a larger probabil-
ity of coming into contact than two agents who have no
other connection. All agents within a small area patch
have access to information about the patch they are in,
including the number of primary and secondary schools
in the small area. As well as the real world distances be-
tween the center of that small area and all other small
areas in the model.
Transportation
Transportation in the town model is a simple model
where agents move in a straight line between their cur-
rent location and their desired destination. When not
moving to home, school, or work, agents will pick a ran-
dom location in the town to move to. It is a naive trans-
portation model but for a small town it is a appropriate
simplification. However, we do not feel that this sim-
plification scales to a larger model. Moving randomly
throughout a county is not realistic as moving randomly
within one town as the distances between locations are
much larger. Thus we use a gravity model to determine
agent movements. Gravity models are a type of trans-
portation model that is similar in formula to Newton’s
gravitation model. A traditional gravity model gives the
interactions between two location pairs and determines
those interactions based on the characteristics of a loca-
tion and the distance between locations (Rodrigue et al.
2006). In our model, agents will move between home
and school or work at certain predetermined times and
will return home at predetermined times. On weekends,
summers for students and after school or work hours
agents will move through the community. An agents
movements when they are deemed to be within the com-
munity are determined by our gravity model. The prob-
ability of an agent moving to another small area is pro-
portional to the population density of the small area,
an area that has a lot of other agents is more attrac-
tive, and inversely proportional to the distance to the
small area from the agents current location, areas that
are farther away are less attractive. We feel that this
transportation model provides a more accurate simpli-
fication of movement within a larger area than that in
the original town model.
Commuting patterns within the model are determined
using CSO Place of Work, School or College - Census
of Anonymity Records (POWSCAR) data (CSO 2017).
This dataset provides information on the commuting
patterns of people in Ireland and gives the number of
people that commute from one electoral division to an-
other. Electoral divisions are the census geographic area
one step above the small areas.
Disease
The disease part of the model is the same as that in
Hunter et al. (2018) and is based off of an SEIR com-
partment model that tracks agents’ movements between
susceptible, exposed, infected and recovered categories.
Disease transmissions occurs as follows: if a suscepti-
ble agent comes into contact with an infectious agent,
the susceptible agent has a percentage chance of becom-
ing exposed. That percentage is used to determine if
an agent will move from the susceptible state to the ex-
posed state. This decision is made by drawing a random
number between 0 and 1 from a uniform distribution
Figure 2: An image representing the disease model.
Agents move from susceptible to infected to exposed
than recovered
and comparing the random number with the percent-
age chance of the agent becoming exposed. If the ran-
dom number drawn is less than the percentage chance of
becoming exposed, the agent will move to the exposed
state. If the number is greater than the percentage, the
agent will remain susceptible. The agent will be in the
exposed state for a predetermined period of time and
once that period of time is over will move to the in-
fected state. The agent will be in the infected state for
a predetermined period of time and then will recover.
The agent will stay in the recovered state for the rest of
the model runtime and can no longer be infected. A rep-
resentation of the disease model can be found in Figure
2.
We do not consider agent death in the model, however,
as it is a short time frame, with only one outbreak, we
do not feel that agents deaths or births would have a
significant impact on the model. In addition, once an
agent recovers they are removed from the susceptible,
exposed, and infected cycle of the model and thus do
not have an impact on the disease dynamics any more.
In this work we study a measles-like disease and the dis-
ease dynamics reflect that. On average an individual
will stay exposed to measles before becoming infectious
for 10 days (Nelson and Williams 2007). The time an
agent remains exposed is determined for each agent from
a normal distribution with a mean of 10 and a standard
deviation of 0.5. Once infectious an individual will re-
main infectious for an average of 8 days (Nelson and
Williams 2007). The time an agent remains infectious
in the model reflects this and is determined for each
agent from a normal distribution with a mean of 8 and
a standard deviation of 0.5. We determine the infection
rate, the percentage chance that a susceptible agent will
be infected after contact with an infectious agent using
the basic reproductive number R0 for measles (12-18)
(Nelson and Williams 2007). The basic reproductive
number is defined as the number of individuals infected
by one infectious individual in a completely susceptible
population. It is the standard measure of transmission
of a disease. The parameter can be broken down into
three components, number of contacts per unit time (c),
the transmission probability per contact (p), and the
duration of the infectiousness (d) (Thomas and Weber
2001). As we can determine the number of contacts per
unit time from our model and we know the duration of
the infectiousness, we can determine the transmission
probability per contact.
Schedule
The schedule for our model remains the same as the
Hunter et al. (2018) model. The model is run on dis-
crete time steps and runs from initialization to when no
more agents are exposed or infected. Each time step
represents two hours in a day, with 12 steps represent-
ing one day. During weekdays agents will travel to work
or school at designated times and remain there until the
time assigned for them to leave. Agents can then move
throughout the county until they must return home at a
certain time. On weekends, and summers for students,
all agents can move throughout the county
EXPERIMENT
The goal of the study is to look how the centrality of
a town within a region has an influence on an outbreak
within the town. To do this we run our model 300 times
for the county of Leitrim, Ireland. For each run the ini-
tially infected agent is selected at random from the sus-
ceptible agents in the county. We then look at how the
outbreak spreads through the county and in particular
how many outbreaks occur in each town. We look at a
set of 16 towns within Leitrim that are made up of more
than one small area and are located entirely in Leitrim.
The towns are: Ballinamore, Carrigallen, Cloon, Drom-
ahair, Drumod, Drumkeeran, Drumshanbo, Drumsna,
Fenagh, Keshcarrigan, Kinlough, Leitrim, Lurganboy,
Manorhamilton, Mohill and Tullaghan. An outbreak is
defined using the World Health Organization’s defini-
tion of a measles outbreak, which is two or more linked
cases of measles. Thus for each town in the model we
determine that there is an outbreak in a given run in
that town if two or more agents from the town are in-
fected. We also run a second experiment where we select
the town that the outbreak starts in and look at where
it spreads from there. Four different towns are chosen to
start the infection in, two with high centrality, one with
moderate centrality and one with very low centrality.
Centrality
To determine the centrality of the towns we use a
weighted degree centrality. There are a number of differ-
ent ways to determine the centrality of a point in a net-
work. Some of the most common being betweenness, the
number of paths that pass through each point, closeness,
the proximity of a point to other points in the network,
and degree, the number of links between each point in
the network. As we want to look at centrality created
by commuting between towns degree centrality was cho-
sen, with commutes between different towns considered
a link. Degree centrality can be directed based on if the
links are coming into the town or out of the town, for
the purpose of this study we do not consider the direc-
tion of the link. However, a link between two towns in a
county where one agent is commuting between the two
towns should not have as much of contribution to the
centrality of a town as a link between two towns where
twenty agents are commuting between the two towns.
To account for this we use a weighted degree centrality
from Opsahl et al. (2010) that is calculated using a prod-
uct of the number of links and the average weight of the
links adjusted by a tuning parameter. Equation 1 shows
the formula for weighted degree centrality with Ci being
the centrality of town i, ki the number of links into the
town, si the number of agents commuting into or out
of the town and α is the tuning parameter. The tun-
ing parameter is used to determine the strength of the
weight and the importance of individual link strength:
when the tuning parameter is less than one the central-
ity measure favours more links into the town. If the
total number of commuters is fixed a town with more
links will have a higher centrality than a town with fewer
links. When the tuning parameter is greater than one
the centrality measure favours fewer links into the town.
If the number of commuters is fixed a town with fewer
links will have a higher centrality compared to a town
with more links (Opsahl et al. 2010). For the purpose
of this study we use an α less than one and set it at 0.5.
Ci = ki ∗ ( si
ki
)α (1)
The degree centrality calculated for each town is shown
in Table 1.
Table 1: Centrality by town
Town Centrality
Ballinamore 160.9
Carrigallen 118.9
Cloone 51.4
Dromahair 86.6
Drumod 96.5
Drumkeeran 90.7
Drumshanbo 208.7
Drumsna 75.1
Fenagh 74.5
Keshcarrigan 87.8
Kinlough 55.8
Leitrim 127.3
Lurganboy 58.0
Manorhamilton 232.8
Mohill 212.2
Tullaghan 17.4
We are interested in examining how the centrality of a
town affects the outbreaks within a region. To explore
this question we wish to control for other factors (town
characteristics) other than centrality which may affect
an outbreak. Consequently, a key step in our experi-
ment is to identify pairs of towns that differ in terms
of centrality but which are similar with respect to other
characteristics. Once we have identified these town pairs
we can examine how centrality affects a outbreak by
Figure 3: Distance Matrix showing the normalized dif-
ference in centrality between two towns
comparing how an outbreak spreads through the region
when it starts in different towns. The first step in iden-
tifying these town pairs is to identify towns that differ
in terms of centrality. To visualise which towns have
the biggest difference in centrality we created a distance
matrix shown in Figure 3 where the distance is the nor-
malized difference between the centrality for each pair
of towns. The more red the square, the greater the dif-
ference in centrality and the more white the square the
less the difference in centrality between the towns.
Similar Towns
While comparing the results between two towns with
different centrality might give an idea of how centrality
influences an outbreak within a town, there are many
other factors involved. Two towns with markedly dif-
ferent centrality might also be different in size or pop-
ulation density and this could be what is affecting the
different results. To control for this we use euclidean
distance to find towns that are similar in other char-
acteristics that we believe might influence an outbreak.
Each town is represented by a vector of quantitative
characteristics: population size, town area (km2), pop-
ulation density, number of small areas that make up the
town, the number of secondary schools, the number of
primary schools, the percent of susceptible agents in the
town and the percent of agents who are students in the
town. All categories except for the number of secondary
schools and number of primary schools are standardized.
The euclidean distance is then calculated between each
of the 16 towns so that we can compare results between
similar towns. Figure 4 presents a distance matrix which
visualizes which towns are similar based on these cate-
gories. The lighter the square the more similar the towns
are and the darker the more dissimilar.
Figure 4: Distance Matrix showing the normalized eu-
clidean distance between towns
To be able to easily focus on the towns that have sim-
ilar characteristics but different centralities we created
a distance matrix that is the difference between the eu-
clidean distance and the difference in centrality, Figure 5
presents this distance matrix. The more blue a square is
in the matrix the smaller the euclidean distance and the
larger the difference in centrality while the more red a
square is the larger the euclidean distance but the more
similar the centrality.
RESULTS
After running the model 300 times with a random start
location for the outbreak, for each of the sixteen towns
we calculate the percent of runs that results in at least
one resident becoming infected and the percent of runs
that lead to an outbreak (two or more agents infected
who are residents of the town). The results along with
the centrality for each town can be found in Table 2.
To look at the basic relationship between the degree
centrality of each town and the outbreaks that occur in
the towns we find the Pearson correlation. The correla-
tion between the centrality of the town and at least one
agent from the town getting sick is 0.66 and the correla-
tion between the centrality of the town and an outbreak
occurring in the town is 0.65. Although these are not
strong correlations, they can be considered to show a
moderate relationship (Ratner 2009). This is not unex-
pected as there are other factors besides centrality that
Figure 5: Distance Matrix showing the difference be-
tween euclidean distance and centrality between towns
Table 2: Results by town
Town Centrality One Sick Outbreak
Ballinamore 160.9 38.0 24.0
(32.5, 43.5) (19.2, 28.8)
Carrigallen 118.9 27.3 17.3
(22.3, 32.4) (13.0, 21.6)
Cloone 51.4 20.3 7.7
(15.8, 24.9) (4.7, 10.7)
Dromahair 86.6 32.3 18.3
(27.0, 37.6) (13.9, 22.7)
Drumod 96.5 31.3 18.3
(26.1, 36.6) (11.3,19.4)
Drumkeeran 90.7 19.3 7.3
(15.9,23.8) (4.4,10.3)
Drumshanbo 208.7 34.0 18.6
(28.6, 39.4) (14.3, 23.1)
Drumsna 75.1 27.7 14.3
(22.6, 32.7) (10.4, 18.3)
Fenagh 74.5 26.3 11.7
(21.3, 31.3) (8.0, 15.3)
Keshcarrigan 87.8 22.7 9.3
(17.9, 27.4) (6.0, 12.6)
Kinlough 55.8 35.3 21.0
(29.9, 40.7) (16.4, 25.6)
Leitrim 127.3 32.3 18.0
(27.0, 37.6) (13.7, 22.3)
Lurganboy 58.0 23.7 6.7
(18.9, 28.5) (3.8, 9.5)
Manorhamilton 232.8 39.7 22.7
(34.1, 45.2) (17.9, 27.4)
Mohill 212.2 39.0 24.3
(33.5, 44.5) (19.5, 29.2)
Tullaghan 17.4 30.0 15.3
(24.8, 35.3) (11.3, 19.4)
influence an outbreak in a town. For example, the num-
ber of susceptible individuals in the town or the number
of schools and workplaces. From the correlations we
can conclude that the degree centrality of the town has
a relationship with where the outbreak spreads in the
model.
To further look into how the centrality of a town affects
the outbreaks within a county we looked at repeated
starts of the outbreak in the same town and looked at
where the outbreak spreads and compare this to out-
breaks that started in a similar town with different cen-
trality. Examining Figure 3 Manorhamilton and Drom-
ahair are similar towns with a large difference in cen-
trality (the square at the intersection of these towns is
deep blue). Similarly, Mohill and Tullaghan are similar
towns with a large difference in centrality. The central-
ity of the four towns can be seen in Table 3. Table 4
lists the percent of runs where an infection that started
in one of these 4 towns (Tullaghan, Drumahaire, Mohill,
and Manorhamilton) resulted in an outbreak occuring
in one of the 15 other towns in the Leitrim model. For
example, Table 4 shows that 19% of the time that an
infection started in Tullaghan and outbreak occurred in
Ballinamore.
Table 3: Correlations between outbreaks started in each
town and the centrality of the towns
Town Centrality
Dromahair 86.6
Manorhamilton 232.8
Mohill 212.2
Tullaghan 17.4
Table 4: Results by town when the outbreak starts in
one of four towns
Town Tullaghan Dromahair Mohill Manorhamilton
Ballinamore 19.0 20.3 24 15.7
(14.6,23.4) (15.8, 24.9) (19.2,28.8) (13.7,22.3)
Carrigallen 11.0 11.3 16.3 7.7
(7.5,14.5) (7.7,14.9) (12.2,20.5) (4.7,10.7)
Cloone 8.7 5.3 15.3 5.3
(5.5, 11.9) (2.8,7.9) (11.3,19.4) (2.8,7.9)
Dromahair 31.3 - 19.3 31
(26.1, 36.6) - (14.9,23.8) (25.8,36.2)
Drumod 13.0 15.3 22 7.7
(9.2, 16.8) (11.3,19.4) (17.3,26.7) (4.7,10.7)
Drumkeeran 10.7 14.7 7.3 15
(7.2,14.2) (10.7,18.7) (4.4,10.3) (11.0, 19.0)
Drumshanbo 15.3 22.7 18 18.7
(11.3,19.4) (17.9,27.4) (13.7,22.3) (14.3,23.1)
Drumsna 9.7 13.7 20.3 8
(6.3,13.0) (9.8,17.6) (15.8,24.9) (4.9,11.1)
Fenagh 8.0 10.3 10.3 7.3
(4.9,11.1) (6.9,13.8) (6.9,13.8) (4.4,10.3)
Keshcarrigan 8.0 10.7 6.3 6
(4.9,11.1) (7.2,14.2) (3.6,9.1) (3.3,8.7)
Kinlough 31.3 24.3 17.7 30.7
(25.8,36.2) (19.5,29.2) (13.4,22.0) (25.4,35.9)
Leitrim 14.3 19.3 18.7 16
(10.4,18.3) (14.8,23.8) (14.3,23.1) (11.9,20.1)
Lurganboy 24.3 14.3 7.3 27
(19.2,28.8) (10.4,18.3) (4.4,10.3) (22.0,32.0)
Manorhamilton 40.7 34.3 18 -
35.1,46.2) (29.0,39.7) (13.7,22.3) -
Mohill 25.0 19.3 - 16.7
(19.8,29.5) (14,9,23.8) - (12.4,20.9)
Tullaghan - 18 16 26
- (13.7,22.3) (11.9,20.1) (21.0,30.9)
To get an idea of how the results vary and the outbreak
spreads through the network when it starts in specific
towns, we compare the outbreaks that occur in the other
fifteen other towns where the outbreak did not start
with the centralities of those fifteen other towns. Similar
to what was done for the initial analysis, we calculate
the correlations between the outbreaks for each town in
Table 4 and the centralities of these towns from Table
1. The correlations can be found in Table 5 separated
by the town the outbreak starts in. The idea being that
if the correlations are different we can learn something
about how an outbreak spreads through a network based
off of the centrality of the the town where it began.
Table 5: Correlations between outbreaks started in each
town and the centrality of the towns
Start of Outbreak Correlation
Dromahair 0.61
Manorhamilton 0.13
Mohill 0.34
Tullaghan 0.38
From Table 5 we can see that when the outbreak starts
in a town with lower centrality, Dromahair and Tul-
laghan, there is a moderate correlation between the per-
cent chance of an outbreak in another town and the
centrality of that other town. However, the correlations
are lower when the outbreak starts in a town with high
centrality, Mohill and Manorhamilton. One way to in-
terpret this is that when an outbreak starts in a town
with high degree centrality, the centrality of other towns
in the network do not have an effect on if the outbreak
spreads to that town but when an outbreak starts in
a town with low degree centrality the centrality of the
other towns have a much higher influence on if the out-
break will spread there. The difference is more pro-
nounced when comparing Dromahair and Manorhamil-
ton versus Tullaghan and Mohill. This could be due
to Tullaghan’s very low degree centrality. As these are
combinations of towns we have identified in the early
analysis as having similar characteristics but different
centrality we can conclude that most of the difference is
due to the centrality and not outside factors.
CONCLUSION
The more that we are able to learn about how outbreaks
move throughout a network of connected towns the more
prepared we can be for a real world outbreak and not
just a simulation. Understanding how well connected
a town is in the network of a county or even the en-
tire country might be able to inform the intervention
strategies being used. If we know its more likely for
an outbreak to spread to the towns with a higher de-
gree centrality interventions could be focused in those
areas. Finding out how susceptible a town is to an out-
break could save time and effort when trying to stop an
outbreak that has already started or might save costs
in focusing vaccination campaigns or other prevention
strategies on those towns. Understanding how towns
fit into a network of other towns and how that network
influences the outbreak in an individual town is impor-
tant in understanding how infectious diseases spread.
Agent-based modelling allows us to understand these
differences in towns without having to wait until a real
outbreak occurs. In our analysis we were able to find a
moderately strong positive linear relationship between
the degree centrality of a town and the likelihood that
an outbreak would spread to the town. In addition,
the analysis shows that where an outbreak starts has
an influence on what other towns will be affected. How-
ever, further work should be done looking into how other
measures of centrality might influence the spread of the
outbreak and might interact with degree centrality. For
example, does the distance to the town where the out-
break starts affect the results and does closeness cen-
trality interact with degree centrality to influence out-
breaks spreading through a network. This could lead to
an even greater understanding of how an outbreak will
spread through a network and could prove invaluable.
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