We study the existence, uniqueness and some regularity properties of solutions to a nonlinear hyperbolic problem. ᮊ
INTRODUCTION
In this paper we shall investigate the nonlinear differential system Ѩ i Ѩl t, x␥ t , x и ␣ x, i s f t, x Ž . Ž . Ž . Ž . w x This problem with coefficients independent of t had been studied in 3 . For other particular cases, with multiple applications in electrotechnics, w x see 4, 5, 9 . The methods used in the proof of our results are similar to w x Ž w x. Ž . that used in 6᎐8 see also 2 , where we investigated the system S but Ž . with boundary conditions different from BC . For the basic concepts and results in the theory of monotone operators and nonlinear evolution w x equations of monotone type we refer the reader to 1 .
We present the assumptions that we shall use in the sequel:
The functions x ¬ ␣ x, p and x ¬ ␤ x, p are in L 0, 1 for Ž . Ž . any fixed p g ‫.ޒ‬ Furthermore, the functions p ª ␣ x, p and p ª ␤ x, p Ž . are continuous and nondecreasing from ‫ޒ‬ into ‫,ޒ‬ for a.a. x g 0, 1 .
Ž .
1, ϱ Ž ϱ Ž .. 
Ž . Ž . Ž .
Ž . A4 There exist the constants C ) 0, i s 4, 6, such that
Ž . Ž . Ž . .
This problem will be written, using some operators, as a time-dependent Cauchy problem in a Hilbert space. Let X be the Hilbert space X s Ž 2 Ž .. 2 L 0, 1 = ‫ޒ‬ endowed with the standard scalar product. We consider the Ž . 
Ž .
To prove that A A is maximal monotone, we shall show that for any Ž . col p, q, r g X the equation
The above equation is equivalent to
To prove the maximality of the operator A A q B B t , we shall show that Ž . for any col p, q, r g X the equation
Let us consider the approximate problem 
f g L 0, 1 the above functions are measurable, and for ) 0,
In a similar manner for ) 0 we have Ž . monotone in X, ᭙ ) 0. Therefore, for every ) 0 the problem 6 has
7
, w s¨1 be an arbitrary element, but 0 0 0 0 0 Ž . let it be fixed, and let col f , g , k be the element
Ž . bounded in X. So, by the relations 6 and 8 we have
Therefore the sets i ; ) 0 ,¨; ) 0 are bounded in L 0, 1 , and
Next, we shall prove that the sets i ; ) 0 and¨; ) 0 are 1 
Ž .
bounded in L 0, 1 . We define the functions
Ž . We multiply Eqs. 7 by p x q i x y i x and q x q¨x y 1, 2 0 Ž . w ẍ x , respectively, and then we integrate over 0, 1 . We obtain
Using the assumptions of this theorem, we get
In a similar way, we have
Ž . Ž . By 9 and 10 we obtain
h being monotone. 1 Then we subtract the relations
We multiply the obtained relation by¨1 y¨1 and we get 0
Ž . Ž . Now, using 11 and 12 , we obtain 
2 Ž . ally on subsequences are convergent in L 0, 1 . For, we observe first that w x for x g 0, 1 ,
w x Indeed, for x g 0, 1 fixed we have
as ª 0, and
Using now the Lebesgue's Dominated Convergence Theorem, we de-Ž . duce that eventually on subsequences
Ž . Now, taking ª 0 weakly in L 0, 1 in Eqs. 7 , we obtain the 
monotone.
THE MAIN RESULTS
Ž . Ž Ž .. Ž . We define now the operators C C t :
Using the above operators, our problem S , BC , IC can be expressed as a time-dependent Cauchy problem in the space X,
Ž . Ž . Ž . We say that col i,¨is a strong solution to the problem S , BC , IC if Ž Ž . Ž . Ž .. Ž Ž . Ž . Ž .. col i t, и ,¨t, и , w t s col i t, и ,¨t, и ,¨t, 1 is a strong solution to Ž . Ž w x. the problem P see 1 . and e, respectively . w x Ž . Using Theorem 1, for every t g 0, T the operator C C t is maximal Ž . monotone. We consider C C t the Yosida approximate of the operator
Ž . Ž . THEOREM 2. Assume that the assumptions
For every t g 0, T and ) 0 the operator C C t is everywhere defined and Lipschitz continuous. Then, using the Banach fixed-point theorem, we deduce that for every ) 0 the approximate problem
. has a unique solution col i ,¨, w that is continuously differentiable on w x Ž . 0, T . We denote y s col i ,¨, w . C C t y s 1r y y u , ᭙ t g 0, T , for a.a. x g 0, 1 and w x u q C C t u s y , ᭙ t g 0, T , for a.a. x g 0, 1 . 14 Ž .
We shall prove in what follows that
Ä 4 Žw x . LEMMA 2. The set dy rdt; ) 0 is bounded in C 0, T ; X . Ž . Ž . Proof of Lemma 2. Let u s col p , q , r g D A A be defined by p i y1 y1 s I q C C t m u s I q C C t y . Ž . Ž . qŽ . Ž . 0 0 r w Ž . Ž .Ž . Ž . w x Ž . So,
Ž . Ž . Ž .
The above relation is equivalent to
Using the relation C C t y s C C t J y s C C t u J
is the resol-Ž .. Ž . vent of the operator C C t , the equation P can be formulated as
Ž . Equation 16 is equivalent to
Ž . Using the relation 14 and the monotony of C C t , we get ² :
Ž . By definition of the operator C C t , the above inequality gives us ² :
2
By the properties of the functions ␣ , ␤, and h it follows that there 2 exist the functions , , and nonnegatives such that
Therefore, from inequality 18 we have 
H ¦ ;
ds ds
Ž . Ž . Ž Ž Now, by multiplying the equation P by y t y y in X y s col i ,
Ž . Using the assumption A2 , the above inequality gives us
Ž . X
By the definitions of the functions and we have
them over 0, 1 , and, by addition, we obtain
Ž . Therefore, by 22 and 23 we obtain
0 0 Ѩ x w x and so, integrating over 0, 1 , we get 
Ž . 
Ž . Ž . Using 25 , the inequality 24 gives us
Ž . Ž . Using 21 , 26 , and the assumptions of the theorem, we obtain
Ž . Ž . By the assumption A4 and the inequality 27 , we have
Ž . that is, the first integral of the second term of the inequality 20 is Ž . minorated by yconst., ᭙ ) 0.
Ž . For the double integral of the second term of the inequality 20 we have, by the definitions of the functions and , that
Ž . Ž . We multiply the above inequalities by ␥ t, x and ␦ t, x , respectively, we w x integrate them over 0, 1 , and, by addition, we have
Using the assumptions of the theorem and u F const., ) 0, the X above inequality gives us
Then, by the relations dw a t y p t, 1 q b t h r t s e 17
we obtain dw a r t y w q yp t,
Ž . Using 31 , the inequality 30 gives us
Ž . Then, using 32 in 29 , we obtain
Ž . By the assumption A4 , the inequality 33 gives us 2 2 Ѩ ␥ Ѩ ␦ 
Ž .
X 0 X Ž . Now using 40 , the above inequality, and the Gronwall lemma, we deduce dy t F const., 0 F t F T , ) 0;
dt X ÄŽ .Ž . 4 Žw x . that is, the set dy rdt t ; ) 0 is bounded in C 0, T ; X and Lemma 2 is proved.
Q.E.D. 
Ѩ t Ѩ x
