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projection chamber
ALICE is one of the four experiments at the Large Hadron Collider (LHC). The quark-gluon plasma, which
is predominantly produced in lead-lead collisions at LHC, is of particular interest for ALICE. After the long
shut-down 2 (2019-2021) the LHC will provide lead-lead collisions at an increased interaction rate of 50 kHz.
In order to examine every event at this interaction rate the ALICE Time Projection Chamber (TPC) needs
to be upgraded. The TPC’s ReadOut Chambers (ROCs) are currently multi-wire proportional chambers.
To prevent space charge build-up of slow ions, drifting from the ROCs into the TPC, a gating grid is used.
The corresponding closure time imposes a dead time on the TPC read out, which prohibits data taking at a
readout rate higher than 3 kHz. New ROCs have therefore been designed, relying on stacks of Gas Electron
Multiplier (GEM) foils for the gas amplification, allowing for continuous readout.
With the new ROCs, a certain fraction of ions will be drifting at all time into the TPC. Knowing the exact
ion mobility in the counting gas is thus required in order to determine which amount of ion-back drift is
tolerable. In this work we study the ion mobility in Ne-CO2-N2 (90-10-5), which is the gas mixture for the
upgraded TPC, as well in several other argon- and neon-based mixtures.
During stability studies for the new ROCs the phenomenon of secondary discharges has been observed. We
thus also study discharges in GEM stacks and provide a detailed investigation of secondary discharges.
Ionenmobilitätsmessungen und GEM Entladungsstudien für die Umrüstung der ALICE Zeit-
projektionskammer:
ALICE wurde entwickelt um das Quark-Gluon-Plasma zu untersuchen. Dieser Zustand von Materie wird
z.B. in Blei-Blei Kollisionen am Large Hadron Collider (LHC), produziert. Ab dem Jahre 2021 wird der LHC
Bleikerne mit einer Rate von 50 kHz zur Kollision bringen. Um alle Kollisionen bei dieser Rate aufzuzeichnen
zu können, muss der ALICE Detektor verbessert werden.
Die ALICE Zeitprojektionskammer wird mit Vieldraht Proportional Kammern ausgelesen. Diese Kammern
verfügen über eine Drahtebene mit variablem Potential, die je nach Potential für geladenen Teilchen trans-
parent oder intransparent ist. Somit können Ionen, die während der Elektronenverstärkung entstehen, daran
gehindert werden in das Detektionsvolumen der Zeitprojektionskammer zu driften. Würden diese Ionen das
Detektionsvolumen erreichen, entsteht eine Raumladung, die es nicht erlaubt Teilchenspuren mit der nöti-
gen Präzision zu rekonstruieren. Die Zeit, in der die Vieldraht Proportional Kammern für Ladungsträger
geschlossen sind, erlaubt im Falle der ALICE Zeitprojektionskammer eine Ausleserate von höchstens 3 kHz.
Aus diesem Grund wurden neue Auslesekammern entwickelt die Gas Electron Multiplier (GEM) Folien zur
Elektronenverstärkung benutzten und somit eine kontinuierliche Datennahme erlauben.
Wir haben die Mobilität von Ionen in Ne-CO2-N2 (90-10-5), dem Zählgas der Zeitprojektionskammer,
gemessen. Mit dieser Mobilität kann berechnet werden, welcher Prozentsatz der in den Auslesekammern
produzierten Ionen in die Zeitprojektionskammer driften kann, bevor die Raumladung zu groß wird. Weiter-
hin haben wir Gasentladungen in GEM Folien und zwischen GEMs in GEM Stapeln untersucht. Dabei war
die Beobachtung von Sekundären Entladungen von besonderem Interesse, die mit einer gewissen Häufigkeit
auf eine Entladung in einer GEM folgen.
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1. Introduction
In experiments where two particle beams collide with each other or where a single particle
beam impinges upon a fixed target, detectors are needed to detect the presence of a charged
particle, measure its trajectory and momentum, and determine its species. Experimental
conditions, such as the collision rate and expected particle densities impose additional re-
quirements on the possible detectors, extending the list of design constraints.
1.1. The Time Projection Chamber
In 1974 David R. Nygren introduced a novel concept for charged particle detection [1]. He
proposed a gaseous detector, which allows to record a 3D image of the particles trajector-
ies in the gas volume. His concept was based on a gas volume to which a parallel electric
and magnetic field are applied. Particles propagating in this detector ionise gas atoms or
molecules along their trajectories and the liberated electrons drift in the electric field to-
wards ReadOut Chambers (ROCs) at the end of the detector, where they are amplified and
their signal is read out. The specific energy loss of the particle in the gas allows to identify
the species of the particle, if its momentum is known. A momentum measurement is as
well possible with this detector, because the incident particles are deflected in the applied
magnetic field. The Time Projection Chamber (TPC), as this detector was baptised, hence,
offers in one detector tracking of an incident particle in three dimensions and a momentum
measurement together with the possibility to perform Particle IDentification (PID). Because
the entire gas volume of the detector serves as an active medium for the particle detection,
events with high particle densities can be recorded.
In prototypes test, Nygren’s concept was proved to be successful [2] and led to the con-
struction of the PEP-4 TPC [3] at the SLAC facility, US. Since PEP-4, TPCs have been
operated at lepton colliders and in experiments inspecting hadron-hadron collisions [4–7].
While the wish-list of particle physicists for the capabilities of their detectors remained
roughly the same until now, experimental conditions and therefore the additional require-
ments on detectors did change. The TPC concept has been continuously improved in order
to adapt to these changing requirements and to ensure stable operation and high quality
data taking [8]. Nowadays, the TPC of A Large Ion Collider Experiment (ALICE) [9–12] is,
with a gas volume of almost 90 m2, the largest of its kind. It is operated at challenging con-
ditions imposed by the Large Hadron Collider (LHC) [13], located at the European Centre
for Nuclear Research (CERN) next to Geneva, Switzerland.
1.2. Readout chambers for Time Projection Chambers
Many details of the TPC construction and operations have been improved in the course of
the development of new TPCs. Here we want to focus on the improvement of the ROCs,
which are critical for the performance of a TPC as a whole. So far all large TPCs have been
or are equipped with Multi-Wire Proportional Chambers (MWPCs) [14], which have been
developed in 1968 by G. Charpak et al., who has received the Nobel Price for his invention
in 1992. In a MWPC different potentials are applied to a set of wire planes, resulting in a
high electric field. Electrons from the TPC volume are accelerated in this electric field until
they have enough energy to ionise further gas atoms. The resulting electrons are accelerated
as well, resulting in electron avalanches. In this way the original electrons from the TPC
volume are amplified and can be read out by dedicated readout electronics. During the
electron amplification ions are produced as well. These ions gain the same energy from
the electric field like the electrons do. However, because of their positive charge and high
mass they drift with a smaller velocity in the opposite direction than the electrons. A good
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fraction of these slow ions can drift into the TPCs volume and accumulates there. The
resulting space charge distorts the electric field in the detector and therefore the drift paths
of the electrons in the gas volume are distorted. A gating grid has been added to the MWPCs
[15, 16] in order to stop the ion back drift. Depending on the voltage supplied to this grid,
it either collects electrons from the TPC volume as well as ions from the readout chambers
or it is transparent to both. In a TPC with gated readout, a trigger opens the gating grid
for a time which usually corresponds to the maximal electron drift time through the full
TPC. Afterwards the grid is closed for the time needed to collect all the ions produced
during the gas amplification. This introduces a dead time for the MWPC as well as the
TPC. The ALICE TPC uses currently MWPCs in a gated readout mode, with a maximum
readout rate of about 3 kHz. This rate is determined by the maximal drift time of electrons
(∼ 100µs) and the closure time of gating grid (200 µs).
1.3. ALICE at CERN’s Larger Hadron Collider
ALICE has been designed to study phenomena governed by the strong interaction. It is
in particular dedicated to examine the properties of the Quark-Gluon Plasma (QGP) [17],
which is predominantly produced in nucleus-nucleus collisions. The ALICE detector there-
fore needs the ability to record events with very high particle multiplicities, as expected
for lead-lead collisions at LHC, and also to record particles with momenta as low as a few
100 MeV/c [10]. Both of these features make ALICE unique among the four LHC large-
sclae experiments (ALICE, ATLAS [18], CMS [19] and LHCb [20]), and are the reason why
ALICE employs a TPC as the experiment’s key detectors for particle tracking and PID.
During LHC Run 1 (2009-2013) and Run 2 (2015-2018), ALICE and its TPC have been suc-
cessfully taking data at increasing interaction rate. While taking data at higher luminosity
during Run 2, one observes higher space-point distortions along the recorded tracks than
expected. The origin of the space charge creating these distortions was studied and at the
same time a dedicated procedure was developed in order to correct the distorted particle
tracks [21].
After the Long Shut-down 2 (2019-2021), the LHC will provide a collision rate of 50 kHz
in lead-lead collisions. Several components of the ALICE detector will be modified, replaced
or added [22] so as to improve the amount and quality of data recorded for the physics pro-
gram of the ALICE collaboration. Different detectors, the readout electronics of a variety
of detectors as well as the data acquisition systems will be upgraded. After the upgrade
ALICE will be able to examine all events at 50 kHz.
1.4. The ALICE Time Projection Chamber upgrade
At an interaction rate of 50 kHz it is not feasible to use MWPCs with a gating grid. The
ALICE TPC Upgrade project therefore developed new ROCs and front-end electronics [23,
24]. The design goals can be stated as follows. First, the new ROCs must be able to record
data continuously. Second, the excellent tracking and PID capabilities as well as momentum
resolution of the current TPC need to be preserved. In order to achieve these two goals at
the same time, the amount of ions escaping from the ROCs into the drift volume must be
kept small. These ions otherwise build up space charge in the drift volume, which distorts
measurements of the particles’ tracks. A third performance goal has therefore been defined.
The amount of ions in the drift volume, including primary ionisations, can be at most 1 %
of all the ions produced during the electron multiplication in the ROCs. To this end new
readout chambers have been developed, which use stacks of four Gas Electron Multipliers
(GEMs) [25] as electron multiplication stage. On top of that, a space charge distortion
correction will be applied, which is in part currently employed with the existing TPC.
The requirements on a TPC running under LHC Run 3 conditions are ambitious. Regard-
ing the evolution of the TPC concept, the continuous, ungated readout mode is the next step
for gaseous TPCs. The ALICE TPC Upgrade therefore pushes forward the development of
novel and existing techniques, which can be useful for future projects, including but not
restricted to, a TPC at a future linear collider [26].
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1.5. Ion mobility measurements and discharge studies
The knowledge of ion mobility and ion drift velocity is necessary in order to estimate for
how long ions drift through a gaseous detector. The amount of tolerable Ion Back Flow
(IBF) from the ROCs into the drift volume depends on the actual mobility of ions drifting
in the counting gas. Therefore, the ion mobility of the gas mixture used in the upgraded
TPC largely impacts our third performance goal, namely that an IBF of less than 1 % is
necessary in order to keep the field distortions in the TPC at a tolerable level. In case the
mobility is lower as assumed during the definition of this goal, the limit for the IBF needs
to be reduced. Although there are many measurements of ion mobility in pure gases, only
few exist for gas mixtures. We extend these measurements and present a method which can
be used by other groups to measure the ion mobility in their desired gas mixture (Chapter
5). Our measurements are done with a detector using a stack of three 10 × 10 cm2 GEMs.
With a special analysis procedure of the signals recorded with the detector, the drift time
of ions and in turn the mobility can be measured. We find the mobility in the baseline gas
mixture of the upgraded ALICE TPC Ne-CO2-N2 (90-10-5) to be (2.92± 0.04) cm2 V−1 s−1
and therefore about 30 % lower than it was assumed in [23].
We also perform discharge studies motivated by the occurrence of secondary discharges.
This special type of discharge occurs with a certain probability after an initial discharge in a
GEM. Discharges threaten to damage a GEM permanently. Any mechanism creating addi-
tional discharges after an initial one therefore need to be understood and mitigated as much
as possible. In order to examine the GEM stack behaviour during (secondary) discharges,
our set-up is operated in a regime where the probability for initial discharges is relatively
high. We study the exact probabilities at which initial (Chapter 6) and secondary discharges
(Chapter 7) occur, as well as the time evolution of the potentials at different electrodes of
our detector, during the course of (secondary) discharges. Such potential measurements
allow to identify the location of a discharge in the GEM stack. Furthermore, they reveal
weather large potential differences build up after a discharge, creating the conditions for
further discharges, and allow understanding between which electrodes such potential dif-
ferences build up. Our measurements of the potentials at the different electrodes reveal
that secondary discharges are discharges of the gap below the discharging GEM. A way of
mitigating them is to decouple the GEMs better from the respective power supply as it is
achieved by introducing decoupling resistors.
This work has been preformed within the ALICE TPC Upgrade project, although both
main topics of this work, namely ion mobility measurements and discharge studies, address
general questions of great interest related to gaseous detectors using GEMs in a high-rate
environment.
1.6. Detailed outline of this work
To embed our studies in the context of the research done by the ALICE collaboration, we
recap the strong interaction and introduce ways to examine the QGP in Chapter 2 (Sec.
2.1 and Sec. 2.2, respectively). We then discuss experimental signatures of the QGP (Sec.
2.2.3) and the corresponding requirements on detectors. After we introduce the ALICE
detector (Sec. 2.3) and explain how it matches these requirements. The motivation of the
ALICE collaboration to upgrade its detectors for LHC Run 3 is outlined in Section 2.3.3.
The following Chapter 3 summarises the physics principles on which gaseous detectors are
based. We focus on the mechanisms related to ion drift (Sec. 3.1) and discharge phenomena
(Sec. 3.3). Furthermore we introduce techniques employed in gaseous detectors for electron
amplification, such as wire chambers and GEMs (Sec. 3.4 and following). Based on these
foundations, we introduce in Chapter 4 the general concept a TPC (Sec. 4.1) and the ALICE
TPC (Sec. 4.2) in particular. We discuss the details of the ALICE TPC Upgrade in Section
4.3.
In Chapter 5 we present our measurements of ion mobility. We develop a method relying
on the measurement of the signal induced by ions drifting through a gap of few cm. The
time of the ions’ arrival at the end of the gap is extracted from the derivative of the recorded
signal (Sec. 5.3). This procedure is tested thoroughly with simulated data (Sec. 5.4) and
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we compare the measured mobilities to published data to validate our method and results.
The counting gas in our detector has ambient pressure and room temperature. Results are
therefore also relevant for other groups operating their detectors under similar conditions.
We measure ion mobilities of the respective drifting ions in argon- and neon-based gas
mixtures with carbon dioxide as quencher (Sec. 5.5.2). In addition we use our set-up to
measure the ion mobility of the gas mixture used in the current and future ALICE TPC,
namely Ne-CO2-N2 (90-10-5) with a water content of about 100 ppm (Sec. 5.5.3). Our
findings show an ion mobility that is lower than previously expected and that therefore
imposes to strictly respect the limit of an IBF lower than 1 %. We also examine water
contents ranging from ∼ 100 ppm to more than 1000 ppm (Sec. 5.5.4), in order to provide
additional data for the study and simulations of the space-point distortions in the current
TPC.
Our discharge studies in Chapter 6 and Chapter 7 have been performed to understand
the phenomenon of secondary discharges, which is extensively described in Chapter 7. This
kind of discharges happen with a certain probability after initial discharges in a GEM.
We therefore use a highly ionising source and High Voltage (HV) settings, which make
discharges likely if ionisation is present. The large number of recorded discharges allows us
to study secondary discharges in detail. This number allows in addition to make quantitative
statements on the behaviour of a GEM system when an initial discharge occurs. In Chapter
6 we focus on these initial discharges and on the corresponding potential changes. The
experimental set-up for discharge studies and tools to examine the potentials are introduced
in Section 6.2. The radiation source is discussed in Section 6.3.3. We confirm that observed
discharges are in line with the expectations drawn from the underlying process responsible
for the discharges (Sec. 6.4). Furthermore, we draw conclusions from the observed discharge
probabilities for the operation of GEM stacks. Afterwards we discuss how the potentials
applied to a GEM stack change in the moment of the discharge (Sec. 6.5). The potential
analysis also allows investigating the phenomenon of discharge propagation from one GEM to
another (Sec. 6.5.3). This phenomenon depends on the HV settings and should be mitigated
in order to maintain the number of discharges as low as possible. In addition, we emulate
the way HV will be supplied to the GEM stacks in the future ALICE TPC by constructing
a mock-up of segmented GEMs and using a cascaded power supply (Sec. 6.6), as is planned
for the final detector. Analysing the potential changes during a discharge in this system
helps understanding the dead-time of ALICE TPC GEM stacks after discharges and reveals
possible regions with high potential differences, after a discharge occurred.
The set-up and methods tested with discharges (Chapter 6) are then used to examine
secondary discharges (Chapter 7). Our work has been initiated by the study in [27], therefore
we first reproduce the measurements therein. We measure the probability of occurrence of
secondary discharges and the average time between initial and secondary discharge as a
function of the electric field between a GEM and the readout plane (Sec. 7.2). We find for
example that secondary discharges occur only after an initial discharge in a GEM and only
if the electric field in the gap between GEM and readout plane is larger than a certain value.
These results agree with the ones in [27]. Furthermore we show with potential measurements
that a secondary discharge is a discharge of the gap between GEM and anode plane. Next
we extend these studies to the gaps between adjacent GEMs (Sec. 7.3) and find the same
qualitative features like we observed in the gap between a GEM and the readout plane.
We present measurements of secondary discharges in Ne-CO2-N2 (90-10-5) in Section 7.4.
A possible way to make the occurrence of secondary discharges less likely in commonly
used electric fields is discussed in Section 7.5. Introducing decoupling resistors in the high
voltage path to the bottom electrode of a GEM foil leads to an increase of the electric field
value where secondary discharges occur. In Section 7.6 we report on studies of secondary
discharges where the GEMs are either biased with a cascaded PS or a voltage divider. These
two high voltage systems are foreseen for the operation of the ALICE TPC GEM stacks after
the upgrade. General consequences of secondary discharges on the operation of GEM stacks
are discussed (Sec. 7.7). We propose a hypothetical mechanism responsible for secondary
discharges (Sec. 7.8), however, the origin of secondary discharges still remains unknown and
subject for further studies.
In Chapter 8 we present two research and development topics that aim at testing the
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stability of the upgraded ALICE TPC’s GEM stacks. Using the largest GEMs produced for
the ALICE TPC Upgrade, we investigate the sagging of the foils due to electrostatic forces
occurring when HV is applied (Sec. 8.1). We investigate which kind of spacers in the gap
below a GEM ensures a planar foil without sagging. Furthermore, we study whether having
a spacer in direct contact with the foil results in more discharges in the region, where this
contact is made. Doing so, we use discharge probability measurements and the analysis of
videos of discharging GEMs.
Our work has contributed to answer two important questions for the upgrade of the ALICE
TPC. We measured the ion mobility in Ne-CO2-N2 (90-10-5) and provided information on
how to improve the stability of the new ROCs against discharges. We can not do a projection
in time to 3.5 years form now, however, we look forward to the moment our studies will not
be only applied to the operation of ROCs but to the operation of the entire, upgraded
ALICE TPC.
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2. A Large Ion Collider Experiment
A Large Ion Collider Experiment (ALICE) [10] is the one dedicated heavy-ion experiment at
the Large Hadron Collider (LHC) at CERN, Geneva. In collisions of heavy-ions at sufficient
energy, lead ions at the LHC, a medium of high energy density and temperature is created.
This medium exists only temporarily and undergoes a phase transition towards a hadron
gas or nuclear matter as it cools down. The creation of this medium, its properties as well
as the phase transition are governed by the strong interaction of the Standard Model (SM)
of particle physics. In Section 2.1 we recap some features of the strong interaction, which
are of importance for the afore mentioned phase changes of nuclear matter. After (Sec. 2.2)
we discuss, how this phase transition may occurs and which experimental observables can
be used to examine it. Based on these considerations we discuss the ALICE detector and
how it is designed to measure these observables.
2.1. The strong interaction in the standard model of
particle physics
The standard model of particle physics comprises the electromagnetic, the weak and the
strong interaction, as well as the known elementary particles. It has passed extensive ex-
perimental test and was even able to predict the existence of new particles. A recent ex-
perimental confirmation of the SM is the discovery of the Higgs boson at the LHC [28, 29].
However, the SM is not a full theory of all fundamental interactions. Despite the fact that
the SM describes successfully all ordinary matter, it e.g. lacks a description of dark matter
and it fails to incorporate gravity.
The strong interaction is described by a quantum field theory with symmetry group SU(3),
which goes by the name of Quantum Chromodynamics (QCD). Analogue to the electric
charge of particles taking part in electromagnetic interactions, particles interacting by the
strong interaction are characterised by a colour charge. Each quark carries one of three
possible colours or anti-colours and the gluons, which mediate the strong interaction, carry
one colour and an anti colour at the same time. The possible interaction vertices in terms of
Feynman graphs are a quark anti-quark gluon vertex, a three gluon vertex and a four gluon
vertex.
2.1.1. Asymptotic freedom and confinement
Fundamental parameters of QCD are the (bare) quark masses and the strong coupling
constant (αS). These parameters can not be experimentally observed, however, αS enters
the calculation of experimental observables, which are obtained using perturbation theory
techniques. In perturbative methods the calculation of a quantity of interest (e.g. a cross-
section) requires series expansions in αS to converge. Therefore, perturbative methods are
applicable if the strong coupling constant takes a value smaller than one. A peculiarity of
αS is, however, that the coupling strength decreases with increasing momentum transfers or
decreasing space-time distance and vice versa (Fig. 2.1). The renormalisation of the strong
coupling constant to a scale µR allows to assign a value to αS(µ2R) based on measurements
of different processes (Fig. 2.1). At a momentum transfer (Q2) equal to the chosen value of
the renormalisation scale Q2 ∼ µ2R the quantity αS(µ2R) gives a measure for the interaction
strength of the strong interaction. As shown in Figure 2.1, the interaction strength is relative
small at high µR (Q in the figure). At this energies quarks appear as free, which is known as
asymptotic freedom. Furthermore the small value of αS allows to use perturbative methods
to calculate processes at this energy range.
Figure 2.1 illustrates as well that the interaction strength increases for small momentum
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Figure 2.1: The strong coupling constant αS(Q2) as function of the normalisation scale Q. In
the text we use α(µ2R) and µR, respectively. The values for αS(Q2) are extracted
from the measurements indicated in the legend. In brackets the degree of QCD
perturbation theory used to extract αS(Q2) from the measurements is indicated.
NLO corresponds to next-to leading order, NNLO corresponds to next-to-next-to
leading order and so on. The figure has been adopted from [30].
transfer or large space-time distance between two interacting particles. This phenomenon is
known as infrared slavery or confinement and is believed to be the reason why quarks and
gluons are never observed as free particles, but only in bound states which are colour-neutral.
2.1.2. The phase diagram of strongly interacting matter
Confinement of quarks and gluons into colour neutral particles is no longer present in matter
at high temperature and/or density. This is an immediate consequence of the low αS at high
momentum transfer or small space-time separation between interacting particles. Therefore
a state of QCD mattera is expected, in which quarks are able to move freely and quarks
and gluons are the relevant degrees of freedom, instead of colour-neutral states of the two.
For a period of about 10µs after the big bang, the early universe is believed to have been
in such a state. This state of deconfined matter is called Quark-Gluon Plasma (QGP). The
chiral symmetry is restored if matter is present at the temperature and/or pressure which
is necessary to form the QGP. If chiral symmetry is broken, quarks polarise the vacuum
around them and thus create a gluon cloud which gives the quarks an effective mass [31].
Masses of hadrons are caused by the effective mass of their quark constituents. In the QGP,
where chiral symmetry is restored, the quarks have only their bare masses, without the mass
generated by the spontaneous breaking of chiral symmetry. Especially the masses of hadrons
containing only the light quarks (up, down, and strange) are almost exclusively generated by
the spontaneous chiral symmetry breaking, and hence these quarks appear as quasi massless
after the restoration of chiral symmetry.
A QGP is one of the phases of QCD matter. The phase diagram in Figure 2.2 shows
different phases of such matter as function of the temperature T and the quark chemical
potential µq, which is a measure for the net quark density.b An order parameter is necessary
to quantify the phase change of matter with varying T and/or µB. In one example given
in [32], the quark-anti-quark condensate 〈qq¯〉 is used as order parameter. This condensate
value describes the vacuum expectation value of a certain ground state of a bound quark
and anti-quark. If chiral symmetry is broken, such states have a non vanishing vacuum
aWith the term QCD matter we refer to all matter, which is made up of particles carrying colour charge.
bThe baryochemical potential µB is as well frequently used in this context. It is a measure for the baryon
number density.
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Figure 2.2: Sketch of the phase diagram of strongly interacting matter. The Quark-Gluon
Plasma phase and the Hadron gas phase of matter are indicated. See the text for
the discussion of the respective phase transitions. The figure has been created
using the discussions and informations in [31, 32].
expectation value and can therefore be seen as particles. If we consider the phase transition
of matter at initially small µq and T ∼ 0 for increasing T , the order parameter 〈qq¯〉 is
observed to change smoothly until 〈qq¯〉 = 0 in the QGP phase. This smooth transition gives
rise to the expectation, that the phase transition from a hadron gas to the QGP is a second
order (or crossover) phase transition. However, the phase transition of matter at T with
increasing quark chemical µq potential is characterised by an abrupt change in the quark
anti-quark condensate. The discontinuity in 〈qq¯〉 thus fulfils the characteristics of a first
order phase transition. A critical point on the phase boundary between the QGP phase and
the hadron gas phase is expected at the point, where the kind of phase transition changes
from first to second order.
2.2. Examining the quark-gluon plasma
The study of different QCD matter phases and the transitions between these phases offers in-
sights into the process of confinement and deconfinement and thus insights into the creation
of all nuclear matter we observe today. Furthermore, the (approximate) restoration of the
chiral symmetry during the phase transition from the hadron gas to the QGP phase is inter-
esting beyond the aspects of QCD, because phase transitions with a spontaneous symmetry
breaking are common in the standard model. The fact that this particular QCD phase
transition and the chiral symmetry breaking can be achieved in laboratory experiments,
makes it a very attractive topic to study. These studies are advanced with calculations as
well as in experiments with heavy-ion collisions.
2.2.1. Lattice QCD
However, calculations of phase transitions from confined matter to deconfined matter can
not (yet) be done in the framework of perturbative QCD, because of the reasons mentioned
in Section 2.1.1. An alternative method to calculate such phenomena is lattice QCD. In this
approach path integrals describing the theory are numerically solved on a discrete space-
time lattice [33]. In this way many QCD phenomena like the phase transitions of QCD
19
2. A Large Ion Collider Experiment
matter can be calculated, which are not accessible by perturbative QCD. E.g. for µq = 0
the temperature at which the second order phase transition of a hadron gas to the QGP
takes place has been calculated to be (154± 9) MeV [34]. To check if there is a critical point,
lattice calculations have been extended to µq > 0. In [35] the authors obtain results, which
agree on the one hand with the previously quoted temperature at the crossover from [34]
and, on the other hand, their results support the existence of a critical point.
2.2.2. The Quark-Gluon plasma in the laboratory
The time interval during which our universe may have been in the QGP state is not accessible
to astrophysical observations. Therefore the QGP, or other states of matter with high
temperature and/or energy density, need to be created in the laboratory to study them
experimentally.
At many accelerators and colliders, nucleus-nucleus collisions have been examined on the
quest for the QGP, after head-on collisions of (ultra) relativistic (heavy) ions have been
first proposed as a possible way to probe different phases of matter [36]. Depending on
the collision energy and the ions used for such collisions, different regions in the phase
diagram can be probed. See e.g. [37] for a review on experimental results obtained at
various accelerators, colliding (heavy) ions. At CERN’s Super Proton Synchrotron (SPS)
first evidence for the existence of a QGP has been found [38], while at the Relativistic
Heavy-Ion Collider (RHIC), Brookhaven National Laboratory (BNL), US, the QGP was
finally discovered [39–42]. In contrast to what has been widely expected, the QGP was
found to be a strongly interacting state of matter. For this reason it is sometimes referred
to as sQGP.
Current experiments
Nowadays, RHIC is still in operation and a dedicated collider for heavy-ion collisions, col-
liding gold atoms at centre of mass energies (√sNN) of up to 200 GeV per nucleon pair.
Furthermore, ALICE takes data at the LHC and is there the only experiment with the
main focus on heavy-ion collisions. However, the other three large experiments (ATLAS,
CMS, LHCb) have as well a heavy-ion program. Although the LHC collides protons most of
the time, there are dedicated periods during which lead-lead collisions in the energy range
2.76 TeV ≤ √sNN ≤ 5.02 TeV took and take place. Proton-proton collisions at the same
centre of mass energy per nucleon pair as used during heavy-ion collisions, are as well part
of the LHC program and are needed as reference data (Sec. 2.2.3). Furthermore, proton-
lead collisions have been performed to provide reference data for the studies of heavy-ion
collisions.
At the collision energies of RHIC and LHC the phase diagram is probed at high temper-
ature and small or vanishing µB, respectively. The latter is the case, because the strongly
interacting quark matter, the so called medium, is dominated by the quark anti-quark pairs
produced early during the collisions and not by the valence quarks of the originally colliding
nuclei. In order to study other regions of the phase diagramm new facilities are planned.
The heavy-ion program at the future Facility for Antiproton and Ion Research, now under
construction at the Gesellschaft für Schwerionenforschung, will probe the phase diagram at
lower T , but higher density µB [43, 44].
Creation and evolution of the quark-gluon plasma in heavy-ion collision
Figure 2.3 illustrates the evolution of the quark-gluon plasma using a simulation of two lead
nuclei colliding at LHC energies. The two ultra relativistic nuclei collide (Fig. 2.3, (1)) and
pass through each other within 1× 10−2 fm/c. A large amount of energy is deposited in the
collision region, generating quark and anti-quark pairs as well as colour neutral particles,
which we neglect here. Then a strongly interacting medium is formed on a time scale of
0.1 - 1 fm/c. During this time a thermal equilibrium is established by collisions between
the quarks and anti-quarks, which can move freely over the full volume of the QGP (Fig.
2.3, (2)). At LHC energies this volume can be as big as several hundreds to thousands of
fm3. The strongly interacting medium has a life time of about 10 - 20 fm/c during which
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ALICE	
A	journey	to	the	beginning	of	the	Universe	
The	ALICE	experiment	at	CERN's	Large	Hadron	Collider	examines	the	
primordial	state	of	ma<er	as	it	existed	in	the	ﬁrst	moments	a>er	the	Big	
Bang.	As	the	universe	expanded	and	cooled,	the	building	blocks	of	our	
world	were	formed.	
Big Bang 
Expansion 
 
13.7 billion years 
quark-gluon 
plasma 
> 1012 K 
  10-6 s 
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low-mass nuclei 
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In	collisions	of	lead	nuclei	at	CERN,	a	temperature	is	reached	for	a	very	
short	Ime,	which	is	100,000	Imes	greater	than	in	the	center	of	our	sun.	
Tiny	droplets	of	the	hot	primordial	soup	are	produced,	which	then	
transform	into	the	parIcles	which	are	detected	in	the	ALICE	Detector.	
§  Ma<er	is	made	up	of	atoms.	Their	nuclei	
consist	of	protons	and	neutrons,	and	these	are	
composed	of	quarks,	which	are	bound	
together	by	gluons.	This	incredibly	strong	bond	
means	that	isolated	quarks	have	never	been	
found.		
§  Immediately	a>er	the	Big	Bang,	however,	this	
was	diﬀerent.	In	the	ﬁrst	microseconds	the	
temperature	in	the	universe	was	so	high	that	
the	quarks	and	gluons	were	not	bound	in	
protons	and	neutrons,	but	could	move	freely	in	
a	kind	of	primordial	soup.	This	so-called	quark-
gluon	plasma	ﬁlled	the	enIre	universe.		
§  When	the	temperature	of	the	universe	cooled	
to	about	1012	K,	this	soup	coalesced	into	
protons	and	neutrons.	As	Ime	progressed,	
some	of	the	protons	and	neutrons	formed	
deuterium,	helium,	and	lithium	nuclei.	SIll	
later,	electrons	combined	with	protons	and	
low-mass	nuclei	to	form	neutral	atoms.	Due	to	
gravity,	clouds	of	atoms	contracted	into	stars,	
where	hydrogen	and	helium	fused	into	more	
massive	chemical	elements.	Exploding	stars	
(supernovae)	form	the	most	massive	elements	
and	disperse	them	into	space.	Our	earth	was	
formed	from	supernova	debris.	
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Figure 2.3: Simulation of four stages in a lead-lead collision at LHC energies. 1) In the very
left part of the figure, two lead nuclei approaching each other are shown. They
are Lorentz contracted and appear as flat discs. Their white colour indicates that
they solely consist out of hadrons. 2) The middle left of the figure shows the
two nuclei passing through each other, thereby creating the QGP. The colours
indicate, that now quarks and gluons are the relevant degrees of freedom. 3)
Afterwards, the QGP expands (middle right part of the figure) and during this
expansion it cools down. Quarks and gluons start to be confined into colour
neutral hadrons. 4) In the very right part of the figure, the expansion continuous.
Almost all particles are now colour neutral. All figures are adopted from a
simulation of H. Weber, UrQMD, Frankfurt.
it expands and cools down. Eventually the quarks get confined into colour neutral states,
which is known as the chemical freeze-out (Fig. 2.3, (3)). This happens either before or
at the time of hadron formation (hadronisation). After the hadronisation these hadrons
still collide with each other and therefore the matter can still be in thermal equilibrium.
During the ongoing cooling process inelastic collisions stop at some time and hence the
exact composition of particles emerging from the collision region is eventually fixed. As
the distance between the hadrons increases (Fig. 2.3, (4)), elastic collisions become less
frequent until no more such collisions occur (kinetic freeze-out). From this time onwards
hadrons move freely away from the region, where the medium was present.
2.2.3. Experimental observables to probe QCD matter
As outlined in Section 2.1, it is only possible to observe colour-neutral particles. Therefore,
experimental observables are necessarily based on the detection of such particles, but they
have to provide insights into the stages of the evolution of a medium, where particles car-
rying colour are the relevant degrees of freedom. The review in [37] contains an overview
of a variety of experimental observables in heavy-ion collisions and gives as well the corres-
ponding results from several experiments at different accelerators. Here we present a few
observables to explain on the one hand, how the evolution of (strongly interacting) QCD
matter can be measured in experiments. On the other hand, we want to use properties of
the selected observables to illustrate in a later section (Sec. 2.3.1) the requirements on an
experiment, which examines heavy-ion collisions.
One parameter to quantify the difference between the same observable measured in nucleus-
nucleus (AA) and in proton-proton (pp) collisions is the nuclear modification factor RAA.
RAA =
1
〈NColl〉
dNAA/dpT
dNpp/dpT
(2.1)
The number 〈NColl〉 corresponds to the average number of binary nucleon-nucleon colli-
sions, which occur if two nuclei collide. dNAA/dpT and dNpp/dpT yield the same quantity
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measured in AA and pp collisions as function of the transverse momentum pT.c In case
a process behaves in the same way in a single proton-proton collision as well as in 〈NColl〉
nucleon-nucleon collisions occurring during one AA collision, RAA = 1 is obtained. How-
ever, observing RAA 6= 1 indicates that the observable measured by dNi/dpT, i ∈ (AA,pp)
behaves differently for the two collision systems and this difference may be attributed to
a change in the state of matter during AA collisions. In order to calculate the nuclear
modification factor an experiment has to record nucleon-nucleon as well as proton-proton
collisions at comparable conditions. Therefore the centre-of-mass energy per nucleon pair
in both collision systems should be the same. To complete the picture, pA collisions are
recorded as well. These are needed to disentangle so called cold nuclear matter effects from
effects, which are exclusively observed in e.g. heavy-ion collisions and thus pA collisions can
help to pin down the QGP less ambiguously.
The different experimental observables, which are measured in the different collision sys-
tems, are grouped into bulk observables and single-particle observables. The bulk observ-
ables are based on all the (final) particles emerging from the collision region, while single-
particle observables focus only on one particle species. Some of these observables are listed
in the following.
Centrality
The centrality of the collision is one of the bulk observables. In a similar manner as the
impact parameter, the centrality measures the overlap of the two colliding nuclei in the
plane to which the velocity vectors of the nuclei are orthogonal. For 0 % centrality the
nuclei collide head on. The centrality is determined using the number of particles (particle
multiplicity) produced in a heavy-ion collision. A model is fitted to multiplicity versus
event distributions and the events are then sorted into centrality classes depending on their
multiplicity. Furthermore, the centrality can be used to deduce the fraction of nucleons of the
two nuclei, which actually take part in a collision and thus contains geometrical information
about the collision region. Also 〈NColl〉 in equation (2.1) is determined from the centrality.
Flow
Different collision geometries with nucleons, which do not take part in the collision but pass
the collision region close by, give rise to different pressure gradients in the collision region.
When the strongly interacting medium cools down and expands these gradients are reduced.
The distribution of the final particles in space and their momenta carry information about
the matter at the moment of the kinetic freeze-out. In order to extract this information, cor-
relations of the momenta of different particles are examined and the resulting experimental
observable is the flow. Flow measurements, in combination with theoretical models, can be
used to constrain the thermodynamic properties of strongly interacting matter at the time
of the kinetic freeze-out, as for example the freeze-out temperature. In general, flow is a
bulk observable, however there are also flow studies on the basis of single-particle species.
Hadron yields
Yields of individual hadron species are by definition single-particle observables. The (rel-
ative) abundances of the different hadrons allow to gain information about the production
mechanism of hadrons and they contain information about the temperature at the chemical
freeze-out. The temperature at which the chemical freeze-out takes place can be calculated
from a fit of a model to the measured hadron yields. One model is the thermal model [45, 46],
which describes the particle production with a statistical model of a hadron resonance gas.
If this model is fitted to hadron yields recorded by the ALICE experiment at a centrality of
0 - 10 % a chemical freeze-out temperature of (156± 2) MeV is found [47]. This number is in
agreement with the previously mentioned results from lattice QCD, for zero net quark (or
baryon) density, which is the case for heavy-ion collisions at LHC.
cThe transverse momentum is the component of the momentum, which is perpendicular to the beam axis.
However, the measured parameter can be as well a function of something else than pT or be a function
of the transverse momentum and another variable at the same time.
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Photons and dileptons
Photons can be used as a probe for different stages of heavy-ion collisions, because they do
not take part in the strong interaction. This enables them to escape the strongly interacting
QGP unaffected. During the initial collision of the two nuclei prompt direct photons are
produced, while direct photons are thermal photons emitted during all phases of the QCD
matter’s evolution. Direct photons therefore carry information on the temperature evolution
of the (strongly) interacting medium. The challenge remains to separate (prompt) direct
photons from the ones, which are the result of hadron decays after the chemical freeze-out.
In a single-particle analysis of photons, the photon yields are fitted to models taking all
photon sources into account. Doing so, the temperature of the QGP produced in lead-lead
collisions at LHC (√sNN = 2.76 TeV) could be estimated to be on the order of a few 100 MeV
[48].
In a similar way dileptons (lepton anti-lepton pairs), can be used to probe different stages
of the medium created in heavy-ion collisions. The challenges are similar, because dileptons
can be as well produced by decaying hadrons after the chemical freeze-out.
Heavy quarks
Even at the highest temperature of the QGP expected during lead-lead collisions at LHC
only light quarks (up, down, strange) can be produced thermally. All heavier quarks have
to be produced as quark anti-quark state in the initial hard scattering of the nucleons before
(strongly interacting) QCD matter is formed. After their production, these quarks take part
in the full evolution of the QGP until they hadronise. The measured hadrons with heavy
quark content can then be used as tool to test properties of the medium formed in heavy-ion
collisions.
To this end charmonium states 〈cc¯〉, consisting out of a charm quark and charm anti-quark,
are an important experimental observable. Originally it has been predicted that the J/ψ
production should be suppressed, because the creation of 〈cc¯〉 states in a deconfined medium
is hindered by colour screening effects [49]. Later, J/ψ suppression has been observed at
RHIC [50]. However, these results can as well be explained by the statistical hadronisation
model [51]. The statistical hadronisation model predicts an decrease of the J/ψ suppression
in heavy-ion collisions at LHC as compared to RHIC [17], which has indeed been observed
by the ALICE collaboration [52].
2.3. The ALICE detector
The experimental observables in Section 2.2.3 lead to a set of requirements on a detector,
which is used to study heavy-ion collisions at a collider experiment. In advance we introduce
coordinates used in the context of such experiments. Usually the origin of the coordinate
system is placed in the point, where the particle beams collide, the interaction point. The
longitudinal (respectively transversal) direction is the direction in parallel (perpendicular)
to the beam axis. In the transversal plane the coordinates are r, the distance to the beam
axis, and the polar angle φ running from 0 to 2pi. The azimuthal angle θ (0 -pi) is measured
in the longitudinal plane between a point of interest and the beam-axis. Instead of θ, the
pseudo rapidity η is often used [53].
η = − ln
(
tan θ2
)
= 12 ln
(
p + pL
p− pL
)
(2.2)
Where p is the absolute value of the three momentum p and pL is the part of p parallel to
the beam axis. For ultra relativistic particles where the particle’s energy (ε) is much larger
than the particle mass, ε ∼ p holds. In this case the pseudo rapidity is equal to the rapidity,
which is defined as
y = 12 ln
(
ε+ pL
ε− pL
)
. (2.3)
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Regions with high absolute values of the pseudo rapidity (|η| & 2) are referred to as forward
rapidity or backward rapidity and are close to beam axis. On the contrary, regions with
η ∼ 0 are at mid rapidity.
2.3.1. Design requirements
The particle multiplicity needs to be measured, because this quantity enters the calculation
of several parameters as the centrality or 〈NColl〉. Accordingly we need detectors, which can
determine the number of particles originating from the interaction point. The direction of
the outgoing particles depends on the exact collision geometry, therefore a detector measur-
ing multiplicities should cover 2pi in φ and a range in |η| from zero to an as high as possible
value. The latter is challenging for collider experiments, because the beam-pipe needs to be
fed through the experiment. Particles emitted at very forward rapidity are likely to escape
detection in detectors, which are located in less than several meters (longitudinal) distance
to the interaction point.
In addition to the bare number of particles, the respective particle trajectory and mo-
mentum are of great interest for many observables in heavy-ion collisions. In a magnetic
field the trajectory of a charged particle is bent according to the Lorentz force. If a magnetic
field B is applied parallel to the beam axis, the transverse momentum can be determined by
the relation
pT[GeV] ∼ 0.3 · q[e] · B[T] · rp[m] , (2.4)
where rp is the radius of the particles curvature and the unit e is the electron charge.
Neutral particles (neutral hadrons, photons) are obviously not deflected in the magnetic
field and they are as well not detected in typical tracking detectors. They are detected in
calorimeters where they are (ideally) stopped and their energy deposit is recorded. Accurate
measurements of the photon energy are for example a requirement to probe the thermal
evolution of strongly interacting matter with direct photons.
In addition to tracking of charged particles, Particle IDentification (PID) is required in
order to perform any single-particle analysis. Proper identification of the hadrons and/or
their decay products is important to study the colour content of the medium created during
a heavy-ion collision.
Particle tracking, determining a particles’ momentum and energy as well as certain PID
capabilities are important for any collider experiment. However, there are some peculiarities
for dedicated heavy-ion experiments. First, the number of particles produced in a single
heavy-ion collision can be as high as several 1000 per η interval. All the corresponding tacks
have to be recorded simultaneously, hence the particle tracking in such an environment
needs to be robust. Furthermore, the momentum spread between different particles can
span several orders of magnitude. This momentum range arises e.g. between the momenta
of particles produced during the hard scattering of two colliding nuclei and the momenta of
particles produced during the hadronisation of a strongly interacting medium. The magnetic
field can not be too large in order to examine low momentum particles. Otherwise the
particle spirals in the magnetic field at a low rq (Eq. (2.4)) and therefore never reaches
detectors in the experiment, which are located at r higher than 2rq. Furthermore the
material budget of subsequent detectors has to be low for the first detectors, as seen from
the interaction point. Otherwise particles may be stopped before they are fully characterised.
2.3.2. Detectors of ALICE
The ALICE detector has been designed according to the specifications for a heavy-ion ex-
periment. See [10, 54] and the references therein. It is interesting to note that RHIC was
not yet running during the design phase of ALICE. Therefore the design requirements of the
ALICE detector had to be based on extrapolations from the heavy-ion experiments at SPS.
Therefore, a detector design with a very broad set of features was adopted and the design
was kept flexible enough to allow the addition of new detectors.
Figure 2.4 shows a schematic view of the ALICE detector as it is used to take data during
LHC Run 2. The experiment consists out of two parts. First, the central barrel, which is
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located inside the L3 solenoid [55]. The solenoid is a room temperature magnet, which can
provide an magnetic field of up to 0.5 T. The second part is a muon spectrometer, which
is located at backward rapidity −4.0 < η < −2.5. It is equipped with a dipole magnate
providing a magnetic field of 0.6 T at the centre of the magnet’s coils.
In the following we introduce the detectors most frequently used during data taking in
proton-proton and lead-lead collisions.
Inner tracking system
The Inner Tracking System consists of six layers of silicon detectors surrounding the beam
pipe close to the interaction point (4 cm < r < 43 cm, |η| < 0.9). The closest two ITS layers
to the beam pipe have a pseudo rapidity range of |η| < 1.4. As seen from the interaction point
there are first two layers of silicon pixel detectors, then two layers of silicon drift detectors
and finally two layers of silicon strip detectors. The ITS determines the interaction vertex
with a resolution better than 100 µm and it is also used to determine secondary vertices
from the decay of long lived mesons containing charm and bottom quarks. The silicon
strip detectors allow the ITS to provide not only tracking information, but as well PID for
particles with a momentum down to 200 MeV c−1.
The combined material budget of the full ITS with support structures is about 7.2 % of
the radiation length, which ensures that as few particles as possible are stopped there.
Multiplicity detectors
The following three detectors are used for multiplicity measurements. They cover 2pi in φ
and extend over different η.
V0: The V0 detectors (V0A: 2.8 < η < 5.1, V0C: −1.7 < η < −3.7) are two arrays
of scintillator counters. They count particles and are therefore used to measure the event
multiplicity and centrality. Furthermore they allow to measure the luminosity provided by
the LHC. The detector can be used as minimum bias trigger as well as trigger for events
with a certain centrality or multiplicity.
T0: T0 consists of two arrays of Cherenkov counters (T0A 4.61 < η < 4.92, T0C −3.28 <
η < −2.97). The detector determines the time of the collision (t0) with 50 ps resolution
and the position of the interaction vertex within ±1 cm, thus it can be used to detect if an
event is created by a collision at the interaction point or if the collision is due to beam gas
interactions taking place somewhere else. T0 provides as well redundant information on the
particle count in addition to V0.
FMD: The Forward Multiplicty Detector (FMD) is made up of three rings of silicon sensors,
which are highly segmented in r direction. Two rings are located at forward rapidity (3.62 <
η < 5.03 and 1.7 < η < 3.68) and one ring at backwards rapidity (−3.4 < η < −1.7).
Charged particle multiplicity is measured with the FMD in the specified regions, reaching
down to high η regions, which are not covered by the ITS.
Time projection chamber
The ALICE Time Projection Chamber is discussed in detail in Chapter 4, therefore we do
not elaborate many details here. The TPC is a gaseous detector filled with Ne-CO2-N2 (90-
10-5) or Ar-CO2 (88-12) and is read out by Multi Wire Proportional Chambers (MWPC)
(Sec. 3.4). It is the main tracking detector for charged particles in the central barrel and is
as well used for PID. It covers 2pi in φ, extends over 0.848 < r < 2.466 and over a rapidity
range of |η| < 0.9 (respectively |η| < 1.5) for particle trajectories covering the full radial
length (respectively one third of the radial length) inside the TPC.
The TPC is a rather slow detector, because of the maximum electron drift time in the
TPC (. 100 µs) and the dead-time after each event. However, its PID capabilities and the
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Figure 2.4: Layout of ALICE. The detectors shown correspond to the configuration of
ALICE, which has been used during LHC Run 2.
robust tracking in high multiplicity events balance the disadvantage of the slow readout. In
central lead-lead collisions the TPC is read out with a rate of a few 100 Hz, while during
normal data taking the rate is about 1.5 kHz.
Transition radiation detector
The Transition Radiation Detector (TRD) is a gaseous detector, covering 2pi in φ and
|η| < 0.84 in pseudo rapidity. The TRD has in total 540 readout modules which are grouped
into 18 super modules, in a way that there are always six modules stacked in r. Each module
has a 48 mm radiator and a 30 mm drift region, filled with Xe-CO2 (85-15). The modules are
read out with MWPCs. All charged particles leave ionisations along their trajectory in the
gas, however, such particles with a Lorentz factor (1/
√
1− (v/c)2, with the speed of light c
and the particle velocity v) higher than 1000, emit transition radiation in the radiator. The
corresponding photons convert in the gas into additional ionisation electrons. The presence
of these additional ionisations allows to discriminate electrons from pions, therefore the TRD
is able to provide PID for electrons with momentum larger than 1 GeVc−1. Furthermore the
TRD is used for tracking and can be used as trigger detector for events with charged particles
(hadrons or electrons) at high transverse momentum. Together with the ITS, the TRD is
used for the space-point distortion correction of the TPC [21], which relies on reconstructed
particle trajectories passing through all three detectors at the same time.
Time-of-flight detector
The Time-Of-Flight detector (TOF) (0 < φ < 2pi, |η| < 0.9) uses Multi-gap Resistive-Plate
Chambers (MRPCs) [56] filled with C2H2F4-iC4H10-SF6 (90-5-5). Together with the t0 time
from the T0 detector it is used to determine the time-of-flight with a time resolution of about
50 ps. Based on time-of-flight measurements, the detector provides PID for pions and kaons
(respectively protons) with an momentum lower than 2.5 GeV c−1 (respectively 4 GeV c−1)
and is for example used for pion-kaon and kaon-proton separation. It is furthermore used
for PID of nuclei as alpha particles or deuterons.
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Calorimeters
The ALICE detector has three calorimeters, the ElectroMagnetic Calorimeter (EMCal)
(0.22pi < φ < 0.52pi, |η| < 0.7), the PHOton Spectrometer (PHOS) (0.61pi < φ < 0.89pi,
|η| < 0.12) and the (hadronic) Zero Degree Calorimeter (ZDC) at very forward and backward
rapidity.
EMCal: The EMCal is sampling calorimeter composed of stacks with alternating lead
(1.44 mm, 76 layers) and polystyrene based scintillator (1.76 cm, 77 layers) layers. As an
electromagnetic calorimeter it is used to determine the energy of electrons with high trans-
verse momentum and for photon detection. It serves furthermore as trigger detector for
electromagnetic probes.
Furthermore it is used to examine jet physics, in particular jet quenching. In the detector
a jet appears as a shower of high energy particles, which is contained in a relatively small
solid angle. When a high-energetic-coloured particle decays into colour-neutral particles, the
latter are detected as a yet inside the detector. If such a particle moves through the strongly
interacting medium, produced in heavy-ion collisions, it is slowed down. This phenomenon
is called jet quenching.
PHOS: PHOS is a highly segmented electromagnetic calorimeter built from lead-tungstate
crystals, which is designed for photon detection. On its side facing the interaction point,
the Charged-Particle Veto (CPV) detector is mounted, which relies on Ar-CO2 (80-20) filled
MWPCs. Together, PHOS provides PID of photons and discriminates against charged
hadrons, neutrons and anti-neutrons.
ZDC: The ZDCs are located at forward and backward rapidity at a distance of 116 m
to the interaction point. They are composed of separate neutron (ZN) and proton (ZP)
detectors. The ZNs (respectively ZPs) are sampling calorimeters with alternating layers of
quartz fibres and brass (respectively a tungsten alloy). Each ZN is located between the
two beam pipes, while the ZPs are mounted on the side of the beam pipe, to which positive
particles are deflected. There are as well two electromagnetic calorimeters (ZEM) at forward
rapidity at 7 m distance from the interaction point. These two sampling calorimeters are
located on both sides of the beam pipe and they are built with alternating lead and quartz
fibre layers.d
The ZPs and ZNs detect spectator nucleons. During a nucleus-nucleus collision, only the
nucleons in the overlap region of the two nuclei collide. The remaining nucleons are the so
called spectator nucleons and after the collision they continue to move with a high |η| along
the beam pipe. For very central and very peripheral nucleus-nucleus collisions the number
of spectators measured in the ZPs and ZNs can be similar. To remove this ambiguity, the
ZEMs information of particles at a different value of forward rapidity is used.
Muon spectrometer
The Muon spectrometer detects (di-)muons from the decay of mesons with heavy quark
content. The source of such (di)-muons can either be the decay of direct produced J/ψ
or they result from the decay of other mesons with heavy quark content. In the first (re-
spectively latter) case the corresponding muons have a high (respectively a low) transverse
momentum.
The spectrometer consists of several parts. In the central barrel the front absorber is
located, which is made from carbon and concrete. Behind the absorber the Muon tracker
is mounted, which is a series of 10 tracking planes which are located inside the L3 solenoid,
inside the dipole magnet as well as outside the dipole magnet at backward rapidity. The
detectors are gaseous detectors filled with Ar-C2H2F4-iC4H10-SF6 (50.5-41.3-7.2-1). There
is a 1.2 m thick Iron wall after the tracking stations, then four planes with trigger chambers
dAt the LHC the two proton or lead beams are circulated in a beam pipe each. The two beam pipes merge
into one at four different areas in order to collide the two beams in each experiment’s (ALICE, ATLAS,
CMS, LHCb) interaction point.
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follow. These trigger detectors are resistive plate chambers and they can provide a trigger on
muons with high or low transverse momentum, where the momentum threshold can range
from about 0.5 GeV c−1 to 2 GeV c−1.
2.3.3. The ALICE detector upgrade
In LHC Run 3, the LHC will deliver lead-lead collisions at an interaction rate of 50 kHz.
Therefore, the ALICE collaboration will upgrade some of the afore mentioned detectors at
the end of LHC Run 2. The exact plans and the motivation of all the detector upgrades as
well as the upgrade of the data acquisition system are written down in [22–24, 57–60] and
the references therein.
The goal of the ALICE upgrades is essentially to exploit the increased interaction rate for
a deeper study of the strongly-interacting state of matter produced in lead-lead collisions.
Therefore ALICE will focus on rare probes such as, but not only, heavy-flavour particles,
their coupling to the medium and their hadronisation during LHC Run 3 and Run 4. In order
to achieve this goal, the ALICE detector needs the ability to examine all events the LHC
will provide at 50 kHz. In addition, ALICE wants to maintain its excellent PID capabilities
and the ability to study particles with low momentum down to ∼ 100 MeV c−1. The ALICE
TPC is one of the detectors, which will be upgraded to achieve this goal [23, 24]. In Section
4.3 we discuss this upgrade in detail, however, the goal for the upgraded TPC is to take
data continuously and to preserve otherwise the performance of the current TPC.
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In this section we briefly introduce some of the working principles of gaseous detectors. The
movement of charge carriers in gases is covered in Section 3.1. Especially, we discuss the
ion drift in preparation for the measurements in Chapter 5. After, we introduce different
ionisation mechanisms (Sec. 3.2). Doing so, we on the one hand explain how the energy
loss in the gas can be used for particle identification. This is a key feature applied in Time
Projection Chambers (TPC). On the other hand, the different ionisation processes are the
first step to explain gas discharges (Sec. 3.3). We approach this topic by first discussing
gas amplification in general and then different breakdown phenomena. These foundations
are needed for out discharge measurements in Chapters 6 and 7. In the last Section 3.4
and Section 3.5 two gas amplification systems of relevance for the ALICE TPC upgrade are
presented. The multi-wire proportional chamber and the gas electron multiplier.
3.1. Movement of charge carriers in gases
We consider two types of movement for charge carries in gases. First there is the random
motion of a charge carrier due to collisions with gas atoms or molecules, which is called
diffusion and treated in Section 3.1.2. Second, in presence of an electric or magnetic field
electrons (respectively ions) gain energy from this field and move in a direction determined
by these fields. This is the drift of a charge carrier (Sec. 3.1.1).
3.1.1. Drift of charge carriers
A charger carrier with charge q and mass m in an electric field E and a magnetic field B
is accelerated by the Lorentz force according to m · x¨ = q · (E + x˙ ×B).a However, in the
gas the charge carrier will collide with the gas molecules during this acceleration. Following
the Langevin formalism [61, 62] these collisions are added as a resistive force A = −x˙m/τ ,
proportional to the velocity, to the Lorentz force. The time τ in A is the mean time between
two collisions of the drifting particle. The corresponding equation of motion for a charged
particle hence reads:
m · x¨ = q · (E+ x˙×B)− x˙m
τ
x¨ = q
m
·E− x˙
τ
.
(3.1)
In the second line we set B = 0, which is the case for all the measurements done for this
work. The energy lost during the scattering of the charge carriers with the gas atoms or
molecules and the acceleration will balance themselves at large t  τ and a steady state
(x¨ = 0) is reached. The drift velocity vd, which is parallel to the electric field, reads then
vd = x˙ =
τ · q
m
·E = K ·E . (3.2)
The factor K is referred to as mobility and its actual value depends on the scattering
processes responsible for the friction term in Equation (3.1). The average time between
collisions can be parametrised as
τ = 1
Nσv , (3.3)
aWe use bold letters, e.g. a, for vectors and for the absolute value of a we write a. Vector components
are indicated by indices. The time derivative of da/dt is written as a˙. This notation is as well used for
multiple derivatives with respect to the time (e.g. a¨) and time derivatives of scalars (e.g. a˙).
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Figure 3.1: Magboltz [64] simulation of the electron drift velocity as a function of the electric
field. A gas pressure of 1000 mbar and a temperature of 22 ◦C are used to obtain
the displayed points.
where N is the number density of the gas atoms, σ is the collision cross-section and v is the
instantaneous velocity after a collisions, which can differ significantly from vd for times on
the order of τ .
The quantities derived so far are valid for the drift of electrons as well as ions. Examining
the scattering process of an ion or an electron with a gas atom or molecule reveals the
difference between the respective formula of the drift velocity.
Drift velocity of electrons
As an electron hits a gas molecule, its velocity x˙ is fully randomised after each collision and,
provided the collision is elastic, only a small fraction of the electron’s energy is lost. In the
time between collisions, electrons are accelerated in direction of E and the component of
their velocity parallel to the electric field (x˙E) increases. There is an equilibrium between
the average energy gained in-between two consecutive collisions and the average energy loss
in a collision, which can be expressed as
x
x˙Eτ
λεE = eEx , (3.4)
following [63]. Here λ is the average fractional energy loss per collisions, e is the electrons
charge and εE is the (equilibrium) energy gained from the electric field. The full energy of
the electron contains as well the thermal energy: ε = εE+ 32kT with the Boltzmann constant
k. In case of gaseous detectors εE  32kT , therefore the thermal movement can be neglected
and thus ε = mx˙2/2. Equations (3.2), (3.3) and (3.4) can be combined to find the drift
velocity of electrons (vd,e) as well as the instantaneous velocity (v = x˙):
v2 = 2
λ
v2d,e , (3.5)
v2d,e =
eE
meNσ
√
λ
2 . (3.6)
A comparison of Equation (3.6) to Equation (3.2) yields that the electron-mobility Ke
depends on the average fractional energy loss between collisions and on the collision cross-
section. Both quantities in turn depend on the electrons energy ε. Therefore the electron
drift velocity can have a very non-linear dependence on the electric field. This is illustrated
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Figure 3.2: Measurements of the ion drift velocity for different inert gases (Helium, Neon
and Argon) as function of the reduced drift field (E/p0) are shown. For each
data point the pressure is given in the box on the lower left. The two trends
of K ∼ const and K ∼ 1/√E are indicated with lines in the low E and high E
region, respectively. The plot is adopted from [67].
by the Magboltz [64] simulations displayed in Figure 3.1.b An example of the dependence of
σ on ε is the Ramsauer minimum [66], which is observed in the effective momentum transfer
cross-section. This minimum is observed in Argon and other gas mixtures and leads to the
peak of the electron drift velocity, observed in the Ar-CO2 (90-10) data points in Figure
3.1. Equation (3.6) and the comparison of the different gas mixtures in Figure 3.1 make it
very clear that Ke (and therefore v and vd) depend strongly on the actual gas mixture used,
because σ(ε) and λ(ε) behave different for different gases.
Drift velocity of ions
Ions gain the same amount of kinetic energy from the electric field as electrons, but their
acceleration is smaller, because of their higher mass, and therefore they reach a lower max-
imal velocity between collisions. Furthermore the scattering of ions with the gas atoms or
molecules differs from the electrons’ scattering. Ions lose a higher fraction of their energy
in elastic collisions and their velocity is not randomised as much as an electron’s velocity
is. Even immediately after the collision, the velocity has always a non zero component in
direction of the electric field.
Taking this component into account, results in a change of the velocity in Equation (3.2)
bMagboltz is a software, which can be used to simulated electron transport in gas mixtures. The desired
gas mixture and the gas conditions are passed to the software, as well as the electric and magnetic field
range of interest. Magboltz then solves the Boltzmann transport equations for electrons in the specified
mixture under the given conditions. The simulation results agree well with measurements as e.g. shown
in [65].
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as shown in [63]: The mass m of the drifting charge carrier is replaced by the reduced mass
m∗ = m−1 +M−1. There M is the mass of the gas atom or molecule, the charge carrier col-
lides with. While inserting τ into the modified velocity equation and separately considering
the case of low and high electric fields it can be shown [63] that
low E : vd,Ion =
√
1
3kT ·
1
m∗
· qE
NσIon
(3.7)
high E : vd,Ion =
√
1
M
(
1 + m
M
)
·
√
qE
NσIon
. (3.8)
An electric field is considered as low, if the ion’s random velocity after a collision is thermal
[68]. The collision cross-section is written as σIon, to highlight that it is different from the
cross-section in Equation (3.6). In contrast to this cross-section for collisions of electrons
with gas atoms or molecules, σion is rather constant, because the ions’ collisions are elastic
for the typical fields present in a gaseous detector.
Comparing the ion drift velocity in Equations (3.7) and (3.8) to the more generic formula
vd = K ·E (Eq. (3.2)), shows that the ion mobility K is constant for low E and has a 1/
√
E
dependence for high drift fields.c In Figure 3.2 measurements of the drift velocity of noble
gas ions in the respective noble gas are shown. The change of the drift velocity as well as
the change of the mobility as function of the electric field is clearly visible in the figure. The
low E and the high E region can be identified as well.
The ions’ drift velocity in gas mixtures
The mobility of gas mixtures is of great interest, because gaseous detectors are typically
operated with a mixture of different gases. To calculate such mobilities the collisions of ions
with the different gas atoms or molecules in the gas mixture need to be considered. It can
be shown that the velocity of a ion in a gas mixture is still described by an equation of the
type vd,Ion = KMix ·E, where KMix is the ion mobility of the gas mixture. In an early study
of ion mobilities [69] it has been realised that
1
KMix
=
∑
i
fi
Ki
. (3.9)
Here, fi is the fraction to which the gas mixture is composed of the gas i. Ki is the mobility
of the drifting ion in the pure gas i, but with the same number density N as the gas mixture
has. Equation (3.9) is known as Blanc’s law and has been originally formulated for a mixture
of two gases. For high electric fields, at which the random movement of the ions is larger
than the thermal movement, Blanc’s law has to be modified. This is demonstrated in [68].
There are many measurements of the mobility of ions in their parent gases [70–73], similar
to the ones shown in Figure 3.2. However Equation (3.9) does not allow to calculate the ion
mobility from these measurements, because the ion species drifting in a gas mixture is not
necessarily the same ion, which drifts in the pure gases. Therefore additional measurements
of the mobility in the actual gas mixtures are needed (Ch. 5).
A comment on the reduced electric field
The electron and ion velocity depend on the electric field over the number density E/N
(Equations (3.6), (3.7) and (3.8)), the so called reduced electric field. The energy of electrons
in an electric field εe does as well.d It follows that all quantities based on the electron
energy (e.g. the gain of a gas amplification stage) are functions of E/N . While quoting
e.g. measurements of such quantities it is not enough to give only the electric field E. The
cBoth, the mobility in general and the ion mobility, are denoted with K, while the electron-mobility is
highlighted with a lower case e as Ke.
dFor electrons, the cross-section σ and the average fractional energy loss λ depend themselves on the
electrons energy. However, they are as well functions of E/N as illustrated in the first chapter of [63].
Where are no methods of calculating these from first principle, hence they are usually measured from
drift velocity measurements.
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number density N , which depends on the gas conditions, needs to be quoted as well. In
case N is not well known, the fact that N is proportional to p/T can be exploited, where
p is the ambient gas pressure and T the ambient temperature of the gas. Hence providing
a measured quantity as function of E/(p/T ) allows a comparison to measurements done at
different gas conditions.
3.1.2. Diffusion
Without electric and magnetic fields, the electrons’ and ions’ movement through a gas (mix-
ture) is only thermal movement. Charge carriers collide with gas atoms or molecules and
exchange energy with them. Eventually they lose their initial energy in to these collisions
and their energy distribution approaches the Maxwell-Boltzmann distribution. In this case
the average electron energy is εtherm = 32kT .
The direction of the thermal movement is uniformly distributed through the whole solid
angle. Considering a point-like cloud of Nq charges at t = 0, this cloud will spread with
increasing t. Starting from a point like distribution, the resulting distribution of charges at
a distance x after a drift time t is
dNq
Nq
= 1√
4piDt
exp
(
−x(t)
2
4Dt
)
dx . (3.10)
The factorD is the Diffusion coefficient, which is a characteristic property of a gas (mixture).
Following [63] it can be related to the mobility K by the relation
D
K
= Tk
q
. (3.11)
This relation is called Einstein relation or Nernst-Townsend relation in the literature [63,
68]. It is valid for electrons and ions in the case of no or vanishing electric field.
Diffusion in presence of an electrical field or magnetic field
In order to relate the diffusion of a charge cloud to the distance (d) these charges drift in
an electric field, the time t in Equation (3.10) is substituted by t = d/vd. Using as well
Equation (3.2) the width of the charge cloud reads
σ2Trans = 2Dt =
2Dd
KE
In this context the subscript Trans refers to the transversal width, which is perpendicular
to the electric field direction. The longitudinal diffusion in parallel to the electric field, is
smaller than the transversal one. This is known as Electric Anisotropy [63].
In a magnetic field the diffusion transversal to B is reduced [63].
D(B 6= 0) = D(B = 0)1 + ω2τ2 (3.12)
The factor τ corresponds again to the mean time between subsequent collisions of the drifting
particle with gas atoms or molecules, while ω is the cyclotron frequency ω = (q/m)B. The
diffusion along the magnetic field direction is not altered.
The transversal diffusion in a gaseous detector (e.g. a Time Projection Chamber (TPC))
can be decreased if the detector is operated in a magnetic field in parallel to the electric
field, thus allowing for a higher position resolution. The fact that this way of decreasing the
diffusion is already considered in the first proposal for a TPC [1], illustrates how attractive
it is. All this makes ωτ an important parameter to consider while choosing a gas mixture
for a gaseous detector.
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The diffusion constant
In order to express (3.10) as function of the drift distance of the charge cloud in an electric
field (d) the diffusion constant
D˜ =
√
2Dt/d =
√
2D/vd (3.13)
is defined. Therefore, the transversal width of the charge cloud reads σTrans = D˜
√
d. The
term diffusion constant is misleading, because it is a function of T , q and K (Eq. (3.11))
and in addition D˜ depends on the electric field, because of its velocity dependence (Eq. 3.2).
The diffusion constant as function of the electric field can be simulated for certain gas
mixtures and gas conditions using Magboltz [64]. The knowledge of this quantity allows
to calculate the expected diffusion width, because the drift distance in a detector is usu-
ally known. To give an example: The transversal diffusion constant of Ar-CO2 (90-10)
(respectively Ne-CO2-N2 (90-10-5)) at atmospheric pressure and 22 ◦C is ∼ 365 µm cm−1/2
(respectively ∼ 305 µm cm−1/2) if an electric field of 1100 V cm−1 and no magnetic field is
applied. Therefore the width of an electron cloud drifting 2 mm in either Ar-CO2 (90-10) or
Ne-CO2-N2 (90-10-5) at this gas conditions is 163 µm or 136 µm, respectively.
3.2. Energy loss of particles traversing gases
Charged particles lose a fraction of their energy as they collide with gas atoms or molecules,
as mentioned during the discussion of the drift of charged particles. These collisions can as
well be inelastic and lead to either the excitation or ionisation of the gas atom or molecule.
If the initial energy of a particle traversing a gaseous detector is high enough, its energy loss
in the gas is mainly due to this two effects. Particles with even higher initial energy, lose
energy as well by the radiation of photons (Bremsstrahlung).
3.2.1. Ionisations and excitations
In a gaseous detector there is the distinction between primary and secondary ionisation.
The primary ionisation are due to the direct interaction of a particle traversing a gaseous
detector with the gas. Such a particle ejects one to three electrons from the gas atoms
it interacts with. These electrons in turn ionise further gas atoms or molecules and these
secondary ionisation are the larger contribution to the total amount of electrons produced
in the detection volume.
An particle a can, provided it has a large enough energy, ionise a target atom.
a+B ⇒ a+B+ + e−
It is furthermore possible that a charged particle a, colliding with an atom or molecule B,
transfers a part of its energy to the target and excites it.
a+B ⇒ a+B∗ ⇒ A+B + γ
Eventually the excited gas atom or molecule de-excites to its ground state and emits a
photon (γ). In a gas a fraction of these photons can have a high enough energy to eject an
electron (e−) from a gas atom.
γ +B ⇒ B + e−
Auger-Meitner effect
After an ionisation, the corresponding vacancy in a shell is filled with an electron from an
outer shell. A γ is emitted in this case. However, the energy of the shall transition can as
well be transferred to an other electron with lower binding energy, which is then emitted
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from the atom.
B+∗ ⇒ B++ + e−
This effect is named after Lise Meitner and Pierre Auger [74, 75] and it is as well known as
Auger effect although Auger discovered the effect after, but independent of, Meitner.
Penning effect
There is an additional ionising mechanism in some gas mixtures composed of two noble gases
or a noble and a molecular gas. If a gas atom is excited by an incident particle, it can reach
a metastable state with a long live time compared to the mean time between collisions of
two atoms in the gas mixture. If an excited atom of the inert gas (B∗) collides with an atom
or molecule of the other component of the gas mixture (inert gas or molecular gas, C), the
energy transferred during the collision can lead to the ionisation of C.
B∗ + C ⇒ B + C+ + e−
This phenomenon is known as Penning effect, after its discoverer Frans Michel Penning [76].
Gases, as well as gas mixtures, in which this phenomenon is observed are called Penning
gases. In a Penning gas the average ionisation energy is effectively reduced and therefore
more free electrons, as expected for a gas (mixture) without Penning gas, are created.
The energy deposit of a high-energy particle passing through a gaseous detector is only
a little affected by this additional possibility for gas ionisations. However, the electron
amplification (Sec. 3.3) is noticeably higher in Penning gases.
Charge transfer among different ions
After the ionisation has happened, an ion B+ can neutralise itself in a collision with another
gas atom or molecule.
B+ + C ⇒ B + C+
Of course, this is only possible if the ionisation potential of the atom or molecule C is lower
than the one of B. Eventually only ions of the gas component with the lowest ionisation
potential remain in a gas mixtures with several components. For example in Ar-CO2 (re-
spectively Ne-CO2) the Ar+ (respectively Ne+) transfer their charge to the CO2 molecules
on the time scale of a few ns [77]. In addition to charge transfer reactions cluster ions can
form. Such ions consists out of a core ion and one or several neutral atoms and or molecules.
In [77] the authors show calculations for Ar-CO2 and Ne-CO2 mixtures and they find that
CO+2 (CO2)n (n = 0 - 4) and CO+(CO2)n (n = 2 - 3) likely to form. Previously, such clusters
have already been observed and found to be stable for several ms [78]. Additional impurities
in the gas as H2O give again raise to different clusters, making the topic of ion transport in
a gas more complex.
3.2.2. Electron Attachment
Electron attachment is process removing free electrons from the counting gas. An atom A
with an almost full outer electron shell can capture an electron, thus forming a negative ion
A−:
e− +A⇒ A− + γ
This process is possible for electronegative atoms. The electron is bound to the atom, which
emits a photon after the electron capture. Therefore such negative ions are stable. Gases can
be characterised by the binding energy of the additional electron, while forming a negative
ion. For inert gases this energy is negative – these gases have negative electron affinity. An
example for a gas with positive electron affinity is Oxygen.
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The removal of electrons from the primary and secondary ionisations of a particle tra-
versing a gaseous detector, spoils the energy resolution quite significantly. Furthermore,
the addition of gases with positive electron affinity reduce the gas multiplication factor (gas
gain), which is introduced in Section 3.3.1. This is why contaminations of the counting gas
with electronegative gases like O2 have to be avoided.
3.2.3. Parametrisation of the energy loss
In case the incident particle has an energy higher than the highest atomic binding energies,
the atomic electrons can be treated as free electrons. Therefore the corresponding scattering
cross-section simplifies to the Rutherford cross-section, as shown in [63]. The maximal energy
transfer to the electron in such a collision can be orders of magnitude higher as the most
probable energy transfer. Electrons, receiving such high energies, are called δ-electrons or
knock-on electrons. They can travel considerable distances in a gaseous detector and ionise
further gas atoms or molecules along their trajectory. The probability distribution of the
total energy loss of a particle traversing a medium of finite width is as well characterised by
a long tail to high energies, due to these knock-on electrons.
Average ionisation energy
The average energy necessary to produce an electron-ion pair can be described as
W = 〈NPairs〉
L〈dε/dx〉 . (3.14)
Where 〈NPairs〉 is the average number of electron-ion pairs produced, L is the length of a
particles trajectory and 〈dε/dx〉 is the average energy loss per track length for this particular
particle. The average energy W normally includes all the ionisation processes discussed in
this section, as well as the electron attachment.
W depends on the gas composition and as well on the kind of particle traversing the
detector. For example Ar-CO2 (90-10) has a W value of 28.8 eV, while the baseline gas
mixture for the ALICE TPC, Ne-CO2-N2 (90-10-5), has a W of 37.7 eV [23].
If a particle deposes a known amount of energy (εKnown) in the gas, this parameter can
be used to estimate the number of electron-ion pairs produced
NPairs =
εKnown
W
.
Examples for particles with a well known energy deposit in the gas are photons (respectively
alpha particles), which are absorbed (respectively stopped completely) in a sufficiently large
gas volume.
The Bethe-Bloch equation
The Bethe-Bloch equation [79, 80] describes the average energy loss dε per length dx as a
function of the particles momentum. It is valid for heavy charged particles with a mass M
being M  me, and describes the average energy loss due to ionisations and excitations
inside a absorber material. A maximal energy transfer is introduced in the derivation of the
equation (εMax), therefore e.g. the energy loss due to knock-on electrons is not taken into
account. We give the Bethe-Bloch equation in the notation used in [30]:
− dεdx = 4piNAr
2
emec
2z2
Z
A
ρ
β2
z2
[
1
2 ln
2mec2γ2β2εMax
I2
− β2 − δ(βγ)2
]
(3.15)
The factors β (respectively γ) is the ratio of the velocity over the speed of light (respectively
the Lorentz factor 1/
√
1− β2). The other parameters are:
NA: Avogadro number
re: Classical electron radius re = 14pi0
e2
mec2
z: Charge of the incident particle q in units of the electron charge e, therefore z = q/e
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Figure 3.3: Stopping power, which is proportional to the Average energy loss per track length
(〈−dε/dx〉) for µ+ in copper. There are the two main momentum ranges high-
lighted: On the one hand the Bethe range, where the energy loss can be described
by the Bethe-Bloch formula (Eq. 3.15) and on the other hand the Radiative
range, where the energy loss due to the radiation of γ is dominant [81].
ρ: Density of the target medium
Z, A: Atomic number and atomic mass number of the target
I: Characteristic ionisation constant of the target material (I = Z13.5 eV for Z ≤ 14 and
I = Z10 eV for Z > 14)
δ: Correction term for the screening of the incident particle by the charge density of the
atomic electrons
The correction term δ wasn’t originally a part of the equation and it has been added latter
[82]. Modified versions of Equation 3.15 exist, which describe the 〈−dε/dx〉 for electrons in
an absorber material. Over the momentum range highlighted in Figure 3.3 as Bethe, the
energy loss is described by the Bethe-Bloch equation. First, the 1/β2 term is dominant,
therefore 〈−dε/dx〉 decreases. Eventually, there is a minimum of ionisation per track length
(βγ ≈ 4) and all relativistic particles with a momentum in this minimum of their energy loss
are refereed to as Minimum Ionising Particles (MIPs). After the MIP region, the energy
loss increases again with ∼ ln β2γ2, because the contributions from radiation losses get more
and more dominant.
Another concept is highlighted in the figure: As the muon’s energy increases, at some
point the critical energy (EµC in the figure), is reached. At this energy, the energy loss
due to radiation of photons (Bremsstrahlung) equals the energy loss due to ionisations and
excitations and for higher energies the stopping power increases fast. The Bethe-Bloch
equation does not account for such losses, therefore, it is not valid in this energy range. In
the figure the influence of the density correction term δ is illustrated as well, which increases
with increasing particle momentum.
3.2.4. The energy loss as tool for particle identification
The species of a particle can be identified by a simultaneous measurement of the particle’s
momentum and most probable energy loss per unit length in a medium (〈dε/dx〉MPLoss). For
the latter, several measurements of the energy loss are needed and the most probable energy
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Figure 3.4: Energy deposit per track length versus momentum measured in the ALICE TPC
[84]. The similarity to the Bethe-Bloch curve in Figure 3.3 is obvious.
loss can be determined from the resulting energy loss distribution. Such a distribution can
be obtained if the ionisation produced along a particles track is measured and sampled over
small intervals dx along this track. As mentioned during the discussion of the knock-on
electrons, the probability distribution of the particles energy transfer to electrons has a tail
to very high energies. Therefore, the distribution of the particles energy deposit per track
sample has a similar tail, which shifts the average energy loss (〈dε/dx〉Average) to higher
values. The most probable energy loss, however, is stable against such fluctuations and is
hence a better measure for a particles energy loss. In practice the average of the 50-70 %
smallest values of the energy loss distribution is used in experiment [83], example given
〈dε/dx〉MPLoss ∼ 〈dε/dx〉0%−70%Average .
Together with the particle’s momentum, which is usually obtained from the measured
deflection of the particle’s trajectory in a magnetic field, the most probable energy loss
per distance allows to identify the particle species. Each point in Figure 3.4 corresponds
to a particle track, measured with the ALICE TPC [12]. The curves drawn onto the plot
are parametrisations of the energy loss for the respective particle species as function of
the momentum. The similarity to the curve in the Bethe region in Figure 3.3 is obvious,
although the curve’s parametrisation in Figure 3.4 does not correspond exactly to Equation
(3.15) for the here discussed practical reasons.
3.3. From gas amplification to discharges
After ionisations have taken place in the active volume of a gaseous detector the electrons
drift towards the anode plane and the ions towards the cathode. Usually the electrons
are read out at the anode plane. These electrons need to be amplified, because common
readout electronics are not sensitive to single electrons. Therefore the electrons from the
drift volume are accelerated in a electric field until their energy is high enough to allow them
the ionisation of further gas molecules. Eventually electron avalanches are produced, since
the newly liberated electrons are accelerated as well in the field. The change dNe in the
number Ne of electrons, moving a distance dx, can be described by the following formula:
dNe = Neαdx (3.16)
The parameter α is the the first Townsend coefficient [85]. All the ionisation process, which
are discussed in Section 3.2.1 contribute to the first Townsend coefficient and need to be
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taken into account. There is no fundamental expression for α, since it depends on the
excitation- and ionisation cross-sections of the electrons having sufficient energy to excite or
ionise gas atoms and molecules. Because these cross-sections depend on the electron energy
and in turn on the reduced electric field, the first Townsend coefficient depends as well on
these quantities. Based on the known values of such cross-sections, software packages like
Magboltz [64] are able to calculate the first Townsend coefficient for a given gas-mixture
and electric field. There are as well empirical formulas describing α(E/N) for certain gases
over a given E/N range.
3.3.1. Electron multiplication factor: The gas gain
Solving Equation (3.16) allows to find the factor by which N0 electrons are multiplied on
the path between x0 and x1
G = Ne
N0
= exp
(∫ x1
x0
α
(
E(x)
N
)
dx
)
. (3.17)
The quantity G is the gas gain and N – without an index – is still the number density of
the gas atoms or molecules. This equation is valid for a constant electric filed, which is high
enough to actually achieve gas amplification. The integration variable in Equation (3.17)
needs to be substituted by the electric field, in order to calculate the gas gain when the
electric field changes along the particles path.
G = Ne
N0
= exp
(∫ E(x1)
Emin
α
(
E
N
)
1
dE/dxdE
)
(3.18)
The lower limit of the integral is the smallest electric field at which gas amplification still
happens, which is given by α(EMin/N) > 1. Due to this exponential nature the gas gain G
is sensitive to any change of the applied electric field or the gas conditions. From Equations
(3.17), (3.18) and Figure 3.5 it is as well obvious that G is especially prone to changes in
E/N if the electric field is only a little larger than Emin. For cases with known G, it is easily
possible to deduce the original number of primary and secondary electrons from the number
of electrons after the amplification. This allows to calculate the energy loss of a particle in
the detector from the multiplied electrons and therefore the amplified signal can be used for
particle identification (Sec. 3.2.4).
3.3.2. The first Townsend coefficient for different gas mixtures
In Figure 3.5 simulations of α for four gas mixtures at a fixed temperature and pressure are
displayed. It is immediately visible that there are substantial differences between the four
gas mixtures, even between the three gas mixtures consisting mainly out of Neon. Adding
even a small amount of another gas to a gas (mixture) changes the total cross-section (σ) of
the electrons’ collisions with the gas atoms or molecules in the resulting mixture as well as it
changes the fractional energy loss per collision (λ). In turn all the gas mixture’s properties,
which depend on σ and λ, change with the gas composition. Such properties are for example
the electron drift velocity (Eq. (3.5) and (3.6)), the diffusion constant (Eq. (3.11) and (3.13))
and the first Townsend coefficient.
Figure 3.6 shows cross-sections for different interactions of electrons with gas atoms or
molecules as a function of the electron energy (εe). The differences are well visible among
the different gas mixtures – only for high energies (εe > 100 eV) the respective total cross-
sections start to approach each other and for all gases the ionisation cross-section becomes
dominant. The different cross-sections of Carbon dioxide (Figure 3.6b) are quite high over
all εe smaller than 100 eV and the ionisation cross-section starts only to play a role for
10 eV < εe < 100 eV. For lower energies a collision of an electron with a CO2 molecule will
either be an elastic collision or the molecule absorbs a part of the electrons energy into a
vibrational state. Photons are as well able to excite vibrational or rotational states and
they will therefore be removed from the gas. The rotational and vibrational states do not
de-excite in the sense that an electron or photon is emitted. Therefore the energy used
39
3. Working principle of gaseous detectors
]-1E [V cm
0 10 20 30 40 50 60 70 80 90 100
310×
]
-
1
 
[cm
α
To
w
ns
en
d 
co
ef
fic
ie
nt
 
1
10
210
310
First Townsend Coefficient
 (90-10)2Ar-CO
 (90-10)2Ne-CO
 (90-10-5)2-N2Ne-CO
 (90-15)2Ne-N
Figure 3.5: Magboltz [64] simulation of the first Townsend coefficient. A gas pressure of
1000 mbar and a temperature of 22 ◦C were used to obtain the displayed points.
to excite such a state in the first place is lost for the production of primary or secondary
electrons as well as for the gas amplification, which affects the Townsend coefficient.
Connecting the cross sections for the gases in Figure 3.6 and the first Townsend coefficients
in Figure 3.5 is not trivial. The relevant energy range in the plots in Figure 3.6 are the
energies larger than ∼ 10 eV, because then it becomes probable that an electron ionises
a gas atom or molecule. For εe & 10 eV to a few 10 eV various excitation and ionisation
cross-sections are relevant, which influence the instantaneous velocity between subsequent
electron gas molecule collisions and therefore the energy an electron can gain from the
electric field, before it collides again with a gas atom or molecule. With increasing electric
field the initially large spread of the first Townsend coefficient among the four shown gas
mixtures gets smaller. At high electron energies (εe > 100 eV), the total cross-section of
interactions between electrons and gas atoms or molecules is dominated by the ionisation
cross-section. Because the ionisation cross-sections do not differ as much between different
gas mixtures, as e.g. the cross-sections for different excitations do (see e.g. Fig. 3.6), the
Townsend coefficients for different gas mixtures are more similar at high electric field. The
fact the the ionisation cross-section of Argon (Fig. 3.6d) is larger then the one of Neon (Fig.
3.6a) at high εe, explains why the first Townsend coefficient for the Ar-CO2 (90-10) grows
larger for high electric fields than compared to the Neon based mixtures.
3.3.3. Breakdown or gas discharges
Breakdown of a non-conducting material refers to the process, where a voltage is applied to
this material and increased until the material becomes conductive. The breakdown of a gas
filled gap between a cathode and an anode can either mean that there is a self sustained
current through the gap or that there is a short circuit from cathode to anode through the
gas. In order to distinguish this two cases we will refer to the short circuit cases as full
breakdown or a full discharge of the gap. The voltage difference between cathode and anode
needed in order to achieve breakdown is referred to as breakdown voltage (UBreakdown).
3.3.4. Townsend theory of breakdown
Figure 3.7a is a sketch showing an detail of a gas filled detector with a radial geometry, such
as a Geiger-Müller Counter [87]. At (1) in the figure a particle passing through the detector
and is amplified, the avalanche evolves in direction of the anode. The gas amplification
corresponds to the discussion in the previous Sections 3.3.1 and 3.3.2. A comparable number
of photons (Nγ) and electrons (Ne) is produced during the amplification of one primary
electron (N0 = 1) and a fraction of these photons has high enough energy to ionise a gas
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Figure 3.6: Different cross-sections for excitation, excitation of vibrational and rotational
states and ionisation of a gas atom or molecule by an electron as function of the
electron energy εe. These cross-sections have been extracted from [86] and are
used by Magboltz [64].
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Figure 3.7: (a) Example for different stages of a discharge governed by the Townsend break-
down. (1) A primary ionisation (marked by an arrow) is amplified towards the
anode, which is at High Voltage (HV). In the time interval between t0 and t2
the avalanche evolves over green shaded area. The avalanche head is marked
blue. (2) At a time t1 a photon is emitted by a gas atom in the main avalanche
and ionises a gas atom outside of the avalanche. This electron is amplified as
well. (3) Another photon ejected by an de-exciting atom in the main avalanche
hits the cathode and liberates an electron there. (b) Paschen curves for the four
gases widely used in gas mixtures throughout this work. The parametrisation
as well as the parameters for these curves can be found in [85] and they are
valid for a range of 100 V cm−1Torr−1 . E/p . 600 V cm−1Torr−1 (respectively
500 V cm−1 Torr−1 < E/p < 1000 V cm−1 Torr−1) for all gases except Carbon
dioxide (respectively CO2).
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Figure 3.8: Glow discharge of different inert gases in discharge tubes. The respective tube is
about ∼ 20 cm long, contains gas at a pressure of about 10 mbar. An alternating
voltage (35 kHz) of 1.8 kV with a current limit of 18 mA is applied to the tube.
Picture by courtesy of Heinrich Pniok License FAL (Free Art License 1.1 ) [88].
atom or molecule. The primary electron of such an ionisation is then as well accelerated
towards the anode and a new avalanche starts, which is denoted by (2) in the figure. If PClose
is the probability for a photon to ionise an gas atom closer to the cathode, then the starting
point of the previous avalanche, we can formulate the following breakdown condition:
PClose ·Nγ > 1
Using the gas gain G and the fact that Nγ is proportional to Ne in an avalanche [63], the
breakdown condition reads:
u ·G · PClose· > 1 (3.19)
with u = Nγ/Ne. If we consider only constant electric fields we can use Equation 3.17 to
write
α · (x1 − x0) > ln 1
u · PClose ,
where the distance (x1 − x0) can be chosen to be the distance between cathode and anode.
This breakdown condition neglects additional sources of electrons, such as electrons which
are either liberated by photons imping on the cathode due to the photoelectric effect ((3)
in Figure 3.7a) or by ions impinging on the cathode. However, Equation (3.19) shows that
breakdown depends on the electron amplification factor and therefore on the first Townsend
coefficient. If all process liberating electrons from the cathode are taken into account the
following breakdown condition is obtained [85]
α · d ≥ ln
(
1
γ
+ 1
)
. (3.20)
The factor d corresponds to the gap width between anode and cathode and γ is the second
Townsend coefficient. This factor takes into account the additional sources of electrons like
the afore mentioned emission of electrons from the cathode as well as ionisations by photons.
The breakdown voltage UBreakdown can be expressed as a function of pd (so called Paschen
curves), the gap width multiplied by the pressure, using empirically found parametrisations
of α [85]. Figure 3.7b shows Paschen curves for Neon, Argon, Nitrogen and Carbon dioxide.
Paschen found the relation between UBreakdown and pd [89] in measurements, while the
corresponding theory of breakdown in gases was developed by Townsend (e.g [90]).
Townsend’s breakdown model works well for larger gaps of several cm length and low
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gas pressure fulfilling pd < 200 Torr cm ∼ 266 mbar cm. Such gas conditions are typically
present in gas discharge lamps. Figure 3.8 shows pictures of the glow discharge for the five
lightest inert gases.e Such lamps are operated at voltage U & UBreakdown and a current
limit, which allows a self sustained glow discharge.
3.3.5. Quench gases
Gaseous detectors can be grouped into two sets. There are such gaseous detectors which
operate at a very high gain, where the signal after the gas amplification is not proportional
to the charge initial deposited in the detector (e.g. Geiger-Müller Counter [87], Streamer
Chamber [91]). For these detectors breakdown, or the onset of breakdown, is actually
desirable. On the other hand there are such detectors, which operate at lower gains where
the signal after gas amplification is proportional to the primary and secondary electrons in
the detector. For example, the readout chambers of a TPC are operated usually in this
regime.f
A stable and therefore discharge free operation of such chambers is desired. To this end
the voltage settings in readout chambers are chosen such that the resulting electric fields
are low enough to neither fulfil the breakdown condition in Equation (3.19) nor in Equation
(3.20). Furthermore a molecular gas is added to the gas mixture. Photons are then effectively
absorbed into rotational and vibrational states of the gas molecules and therefore hindered
to travel large distances in the gas mixture, thus reducing PClose (Eq. 3.19) and γ (second
Townsend coefficient, Eq. 3.20). This process is referred to as quenching. Therefore the
additional, molecular component of a gas mixture is usually referred to as quench gas or
quencher.
3.3.6. Streamer mechanism
It has been observed that an avalanche can only grow until a critical number NCrit ∼ 107
of electrons are produced [92]. This is upper limit is known as the Raether limit. The gap
between anode and cathode is found to discharge, as soon as NCrit electron-ion pairs in the
avalanche are reached. This observation, the time scale on which such a (full) discharge
develops as well as the fact that emission of electrons from the cathode does not play a
role, can not be explained by the Townsend theory of discharges. Therefore, the Streamer
mechanism has been developed.
A streamer is a weakly ionised, thin channel which can form from the primary avalanche if
the electric field is strong enough. Furthermore the streamer can grow in direction of either
the cathode or the anode or it grows in both directions at the same time.
In the following we explain a model of the streamer mechanism presented in [85]. Doing
so we assume gas amplification between a cathode and an anode with a constant electric
field E0.g During the production of an electron avalanche in the gas, the ions remain static
as compared to the speed of the electrons. Therefore a space charge composed by the ions
remains, as the electrons have already moved to the anode. If this space charge is as big
as NCrit ions, it is assumed that the electric field of this space charge EQ is comparable to
E0 and high enough to enhance gas amplification in the vicinity of space charge. This is a
necessary condition for the streamer ignition and as this condition is fulfilled the streamer
initiates the breakdown of the gas filled gap between cathode and anode.
Cathode directed streamer
The sketch in Figure 3.9a illustrates the streamer growth as well as the electric field config-
uration in a gap with a cathode-directed streamer. The streamer first follows the original
eWe consider only the case of breakdown in electric fields supplied by constant voltages. The discharge
tubes shown are operated with an alternating voltage. We refer to [85] for the case of discharges in gaps
with oscillating potential.
fTwo commonly used techniques employed for the gas amplification in a readout chamber, the multi wire
proportional chamber and the gas electron multiplier, are introduced in Sections 3.4 and 3.5.
gIn Section 6.3.1 the possibility of streamer development in the hole of a gas electron multiplier foil will be
examined, in the context of discharge development in such foils (Sec. 6.3). However, we decided to do
this only later and closer to the corresponding discharge measurements (Sec. 6.4).
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Figure 3.9: The time development of a streamer (left hand side of both sketches) as well
as the electric field lines (right hand side of both sketches) of the indicated
two streamer types are shown. While the cathode-directed streamer (a) follows
the avalanche backwards, the anode-directed streamer (b) evolves with the ava-
lanche. As soon as the anode-directed streamer made contact with the anode, it
starts to develop like the cathode-directed streamer in direction of the cathode.
Dashed line represent photons. See the text for more explanations.
avalanche backwards. Thereby it feeds on secondary avalanches, which evolve in its direction
because the electrons are attracted by the charged streamer head. The seed electrons for this
avalanches are provided by three sources: 1) De-exiting atoms along the path of previous
avalanches, 2) primary electrons arriving later than the bulk of the charges, which has just
been amplified, 3) ionisations due to photons produced in the vicinity of the streamer head.
Electrons are accelerated towards the streamer head, thus producing more electrons and
ionised gas atoms or molecules. Then, the electrons are absorbed by the streamer, while
the ions contribute first to the charged streamer head. Eventually the ions become part
of the weekly ionised plasma of the streamer, because they are static as compared to the
streamer’s velocity. Streamers evolve fast, their velocity can be up to an order of magnitude
faster than the electron drift velocity. In case the anode end of the streamer made contact
with the anode, the weekly conducting plasma of the streamer conducts the anode potential.
Therefore the streamer behaves like a tip connected to the anode and growing towards the
cathode. The closer the streamer approaches the cathode, the higher the electric field and
the more the streamer growth is accelerated.
Anode-directed streamer
In case the NCrit charges are produced at a distance to the anode and the streamer condition
is fulfilled, the streamer starts to grow in both directions. The growth in the cathode
direction works as described before. The streamer moves with the electrons of the actual
avalanche in direction of the anode. The steamers head on the anode side is negatively
charged, due to these electrons. Photons are emitted as well in the vicinity of the streamer
head, which ionise gas atoms in advance of the electrons. The streamer connects then to
the additional avalanches created by the ionisation electrons due to the photons. However,
photons do not seem critical for the streamer growth in direction of the anode. The electric
field between the negative charged streamer head and the anode increases as the streamer
approaches the anode. Therefore the streamer growth is accelerated, similar to what was
discussed for cathode-directed streamers.
3.3.7. Sparks
Eventually a streamer connects both, cathode and anode and then this streamer breakdown
can initiate a spark between the two electrodes. To our knowledge there is not yet a widely
accepted theory for the early stages of the spark formation. What can be said is, that a
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spark evolves fast between cathode and anode and exists usually only for a short duration.
The spark can evolve in homogeneous as well as arbitrary electric fields, it is visible by eye
and it is accompanied by a sound. Consider for example a lightning, which is a spark in air
across very long gaps.
In [85] sparks are described to evolve through the streamer channel starting from the
cathode, with a speed faster than the electron drift velocity. The weekly conducting plasma
of the streamer is highly ionised during this process and the former streamer channel becomes
highly conductive, achieving the full breakdown of the gap. Joule heating increases the gas
temperature in the centre of the spark channel up to 20 000 K. Therefore, the heated gas
expands and creates a cylindrical shock wave along the full spark channel, which can be
heard. As long as the spark is present, its diameter grows. Because the spark creates a short
circuit between cathode and anode, the potential difference across the gap usually drops and
the spark is quenched. However, if the power supply to the electrodes can sustain a high
current through the spark channel, the spark can evolve into a permanent arc discharge.
Discharges in Micro Pattern Gaseous Detectors (MPGD) are usually accompanied by a
spark. The heat of the spark as well as the shock-wave can pose a serious thread to the
delicate structures of most MPGDs.h Therefore studies of discharges in such detectors are a
current topic of research (See for a review [93] and Chapters 6 and 7 and the references quoted
within.) Our discharge studies in Chapter 6 and 7 are as motivated by studying discharges
in gas electron multipliers, which are a particular type of MPGD structure, introduced in
Section 3.5.
3.4. Multi wire proportional chambers
One device to amplify primary and secondary ionisation and which allows to read out the
corresponding signals is the Multi Wire Proportional Chamber (MWPC) [14]. The MWPC
has been invented in 1968 by G. Charpak et al. (Nobel Price in 1992). In a MWPC a plane of
wires is mounted between two electrodes. Each wire is supplied with the same potential and
is at the same time connected to electronics, allowing to read out the induced signal or the
charge on each wire. As explained in Figure 3.10a, a particle crossing the gas volume of the
MWPC will liberate electrons. These drift towards the wires and are eventually amplified in
the electric field, which increases towards the wires (Fig. 3.10b). The induced signals have
a fast component due to the electrons accelerating towards the anode wires and performing
gas amplification there. They also have a slow component due to the drift of the ions from
the location, where they are created, to the next cathode. Signals are induced on the anode
wires as well as on the surrounding electrodes. The energy deposit in the detector as well
as the position of the particle in one dimension can be determined using the signals at the
different wires. However, the signal at the two plane electrodes, which are both cathodes,
contains as well the information on the energy deposit in the detector.
If one of these two cathodes is segmented into strips, two spatial coordinates can be
obtained by combining the information from the signals at the strips and at the wires. In
case an electrode is segmented into pads instead of strips, two spatial coordinates can be
obtained only from the pad readout.
3.4.1. MWPCs as readout chambers of gaseous detectors
If a MWPC is used as ReadOut Chamber (ROC) of an larger detector, as e.g. a TPC,
one cathode is replaced by a cathode wire plane. This wire plane it then the boundary
between the ROC and the gas volume of the detector. The potential difference between the
potential at the cathode wires and the potentials as electrodes in the detector (e.g. the drift
cathode) defines the electric field, which guides primary and secondary electrons into the
MWPC. Different wire plane layouts have been deployed in various detectors, see [63] for a
review of representative drift chambers and time projection chambers. Here we use the wire
configuration of the Inner Readout Chambers of the ALICE TPC (Fig. 3.11a) as example.
hWe discuss the possible damage of gas electron multipliers caused by sparks in Section 6.3.2.
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Figure 3.10: (a) Cross section of a Multi Wire Proportional Chamber (MWPC), not to scale.
A plane of wires is located between two electrodes. All wires are equipped with
readout electronics and they are supplied with a less positive potential than
the two electrodes, however, this is not shown in the sketch. Figure (b) shows
a Garfield [94] simulation of the equipotential lines of a MWPC as sketched in
(a). The regions of high line density correspond to the increasing electric field
towards the wires. A particle traversing the gas in such MWPC ionises some
gas atoms. The resulting primary and secondary ionisation are accelerated in
direction to the wires. Depending on the voltage settings, the electric field
close to the wires is high enough to achieve gas amplification and the according
induced signal is read out.
3.4.2. Ion gates
The ALICE TPC multi wire proportional chambers
The layout of the wires planes in the ALICE TPC [9, 12] is typical for the readout chambers
of TPCs. On top of a pad plane the anode wire grid is mounted, followed by the cathode
wire grid. The cathode wires are staggered with respect to the position of the anode wires
and they have a diameter of 75 µm and are hence thicker than the anode wires (diameter of
20 µm). The cathode wires and the pad plane are at ground potential, while the anode wires
are supplied with a positive potential. Furthermore only the induced signal at the pads is
read out in the ALICE TPC ROCs.i
A third grid of gating wires follows after the cathode grid. This grid has been introduced
to block the ions from entering into the detector’s (drift) volume [15, 16]. Without a gating
grid, the ions from the gas amplification region accumulate in the drift volume and they
build up a space charge, distorting the electric field inside the detector. As a result the
reconstructed particle trajectories are distorted and all performance parameters relying on
the particles trajectories are seriously deteriorated. For this reason a gating grid has been
already introduced in the readout chambers of the first TPC at PEP [96] and is used so far
in all TPCs running at high rate and employing MWPCs.
iIn some MWPCs an array of alternating sense and field wires is used instead of an anode wire plane. The
sense wires are read out and a positive potential is applied to them, while the field wires are at a different
potential. E.g. the ROCs of the ALEPH TPC [4, 95] used such a configuration with sense wire and pad
readout.
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Figure 3.11: (a) Layout of the wire-planes of an Inner ReadOut Chamber (IROC) of the
ALICE TPC [9]. The second type of ROC in the ALICE TPC, the outer
readout chambers, follow a similar layout, but with a 3 mm spacing between pad
plane and anode wires and anode wires and gating grid wires. (b) Garfield [94]
simulation of a muon (dotted line) passing through the drift space above a wire
configuration as sketched in (a). The electrons drift towards the anode wires
and are amplified there and eventually collected by the wires. The resulting
ions drift to the pad plane, the cathode wires, the gating grid wires or into the
drift volume.
No gating grid or open gating grid
A gating grid can be operated in two voltage configuration. Either the potential on all
its wires is matched to the drift field in the detector. This means for the ALICE TPC
drift field of 400 V cm−1, that the gating grid wires are set to a potential UGate which is
0.3 mm×400 V cm−1 = 120 V smaller than the cathode wire potential. At these settings the
grid wires do not affect the drift of charge carriers, except if these charge carriers move into
the vicinity of the wires. Figure 3.11b shows the electron and ion drift lines in a MWPCs
with the layout given in Figure 3.11a, while the gating grid is in the open configuration. In
the figure it is not very well visible that the primary and secondary electrons drift into the
MWPC and are amplified, because the ion drift lines dominate the figure. Most ion drift
lines originate close to the anode wires and end either on the pad plane or on the cathode
wires. A smaller fraction of the ions ends up on the gating grid wires, while a similar fraction
of drift lines extends into the drift volume.
Closed gating grid
The gating grid is closed in order to collect all the remaining ions, which are not collected
by the cathode wires or the pad plane. To this end a different voltage configuration is
applied to the gating grid wires. This results in a change of the field lines from the ROCs
to the detector volume and vice versa. If the gating grid is closed, all field lines from and
to the MWPC end on a gating grid wire. Because of their higher mass ions have a smaller
mobility and hence smaller diffusion (Eq. (3.11)) and follow the field lines, therefore, they
get collected with high efficiency by the gating grid wires. Also electrons from the detector
volume are hindered by the gating grid to enter the ROC as long as the grid is closed. In
our example of the ALICE TPC ROC the closure of the gating grid is achieved by applying
alternating voltages UGate−∆U and UGate+∆U to every second wire of the grid.
The gating grid is usually kept closed in the gated operation of a MWPC, except it is
triggered to open. Then it stays open for as long as an electron needs to travel across the
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Figure 3.12: Scanning electron microscope picture of a standard GEM foil. The picture was
done by Anité Perez Fontenla (CERN/EN/MME-MM) and provided to the
author by C. Garabatos (GSI – Helmholtzzentrum für Schwerionenforschung
GmbH, Germany), M. Jung (Johann-Wolfgang-Goethe Universität, Germany)
and R. Negrão De Oliveira (Universidade de São Paulo, Brazil).
full drift length in the detector. This ensures that all primary and secondary electrons in the
gas volume are collected. Afterwards the gating grid is closed for as long as needed to collect
all the ions produced during the gas amplification. For the ALICE TPC this corresponds
to a tO . 100µs opening time of the gating grid and about 200 µs (tC) closure time. As for
all detectors employing such a technique, the maximum readout read is therefore limited to
(tO + tC)−1. However, the gating efficiency is very high, e.g. the gating efficiency of the
ALICE TPC has been found to be ∼ 0.7× 10−4 [12].
3.5. Gas electron multipliers
There many different systems to achieve gas amplification applied in different gaseous de-
tectors, other then MWPCs. For this work the Gas Electron Multiplier (GEM), which was
invented in 1996 by F. Sauli [25], is the most relevant. Therefore we will only introduce this
technology and not discuss the others. For information on other types of gas amplification
stages see e.g. the chapter on gaseous detectors in [53], the last chapters in [63] or e.g. the
micro pattern gaseous detectors chapter of [97].
The GEM is a polyimide foil with a copper cladding on both sides and a regular hole
pattern. GEM foils have a polyimide layer of 50 µm width and their copper layers are 5 µm
wide. The foil’s hole pattern is a hexagonal one as illustrated in the scanning electron
microscope picture in Figure 3.12. For a standard GEM foil the hole pitch is 140 µm.
3.5.1. GEM production
The GEM holes are created with an etching process using different chemicals for the copper
and polyimide. First a mask, defining the hole pattern, is transferred to the raw material by
means of photolithographic techniques. Then the copper is etched according to this mask,
while the holes in the copper serve as mask for the polyimide etching in a later step. Double-
mask GEMs are produced by adding a mask to both sides of the future GEM. This requires
an alignment precision of ∼ 10µm among the two masks and the raw material and allows
to produce GEMs of a size up to 40× 40 cm2. To overcome this limitation, the single-mask
technique was developed [98], allowing to produce GEMs as big as a square-meter as e.g.
needed for the future ALICE TPC readout chambers. As the name suggests, only one mask
is used to define the hole pattern to etch the first copper layer. While this layer is etched,
the other one is protected. After the polyimide etching the second copper layer is etched,
using the holes in the polyimide as mask and protecting the first copper layer.
The different production techniques result in a different GEM hole geometry. Double-
mask foils have hourglass-shaped holes (as sketched in Fig. 3.13a). The diameter at the
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centre is about 50 µm and extends to 70µm at the outer boundary of the GEM hole. The
holes of single-mask GEMs, however, are slightly conical. See [98, 99] for examples of hole
cross-sections created by the different techniques.
3.5.2. Working principle of a GEM foil
Electron amplification in a GEM hole
A electric field builds up in the GEM holes if there is a voltage difference (∆UGEM) between
the two copper layers of a GEM. Figure 3.13b shows a simulation of the electric field in a
GEM hole with the geometry of a double-mask GEM.j For a ∆UGEM of a few 100 V this
field is already of several 10 kV cm−1, which is sufficient for gas amplification in common
gas mixtures as discussed in Section 3.3 (e.g. Fig. 3.5). If an electron enters the GEM
hole it is accelerated in the electric field there and eventually amplified. A simulation of gas
amplification is displayed in Figure 3.13a. Two electrons enter the GEM hole from the drift
region above the GEM, where a drift field of 250 V cm−1 is applied. The field in the GEM
hole is provided by a ∆UGEM of about 350 V. In this field both electrons are accelerated
and undergo gas amplification. The green dots in the figure mark places where excitations
take place, while dark dots mark ionisations. These latter dots are hence the starting points
of ion drift lines. This simulation illustrates that most of the ionisations are produced in
the region around the lower end of the hole as a result of the exponential nature of the
gas amplification (e.g. Eq. (3.18)). In this simulation the electric field below the GEM is
3.75 kV cm−1. However in the vicinity of a GEM hole, the field inside the holes enhances
the field below the GEM. This effect is illustrated in the simulation of the electric field,
displayed in Figure 3.13b.
Extraction and collection efficiency of electrons
The simulation in Figure 3.13a shows that some electrons end up on the lower copper layer
of the GEM. These electrons electrons reduce the effective gas amplification, as well as
electrons do which end up on the top side of the foil and do not enter a GEM hole in the
first place. These are not amplified at all. The effective gain
GEff = Ce ·G ·Xe (3.21)
is used to take the efficiency to collect (Ce) (respectively extract (Xe)) electrons into (re-
spectively from) the GEM holes and the actual gain G into account. It has been shown with
numerical simulations and measurements that Ce and Xe are functions of the ratio between
the electric field in the respective region above (Ce) or below (Xe) the GEM and the electric
field in the GEM hole [102]. A more recent approach based on calculations of the electric
flux, yields analytic expressions for this dependence [103], which is able to explain more
features in the measured data than the model in [102].
3.5.3. Ion back flow
The ions produced during the electron amplification drift into the GEM hole, as the dark ion
drift lines in Figure 3.13a show. They follow closely the field lines (Sec. 3.1.1) and are hence
either guided to the top copper layer of the GEM foil or into the region above the GEM, as
displayed in Figure 3.13a. Since ions produced during the gas amplification are distributed
over the full diameter of the hole, their probability of getting extracted from the GEM is
related to the fraction of field lines, which do not end on the top copper layer. Ions collected
into a GEM hole, however, are guided by the field lines into the centre region of this hole.
Hence these collected ions have a higher extraction efficiency compared to ions produced
during the electron multiplication. This difference was parametrised and quantified in [102]
as well.
jThe simulation was performed with Ansys [100]. This software provides tools for the numerical simulation
of (among others) electrostatic problems.
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(a) (b)
Figure 3.13: (a) Garfield [94] simulation of the gas amplification of two electrons in a GEM
as explained in Sec. 3.5.2. The figure is adopted from [101]. All the paths
displayed are projections to the cross-section plane. (b) ANSYS [100] simulation
of the electric field in a GEM hole. The GEM has the geometry of a standard
GEM as described in the text and e.g. displayed in Figure (a). ∆UGEM =
350 V is applied across the two copper layers. The dashed lines are potential
lines and the arrows are field vectors. Their colour code corresponds to the
potential present and their size corresponds to the potential gradient. In both
figures the field below (respectively above) the foil is 3.75 kV cm−1 (respectively
250 V cm−1).
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Figure 3.14: An example of a triple GEM stack: Three GEMs are mounted on top of an an-
ode plane. The High Voltage (HV) for the GEM electrodes is provided through
a voltage divider. The resistors in the divider chain have to be chosen according
to the desired potentials for each GEM electrode.
There are different means of defining the Ion Back Flow (IBF). For the ALICE TPC
Upgrade and the definition
IBF = 1 + 
GEff
(3.22)
is used [23].  is the number of ions drifting from the gas amplification stage into the gas
volume above an amplification stage per amplified primary electron. This definition equals
the ratio of the cathode current and the anode current ICathode/IAnode, and can be directly
related to measurements.
3.5.4. Stacking GEMs
Usually a gas amplification stage in a ROC consist out of a cascade of several GEMs, as
sketched in Figure 3.14, instead of just a single GEM. The electron multiplication is shared
between all GEM foils in the stack. Thus a high net gain can be reached, but only a moderate
gain in each individual foil is needed.
Discharge probability
A lower gain per foil decreases the discharge probability for discharges between the top and
bottom electrode of the GEM through a GEM hole [104]. In addition, the lower foil gain and
the diffusion of the electrons in the gaps between GEMs reduce the charge in the GEM holes,
which lowers as well the probability for breakdown. Section 6.3 focuses on the discharge
development in GEM holes.
Other performance parameters
The performance of a GEM stack depends on the gain in- and electron collection and extrac-
tion from each GEM foil and thus on the combination of the ∆UGEM of the different GEMs
and the fields between the different foils. Tuning these parameters as well as choosing the
appropriate gas, allows to match the performance of the stack to the desired requirements.
Hence a GEM stack can be matched to a wide range of applications in gaseous detectors as
discussed e.g. in [99]. Some of the performance parameters as the energy resolution and the
IBF of GEM stacks are discussed in Section 4.3.3.
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3.5.5. Powering a GEM stack
In a GEM stack all the GEM sides need to be supplied with its own potential. This can
be done using different systems, which define the flexibility with which the voltages can be
changed wile operating a GEM stack in a ROC.
Voltage divider
In Figure 3.14 the electrodes of the three GEMs are connected to a voltage divider, sometimes
referred to as resistor chain. One voltage is supplied to the divider and the voltage drop
across each of the resistors defines the potential difference across the sides of the respective
GEM or across the two GEM electrodes defining a gap. Usually protection resistors are
added in the HV path from the voltage divider to the respective GEM electrode, but these
are not shown in the figure. Powering a GEM stack with a resistor chain offers the advantage
that only one channel of a power supply is needed to power the full stack and all the potentials
at the different electrodes change simultaneously as the voltage at this channel is adjusted.
On the other hand it is not possible to adjust the voltage difference applied between the two
sides of just one GEM or to change only the field in one gap.
Multi channel power supplies
Another possibility is to bias each GEM electrode directly from an individual channel of an
multi channel power supply. This gives maximum flexibility in choosing and changing the
voltages at each electrode in the stack, but additional caution while setting the voltages is
required. In contrast to the operation of a GEM stack with a voltage divider, the voltages
defining the different ∆UGEM and ∆UGap do not necessarily change simultaneously as the
voltages are ramped up to the desired value. If a ∆UGEM or ∆UGap exceeds UBreakdown
for the corresponding gap width of either 50µm or dGap, respectively, discharges may occur
which damage the GEM. In Section 6.6.1 we discuss different power supplies using the
experience we gained during measurements with a GEM stack.
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4. Towards a time projection chamber
with continuous readout
In this chapter we explain first the working principle of a Time Projection Chamber (TPC)
(Sec. 4.1), as it has been proposed in [1] and is still applied nowadays. The TPC layout
has been continuously improved since its original proposal. Therefore, we discuss details of
the layout of modern TPCs and important parameters for the TPC operation. Doing so we
use the ALICE TPC [12] as example (Sec. 4.2). We do not discuss the topic of readout
electronics, because it is too complex to cover it in a short section but dedicating a long
section to this topic is out of the scope of this work. See [12, 105] for further information on
the readout electronics of the ALICE TPC. In Section 4.3 we discuss the upcoming upgrade
of the ALICE time projection chamber.
4.1. Working principle of a time projection chambers
A TPC consists of a gas volume with an electric field, as sketched in Figure 4.1. When a
charged particle with sufficiently high momentum moves through the TPC, it ionises gas
atoms and/or molecules along its path as explained in Section 3.2.1. The electric field (drift
field, ED) guides the electrons towards ReadOut Chambers (ROCs), while the ions drift
towards the (drift) cathode. The ionisation electrons along the trajectory of the incidents
particle will eventually arrive at the ROCs, where they are amplified and read out. The
x and y (respectively, r and φ) coordinates of the particle’s trajectory through the TPC
are obtained from the locations where the electrons arrive. The third coordinate (z) of
the points along the particle’s trajectory can be calculated as z = (te − t0) · vd, using the
electrons’ time-of-arrival at the readout chambers (te), the time t0 and the electron drift
velocity vd. The time t0 is the time when incident particles pass through the TPC, which
can be e.g. provided by an external trigger.
The magnetic field deflects charged particles and it therefore allows to determine the
momenta of particles crossing the TPC by a curvature measurement of the respective tra-
jectories. Furthermore, the transversal diffusion is significantly reduced (Sec. 3.1.2, e.g. Eq.
(3.12)) if a magnetic field is applied in parallel to the drift direction.
A high density of track points along a particles trajectory is obtained, because all the
counting gas inside the TPC is the active medium. Therefore, tracks can be reconstructed
with high precision, although the resolution of each single track point is not as good. In case
of the ALICE TPC a track resolution of 200 µm is achieved, while the single point resolu-
tion is about 1 mm in rφ and z (see the beginning of Section 2.3 for the coordinate system).
In addition, the absence of a sampled active volume of discrete layers allows tracking of
particles at high particle multiplicities. A disadvantages of a TPC is the slow readout time,
because a time of zFull/vd, where zFull is the maximal drift length, is needed to read out a
complete event. A fast trigger on event properties is thus not feasible.
In order for a TPC to work well, the gas conditions need to be under control and the
electric field needs to be uniform over the full volume of the TPC. In Section 4.2 these
points are addressed using the ALICE TPC as example.
4.1.1. Time projection chambers with a liquid detection medium
TPCs with gas as active medium are valued, among other things, for their low material
budget, which allows to track particles with low momenta down to a few 100 MeVc−1. Since
this work concentrates on the ALICE TPC (upgrade), we focus only on TPCs filled with a
gaseous detection medium, neglecting TPCs using a gas in its liquid state as well as TPCs
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Figure 4.1: Working principle of a Time Projection Chamber (TPC): At the time t0 an
incident particle ionises gas atoms and/or molecules along its trajectory in the
gas volume. The corresponding electron-ion pairs drift in opposite direction in
the electric field applied to the gas volume. The positions of the drifting charges
are displayed at the times t0, t1 and t2 (t0 < t1 < t2). At the later time, a
part of electrons has already reached the readout plane, where the electrons
are amplified and their signal as well as their position on the readout plane is
read out. Also, the time of arrival of the electrons is recorded, which allows to
reconstruct the coordinate in drift direction, if the time t0 and the electron drift
velocity are known. The electric field in the TPC, the drift field, is provided by
the voltage difference between drift cathode and readout plane as well as by field
strips (Sec. 4.2.1, Fig. 4.4a) along the walls of the gas volume.
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Figure 4.2: A schematic view of the ALICE TPC. The readout chambers are indicated by
their trapezoidal shape. Readout chambers close to the outer (respectively, in-
ner) field cage are the so called Outer ReadOut Chambers (OROCs) (respect-
ively, Inner ReadOut Chambers (IROCs)). The figure is adopted from [23].
with a liquid and a gaseous phase (dual phase TPC). See [106] for the original proposal of
liquid argon TPCs and [107] for a recent example of such a detector. An example for a
dual phase TPC is described in [108]. Such TPCs work by the same principles as described
before, however, there a large differences in the realisation between TPCs using a gas and
such using a gas in its liquid state. Liquid gas (and dual phase) TPCs are used as dense
absorbers for weekly interacting particles like neutrinos and at the same time they allow for
tracking of particles produced in an interaction of a weekly interacting particle with the gas
atoms.
4.2. The ALICE time projection chamber
The ALICE TPC [12] layout is shown in Figure 4.2. In order to leave space for the beam
pipe as well as the Inner Tracking System (ITS) (Sec. 2.3.2, Fig. 2.4), the gas volume is
shaped like a hollow cylinder. The TPC is 5 m long, has an outer radius of almost 2.5 m and
an inner radius of 85 cm and therefore an active volume of almost 90 m3. On both endplates
of the TPC 18 Inner ReadOut Chambers (IROCs) (respectively, Outer ReadOut Chambers
(OROCs)) are mounted at the inner (respectively, outer) part of the TPC. In the figure,
IROCs and OROCs are visible by their trapezoidal shape. One TPC sector is composed of
an IROC and the adjacent OROC, which cover together the TPC’s length in r. The ROCs
are currently Multi-Wire Proportional Chambers (MWPCs), following the layout which has
already been introduced in Section 3.4 (Fig. 3.11). The central drift cathode divides the
TPC into two halves with a drift length of 2.5 m each. As drift gas Ar-CO2 (88-12), Ne-CO2
(90-10) as well as Ne-CO2-N2 (90-10-5) have been used. The exact gas composition is tuned
according to the ambient pressure in order to have an electron drift time of ∼ 95µs at
ED = 400 V cm−1. Also the gas gain in the readout chambers and the chamber stability is
considered for the fine adjustment of the mixture.
The exact knowledge of the drift velocity is critical for the reconstruction of the z co-
ordinate in any TPC. Therefore the gas conditions (temperature T , pressure p) have to be
stable and contamination of the mixture have to be avoided. A temperature gradient along
the electrons’ drift path from the incident particle’s trajectory to the ROCs will result in
a varying drift velocity, which impacts the reconstruction of the z coordinate. E.g. for the
ALICE TPC the temperature uniformity over the full volume of the TPC has to be better
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Figure 4.3: The plot shows the relative arrival time of electrons, which drifted the full drift
distance of 2.5 m inside the ALICE TPC. The relative arrival time is encoded in
the colour according to the axis on the right, the unit on this time axis is 100 ns.
The gradient in the arrival time from top to bottom of the TPC is caused by a
pressure gradient due to gravity. The plot is adopted from [8].
than 0.1 K, because otherwise the change of the z coordinate is larger than the anticipated
resolution. Therefore, a system of thermal shields is used to obtain the desired temperature
stability. Furthermore the drift velocity is regularly monitored with calibration laser tracks.
An ultra violet laser is guided into the ALICE TPC and split in order to produce tracks
at defined positions inside the drift volume. Similar laser systems have already been used
by different TPCs [5, 6, 95, 109] and are planed for future TPCs [26]. Furthermore, stray
light from the laser tracks hits the drift cathode and ejects photoelectrons from there, which
drift the full drift distance and are eventually recorded at the ROCs. Figure 4.3 shows one
such calibration measurement. A gradient in the arrival time of the electrons due to the gas
pressure in the TPC is visible. In the lower part of the TPC the gas density is higher and
thus the electron drift velocity lower (see Sec. 3.1.1, (3.6)). Note that the pressure is uniform
along z and therefore this spread in the arrival time on the order 0.2 % can be accounted
for during the reconstruction of the z coordinate. The laser is shot regularly during data
taking and therefore provides regular monitoring of the drift velocity.
The exact gas conditions affect as well the gain (Sec. 3.3.1, e.g. Eq. (3.18)) of the gas
amplification stage in the ROCs. For the MWPCs of the ALICE TPC the gain changes by
1 % for a temperature change of 1 K [8]. However, using signals with a known energy deposit
in the gas (e.g. laser tracks, tracks of minimum ionising particles) it is possible to monitor
gain fluctuations and correct for them.
4.2.1. Field cage
In addition to uniform gas conditions, an homogeneous electric field is desired over the whole
full active of a TPC. To this end a field cage is used, which consists of equally spaced field
strips surrounding the drift volume. In the cross section view of a TPC in Figure 4.1, these
field strips are indicated by the horizontal bars at the top and bottom of the figure. Each
field strip i is supplied with a dedicated potential (USi) corresponding to the drift field at the
strip’s position. In case of the ith strip at a distance zSi from the drift cathode, this potential
equals USi = UCathode + |ED| · zSi = UCathode + |ED| · dS · i, where dS is the distance between
the centre of two subsequent strips. In order to supply the different USi, a voltage divider
chain as shown in Figure 4.4a is a suitable choice. All the resistors in the divider have usually
the same resistance. The divider is supplied with the cathode potential at the cathode side
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(a) (b)
Figure 4.4: (a) Schematic of the voltage divider supplying the field strips of the ALICE TPC
field cage with their respective potential. Because the ALICE TPC layout is a
hollow cylinder (Fig. 4.2), two voltage dividers are needed in order to supply the
field strips at the inner and outer wall of the TPC. The figure is adopted from
[9]. (b) Field cage of a small prototype detector. Eight suspended field strips
can be seen as well as the drift cathode (behind a grid). In the lower right a the
voltage divider with seven resistors is visible.
and connected through a last resistor to ground. The resistance of this last resistor is chosen
such, that the potential on the last strip properly matches other constraints, e.g. the last
strip’s distance to the ROCs. The electric field is slightly distorted in the vicinity of the
field strips, because the strips have a finite width in z but everywhere along this width the
same potential USi. However, these distortions decrease fast with increasing distance from
the strip. E.g. for the ALICE TPC (ED = 400 V cm−1, dS = 1.5 cm) it was found that these
distortions are less then 0.5 ·10−4 of the nominal field, when a (radial) distance of 2 cm from
the strip is reached [9].
In the NA49 TPCs [5] field cages were employed in which the individual field strips are
suspend on a number of rods and are not glued to the detector wall. In this way the space
charge build up on the insulating material between two adjacent strips can be minimised.
Figure 4.4b shows a small detector as example for a field cage with suspended strips. Two
rods are visible, which hold the field strips, as well as the voltage divider.
The ALICE TPC field cage
The field cage of the ALICE TPC adopts the NA49 design with field strips suspended on
rods. There is an outer and an inner field cage (Fig. 4.2 and 4.4a) located close to the
respective inner and outer wall of the gas volume. Both, the inner and outer field cage have
18 rods on which the suspended strips are mounted. The rods are positioned at the sector
boundaries, as slightly visible in Figure 4.2, and several services are housed inside these
rods: The voltage divider to supply the field strips with their corresponding potential, the
high voltage line to the drift cathode, the laser system and the gas supply to and from the
TPC are distributed among several rods on the inner and outer field cage.
The drift field of 400 V cm−1 requires a cathode voltage of 100 kV. In order to properly
insulate this potential from ground and the surrounding world, there is one additional gas
volume filled with CO2 each, on the inner and outer radius of the TPC. In these volumes
aluminium rings are glued to the walls, which are connected with a voltage divider chain.
This construction is needed in order to avoid the build up of large space charges on the outer
walls of the field cage. More information on the filed cage can be found in [9, 12].
The material budget of the whole ALICE TPC, including the field cage, the additional
CO2 volumes and the counting gas is only 4.1 % of the radiation length at the η ∼ 0 region.
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Figure 4.5: A lead-lead collision at
√
s = 2.76ATeV, where the A corresponds to the number
of nucleons in the lead nuclei. This event was recorded by the ALICE TPC during
the LHC lead-lead run in 2012.
4.2.2. Space charge
The accumulation of space charge from slow ions in the drift volume can lead to seizable dis-
tortions of the electric field and in turn to distortions of the measured particle trajectories.
These ions are produced by two sources. First, there are the ions resulting from primary
ionisations in a TPC’s drift volume. In case of TPCs operated at collider experiments the
gas volume is illuminated in a uniform manner in φ by particles passing through the TPC.
Therefore the corresponding distortions are symmetric in φ and distort only the measure-
ments of track points in the r coordinate [21, 23, 101, 110]. To give an example from the
ALICE TPC: In case of the highest interaction rates in proton-proton and lead-lead colli-
sions at the Large Hadron Collider (LHC), these distortions have been found to be about
1 mm for ionisation electrons, which have to drift over the full drift length of the TPC [21].
The second source of ions are the ROCs. Ions, which drift from the gas amplification
region into the drift volume, contribute strongly to the space charge in the drift volume.
Their contribution to the space charge in the detector is not uniform, because of e.g. dead
regions in the readout plane or differences in gain among different ROCs. Therefore, these
ions give rise to track point distortions in r and φ. To avoid such space charge, an ion gate
is usually employed in readout MWPCs of TPCs as discussed in Section 3.4.2. Reference
[21] describes the observed track-point distortions observed in the ALICE TPC, together
with a dedicated calibration procedure in order to correct for these distortions.
4.2.3. Performance of the ALICE time projection chamber
As mentioned frequently throughout this work, TPCs are well suited to perform particle
tracking in a high multiplicity environment. In Figure 4.5 a lead-lead collision as recorded
by the ALICE TPC is shown, which illustrates this very well.
The ALICE TPC achieves a dε/dx resolution (see Sec. 3.2.4, Fig. 3.4) of about 5.2 %
in proton-proton collisions and slightly worse dε/dx resolution of ∼ 6.5 % in the most cent-
ral lead-lead collisions [111]. The TPC is capable of tracking pions (respectively, protons)
with a momentum larger than 200 MeV c−1 (400 MeV c−1). For lower momenta, proper
tracking is hindered by (multi-)scattering of the particles in the detector material. The
transverse momentum resolution of the TPC is about 6 % for particles with a momentum
about 10 GeV c−1. For particles with a momentum of 1 GeV c−1 the resolution is better than
1 % [12, 111]. If the ITS and the TPC are combined for tracking and momentum meas-
urements, a momentum resolution better than 2 % can be reached for the high momentum
particles [111].
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4.3. Upgrade of the ALICE time projection chamber for
LHC Run 3
ALICE will take data at an interaction rate of up to 50 kHz in lead-lead collisions during
LHC Run 3, starting in 2021. The ALICE detector needs the ability to examine all events at
this interaction rate, in order to obtain sufficient statistics for the analysis of rare processes,
like the decay of mesons with heavy quark content ([22], Sec. 2.3.3). However, the gated
readout of the ALICE TPC MWPCs has an upper limit on the readout rate of ∼ 3 kHz, as
discussed in Section 3.4.2. This limit results from the combined times (tO + tC)−1, where
tO is the time the gating grid is open in order to collect all drifting electrons from the TPC
(100µs) and tC is the gating grid closure time of about 200 µs. The ALICE TPC needs to
be upgraded in order to overcome this limitation.
4.3.1. Upgrade goals and definitions
The goal of the ALICE TPC upgrade has been the development of new ROCs, which can be
read out continuously, while at the same time preserving the performance of the MWPCs
currently employed in the TPC [22, 23].
Gas Electron Multiplier (GEM) foils ([25], Sec. 3.5) have promising features with respect
to their operation in a ROC, which is read out continuously. For example, a certain fraction
of the ions, produced during the gas amplification in the holes of a GEM, is usually collected
by the upper copper layer of the same GEM foil (Sec. 3.5.2, Fig. 3.13). This is a feature of
the field geometry in the GEM holes. Using GEM stacks, a better ion back drift suppression
can be reached.
In advance of the ALICE TPC upgrade, the GEM TPC collaboration collaboration made
first experiences with a large TPC using GEMs as gas amplification stage. They tested
in 2011 a TPC with a triple GEM stack in the FOPI spectrometer at the Gesellschaft
für Schwerionenfroschung, Darmstadt, Germany [112, 113]. Based on this experience the
development of a continuous readout for the ALICE TPC has been pushed forward by the
GEM TPC collaboration and the ALICE TPC upgrade project [114], where eventually the
GEM TPC collaboration joined the ALICE collaboration. (For a recent paper on the FOPI
TPC see [115].) An extensive research and development program with small prototypes and
prototypes of full IROCs was done until the design of the future ALICE TPC ROCs has
been finalised. In [23, 24] the different steps of this program are described. In this section
we present some of the corresponding main findings and the final design for the ALICE TPC
ROCs.
4.3.2. Energy resolution and ion back flow
Energy resolution
To guide the research programme the performance goals for the full TPC had to be defined
in quantities, which are easily accessible in measurements with small prototypes. There-
fore, the requirements on the future TPC’s energy resolution have been defined in terms
of a local energy resolution σε/ε < 12 % at the photopeak of 55Fe X-rays, which peaks at
an energy of 5.89 keV [116]. The parameter σε (respectively, ε) corresponds to the width
(respectively, centre) of a Gaußian distribution, which is fitted to the photopeak, once it has
been measured.
Ion back flow
It has been estimated with simulations that the performance of the current TPC in terms
of position and momentum resolution can be maintained with an Ion Back Flow (IBF) of
less than 1 % [23]. The IBF is a measure for the amount of ions accumulating in the drift
volume and includes the ions from the gas amplification stage moving into the drift volume
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Figure 4.6: All the points in this figure have been obtained with quadruple GEM stacks of
10 cm×10 cm2 GEMs and 2 mm distance between the respective GEMs (between
GEM4 and the readout plane). Standard GEMs (hole pitch 140 µm) have been
used at position one and four in the respective stack, while the GEMs at position
two and three have been large pitch foils (hole pitch 280 µm). For the meas-
urements, the voltage difference between the two sides of GEM3 and GEM4
(∆UGEM3 and ∆UGEM4) have been varied. At the same time, ∆UGEM1 has
been adjusted in the range 225 V ≤ ∆UGEM1 ≤ 315 V in order to keep the gain
of the full stack at 2000. The electric fields between GEMs have been as fol-
lows: ET1 = EInd = 4 kV cm−1, ET2 = 2 kV cm−1, ET3 = 0.1 kV cm−1. The
ETi represent the transfer fields between adjacent GEMs and EInd the induction
field between GEM4 and the pad plane. All measurements have been done in
Ne-CO2-N2 (90-10-5). Figure adopted from [23].
(NBack), as well as the primary ionisations (NPrim) produced directly in the drift volume.
IBF = NBack +NPrim
G ·NPrim =
1 + 
G
< 1 %
G is the (effective) gain of a gas amplification stage and  is the number of back drifting
ions per primary electron. The second part of the equation corresponds to the previously
shown definition (Sec. 3.5.3, Eq. (3.22)). For the ALICE TPC a gain G of 2000 is desired,
therefore  has to be smaller than 20. The IBF can be measured for a certain gain by a
simultaneous measurement of the current at the cathode and anode of a detector. The ratio
of both currents gives the IBF.
Optimising the ion back flow and the energy resolution
The IBF and the energy resolution have been studied simultaneously for different HV set-
tings, using small detectors containing stacks of 10 × 10 cm2 GEMs. It has been realised
that a fourth GEM needs to be added to the common triple GEM stacks in order to reach
an IBF below 1 %, while having at the same time the desired gain and energy resolution.
Optimising the IBF and the energy resolution are an competing effect, as Figure 4.6 illus-
trates. The increase in IBF with improving energy resolution can be understood to a large
extend by the influence of the GEM facing the drift volume (GEM1) on the gas amplification
of the full stack. Form GEM1 onwards some electrons are lost, because they are either not
extracted from the holes of GEM1 or not collected into the holes of GEM2. If the gain in
GEM1 is low, these loses have a larger effect – relative to the total number of electrons –
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than at high GEM1 gain. The fluctuations of the amplified signals of a certain number of
primary charges increase with decreasing GEM1 gain. On the other hand, all ions extracted
from GEM1 enter immediately the drift volume, therefore the IBF increases with increasing
GEM1 gain.
Settings of a GEM stack optimised for a low IBF thus usually have a rather low GEM1
gain and most of the gas amplification happens in GEM3 and/or GEM4. In case of the HV
settings of the future ALICE TPC (Table 4.1) GEM4 has the highest gain. The transfer
field above this GEM (ET3) is low, in order to have a very low ion extraction efficiency from
the holes of GEM4. The remaining ions are then blocked by the other GEMs. In order to
improve this ion blocking, GEMs with different hole pitch have been tested as to increase
the misalignment between the GEM holes among the GEMs in a stack. The hexagonal hole
pattern of a GEM foil has rotation symmetry of 60 ◦. Rotating each GEM mask by 90 ◦
with respect to the adjacent GEMs in the stack allows to reach an uniform misalignment of
the GEM holes between subsequent foils.
4.3.3. Layout of the GEM-based readout chambers
Eventually, stacks with two Standard (S) GEMs (hole pitch 140 µm) and two Large Pitch
(LP) GEMs in the order S-LP-LP-S has been found to fulfil the previously stated require-
ments if the voltage settings in Table 4.1 are applied to the GEM stack. The mask of every
second GEM is rotated by 90 ◦ with respect to the other GEMs and the inter GEM dis-
tances, as well as the distance of GEM4 to the pad plane, are all 2 mm. Figure 4.7 shows an
exploded view of an 3D model of an OROC. To facilitate the production and the handling of
the GEM foils, the OROCs will be covered by three GEM stacks as shown in the figure. The
IROCs, on the other hand, will be only covered by one stack. Figure 4.8 gives an impression
of the size of the readout plane of the ALICE TPC. The figure shows an IROC GEM foil,
as well as one GEM foil from each OROC GEM stack in a row.
∆UGEM1 ∆UGEM2 ∆UGEM3 ∆UGEM4 ET1 ET2 ET3 EInd
270 V 230 V 288 V 359 V 4 kVcm 4
kV
cm 0.1
kV
cm 4
kV
cm
Table 4.1.: The baseline high voltage setting, foreseen for the future ALICE TPC with
Ne-CO2-N2 (90-10-5) as counting gas. The drift field of the future TPC will be
400 V cm−1. An exploded view of a corresponding ALICE TPC readout cham-
ber is shown in Figure 4.7. This table reflects the settings at the time of the
Production readiness review [117].
Discharge and dε/dx studies an IROC prototype
A prototype of an IROC has been constructed with the layout described here and was tested
with the HV settings in Table 4.1 at a beam-time with electron and pion beams. During
this test the dε/dx resolution of this IROC was measured and found to be compatible with
the resolution of the current MWPCs of the ALICE TPC [24, 118].
The same chamber has been tested in hadron showers to measure the discharge probability
of the quadruple GEM system with the HV settings in Table 4.1. In previous discharge
measurements with small prototypes only upper limits on the discharge probability could
be obtained, because the rates of the radiation sources used for these discharge studies were
to low to see discharges in a reasonable measurement time [24]. At CERN’s Super Proton
Synchrotron the IROC prototype is placed in the cone of hadron showers produced by a
pion beam impinging on an iron target. During this beam-time a discharge probability
of (6± 4)× 10−12 discharges per incoming hadron is measured [24, 119]. For comparison:
During one month of 50 kHz lead-lead collisions 5× 1013 particles will cross the readout area
of the full ALICE TPC [24]. This number includes already a factor two to account for
background radiation. Hence, on average 7× 1011 particles will cross one of the 144a GEM
aThere will be 2 × 18 IROCs with one GEM stack each and the same number of OROCs, but with three
GEM stacks each.
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Aluminum body 
Pad plane 
GEM1: Standard 
GEM2: Large pitch 
GEM3: Large pitch 
GEM4: Standard 
Figure 4.7: An Outer ReadOut Chamber (OROC) as foreseen for the upgraded ALICE TPC.
All chambers will employ GEM stacks with four GEM foil and the foil types in-
dicated in the figure. The hole mask of every second GEM is rotated by 90 ◦ with
respect to the previous foil in order to maximise the GEM hole misalignment.
The Inner ReadOut Chambers (IROCs) are constructed in a similar way as the
OROCs, but employ only one GEM stack.
Figure 4.8: One GEM of each GEM type of the future ALICE TPC. From left to right there
is an IROC GEM and the three OROC (ORCO1, OROC2, OROC3) GEMs. A
sector of the future TPC seen from the top will look approximately like this.
Picture provided by P. Gasik (Technische Universität München, Germany).
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stacks during the considered time. Therefore, between 2 and 10 discharges are expected
per GEM stack during one month of lead-lead data taking. During proton-proton collisions
the particle multiplicities in the TPC are significantly lower and therefore a much lower
number of discharges is expected during such periods. However, the exact number should
be carefully evaluated considering the interaction rate in proton-proton collisions.
4.3.4. Further discharge studies
In order to further test the discharge probability for ALICE TPC ROCs equipped with
GEMs, several full size chambers are right now tested in the L3 magnet of the ALICE de-
tector (Sec. 2.3.2, Fig. 2.4) at forward rapidity in about 10 m distance to the interaction
point. These measurements will reveal if there are systematic differences in the discharge
probability among different GEM stacks. In addition to these measurements, tests with small
prototypes are done like our measurements in Chapter 6 and Chapter 7. These are com-
plementary to stability measurements (measurements of the discharge probability), because
they are not done in order to measure the discharge probability for certain HV settings, but
their goal is to understand the impact of a discharge on a GEM (stack) and the subsequent
recovery from a discharge.
4.3.5. Ion mobility of the baseline gas mixture
The baseline gas mixture of the upgraded ALICE TPC is Ne-CO2-N2 (90-10-5). This mix-
ture has been chosen because of its performance in the current TPC and because the ion
mobility in this mixture is higher than e.g. in Ar-CO2 (88-12). However, the mobility of
the ions drifting in Ne-CO2-N2 (90-10-5) is in [23] assumed to correspond to the mobility of
Ne+ ions drifting in pure neon. This was the assumption made, as the gas mixture for the
ALICE TPC has been initially chosen [120]. The requirement IBF < 1 % has as well been
defined assuming the mobility of Ne+ in neon. In order to check the actual mobility in the
Ne-CO2-N2 (90-10-5) our measurements in Chapter 5 have been performed.
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5.1. Introduction
In the theory part (Sec. 3.1.1, Eq. (3.2)) the mobility (K) is introduced as the factor
relating the drift velocity of charge carriers such as ions to the drift field: vDrift = K · E.
In this section we present our measurements of the ion mobility for different gas mixtures
as well as for different water content in Ar-CO2 (90-10) and Ne-CO2 (90-10). All studies
presented in this chapter are measurements of K at atmospheric pressure and electric field
strengths which are typically used in the drift region of gaseous detectors, i.e 200 V cm−1 to
1000 V cm−1.
Many measurements exist where the mobility for ions in their parent gases, e.g. Ne+ in
neon, is measured (e.g. [70–73]). However, the mobility of an ion species depends on the
gas mixture it drifts in. Because the ion drift is not (yet) well implemented in common
simulation frameworks such as Garfield [94], input from measurements as done in this work
are needed in order to determine the ion-mobility in a gas mixture.
This study is motivated by the needs of the ALICE Time Projection Chambers (TPC)
Upgrade [23]. In gaseous detectors operated at high interaction rates and particle multi-
plicities (slow) ions accumulate in the drift volume of the detector. These ions produce a
large space charge which distorts the drift-field [21, 23, 101, 110]. The exact knowledge of
K is thus necessary in order to estimate and simulate this space charge. Based on such
simulations the impact of the Ion Back Flow (IBF) (Sec. 3.5.3, Eq. (3.22) or Sec. 4.3.2) on
the performance of a TPC can be evaluated and in turn the maximal affordable IBF can be
defined. In [23] the corresponding simulations for the ALICE TPC are described. The ion
mobility in Ne-CO2-N2 (90-10-5), which is the foreseen gas mixture for the upgraded TPC,
has been assumed to correspond to the Ne+ mobility in Ne [23, 120]. We have performed the
studies described in this chapter as to measure the actual mobility in Ne-CO2-N2 (90-10-5).
Another example for the need of a precise knowledge of the ion mobility, are studies of the
track point distortions created by space charge in the running ALICE TPC [21]. The goal
of this study has been to find the source of the space charge by a combination of dedicated
measurement runs and simulations and to correct for it.
To measure the ion drift velocity a dedicated set-up is constructed. It is described in
Section 5.2, while the principle idea of the measurements follows in Section 5.3. The meas-
ured signals are treated with a special procedure, described in Section 5.4. In the same
section we discuss also the uncertainties of the measurement, which are related to the signal
analysis and to other sources. Our results are given in Section 5.5. The ion mobility found
for different Ar-CO2 and Ne-CO2 gas mixtures are presented as a function of the drift field
EDrift (Sec. 5.5.1) and as function of the quencher content in the gas mixture (Sec. 5.5.2).
Furthermore the effect of admixtures of N2 to Ne-CO2 (90-10) is examined (Sec. 5.5.3) and
the effect of water on the ion mobility is studied using Ar-CO2 (90-10) and Ne-CO2 (90-10)
(Sec. 5.5.4). We summarise our findings in Section 5.6.
5.2. Experimental set-up
We use a detector with a stack of three 10× 10 cm2 GEMs as gas amplification stage. The
transfer gaps and the induction gap have all a width of 2 mm. A schematic of the set-up
is shown in Figure 5.1. On top of the GEM stack a wire-grid (wire spacing: 2 mm, wire
diameter 100µm) is mounted at a distance of dDrift = (21.35± 0.12) mm. After the grid
follows a mesh serving as drift cathode, while the gap between grid and mesh is dAcc =
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Figure 5.1: Set-up for the measurement of ion mobility. Both electrodes of each GEM as
well as the grid and the mesh are powered by an independent channel power
supply with two channels. The field strip close to the grid and the mesh is as
well supplied with HV. Signals from the GEM1 bottom electrode and the grid are
read out through a capacitor, to decouple the high voltage, and are then passed
on to a preamplifier and to an oscilloscope. With the oscilloscope the signals are
stored directly for later processing or several signals are first averaged and then
the average is stored. Radiation enters the detector in the drift region and in
parallel to all electrodes. See the text for further explanations and Figure 5.2.
for a photo of the set-up.
Figure 5.2: A part of the detector used for the ion mobility measurements, corresponding to
the sketch in Figure 5.1. On top the mesh, serving as drift cathode, is visible.
Below the mesh a wire grid is mounted. Its reflection can be seen in the GEM1,
which is the only GEM of the GEM stack visible. Not shown is the detector,
housing several field strips.
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(6.4± 0.2) mm wide.a This region is referred as acceleration gap and the region between the
grid and the GEM1 top electrode is referred as drift gap. A 90Sr source, emitting electrons,
creates tracks in the drift gap in parallel to the electrodes in the set-up. A photo of the
set-up is shown in Figure 5.2.
Gas supply
The gas system allows to mix up to three different gases to create the gas mixture supplied
to the detector. Because it is an open gas system, the pressure in the detector follows the
atmospheric pressure. Therefore the atmospheric pressure (as well as the temperature in
the laboratory) is monitored and recorded to later correct the measured mobilities (Sec. 5.5,
Eq. 5.5). Furthermore a water sensor is placed shortly after the detector in the gas exhaust
line, to monitor the water content of the counting gas. In several measurements the oxygen
content is monitored as well.
Signal read out
Signals are read out from the GEM1 bottom electrode as well as the grid. For the latter case,
the signals are decoupled from the High Voltage (HV) line using a CDec = 20 nF capacitor
and afterwards the signals are fed into an ORTEC 142IH [121] preamplifier. Different values
for the decoupling capacitor have been tested, but lower capacitances are not well suitable
to decouple the signal from the grid, because of the detector’s internal capacitance. An
ORTEC 142IH preamplifier is as well used to decouple and process signals from the HV line
supplying the GEM1 bottom electrode. To prevent signal-loss the decoupling circuit with
the preamplifer (respectively the preamplifier) is mounted as close as possible to the grid
(respectively GEM1). The signals can have a length of a few ms, as will be discussed in
Section 5.3. With test signals from a pulse generator it is confirmed that the preamplifier
can process signals of this length without deterioration. In addition the readout circuit is
designed such that the signals are read out with as little additional shaping by the electronics
as possible.
Electronic noise
Each GEM is powered with one individual CAEN N471 [122] double channel Power Supply
(PS). In addition the wire grid and the mesh are biased from a module of the same type,
while the field strip is supplied from a CAEN N470 [123] independent channel PS. This
allows us the free choice of the voltage on each electrode. However, we realise that these
PS modules induce noise in several frequency ranges at all electrodes of the set-up as they
supply high voltage. To reduce this noise, each GEM electrode is powered through a 15 MΩ
resistor, with an additional 2.2 nF capacitor to ground. Additional low-pass filters are added
in the supply of grid, mesh and field strip. Furthermore, the whole set-up, including the
preamplifiers, is mounted inside a copper box, which serves as Faraday cage. Nevertheless,
we still observe electronic noise. This is however at a level which allows us to perform our
measurements.
Because the remaining noise is highly regular, further measures to improve the signal
quality can be done on the basis of the stored signals (Sec. 5.4). In addition, we average
over more than 1000 individual signals. This procedure reduces as well the noise appearing
with a regular frequency.
5.3. Principle of measurement
Figure 5.3 illustrates the principle of measurement with a minimal sketch of the set-up and
an example of the recorded signals. Electrons from the tracks in the drift gap are amplified
aFor one series of measurements dAcc = (6.4± 0.2) mm and dDrift = (25.31± 0.09) mm is used. The errors
on the distances are based on measurements of the spacers, which define the distances between electrodes.
A possible bending of e.g. the grid wires or the GEM1 foil is not taken into account. However, the sagging
distance of the GEM foil as well as of the grid wires is not expected to be larger than the distance errors,
because of the small surface of the GEM and the short wire length.
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Figure 5.3: Left half: A minimal sketch of the detector set-up. (See Fig. 5.1 for the full
schematic.) Right half: Typical signals recorded at the wire-grid and GEM1
respectively. The different stages of the measurement process are indicated by
numbers: 1) Production of ions (indicated by green triangles) during the electron
amplification in the GEM stack. 2) These ions drift through the GEMs and in-
duce a signal on the bottom side of GEM1 as they move towards it. 3) As the ions
move towards the wire-grid they induce a signal there. While they pass through
the grid this signal changes polarity, yielding an inflection point. Information
extracted from these signals is used to determine the ion drift velocity.
in the GEM stack. These tracks are created with a 90Sr source, emitting electrons which
move through the detector in parallel to the anode, GEM and wire planes. During this
process ions are produced in GEM3 and GEM2 and these ions induce a signal on GEM1,
as they leave the GEM stack. This signal is used to extract the start-time (tGEM, Nb. 2
in the figure) of the ion drift. Afterwards the ions drift in a uniform electric field towards
a wire-grid. Behind the grid a similar field as in the drift gap is set, using the appropriate
voltage difference between grid and mesh. Throughout the full time of the ions movement
in the drift and the acceleration gap, a signal is induced on the grid. The time at which the
ions pass the grid (tGrid, Nb. 3 in the figure) is extracted from this signal. We use the time
difference ∆t = tGrid − tGEM and the known length of the drift gap to calculate the ions
velocity vDrift
vDrift =
dDrift
∆t .
In a next step the ion mobility is calculated from this velocity and the voltage difference
across the drift gap ∆UDrift = UGEM1 Top − UGrid
K = vDriftEDrift
= vDrift · dDrift∆UDrift
= (dDrift)
2
∆t ·∆UDrift .
(5.1)
In the next two sections we will comment on finding the stop-time (Sec. 5.3.1) and the exact
start-time (Sec. 5.3.2) in the signals induced at the wire-grid and the bottom electrode of
GEM1, respectively.
5.3.1. Finding the arrival-time of the ions’ drift
At the time the ions pass through the grid, the polarity of the induced signal changes.
In the right half of Figure 5.3 this is visible in the Grid signal, modulo an offset on the
vertical axis. The signal amplitude changes from positive to negative for positive charged
particles [124]. The signal amplitude changes in the plot from negative to positive, because
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the preamplifiers invert the actual signals. A distinct feature in the signal is needed, to
measure the ion mobility as precisely as possible. It turns out that the zero crossing of the
signals does not mark the time at which the ions cross the grid. However, the inflection point
does if the electric field in the drift and acceleration gap are the same. The Differentiated
grid signal in Figure 5.3 has a distinct peak, which allows to quantify the inflection point
without problem. In this section we want to motivate the choice of this point with Garfield
[94] simulations.
Garfield
Garfield is a software to simulate the movement of charge carriers in electric fields. To
this end the software can calculate electric field maps for a given input detector geometry
consisting e.g. out of planes and wires. It is as well possible to provide Garfield with a field
map from a different program. Interfacing Magboltz [64], Garfield is able to calculate the
electron transport in almost any chosen gas mixture and the interface to Heed [125] enables
the program to calculate the ionisation of gas molecules by fast moving electrons. Ions are
not well parametrised in Garfield, it is for example necessary to pass the ion mobility of a
gas mixture to the program. This shows once more the necessity of measurements of the
mobility as shown later on.
Simulation set-up
The drift and acceleration gap of the set-up in Figure 5.3 (or Fig. 5.1) are approximated with
Garfield in order to simulate the signal on the wire-grid. A Cartesian coordinate system is
used for the simulations. All the electrodes (anode plane, wire-grid and cathode) are parallel
to x-y-planes and the shortest distance between different electrodes is in z direction. We
define z = 0 at the anode plane and the positive z direction points from the anode plane
towards the grid and the cathode. At z = 2.5 cm a wire-grid is placed. The wires of the
grid are spaced with a distance of 2 mm in x direction. As for the real wire-grid the wire
diameter is 100µm. A cathode perpendicular to the z coordinate follows 5 mm after the
wire-grid. The anode and cathode have an infinite length in the x and y direction, while
each wire extends infinitely in y direction and in x direction there is an infinite number of
wires without interruption. This layout of the simulation allows to reduce the calculation
to a 2D problem in the x and z plane.
A gas file is generated using Magboltz for an Ar-CO2 (82-18) gas mixture. The ion mobility
is set to 1.77 cm2 V−1 s−1, which roughly corresponds to the mobility expected for this gas
mixture at a temperature of 300 K and pressure of 1013 mbar, as used in the simulation.
Simulation of drifting ions and their signals
An electric field EDrift (respectively EAcc) is applied in the gap between anode and grid
(respectively grid and cathode) in the simulation. The field lines point in positive z direction,
however, in the vicinity of the wires obviously the direction of electric field differs. Figure 5.4
shows a simulation of the signal on the wire-grid, which is produced by 3000 ions drifting first
through the drift gap and than through the acceleration gap. For this simulation the ions
are distributed in a Gaußian distribution with σz = 375 µm and its mean at z = 0.5 mm.
Therefore, the ions have to drift on average 2 cm to reach the grid. In x direction the
distribution is not Gaußian and ranges over 1 cm with a Full Width Half Maximum (FWHM)
of 4.71 mm.
For all the four signals in Figure 5.4a the electric field in the drift gap is the same (ED =
1000 V cm−1), while a different values of EAcc is used. From the mobility we pass to the
simulation K = 1.77 cm2 V−1 s−1 and the drift distance to the grid dIonsDrift = 2.0 cm the
expected time of arrival at the grid is obtained (Eq. 5.1)
tExpectedGrid =
dIonsDrift
ED ·K =
2 cm
1000 V cm−1 · 1.77 cm2 V−1 s−1 = 1129.94µs . (5.2)
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Figure 5.4: (a) Garfield [94] simulations of the induced ion signal on a wire-grid. The ions
drift for 2 cm in an electric field EDrift = 1 kV cm−1 into the direction of the grid.
The grid is followed by a cathode in a distance of 0.5 cm. The electric field in
the gap between the grid and the cathode is EAcc. (b) The derivative of the
signals shown in (a). The vertical red line marks the time at which the ions are
expected to arrive at the grid. For more details see the text.
This time is marked with a vertical line in both plots in Figure 5.4.
All four signals in Figure 5.4a are very similar for the first ∼ 1000 µs. Later, the signals
change polarity, as the ions pass the grid and eventually the signals are zero, because the
ions reach the cathode. The most negative value of the individual signals increases with
increasing EAcc and the ions arrive as well faster at the cathode, as expected because of
velocity’s dependence on the field strength. Furthermore it is visible that the signals have
their zero crossing earlier, the higher EAcc is, but none of these zero crossings coincides with
the tExpectedGrid line. This shows that the zero crossing is not a suitable measure of the time at
which ions pass through the grid. The peak in the signal simulated with EAcc = 500 V cm,
is due to ions ending up on the grid wires. These accelerate in the vicinity of the wires until
they are collected by a wire. For higher EAcc this effect is strongly reduced, because no field
lines end up any more on the wires of the grid.
The inflection point as measure of tGrid
Calculating the derivative of the signal yields a peak at the inflection points. Figure 5.4b
shows a part of each signals’ derivative, corresponding to the time range during which the
ions reach the grid, pass it and move through the gap between grid and cathode. There is
an inflection point during the signals’ polarity change. For the EAcc = EDrift = 1000 V cm−1
signal, this inflection point occurs at tExpectedGrid . Therefore the inflection point in the ion
signal on the wire-grid is suitable to determine the time tGrid at which ions reach the grid,
if the electric field in the gaps before and after the grid is the same.
The peaks in the derivative of the EAcc = 500 V cm−1 and 1000 V cm−1 signal have some
spikes, which are not present in case of the other two derivatives. These spikes are created
by the irregularities in the corresponding signals, which arise because of the ion collection
on the grid wires and the distortion of the ions movement in the vicinity of the grid. In
the simulation these spikes are mitigated for more regular induced signals. E.g. if the
number of ions in the simulation is increased, these spikes are smoothed out. For the actual
measurement we learn from this that a high amount of initial ions is not only needed to
create a higher signal amplitude, but helps as well to have a cleaner signal as the ions pass
the grid.
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Figure 5.5: Oscilloscope picture of signals originating from the readout plane signal (yellow)
and from the GEM1 bottom electrode (blue). This particular picture shows the
average of 512 signals recorded at both channels, while each recording is triggered
by the signal from the readout plane. There are two peaks in the GEM1 bottom
signal, corresponding to ions produced during the gas amplification in GEM2
(left peak) and GEM3 (right peak), respectively.
Different initial distributions of the ions
Using a different initial ion distribution does not change the result that the inflection point
is located at tExpectedGrid , as long as the condition EAcc = EDrift is fulfilled and the drift distance
is measured from the spatial centre (in z) of the ion distribution to the grid.b
This is because the signal induced by each individual ion at the grid depends on its initial
x coordinate and on the x coordinate at which it reaches the grid. If many ions are drifted,
their grid signal is a convolution of the ion distributions’ z profile with the sum of the
different signals which are possible for ions with different coordinate in x.
5.3.2. Defining the start-time of the measurement
In case of the real set-up the z = 0 plane of the simulation coincides with the top side of
GEM1. The time tGEM therefore needs to equal the time, when half of the ions has passed
this GEM and entered the drift gap and the other half is about to do so. This time is
estimated based on the signal the ions induce on the GEM1 bottom electrode.
Ion signal on the GEM1 bottom electrode
Step 1) in Figure 5.3 depicts the ions produced during the gas amplification and at step 2)
these ions move through GEM1 into the drift gap. The induced signal on GEM1 depends on
the amount of ions produced in GEM2 and GEM3 and on the ions’ drift through the GEMs
and the transfer gaps. Signals from the anode plane (yellow curve) and GEM1 bottom (blue
curve) are displayed in Figure 5.5. Electrons (respectively ions) moving towards the anode
plane (respectively the GEM1 bottom electrode) induce a negative (respectively positive)
charge [124].c During the measurement shown in Figure 5.5 the transfer fields in the GEM
stack are set to ∼ 100 V cm−1. The peaks in the GEM1 bottom signal correspond to the
ions produced in GEM2 and in GEM3. This is confirmed by changing a voltage difference
across one of the GEMs or gaps and observing the resulting change of the peak, produced
by the ions from GEM3, or the change of both peaks. As the transfer fields are further
increased, the peak separation decreases until the peaks eventually merge.
The qualitative arguments to describe the ion signal on the grid are valid for the ion signal
bIn the section on data analysis (Sec. 5.4) we show the fraction tGrid/tExpectedGrid for different K, calculated
from simulated signals (Fig. 5.7b). For this test, the simulated signals are treated with the analysis
procedure for real data. Therefore this plots are only shown, after this procedure is explained.
cAgain, because the preamplifiers invert the input signal the opposite signal polarity as expected is observed.
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on the GEM1 bottom electrode as well: The rising edge of the signal is due to the ions being
accelerated towards GEM1, while the falling edge indicates that ions move either through
the GEM holes or are collected by the bottom GEM electrode. Therefore, the time during
which the maximal signal amplitude is observed, is the time at which about half of the ions
have reached (or passed) the bottom side of GEM1.
Definition of the start-time
However, the goal is to find a measure where half of the ions have passed the GEM1 top
electrode. Using the peak of the GEM1 bottom signal introduces an offset of the width of
the GEM foil (∼ 50µm), which is about half of the error on dDrift. All ions are subject to
the electric field inside the GEM hole, which is high as compared to the drift field EDrift.
With ∆UGEM= 250 V and K = 1 cm2 V−1 s−1 we estimate the additional time, needed for
the ions to pass GEM1 to be
50µm
t
= ∆UGEM50µm ·K
= 50 kV cm−1 · 1 cm2 V−1 s−1
⇒ t = 0.1 µs .
Note that this is a rather conservative estimate, given the choice of ∆UGEM andK. Therefore
the ions’ drift time through the GEM will rather be shorter than longer. The effective drift
field in the vicinity of the GEM foil is enhanced by the electric field in the GEM holes,
leaking out into the the drift volume (Sec. 3.5.2, Fig. 3.13b). Therefore the ions move faster
during the beginning of the drift period in the gap between GEM1 and grid. The magnitude
of this effect is hard to estimate, however it affects the overall drift time measurement in the
opposite way as the ion drift through the GEM1 holes. The latter (respectively previous)
mentioned phenomenon increases (respectively decreases) the overall ion drift time.
Based on all these considerations the start-time of the ions’ drift time measurement –
tGEM – is chosen to be the time of the highest amplitude in the GEM1 bottom signal. The
HV-settings are tuned to have a FWHM of less than 100 µs of the peak indicating the ions
movement into the drift gap. To this end, the voltages have to be (re)adjusted for each gas
mixture. Example signals are in the right half of Figure 5.3 (Signal from GEM1 bottom)
and in Figure 5.6d in the next section.
5.4. Signal analysis and measurement uncertainties
The measured signals are overlaid with a regular noise in the form of oscillations in the
frequency range between about 40 kHz to about 200 kHz. The peak in the signal of the
GEM1 bottom electrode is about a factor 10 larger than the peak-to-peak amplitude of
these oscillations, while the amplitude of the ion signal on the grid is about as big as this
noise. This is well visible in Figure 5.6, where a measurements of both signals are shown
(e.g. Fig. 5.6a). Figure 5.6b shows a zoom of the signals, into the region used to determine
tGEM. The frequency of this noise can be seen in this view. Despite these oscillations it is
possible to identify the time at which the signal at the GEM1 bottom electrode reaches its
highest amplitude. However, the same noise overlaid on the grid signal makes it impossible
to extract the inflection point, which indicates the ions are passing the grid. This is due to
the fact the oscillating noise dominates the derivative of the signal.
5.4.1. Noise removal
In order to remove this noise two methods are applied at the same time. First, signals from
several measurements are averaged as discussed in the following section. In a second step
the signals are transformed to the frequency domain via a Fast Fourier Transform (FFT),
cuts are applied and then the signals are transformed back. This procedure is discussed
later on.
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Averaging signals
During a single measurement the signal induced at the grid as well as the signal from the
GEM1 bottom electrode are simultaneously recorded. The latter signal is used to trigger
the measurement. About 100 of these single measurements are stored and afterwards the
arithmetic mean of the amplitude is calculated for each time sample of all the measured grid
(respectively GEM1 bottom electrode) signals. Each average amplitude has hence a corres-
ponding time value from the time sample and like this the average signals are constructed
from these average amplitude values.
This approach leads to rather big data files of several 100 MByte to GByte, because of
the long recording length and the high sampling frequency chosen for the measurements.
To save disc space, but to increase the number of signals in the respective average, the
oscilloscope is used to calculate average signals and only these averages are stored. The
average of 2000 individual measurements (as shown in Fig. 5.6a) is displayed in Figure 5.6c.
Comparing the GEM1 bottom signal in Figure 5.6a and Figure 5.6c illustrates the reduction
of the oscillations, while averaging over several measurements. The Grid signal has been
scaled up by a factor 100 in the two plots in the lower row of Figure 5.6. The reduction of
the periodic noise is visible as well, but the zoomed view in Figure 5.6d reveals, that there
is still a remainder of the oscillations overlaid with the signal. This is an artefact of the
trigger. A signal is recorded or included in the average if the signal from the GEM1 bottom
electrode is more negative than the trigger threshold. It is therefore more likely that a signal
exceeds the trigger threshold at the time of a falling amplitude of the oscillation. This leads
to a trigger bias with respect to the period of these oscillations, which are in turn still visible
in the average of many measurements.
Fast Fourier transform
The oscillations observed on top of a signal as visible in Figure 5.6b (respectively Figure
5.6d) can be removed after a frequency analysis of these signals (respectively of the average
of several signals). The signals are Fourier transformed from the time into the frequency
domain, a cut on the resulting frequency spectrum is applied and afterwards the remaining
spectrum is transformed back into the time domain.
The signals we measure are discrete, therefore, the discrete Fourier transform is used.
This algorithm transforms data, which is sampled in discrete time samples, from the time
domain to the frequency domain. The resulting frequency spectrum is again a discrete one.d
For this work we rely on the implementation of the Fast Fourier Transform (FFT) into the
data analysis framework Root [127]. Root in turn interfaces to the FFTW3 software [128]
for calculating the FFT of signals.e
In practice, the algorithm treats the full signal as one period of a regular signal with
infinite length. A difference in the amplitude value of the first and last sample of the input
signal appears to the FFT as a non continuous region in the infinite length signal. In such
cases edge effects appear in the first and last time samples of the back-transformed signal.
Our measurements are not affected by such edge effects, because the measurement starts
(respectively stops) long enough before (respectively after) the induced signal of the ions.
The used FFT algorithm is only based on the number of samples and not as well on
the sampling frequency. Therefore the value used for the cut on the frequencies has to be
adjusted as different measurements with varying number of samples or a different sampling
frequency are analysed. If the highest allowed frequency is chosen to be slightly lower than
10 kHz satisfying results are obtained for the full process of first transforming the signals to
the frequency domain, performing a cut on the frequency and transforming the frequency
spectrum back to the time domain. In all plots of Figure 5.6 the FFT of the Grid signal is
drawn as well. Especially the two zoomed plots (Fig. 5.6b and Fig. 5.6d) illustrate that the
here described procedure allows to efficiently remove the oscillations on top of the signal.
dFor more explanations see the book [126]. It focuses on processing of digital signals and covers the discrete
Fourier transform and how it is used for the FFT in detail.
eFor the analysis of the signals induced on the GEM1 bottom electrode and the wire-grid we use Root,
version 6.04.02, with FFTW 3.3.4.
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Figure 5.6: (a) A simultaneous measurement of the signal from the bottom side of GEM1
and the wire-grid and (c) the average of 2000 of such measurements. The legend
in Figure (a) applies as well to the other three plots. Figure (b) (respectively (d))
shows a zoom of Figure (a) (respectively (c)) into the region used to determine
tGEM (respectively tGrid). In the two figures in the lower row the Grid signal
is scaled up by a factor 100 and is shifted at the vertical axis, to fit the scaled
signal again into the plots. All the measurements are done in Ne-CO2 (90-10),
however, the single measurements are not part of the measurements included in
the averages. Therefore the gas conditions vary: For Figure (a) (respectively (c))
an atmospheric pressure of 953 mbar (956 mbar), a temperature of 19 ◦C (21 ◦C)
and a water content of 246 ppm (593 ppm) is present in the detector.
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5.4.2. Measurement errors while determining the ions’ drift time
Uncertainty of the start-time
As discussed in Section 5.3.2, tGEM is determined as the time, at which the peak in the
signal from the GEM1 bottom electrode reaches its most negative amplitude. No correction
is applied to this signal beforehand. The (first) vertical line in the Figures 5.6a, 5.6b and
5.6c marks tGEM. A minimum (respectively maximum) of the oscillations peaking close to
(respectively at) the actual minimum in the signal induced at the bottom side of GEM1,
will lead to a shift of the measured tGEM. This shift can be at most half a period of
the oscillations, therefore we take δ(tGEM) = 20 µs as conservative error estimate for the
measurement of the ion-drift’s start-time.
Uncertainty of the ion’s arrival time at the wire-grid
To determine tGrid the derivative of the grid signal after FFT, frequency cut and inverse FFT
is calculated. The maximal amplitude in this derivative is identified and thus the inflection
point. In the Figures 5.6a, 5.6c and 5.6d the position of this point and its time coordinate
tGrid is indicated by the (second) green line.f
All the plots in Figure 5.6 show oscillations in the differentiated signals. These are due
to remaining oscillations in the Grid signal after the removal of the high frequencies. While
these oscillations aren’t visible by eye, they still affect the derived signal. Furthermore the
edge effects in the beginning and the end of the signal affect as well the derivative. The
location of the maxima in the derivative’s oscillations influence the tGrid, which is found.
This can be seen in Figure 5.6a as well as in Figure 5.6d. In the following we analyse the
error on the tGrid measurement, which is created by this effect.
First step: Similar to the simulations shown in Figure 5.4, the induced signals on the grid
is simulated with Garfield. With respect to the previous simulations changes are made, in
order to achieve a better matching between simulated and measured signals: The width of
the drift and acceleration gap is increased in the simulation to corresponds to the respective
gap widths in the experimental set-up. Furthermore a mesh is used as final cathode after the
grid and the initial ion distribution is smeared out as compared to the previous simulations.
The way of this smearing is varied and as well different initial distributions are used, to check
if the initial distribution has an effect on the arrival time of the ions at the grid. Signals are
simulated for different values of the ion mobility KSim.
Second step: Then sinusoidal oscillations with a frequency of 50 kHz are laid over the
simulated signals. In addition, each amplitude value is summed with a random value in the
range of ±10 % from the peak-to-peak amplitude of the sinus. An example is the Signal in
Figure 5.7a.
Third step: These signals are feed into the data analysis procedure. Like the measured
signals at the wire-grid, the simulated signals are transformed to the frequency space, the
high frequencies are removed starting from a given threshold and afterwards the remaining
signals is transformed back. To test dependence of the oscillations in the derived signal on
the actual threshold used for the frequency cut, the cut threshold is varied between 4 kHz
and 14 kHz in 2 kHz steps. Between 8 kHz and 10 kHz finer steps of 0.4 kHz are used, because
this is the range for the typical cut threshold applied in the actual data analysis. For each
of the simulated signals with different KSim, each cut threshold is applied.
Fourth step: The time coordinate of inflection point tGrid is determined in the derivative
of the signals after each frequency cut. We compare these times to the theoretical arrival
time of the ions at the grid (tExpectedGrid ), which we calculate from KSim, the drift distance and
fA similar ∆t = tGrid − tGEM of 1724µs and 1856µs is found for the single measurement and the average
of 2000 measurements, respectively. The agreement in about 8 % between the two values is remarkable,
given the visible oscillations in the derivative of the grid signal after the frequency cut (Fig. 5.6a).
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Figure 5.7: With Garfield [94] the signal induced by ions, which pass a wire-grid, at this
wire-grid are simulated. This signal is overlaid with a periodic noise, similar
to the noise observed in the measurements. The same analysis procedure is
applied to the thus modified simulation, as is used for signals induced at the
grid in our detector. In Figure (a) the simulation with the overlaid noise as
well as different analysis steps are displayed. For more details see the four
steps in the surrounding text. Signal simulations, as shown in Figure (a), are
done for varying initial ion distribution, KSim and threshold frequency of the
frequency cut during the signal analysis procedure. The time at which the ions
pass the wire-grid is extracted from these signals (tGrid) and compared to the
value expected from the input parameters of the simulation (tExpectedGrid ). Figure
(b) shows the result as function of KSim. The vertical bands show the full range
of different tGrid extracted for different frequency threshold, while the average
(respectively standard deviation) of the corresponding tGrid values is marked by
a square (respectively the error bars).
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the drift field in the simulation (Eq. (5.2)). Figure 5.7a shows this comparison on base of
one event. In this example the tExpectedGrid , indicated as Theoretical arrival time, is slightly
lower than the tGrid found.
Results: While comparing the derivative of signals for different threshold of the frequency-
cut we observe that the frequency (or frequencies) of the derivative’s oscillations depends
on the threshold value. This in turn changes the tGrid extracted from the derivative. The
vertical bands in Figure 5.7b corresponds to the range of all the tGrid found for the dif-
ferent combinations of KSim and initial ion distribution. The three bands with a range in
tGrid/t
Expected
Grid larger than 2 % correspond to the simulations with the largest z width of the
initial ion distribution. Looking at the different average tGrid/tExpectedGrid and their standard
deviations, no dependence on KSim can be observed. In the experimental set-up the width
of the initial ion distribution is controlled by the HV settings of the GEM stack, where we
chose settings to keep the width low.
Based on this test we conclude that the relative error of our method to determine tGrid is
not larger than ±2 %. The error on tGrid is hence δ(tGrid) = 0.02 · tGrid.
Full drift time error
The drift time is defined as ∆t = tGrid − tGEM. Gaußian error propagation is used to
calculate the error on the full drift time
δ (∆t) =
√
δ(tGrid)2 + δ(tGEM)2
=
√
(0.02 · tGrid)2 + (20 µs)2 .
(5.3)
5.4.3. Other error sources
Equation (5.1) is the formula to calculate the ion mobility from the measured parameters.
Its second row reads
K = (dDrift)
2
∆t ·∆UDrift .
In addition to the uncertainty of ∆t, the uncertainty of the drift length and of the voltage
difference across the drift gap need to be considered.
The uncertainty on each set voltage is δ(USet) = 2 V. Therefore the full uncertainty on
the voltage difference across the drift gap is
δ(∆UDrift) =
√
δ(UGEM1 Top)2 + δ(UGrid)2 =
√
2 · 2 V . (5.4)
For several measurements without changing the voltage in-between, this uncertainty is fully
correlated among these measurements. However, the mobility is always measured for differ-
ent EDrift and therefore different voltage settings.g
The error on the drift length is a special case, as it is the precision of the measurement of
the drift gap’s width. Because this gap stays constant between measurements, δ(dDrift) is a
systematic uncertainty, which is fully correlated among all the measurements with the same
dDrift. The drift length is defined by spacers, defining the width between the grid-frame and
the GEM1-frame, and by the frame widths themselves. All these could be precisely meas-
ured, resulting in an uncertainty of δ(dDrift) = 0.12 mm (respectively δ(dDrift) = 0.09 mm)
for the 21.35 mm (respectively 25.31 mm) drift gap.
We need to correct the mobility for the ambient pressure pMeas and the temperature TMeas,
to give a result independent of the pressure and temperature present during the measurement
(see Sec. 3.1.1). The related statistical errors are δ(p) = 1 mbar and δ(T ) = 0.5 K.
gWe will comment more on the measurements of K as function of EDrift in Section 5.5.1.
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5.5. Results
For a given gas mixture, the induced signals at the GEM1 bottom electrode and at the wire
grid are simultaneously recorded for various field settings. We average the signal from the
grid as well as the signal from GEM1B over 2000 (or 3000) subsequent events for each field
setting. The ions’ drift time is extracted as explained in Section 5.4 and the ion mobility
K(EDrift) is calculated (Eq. (5.1)), from this drift time. During each measurement the
temperature (TMeas) and atmospheric pressure (pMeas) is recorded. These values are used
to calculate the reduced mobility K0. To this end we use a density correction to the gas
density at 273.15 K and 1013 mbar as it is common in the literature (e.g. [68, 70]).
K0 = K × 273.15 K
TMeas
× PMeas1013 mbar (5.5)
5.5.1. Mobility as function of the drift field
Figure 5.8 shows 1/KMix0 (EDrift) measurements for different Ar-CO2 and Ne-CO2 mixtures.
The drift field varies in a range of several 100 V cm−1 for every mixture. Overall, the minimal
and maximal drift field used are 200 V cm−1 and 1100 V cm−1, respectively.
In this range of EDrift, the (reduced) ion mobility of each mixture can be described in
its error-bars by a constant. A constant mobility corresponds to the expected behaviour
for low electric fields, because otherwise the mobility should change with the electric field
and approach a K ∼ 1/√E behaviour for a high drift field (Sec. 3.1.1, Equations (3.7) and
(3.8)). The value of the electric field is considered as low, if the energy, gained by an ion
from the field, is much smaller than the thermal energy. This is expressed by the relation(
m1
m2
+ m2
m1
)
eEl kT (5.6)
as mentioned in [68]. The masses m1 and m2 have to be chosen according to the masses of
the ion and its collision partner and l is the mean free path between collisions. To estimate
if this condition is fulfilled during our measurements we chose l = 100 nm and E = 1000 V.h(
m1
m2
+ m2
m1
)
· e · 1000 V cm−1 · 100 nm 8.6173× 10−5 eV K · 273.15 K(
m1
m2
+ m2
m1
)
· 0.01 0.0235
(5.7)
In [77] it is shown that the amount of Ar (respectively Ne) and CO2 ions, which is produced
during the gas amplification, corresponds to the fraction the two individual gases have in the
gas mixture. However, as discussed in Section 3.2.1, the ions of the inert gas transfer their
charge in a few a ns time to a CO2 molecule. Furthermore, at our p and T it is likely that
cluster ions from around the CO2 ions [77, 78]. Considering the masses of argon atoms and
carbon-dioxide molecules the factor with the masses in Equation (5.7) will be ∼ 2 for any
choice of m1 and m2. For the case of CO2 molecules colliding with Ne the factor is ∼ 2.6.
Considering cluster ions would result in an even larger (m1m−12 +m2m−11 ). Therefore, the
inequality in Equation (5.6) is not fulfilled. At our gas conditions the energy the ions gain
from the electric field is rather on the order of the thermal energy and not much smaller
then kT .
As illustrated by the measurements displayed in Figure 3.2, there is a two orders of
magnitude difference between the electric field range with constant mobility and such fields
where K0(E) ∼ 1/
√
E. Extrapolating these measurements to the pressure at which our
measurements are done, yields an electric field strength on the order of several 100 V cm−1 at
which the transition from constant ion mobility to an E dependent mobility starts. Although
we measure the drift of different ions, the energy the ions gain from the field are comparable
hAt p = 1013 mbar and T = 273.15 K the mean free path between collisions is 39.5 nm, 63.2 nm and 125 nm
for pure CO2, Ar and Ne, respectively [129].
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(b) Ne-CO2 mixtures
Figure 5.8: For different Ar-CO2 (respectively Ne-CO2) mixtures the inverse reduced ion
mobility is shown. All the points depicted as circles (respectively squares) are
measured with a drift length of 21.35 mm (respectively 25.31 mm). The wa-
ter content varies between different measurements, however all points are in
the range given by 34 ppm < H2O < 98 ppm (respectively 120 ppm < H2O <
180 ppm) for the Ar-CO2 (respectively Ne-CO2) mixtures. There is one ex-
ception: The open Ne-CO2 (90-10) points are recorded with a water content
between 40 ppm and 60 ppm. In Section 5.5.4 the effect of water on the mo-
bility will be discussed. The coloured error-bar represents the error due to
the drift length uncertainty, while the black error bar represents the combined
error of all other sources. As for K0, EDrift has been as well corrected to
EDrift = EDrift applied · 1013 mbar · p−1Meas · TMeas · (273.15 K)−1
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between our and their measurement. Therefore, the observed constant KMix0 (EDrift) are
sensible.
5.5.2. Blanc’s law for the Ar-CO2 and Ne-CO2 mixtures
Because we found the reduced mobilities measured constant for different EDrift, we average
individual measurements, using the weighted mean
KMix0 =
∑
EK
Mix
0 (E) · w(E)
w(E)
with : w(E) = 1
δ
(
KMix0 (E)
)2 .
The error of the mean mobility is calculated by the corresponding error of the weighted
mean:
δ
(
KMix0
)
=
√∑
E w(E)2 · δ
(
KMix0 (E)
)2∑
E w(E)
= 1√∑
E δ
(
KMix0 (E)
)−2
The electric field E indicates that the different KMix0 (E) (respectively δ(KMix0 (E))) are meas-
ured at different drift field and it serves at the same time as summation index in these
equations. The δ(KMix0 (E)) for each measured mobility is calculated from the individual un-
certainties discussed in Sections 5.4.2 and 5.4.3. For all the statistical errors we use Gaußian
error propagation. The drift length error is added in quadrature to the final δ
(
KMix0
)
. Like
this we obtain one 1/K0 Mix and its uncertainty for each gas mixture, which is displayed in
Figure 5.8. All points in Figure 5.9a (respectively 5.9b) correspond to a measurement series
of an Ar-CO2 (respectively Ne-CO2) mixture in Figure 5.8a (respectively 5.8b). However,
the Ne-CO2 (90-10) points for low water content are not used in order to have less than
100 ppm difference in the water content among all points in each plot of Figure 5.9. See
Section 5.5.4 for measurements of the water’s influence on the ion mobility.
In the Ar-CO2 and the Ne-CO2 mixtures, only CO2 ions or cluster ions based around
CO2 should drift, as calculated in [77]. Therefore we assume that in both gas mixtures only
one ion species is drifting. This enables us to use Blanc’s law [69] (Eq. (3.9), Sec. 3.1.1) to
extract the mobility of these ions in pure argon (respectively neon) and pure carbon-dioxide.
To this end we fit
1
KMix0
= a+ fCO2 (b− a) (5.8)
to our measured 1/K0 in each plot of Figure 5.9. The parameter a and b correspond to
1/KAr0 (respectively 1/KNe0 ) and KCO20 , respectively, while fCO2 is the CO2 fraction in the
mixture. In Table 5.1 the fit results are shown. The function in Equation (5.8) describes
the data well. We find a χ2/NDF of 1.65 and 4.62 for the fit to the 1/KMix0 points of the
Ar-CO2 and Ne-CO2 mixtures, respectively.i For the argon- as well as the neon-based gas
mixtures the KCO20 values agree within their error bars. This confirms that in both mixtures
the same (cluster) ion species drifts. Our gas mixtures have a water content on the order
of 100 ppm, therefore it is likely that the migrating ions in these mixture are cluster ions
CO+2 (CO2)n (n ∼ 5), to which water ions attach themselves [77]. We choose running at this
water content, because the gas mixture in the ALICE TPC has a water content of 100 ppm.
Comparison to literature
In order to check if our method to measure the mobility is sensible, we compare our results to
existing measurements. The 1/K0 measurements with Ar-CO2 (squares in Fig. 5.9a) agree
iNDF stands for the number of the degrees of freedom of the fit.
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Figure 5.9: Each 1/K0 point corresponds to the average over all the points measured for the
respective gas mixture. All ion mobilities for the different Ar-CO2 mixtures (a)
(respectively Ne-CO2 mixtures (b)) result from the corresponding measurements
in Figure 5.8a (respectively 5.8b). For comparison, results from other groups are
shown. The Schultz et al. points are extracted from [130], the Encarnação et al.
points from [131] (Ar-CO2) and [77] (Ne-CO2). From the later paper the NA41
and ALICE IROC points are extracted as well. The D. Varga et al. points have
been previously shown in [132]. Both plots have been shown in [133].
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Ar CO2
K0 (1.94± 0.01) cm2 V−1 s−1 (1.10± 0.01) cm2 V−1 s−1
Ne CO2
K0 (4.06± 0.07) cm2 V−1 s−1 (1.09± 0.01) cm2 V−1 s−1
Table 5.1.: A linear fit according to Equation (5.8) has been performed to our measurements
shown in Figures 5.9a and 5.9b. The tabulated values are the results of this fits.
According to Blanc’s law [69] (Eq. (3.9), Sec. 3.1.1) the reduced ion mobilities
here, are the mobilities in pure argon, neon and carbon-dioxide for the ion species
drifting in the Ar-CO2 and Ne-CO2 mixtures used in the measurements.
well with the results of Schultz et al. [130] (crosses in the same figure) for a carbon-dioxide
fraction of 20-30 %. Their measurements are done at a pressure and temperature comparable
to our measurements. However, the slope differs, which describes 1/K0 as function of the
CO2 content. They find aKCO20 and aKAr0 which is 20 % higher and 10 % lower, respectively,
as our results in Table 5.1. Because our two results of KCO20 are measured independently
and agree well with each other, we think that the discrepancy is not due to a measurement
error, but it may be due to the different amount of water in their and our set-up. As
compared to the results from Encarnação et al. [131] (triangles in Fig. 5.9a), K0 seems
to be under-estimated. These measurements are taken at much lower water content and at
a pressure between 8 mbar and 13 mbar. At this pressure the formation of cluster ions is
expected to differ, therefore mobility measurements at our gas conditions and theirs are not
expected to have the exact same result [134].
With Ne-CO2 mixtures a similar difference between our results (squares in Fig. 5.9b) and
the results of Encarnação et al. [77] (triangles in the same figure) is observed. This can be
attributed as well to the different pressure in our and their measurements. Measurements by
D. Varga et al. [132] (stars in Fig. 5.9b) agree well with our measurement at Ne-CO2 (80-
20). They measure at a similar pressure and temperature as compared to our measurements.
The remaining difference may be due to a different water content of the gas. For Ne-CO2
(90-10) there are two more measurements in the paper [77]: Two points from NA49 (crosses)
and one point from an ALICE IROC (diamond). These points are based on an analysis of
signals, which are induced by ions drifting through the wire planes of a readout chamber of
the NA49 and ALICE TPC, respectively. With both readout chambers a higher ion mobility
is found, as for our measurements with the Ne-CO2 (90-10) mixture. Partially the water
content will be responsible for this difference. However, the methods to measure the ion
mobility differ significantly and there may be an so far not known error source in our or
their measurements.
Conclusions
Overall, the comparison of our measurements to existing measurements shows that our
method to determine the ion mobility works well. We measure ion mobilities at a regime of
temperature, pressure and electric field at which TPCs are usually operated at. In case of the
different Ar-CO2 mixtures existing results are reproduced, while for the Ne-CO2 mixtures
we reproduce existing results and we provide ion mobilities for mixtures with higher CO2
content, which have not been measured before.
5.5.3. Admixture of N2 to Ne-CO2 mixtures
The gas mixture which will be used for the upgraded ALICE TPC is Ne-CO2-N2 (90-10-5)
[23]. This mixture has been used previously in the ALICE TPC and is used currently (2017)
as well. Adding N2 to Ne-CO2 (90-10) improves the gain stability of the current TPC’s wire
chambers as compared to pure Ne-CO2 (90-10) [11]. However, no systematic study of the
ion mobility for this mixture existed so far. We perform such measurements and analyse
them, as done for the other measurements presented in this section.
In Figure 5.10a we show several 1/KMix0 (EDrift) for different amounts of nitrogen and
84
5.5. Results
 [V/cm]DE
400 500 600 700 800 900 1000 1100
]2
 
[V
 s/
cm
0
1/
K
0.32
0.33
0.34
0.35
0.36
0.37
0.38
0.39
      (90-10)      2 Ne-CO
 (90-10-2.5)  2-N2 Ne-CO
 (90-10-5)    2-N2 Ne-CO
 (90-10-7.5)  2-N2 Ne-CO
 (90-10-10)   2-N2 Ne-CO
../Bilder/one_over_k_NeCO2N2_ed.pdf
(a)
 (90-10-X)2-N2X in Ne-CO
0 2 4 6 8 10 12
]2
 
[V
 s/
cm
0
1/
K
0.28
0.3
0.32
0.34
0.36
0.38
O < 132 ppm)     
2
This work (129 ppm < H
O content unknown)        
2
ALICE IROC (H
../Bilder/one_over_k_NeCO2N2_co2.pdf
(b)
Figure 5.10: Measurements of 1/K0 for different amount of N2 admixtures to a Ne-CO2 (90-
10) gas mixture. Figure (a) shows one over the reduced mobility for different
EDrift for different Ne-CO2-N2 mixtures. As in the similar plots in Figure 5.8,
the set EDrift has been corrected to its value 1013 mbar and 273.15 K. Also, the
same convention for the error bars as in that figure is used here. The points
in Figure (b) correspond to the average of each of these measurement series.
Furthermore one point from [77] (ALICE IROC ) is shown, however, the water
content is not indicated for this measurement. Most likely it is H2O < 20 ppm.
values of the drift field between 400 V cm−1 and 1100 V cm−1. Adding nitrogen reduces
the ion mobility slightly as checking e.g. the results for Ne-CO2-N2 (90-10-10) against
measurements with Ne-CO2 (90-10). However, this change is only a bit larger than our
measurement precision.j
Nevertheless, we average the 1/KMix0 (EDrift) to obtain the reduced mobility for each gas
mixture as explained in Section 5.5.2. In Figure 5.10b the resulting plot is shown. The trend
of decreasing KMix0 with increasing N2 content can be clearly seen. Nitrogen has a higher
ionisation energy than neon or carbon-dioxide, as well as water or Oxygen [135]. Therefore
it is likely that the same (cluster) ions drift, as in the Ne-CO2 mixtures examined before. In
[77] it is as well assumed that cluster ions, which form around CO+2 , drift in a Ne-CO2-N2
(90-10-5) mixture.
While fitting Blanc’s law as in Equation (5.8) to the data, a sensible result is only obtained
if either the reduced mobility of the drifting ions in pure Ne or CO2 is fixed to the value
in Table 5.1. Therefore the fit function has only two free parameters. The fit result yields
KN20 = (1.8± 0.2) cm2 V−1 s−1. The other free parameter – either KNe0 or KCO20 – is found
to be about 8 % lower than the reduced mobility previously found and listed in Table 5.1.
Therefore the KN20 and its uncertainty may deviate from the actual mobility, which the ions
drifting in Ne-CO2-N2 mixtures would have in pure N2.
Except for the ALICE IROC point in Figure 5.10b, which has been extracted from [77]
there are no measurements of the ion mobility with Ne-CO2-N2 mixtures. The difference
between their point and our point may be due to the different water content or due to
the different experimental method used by us and them. As for the ALICE IROC point
in Figure 5.9b, they obtain the ion mobility from the ion tail of signals induced during
the gas amplification in a wire chamber. Therefore they need to extract the ion mobility
from the ion drift over a short distance in a non-homogeneous electric field. In [136] ion
mobility is measured for nitrogen based cluster ions in Ne-N2 at a pressure between 8 mbar
and 11 mbar and a water content smaller than 20 ppm. Their measured mobility in Ne-N2
(90-15) is about a factor two higher than our K0 measured in Ne-CO2-N2 (90-10-5).k The
jWe measured as well Ne-CO2-N2 (90-10-15) and (90-10-29). However, these measurement are not included
in Figure 5.10, because their water content differs significantly. Therefore no strong conclusion about
the effect of nitrogen can be drawn from these measurements. See as well Section 5.5.4.
kThe ion mobility they find for Ne-N2 (95-5) is higher.
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(a) Ar-CO2 (90-10)
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Figure 5.11: The reduced ion mobility for varying water content in the gas. As for the other
plots of the reduced ion mobility as function of the drift field (Fig. 5.8 and Fig.
5.10a), the set EDrift is corrected to its value 1013 mbar and 273.15 K and the
same convention for the error bars as in these similar figures applies here.
difference is due to the fact that a different (cluster) ion moves in the mixture without CO2.l
Indirectly, we can conclude from these measurements in [136], that despite the addition of
N2 to the Ne-CO2 mixture, the drifting ions are still CO+2 ions, or corresponding cluster
ions. Otherwise a more drastic change from Ne-CO2 (90-10) to a Ne-CO2-N2 is expected
and then a change of ion mobility with increasing nitrogen content.
Conclusions
Adding nitrogen to a Ne-CO2 (90-10) gas mixture reduces the (reduced) ion mobility of
the resulting mixture as compared to the mixture without N2. The effect is however not
big: Changing from 0 % nitrogen to 9 % nitrogen, results in a reduction of KMix0 of about
6 %. For the drifting ions in Ne-CO2-N2 (90-10-X) mixtures we find a preliminary value
of KN20 = (1.8± 0.2) cm2 V−1 s−1, where KN20 is the reduced mobility of these ions in pure
nitrogen.
The reduced ion mobility of the baseline gas mixture for the future ALICE TPC Ne-CO2-N2
(90-10-5) is (2.92± 0.04) cm2 V−1 s−1, measured at a water content of (130± 1) ppm.
5.5.4. Traces of H2O in Ne-CO2 (90-10) and Ar-CO2 (90-10)
One difference of our measurements to the measurements of other groups is the water con-
tent in the gas. Our goal has been to measure the ion mobility in the baseline gas mixture
for the future ALICE TPC, therefore most of our measurements are done with a water
content around 100 ppm, give or take a few 10 ppm. In order to study the effect of traces
of H2O on the (reduced) ion mobility, the water content in Ar-CO2 (90-10) (respectively
Ne-CO2 (90-10)) has been increased from about 70 ppm to about 1000 ppm (respectively
from ∼ 320 ppm to ∼ 2050 ppm). In Figure 5.12 the corresponding plots are displayed.
From the measurements done in Ar-CO2 (90-10) (Fig. 5.11a) no conclusion about the ef-
fect of water admixtures can be made. It is visible that there is a change in 1/KMix+H2O0 (E)
for different water content, but this change is on the order of the measurement precision.
The points in the figure are a compilation of several measurements, partially with a large
time between subsequent measurements. In case of the Ne-CO2 (90-10) (Fig. 5.11b) meas-
urements, all measurements are done directly after each other in order to minimise other
changes in the gas conditions. Also in this case the change of the reduced mobility for
different H2O content is on the order of the measurement precision. However, in this case a
clear decrease of KMix+H2O0 (E) with increasing water content can be seen.
The weighted mean of each measurement series is again calculated and the correspond-
lWe expect as well an effect of the different gas conditions in our and their measurements. This effect should
be similar to the difference observed while checking our measurements in Ne-CO2 mixtures against their
results. (Both in Fig. 5.9b.)
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Figure 5.12: The weighted mean of the data series in Figure 5.11a (respectively Fig. 5.11b)
showing the change in mobility for varying water content in Ar-CO2 (90-10)
(respectively Ne-CO2 (90-10)). The horizontal error-bars do not represent an
uncertainty, but indicate the range over which the water content is varied.
ing points are displayed in Figure 5.12. For the Ar-CO2 (90-10) mixture a decrease of
KMix+H2O0 between 5.5 % to 7 % is found as the water content is increased from about
72 ppm to 1000 ppm. In case of Ne-CO2 (90-10) a clearer trend can be identified: While
increasing the water content in the mixture from 365 ppm to 900 ppm the (reduced) mobility
decreases by 5.8 %. Only one measurement series with even higher water content (2200 ppm)
has been done. It seems that the decrease of mobility with increasing water content is more
prominent at lower water content.
The fact that we observe a clearer trend in the neon-based gas mixture might be as well to
the fact that Ne-CO2 mixtures are faster mixtures than Ar-CO2 mixtures, with respect to
the ion mobility. Therefore the impact of the H2O molecules is more drastic in the Ne-CO2
case. A follow up study could examine the low water content behaviour – e.g. the change
from zero water content to a few ppm. This should help to understand the effect of the
water on the mobility better. This we couldn’t examine, because our detector is not tight
enough to rule out completely that humidity from the air diffuses into the counting gas.
5.6. Summary
A set-up to measure the mobility of ions was commissioned successfully. The drift time
of ions through the drift gap was measured using two simultaneous recorded signals. One
signal recorded at the bottom side of GEM1 provided the start-time of the ion drift. In
order to determine the time of arrival of the ions at a wire grid, defining the end of the drift
volume, we developed a novel method. We recorded the induced signal over the full drift
time of the ions and used an inflection point in this signal to extract the ions’ arrival time
at the grid. From these two time values the drift time and thus the mobility was calculated.
This was done for different gas mixtures and for each gas mixture different drift fields were
examined. The effect of water admixtures was examined as well.
Our measurements were done at drift fields on the order of several 100 V and at atmo-
spheric pressure and room temperature. These settings are typical for TPCs. Furthermore,
the water content of the gas mixtures during our measurements was around 100 ppm as it is
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foreseen for the upgraded ALICE TPC. We found the ion mobility to be compatible with a
constant for the examined range of E/p. The mobility of CO2 ions (or cluster ions formed
around CO+2 ) in Ar was found to be consistent with previous publications at similar gas con-
ditions [130]. Compared to measurements done by Encarnação et al., the measured K0 of
CO+2 in Ar [131] (respectively Ne) was up to 10 % (20 %) lower. However, the Encarnação et
al. measurements were done at a very low pressure of about 10 mbar, at which the clustering
reactions and hence the drifting ion is expected to differ as compared to our measurements.
Other, existing measurements of Ne-CO2 mixtures at ambient pressure agree better [77, 132]
and were extended to higher carbon-dioxide content during our measurements.
From fits of Blanc’s law to our Ar-CO2 data we found the reduced mobility of the drift-
ing (cluster) ion in pure argon to be (1.94± 0.01) cm2 V−1 s−1 and in pure carbon-dioxide
to be (1.10± 0.01) cm2 V−1 s−1. For similar fits to the Ne-CO2 data we found the re-
duced mobility of the drifting (cluster) ion to be (4.06± 0.07) cm2 V−1 s−1 in pure neon and
(1.09± 0.01) cm2 V−1 s−1 in pure carbon-dioxide. The similarity of both mobilities in CO2
suggest that the same ion drifts in the argon- as well as the neon-based gas mixture. As
suggested in [77] it is likely that the ion species is either CO+2 or a cluster ion formed around
CO+2 . From a similar analysis of nitrogen admixtures to Ne-CO2 (90-10) we found a prelim-
inary value of (1.8± 0.2) cm2 V−1 s−1 for the mobility of the drifting ion in pure nitrogen.
Admixtures of N2 reduced the mobility as compared to pure Ne-CO2 (90-10) by ∼ 6 % for
an increase of the nitrogen content in the mixture from 0 % to 9 %. For the baseline gas
mixture of the future ALICE TPC, Ne-CO2-N2 (90-10-5), we found a reduced mobility of
(2.92± 0.04) cm2 V−1 s−1. This value was measured with a water content of (130± 1) ppm
in the gas mixture. Therefore, the actual mobility in the ALICE TPC gas mixture is 30 %
smaller compared to the ion-mobility of neon used in [23, 120].
Furthermore the change of the ion mobility induced by the water content in the gas was
examined using Ar-CO2 (90-10) and Ne-CO2 (90-10) mixtures. In case of Ar-CO2 (90-10) a
decrease of the mobility about 6 % was found as the water content is increases from 72 ppm
to 1000 ppm. However, these results are not conclusive, because of the high spread and
uncertainties of the measured points as compared to the size of the water’s effect on the
mobility. While increasing the water content in the Ne-CO2 (90-10) mixture from 365 ppm
to 900 ppm the (reduced) mobility decreased by 5.8 %. The effect seemed to level slowly off
for a further increase of the H2O content. There are no previous results in the literature,
we are aware of, in order to compare to these measurements. They agree with the general
assumption that water lowers the ion mobility.
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No repairs of the ALICE TPC readout chambers are possible once the TPC is installed in its
final position. Therefore it has to be ensured beforehand that the new GEM-based readout
chambers survive the full lifetime of the upgraded TPC of about ten years. The ageing of
the detector materials has to be taken into account [137]. Furthermore, the chambers have
to be stable against discharges. In one month of lead-lead data taking at 50 kHz between
2 and 10 discharges are expected per GEM stack of the future ALICE TPC. This number
is based on the result of a beam-test of an Inner Readout Chamber (IROC) discussed in
Section 4.3.3 [24].
A discharge may create a permanent short between the two sides of a GEM foil and in
the worst case scenario of several shorts in one foil, the whole GEM stack can be rendered
non operational. The goal is therefore that the discharge probability per crossing particle is
low and that the occurring discharges do not damage the detector.
The term discharges studies usually is used for stability studies. These aim at determining
the probability of discharge occurrence in a detector operated at conditions (e.g. High
Voltage (HV) settings) foreseen for the detector’s operation at an experiment. The afore
mentioned test with a prototype ALICE TPC IROC, determining the discharge probability
of this chamber is a good example for this kind of study. The measurements in this chapter,
however, are actual studies of the properties of discharges. Therefore, we have chosen
the detector’s settings to the end of producing a high amount of discharges. We examine
the discharging detector and draw conclusions for the future ROCs of the ALICE TPC.
The measurements shown in this chapter are focusing on initial discharges in GEM foils.
Secondary discharges are discussed in Chapter 7. Most studies use Ar-CO2 (90-10) as
counting gas, some or done using the ALICE TPC baseline gas mixture Ne-CO2-N2 (90-10-
5).
6.1. Chapter outline
In this chapter we describe the methods and tools used for the discharge studies as well as
for the secondary discharge studies. In Section 6.2 we describe our experimental set-up using
GEM foils in either a single-GEM or a double-GEM configuration. Furthermore, the high
voltage probes are described. These allow to measure the change of potentials at different
electrodes in the detector as discharges occur. Based on statements already made in Section
3.3.3, we discuss the discharge development in GEM foils in Section 6.3. Furthermore, our
radiation source, which is used to trigger discharges, is introduced. In this context we show
simulations, which allow us to disentangle effects of our set-up’s geometry from the source’s
properties.
From Section 6.4 on, discharge studies are described and their results are discussed in the
context of detector operation in general and the special case of the ALICE TPC ROCs. We
start with the measurement of discharge probability (Sec. 6.4) at our voltage settings, tuned
to produce many discharges. This is done in order to compare to the considerations of the
discharge mechanism in the previous section. We also compare our results to the findings of
other groups, measuring at different voltage settings. Furthermore we measure the difference
in discharge probability between a large pitch and a standard pitch GEM foil. Studies of
the evolution of GEM potentials during and after a discharge are reported in Section 6.5.
Different resistors in the circuit supplying the GEM foils with HV as well as different power
supplies (PSs) are used and the differences among them quantified. Afterwards we move on
to an extension of our experimental set-up, which is a mock-up of a stack of two segmented
GEMs. This mock-up as well as the corresponding studies with it are the content of Section
6.6. They are done with a cascaded PS as well as the circuit elements currently foreseen for
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Figure 6.1: Sketch of the set-up used for the measurements in this chapter and the ones
in Chapter 7: A stack of two GEMs (or one GEM) is mounted on top of an
anode. On top of the GEM stack a mesh serves as drift cathode. Discharges
are triggered in either of the GEMs by a combination of a highly ionising source
and a sufficient voltage difference across the respective GEM. Then, discharges
induce a signal on the anode plane, which are counted using NIM modules. In
addition, the induced signals are recorded and stored with an oscilloscope. Two
high voltage probes are used at different electrodes in the detector to monitor
the potential changes during a discharge.
the upgraded ALICE TPC. On the one hand these studies allow to draw conclusions about
the expected potential changes in a GEM stack of the TPC after the upgrade. On the other
hand they apply as well to the usage of segmented GEMs in general.
All measurements in this chapter and Chapters 7 and 8 are triggered by the needs of
the ALICE TPC Upgrade. However they are as well applicable to other experiments using
GEMs or planning to do so. The challenge of building detectors with an either very low
discharge probability or a certain robustness against occurring discharges is common among
all these experiments.
6.2. Experimental set-up
The studies described in this section have been performed with a small detector equipped
with 10× 10 cm2 gas electron multiplier foils as sketched in Figure 6.1. The GEM (stack) is
enclosed by the detector volume, being flushed with either Ar-CO2 (90-10) or Ne-CO2-N2
(90-10-5) at atmospheric pressure. A water sensor in the exhaust line allows to monitor the
gas quality, since contaminations originating from the surrounding air (e.g. O2) are known
to follow a similar trend as water. A photo of the GEM stack without the box defining the
gas volume is shown in Figure 6.2. To power all the GEM electrodes, three different systems
are used: A CAEN 470 [123] power supply with four independent channels, a CAEN A1515
cascaded 16 channel PS [138], and a resistor chain. The power supplies are operated with a
current limit several 100 µA higher than the expected currents and set to the over current
mode. Therefore they do not trip in case of a discharge. A loading resistor (RL) of usually
10 MΩ is present in the high voltage path to the top side of each GEM. The bottom sides
of the foils are powered without any resistor or with a decoupling resistors (RD). During
measurements with the independent channel PS, a resistor to ground is added to each HV
channel in order to sink excess currents in case of a discharge.
Discharges in one of the two GEMs induce a signal on the anode plane. This signal is
attenuateda and then passed on to a discriminator. If it is higher than a set threshold
(∼ 150 mV), it is counted by a scaler. A gate of several hundreds of µs is opened for each
aIn most measurements, a 10 kΩ resistor in series with a 3 dB T-type attenuator was used.
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Figure 6.2: A part of the set-up shown in Figure 6.1 GEM1 is mounted on top of GEM2 and
the anode plane. On the right side of the picture a part of the mesh is visible,
which serves as cathode and is here dismounted. The four supports for the mesh
are seen on top of each corner of the GEM stack. The box enclosing the GEM
stack, anode plane and cathode is not shown. The dots on GEM1 are marks due
to discharges.
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Figure 6.3: Anode plane signal measured during a discharge in GEM2 (double-GEM con-
figuration) with the standard attenuation as described in the text. The signal
was obtained during measurements with Ar-CO2 (90-10) using no decoupling
resistance and a loading resistor of 10 MΩ.
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Figure 6.4: Circuit diagram of HV probe, showing the components used to construct the
probe. Especially the internal capacitance of the two probes may differ, because
of parasitic capacitances introduced during the soldering. The oscilloscope’s
internal capacitance differs between the two different used oscilloscopes.
discharge detected. During this time, no further signals are accepted. The gate’s length
of > 100 µs is longer than the decay time of such discharge signals, which is on the order
of 50µs in case of the standard attenuation (Fig. 6.3), and far shorter than the recharging
time of the GEM (∼ 100 ms) given by the RC-constant of the supply circuit. The gate
ensures that double counting of the same discharge is avoided. Finally this method does not
introduce a dead-time to the discharge measurements.
6.2.1. High voltage probes
Two custom made high voltage probes are used to examine the potentials on the GEM
electrodes during a discharge. Such a probe is directly plugged into the oscilloscope and
forms a voltage divider with its internal resistance and the input resistance of the oscilloscope
(Fig. 6.4). For each probe, a combination of resistors with a total resistance of 345.5 MΩ
and 343.7 MΩ is chosen for probe 1 and probe 2, respectively. The voltage divider formed
by a probe and the 1 MΩ input resistance of the oscilloscope allows to measure the highest
potential of interest (UGEM1, Top ∼ 3 kV) in the dynamic range of the oscilloscope, which is
about ±10 V. As input capacitance of the oscilloscopes we use either 11 pF [139] (DSO9254A
2.5GHz, by Keysight, former Agilent) or 16 pF [140] (RTE1054, by Rohde&Schwarz) for an
input resistance of 1 MΩ. Unfortunately, the manufacturers of both oscilloscopes quote the
input capacitance only as approximate value. To ensure proper signal transmission, we
attempt to match the impedance of the probes to the input impedance of the oscilloscope.
Therefore, a series connection of 22×1.5 pF capacitors is introduced in parallel to the internal
resistance of both probes. In theory, the resulting probe capacitance is CProbe = 0.0682 pF.
However, parasitic capacitances in series with CProbe are expected, because of the soldering
connections between the single capacitors. Shunt capacitances to ground are expected as
well. The theoretical RC constants of the probes and the used oscilloscopes are therefore
∼ 24µs and 11 µs or 16 µs, respectively.
Parametrisation of the AC response
To check the quality of the impedance matching between probes and the oscilloscope, we
perform a calibration using signals, which rise fast from zero to a given voltage Uset. The
probes are connected to a power supply via a fast switching relay (FT2 D3423 [141]). In
total, 20 different voltages (Uset) between 50 V and 1000 V are applied to the relay and,
after switching the relay, to the probes. Two example signals are displayed in Figure 6.5a:
At t = 0, the voltage rises in about ∼ 1µs to 500 V and so do the signals measured by the
probes. The signals appear as broad bands, because the relay (being powered by a 5 V power
supply) and the high voltage power supply introduce noise in the frequency region above
several 10 kHz. Both signals feature an overshoot which decays until only USet remains.
This excess on top of the expected rectangular signal can either be a feature of the signals
or the calibration circuit or it is due to imperfect impedance matching between scope and
probes. The faster and the higher the actual voltage change is, the higher is the excess. We
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Figure 6.5: Illustration of the calibration of the high voltage probes: (a) The response of the
two probes to a fast voltage rise of 500 V. Figure (b) shows the same signals, but
with the applied calibration. Figures (c) to (e) show the parameters obtained
during the probe calibration for each voltage step. For explanations see Section
6.2.1.
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Probe 1 Probe 2
1/c0 (340± 1) V−1 (333± 1) V−1
1/c1 (112± 11) µs (102± 19) µs
1/c2 (731± 5) V−1 (695± 5) V−1
Table 6.1.: Straight line fit results (c0, c2) as given in Equation (6.2) to the data displayed
in Figures 6.5c and 6.5e. The parameter c1 was obtained by fitting a constant to
the data in Figure 6.5d.
parametrise this overshoot, using all the recorded calibration signals. In each recording the
overshoot is fitted with the function
Ufit(t) = p0 + p2 · exp (t · p1) , (6.1)
but only with p1 and p2 as free parameters. The parameter p0 corresponds to USet and is
fitted in advance by a constant in a region of the signal where the overshoot has already
decayed (i.e. at high t). The time range of the fit in Equation (6.1) is chosen from t = 40µs
until the end of the recorded signal, because at small t the signal deviates from the expo-
nential parametrisation in Equation (6.1). This deviation is partially due to the relay itself.
In some cases, it does not switch on the full voltage immediately but with an intermediate
step occurring a few micro seconds after the initial one. The Probe 2 data points in Figure
6.5a illustrate this case. After the full voltage is present, signals have first a plateau until
eventually the actual decay starts. For each USet and HV probe, 20 calibration signals are
recorded and fitted. These fit results are then averaged for each USet. The corresponding
averaged values for both probes can be found in Figures 6.5c to 6.5e. As uncertainty, the
full spread between the 20 values obtained for each pi, i = 0, 1, 2 is given.
The amplitude of the overshoot (p2) and the parameter accounting for the set-voltage (p0)
obviously depend on USet, as can be seen in Figures 6.5c and 6.5e. On the other hand, p1
should correspond to the inverse of the probes’ RC constants in case the overshoot is due to
bad impedance matching. Therefore, the parameter should be independent of the applied
voltage. Linear fits and a constant fit to the data following
pi(USet) = USet · ci i = 0, 2 ,
p1(USet) = c1 ,
(6.2)
respectively, yield the parameters given in Table 6.1. Except for p1, the fitted parameters
show a small spread and follow closely the respective linear or constant trends. For highest
voltages used, the spread of the p2 values increases. For USet > 500 V the decay seems
to be steeper than an exponential decay. As a consequence the fit describes the data less
well. This deviation from the expected exponential behaviour can be an indication that the
observed signal shape (Fig. 6.5a) is not only due to a difference of the impedances of the
probes and oscilloscope. The actual signal may feature already an overshoot.
Consistency checks
The value of 1/c0 is the conversion factor from the amplitude of set (DC) voltage to the
measured voltage. Following the equation of a voltage divider
UMeas = USet · RScope
RScope +RProbe
it is expected
RScope
RScope +RProbe
= 1346 .
This is indeed close to the values reproduced by the fit (Table 6.1).
The results for p1 (Fig. 6.5d) show a high spread and they are compatible with the
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expected constant trend as well as with a slight linear decrease of p1 with increasing USet.
Only the result of fitting a constant to the data is shown in Table 6.1, because the constant
behaviour is motivated by 1/c1 corresponding to the RC constant of the probes. The c1
values of both probes are compatible with each other. However, they are approximately
five times larger than the RC constant calculated from the capacitors and resistors in each
probe. Because p1 is the most unstable parameter of the fit, as the spread in the values
displayed in Figure 6.5d illustrates, the uncertainty on this parameter are quite large. The
discrepancy between the two 1/c0 results and the expected RC constant may be due to
the fact that the actual capacitance of the probes is not known. The soldering process of
the probes introduces parasitic capacitances, altering the total capacitance. However, the
overshoot can as well be a feature of the signal themselves, and not be due to a problem in
the impedance matching. In this case, the decay time can differ significantly from the RC
constant of the probes, explaining the larger values of 1/c1.
As last consistency check the test set-up is simulated with LTSpice [142]. Doing so, we
use the values discussed in this section for the probe resistance, probe capacitance and the
input resistance as well as input capacitance of the oscilloscope. The calibration signals are
approximated by rectangular signals, being fed into the probes input labelled Detector in
Figure 6.4. Furthermore we examine the effect of having different values for capacitors and
resistors in our test circuit. Always one parameter is scanned, while the others are kept
constant. The simulated signals are qualitatively in agreement with the signals recorded.
However, the decay of the overshoot is faster than found in the measured calibration signals.
If we change the impedance matching in the simulation, we can alter the amplitude (or
c2) of the overshoot. The time constant, however, can not be changed in this way as to
reproduce c1 listed in Table 6.1. The circuit diagram of the FT2 D3423 relay is not included
in the simulation. This can be the reason for not reproducing the signals exactly, because
additional (or missing) circuit elements impact the outcome of the simulations. It is also
possible that the calibration signals themselves contribute to the observed excess.
Correcting discharge signals
In order to correct a measured signal for the overshoot, Equations (6.1) and (6.2) are com-
bined to yield
UCorr(t) = UMeas(t)− p2(UDrop, assumed) · exp (−t · p1(UCorr))
= UMeas(t)− c2 · UDrop, assumed · exp
(
− t
c1
)
.
(6.3)
An iterative procedure is used for the correction of signals with a voltage drop, because the
correction depends on the actual drop, which is usually not known beforehand. During the
first iteration the value UDrop, assumed is found by subtracting the voltage present before the
drop – the baseline – from UMeas(ta) at a given time ta after the voltage drop. After the
correction is applied, the new value of the voltage drop is calculated using UCorr(ta). If it is
smaller (respectively larger) than UDrop, assumed used for the correction, the value assumed
for the actual voltage drop is decreased (respectively increased) for the next iteration. This
is repeated until UDrop, assumed matches the voltage drop calculated from UCorr within 3 %.
Figure 6.5b shows the signals in Figure 6.5a after correction. It is well visible that the
correction leads to a rectangular shape of the signals. After the correction both signals
appear to increase slightly after the initial voltage step at t ∼ 0 until t ∼ 25µs. This is most
likely because too much of the signal is subtracted, since the data is not well described by
Equation (6.1) during the first ∼ 10µs after the initial voltage step.
Differences among the calibration and measurement circuit
The circuit elements of the calibration set-up and the biasing schema of a GEM stack
differ. Furthermore, the bottom and top electrode of a GEM are on a potential. Therefore
the voltage drops during a discharge in a GEM e.g. from the potential at the top GEM
electrode towards the value of the potential present at the bottom electrode and not from
the ground potential to a positive potential as in the calibration case. On the other hand,
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a discharge in a GEM will produce a voltage drop smaller than 500 V. Therefore, the signal
amplitudes are similar to the calibration signals used here and the direction of the voltage
drop is usually towards more positive potentials. Discharges occur faster than the switching
of the relay, hence the discharge-induced voltage drop, as well as the calibration voltage
drop, are faster than the RC constant of the probes.
Applicability of the probes’ calibration to discharge data
Because of these differences between the calibration set-up and the detector, the paramet-
risation of the RC response of the probes (Table 6.1) may not be suitable to correct meas-
urements of potential changes during a discharge. Furthermore we can not exclude that the
overshoot is part of the actual signal after the relay is switched. The discrepancy between
the LTSpice simulations and the measured signals as well as the result for the parameter
c1 suggest this. However, the parameter describing the DC part of the signal (1/c0) can be
used in any case with the discharge data, since it is not affected by possible problems with
the impedance matching, and because it is not affected by effects occurring during the relay
switching.
Finally the probe parametrisation might not be applicable for the discharge measurements.
An AC correction may be needed. In this case the observed overshoot would be due to the
probes and the calibration would work also with different values of the parametrisation of
the probes’ AC response. Fig. 6.5 illustrates that an overshoot of signals can be paramet-
rised with linear (constant) parameters with respect to the occurring voltage drop. This
linearity is important to find a new parametrisation on the basis of real data. Nevertheless,
the probes allow a qualitative analysis of potential evolution at any times.
6.2.2. Measurement procedure
This study focuses on the analysis of the behaviour of the detector during discharges. How-
ever, under standard conditions discharges are too rare to perform a detailed, quantitative
study of the typical detector behaviour during discharges. Therefore, discharges are triggered
voluntarily in (one of) the GEM(s) by a combination of a highly ionising (Rn) source and a
high voltage across the respective foil. For example, with a single-GEM in Ar-CO2 (90-10)
the potential difference between the two sides of the GEM foil ∆UGEM is set to a value
higher than 400 V. At this voltage, the ionizations created by the α decay of 222Rn in the
gas lead to a discharge in the GEM foil with a high probability.
The number of discharges is measured over a given time. During a series of measurements
a set of discharge signals is usually stored with the oscilloscope. If HV probes are connected,
their signals are recorded as well. The probes draw a small current because they are con-
nected to ground via the input resistance of the scope. In some configurations, mainly when
measuring the potentials on the top side of the GEMs, this current leads to a voltage drop.
In such cases, the applied voltages are adjusted to compensate for this effect. In addition it
has been checked that the presence of the HV probes in the GEM system does not alter the
discharging behaviour. Once a satisfactory amount of signals is has been recorded (usually
more than 20), the settings are changed (e.g. the HV settings) and the next measurement
is started.
6.3. Discharge development in a GEM foil
A discharge of a GEM foil corresponds to a (full) breakdown (Sec. 3.3.3) between the
top and bottom side of the foil through (at least) one hole in the foil. This breakdown
is characterised by a spark, which eventually builds up and shortens the two foil sides. A
spark can be initiated by avalanche multiplication (Townsend discharge, Sec. 3.3.4) or a
streamer (Sec. 3.3.6). Here, we only consider sparks initiated by the streamer mechanism
for the explanation of the GEM-hole breakdown. The Townsend mechanism does not seem
well applicable, because of the small width between the two foil sides.
During the gas amplification in the GEM holes electrons, photons, ions and excited atoms
are created. The latter ones can de-excite and release photons, which in turn can ionize
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further atoms and start secondary avalanches. Due to the exponential nature of the electron
multiplication process, the majority of ions is created close to, but outside of the GEM
hole (Fig. 3.13). After their last ionisation, electrons are no longer subject to the strong
field in the GEM and move without amplification towards the next electrode. Ions can be
considered as static when compared to the speed of the electrons. Therefore, they make up
all the space charge in the GEM hole as the electrons have left.
6.3.1. A streamer in a GEM hole
To initiate a streamer, the sum E0+EQ of the electric field created by the ions’ space charge
(EQ) and the external electric field (E0), has to be high enough to achieve gas amplification
[85]. This is the so-called streamer condition. We now estimate the number of charge carriers
needed to create such an electric field. This number is then used to discuss the necessary
amount of primary electrons, which can create this space charge after the gas amplification.
To estimate EQ, a spherical space charge is assumed. As radius half the GEM hole diameter
is chosen, namely RQ = 20µm. In Ar-CO2 (90-10), which is the gas mixture used for most
of the studies presented hereafter, gas amplification starts at an electric field slightly lower
than 10 kV cm−1 (at a pressure of 1 bar and at 22 ◦C, Fig 3.5). Using this electric field and
RQ = 20µm, yields:
10 kV
cm = EQ + E0 ⇒
10 kV
cm =
eNe
4pi0rR2Q
+ E0
1 Vµm =
eNe
4pi0r20 · 20µm2 + E0 .
(6.4)
The Ne ions will be located close to the bottom end of the hole where they were produced.
In this region, the external electric field is too low for further electron amplification. In a
first simplified case E0  10 kVcm is assumed to evaluate the number of ions Ne in the sphere
with radius RQ:
Ne = 1
V
µm
4pi0 · 1 · (20 µm)2
e
≈ 0.3× 106 . (6.5)
Here, 0 is the permittivity of the vacuum and we use r = 1, which is a good enough
approximation for this calculation [143]. The above gives the order of magnitude for Ne.
The biggest uncertainty to this estimate comes from the radius RQ, which is arbitrarily
chosen. If its value is assumed to be 10 µm less or more, Ne turns out to be either 105
or 106. Both values are (slightly) lower than the Raether limit of ∼ 107 charges [92]. In
recent measurements and simulations, the critical charge, necessary to create a discharge in
a GEM hole is determined to be (5.0 ± 0.3) × 106 charges in the case of Ar-CO2 (90-10)
[144]. This value is quite close to the estimate here. It however remains compatible by its
order of magnitude.
The number of primary electrons entering the GEM hole, which amount in Ne charges
after gas amplification, can be estimated from Ne and the gas gain. In the same paper where
the critical charge is determined, discharges are observed with a single-GEM starting from
a gain around 500 (in Ar-CO2 (90-10) at ∆UGEM = 400 V). A different group found a gain
of about 1000 as threshold gain for discharges induced by alpha particles in an Argon based
gas mixture [104]. Dividing Ne by these gains yields 400 to 1000 primary electrons, which
all have to enter a single GEM hole in order to create Ne ∼ 106 electron-ion pairs.
Consideration of the external electric field
So far we neglect E0, under the assumption that this field is much smaller than EQ. To
describe the GEM more realistically, the field without the space charge has to be taken into
account. In this case E0 from Equation (6.4) has to be added to Equation (6.5), as depicted
in Figure 6.6. Depending on the local direction of E0, the total field EQ+E0 will be enhanced
or weakened. In certain regions with increased field a smaller Ne may be sufficient to fulfil
the streamer condition, while in the other direction more space charge would be needed.
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+
Figure 6.6: Space-charge field of the ions in a GEM hole. The black lines indicate the
direction of the electric field in the displayed 2D. It corresponds to E0 in the
text. Below the hole a positive charge is located, with the direction of its electric
field EQ depicted as red arrows. On the hole side of the space charge the direction
of E0 and EQ adds up to be bigger than E0. In other regions this sum results in
a smaller total field.
Another difference between the considerations above and a more realistic description of the
charge in a GEM hole is the actual distribution of the ions. They are rather distributed
in a disk and they drift towards the GEM hole where the field E0 increases towards the
region of the smallest hole diameter. The exact location of the smallest diameter differs
for different GEM production techniques. Considering this, a smaller number of primary
charges can already be sufficient to produce the conditions for streamer evolution. There is
as well an opposing effect. If the E0 experienced by certain ions is screened by other ions,
the actual field experienced by the ions in the cloud is reduced. Such charge screening effects
can increase the number of charges necessary for the streamer evolution.
Streamer growth in the GEM hole
As the streamer starts, it grows into a weakly conductive path between bottom and top side
of the GEM foil. Because this process can not be observed, the most likely scenario can
only be guessed based on the knowledge on streamer development as it is e.g. explained
in [85]. During the streamer evolution it is likely that the streamer grows first towards
the top side of the GEM foil – the cathode in this picture – because in this direction E0
and EQ add up and therefore the electric field at the cathode end of the streamer is the
strongest. Like this it follows as well the path of the gas multiplication inside the GEM
hole backwards. Additional electrons arriving into the GEM and the ones being released
from excited atoms feed the streamer growth. As the streamer connects to the top side of
the GEM foil, it is analogue to a conductor with a certain resistance and a tip close to the
bottom electrode of the GEM – the anode in this model. The potential difference and the
small distance between the end of the streamer and the anode will lead to a fast streamer
growth to the GEMs bottom electrode and eventually the streamer connects top and bottom
side of the GEM foil. It is also possible that the streamer connects first to the bottom side
of the foil and then the increasing electric field between the other end of the streamer and
the top side accelerates the streamer evolution. After the connection of both GEM sides,
the conductivity of the weakly conducting plasma of the streamer increases and it turns
eventually into a spark channel. Then the spark is expected to shorten the two sides of
GEM foil and it ionises the gas in the GEM hole to an even larger extent. A great amount
of photons is released, which can be noticed visually (Sec. 3.3.7).
6.3.2. GEM hole damage through discharges
The energy stored in the GEM foil is released during the discharge. If the GEM foil is
sufficiently decoupled from a power supply, e.g. with protection resistors in the high voltage
path to each GEM electrode, the discharge energy can be approximated by the formula for
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(a) (b)
Figure 6.7: Scanning electron microscope picture of a standard GEM foil. Figure (a) is
centred around a damaged GEM hole (b) a close-up of this hole. The damage
is most likely due to a discharge. Both pictures were done by Anité Perez
Fontenla (CERN/EN/MME-MM) and provided to the author by C. Garabatos
(GSI – Helmholtzzentrum für Schwerionenforschung GmbH, Germany), M. Jung
(Johann-Wolfgang-Goethe Universität, Germany) and R. Negrão De Oliveira
(Universidade de São Paulo, Brazil).
the energy stored in a capacitor
εC =
1
2 · CGEM · (∆UGEM)
2
. (6.6)
The capacity CGEM of a 10×10 cm2 is about 5 nF, which yields a stored energy of 400µJ at
∆UGEM = 400 V. During the discharge this energy is released in the GEM hole, which leads
to a substantial heating of the gas. This affects first only the spark channel and eventually
all of the gas in the GEM hole. To our knowledge there is no value for the temperature of
such a discharge in a GEM hole in the literature. However, the fast heating and expansion
of the gas in the spark region leads to a characteristic cracking noise, which can be heard as
the discharge occurs.
This audible effect is not the only consequence of the heat created during the spark.
The heating damages the copper layers as well as the polyimide. In Figure 6.7a a scanning
electron microscope picture of a GEM with a damaged hole is shown. The hole in the centre
of the picture appears darker, because its polyimide’s shape, which is visible as bright ring
in the other GEM holes, differs from the shape in the other GEM holes. Figure 6.7b shows a
zoom of the hole appearing darker. There are splashes around the whole hole circumference,
which are identified as melted material from the GEM. Such damaged holes are not only
visible while looking at microscope pictures, but a dark spot can be seen by eye at their
position. Matching such spots with sparks, allows to relate them to actual discharges.b The
range of such damages differs from cases as presented in Figure 6.7, where the general shape
of the hole seems to be still preserved, over strong deformations of a GEM hole up to the
worst case scenario, where melted material forms a conductive path between two GEM sides.
How many discharges can a GEM hole stand
How many discharges in the same GEM hole result in a conductive path between top and
bottom GEM electrode? This question is addressed in [145]. The authors use a special fab-
ricated foil, where they can power single GEM holes. To simulate a full GEM, an additional
capacitance is added. In order to create discharges, the voltage across the two sides of the
bOne occasion to observe sparks as well as the following spots are high voltage tests, which are performed
before a GEM is mounted inside a detector. During such a test, up to ∆UGEM = 600 V is applied to a
GEM foil in air. If there is e.g. some instability of the foil or a piece of dust on the GEM, these will be
burned away by a spark, which is visible during the test. A dark spot remains where the spark happens.
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GEM hole is increased, until a discharge happens. The discharge mechanism differs thus
from the one described in Section 6.3.1, because no radiation is involved. With this set-up
the authors find that the number of discharges a GEM hole can stand until it fails decreases
from about 10 to 3, with increasing energy of the discharge. For an εC (Eq. 6.6) of 400 µJ,
corresponding to our example before, a hole is found to survive 3 discharges. More recent
measurements using radiation induced discharges challenge these results [146]. They find –
depending on the discharge energy – that a hole can stand a number of discharges which is
higher by orders of magnitude. While studying the impact of the protection resistors in the
HV path to the top electrode of the GEM foil, a lowest number of 10 discharges before the
hole failure is reported for resistances up until ∼ 300 kΩ. For higher values of this decoupling
resistor, the number of discharges per hole increases drastically [147].
Independent of the exact number of discharges needed to destroy a GEM hole, it is clear
that there is indeed a maximal number of discharges a GEM hole can stand. With every
discharge in the same hole, the probability to create a permanent short across the two sides
of a GEM foil increases. Therefore it is not only crucial to minimise the overall discharge
probability, but to avoid as well everything which can result in a certain number of discharges
occurring in a small region of the GEM foil.
6.3.3. Rn as a source of alpha particles
As mentioned in Section 6.2.2, Rn is used as source of radiation to induce discharges. Before
entering the detector, the counting gas passes through a container with traces of 230Th. This
Thorium isotope decays via 226Ra to 222Rn. While 230Th and 226Ra have a half-life time
of 75 380 yr and 1602 yr, respectively, 222Rn has a half-life time of 3.8235 d. Therefore, the
most frequent decays are those of radon via emission of an alpha particle with a decay energy
(εαRn) of 6.4 MeV. Such decays are uniformly distributed over the whole gas volume and
without any preferred direction. This has the advantage of exposing the whole detector
volume to radiation, but has some limitation in discharge rate, as discussed below.
The W value (Sec. 3.2.3, Eq. 3.14) for alpha particles in Ar (CO2) has been found to be
26-27 eV (34-35 eV) [148]. Combining WAr and WCO2 according to their proportion in an
Ar-CO2 (90-10) mixture, the approximate number of ionisations produced is computed as
Nα =
εαRn
WAr-CO2
= 6.4 MeV27.3 eV
= 235× 103 .
(6.7)
An α losing all its energy in the counting gas will produce Nα primary ionisations along
its track. Their distribution is described by the Bragg curve, which models the energy loss
of a particle in a medium as function of the distance it travelled in that medium. For
alpha particles, the highest energy loss is expected as the particle is almost stopped. The
corresponding peak of the Bragg curve is called Bragg peak.
In Figure 6.8 [24], GEANT [149] simulations of alpha particles in Ar-CO2 (90-10) as
well as Ne-CO2-N2 (90-10-5) are displayed. For alpha particles with an energy of 6.4 MeV a
maximum range of about dAr-CO290-10 = 5.6 cm, is estimated from the end point of the Ar-CO2
(90-10) curve.c Such alpha particles experience their largest energy loss after they travelled
a distance of ∼ 4.6 cm. The Bragg curve for this particular energy and gas mixture has a
quite narrow peak, compared to the Bragg curves of the Neon based gas mixtures, displayed
as well in Figure 6.8. The average ionisation density Nα/dAr-CO290-10 is only 4.2 electrons/µm for
the full track of the alpha particle. Taking into account that most ionisations are produced
at the position of the Bragg peak, a GEM hole still needs to collect electrons produced over
several 10-100 µm along such a track. Only then there is the possibility to reach the 1000
primary electrons necessary for a GEM hole discharge as estimated in the previous section
for a gain ranging from 500 to 1000. Therefore we expect only around the Bragg peak
enough ionisation to trigger a discharge.
cThis value and the respective values for Ne-CO2-N2 gas mixture are listed in Table 6.2.
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Figure 6.8: Bragg curves of alpha particles with an energy of εαRn = 6.4 MeV. The Bragg
peak is more pronounced for the Argon based gas mixtures than the Neon based
ones. Adopted from [24].
Detector	volume	
Ac-ve	volume	
GEM	
Anode 
Cathode 
Figure 6.9: Not-to-scale sketch of the different volumes referred to in the description of the
simulation of the track distribution (Sec. 6.3.3). The detector volume is the full
gas volume enclosing the experimental set-up. The active volume is a part of
this gas volume and extents vertically from anode to cathode and horizontally
over the full active region of the GEM (Fig. 6.1).
Distribution of the track direction
A solid source emitting alpha particles in a given solid angle can be mounted at a distance
to a GEM that corresponds to the Bragg peak of the α. If the solid angle of the source
is small enough, the energy deposit of all the emitted particles happens at a comparable
position and all particles have approximately the same probability to trigger a discharge.
With a gaseous source, such as Rn, the tracks are emitted in all directions and from random
locations in the whole detector volume. In the remaining part of this section, we estimate
which fraction of the alpha particles emitted in the gas volume deposit most of their energy
close to the GEM and what fraction of the emitted alpha particles can be expected to result
in discharges in Ar-CO2 (90-10) and Ne-CO2-N2 (90-10-5).
In a simulation we randomly distribute the starting points of 107 tracks with a random
orientation in a volume corresponding to the size of the gas volume (12 × 12 × 10 cm3) of
the detector described in Section 6.2. The active volume, which is the actual detector, is
embedded into the gas volume as illustrated in Figure 6.9. For simulations of the single-
GEM set-up (10 × 10 cm2 GEM) a drift length of 3 cm and an induction gap of 2 mm is
used, leading to an active volume of 10× 10× 3.2 cm3. Another GEM and a transfer gap of
2 mm is added for the simulation of the double-GEM configuration.d All these tracks have
a length of dAr-CO290-10 , previously defined as the maximum range of alpha particles in Ar-CO2
(90-10). The baseline gas mixture is simulated separately. Here, the maximum range of Rn
dTo be exact: The width GEM (50µm) has to be subtracted from the width of the gas gap above the
respective GEM.
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Simulation parameters Tracks in active area [%]
d Width at 90 % Single-GEM Double-GEM
Ar-CO2 (90-10) 5.6 cm 4 mm 54.01 55.04
Ne-CO2-N2 (90-10-5) 7.9 cm 9 mm 55.43 56.27
Table 6.2.: Maximal range (d) extracted from Bragg curves of 6.4 MeV alpha particles shown
in Figure 6.8 [24]. The Bragg peak’s width at 90 % of the maximal energy loss is
given as well. These simulation parameters are used together with the detector
geometry to calculate which fraction (denoted as tracks in active area) of the
alpha particles created in the gas volume enters the active volume of the detector.
For further explanations see Section 6.3.3. More results from the same simulation
can be found in Table 6.3. The statistical uncertainty of the simulation is 0.01
to 0.03 % for all the given values.
alpha particles in Ne-CO2-N2 (90-10-5) (dNe-CO2-N290-10-5 ) is used as track length. The paramet-
ers entering the calculations are displayed in Table 6.2. For each track we check if it goes
through the active region of the detector. A track not crossing the active volume, escapes
detection in the actual experimental set-up. In the later steps, we therefore considered only
tracks, which are at least partially in the active volume. The whole procedure is repeated
1000 times and each time the quantities of interest, e.g. the number of tracks in the active
volume, are filled into separate histograms. The mean and standard deviation of each dis-
tribution in these histograms is reported in Table 6.2 and Table 6.3.
The results obtained for the single-GEM and double-GEM set-up are very similar. Dif-
ferences can be attributed to the increased active region in case of the double-GEM set-up.
Using dAr-CO290-10 , about one quarter of all tracks going through the active volume cross the
GEM(s). For dNe-CO2-N290-10-5 this fraction increases to one third. We also checked whether the
crossing of the GEM(s) coincides with the Bragg peak’s position along the particles track.
To this end, the peak is defined as the region at which the peak height is ≥ 90 % of the
maximal energy loss. For example the Bragg curve of the Rn alpha in Ar-CO2 (90-10) (Fig.
6.8) reaches at 48 mm 90 % of its maximal value. At 52 mm the energy loss per distance
falls again below 90 %. Using this, the peak is defined as the region of 4 mm between a track
length of 48 mm and 52 mm (Table 6.2). For the Ar-CO2 (90-10) gas mixture ∼ 1.6 % of all
tracks were found to have this region of maximal energy loss at the position of the GEM.
This is the case for the single-GEM configuration as well as for each individual GEM in
the double GEM set-up. Accordingly, 3.81 % of the tracks calculated with the baseline gas
mixture’s parameters cross the single GEM coinciding with the track’s Bragg peak. The
respective values for tracks intersecting either GEM1 or GEM2 in the double-GEM set-up
is ∼ 3.5 %. For the configuration with two GEMs, it is possible to check as well how many
tracks have a Bragg peak spanning over the position of both GEMs. In the case of the Argon
based (respectively the baseline) mixture the fraction of tracks crossing at least one GEM
or both GEMs at the same time is 2.81 % (respectively 4.85 %), and 0.37 % (respectively
2.00 %), respectively.
Effect of track distribution on discharge probability
The influence of the source position on the discharge probability is examined in [144]. In
this paper a solid source emitting alpha particles in a small solid angle is used. By varying
the distance between the source and the GEM different ionisation strengths, as given by
the Bragg curve, can be realised at the postion of the GEM foil. In Ar-CO2 (90-10), the
discharge probability is found to increase moderately as the intersection point with the GEM
moves along the curve towards the Bragg peak. At the Bragg peak, the discharge probab-
ility jumps by two orders of magnitude. If the source-GEM distance is further increased,
resulting in tracks ending above the GEM, a strong drop in discharge probability can be
observed. For this case, P. Gasik et. al. could only measure an upper limit on the discharge
probability, being at least five orders of magnitude smaller than the probability measured at
the Bragg peak. In Ne-CO2-N2 (90-10-5), similar results are found, with the difference that
no strong increase in discharge probability in the region of the Bragg peak was noticed.
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Single-GEM
All At 90 %
Ar-CO2 (90-10) 24.43 1.62
Ne-CO2-N2 (90-10-5) 32.42 3.58
Double-GEM – All Double-GEM – At 90 %
GEM1 GEM2 GEM1 GEM2 Both Any
Ar-CO2 (90-10) 26.54 25.10 1.58 1.58 0.37 2.81
Ne-CO2-N2 (90-10-5) 34.85 33.42 3.47 3.46 2.00 4.85
Table 6.3.: Results of the simulation described in Section 6.3.3. All the fractions here are
given in %. These are calculated with respect to the percentage of tracks in the
active area, which is given in Table 6.2. All corresponds to all tracks crossing a
GEM, while at 90 % describes the tracks intersecting a GEM at a track length,
corresponding to the Bragg peak. Any (both) includes all tracks which cross at
least one (both) GEM(s) during their highest energy loss. (See as well Table
6.2.) The statistical error of the simulation is 0.01 to 0.03 % for all the given
values.
The measurements in [144] show how the discharge probability changes as a track inter-
sects a GEM at a different position along its Bragg peak. In the following, we use this
dependence of the discharge probability on the intersection point to estimate which fraction
of the Rn tracks are likely to result in a discharge. The measured discharge probability in
the afore mentioned paper is only not negligible as alpha particle tracks cross the GEM. In
our Ar-CO2 (90-10) (respectively Ne-CO2-N2(90-10-5)) simulation about 1/4 (respectively
1/3) of the tracks in the active volume are found to cross the GEM (Table 6.3). Since the
discharge probability for tracks not crossing the GEMs can be neglected, only 25 % (respect-
ively 33 %) of the tracks in the active volume have at all the chance to produce a discharge in
the Argon-based (respectively Neon-based) gas mixture.e From [144] we expect a two orders
of magnitude higher discharge probability in Ar-CO2 (90-10) for alpha particles intersecting
a GEM at the position of their track’s Bragg peak as compared to alpha particles just inter-
secting the GEM. The corresponding Rn tracks in our set-up represent 1.6 % of all tracks in
the active volume. This is only ∼ 6 % of all tracks crossing a GEM. Due to the significant
higher discharge probability, these tracks should however dominate the overall discharge
probability. In the Ne-CO2-N2 (90-10-5) gas mixture, these tracks are not expected to have
such an effect, considering the previously discussed results from [144].
Caveats
The simulations do not include gas detector effects despite the Bragg curves. Furthermore
we do not take the error on our definition of the Bragg peak’s position along the Bragg curve
and the error of the track length itself into account. This is why the results (Tables 6.2 and
6.3) and the above considerations should not be taken as exact. However, these results show
that a comparison between different measurements is only possible if the source, its position,
and the detector geometry are known. For example, consider our detector as described so
far, but operated with a solid source of the same decay energy as the Rn source. If the
source’s distance to the GEM is tuned to have the maximal energy deposit close to the
GEM, all the alpha particles have again approximately the same probability of inducing a
discharge. While in case of Rn in Ar-CO2 (90-10) (respectively Ne-CO2-N2 (90-10-5)) less
than 2 % (respectively 4 %) of all alphas have this same probability for inducing a discharge.
Discharge probability measurements with this two configurations, would result in a huge
difference despite otherwise same settings.
In spite of the shortcomings of the simulation, the values discussed in this section should
describe approximately our set-up. They thus allow to check the consistency of the measured
eIn an extreme case, in which all particles crossing a GEM (the GEMs) result in a discharge, these per-
centages are also the highest fraction of discharges/decay rate measurable with our set-up.
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Figure 6.10: Probability as defined in Equation (6.8) for a discharge to occur in a standard
or a large pitch GEM foil in a single-GEM set-up as function of ∆UGEM. The
increase in P1 can be always explained with the increasing (average) charge
density in a GEM hole: Either by increasing the gain (increasing potential of
the discharging foil) or by forcing more charges to enter a GEM hole (large
pitch foil). The measurements are done in Ar-CO2 (90-10) using a Rn source.
No decoupling resistor is used and RL = 10 MΩ.
discharge probabilities. They can also serve as baseline for a qualitative comparison of
measurements from other groups performed with similar settings, but different sources.
6.4. Measurements of the discharge probability
The probability that a radon decay induces a discharge can be measured using the decay
rate (νRn) and the counted discharges (NDc) during a measurement as
Discharge Probability = P1 =
NDc/tMeas
νRn
(6.8)
with the uncertainty
δ(P1) = P1 ·
√(
δ(NDc)
NDc
)2
+
(
δ(νRn)
νRn
)2
. (6.9)
The measurement time tMeas is recorded by a scaler module with a precision better than
1 ms. The uncertainty on this time is neglected, since typical measurements last at least
about 100 s. For δ(NDc) we take
√
NDc. The decay rate is determined by counting signals
of Rn decays for a given time. For this measurement, the attenuating elements at the anode
plane, used for the discharge studies, are removed and replaced with a preamplifier. Decay
rates between (8.6± 0.6) Hz and (15± 1) Hz have been measured for different radon sources.
The discharge-rate is tuned by adjusting the voltages across the GEM(s) and is set to rates
below 1 Hz.
Figure 6.10 and 6.11 show the result of several discharge probability measurements with
the single- and double-GEM set-up, respectively. In all cases Rn is used as radiation source
and discharges are measured in Ar-CO2 (90-10) (Fig. 6.10 and Fig. 6.11a) as well as
Ne-CO2-N2 (90-10-5) (Fig. 6.11b).
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(a) Probability for a discharge to as function of ∆UGEM2 for different ∆UGEM1.
P1 increases with the increasing (average) charge density in a GEM hole,
which is done by increasing the gain either in the discharging foil or in
GEM1. During these measurements the transfer field was set to a value near
ET = 2000 V cm−1.
/p [V/(cm mb)]TE
1 1.5 2 2.5 3 3.5 4
1
D
is
ch
ar
ge
 p
ro
ba
bi
lity
 P
4−10
3−10
2−10
1−10
/p
T
Discharge probability vs E
=260 V  GEM1U∆=451 V   GEM2U∆
=270 V  GEM1U∆=451 V   GEM2U∆
=280 V  GEM1U∆=451 V   GEM2U∆
=290 V  GEM1U∆=451 V   GEM2U∆
=260 V  GEM1U∆=455 V   GEM2U∆
=290 V  GEM1U∆=455 V   GEM2U∆
(b) Two effects influencing P1 in a set-up with two GEMs: For a given potential
difference in the discharging GEM, the discharge probability increases steeply
for higher ∆UGEM1 and slightly with higher ET. Both trends are due to more
charges, which arrive at GEM2 as the UGEM1 and ET are increased.
Figure 6.11: Discharge probability as defined in Equation (6.8) measured with the double-
GEM set-up in (a) Ar-CO2 (90-10), and (b) in Ne-CO2-N2 (90-10-5). Discharges
are induced in GEM2 using Rn decays and a high voltage in this GEM. No
decoupling resistor is used and RL = 10 MΩ.
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6.4.1. Gain considerations
Using the geometry arguments from Section 6.3.3 we can compare the results of the meas-
urements with the double-GEM set-up in Ar-CO2 (90-10) (Fig. 6.11a) to measurements
done at CERNf by another group [104]. They measure the discharge probability as function
of the gas gain. By comparing our measured P1 to their curve, we estimate the combined
gain of the double-GEM stack to be around 6000 for the bulk of our measurements. During
the highest measured P1, however, a gain larger than 104 is achieved. In the baseline gas
mixture, the gain has to be even higher since discharges in here are only observed at higher
gains than in argon-carbon-dioxide mixtures. In light of our measured discharge rates, this
gain estimate seems realistic.
6.4.2. Single-GEM configuration
The data-points in Figure 6.10 show an increase of the discharge probability with increasing
potential across the GEM and, hence, higher gas amplification. There is a difference in P1
between a Standard (S) and a Large Pitchg (LP) GEM foil. The different geometry of the
two foil types leads to a different discharge behaviour at the same ∆UGEM/p. Overlaying
the S and LP hole pattern shows that there are four times more holes in the standard pitch
foil. Analogue to the example made in Section 3.1.2 we can calculate the diffusion width
from diffusion constants obtained with Magboltz [64]. Electrons can thus spread over up to
four times more holes in the S GEM as compared to the LP GEM. This difference in the
charge density per hole leads to a higher discharge probability for a large pitch GEM foil,
at a given voltage difference across the foil sides. This behaviour is reflected in the figure.
The data points recorded with the LP foil display a P1 value two to three times higher than
the corresponding points obtained when doing measurements with the standard GEM.
If we consider the difference of a LP foil and a S foil in a GEM stack, the diffusion of the
electrons during their movement between GEMs has to be taken into account. With the gas
conditions in our set-up and at an electric field of 4 kV cm−1 the transversal diffusion after
2 mm of drift is 157 µm in Ar-CO2 (90-10) and 131 µm in Ne-CO2-N2 (90-10-5).h Therefore,
electrons extracted from one GEM hole are only able to reach either one or two different holes
of the next GEM, in case this GEM is a LP foil. In case the next GEM is a S GEM, between
four and eight different holes can be reached. Therefore, in a GEM stack we expected a
higher discharge probability for large-pitch foils as compared to standard foils.
6.4.3. Double-GEM configuration
Introducing another GEM into the set-up allows for a pre-amplification of the charge created
during the Rn decays above the GEMs. The probability for discharges in GEM2 (the lower
GEM) therefore depends on 1) ∆UGEM2, 2) ∆UGEM1 and 3) the transfer field. The differ-
ence between the data series in Figure 6.11a shows how P1 grows if one of the two ∆UGEM
is increased while the other one remains constant with a transfer field kept at 2 kV cm−1.
Increasing the voltage difference between the two sides of either GEM1 or GEM2 by 10 V
has a similar effect on the discharge probability.
Similar observations can be made from the discharge probabilities measured in Ne-CO2-N2
(90-10-5) (Fig. 6.11b). Each data series is measured with fixed voltages across both GEMs
and a similar pressure of (966± 2) mbar. Comparing the different data series denoted by
points (respectively squares) among each other shows the increase in discharge probability
for increasing ∆UGEM1 at constant ∆UGEM2. The value of P1 increases by about half to
one order of magnitude for a 10 V increase in ∆UGEM1 in a similar fashion as for the points
in Figure 6.11a. It seems, however, that increasing ∆UGEM2 has a stronger effect on the
fThe quoted measurements are done at the same physical location as the measurements presented here.
The ambient and the gas pressure is therefore on average comparable between the two measurements
and the gas gain is expected to be the same for the same ∆UGEM. However the weather at the time of
the different measurements adds a significant uncertainty to this comparison.
gA GEM foil with 280 µm hole pitch compared to 140µm hole pitch of a standard GEM foil, while the
diameter of the hole is the same.
hApplying a magnetic field, reduces this values.
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discharge probability. The difference between the two data series with ∆UGEM1 = 290 V
illustrates the effect of increasing ∆UGEM2 for a constant voltage across GEM1. An increase
of ∆UGEM2 by 4 V yields the same increase of discharge probability, which is observed for a
10 V change of ∆UGEM1. The two series at ∆UGEM1 = 260 V have a relative high spread, due
to the low number of discharges recorded over time. A longer measurement time increases
the statistics, but integrates as well fluctuations (e.g., in the gain) which introduce changes
appearing significant on the logarithmic P1 scale. No strong conclusion can be drawn from
these two data series, with respect to the question if changing ∆UGEM2 has a larger effect
on the discharge probability than changing ∆UGEM1.
A higher discharge probability is related to a larger absolute number of charge in the holes
of GEM2. Changing the gain in GEM1 and, hence, increasing or decreasing the number of
electrons liberated there, does not lead to the same change of electrons arriving at a given
GEM2 hole. Some fraction of the electrons never gets extracted from GEM1 because the
extraction efficiency is less than 100 % [102]. In addition the electron density gets diluted
by diffusion in the transfer gap. An increase of ∆UGEM2, however, directly increases the
number of charges in GEM2 and like this the value of P1. Therefore, it would be reasonable
if an increase of ∆UGEM2 leads to a higher discharge probability, than increasing ∆UGEM1
by the same amount. The exponential dependence of the gas amplification on the electric
field (Sec. 3.3.1, Eq. (3.18)) justifies as well the expectation of a stronger dependence of
P1 on ∆UGEM2 than on ∆UGEM1. Comparing a GEM with high and low gain, the same
increase in absolute voltage should result in a stronger increase in gain of the GEM with
higher gain. For the ∆UGEM1 and ∆UGEM2 applied to the GEM stack during the meas-
urements in Figure 6.11b, increasing ∆UGEM2 should therefore have a larger effect on the
overall gain and on the discharge probability.
An additional measurement scanning the parameter space of the different voltage differ-
ences between GEM sides for the two gas mixtures is needed to determine conclusively the
role of each GEMs gain in the overall discharge probability.
Discharge probabilities dependence on the transfer field
Figure 6.11b illustrates the increase of discharge probability with increasing transfer field.
In Ne-CO2-N2 (90-10-5), a growth of P1 by a factor of two to five (depending on ∆UGEM1) is
measured when increasing ET from 1.5 V cm−1 mbar−1 to 2 V cm−1 mbar−1. The efficiency
to extract electrons from a GEM hole increases for increasing electric field below a GEM (at
a constant ∆UGEM) [102]. The efficiency to collect electrons into GEM holes as function of
the field above the GEM is shown in the same paper to stay constant at almost 100 %, for
the voltage setting which are used for measurements presented in this work. Applying these
findings to our measurements, allows us to conclude that the transfer field dependence of P1
can therefore be explained by the more efficient extraction of electrons from GEM1, while
the electron collection at GEM2 remains constant.
P1 as function of the induction field
No change of the discharge probability could be attributed to a variation of the induction
field. To check this, measurements with similar GEM voltages and similar transfer field, but
different induction fields are examined. In single-GEM measurements the same is observed.
This result is sensible, because changes in the induction field affect mainly the electron
extraction from the GEM closest to the anode. A change in electron extraction efficiency
alters the effective gain, but it does not change the absolute gain inside the discharging
GEM hole. As a consequence the discharge probability is not influenced.
6.4.4. A word on permanent short circuits across the two GEM sides
With the high number of discharges induced during our measurements some permanent short
circuits across GEM foils have been observed, as expected from the discussion in Section
6.3.2. Experimenting with a small experimental set-up allows to easily access the GEM and
recover it. In order to do so, the GEM is removed from the detector and in air a high voltage
(500-600 V) is applied immediately and without resistor to one side of the foil, while the
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other one is grounded. This harsh treatment leads to another discharge, burning the short
circuit. This procedure may be applied as well in the counting gas, if the voltage is chosen
accordingly and the voltage can be applied without loading (and decoupling) resistor(s).
However, recovering a GEM in a GEM stack comes with the risk that the recovery discharge
transfers GEM material from the GEM with the short onto the adjacent GEMs, as the short
circuit is sparked away.
Usually between 6000 and 8000 dischargesi are recorded before a foil fails (again). The
total number including times where the recording is not enabled is most likely a factor
two to five higher. However, with increasing number of discharges the frequency of failures
increases until the afore mentioned recovery procedure is as well not successful any-more.
6.4.5. Conclusions
A high number of discharges has been obtained by operating a single- and a double-GEM set-
up with high voltages across the discharging GEM and a Rn source. Since voltages across
the GEMs have been optimised to produce many discharges, no quantitative statements
about the discharge probability at commonly used voltages can be made. The measured
probabilities are however consistent with expectations based on discharges being created by
the streamer mechanism in a GEM hole (Sec. 6.3): The discharge probability of a GEM foil
is driven by the charge created in its GEM holes as well as by charges entering the holes of
the discharging GEM.
Comparison to other groups
Performing a sensible comparison of our results with published ones is not an easy task. To
the best of our knowledge, most of the existing discharge and stability studies are neither
performed in Ar-CO2 (90-10), nor in Ne-CO2-N2 (90-10-5). The studies from [144], using the
two gas mixtures are an exception. A few data points recorded with Ar-CO2 (90-10) can also
be found in [104]. There is however no overlap in ∆UGEM/p between their measurements
and ours. The majority of these discharge probability measurements are in addition done
using a directed α source and not a gaseous source as in the experiments presented here. In
[24], the discharge probability for a single-GEM set-up with a Rn source in Ar-CO2 (90-10),
a similar detector geometry, and HV settings is reported as a function of the gain. The
measured discharge probabilities are well compatible with our single-GEM measurements.
No comparison between the discharge probability of different GEM types can however be
found in the published material we are aware of.
ALICE TPC
In the future ALICE TPC, a GEM stack with four GEMs (S-LP-LP-S) will be used with
voltage settings providing a gas gain of 2000. Example settings can be found in Table
6.4a. These settings are optimised to reach the desired Ion Back-Flow (IBF) and energy
resolution. To achieve this goal, the highest voltage is foreseen for GEM4, which is the
last in the cascade. From the stability point of view this setting is not beneficial, because
the GEM with the largest gain is the one receiving the already multiplied electrons. Other
parameters of the baseline settings for the ALICE TPC GEM stacks are more advantageous:
Setting a standard GEM at the last position and not a large pitch foil is the better choice
with respect to the discharge probability. The low transfer field between GEM3 and GEM4
helps furthermore lowering the probability for possible discharges.
Having the largest gain in GEM4 is common for settings optimised for low IBF. It thus
can not be optimised much to reach a lower discharge probability. If, however, tuning of
the HV settings is required in order to decrease the discharge probability, decreasing this
voltage has to be considered. Lowering the transfer fields helps as well in reducing the
discharge probability as shown previously. Lower transfer fields furthermore result in larger
diffusion in the gaps between GEM foils and therefore in a smaller average charge arriving
in the GEM holes of GEM2 to GEM4. A stability study by the ALICE TPC upgrade team
iAbout half the number of secondary discharges is observed at the same time.
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∆UGEM1 ∆UGEM2 ∆UGEM3 ∆UGEM4 ET1 ET2 ET3 EInd
270 V 230 V 288 V 359 V 4.0 kVcm 4.0
kV
cm 0.1
kV
cm 4.0
kV
cm
(a) Settings A
∆UGEM1 ∆UGEM2 ∆UGEM3 ∆UGEM4 ET1 ET2 ET3 EInd
270 V 230 V 320 V 320 V 3.5 kVcm 3.5
kV
cm 0.1
kV
cm 3.5
kV
cm
(b) Settings B
Table 6.4.: Settings A are the baseline high voltage setting for the future ALICE TPC,
which have been shown already in Table 4.1. Settings B are additional settings,
optimised to have a lower discharge probability on the cost of having a higher ion
back flow. However, the IBF is still low enough to fulfil the design requirements.
currently (2017) ongoing with IROCs and Outer ReadOut Chambers (OROCs) illustrates
this. These chambers are mounted in the L3 magnet, about five meters away from the
interaction point in ALICE. The location of the chambers at very forward rapidity is chosen
such, that the rate of particles crossing the GEM stacks in the chambers is comparable
to the expected rate during LHC Run 3 lead-lead runs. With the baseline HV settings
(Table 6.4a) about 5 discharges have been observed in 10 hours per GEM stack. While with
the settings optimised for low discharge probability (Table 6.4b) only 7 discharges in more
than 500 hours. All discharges have been non-destructive. These studies are an important
addition to the discharge probability measurement with hadron showers quoted in Section
4.3.3, because these allow to determine the uncertainty of the discharge probability measured
with different chambers and GEM stacks.
The high number of discharges endured by our 10 × 10 cm2 GEMs is on the one hand
encouraging, because it illustrates that all the segments of the ALICE TPC GEMs will as
well be able to stand some radiation induced discharges. On the other hand, there is no
chance to recover a foil as the readout chambers are mounted inside the TPC. Burning a
permanent short will be not possible, because the GEM design does not allow to power a
foil without resistors. Therefore, the discharge probability has to be minimised in the first
place by choosing appropriate settings.
6.5. Analysing the potentials of a discharging GEM
GEM potentials are measured during a discharge with one of the two high voltage probes
described in Section 6.2.1. Figure 6.12 shows such a measurement of a discharge in a single-
GEM. One probe is attached between the loading resistor and the top side of the GEM,
while the probe at the bottom side is connected to the high voltage supply line close to the
GEM. In plots of the GEM potentials as in Figure 6.12 higher potentials appear as more
negative, because negative potentials are applied to all electrodes, while the anode plane is
at ground potential.
6.5.1. The qualitative picture: ∆UGEM after a discharge
At t ∼ 0 the discharge occurs and the potential on the top side of the GEM foil (UTop)
approaches the value of the bottom potential (UBot). In the measurement in Figure 6.12 the
top side of the GEM is powered through a loading resistor of 10 MΩ and the bottom side is
directly connected to the power supply. Therefore the voltage drop occurs across the loading
resistor and is measured as drop of UTop, while UBot stays constant. If there is a decoupling
resistor (Fig. 6.13) both potentials drop (respectively rise) and they meet at the same value,
which is somewhere between the original UTop and UBot potential, corresponding to the set
values before the discharge. Both figures – the example with and without the decoupling
resistor – show that the drop itself is abrupt. Additional measurements reveal that the
voltage change at the top side of the GEM happens in less than 10 ns. A more precise
statement can not be made due to the not known response time of the probes. However,
the oscillations, which accompany the voltage drop, can already be seen for t < 1 ns. These
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Figure 6.12: Simultaneous high voltage probe measurement of a GEM’s top and bottom
potential (UTop and UBot Meas.) during a discharge at t ∼ 0. Only the top
potential changes, because there is a loading resistor (10 MΩ) at the top side
of the GEM and the bottom side is directly connected to the power supply. In
addition to the voltage drop both potentials oscillate. The plot is a zoom of
the signals displayed in Figure 6.14a. Furthermore LTSpice [142] simulations
of the signals are shown (UTop and UBot Sim.).
oscillations are visible in the top and bottom potentials and start with the discharge as
in the figures. Other electrodes as the sides of another GEM or the anode plane pick up
AC signals, therefore oscillations are measured there as well. On the time scale of a micro
second the oscillations die out, while the voltage drop of UTop is restored in about 50-100 ms
according to the RC constant of the GEM (CGEM ∼ 5 nF) and the loading resistor.
The difference between UTop and UBot yields the potential difference across the GEM.
For times t < 0 this difference corresponds to the set ∆UGEM. After the discharge, ∆UGEM
drops to zero, as in Figure 6.12. In case no decoupling resistor is used ∆UGEM stays at zero
for several µs. For the measurement with RD = 10 kΩ displayed in Figure 6.13, the case
is more complicated, because UTop and UBot are not recorded simultaneously.j However,
examining all the UBot and UTop signals in the respective measurement series shows that the
absolute potential to which UBot and UTop drop after the discharge (t < 0.1 µs) is always the
same. Based on a comparison of these potentials, we can conclude that ∆UGEM is as well
zero after a discharge, if a decoupling resistor is used. However, we can not comment on
the potential difference for t > 0.1 µs, because the time evolution differs among the recorded
signals. This is why we can not give exemplary signals, showing the development of the
∆UGEM during the first few 10 µs after the discharge. Only on longer time scales of several
10µs all the signals look again the same. We will examine the magnitude of ∆UGEM of the
discharging GEM, after a discussion of the probe performance, based on simulations of the
probes and the experimental set-up.
Simulating discharges with LTSpice
The probes’ response to fast voltage drops is discussed in Section 6.2.1 as well as a calibration
procedure, summarised in Equation (6.3), to correct for it. However, the probes’ AC response
to discharges has not been checked yet and it can differ from the previous parametrisation,
since the used calibration circuit differs from the circuit of the experimental set-up.
We implement the set-up (Fig. 6.1) in LTSpice. To this end, all the non circuit elements,
like the GEMs and the gaps between them, are approximated using circuit elements. For
the GEMs 5 nF capacitors are used, while the transfer and induction gap are each resembled
jNo oscilloscope with the function to write data to disk has been available during most of the measurements
with the independent channel power supply and RD 6= 0. Therefore two non simultaneously recorded
signals are shown, to give at all an example for the RD = 10 kΩ case.
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Figure 6.13: High voltage probe measurement of a GEM’s top and bottom potential (UTop
and UBot Meas.) during a discharge at t ∼ 0. The two measured signals are not
recorded simultaneously, but during two different discharges. UTop and UBot
change both their potential, because of the loading resistor (10 MΩ) at the top
side of the GEM and the decoupling resistor (10 kΩ) at the bottom side. In
the displayed time-window UBot recovers already to the value present before
the discharge. The signals are multiplied by the scaling factor of the probes.
Simulations of the same signals with LTSpice [142] are shown (UTop and UBot
Sim.) as well. After the discharge UTop Sim. lies on top of UBot Sim.
by a 44.3 pF capacitor. This value is chosen, because it approximates an argonk filled
capacitor with 10 × 10 cm2 plates at a distance of 2 mm. A capacitor with the according
smaller capacitance is chosen for the drift gap of 3 cm width. The capacitor representing
the induction gap is connected to ground via 10 kΩ, which corresponds to the anode plane’s
ground connection present during most measurements. We approximate the independent
channel PS by five independent voltage sources, which connect with one terminal to ground
and with the other one to the respective electrode (four GEM electrodes and the drift) in
the experimental set-up. In the real set-up these connections are done with up to two meter
long SHV cables. Therefore, a shunt capacitance (0.11 nF) and series inductance (0.4 µH) is
included at each of the five connections.l Varying these values up to a factor 2 (respectively
1/2) does not have a significant influence on the outcome of the simulation.
Both probes and the scope input follow the circuit diagram in Figure 6.4, however we
use as probe resistances the values found during the probe calibration (Table 6.1). The
oscilloscope’s input capacitance is set to 15 pF and we use different capacitances for the
probes as explained later. To emulate a discharge we connect the top and bottom side of
the GEM2 capacitor by enabling a switch. Different durations of this short between 1 ps
and 10 ns are tested and show all the same result.
Simulation results versus measured data
Comparing the simulations to the measurement allows to judge if an AC response correction
is necessary. A simulation of UTop and UBot is included in Figure 6.12 in addition to the
already discussed measurement. For this simulation the capacitance of the probes is tuned
to allow perfect signal transmission to the oscilloscope, which requires to use a slightly lower
capacitance in both probes as compared to the series connection of 22 × 1.5 pF. (Figure
A.1 in the appendix (Sec. A.1) shows the same simulation, but with the 0.0682 pF probe
capacitance. In this case an overshoot in the UTop potential is seen, which we do not see
in the data.) The rise time of the drop itself, which we estimate to be faster than < 1 ns
kWe use a relative permittivity of r = 1, because the deviation from 1 expressed as (1 − r) × 10−6 is
found to be 922 and 516 for argon and CO2, respectively [143].
lFor a coaxial cable with a wire diameter of 1.1 mm and a shield diameter of 7.8 mm, we calculate a shunt
capacitance of 55 pF m−1 and a series inductance of 0.4 µH m−1 under the assumption of an insulating
medium with r = 2 and µr = 1.
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Figure 6.14: The potentials at the top and bottom side of GEM2, recorded with high voltage
probes. A discharge occurs at t = 0 and the potential applied to the top of the
GEM foil drops towards the bottom potential. Plot (b) shows the same signals
as (a), but with the correction of the probes’ AC response (Eq. (6.3) and Table
6.1.) applied. The shown signals originate from a single-GEM measurements in
Ar-CO2 (90-10) using no decoupling resistance, the independent channel power
supply (CAEN 470) and a loading resistor of 10 MΩ. A zoom into the discharge
region can be found in Figure 6.12.
based on the measurements, is instantaneous in the simulation. Therefore, the actual rise
time will be limited by the conductivity of the short between top and bottom side of the
GEM foil, but not by the electronics as simulated.
In the first few micro seconds the simulation reproduce the data very well. Also, the
oscillations of the measured top and bottom potential are reproduced. However, in the
measured data they start at a higher amplitude and they are damped faster than in the
simulation. Scanning different parameters reveals that these oscillations are due to the
shunt capacitance and the series inductance of the cables. The simulation suggests that
their amplitude and damping is also influenced by the resistance of the anode’s connection
to ground.
After a few µs a change in the top and bottom potentials towards more positive values is
measured, but not present in the simulation. This increase is displayed in Figure 6.14a and
discussed in more detail later on.
If a decoupling resistor is added to our simulation circuit, the data is again well reproduced.
In Figure 6.13 we compare a measurement of UBot as well as one of UTop (RD = 10 kΩ) to
the corresponding simulation. In the measured data the AC response is not corrected for
and we use again the case of perfect impedance matching between probe and scope in
LTSpice. All the features mentioned during the discussion of the potential evolution can be
identified in the simulation: Both potentials change and they settle during the discharge at
a value between the original top and bottom potential. However, for the case of RD 6= 0
the oscillations seen in the measurement are not present in the simulation. Statements on
the evolution of the ∆UGEM between measurement and simulation can not be made using
Figure 6.13, because the two measured signals are not recorded simultaneously.
To use or not to use the correction for the AC response
Figure 6.14 shows the time development of the potentials in Figure 6.12 up to 400 µs. In
Figure 6.14a the signals are displayed as measured, while in Figure 6.14b the same signals
are corrected using the previous parametrisation (Table 6.1) of the probes’ AC response. On
this time scale it can be seen that UTop as well as UBot move towards a less negative absolute
potential and return eventually to the value of the set UBot. This effect has similarities to
an overshoot and for UTop this can be mitigated using the AC response correction with the
parametrisation obtained during the calibration runs. However, this correction obviously
affects UTop over the whole period after the discharge and thus leads to a reduction of UTop
for small t. A very illustrative example is given by the probe signals from GEM1 before and
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Figure 6.15: High voltage probe recordings of the potentials at the top and bottom side of
GEM1. As in similar figures, the discharge occurs at t = 0 and the potential
applied to the top of the foils drops towards the bottom potential. Plot (b)
shows the same signals as in (a), but with the correction of the probes’ AC
response (Eq. (6.3) and Table 6.1.) applied. The settings used for this meas-
urement are the same as for the ones in Figure 6.14., except that here a double
GEM set-up is used. The discharging GEM is GEM2, see the text for further
explanations.
after calibration, which are given in Figures 6.15a and 6.15b, respectively.m In the case of
the non corrected signals (Fig. 6.14a) the two potentials are similar at small t, while there
is a significant difference as the correction is applied (Fig. 6.15b). A similar, but less drastic
effect is visible in Figure 6.14, too. Applying this calibration leads hence to a ∆UGEM 6= 0
directly after the discharge.
Despite the question if the parametrisation for an overshoot, which is obtained with the
calibration signals (Sec. 6.2.1), is sensible for the discharge data, it has to be discussed if
the excursion of the UTop and UBot is at all related to bad impedance matching. After a
GEM discharge at t = 0 the UTop rises in a smooth way until it reaches its maximum value
at a few 10µs. Also, UBot shows the same behaviour, as UTop. For an overshoot created by
bad impedance matching the measured potential should be higher than its actual value as
a fast voltage change is measured. This effect is expected to take place at the time of the
voltage drop, similarly to what is seen with the calibration signals. Afterwards the measured
value decays exponentially with a time constant given by the RC constant of the system.
However, there is no voltage drop of UBot and therefore the evolution of this potential has to
be driven by something different than a problem of the impedance matching between probe
and oscilloscope or even between the respective electrode and the probe. The fact that both
channels drop to a common potential and show the same time development of this common
potential is a strong indication that the measurement of UTop is as well not affected by a
problem with the impedance matching. Otherwise, UTop is expected to show a stronger
excursion (as compared to UBot) towards more positive potentials and it should show this
excursion already at time of the discharge. Furthermore the potential, to which UTop and
UBot settle, depends on the absolute voltage supplied to the GEM2 bottom electrode. At
a set UBot of about −200 V this common potential is more negative after the discharge,
as compared to the potential at the bottom GEM electrode before the discharge. Around
−700 V this common potential is the same as the set UBot and at about −1200 V a slight
rise as in Figure 6.14 is observed. This suggests that the excursion in the top as well as the
bottom potential is rather a result of the discharge itself and the PS response. It is probably
not caused by an imperfect impedance matching between probe and oscilloscope.
The fact that the top and bottom potential have the same value directly after the dis-
charge and the good agreement with the simulations, which assume a correct impedance
matching, indicate as well that the probe measurements shows the potentials without signi-
ficant distortions. Introducing a mismatch of the probes’ and oscilloscope’s impedance into
mIt has to be noted that discharges are triggered in both cases in GEM2. The phenomenon creating a
discharge in GEM1 as soon as GEM2 discharges (discharge propagation) is discussed in Section 6.5.3.
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Figure 6.16: Potentials during and after a discharge measured at GEM2 in a double-GEM
set-up as the cascaded power supply is used to bias the GEMs. The measure-
ments are done in Ar-CO2 (90-10) with RL = 5 MΩ and RD = 50 kΩ. There is
no calibration applied to the probe signals, except for the scaling to V. Both
figures show the same event on different time scales.
the simulation does not reproduce the signal shapes measured during discharges. Thus, the
probes perform better than expected from the tests with the calibration signals. This is why
we will use only the scaling parameters found during the calibration, which are denoted as
1/c0 in Table 6.1 and do not subtract an overshoot modelled by an exponential.
Difference between the top and bottom potential after a discharge
After this discussion of the quality of the probe measurement results, we now return to the
question if the ∆UGEM of the discharging GEM drops to zero after a discharge or if this is
maybe is an artefact of the measurement procedure.
We found the AC response of the probes, due to a non proper impedance matching between
probes and oscilloscope to be negligible. So we conclude that ∆UGEM is compatible with
zero directly after the discharge, as seen in our data and there is really a temporary short
between the two sides of the GEM. This fits as well the expectation of the discharge mech-
anism as discussed in Section 6.3.
If no decoupling resistor is used three periods can be identified: Directly after the dis-
charge (t = 0 to ∼ 2 µs) the potential difference is zero (e.g. Fig 6.12). Then follows a
period during which ∆UGEM is compatible with zero as well as with a value of a few 10 V
(t ∼ 2 µs to ∼ 25µs), but eventually the potential difference decreases again to zero until
the recharging of the top electrode of the GEM starts (Fig. 6.14a and Fig. 6.15a).
For the case where a decoupling and a loading resistor is used we can not base the dis-
cussion of the ∆UGEM’s time evolution on Figure 6.13, because the potential measurements
displayed in this figure are not done simultaneously. Instead, Figure 6.16 shows a simultan-
eous measurement of UBot and UTop. During this measurement the set-up is powered with
the cascaded power supply, which will be discussed in Section 6.6 together with its impact
on the potential evolution. If a decoupling resistor is used, however, the qualitative features
of the GEM potentials’ time evolution are comparable if a cascaded or independent channel
power supply is used. Analogue to the RD = 0 case, we identify three periods: The period
during which the potential difference between the two GEM sides is zero coincides with the
potential oscillations and is shorter than 0.1 µs. Immediately afterwards a difference between
the top and bottom potential of several 10 V builds up. During the same time UBot and UTop
drop towards more negative potentials (t ∼ 0.1 µs to ∼ 2µs, second period). The voltage
at the bottom electrode drops across the decoupling resistor, because of the charges, that
have been flowing from the top to the bottom side during the actual discharge. A drop of
the bottom potential will lead to a drop of the top potential, because the two potentials are
coupled by the GEM capacitance. This coupling is always present, except during the time of
114
6.5. Analysing the potentials of a discharging GEM
time [ms]
20− 0 20 40 60 80 100 120 140 160 180
G
EM
 P
ot
en
tia
ls 
[V
]
600−
500−
400−
300−
200−
100−
   BotMeas. a - U
   TopMeas. a - U
   TopMeas. b - U
   TopMeas. c - U
 SignalTop and GEM2BotGEM2
Figure 6.17: These measurements illustrate the recharging of a GEM after a discharge. Al-
ways GEM2 potentials are shown, while the GEM stack is powered with the
cascaded power supply. The two measurements denoted as Meas. a have been
recorded simultaneously as a loading resistor of 5 MΩ and a decoupling resistor
of 50 kΩ is in place. For the other measurements no decoupling resistor is used,
but a loading resistor of 10 MΩ (respectively 5 MΩ) is used in case of Meas. b
(respectively Meas. c).
the discharge. After UBot and UTop have reached their most negative value, both potentials
move again towards more positive values (t ∼ 2 µs to several 10µs, third period). During
this time ∆UGEM decreases, but does not approach zero again. A small potential difference
of (a few) 10 V is kept until the recharging of the top electrode starts. Previously, we have
commented already that it takes ∼ 200 ms until the top potential is restored (RL = 10 MΩ).
The corresponding measurement is shown in Figure 6.17. Again we use data which is recor-
ded while the set-up is powered with the cascaded PS. In comparison to measurements with
the independent channel PS, the potential evolution differs only for t < 100µs, which is not
relevant on the time scale of the figure.
In LTSpice simulations of the set-up with decoupling resistor we see as well a difference
between the top and bottom potential at small t. However, this difference is too small
to resolve it with our measurement precision. Therefore, we think that the observation of
∆UGEM 6= 0 in the measurements is on the one hand due to the power supplies’ response to
the discharge, which is not well modelled in the simulation. On the other hand the discharge
between the two GEM sides may evolve differently if both electrodes are decoupled from the
PS, which in turn affects the ∆UGEM directly after the discharge. Such a phenomenon is as
well not part of the LTSpice simulations.
6.5.2. Quantitative analysis of the GEM potentials
An analysis of all recorded signals with different high voltage settings allows to generalise the
statement that the potential across the respective GEMs drops to zero during a discharge.
This is illustrated in detail in the following.
Analysis procedure
In a single measurement series with a particular configuration of the experimental set-up and
particular high voltage settings many waveforms are recorded, similar to the ones displayed
in Figures 6.12 to 6.15. For each of these waveforms we calculate the potential before (UBef)
and after the discharge (UAft). UBef is the average of all data points of a waveform for which
t < −0.2 µs, while UAft is the average of all points with t ∈ [300µs, 320µs].n In this time
nFurthermore it was checked that no secondary discharge (Ch. 7) is present in the waveforms before or
during the time interval used to calculate the potential after the voltage drop.
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Figure 6.18: Result of an analysis of the high voltage probe signals. For the measurements
one probe is connected to the bottom electrode of GEM2 and the other one
to the top electrode of GEM1. The other hardware settings are the same as
e.g. in the data displayed in Figure 6.15. For all waveforms recorded with this
particular setting an UBef value is extracted, which is shown in the plot. UAft
values are only shown if they are not similar (including their error bars) to the
UBef value and if no secondary discharge is recorded in the waveforms. The
exact procedure is described in Section 6.5.2.
range the top and bottom potential appear to be rather constant. The standard deviation
σBef and σAft of these averages are calculated as well. A set of different (UBef, σBef)i and
(UAft, σAft)i is obtained for each measurement series. The index i is used here to indicate
the ith measurement in the series. An example is shown in Figure 6.18. For 49 discharges
two high voltage probe signals have been recorded and 49 UBef values are calculated for each
probe. In order to exclude signals with no voltage drop, UAft values are only taken into
account if the potential range UAfti ± 2 · σAfti has no overlap with UBefi ± 2 · σBefi. Because
of this, there can be less values for UAft than UBef. This is illustrated as well in Figure 6.18:
For this particular measurement series no voltage drop is found in all the waveforms of the
GEM2 bottom potential (no UAft values), while the voltage at the top side of GEM1 drops
in one third of the cases (15 UAft values).
For the full measurement series the weighted means are calculated
〈Uk〉 =
Nk∑
i
Uki/σ
2
ki
Nk∑
i
1/σ2ki
, k = Bef,Aft
based on the previously found (Uk, σk)i and using the weight w = 1/σ2ki. The corresponding
errors are calculated as follows:
δ〈Uk〉 = 1√
Nk∑
i
1/σ2ki
, k = Bef,Aft .
Measurement of the mean voltage drop after a discharge
By subtracting 〈UBef〉 from 〈UAft〉 we obtain the mean voltage drop 〈UDrop〉. In Figure 6.19
the voltage drop at a GEM electrode is displayed as function of the applied potential UBef.
In order to relate the voltage drops to the potentials across the respective GEM we plot
〈UDrop〉/∆UGEM instead of the absolute value 〈UDrop〉. The analysis procedure yields only
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Figure 6.19: The mean voltage drop 〈UDrop〉 at a given GEM electrode over the voltage
across the corresponding GEM as function of the potential present at this GEM
electrode. (a) Measurements with the independent channel PS, but no decoup-
ling resistor are shown, while (b) shows measurements with the cascaded PS
(respectively independent channel PS) with and without (respectively with) de-
coupling resistor. (See the text for more details.) The analysis procedure (Sec.
6.5.2) does not yield an entry in this plot if the potentials before and after the
discharge are compatible. These cases are added nevertheless as open points.
a result if at least one UAfti is found different from the corresponding UBefi. In case no such
UAfti is present in a measurement series, a 〈UDrop〉/∆UGEM = 0 is added as open point to the
respective plot. We distinguish measurements without decoupling resistor, where ∆UGEM is
found to be compatible with zero at the time used to extract the different 〈UBef〉 and 〈UAft〉
(Fig. 6.19a) and such measurements, where this is not the case (Fig. 6.19b).
Therefore, all the points in Figure 6.19a correspond to sets of measurements which have
in common that: 1) the value of the loading resistor is 10 MΩ, 2) the independent channel
power supply (CAEN 470) is used, 3) discharges are always induced in GEM2. Data points
for Ar-CO2 (90-10) and Ne-CO2-N2 (90-10-5) are included in the plot. Only one difference
between the two gas mixtures is found, which will be discussed later on.
In Figure 6.19b measurements with RD 6= 0 and either RL = 10 MΩ or RL = 5 MΩ are
displayed, while the GEMs are either powered with the independent channel PS or the cas-
caded PS (CAEN A1515). We include as well measurements with the cascaded PS, but
without decoupling resistor, because for these measurements the potentials after a discharge
behave similarly to the case where the independent channel PS with a decoupling resistor
is used. This is shown in Section 6.6.1. Again, discharges are always induced in GEM2 and
in this case Ar-CO2 (90-10) is used as counting gas.
For all measurements different induction and transfer fields are applied, while the drift
field is kept at 400 V cm−1. With the independent channel PS the GEM voltages are varied
in the range between 410 V to 460 V and from 220 V to 320 V for ∆UGEM2 and ∆UGEM1,
respectively. While with the cascaded PS GEM voltages between 370 V and 387 V (respect-
ively 330 V and 361 V) are set for ∆UGEM2 (respectively ∆UGEM1).
Results: Independent channel PS with RD = 0
The quantitative analysis shows that the top potential of GEM1 and GEM2 drops the full
∆UGEM after a discharge, while the bottom potential does not drop (Fig. 6.19a). This
quantifies our previous observation, that ∆UGEM returns to zero after a short period during
which a small potential difference builds up and eventually decays again. The drop of the
GEM2 top potential shows an increasing trend with increasing UBef, which is applied to the
top electrode. Most likely this is an effect of the power supply’s response to the discharge. In
Figure 6.14a an example for this response can be seen, illustrating the changing UTop as well
as UBot on a time scale of more than 100µs after the discharge. A slight overestimation of
the probes’ scaling factor, which we use to transform the measured signal amplitude to volts,
117
6. Discharge studies
may result in a similar increase of the voltage drop for increasing set voltage. However, in
this case the GEM1 top electrode potential should show an even worse behaviour, because
of the higher UBef. The question why the top potential of GEM1 drops at all during a
discharge in GEM2 is addressed in Section 6.5.3.
We observe for some measurements of the GEM1 bottom potential a systematically higher
voltage drop than 〈UDrop〉 ∼ 0, however, the drop for these measurements is still compatible
with zero. All these points have in common that they are measured in Ne-CO2-N2 (90-10-5),
but no change in the nature of the voltage drop is expected while changing the gas mixture.
No other differences in the detector configuration are found, as compared to the other data
points. There are no data points for the GEM2 bottom potential for this gas-mixture, which
would allow a comparison between the two GEMs for the exact same detector settings. A
drop of the GEM2 top potential can lead to a drop of the GEM1 potentials, because GEM1
and GEM2 are capacitively coupled by the transfer gap. This effect is e.g. visible in
Figure 6.15a. However, while checking recorded waveforms against each other it seems as if
the corresponding drop recovers fast enough to not influence the UAft measurement, if the
bottom GEM electrode is connected directly to the power supply.
Results: Configurations with RD 6= 0
Using a decoupling resistor obviously decouples the bottom GEM electrodes better from
the respective PS. The cascaded PS has built-in resistors in its voltage outputs. Therefore,
operating the cascaded PS without decoupling resistors results still in a better decoupling
of the GEM bottom electrodes from the PS, as compared to the independent channel PS
without a decoupling resistor.
For systems with better decoupling (Fig. 6.19b) the voltage drop observed at the GEM2
top electrode is in most cases significantly smaller than ∆UGEM2. Previously (Fig. 6.16),
we have already observed that a GEM bottom electrode, which is decoupled from the PS,
leads to a ∆UGEM being not compatible with zero from ∼ 1µs after the discharge. This
remaining potential difference manifests itself in the observation that 〈UDrop〉/UGEM2 < 1
for the potential drop at the GEM2 top electrode.
For the GEM2 bottom potential, only one point is measured, hence no quantitative state-
ment can be made. However, for GEM1 UBot more measurement series have been analysed.
This potential drops about (5± 5) % of the set ∆UGEM1 (Fig. 6.19b). As compared to
similar measurement series, which contribute to the points in Figure 6.19a, we observe a
higher number of measurements for which UBefi and UAfti differ significantly. These drops
of GEM1 UBot are caused by the capacitive coupling to the GEM2 top electrode. Because
the GEM1 bottom electrode is better decoupled from the PS, the GEM2 UTop drop results
now in a larger drop of GEM1 UBot, as compared to the measurements without any from of
decoupling resistor.
Also the drop of the potential at the top electrode of GEM1 is affected by the stronger drop
of GEM1 bottom. Although the drop is still compatible with a drop by ∆UGEM1, it seems to
be systematically larger than this value. The potential at the bottom and top electrode are
coupled by the GEM capacitance. As long as a PS does not recharge the GEM or the GEM
does not discharge further, this capacitance will keep the ∆UGEM at its value. Therefore
the drop of UBot GEM1, together with the small ∆UGEM1 due to a GEM1 discharge, is
expected to results in a drop of the GEM1 top potential, which is – as compared to its set
value before the discharge – higher than ∆UGEM1. The fact that there is still a remaining
∆UGEM1 left, if there is a decoupling resistor present, counteracts this effect.
6.5.3. Propagation of discharges
In the measurement series in Figure 6.18 we see a drop of the GEM1 top potential by the
full ∆UGEM1 in about 1/3 of the corresponding waveforms, while in the other 2/3 of the
waveforms no difference between UBefi and UAfti, hence no voltage drop, is found. These
voltage drops of the GEM1 top potential indicate that GEM1 discharges (∆UGEM1 = 0),
because the GEM1 bottom potential stays constant. In this section we will discuss the origin
of the discharges in GEM1, although the HV settings are optimised to induce discharges in
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GEM2.
Simultaneous discharges in both GEMs of the double GEM set-up
If GEM1 discharges it turns out that the discharge happens at the same time as the discharge
of GEM2, as simultaneous measurements of the GEM2 top and GEM1 top potential show.
The time resolution of these measurements is about 10 ns. However, the probability for an
initial discharge in GEM1 corresponds to the probabilities discussed for a single-GEM, while
the probability for a discharge in GEM2 is orders of magnitude higher, due to the charge
amplification in GEM1 (Sec. 6.4, Fig. 6.11a). It is therefore unlikely that GEM1 is dischar-
ging in the first place.o This is confirmed by measurements with reduced ∆UGEM2 but the
other voltages (especially ∆UGEM1) at their original value. No discharges are observed with
such reduced voltage settings. Increasing again ∆UGEM2 leads to a measurable discharge
probability. In order to explain this number of events with simultaneous discharges in both
GEMs, there has to be a mechanism propagating the original discharge from one GEM to the
other, in this case from GEM2 to GEM1. To quantify discharge propagation we look at all
the measurement series, during which the GEM1 top potential is recorded, while discharges
are induced in GEM2. The propagation probability is then defined by the number of events
in which a drop of the GEM1 top potential (NGEM1 drops) is found, divided by all events in
the measurement series (Nall signals)
PProp =
NGEM1 drops
Nall signals
(6.10)
with the error
δ(PProp) = PProp ·
√(
δ(NGEM1 drops)
NGEM1 drops
)2
+
(
δ(Nall signals)
Nall signals
)2
. (6.11)
We use again
√
N as uncertainty δ(N) for the respective number of signals.
Dependence on the potential difference across GEM1
Figure 6.20 shows PProp as function of the voltage difference present across the two sides
of GEM1. All measurements done with Ar-CO2 (90-10) are plotted, which includes meas-
urements with different loading and decoupling resistors and with the independent channel
(CAEN 470) as well as the cascaded power supply (CAEN A1515). (The choice of the bi-
asing schema and HV PS only affects the way a potential drops during a discharge, but not
the occurrence of discharges (Fig. 6.19b).)
Three different regions of ∆UGEM1 can be examined using these measurements. For the
lowest examined ∆UGEM1/p of about 0.22 V mbar−1 a propagation probability in the range
PProp ∈ [0.1, 0.5] is found. Around the second measured ∆UGEM1/p ∼ 0.27 V mbar−1 a
PProp compatible with 1 is already observed for most of the analysed measurement series.
However, values as low as 1/4 are found, too. For the highest probed voltage difference
across GEM1 (about 0.34 V mbar−1) we measure PProp = 1 in all cases. Other dependencies
(ET, ∆UGEM2) have been examined as well. However, no correlation with PProp and the
respective other parameter is found.
Cause of the discharge propagation
Electrons moving through the transfer gap can not propagate a discharge from GEM2 to
GEM1, because the propagation occurs against the drift direction of electrons. In Ar-CO2
(90-10) we find the reduced ion mobility to be 1.8 cm2 V−1 s−1 (Sec. 5.5.2, Table 5.1).
oIn addition, we have simulated with Magboltz [64] the electron drift velocity in Ar-CO2 (90-10) at ambient
pressure and temperature. For electric fields in the range between 1 kV cm−1 and 5 kV cm−1, this drift
velocity varies between about 4.7 cm µs−1 and 5.1 cm µs−1. Therefore electrons need about 40 ns to move
from GEM1 to GEM2 in the transfer fields we apply to the detector. If the discharges in GEM1 are
actually the initial discharges and the discharge is then propagated by electrons to GEM2, we should
have seen a delay between the discharges in the two GEMs.
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Figure 6.20: In the double-GEM set-up a discharge in GEM2 can be followed by a discharge
in GEM1, as explained in the text. The probability for discharge propagation
from one GEM to the other is shown (PProp) as function of ∆UGEM/p of the
GEM the discharge is propagated to. All the points in the plot result from
measurements, where the discharges propagate against the drift direction of
the electrons in the transfer field. The applied transfer fields are in the range
given by ET = 1.5 – 5 V cm−1 mbar−1. All measurements are done in Ar-CO2
(90-10).
Assuming an electric field of 5 kV cm−1 ions need about 22µs to cross the transfer gap.
However, the discharge propagates in less than 10 ns as mentioned before, therefore ions can
not be responsible. Only photons remain to explain the propagation of discharges.
Interpretation of the measurement
We find the propagation probability to rise with increasing potential difference across the
GEM to which the discharge is propagated. The spread among the PProp values for the two
regions of lower ∆UGEM1/p, may be caused by other parameters the discharge propagation
depends on.
The dependence of the discharge propagation probability on ∆UGEM1 suggests that a
certain gas gain is necessary in order to reach the critical charge in a hole of GEM1, which
will in turn lead to the propagated discharge. Electrons can be provided by the photons
emitted during the spark between the top and bottom electrode of GEM2. These photons
can ionise the gas directly in the GEM1 holes or they eject electrons from the (GEM1)
electrodes or the polyimide. The lowest ionisation energy of Copper is 7.73 eV [150], which
is in the right order of magnitude that photons with energies in the near Ultra Violet (UV)
and UV regime can liberate electrons from the GEM electrodes. For the case of electron
emission from a metal cathode, the yield of electrons per photon is estimated in [85] to be
about 10−3 to 10−1 for near UV and far UV photons, respectively. However, the quencher
in the gas will reduce this yield significantly. Still, due to the large amount of photons
produced during the discharge in GEM2, it seems possible that electrons are ejected from
GEM1 surfaces.
These electrons, as well as electrons liberated in the gas, would then be amplified in
GEM1. Ions, being still present in the GEM1 holes from the amplification of the electrons,
which led to the discharge of GEM2 in the first place, may reduce the amount of additional
charges needed to reach the critical charge for a discharge in GEM1. If the discharge
propagation depends on the gas gain in the GEM, the discharge is propagated to, the PProp
versus ∆UGEM/p should be differently distributed as in Figure 6.20 if the experiment is
done in e.g. Ne-CO2-N2 (90-10-5). Another possibility to confirm or dismiss this theory is
a dedicated measurement with a different Ar-CO2 mixture, but more or less quencher.
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The Sauli group observed a similar phenomenon in [104]. They report as well that the
propagation probability depends on the voltage difference across the GEM to which the
discharge is propagated. In their case they also see a dependence on the direction of the
transfer field. However, similar to our conclusions, their conclusions are not final and the
topic is left for further investigations.
6.5.4. Consequences for the operation of GEM stacks
The potential difference between the two sides of the GEM drops (close) to zero during
a discharge. Afterwards the GEM recharges (Fig. 6.17) and during this period the gain
of the GEM will increase from zero to its set value and in consequence there will not be
(reliable) signals during this time. Therefore a discharge will result in a dead-time on the
order of 200 ms for a 10×10 cm2 standard GEM with a loading resistor of about 10 MΩ. The
time constant of the recharging curve changes according to the RC constant for different
biasing settings. Another consequence is the increase of the transfer field above a discharging
GEM by ∆UGEM/dGap, where dGap is the width of the transfer gap. For typical ∆UGEM
between 200 V and 300 V, this increase will amount to an increase of ET in the range
between 1 kV cm−1 and 1.5 kV cm−1, for a transfer gap of 2 mm. While choosing the voltage
settings for a GEM stack, ET + ∆UGEM/dGap has to be smaller than the onset of gas
amplification. Otherwise gas amplification in the transfer gap starts, which can result in
additional instabilities of the GEM stack.
Furthermore all the ∆UGEM in a stack should be, if possible, tuned to minimise the
discharge propagation probability. Propagated discharges have the same effect on the GEM
stack operation as the original discharge. They will not introduce additional dead time, if
all GEMs are powered in the same way, since they happen basically at the same time as
the original ones. However the goal is to minimise the number of discharges, in order to
minimise the associated risks such as producing a permanent short between the GEM sides.
As a consequence, discharge propagation should be mitigated.
6.6. The ALICE TPC settings: Segmented GEMs and a
cascaded power supply
The ALICE TPC GEMs are segmented on the top side, while the bottom side is not. The
number of segments varies from 18 (IROC GEMs) up to 24 (OROC3 GEMs), depending on
the GEM type. Each segment has a surface of roughly 100 cm2 and is powered through a
loading resistor of 5 MΩ. Therefore the dead time arguments made in Section 6.5.4 apply as
well to a discharging segment of the ALICE TPC GEMs. After a discharge the pads below
the affected segments will not provide useful data, until the segment has recharged.
However the bottom side of each foil is not segmented and powered through a decoupling
resistor. It is planned to power the bottom side through one resistor with a resistance of
about 50 kΩ. Since the full bottom side is connected via this resistor to the power supply,
the change in UBot (e.g. previously shown in Figure 6.13) will affect all segments of this
foil. The goal of this section’s study is to look at the potential changes in different segments
as one segment discharges. This is studied with a mock-up of a double-GEM stack with
two segmented GEMs as described in Section 6.6.2. To power the GEMs in the mock-up a
CAEN A1515 cascaded 16 channel PS [138] is used. This power supply is also considered to
be used in the final upgraded TPC system. Before discussing the studies with the mock-up,
we introduce the concept of a cascaded power supply and point out the differences to an
independent channel power supply.
6.6.1. Cascaded power supplies
Working principle
In order to explain the working principle of a cascaded power supply, we briefly mention
independent channel power supplies. Such power supplies have a certain number of channels,
each driven by a voltage source. There are different approaches concerning the ground each
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Figure 6.21: The output circuit of a CAEN A1515 [138] power supply prototype. This parti-
cular PS has two times eight channels, where eight channels each are provided
by one module as sketched here. The ground of each voltage source (Ch1
to Ch8 ) is the set-voltage of the previous one. Ch0 is used to provide the
ground potential of Ch1. The original figure has been provided to the author
by R. Renfordt (Johann-Wolfgang-Goethe Universität, Germany) and has been
slightly altered to be displayed here.
voltage source is connected to. For example the CAEN 470 [123] power supply has four
independent channels, where the output voltage of each channel is referred to the same
ground potential (coinciding with earth ground). There are as well models with a (common)
floating ground.
Cascaded power supplies, on the other hand, are multi channel power supplies applying
a different grounding schema for each voltage source. The voltage sources are connected
in series, therefore the ground potential of the (i + 1) voltage source corresponds to the
output voltage of the i voltage source. Figure 6.21 shows a layout of the output circuit of a
CAEN A1515 cascaded power supply. The eight voltage sources in series (with a capacitor
in parallel) are well visible. In case of this cascaded PS the ground of the first voltage
source in the cascade has to be provided externally. It can either be (earth) ground or
some different potential. Having such a cascade of voltage sources also implies that all the
potentials upstream in the cascade have to change as the output potential at one channel is
changed. If the voltage difference between two channels is changed, the set voltage difference
between all other adjacent channels in the cascade is maintained, but the absolute voltages
change.
Operating a cascaded power supply
A cascaded power supply is very well suited for powering gas amplification stages with
GEMs.p
It has to be avoided that a too high voltage difference is applied between the two sides
of a GEM, while ramping up the voltages of a GEM stack. With a cascaded power supply
it is ensured that the voltage difference between two channels defining the ∆UGEM is at
most the set voltage of the channel. If a channel trips, its absolute potential drops only to
the potential of the previous channel in the cascade. These are important safety features
during the ramping process or as a channel trips. If ∆UGEM is set by two channels of an
independent channel power supply, problems can arise if e.g. one channel ramps faster than
the other or if one channel suddenly trips and switches off.
Changes in the HV supply circuit
Compared to the circuit used for the previous measurements of GEM potentials, the biasing
circuit changes as we use the CAEN A1515 cascaded power supply. There is a 2.2 nF
pAlready the fact that we usually refer to potential differences, such as ∆UGEM, while discussing voltage
settings of a GEM stack, illustrates this very well.
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(b) Decoupling resistor RD = 50 kΩ
Figure 6.22: LTSpice [142] simulations of the GEM2 potentials during and after a discharge.
The GEM’s ∆UGEM2 was set to 400 V before the discharge. In the plots simu-
lations for the independent channel power supply (Ind.Ch.) and the cascaded
PS (Casc.) is shown. The latter is implemented in LTSpice according to the
circuit in Figure 6.21. The other parts of the set-up, as well as the independent
channel PS, are simulated similar to the definition in Section 6.5.1.
capacitor in parallel to each voltage source and a 5.1 kΩ resistor in the output of each channel
as visible in Figure 6.21. These resistors decouple the voltage sources and the capacitors in
the power supply module from the cable, through which the HV is supplied to the detector.
In Section 6.5 (e.g. Figures 6.16 and 6.19b) we already mentioned the different behaviour of
the cascaded PS and the independent channel PS, when a discharge occurs across the two
sides of a GEM. This will be discussed in more detail in the following.
In addition to the change of the PS, the protection resistors (5 MΩ, respectively 10 MΩ)
to ground at each channel supplying a GEM electrode (Fig. 6.1) are removed. During our
studies with the independent channel PS, we used these resistors to sink excess current in
case of a discharge. However, in order to make our set-up as similar as possible to the
circuit layout of the future ALICE TPC readout chambers, we do not use such resistors
while running with the cascaded PS.
Simulations of potential changes during and after a discharge
With LTSpice [142] the potentials during and after a discharge are simulated in order to
test the effect of these circuit changes. The layout of these simulations corresponds to the
previously used layout of a double-GEM stack (Sec. 6.5.1), but with a loading resistor of
5 MΩ. We use again the previously introduced implementation of the independent channel
PS and realise the cascaded PS following the circuit diagram in Figure 6.21. Different
simulations are done with and without a 50 kΩ decoupling resistor. Always UTop and UBot
of GEM2 are examined. The resulting four sets of potentials are displayed in Figure 6.22.
We group the results by decoupling resistance and show potentials for both power supplies
in the same plot.
In case of the simulation with RD = 0 (Fig. 6.22a) the potential curves obtained for the
independent channel PS are similar to the simulations presented before (Fig. 6.12). However,
the different time scale in Figure 6.22a does not allow to identify the oscillations’ frequency.
The most obvious difference between the cascaded PS and the independent channel PS is
the non-occurrence of these oscillations, while using the cascaded PS. Furthermore, there is
a drop of the bottom potential, which is not observed with the independent channel PS. For
t > 10µs, however, the potentials simulated with the cascaded PS circuit approach the ones
– except for the oscillations – simulated for the independent channel PS after the first 10 µs.
Figure 6.22b illustrates that the evolution of the potentials is very similar for both PSs
when a decoupling resistor is present. At the time of the discharge UTop and UBot move
towards each other. At a very small t both potentials meet at an absolute value close to,
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Figure 6.23: Potentials during and after a discharge measured at GEM2 in a double-GEM
set-up as the cascaded power supply is used to bias the GEMs. The measure-
ments are done in Ar-CO2 (90-10) and in both cases a loading resistor of 5 MΩ
is present. There is no calibration applied to the probe signals, except for the
scaling to V. A comparison of this two measurements to the simulations in
Figure 6.22 is done in the text. The different appearance of the signals between
Figure (a) and (b) is due to the different time resolution set at the oscilloscope,
while recording the data sets.
but lower as, the original value of the bottom potential. Then both potentials move towards
smaller absolute values. During this process the top and bottom potentials start to slightly
deviate from each other, which is barely visible in the figure. Eventually UTop and UBot
reach their lowest value (t ∼ 2 µs, Fig. 6.22b) and afterwards both potentials start to rise
again until UBot is restored (∼ 30µs) to its original value. In Figure 6.22 the curves are
only shown for t ≤ 50µs, however, the long term evolution of the potentials follows closely
similar curves seen in measurements (Fig. 6.17).
Simulations for different values of RD reveal a change in time and amplitude of the local
extreme-value observed at t ∼ 2µs (Fig. 6.22b), when UTop and UBot move towards more
negative potentials. Increasing the value of RD shifts this extrema to larger t and smaller
absolute value of the potentials. However, this development saturates around RD ∼ 100 kΩ.
Judging from this dependence on RD, the difference between independent channel power
supply and cascaded power supply in the simulation can be explained by the 5.1 kΩ resistor
in the output of the cascaded power supply’s channels. Adding a decoupling resistor increases
this 5.1 kΩ by RD and thus changes the coordinates of the extreme-value to higher t and
lower amplitude. Comparing the potential curves for cascaded PS in Figure 6.22a and 6.22b
illustrates this.
Comparison of simulations to measurements
Figure 6.23 shows two measurements with the cascaded PS, corresponding to the HV and
resistor settings of the simulations. A similar qualitative behaviour of the potentials is
observed, as compared to the simulations (Fig. 6.22). We see that the potentials on the two
GEM electrodes meet at an intermediate value between the original UTop and UBot during
the time of the discharge. However, the measurement without (Fig. 6.23a) as well as with
decoupling resistor (Fig. 6.23b), show a greater resemblance with the qualitative features
of the simulation of the cascaded PS with decoupling resistor (Fig. 6.22b). Checking the
measurements with cascaded PS for RD = 0 (Fig. 6.23a) against the measurements with
the independent channel PS, there are more similarities to the potential evolution for the
case of RD = 10 kΩ (Fig. 6.13) as to the RD = 0 (Fig. 6.14a) case. This is most likely due
to the 5 kΩ series resistance in the output of each channel of the cascaded PS.
After the two potentials have met, both potentials move to more negative values, before
this trend is reversed and eventually UBot is restored (Fig 6.23). The absolute value of
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Figure 6.24: In order to simulate segmented GEMs, the set-up displayed in Figure 6.1. is
extended by another, similar, detector. The bottom sides of the GEM2 (respect-
ively GEM1) in Detector 1 and Detector 2 are connected directly together by a
short cable. Then the combined GEM2 (respectively GEM1) bottom channel is
connected through a decoupling resistor of 50 kΩ to a channel of the cascaded
power supply. The top electrode of each of the four GEMs is connected to a
loading resistor of 5 MΩ. On the HV supply side of these loading resistors of
the two GEM2 (respectively GEM1) top sides, the two GEMs are connected
together and the resulting channel is supplied from the cascaded power supply
as well. All the resistors are mounted as close as possible to the detectors. The
two high voltage probes – in this sketch connected to the GEM1 top segment
in detector 1 and to GEM1 bottom – are used on different GEM electrodes to
probe different potentials during discharges. The cathodes are powered from
independent power supplies.
both potentials at their extrema (t ∼ 5 µs) is more negative when a decoupling resistor
is introduced, as a comparison of Figure 6.23b (RD = 50 kΩ) and Figure 6.23a (RD = 0)
shows. This is seen for the simulated data as well, although this local extrema in the LTSpcie
simulation has an amplitude value, which is closer to UBot before the discharge.
After the time of the discharge a certain ∆UGEM is kept at all times. However, this
∆UGEM is barely visible in the simulations, but we measure it to be on the order of 50 V to
100 V. As discussed during the qualitative analysis of the potentials of a discharging GEM
(e.g. using Fig. 6.16), this potential difference decreases again as UBot is restored. The fact
that we do not see such a behaviour in the simulations, points again to the possibility that
we do not include all parasitic and shunt capacitances as well as series resistances and shunt
conductances. Furthermore, the processes happening during the actual discharge differ from
its implementation in the LTSpice simulations, therefore we do not expect to reproduce the
first ∼ 10µs (or more) after the discharge quantitatively. This is why it is crucial to perform
the actual measurements, to gain insights in the exact behaviour of the potentials.
6.6.2. Mock-up of segmented GEMs
In the following the measurement of the potential changes at different GEM segments,
following a discharge, is discussed. The set-up is constructed similarly to the layout of
the future ALICE TPC’s biasing schema. Therefore the cascaded PS, loading resistors of
5 MΩ and decoupling resistors of 50 kΩ are used. Because of a lack of segmented GEM foils
available, a mock-up approximates two GEMs with two segments. Each two-segment GEM
in this set-up is composed out of two 10× 10 cm2 GEMs, as explained in Figure 6.24. Two
gas volumes are utilised. In Detector 1 segment 1 of GEM1 and GEM2 is located, while
segment 2 of both GEMs is mounted in Detector 2. Cables as short as possible connect the
corresponding bottom GEM sides together. The gas mixture is Ar-CO2 (90-10). For the
potential studies shown later on, only detector 1 was flushed with the counting gas, while the
other one is filled with air. The HV settings favour discharges in GEM2. These voltages are
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(b) Detector 2, GEM1
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(c) Detector 1, GEM2
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(d) Detector 2, GEM2
Figure 6.25: (a), (c), (c): High voltage probe signals at different electrodes of the set-up
depicted in Figure 6.24. Figure (d) was recorded as well with the same set-up,
however during this recording RL = 10 MΩ and the independent channel PS
has been used. Each plot shows a simultaneous recording of two signals, while
GEM2 in detector 1 is discharging. All the signals are scaled according to V,
but the AC response of the probes is not corrected for.
too low to produce discharges in air and hence it is ensured that there are only discharges
in segment 1 of GEM2. As a discharge happens, the potentials at all GEM segments react
accordingly and are observed by the HV probes in different measurement series.
Potential changes at different GEM segments
Figure 6.25 shows measurements of UTop and UBot at different segments as segment 1 of
GEM2 is discharging.
The potentials in the discharging segment (Fig. 6.25c) show a similar change with time as
observed in the previously discussed measurement (Fig. 6.23b). After the top and bottom
electrode are at the same potentials during the discharge, the potentials at both electrodes
move all the way to the absolute value of top potential before the discharge. Afterwards the
bottom side of GEM2 is first recharged, while the recharging of the top side is not visible
on the time scale of the plot.
As pointed out before, both segments of a GEM have a common bottom side, therefore
the change of the bottom potential is the same in Segment 1 as well in Segment 2 (of
GEM2), which is shown in Figure 6.25d. Comparing UBot here to the measurement at the
discharging segment (Fig. 6.25c) shows a significant difference, which is due to a different
biasing circuit used during this measurement. Unfortunately no data with the ALICE TPC
configuration has been saved for Segment 2, GEM2. Instead, we show a measurement
during which the mock-up is biased with the independent channel PS, a loading resistor
of 10 MΩ and a decoupling resistor of 50 kΩ. These differences affect the behaviour of the
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potentials as Segment 1 of GEM2 discharges and therefore UBot measured in Segment 2.
The interconnection between different GEMs of the mock-up, and the capacitive coupling
between GEMs and between the two sides of each GEM foil are not changed. The circuit
changes only affect the connection to and the power supply. Comparing UBot in Figure 6.25c
and Figure 6.25d, shows that the drop of UBot to a more negative potential is not as strong
as with the cascaded PS and RD = 5 MΩ. After this drop, we observe the recharging curve
of UBot, as expected after a discharge. Because there is no discharge in this segment and due
to the capacitive coupling between GEM2 top and GEM2 bottom, UTop evolves in a similar
way as UBot. About 100 µs after the discharge, the bottom potential is restored again to its
value before the discharge. The top potential shows the same behaviour, so that ∆UGEM2
(Segment 2) seems to be constant at its set value, while ∆UGEM2 (Segment 1) moves to zero
and evolves then as discussed in Section 6.5 or Section 6.6.1, Figure 6.23b. However, the
evolution of UTop in Segment 1 (GEM2) has no influence on the top potential in the other
segment, because the loading resistors decouple different segments on a GEM’s top side.
The GEM1 potentials are again recorded with the configuration of the mock-up, being
close to the desired configuration of the future ALICE TPC. In Figure 6.25b the top and
bottom potential of Segment 2, GEM1 are shown. This is the segment facing the non-
discharging part of GEM2 in the detector full of air. No discharge is propagated to this
segment, therefore the potential changes visible are on the one hand due to the capacitive
coupling between the GEM1 top and bottom side. On the other hand the common bottom
electrode of Segment 1 and Segment 2 (GEM1), reacts to the discharge in GEM2, Segment 1.
This is why UBot and UTop (Segment 2) move to less negative potentials, while ∆UGEM1, Seg2
stays all the time roughly constant. Both GEM1 potentials (Segment 2) are restored after
∼ 100µs.
The picture is different for Segment 1, GEM1 (Fig. 6.25a). There is a voltage change in
both GEM1 potentials towards less negative values, because of the capacitive coupling to the
top side of GEM2 (Segment 1) and the change of the potential there. On top of this drop,
a propagated discharge is visible. It is interesting to note, that UBot does not move towards
UTop, as e.g. the potentials of the originally discharging segment do. Instead, the bottom
potential evolves as expected from the capacitive coupling of GEM1 to the discharging GEM2
segment. This has the effect that the voltage drop due to the propagated discharge affects
only UTop and the magnitude of this drop is higher than the set ∆UGEM1. However, there is
a significant voltage difference between the top and bottom electrode of GEM1 (Segment 1)
in the first few 10µs after the discharge. The evolution of UTop and UBot with time seems
to be dominated by the capacitive coupling to the originally discharging segment, while
∆UGEM1 (Segment 1) shows a similar time evolution as for the other discharging segment.
Furthermore, the propagated discharge in Segment 1 of GEM1 has no effect on the potentials
in Segment 2 of GEM1, because this discharge does not induce additional changes of the
GEM1 bottom potential.
General comments
Potential changes up to 500 V are measured at the GEM1 bottom side. The potential changes
at both GEM1 top segments is of a similar magnitude. We find a spread of almost 100 V
between the minimal and maximal absolute value of the potentials after the discharge as we
analyse all the GEM1 UBot (respectively UTop) waveforms during one measurement series.
However, the voltage difference between the top and bottom side of the non-discharging
GEM segments seems to stay constant all the time.
In the originally discharging segment the potentials behave very similarly for all waveforms
recorded with the same settings. No spread between single measurements is observed in this
case. Also, no big spread is observed between single measurements of the potentials at the
segment, which shares the bottom potential with the discharging segment.
In case of a real segmented GEM, the segments are obviously located next to each other.
Our set-up does not allow us to study effects, which may occur if a segment discharges and a
neighbouring segment in its proximity reacts to it. From our studies presented in Figure 6.25
we think, however, that after a discharge, the potential difference between two neighbouring
segments of the same GEM will be at most slightly higher than the set ∆UGEM. The segment
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Figure 6.26: Measurement with the high voltage probes connected to the HV supply path to
the GEM1 bottom and top electrode. In contrast to similar plots in this section,
the probes are connected at the PS side of the loading (RL) and decoupling
resistor (RD). Figure 6.25b shows the corresponding measurement with the
HV probes connected close to the GEM electrodes. See the description of the
detector settings in that figure.
boundaries have usually a width on the order of (several) 100µm, therefore, the electric field
will be lower as e.g. the field in the holes and no discharges between the top electrode of a
discharged segment and a neighbouring segment at full voltage is expected.
6.6.3. Discussion
Comparing the measurements with the double-GEM set-up powered with the CAEN A1515
cascaded PS to the corresponding simulations, we find a similar shape of the evolution of
the potentials. However, the absolute values differ significantly. Measurements, as those
presented here with the with the mock-up, are necessary to see the actual potential changes.
Based on these measurements the simulations could be further tuned to incorporate series
and shunt capacitances as well as resistances and conductances to the end of achieving an
accurate description of the set-up.
The voltage drop across the decoupling or loading resistor
We argued that we do not expect a discharge between a discharged segment and its neigh-
bouring segment at full ∆UGEM. However, the potential difference between all electrodes
which change potential after a discharge and such elements which stay at constant potential,
can drastically increase. Here we see the danger of additional discharges. An example for
such an HV element with constant potential is the HV path, which brings the HV to a GEM
segment but is decoupled by the loading or decoupling resistor from that segment. If the po-
tentials at the GEM electrodes drop in response to a discharge charge, the decoupled supply
circuit reacts delayed to potential changes of the GEM. This is why discharges can create
substantial voltage differences between circuit elements and the GEM sides. Therefore the
maximal possible potential difference and the physical distance between GEM electrodes
and other, decoupled elements at HV have to be taken into account. The distance between
such elements has to be high enough to avoid discharges at the highest potential differences,
or insulating material has to be added where possible. In case of the mock-up UTop of both
GEM1 segments drops significantly after a discharge (Fig. 6.25a and Fig. 6.25b). However
the high voltage path supplying all the segments of the top side of this GEM stays for some
time at the set GEM1 top electrode potential. The comparison of Figure 6.26 and Figure
6.25b illustrates this. The potentials displayed in Figure 6.26 are measured on the PS side
of the decoupling and loading resistor. There, the potential at the loading resistor remains
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constant and the potential at the decoupling resistor features a drop. However, the latter
drop is smaller than the actual drop of the GEM bottom electrode (Fig. 6.25b). Considering
the potential difference across the loading resistor, we notice that this difference becomes
larger than the set ∆UGEM1. Therefore a too narrow separation between non isolated parts
of HV supply path and the actual segments can lead to additional discharges.
During tests with a full size prototype of an outer readout chamber discharges between
the HV path side of the loading resistor and the GEM top side have been observed. These
are now mitigated by adding glue as insulation at the resistor itself.
Induced voltages on the anode plane
Fast potential oscillations with high amplitude are observed in the first micro seconds after
a discharge. They are induced onto the anode plane and they will be induced onto the pads
of the ALICE TPC ReadOut Chambers (ROCs), too.As compared to the coupling between
anode plane and GEMs in our set-up, the smaller pad size will lead to a smaller capacitive
coupling between the pads and the bottom side of an ALICE TPC GEM foil. This will
result as well in a smaller amplitude of induced signals in each pad and therefore potential
oscillations or fast voltage drops do not pose a threat to the front end electronics. Discharge
measurements with a quadruple GEM stack and prototype electronics for the future TPC
show this [151].
Effect of the decoupling resistors
On top of this decoupling resistors – as well as resistors in the output of the PS channels –
dampen oscillations of the potentials after a discharge. We will see in Section 7.5 that such
resistors also reduce the probability of observing secondary discharges.
In case RD 6= 0, the bottom potential of a GEM foil moves towards the value of the
top potential after a discharge, while it stays constant otherwise. For GEMs, that are only
segmented on the top side – as they are foreseen for the ALICE TPC upgrade – this change of
UBot is present in all segments and induces a change of the potential at all the corresponding
UTop. It takes about 100 µs for the potential at the bottom side of the GEM to restore.
Therefore, the same time is needed for the top potential of all the non-discharging segments
to reach again their set value. Because of the capacitive coupling between different GEMs,
such potential changes are not only observed at one GEM in the stack. Form the results
with the mock-up we can say that ∆UGEM of each non discharging GEM segment stays
roughly constant after the discharge, but the absolute potential present at each electrode
changes. The voltage differences across the gaps between GEMs are altered and thus the
electric fields between GEMs change. These will influence the performance (e.g. gain) of
the whole stack until all the potentials in the non-discharged segments are restored.
Possible influence on the ALICE TPC’s data taking
In the future ALICE TPC ROCs the capacitive coupling of GEMs to each other will be dif-
ferent than in the mock-up, because the segments are not mounted in separate gas volumes.
The potential changes of all segments in the discharging GEM will have a combined effect
on the adjacent GEMs, which will be most likely less drastic as what we have seen with the
mock-up. For example, a discharge in a GEM i will make the top potentials of all not dis-
charging segments move to higher negative potentials as seen in Figure 6.25d. The potential
at the bottom side of the GEM i − 1, which is mounted on top of GEM i, will therefore
rather move to more negative potentials and not feature a drop, like we have measured with
the mock-up configuration (Fig. 6.25b and 6.25a). The exact effects have to be examined
with actual segmented GEMs.
However, it is reasonable to assume that it takes at least ∼ 100µs until the bottom po-
tential of a ALICE TPC GEM is restored after a discharge if this GEM is biased like the
GEMs in the mock-up. For the same arguments as made before, the whole stack will be
affected during this time. In the ALICE TPC operated with Ne-CO2-N2 (90-10-5) it takes
an electron slightly about 90µs to drift the full drift length, which is coincidently about the
time needed to restore the potentials in all but the discharged segment. At 50 kHz lead-lead
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data taking five events will be not properly recorded by a full GEM stack, which is recovering
from a discharge.
In the very beginning of this chapter we argued based on the discharge probability meas-
ured in [24], that there will be on average 2 to 8 discharges per GEM stack per one month of
lead-lead data taking. Therefore a possible loss of events, because of recharging GEMs seems
to be no problem. The discharging segments need three orders of magnitude longer until
they are fully recharged, however the active area of a segment contributes only a insignificant
fraction to the full TPC readout area.
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The phenomenon of secondary discharges was first observed in discharge studies similar
to the ones described in Section 6.4, Chapter 6. After examining the induced signal of
discharges on the anode plane, V. Peskov et al. were the first to report on this phenomenon
and named it delayed breakdown [93]. Also, the authors of [104] observed fully propagated
discharges, which seem to correspond to what we here refer to as secondary discharges.
However, it is only mentioned in the single-GEM studies described in [27] that the probability
of observing a secondary discharge is a function of the induction field (EInd), which is the
electric field between GEM and anode plane. P. Gasik et al. found among other things, that
1) Secondary discharges occur after an initial discharge in a GEM, 2) Secondary discharges
are only observed if EInd is larger than a certain threshold electric field, 3) When the set
EInd has the same value like this threshold field, the probability of occurrence of secondary
discharges rises fast from zero to one as EInd is further increased, and 4) The time between
initial and secondary discharge decreases for increasing EInd. In the following we discuss this
points extensively and present our measurements on the quest for a deeper understanding
of the phenomenon of secondary discharges.
7.1. Chapter outline
The commissioning of the set-up described in Section 6.2 has been done to study secondary
discharges. In this chapter we present these studies and their results.
In Section 7.2, the phenomenon of secondary discharges is introduced from measurements
of such discharges in the induction gap of the single-GEM and double-GEM set-up with
Ar-CO2 (90-10) as counting gas. Our GEM(s) are equipped with 10 MΩ loading resistors
and no decoupling resistor is used. Furthermore the set-up is biased with the independ-
ent channel power supply (CAEN 470 [123]). We reproduce previous measurements of the
probability of occurrence of secondary discharges (Sec. 7.2.2) as a function of the induction
field. We also measure the average time between initial and secondary discharge (Sec. 7.2.3).
These previously known results of our collaborators are extended by dedicated studies of the
anode plane signals and of the GEM potentials during secondary discharges (Sec. 7.2.1 and
Sec. 7.2.4), which allow drawing further conclusions on the nature of the phenomenon. We
then preform the same studies for secondary discharges in the transfer gap of the double-
GEM set-up (Sec. 7.3). Secondary discharges are as well measured in Ne-CO2-N2 (90-10-5)
and presented in Section 7.4. These results are compared to previous studies of secondary
discharges in the induction gap relying on the two gas mixtures.
In Section 7.5 we discuss the measurements in [152]. These measurements show a way
to mitigating secondary discharges using decoupling resistors. After, we present our meas-
urements of secondary discharges while biasing the set-up with a cascaded power supply
(CAEN A1515 [138]) and a voltage divider chain (Sec. 7.6). Studying these two ways of
supplying the high voltage (HV) to the GEMs is particular interesting, because these are
the two options for the HV supply system of the ALICE TPC GEM stacks.
In Section 7.7 we discuss, which consequences secondary discharges have for the operation
of a GEM stack. Especially, we evaluate these consequences for ALICE TPC GEM stacks.
Therefore we extrapolate from our findings with the double-GEM system and propose as
well additional measurements.
Afterwards (Sec.7.8) we propose a mechanism responsible for secondary discharges, based
on the results found during our studies of secondary discharges. A final summary is given
at the end (Sec. 7.9).
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Figure 7.1: A discharge at t ∼ 0 and a subsequent secondary discharge approximately 26µs
later. The initial discharge occurs in GEM2 in the double GEM set-up powered
by the independent channel power supply. This signal is measured with an
induction field and transfer field of 6.25 kV cm−1 and 2 kV cm−1, respectively. A
slight increase in the anode plane signal observed about 2 µs before the secondary
discharge can be identified as a precursor of the secondary discharge. For this
measurement we use a 10 kΩ resistor followed by a 12 dB T-type attenuator and
we observe the signal then with an oscilloscope. A longer view of the same signal
along with simultaneously recorded HV probe signals are shown in Figure 7.4b.
Ar-CO2 (90-10) is used as counting gas and we use no decoupling resistor, but
a loading resistor of 10 MΩ (RD = 0, RL = 10 MΩ).
7.2. Secondary discharges in the induction gap
The experimental set-up introduced in Section 6.2, Figure 6.1 is used for the measurements
presented in this section. We use it in the single-GEM as well in the double-GEM configur-
ation. As counting gas always Ar-CO2 (90-10) is used. Discharges are induced with the Rn
source (Sec. 6.3.3) and high voltage settings resulting in a high gain as described in Section
6.2.2. We supply HV to the GEM electrodes using no decoupling resistor and a loading
resistor of 10 MΩ. Furthermore the independent channel Power Supply (PS) is used [123].
In the anode plane signal, secondary discharges appear with an amplitude higher than
that of the original discharge signal, as shown in Figure 7.1.a The first part of the signal,
starting at t = 0, is the signal of an initial discharge in the GEM close to the anode plane
and looks similar to all the discharges observed with an equivalent attenuation (e.g. Fig.
6.3). The secondary discharge at t ∼ 26µs has a different shape and a much higher amp-
litude. This shape and amplitude depend on the attenuation, the decoupling resistor, and
the location of the secondary discharge, as will be discussed later on.
7.2.1. A precursor in the anode plane signal
After the signal of the initial discharge has decayed (Fig. 7.1) we observe a slight increase
in the anode plane signal, which is visible at t ∼ 24µs in the figure. Then, at t ∼ 26µs the
strong rise of the secondary discharge is observed. A similar rise can not be found in signals
where no secondary discharge are observed. This rise is therefore likely to be a precursor of
the secondary discharge. To the best of our knowledge, this has not yet been reported in
published works on that topic.
aIn this case the signal is attenuated with a 10 kΩ resistor and a 12 dB T-type attenuator. Different forms
of attenuation obviously affect the amplitudes of the signals. Secondary discharges in the transfer gap
result in different signal shapes.
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7.2.2. Probability of occurrence
In order to quantify the occurrence of secondary discharges, the counting logic described in
Section 6.2 is extended by another discriminator, gate and scaler. The significant difference
in signal amplitude between the normal discharges in a GEM and secondary discharges is
used to discriminate the two. We split the signal from the anode plane after the attenuating
elements and feed it in two discriminators with different thresholds. A discharge signal
higher than the respective set threshold enables a gate and is counted as either an initial
or a secondary discharge. Each counter does not accept new signals as long as the gate is
enabled and the gate length is chosen more than 100µs longer than the longest time difference
between an initial and secondary discharge.b No precondition, such as the occurrence of a
previous discharge, is imposed on the counting of the secondary discharges. However, if
a secondary discharge occurs before an initial discharge, it would increase both counters
at the same time, due to its signal amplitude which is higher than the threshold of both
discriminators.
A careful analysis of the counts and recorded waveforms shows that secondary discharges
are only observed after an initial discharge. Secondary discharges are therefore never counted
as the initial one, because the gate connected to the counter for initial discharges is already
enabled from the previous normal discharge.
Measuring the secondary discharge probability
In Figure 7.2, different sets of measurement series are displayed. They are conducted with
varying hardware configuration of single- as well as double-GEM set-up. For each configur-
ation, the induction field (EInd) is increased stepwise while the potential differences between
all the other electrodes are kept constant. For each high voltage setting a measurement
series is recorded, in which discharges are counted and different waveforms are stored.c The
secondary discharge probability is calculated as
P2 =
NSecDc
NDc
, (7.1)
where NDc is the number of discharges during a measurement series and NSecDc is the corres-
ponding number of secondary discharges. Using δ(NDc) =
√
NDc and δ(NSecDc ) =
√
NSecDc , we
estimate the error as
δ(P2) = P2 ·
√(
δ(NDc)
NDc
)2
+
(
δ(NSecDc )
NSecDc
)2
= P2 ·
√
1
NDc
+ 1
NSecDc
.
(7.2)
When no secondary discharge is observed, we use NSecDc = 1 in the error calculation. Each
point in Figure 7.2 is the result of one measurement series with a given HV setting. P2 equals
zero up until a given value of the induction field (Fig. 7.2). Then, data points show a steep
rise in the secondary discharge probability up until P2 = 1. From there, every discharge is
followed by a secondary one. This rather typical onset curve for Ar-CO2 (90-10) is as well
observed as well in the single-GEM measurements presented in [27].
Onset of secondary discharges
To quantify at which electric field the discharge probability rises from zero to one, we define
the onset field (EOnInd/p) as the electric field at which P2 reaches 0.5. Thus, the measurements
bAfter an initial discharge the GEM needs to recharge for more than 100 ms (Sec. 6.5.1, Fig. 6.17). The
gate length is therefore not significant compared to the maximal discharge rate, which is limited by this
recharging time. However, multiple secondary discharges are counted as one secondary discharge with
this counting logic.
cSimilar measurement series are done as well for changing transfer field (ET) (Sec. 7.3) and keeping the
other fields and ∆UGEMi i ∈ 1, 2 constant.
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Figure 7.2: Secondary discharge probability as defined by (7.1) plotted against the induc-
tion field. Each point results from a series of measurements with the same HV
settings. (a) A large pitch or a standard GEM and two different widths of the
induction gap (dInd) are considered (single-GEM set-up) as well as (b) different
standard GEMs (double-GEM st-up). In Set a and Set. b (respectively Set b
and Set c) the same GEM1 (respectively GEM2) is used, while a different one is
used for Set c (respectively Set a). The two series of Set c data points differ by
the direction of the induction field, which is inverted for Set c – inv. EInd. For
the double-GEM measurements, dInd = dT = 2 mm holds. For all the measure-
ments in (a) and (b), the set-up is flushed with Ar-CO2 (90-10) and a loading
resistor of 10 MΩ, but no decoupling resistor, is used. The set-up is powered
with the independent channel power supply [123]. The drift field is in all cases
400 V cm−1 and a transfer field of 500 V cm−1 (Set a, Set c) or 2 kV cm−1 (Set b)
is applied. For all measurements with the double-GEM set-up, initial discharges
are always induced in GEM2.
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in Figure 7.2a yield onset fields of (6.1± 0.1) V cm−1 mbar−1 and (6.3± 0.1) V cm−1 mbar−1
in settings with the same standard GEM but a 2 mm and 3 mm wide induction gap, respect-
ively. While using a Large Pitch (LP) foil and an induction gap width of 3 mm, an onset
field of (6.7± 0.1) V cm−1 mbar−1 is obtained. The difference between the measured EOnInd/p
using the standard GEM is not significant, but the EOnInd/p we observe for the LP foil differs.
For the double GEM set-up (Fig. 7.2b), the measurements with the configurations
denoted as Set b and Set c yield similar onset fields of (6.6± 0.1) V cm−1 mbar−1 and
(6.7± 0.1) V cm−1 mbar−1, respectively. These two values are obtained with the same GEM
in the position of GEM2. Only few data points are taken when repeating the experiment
using another GEM as GEM2 (Set a). The onset field EOnInd/p = (6.2± 0.2) V cm−1 mbar−1,
however, seems to have a lower value compared to the other settings.
Possible explanations for the observed range of onset field values
In experiments with the single- and double-GEM set-up the distributions of data points for
different GEM configurations looks alike, except for different values of EOnInd/p. All measured
onset fields are in the range EOnInd/p ∈ [6.1, 6.7] V cm−1 mbar−1, and therefore differ at most
by 10 %.
We propose two possible explanations for this difference. First, the onset field depends
on a parameter of the discharging GEM (e.g., the exact cross-section of the holes). In this
case, it is hard to tell if a spread of 10 % between the EOnInd/p values of the different GEMs is
reasonable. Second, the difference is due to a difference in dInd. The width of the induction
gap is defined by the width of the GEM frame as well as of the spacers between the GEMs.
The widths of the frames and that of the spacers are supposed to be 0.5 mm. However, the
exact widths have not been measured. In measurements with a standard GEM in the single
GEM set-up (Fig. 7.2a), very similar EOnInd/p are found for the two different values of the
induction gap’s width. Therefore a deviation of the spacers’ widths of several percent as
compared to their specified value seems unlikely. A statement about the precision of the
GEM frame’s width can not be made from the comparison of the dInd = 2 mm and 3 mm
results. Bending of the GEM frames, when mounted into the detector, changes the effective
dInd at different positions of the GEM. The way each GEM bends differs and is therefore
a GEM dependent parameter, which influences the effective induction field. To explain the
spread of the EOnInd/p values, a variation of less than 200 µm in the induction gap width is
sufficient. This would result in a 10 % error on EInd and hence EOnInd/p. The uncertainty is
a fully correlated systematic error for all measurement series, conducted with a particular
GEM. It provides a likely explanation for the different onset fields. Effect of other GEM
dependent parameters also can not be fully excluded.
Secondary discharges with inverse induction field direction
Secondary discharges are also observed when the direction of the induction field is inverted.
From Set c – inv. EInd, we find an onset field of -(7.45± 0.10) V cm−1 mbar−1, which differs
from the onset field observed with the same GEM while using the normal field direction.
In this case any effect due to a difference in the induction gap can be excluded, since the
hardware is not changed. In conclusion, the absolute value of the onset field seems to depend
on the field direction.
P2 (non)dependency on other parameters
Using the single GEM set-up, different drift field values are tested between 180 V cm−1
and 560 V cm−1. Using the double GEM set-up, the transfer field is chosen to be between
700 V cm−1 and 1 kV cm−1. In these field ranges, no dependency of P2 on the field above
the discharging GEM is observed.
The voltage difference across the discharging GEM is varied between 400 V and 440 V,
however, the observed EOnInd/p is not affected by this variation.
For some measurement series, a positive potential is applied to the anode plane and the
GEM(2) bottom electrode is referred to ground. While doing so, no difference is identified
as compared to the onset curves measured with the normal HV configuration. This indicates
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Figure 7.3: Average time 〈tSec〉 between initial and secondary discharges for the measure-
ments introduced in Figure 7.2. The same configurations of the experimental
set-up apply.
that the occurrence of the secondary discharges does not depend on the absolute voltage at
the GEM electrode.
All measurements, during which a parameter is varied but this variation is found not to
affect EOnInd/p, are included in Figure 7.2 (and Figure 7.3). The settings of the points shown
in these figures, therefore, do not only differ by the parameters indicated in the figure. They
partially differ as well in parameters, which have been found to not affect the occurrence of
secondary discharges.
7.2.3. Time between initial and secondary discharge
Measurements of the average time between initial and secondary discharge 〈tSec〉 are shown
in Figure 7.3. We extract tSec, the time between initial and secondary discharge, from each
waveform recorded during one measurement series. These times are then binned in a his-
togram. This procedure is applied to each measurement series. The different plotted 〈tSec〉
correspond to the mean values of the tSec-distributions in these histograms. The corres-
ponding RMS is chosen as error.
The time measurements obtained with the different single-GEM configurations in Figure
7.3a have their corresponding point in Figure 7.2a. All three sets of measurements displayed
show the same functional behaviour, namely that 〈tSec〉 decrease exponentially as the induc-
tion field increases. However, a shift between the three different curves can be seen, as it it
observed for the three corresponding P2 curves in Figure 7.2a. At the onset field value we
measure a 〈tSec〉 ∈ [20, 70]µs.
Few measurement series allowing for a tSec analysis are recorded with the double-GEM
configuration. We therefore can not draw strong conclusions from Figure 7.3b. As compared
to the corresponding onset field in Figure 7.2b, the 〈tSec〉 values of Set a points fall in the
same time range observed in the single GEM measurements (Fig. 7.3a). Comparatively, the
time differences recorded with the inverted induction filed direction (Set c – inv. EInd) are
smaller than 20µs around the onset of secondary discharges. and therefore smaller than the
〈tSec〉 observed with the normal induction field direction around the corresponding EOnInd/p.
Comparing 〈tSec〉 to drift times of charge carriers
Ions need about 16 µs to cross a 2 mm gap with an electric field of 6.7 V cm−1 mbar−1 in
Ar-CO2 (90-10), what can be calculated from our ion mobility measurements presented in
Section 5.5.2 (Table 5.1). The corresponding drift time of electrons is smaller than 50 ns (Fig.
3.1). Therefore, the values measured for 〈tSec〉 are only on the same order of magnitude as the
expected ion drift time, considering an electric field of about EOnInd/p. However, the low 〈tSec〉
measured at EInd/p ∼ 8 V cm−1 mbar−1 are significantly shorter than the corresponding ion
drift time. Furthermore, most ions are produced in or in the vicinity of the GEM holes and
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Figure 7.4: Secondary discharges in the induction gap with two different resistances from
the anode plane to ground. In (a), a resistance of several Ω to ground is applied,
as provided by the 12 dB t-type attenuator. A zoomed-out version of these
signals is shown in Figure A.3. In (b), the resistance to ground is 10 kΩ. Here,
the anode plane signal from Figure 7.1 is displayed on a longer time scale. Its
amplitude is scaled up by 250, and two HV probe signals are also presented.
These three signals are simultaneously recorded, while in (a), simultaneous HV
probe measurements are overlaid with a different anode plane signal. Ar-CO2
(90-10) is always used as counting gas and discharges are induced in GEM2. In
both chases, no decoupling resistor and a loading resistor of 10 MΩ are used and
the set-up is powered by the independent channel power supply.
therefore do not drift through the induction gap. Therefore, the ion drift back into GEM
holes and thus the electric field in the vicinity of the GEM holes has to be considered, if ions
are involved in the mechanism producing the secondary discharge. During the discussion
of a possible mechanism creating for secondary discharge we will comment again on this
thought (Sec. 7.8).
7.2.4. Potential changes during a secondary discharge
We study the GEM potentials during secondary discharges with high voltage probes. The
probes themselves are described in Section 6.2.1. In Chapter 6, they are used to analyse
potential changes caused by discharges at different electrodes in a GEM stack. During these
studies of initial discharges (Sections 6.5 and 6.6) the performance of the probes is discussed
as well.
The two plots of Figure 7.4 show an anode plane signals and HV probe measurements
of GEM potentials as a secondary discharge occurs. In Figure 7.4a, the discharge at t ∼ 0
results in ∆UGEM ∼ 0 and is followed by a secondary discharge at t ∼ 26µs. After the
discharge, both GEM potentials move by 100-200 V towards more positive potentials, thus
decreasing the induction field.
The recording of the GEM2 UBot potential in Figure 7.4b shows as well the previously
described drop to more positive potentials after the initial discharge. The signal from the
GEM1 top electrode picks up the potential oscillations happening during initial and second-
ary discharge, but is otherwise hardly affected. This shows that the secondary discharge in
the induction gap does not have an effect on the second GEM, for a low value of the transfer
field.
As we compare the evolution of the GEM potentials before the secondary discharge to
measurements where no secondary discharge is present (e.g. Fig. 6.14a), we do not observe
a difference. The precursor discussed in Section 7.2.1 (Fig. 7.1) does not have an equivalent
in the GEM potentials. It happens in addition before the secondary discharge becomes
visible in terms of a potential change. This can be an indication that the precursor and the
subsequent secondary discharge are caused by an effect in the counting gas, which affects
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potentials only as the secondary discharge occurs.
Different resistance in the ground path of the anode plane
Before discussing the exact evolution of the potentials during a secondary discharge, we have
to point out the difference in the circuit used to obtain the measurements shown in Figure
7.4. The fact that in one case the single- and in the other the double-GEM configuration
is used, is not relevant for the observed potential changes during a secondary discharge in
the induction gap.d In both cases a 12 dB t-type attenuator splits the signal from the anode
plane in two. One part of the signal is sunk to ground and the other part continues in the
signal line. The exact splitting of the signal is defined by different resistors at the input, to
ground and at the output of the attenuator. Together with the other resistances in the line,
these resistors define the attenuation factor. The resistances of the attenuators considered in
this work are at most a few 10 Ω. For the measurements depicted in Figure 7.4a, the signal
is first fed into the attenuator and a 10 kΩ resistor is added at the output. Therefore, the
anode plane has a resistance to ground of a few Ω. For the signals in Figure 7.4b the 10 kΩ
resistor is placed ahead of the attenuator, hence the ground connection of the anode plane
has a resistance of & 10 kΩ. In this case the effective attenuation of the signal is lower, as
compared to the configuration where the resistor is connected after the attenuator as seen
from the anode plane.
Low resistance ground path
When using the low resistance path to ground, only oscillations during the initial discharge
are visible in the anode plane signal (Fig. 7.4a). In this configuration, secondary discharges
result in a peak with a width smaller than 1 µs and a rise time of less than 20 ns. The peak
amplitude in the figure is cut due to settings of the oscilloscope used for this recording.
The potential at the top side of the GEM drops to the bottom potential during the
discharge, as discussed in Section 6.5. Therefore, the potential difference between UTop and
UBot gets close to zero and remains like this during the secondary discharge. Both potentials
move in less than 1 µs towards the ground potential as the secondary discharge occurs. In
the figure, they even seem to reach a positive value. We, however, think that the voltage can
not move higher than the ground potential, and we observe here an overshoot as discussed
during the introduction of the high-voltage probes (Sec. 6.2.1).
If UTop and UBot drop to ground, this drop amounts to 1200 V, which is more than a factor
two to three more than the voltage drops associated with a discharge in a GEM. Although
in Section 6.5 we do not observe a AC response of the probes during our measurements of
GEM discharges, it is not unlikely to see such a response for such large voltage changes.e
High resistance ground path
In case the anode plane’s ground connection has a resistance of 10 kΩ, the evolution of the
potentials differs (Fig. 7.4b). Due to the low attenuation and higher RC constant when
compared to the previous setting, more than the AC part of the discharge signal is visible at
the anode plane. The secondary discharge displays again a fast rise, but it lasts for several
100 µs. The potential on the bottom side of GEM2 does not exhibit a drop similar to that
observed with a low resistance from the anode plane to ground (Fig 7.4a): It drops about
half its original value in the measurement in Figure 7.4b. During the first ∼ 100µs the shape
of the anode plane signal and the measured GEM2 bottom potential can be observed to fit
together as if they were two puzzle pieces.
Only two potentials are examined at the same time with the HV probes. The behaviour
of the two potentials, which are not measured in Figure 7.4b (GEM1 UBot and GEM2 UTop),
dIf the same biasing and grounding schema is used for the set-up in either the single- or the double-GEM
configuration, no difference in the shape of the anode plane signal can be observed during a secondary
discharge. The same applies to HV probe signals. However, the time t at which the secondary discharge
occurs differs of course among individual measurements.
eFigure A.3 features the same HV probe signals as in Figure 7.4a, this time with an AC response correction
using the parametrisation from Table 6.1. The outcome is sensible, but there is no strong justification
hinting that the parametrisation found for the calibration signals should apply to secondary discharges.
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is known from similar measurements with the same configuration. Such measurements show
that the potential at the GEM2 top electrode drops during the initial discharge towards the
corresponding bottom electrode’s potential. During the secondary discharge GEM2 UTop
has the same evolution as UBot, which is displayed in the figure. The behaviour of GEM1
UBot is the same as of the displayed GEM1 UTop potential. However, its set value is 260 V
less negative than the set value of GEM1 UTop.
Transfer field after a secondary discharge in the induction gap
The voltage difference between the GEM1 bottom and the GEM2 top electrode in the
detector increases during the initial discharge, due to the drop of GEM2 UTop. Eventually,
this voltage difference is even further increased, because GEM2 UTop and UBot move towards
less negative potentials during the secondary discharge. The problems associated with this
increase are discussed in Section 7.7.
Interpretation of the measurements
The matching shapes of the anode plane signal and GEM2 bottom potential (Fig. 7.4b) as
well as the large potential drop of UBot (Fig. 7.4a) presumably to ground, together suggest
that there is a short circuit through the induction gap during a secondary discharge. The
anode plane potential and the GEM potentials reach the same absolute value at this time.
We therefore conclude that the secondary discharge is a full discharge of the induction gap.
Different resistances to ground alter the exact voltage where the potentials meet. They also
alter the development after the short circuit and therefore give rise to different signal shapes.
This behaviour shows similarities to the way the GEM electrode potentials behave after an
initial discharges when different decoupling resistors are used (Sec. 6.5.1).
Comparison to LTSpice simulations
Using LTSpice [142] we attempt to understand how different resistances to ground affect the
evolution of the potentials at the anode plane and at the GEM2 top and bottom electrodes,
when the induction gap is shortened 20 µs after an initial discharge. The secondary discharge
is thus approximated in a similar way as the discharge in a GEM (Sec. 6.5.1): The two sides
of the capacitor defining the induction gap are connected temporally, by enabling a switch.
Except for this additional switch, the double-GEM set-up powered by the independent
channel PS (RD = 0, RL = 10 MΩ) is approximated in the same way in LTSpice as for the
simulations in Section 6.5.1.
As the short circuit through the induction gap is established, the anode plane potential
rises fast from ground towards the GEM bottom potential. The fall time after this rise
depends on the resistance to ground and increases from a few ns (1 Ω) to a few µs (10 kΩ).
After this rise of the anode plane potential, the bottom and top GEM potential drop together
towards the ground potential. The magnitude of this drop decreases with an increase of the
resistance from the anode plane to ground. The shape of the GEM bottom potential follows
the shape of the anode plane potential, as it is observed as well for the measurements in
Figure 7.4a and 7.4b.
However, the exact potential curves measured (Fig. 7.4) could not be reproduced by
LTSpice simulations, but the qualitative behaviour fits the measurements. Furthermore, this
qualitative behaviour matches only the one seen in measurements, if our LTSpice simulations
feature a temporarily short circuit through the induction gap. Therefore, the hypothesis
stating that the secondary discharge is a full discharge of the induction gap is supported by
the simulation results.
The slight rise in the anode plane potential mentioned as a precursor of the secondary
discharge (Fig. 7.1) is not observed in LTSpice simulation results. Furthermore, secondary
discharges need to be created in our LTSpice simulations. The corresponding potential
changes are e.g. not observed in the long term development of a discharge simulation. This
is as well a slight hint that secondary discharges are an effect triggered in the counting gas
after the initial discharge. (See the later Section 7.8). It is worth keeping in mind that
LTSpice merely helps understanding the effects driven by the circuit elements and is not
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expected to exactly reproduce the consequences of a short circuit through the 2 mm induction
gap. Furthermore, the reaction of the power supply to (secondary) discharges differs between
reality and simulation introducing deviations between measurement and simulation. This
limitation is already mentioned in the previous Section 6.5.1, while discussing the simulation
of a discharge in a GEM.
Closing remark
The signals considered in this analysis were good examples of potential and anode plane
signals after a secondary discharge in the induction gap. Our findings thus apply to meas-
urements of secondary discharges in general.
7.2.5. Wrap up: Secondary discharges in the induction gap
We observed secondary discharges after an initial discharge, if the induction field is higher
than a certain threshold value. The occurrence probability for secondary discharge (P2, Eq.
7.1) was observed to rise fast from 0 to 1 as the induction field is increased further than this
threshold value (Fig. 7.2). We quantified this threshold field by the onset field (EOnInd/p),
which corresponds to the electric field where P2 = 0.5 is reached. Different values of the
onset field in the range 6.1 V cm−1 mbar−1 < EOnInd/p < 6.7 V cm−1 mbar−1, were observed
with different GEMs. For one GEM, the induction field was applied with the inverted field
direction and a different (absolute) value of EOnInd/p = −(7.45± 0.10) V cm−1 mbar−1 was
found. For the measurements with the normal induction field direction, the spread of the
onset field values may be caused by variations of the induction gap’s width, which is intro-
duced by a slight bending of the GEM frames (Sec. 7.2.2).
The average time between initial discharge and secondary discharge (〈tSec〉) was found to
decreases exponentially with increasing induction field (Fig. 7.3a). Around EOnInd/p, average
times in the range of 20µs < 〈tSec〉 < 70µs were observed (Sec. 7.2.3). In an electric field
of EOnInd/p, ions drifting through the induction gap have a drift time at the order of 〈tSec〉.
Electrons are three orders of magnitude faster.
We observed an precursor roughly ∼ 2µs before the occurrence of a secondary discharge
(Fig. 7.1, Sec. 7.2.1), which was not observed if no secondary discharge is measured.
An analysis of HV probe signals (Sec. 7.2.4) revealed that secondary discharges in the in-
duction gap correspond to a full discharge of the gap. We were able to reproduce qualitative
features of the evolution of different potentials during a secondary discharge with LTSpice
simulations, only if we implemented a temporarily short circuit through the induction gap in
the simulations. No precursor was seen in the potential measurements, in fact, the potentials
at the GEM top and bottom electrode before a secondary discharge showed no difference to
signals without a subsequent secondary discharge.
The observed EOnInd/p are significantly lower than the field strength necessary for gas ampli-
fication in the counting gas, namely Ar-CO2 (90-10) (Sec. 3.3.2, Fig. 3.5). Furthermore, we
did not observe an increase of the induction field prior to the secondary discharge. Because
of the initial discharge, the voltage difference between the two GEM electrodes is compatible
with zero at the time the secondary discharge occurs (see also Sec. 6.5.1, Fig. 6.14a). The
observed precursor points to a process in the counting gas as responsible for the secondary
discharge, although the fields in the detector are too low for classical breakdown mechan-
isms. Also, the time between initial and secondary discharge is too long, as compared to
the time-scale of breakdown phenomena as the streamer mechanism (Sec. 3.3.6).
Our results confirm the findings by P. Gasik et al. [27] and extend the current knowledge
on secondary discharges by the observation of the precursor and the proof that a secondary
discharge in the induction gap corresponds to a temporarily, full breakdown of this gap. We
refer to the very beginning of this Section 7.2 for exact experimental settings, because the
occurrence of secondary discharges varies for different detector settings as is shown later in
this chapter.
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7.3. Secondary discharges in the transfer gap
We examine secondary discharges in the transfer gap using our set-up in the double-GEM
configuration. This study complements our understanding of the effect of secondary dis-
charges on the operation of a GEM stack. The hardware settings are the same as for the
measurements presented in the previous Section 7.2: 1) RL = 10 MΩ and no decoupling
resistor is used, 2) the set-up is powered with the independent channel power supply 3)
Ar-CO2 (90-10) is used as counting gas.
7.3.1. Probing the potentials at four GEM electrodes
Since only two potentials can be measured simultaneously, measurements such as those
appearing in Figure 7.5 are repeated with the HV probes in different positions.f In addition,
we can infer the potential at the bottom electrode of a GEM from the measured potential at
the top electrode. We observed in Section 6.5, that the potential at a GEM’s top electrode
drops during a discharge to the value of the potential at the bottom electrode and afterwards
both potentials evolve in a similar manner for some time. After the recharging of a GEM’s
top electrode has started, inferring the bottom potential from the top potential is no longer
possible. However, the time until the recharging becomes visible in a potential measurement
is longer than the time between initial and secondary discharge.
During most measurements with the double-GEM system we have focused on processes
in the transfer gap. Simultaneous measurements of UTop (GEM2) and UBot (GEM1) as in
Figure 7.5 reveal the time evolution of the transfer field (ET), because ET is defined as the
difference between the potential at the GEM2 top and GEM1 bottom electrode over the
width of the transfer gap. We realised only later the importance of measuring the potential
at the GEM1 top electrode, because the information on discharges in GEM1 is needed for
example for discharge propagation studies (Sec. 6.5.3).
7.3.2. Potential changes during a secondary discharge in the transfer
gap
Figure 7.5 shows a measurement of the anode plane signal and of the potentials at the GEM2
top and GEM1 bottom electrode. At t = 0 GEM2 discharges, accordingly the top potential
of GEM2 drops and a discharge signal is visible at the anode plane. The GEM1 bottom
potential drops slightly due to the capacitive coupling of the GEM1 bottom electrode to the
GEM2 top electrode. However, this drop is less severe than that observed with a decoupling
resistor (Sec. 6.6.2). We can not tell from this measurement if the discharge in GEM2 is
propagated to GEM1.
A secondary discharge is observed at t = 25µs and the GEM2 top potential and the
GEM1 bottom potential approach each other. This behaviour is similar to that observed
in Section 7.2.4 (Fig. 7.4) for secondary discharges in the induction gap, where the anode
plane potential and the GEM2 bottom potential meet. For secondary discharges in the
transfer gap (Fig. 7.5) the time interval of equal potentials seems to happen during the
oscillations observed in the first µs of the secondary discharge. The frequency of these
oscillations is around 25 MHz which is a similar value to that of the potential oscillations
observed directly after an initial discharge (e.g. Fig. 6.12). Leaving these oscillations aside,
the voltage drop (respectively increase) during the secondary discharge is similar to the
voltage changes measured as a GEM discharges. We have shown (Sec. 6.5), that the probe
measurement is not distorted (e.g. by bad impedance matching) for such voltage changes.
Therefore, measurements as in Figure 7.5 allow to conclude that the GEM2 UTop and GEM1
UBot potential approach each other in less than 100 V. A more precise statement can not
be made, because the oscillations overlay the region of closest approach. Nevertheless, we
propose that the secondary discharge in the transfer gap is a full discharge of that gap.
This is based on the similarities of the potential evolution during a secondary discharge in
the transfer gap to the same evolution during discharges in GEMs and during secondary
fThe measurement in Figure 7.16 is done with the HV probes at the two GEM electrodes that are not
probed for those measurements in Figure 7.5.
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Figure 7.5: Secondary discharge at t ∼ 25µs after a discharge in GEM2 (t ∼ 0). The anode
plane and high voltage probe signals of GEM2 top and GEM1 bottom potential
are recorded simultaneously. (a) Zoom into the signals displayed in (b). The
measurement is done with the double-GEM stack biased with the independent
channel power supply (RL = 10 MΩ, RD = 0). The detector is flushed with
Ar-CO2 (90-10). As attenuation at the anode plane, a 10 kΩ in series with a
12 dB attenuator is used.
discharges in the induction gap.
Furthermore, we simulate the secondary discharge in the transfer gap with LTSpice [142],
as temporary short circuit across the capacitor representing this gap, as is done for secondary
discharges in the induction gap (Sec. 7.2.4). Such simulations suggest that the resistance
across the gap can at most be of a few Ω in order to reach a so similar potential value at
the GEM2 top and GEM1 bottom electrode, as is measured. The quantitative evolution of
the potentials at both electrodes after they reached the same value is not well reproducible
with LTSpice, as in Section 7.2.4. The arguments made before about the limitations of our
LTSpice simulations apply here as well.
The anode plane signal of a secondary discharges in the transfer gap differs from that
of a secondary discharge in the induction gap. This is due to the fact that in the first
case the signal is caused by capacitive coupling of the anode plane to the GEM2 bottom
electrode, while in the second case there is a short circuit across the induction gap. The
system to count initial and secondary discharges is therefore adjusted to account for the
lower amplitude of the secondary discharges. As described in beginning of Section 7.2.2, the
counting logic discriminates between the two types of discharges based on their amplitude,
without imposing a precondition on the secondary discharge. With the new counting logic,
a discharge is counted as secondary discharge if it occurs not later than a few 100 µs after
a previous initial discharge. The system is save against counting two initial discharges
as initial and secondary discharge, because the minimal time between two discharges is
& 100 ms. An isolated secondary discharge could be counted as primary discharge, however,
no such isolated secondary discharge has been observed in the transfer gap. This is in line
with the same observation for secondary discharges in the induction gap.
7.3.3. Necessity of a propagated discharge
As discussed before, we can infer the evolution of the GEM2 bottom potential, which is
not measured in Figure 7.5, from measurements with similar settings and our experience
with the potential evolution of discharges in GEMs. For a case as shown in Figure 7.5,
GEM2 UBot follows GEM2 UTop after the initial discharge and continues to do so during
the secondary discharge in the transfer gap. Which in turn means that the induction field is
increased during such a secondary discharge. The capacitive coupling between the top and
bottom side of a GEM foil, may be responsible for this. GEM1 UTop can not be accessed
from the corresponding bottom electrode potential as mentioned before.
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Like secondary discharges in the induction gap, secondary discharges in the transfer gap
appear only after a discharge in a GEM. Since the induction gap is enclosed by a single
GEM, secondary discharges in this gap must be triggered by discharges in the GEM that is
closest to the anode plane.Considering only measurements, which are done with HV settings
leading to an initial discharge in GEM2. Then, secondary discharges in the transfer gap
either result from an effect related to the discharge in GEM2 or GEM1 plays a role as well.
Judging from all measurement series, where we observed the GEM1 top potential, we con-
clude that secondary discharge in the transfer gap are only observed when a (propagated)
discharge happens in GEM1. This is best illustrated by measurement series with initial
discharges in GEM2 and with HV settings, resulting on one hand in PProp 6= 1 (Sec. 6.5.3,
Eq. (6.11)) but having on the other hand a high set ET. All events without a propagated
discharge from GEM2 to GEM1 do not feature a secondary discharge in the transfer gap,
while all events with a propagated discharge do. During another measurement series, we
apply HV settings with a high ∆UGEM1, a low ET, a low ∆UGEM2 < ∆UGEM1 and a high
EInd to perform an additional test of the necessity of a propagated discharge. The setting
results in initial discharges in GEM1 and a discharge propagation probability from GEM1
to GEM2 that is lower than 1. Furthermore, ET is too low to have secondary discharges
in the transfer gap, while EInd/p is higher than EOnInd/p for this GEM configuration. With
these high voltage settings, secondary discharges in the induction gap are only observed
if a discharge is propagated to GEM2. This shows that propagated discharges can induce
secondary discharges.
Unfortunately, the role of the discharge propagation for secondary discharges in the trans-
fer gap has been only discovered while writing this work. Therefore, the proof for the claim
that secondary discharges happen always in the gap below an initially discharging GEM
needs still to be delivered in measurements.
7.3.4. Accounting for the increase of ET after a discharge
In analogy to the procedure from Section 7.2.2, we examine the occurrence of secondary dis-
charges for changing transfer field for the different GEM configurations of the double-GEM
set-up. During these measurements (Fig. 7.6.) the induction field is kept constant at a mod-
erate value between 1 kV cm−1 and 1.125 kV cm−1. Before discussing these measurements,
we motivate the unit used on the horizontal axis in the plots of figure 7.6.
ET increase after a discharge in GEM2
ET increases after the initial discharge in GEM2, due to the UTop drop in GEM2 (e.g. Fig.
7.5). For a GEM powered with the independent channel PS and RD = 0 this drop has been
quantified to be as big as ∆UGEM2 (Fig. 6.19). After GEM2 has discharged the transfer
field is close to ET + ∆UGEM2/dT, where in this case ET corresponds to the transfer field
supplied to the detector and dT = 2 mm is the width of the transfer gap. After a discharge
in GEM2 the GEM1 bottom potential moves as well towards more positive values, because
of the capacitive coupling to GEM2. This effect slightly counteracts the increase of ET after
the discharge.
In order to reflect the fact that the transfer field after the discharge is higher than the
set ET, we plot P2 and 〈tSec〉 against (∆UGEM2 · d−1T +ET)/p, where ∆UGEM2 (respectively
ET) refers to the applied voltage difference across GEM2 (respectively the set transfer field).
This quantity allows correlating the occurrence of secondary discharges to the applied HV.
Furthermore, when the independent channel PS is used (∆UGEM2 · d−1T + ET)/p is closer to
that of the actual transfer field after a discharge than ET/p. Nevertheless, this definition
overestimates the field in the transfer gap by the potential drop at the bottom GEM1
electrode, which has to be kept in mind when interpreting the electric field values in the
transfer gap after the initial discharge.
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Figure 7.6: (a) P2 (Eq. (7.1)) and (b) 〈tSec〉 (Sec. 7.2.3) for secondary discharges in the
transfer gap plotted against the absolute value |ET| · p−1 (Set c.– inv ET) and(
ET + ∆UGEM2 · d−1T
) · p−1 (all other settings), where dT is the width of the
transfer gap. The different settings Set a to Set c correspond to the use of
different GEMs (same settings as in Figure 7.2b). GEM2 or GEM1 indicates
whether discharges are triggered in GEM2 or GEM1. The hardware settings are
RL = 10 MΩ and RD = 0, Ar-CO2 (90-10) as counting gas, and the detector is
powered with an independent channel power supply. Figure A.4 illustrates the
same data as a function of |ET| · p−1.
7.3.5. Onset of secondary discharges
The distribution of P2 points in Figure 7.6a shows the same steep onset as observed in the
occurrence of secondary discharges in the induction gap.g From the onset curves we extract
the onset field, as the value at which P2 = 0.5. Doing so, the onset field for secondary
discharges in the transfer gap (EOnT /p) is defined with respect to
EOnT p−1 =
∆UGEM2
dT
+ ETp−1 , (7.3)
and not only with respect to the applied transfer field ET. In Table 7.1, EOnT /p is listed for
different GEM configurations together with the corresponding EOnInd/p.
EOnT /p for different GEM configurations
The potential at the GEM1 bottom electrode moves towards less negative potential, after
an initial discharge in GEM2 occurs. This voltage drop is of up to 100 V. The transfer
field in the detector is therefore up to ∼ 0.5 V cm−1 mbar−1 lower as compared to the value
used to calculate EOnT /p in Table 7.1. A similar drop in GEM2 UBot is also not taken into
account for the calculation of EOnInd/p, which is based on the set EInd. The difference between
EOnT /p and EOnInd/p roughly corresponds to the difference between the actual electric field in
the respective gap as a secondary discharge occurs because the onset fields in both gaps are
similarly overestimated. From the different EOn/p in Table 7.1 it can be concluded that
secondary discharges in the transfer gap occur at an electric field that is smaller to the one
needed for secondary discharges in the induction gap.
The measured EOnT /p support the previous claim that GEM1 is responsible for the sec-
ondary discharges in the transfer gap (Sec. 7.3.3). The values of EOnT /p for the Set a
(EOnT /p = (5.5± 0.1) V cm−1 mbar−1) and Set b (EOnT /p = (5.2± 0.1) V cm−1 mbar−1) GEM
configuration (Table 7.1) are similar. During these two measurement campaigns the same
GEM1, but a different GEM2 is used. The difference between EOnT /p in Set a and Set b may
be due to a slight change in dT associated with the exchange of GEM2 and the reassembly
gFor completeness, Figure 7.6 can be found in the Appendix (Fig. A.4), this time as a function of the
applied transfer field.
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Configuration EOnInd/p
[
V cm−1 mbar−1
]
EOnT /p
[
V cm−1 mbar−1
]
S, dInd = 2 mm single-GEM 6.1± 0.1 n/a
S, dInd = 3 mm single-GEM 6.3± 0.1 n/a
LP, dInd = 3 mm single-GEM 6.7± 0.1 n/a
Set a GEM2 6.2± 0.2 5.5± 0.1
Set b GEM2 6.6± 0.1 5.2± 0.1
Set c GEM2 6.7± 0.1 6.2± 0.2
Set c – inv. EInd GEM2 -7.45± 0.10 n/a
Set c – inv. ET GEM1 -7.2± 0.2
Table 7.1.: Onset field values for secondary discharges in the induction (Fig. 7.2) and transfer
(Fig 7.6a) gap. The measurements listed in this table are extracted from sets
of measurements using the detector configuration quoted in each corresponding
figures. Discharges are induced in the GEM indicated in the second column.
EOnT /p is calculated following Equation (7.3). The value given in the last line is
an exception. There EOnT /p corresponds to the set transfer field divided by the
pressure.
of the GEM stack.
In the GEM configuration denoted as Set c the same GEM2 as for Set b but a different
GEM1 is used. The measured EOnT /p with this different GEM1 (Set c) significantly differs
from the observed EOnT /p for the other two settings (Set a, Set b). This discrepancy seems
too high, to be properly explained a random variation of the gap width, introduced when
exchanging GEMs. Therefore, the high EOnT /p for Set c seems more likely to be attributed to
a parameter of this particular GEM1. One possibility is again that the way the GEM frame
bends in the GEM stack is different compared to the other GEM1. However, a variation of
almost 20 % between EOnT /p for the GEM1 used in Set a and Set b when compared to EOnT /p
for the GEM1 used in Set b seems too high to be only explained by a different banding of
the respective GEM frame.
EOnT /p and EOnInd/p measured with the same GEM as GEM1 and GEM2
We observe that EOnT /p < EOnInd/p holds for all our measurements (Table 7.1). This is as well
the case for onset fields (EOnT /p and EOnInd/p) which are measured with the same GEM either
in the GEM1 or in the GEM2 position.
The exact GEM, which is used as GEM1 in Set a and Set b, is used in measurements
with the single-GEM set-up (S, dInd = 2 mm and S, dInd = 3 mm in Table 7.1), which have
been discussed while examining discharges in the induction gap (Sec. 7.2.2, Fig. 7.2a).
The measured EOnInd/p are as well significantly higher than the corresponding onset fields for
discharges in the transfer gap.
It seems unlikely that this discrepancy is caused by a systematic overestimation (re-
spectively underestimation) of the transfer (respectively induction) gap’s width by 10-20 %.
Variations up to 10 % seem likely if the bending of the GEM’s frame is included, as discussed
in the Section 7.2.2. However, we are comparing measurements with the same GEM, but in
a different position in the GEM stack and the bending of a GEM frame is independent of
the GEM’s position in the stack. This speaks against an explanation, where the difference
between the respective EOnInd/p and EOnT /p value is due to uncertainties of the gap widths.
Considering the EOnInd/p and EOnT /p discussed here for the same GEM as GEM2 and GEM1
and all results in Table 7.1, it is even harder to believe that a random variation of the gap
width would always lead to EOnT /p < EOnInd/p, as observed in practice for all GEM configur-
ations.
Measurements with inverted transfer field
During the measurement with inverted transfer field direction and discharges in GEM1 (Set
c - inv. ET) a low GEM2 voltage is set, leading to no discharge propagation from GEM1
to GEM2. Since there is no change in the GEM2 top potential, we decided not to use
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Equation (7.3) in this case, but calculate EOnT /p from the applied ET instead. The onset
field value we observe in the transfer gap is compatible with the EOnInd/p, which is measured
with the inverted induction field direction (Set c – inv. EInd, Table 7.1). This similarity is
most likely due to the fact, that the two experiments with inverted field direction are very
similar. In both cases, secondary discharges are happening in the gap below the initially
discharging GEM and the field direction in this gap is inverted. Furthermore ∆UGEM across
the discharging GEM is in both cases similar and the absolute voltage on the low potential
side of the respective gap stays roughly constant, due to the absence of a discharges in
GEM2.
The resemblance of measurements with inverted induction and transfer field, respectively,
questions once more why secondary discharges in the transfer gap occur at significantly lower
electric field than the ones in the induction gap. We do not know the exact mechanism of
the discharges in the gaps, i.e. the secondary discharges. It is therefore hard to judge
how measurement with an inverted field direction can be compared to measurements with a
normal field direction. If the same mechanism is responsible for the gap discharge in either
field direction, all measurements should be affected in a similar way by e.g. differences in
the with of the gaps or by a GEM dependent parameter. In this case |EOnT /p| < |EOnInd/p|
would be expected.
Influence of the voltage difference across the GEM1 electrodes
The ∆UGEM of the initially discharging GEM is quite similar for the experiments with in-
verted electric field in the two gaps. This illustrates a parameter that differs in the EOnInd/p
and EOnT /p measurements with the normal field directions. The original discharge in GEM2
happens when ∆UGEM2 ∈ [400, 420] V, while ∆UGEM1 is usually around 260 V.
In [152] secondary discharges are studied with our exact set-up. They measure EOnT /p for
secondary discharges in the transfer gap with initial discharges in GEM2 as well as initial
discharges in GEM1. In both cases the initially discharging GEM is set to ∆UGEM > 400 V,
while the other GEM is set to a ∆UGEM, which is close to the onset of discharge propaga-
tion. No strong statement can be made on which fraction of discharges is propagated to
the respective other GEM, however they observed discharge propagation. If we assume
(∆UGEM2 · d−1T + ET)/p is a good measure for the onset field in their measurements, they
find a similar onset field around EOnT /p ∼ 5.35 V cm−1 mbar−1 for both the cases, i.e. initial
discharges in GEM1 and GEM2. This result is in line with our EOnT /p for Set a and Set b
(Table 7.1), which are measured with the very same GEM1. If the secondary discharge in
the transfer gap is always induced by a (propagated) discharge in GEM1, their measure-
ments show that the different ∆UGEM does not influence the onset field. A different theory
is therefore needed to explain that EOnInd/p > EOnT /p. However, the fact that in [152] a very
similar value of EOnT /p is found for initially discharging GEM1 and GEM2 hints that the
mechanism for secondary discharges is in both cases the same. However, discharge propaga-
tion is observed from GEM1 to GEM2 and vice versa, therefore no answer to the question
which GEM is the main responsible for secondary discharges in the transfer gap can be taken
from the result of [152] discussed here.
7.3.6. Average time between initial and secondary discharge
Data points in Figure 7.6b are obtained while studying 〈tSec〉 for secondary discharges in the
transfer gap, in analogy to the study of such discharges in the induction gap (Sec. 7.2.3). We
observe an exponential decrease of 〈tSec〉 for increasing transfer field, together with a shift
of this exponential depending on EOnT /p. This similar to the measured 〈tSec〉 for secondary
discharges in the induction gap (Fig. 7.3). The distribution of the data points in Figure
7.6b is however not as well ordered as for the study of secondary discharges in the induction
gap. A possible reason could be the method used to estimate the electric field in the transfer
gap. The quantity on the horizontal axis in Figure 7.6b differs from the actual field present
at the time of the secondary discharge.
For Set b, 〈tSec〉 ∈ [20, 40] µs is found at the corresponding EOnT /p. The 〈tSec〉 ∈ [20, 40]µs
for the other configurations at EOnT /p are between about 25µs and 10µs. All these times are
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smaller than those observed for secondary discharges in the induction gap. They however
still coincides within their error bars.
Inverted field direction
The measurements with inverted transfer field can not be well compared to these with the
inverted induction field, since, for the latter, not many data points are available (Fig. 7.3b).
Nevertheless, for experiments with the inverted field direction, 〈tSec〉 seems to be smaller
at the value of the onset field, as compared to experiments with the normal field direction.
This holds for secondary discharges in both gaps.
7.3.7. Wrap up: Secondary discharges in the transfer gap
We extended measurements on secondary discharges in the induction gap with measurements
of such discharges in the transfer gap. Secondary discharges were observed in the transfer
gap for transfer fields higher than a certain threshold value (Sec. 7.3.5). It was measured
that there is a temporarily short circuit between the GEM1 bottom and the GEM2 top
electrode as a secondary discharge happens in the transfer gap (Sec. 7.3.2). Therefore,
secondary discharges in the transfer gap are full discharges of that gap.
Secondary discharges in the transfer gap have been found to exhibit the same qualitative
behaviour than secondary discharges in the induction gap. We observed a steep increase
of their occurrence probability (Fig. 7.6a) around the onset field EOnT /p. Furthermore the
average time between an initial discharge and a secondary discharge decreases exponentially
with increasing transfer field (Fig 7.6b). The EOnT /p were always found to be systematically
lower than the measured EOnInd/p (Table 7.1) and the actual electric field in the respective
gaps is found to resemble this trend. An explanation for this observation was not found.
The spread found between the EOnT /p values, measured with different GEMs, is larger than
the spread observed among the EOnInd/p values. In case the direction of the transfer field is
inverted, a similar value of for EOnT /p was observed as was found for EOnInd/p measured for
inverted induction field.
In most of our experiments initial discharges were always happening in GEM2. It was
realised with measurements of the GEM1 top electrode potential that secondary discharges
only occur in the transfer gap, if there is a propagated discharge to GEM1. We therefore
propose that secondary discharges happen always in the gap below a GEM, after that GEM
discharged. Measurements of EOnT /p for different GEMs in the GEM1 position support this
proposal. However, additional measurements examining the role of discharge propagation
in secondary discharges are needed to confirm this theory.
7.4. Secondary discharges in the baseline gas mixture
In order to complement the tests in Ar-CO2 (90-10) presented in Sections 7.2 and 7.3,
measurement series with Ne-CO2-N2 (90-10-5) are done as well. Measurements in this gas
mixture are furthermore important for the ALICE TPC upgrade [23] and allow to estimate
possible the occurrence of secondary discharges in the upgraded TPC. We use the same
hardware configuration as we use in the studies described in the previous sections (Sections
7.2 and 7.3).
Figure 7.7 shows the result of these measurements. For comparison the Ar-CO2 (90-10)
results obtained with the same GEM configuration are indicated in the figure as well. The
results from Figure 7.7a are already reported in [153].
We use the quantity in Equation (7.3) on the horizontal axis of the plots in Figure 7.7,
to account for the voltage drop at the GEM2 top electrode during the initial discharge
(see Sec. 7.3.4). Doing so, we find the onset field in the baseline gas mixture to be
EOnT /p = (4.50± 0.15) V cm−1 mbar−1 (Fig. 7.7a). This is notably lower than the cor-
responding measurement in Ar-CO2 (90-10), namely EOnT /p = (5.5± 0.1) V cm−1 mbar−1.
A similar trend is observed by P. Gasik et al. during measurements of secondary discharges
in the induction gap, where the change from Ar-CO2 (90-10) to Ne-CO2-N2 (90-10-5) also
results in a lower value of the onset field [154, 155]. The relative difference between EOnT /p
147
7. Secondary discharges
)/p [V/(cm mb)]T/dGEM2U∆+T(E
3.5 4 4.5 5 5.5 6
2
Se
co
nd
ar
y 
di
sc
ha
rg
e 
pr
ob
ab
ilit
y 
P
0.2−
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
/p
T
Secondary discharge probability vs E
 (90-10)         2Set a - Ar-CO
 (90-10-5) 2-N2Set a - Ne-CO
(a)
)/p [V/(cm mb)]T/dGEM2U∆+T(E
3.5 4 4.5 5 5.5 6
Ti
m
e 
be
tw
ee
n 
di
sc
ha
rg
es
 [s
]
7−10
6−10
5−10
4−10
/p
T
Time between discharges vs E
 (90-10)         2Set a - Ar-CO
 (90-10-5) 2-N2Set a - Ne-CO
(b)
Figure 7.7: Secondary discharges in the transfer gap measured with a Ne-CO2-N2 (90-10-5)
gas mixture. (a) P2 (Eq. (7.1)) and (b) 〈tSec〉 (Sec. 7.2.3) are shown for different
measurement series with varying high voltage settings. Data are displayed as a
function of
(
ET + ∆UGEM2 · d−1T
) · p−1. A thorough explanation can be found
in Section 7.3.4. The same plot as a function of ET · p−1 can be found in Figure
A.5. The hardware configuration used to inside and outside of the detector is
similar as the one to obtain the data displayed in Figure 7.6. For comparison we
show Ar-CO2 (90-10) points obtained with the exact hardware settings, except
for the counting gas.
as found here for the baseline and the argon-based gas mixture is of the order of 20 %. A
similar relative difference is observed in the EOnT /p obtained for Set b and Set c in Ar-CO2
(90-10) (Table 7.1). The effect of changing the GEM configuration therefore seems to be
comparable to that of changing the counting gas between the two discussed mixtures.
Figure 7.7b immediately shows that the average time between initial and secondary dis-
charge is significantly smaller than the one found for measurements in Ar-CO2 (90-10)
(Fig. 7.6b). At an electric field in the transfer gap corresponding to the value of EOnT /p,
〈tSec〉 < 10µs is measured. For comparison: 〈tSec〉 & 20µs is found with the same settings
in Ar-CO2 (90-10).
7.4.1. Connecting EOnT /p and 〈tSec〉 with gas properties
The potential measurements in Section 7.2.4 and 7.3.2 reveal that the secondary discharge is
a full discharge of the transfer or induction gap. In Section 7.2.5 we already consider that the
phenomenon of secondary discharges can not easily be correlated with a known description
of breakdown of a gas filled gap. However, the precursor to the secondary discharge, which
is observed in the anode plane signal (Fig. 7.1, Sec. 7.2.1) but has no equivalent in the
measured potentials (Sec. 7.2.4), points to drifting charge carriers being involved in the
creation of the secondary discharges.
While changing from Ar-CO2 (90-10) to Ne-CO2-N2 (90-10-5) we observe an about a
factor two shorter 〈tSec〉, while EOnT /p decreases by 20 %. The decrease of 〈tSec〉 could be a
result of the higher ion mobility in Ne-CO2-N2 (90-10-5), which is about a factor 1.6 larger as
compared to Ar-CO2 (90-10) (Table 5.1, Sec. 5.5.2). According to Magboltz [64], electrons
in an electric field range between about 5 kV cm−1 to about 10 kV cm−1 are in Ne-CO2-N2
(90-10-5) about a factor two faster than in Ar-CO2 (90-10). For higher electric field the
electron velocity continues to grow more strongly in Ne-CO2-N2 (90-10-5) than in Ar-CO2
(90-10). Observing short 〈tSec〉 in Ne-CO2-N2 (90-10-5) as compared to Ar-CO2 (90-10)
is thus another hint that drifting charge carriers play a role for the creation of secondary
discharges.
The first Townsend coefficient (e.g. Fig. 3.5) of the argon-based mixture is lower than
the one of Ne-CO2-N2 (90-10-5) for electric fields smaller than 50 kV cm−1. The highest
electric field at the moment of the secondary discharge will be most likely lower smaller
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Figure 7.8: Secondary discharge probability P2 as a function of (a) the induction field and
(b) the transfer field is for different decoupling resistors. These results [152,
156] are obtained with a double-GEM set-up, powered with the independent
channel power supply, a loading resistor of 10 MΩ, in Ar-CO2 (90-10). The
GEM configuration corresponds to Set b in figures 7.2b and 7.6.
than this number, because the GEM triggering the secondary discharge has discharged
and its ∆UGEM will be at most several 10 V. Therefore the decrease of EOnT /p, which is
observed after changing from the argon-based mixture to Ne-CO2-N2 (90-10-5) could hint
to an increase in the gas amplification factor while changing the gas mixture. We discuss
the consequences for the ALICE TPC GEM stacks in Section 7.7.
7.5. Mitigation of secondary discharges with decoupling
resistors
7.5.1. Shift of the onset and 〈tSec〉 curves with different RD
Previous work [152] examines the effect of the decoupling resistance on the onset field of
secondary discharges in the induction and transfer gap. There, the measurements are per-
formed with our double-GEM set-up, which has been used for most of the studies presented
so far in this section. During the measurements in [152], the set-up is biased with the in-
dependent channel PS, and Ar-CO2 (90-10) is used as counting gas. The RD 6= 0 points in
Figures 7.8a, 7.8b and 7.9a are all obtained during the measurements for [152]. We discuss
them in the following.
Figure 7.8 illustrates how the onset of the secondary discharges is affected by RD when
these discharges are studied in the induction (Fig. 7.8a) and transfer (Fig. 7.8b) gap, re-
spectively. Instead of the set transfer field ET/p, we plot its approximation as defined in
Equation (7.3).
The higher the resistance, the higher the electric field at which secondary discharges are
observed. In Figure 7.9a, the onset field for each of the curves from Figure 7.8 is displayed.
For secondary discharges in the induction and in the transfer gap, the onset field follows
a linear trend as a function of the decoupling resistance. In [157], secondary discharges in
the induction gap were studied for varying RD and linear trend has been found, which was
then confirmed by [152]. The dependency of EOnT /p in RD yields a steeper slope than that
in EOnInd/p. A systematic difference of the onset field in the transfer and induction gap is
already observed without decoupling resistor (Sec. 7.3.5, Table 7.1).
Using a different GEM configuration
The GEM configuration for the measurement series shown in Figure 7.8 corresponds to Set
b from Figure 7.2b and Table 7.1. Previous P2 measurements with the Set c configuration
for RD = 0 (Fig. 7.2b, Table 7.1) are shown again in Figure 7.9b, together with a few
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Figure 7.9: (a) EOnInd/p and EOnT /p) extracted form Figures 7.8a and 7.8b plotted as a function
of RD [152, 156]. Each point corresponds to the EOn/p of one set of data points
in the corresponding figures. (b) P2 (Eq. (7.1)) of secondary discharges in the
transfer gap as a function of
(
ET + ∆UGEM2 · d−1T
)·p−1. For these measurements,
the double-GEM set-up is biased with the independent channel power supply and
another GEM1 is used as in Figure 7.8. Ar-CO2 (90-10) is used as counting gas
and EInd is always set to 1 kV cm−1. In Figure A.6, the same data points are
shown as a function of ET · p−1.
points measured with the same GEMs but RD = 50 kΩ. These points allow to roughly
constrain the onset field: Adding the 50 kΩ resistor shifts the onset field from EOnT /p =
(6.1± 0.3) V cm−1 mbar−1 (RD = 0) to a value comprised between 7.1 V cm−1 mbar−1 and
8.1 V cm−1 mbar−1. Judging from the data, EOnT /p is most likely closer to the upper bound-
ary of this range than to the lower one, as the only P2 6= 0 point is smaller than one and
the rise of P2 from zero to one happens usually over a small field range. The shift in EOnT /p
observed when changing the decoupling resistor from 0 to 50 kΩ is larger than the shift
obtained in the Set b configuration (Figure 7.9a). Also, the EOnT /p obtained without de-
coupling resistor is already larger for Set c (Fig. 7.9b) as compared to Set b (Fig. 7.8b).
We argue that the difference in EOn/p between different GEM configurations for RD = 0
could be attributed to an uncertainty in the actual width of the gap (Sections 7.2.2 and
7.3.5). This change is introduced, because the frame of each GEM bends differently and
therefore the gap width changes slightly. In case the actual gap width differs from the as-
sumed width, a linear bias is introduced in the calculated electric field. This bias increases
with the applied voltage difference. As a result, the stronger shift of EOnT /p with RD observed
in Set c as compared to Set b may be attributed to this effect as well.
Time between secondary and initial discharge
The average time between initial and secondary discharge, 〈tSec〉, is analysed for all meas-
urements in which waveforms are recorded. The procedure is similar to that presented in
Section 7.2.3. In Figure 7.10a two 〈tSec〉 data sets are shown for different RD with their cor-
responding P2 data in Figure 7.8b. The average time between discharges when RD = 10 kΩ
decays exponentially with increasing electric field in the transfer gap. As compared to the
RD = 0 data in the same figure, the curve is shifted on the horizontal axis. The shift matches
the qualitative difference in EOnT /p between the RD = 0 and RD = 10 kΩ points. A similar
shift has been observed for other 〈tSec〉 curves, with varying onset field (Figures 7.3, 7.6b and
7.7b). The curve corresponding to measurements with RD = 10 kΩ seems to decay faster as
that with RD = 0. However, the slope of both data sets are equivalent in the range of the
uncertainties of the respective data points.
The 〈tSec〉 data for the measurements with the Set c GEM configuration is shown in Fig-
ure 7.10b. In Figure 7.9b the corresponding P2 data are displayed. A single point exists
for the RD = 50 kΩ measurement. No statement can thus be made about the evolution of
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Figure 7.10: Average time 〈tSec〉 between discharges for (a) the two indicated data sets from
Figure 7.8b and (b) the data sets from Figure 7.9b. The corresponding detector
configuration is described in the caption of these figures.
〈tSec〉. However, the RD = 50 kΩ point seems shifted from the RD = 0 data, according to
the difference in EOnT /p among the tow data sets (Fig. 7.9b).
7.5.2. Potential evolution with and without a decoupling resistor
We consider the different evolution of the potentials at a GEM electrode after a discharge,
before discussing a possible explanation for the EOn/p shift for different RD (Sec. 7.5.5).
As a decoupling resistor is added to the set-up powered by the independent channel PS,
the evolution of the potentials after a discharge is affected. In Section 6.5.1 different phases
after a discharge have been identified:
t . 0.1 µs: During the discharge the potential at the GEM top and bottom electrode meet
when a short circuit is established for a short time. In the absence of a decoupling
resistor, UTop drops by ∆UGEM towards the potential at the GEM bottom electrode
(Fig. 6.12).
However, when a decoupling resistor is used the drop of UTop towards more positive
potentials is less drastic. At the same time UBot moves to more negative potentials
(Fig. 6.13).
0.1 µs . t . 2µs: In case there is no decoupling resistor, the potentials stay rather constant
and ∆UGEM remains zero.
When RD 6= 0, UTop and UBot move towards more negative potentials for a short
period. During this time a certain potential difference of several 10 V builds up between
the GEM bottom and top electrode.
2 µs . t . 25µs: During this phase there is a potential difference between top and bottom
electrode, which is found to range between zero and several 10 V (RD = 0). Both
potentials, UBot and UTop, move slightly to more positive values during this period.
At approximately t ∼ 25µs this potential difference has decayed again to zero or is
compatible with zero.
For a set-up with decoupling resistor the absolute value of UBot and UTop moves to
more positive values again. However, ∆UGEM decreases, but becomes not compatible
with zero. Eventually the bottom potential reaches its set value again. This can
happen as well a bit latter than t ∼ 25µs.
t > 25µs: For t > 25µs, the GEM maintains the current ∆UGEM until the recharging of the
top GEM electrode starts. In case no (respectively a) decoupling resistor is used, this
potential difference is zero (respectively as big as a few 10 V).
This recap of our findings in Section 6.5.1 illustrates that there are two developments, which
may influence the shift of EOn/p with changing RD. Both are due to the evolution of the
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Figure 7.11: A secondary discharge at t ∼ 8 µs in the transfer gap. The double GEM set-up
is biased with RD = 10 kΩ, RL = 10 MΩ and the independent channel power
supply. The evolution of the potential after the discharge (t = 0) features the
elements discussed in Section 6.5 and summarised in Section 7.5.2. In contrast
to a situation where RD = 0, GEM2 UTop does not drop immediately to its
least negative value and GEM1 UBot moves towards a more positive potential.
During the secondary discharge, some differences also appear when compared
to the set-up without decoupling resistor (Fig. 7.5). The GEM2 top and GEM1
bottom potential do not display oscillations and they do not meet. Furthermore
the potential excursions induced by the secondary discharge last longer than
compared to the RD = 0 measurement.
GEM potentials after a discharge, which varies for different values of RD. First, the time
evolution of electric fields and, second, the time evolution of the ∆UGEM depend thus on the
value of RD. In addition to the way the potentials evolve after a discharge, the RC constants
in set-up change and so does the effect visible due to the capacitive coupling of the GEM1
bottom electrode to the GEM2 top electrode. The effect of the capacitive coupling is e.g.
discussed using Figure 6.25.
7.5.3. GEM potentials between discharge and secondary discharge
Figure 7.11 illustrates some of the these features, we present here. A measurement of GEM2
UTop, GEM1 UBot and the anode plane signal is displayed. In the measurement, the set-up
is powered with the independent channel PS, RD = 10 kΩ and RL = 10 MΩ. After the
discharge in GEM2, we observe the GEM2 top potential to first drop rapidly and then
smoothly towards more positive potentials. In a similar measurement with RD = 0 (Fig.
7.5) the drop of the GEM2 top potential is instantaneous. In that measurement without
decoupling resistor, the potential on the bottom side of GEM1 is not affected strongly,
because the electrode is connected directly to the PS. However, in Figure 7.11 we notice the
GEM1 bottom potential to have a more pronounced drop, which decays with a time constant
of a few 10µs. In the situation with decoupling resistor, the GEM1 bottom electrode is better
decoupled from the PS and therefore more prone to the drop of the GEM2 top potential.
The decay of the drop corresponds to the recharging time through RD.
An enhancement of the induction field and a reduction of the transfer field is observed,
checking the potentials for RD = 0 (Fig. 7.5) against RD = 10 kΩ (Fig. 7.11). The reduction
of the transfer field is most prominent for t . 30µs, while the enhancement of the induction
field is only seen for a short period of time (∼ 10µs).
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7.5.4. Effect of the decoupling resistor on the potential evolution during
a secondary discharge
Comparing the experiments with RD = 0 (Fig. 7.5) and RD = 10 kΩ (Fig. 7.11), we observe
the development of the potentials during and after a secondary discharge in the transfer
gap also differ. First, the oscillations seen in the first µs of the secondary discharge are
absent when a decoupling resistors is in place. Second, the higher the decoupling resistor,
the higher the potential difference between the GEM2 UTop and GEM1 UBot (∆UGap) after
the secondary discharge. These two observations relate to the potential measurements of
a discharging GEM. Introducing a decoupling resistor dampens the fast oscillations during
and directly after the discharge and results in a larger ∆UGEM (or ∆UGap). This analogy is
as well evidence for the secondary discharges, being real discharges of the respective gaps.
However, in case of the GEM discharge some oscillations always remained and the ∆UGEM
is found to be zero for a short time during the discharge. Furthermore, the absolute values
of the potentials after secondary discharge stay roughly constant for a time of several 100 µs
(Fig. 7.11) while, without decoupling resistors the restoration of the potentials after the
secondary discharge starts earlier (Fig. 7.5b).
7.5.5. Possible contributions to the onset field change
The actual fields in the gaps
We measure EOnInd/p and EOnT /p with respect to a quantity based on the set voltages. The
actual electric field in the detector is different, because of the way the potentials evolve after
an initial discharge. The difference between the actual electric field and the set voltages is
larger in the situation where a decoupling resistor is used as compared to such situations
without. We consider these differences for times up to several 10µs after the initial discharge,
which is the relevant time scale for the occurrence of secondary discharges.
The measure for the induction field is the set EInd in plots like Figure 7.8a. However,
the actual EInd increases after an initial discharge when RD 6= 0, while it stays constant or
decreases when no decoupling resistor is present. In Figure 7.8b we quantify the transfer field
by ∆UGEM2/dT+ET (Eq. (7.3)), where the ∆UGEM2 and ET are the set voltage difference
across the sides of GEM2 and the transfer field, respectively. When no decoupling resistor is
used, this quantity is close to the actual value of the transfer field after a discharge in GEM2
(Sec. 7.3.4). In a situation where the detector is biased with the independent channel PS
and a decoupling resistor is used, the evolution of ∆UGap in the transfer gap changes as
compared to the RD = 0 case. Comparing e.g. Figures 7.11 and 7.5b reveals that ∆UGap
and thus the actual transfer field is reduced in the time range relevant, after changing from
RD = 0 to RD = 10 kΩ.
A shift to higher EOnT /p and EOnInd/p for secondary discharges in both gaps is observed in
[152] (Fig. 7.9a). However, introducing a decoupling resistor effectively increases the actual
induction field and decreases the actual transfer field. In order to explain the common trend
in EOnT /p and EOnInd/p both fields should change in the same direction. Therefore, we think
that the effect of the decoupling resistor on the evolution of ∆UGap of the respective gap
is not the main reason why a shift to higher onset fields is observed for higher decoupling
resistance. It is worth to mention, that using the actual fields in the detector for the plot
in Figure 7.9a would increase the difference between the EOnT /p and EOnInd/p points and not
lead to a more similar slope.
Potential difference across the sides of the GEMs
The time evolution of the respective UGap is not the only one to be affected by a change of
decoupling resistance. The ∆UGEM also behaves differently after a discharge in presence or
absence of a certain decoupling resistors (Sections 6.5.1 and 7.5.2). Unfortunately, we have
not quantified the exact time evolution of ∆UGEM for different decoupling resistors. From
the studies summarised in Section 7.5.2 we however know that there are substantial differ-
ences in ∆UGEM comparing the same set-up but once biased with and without decoupling
resistor.
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It seems reasonable that the development of a secondary discharge starts close to a dischar-
ging GEM, because the initial discharge is a necessary condition for a secondary discharge.
In the vicinity of the GEM holes the actual electric field is a combination of the field in the
GEM hole and the field in the gap (EGap) (Fig. 3.13b). As compared to the RD = 0 case,
∆UGEM in the time range of interest for secondary discharges is higher when a decoupling
resistor is used. Although this ∆UGEM is small when compared to the set potential differ-
ence across the GEM, its influence on the electric field in the vicinity of the GEM holes can
be high. When the onset of secondary discharges is not only driven by EGap but also by a
combination of EGap and that of the remaining ∆UGEM, a higher EGap may be needed to
compensate for ∆UGEM 6= 0.
In case the behaviour of EOn/p as a function of RD is an indicator that the electric field
in the GEM holes (EHole) plays a role in the creation of secondary discharges, this role
may help explaining several other observations. The different EOn/p observed for individual
GEMs could be related to a different hole geometry among the individual foils. Together
with the ∆UGEM after a discharge, the hole geometry defines the exact EHole. Previously,
we proposed that a variation in the width of the gap, due to the bending of the individual
GEM frames, may lead to a bias of the calculated electric field and therefore to the spread
in EOn/p for secondary discharges in that gap (Sec. 7.2.2). However, the spread among
the measured EOnT /p is found to be rather high for this explanation to apply (Sec. 7.3.5).
A difference in the GEM hole geometry among individual foils may be able to improve the
explanation for the measured spread in EOn/p for different GEMs.
Furthermore, in our experiments with initial discharges in GEM2 we observe a systematic
difference in the onset fields for secondary discharges in the transfer gap and in the induction
gap (Sec. 7.3.5, Table 7.1 and Fig. 7.9a in the current section). Assuming our hypothesis
is correct, that secondary discharges in the transfer gap are produced by discharges propag-
ated from GEM2 to GEM1, this systematic difference may indicate that ∆UGEM1 is different
as compared to ∆UGEM2 after an initial discharge. We think that there can be indeed a
systematic difference between ∆UGEM1 and ∆UGEM2, because the GEM1 potentials are af-
fected at the same time by the propagated discharge and by the discharge in GEM2, due to
the capacitive coupling to the GEM2 top electrode. The potentials at the top and bottom
electrode of GEM2, on the other hand, are only affected by the discharge in GEM2.
However, dedicated measurements of these phenomena are necessary, exploring as well
the effect of different RD on ∆UGEM. These measurements may help to gain more insight
in the underlying mechanism, which is responsible for secondary discharges.
7.5.6. Wrap up: Decoupling resistors as way to mitigate secondary
discharges
Adding decoupling resistors in the HV path to the bottom electrode of each GEM results in a
higher onset field for secondary discharges with increasing resistance (Fig. 7.9a) as has been
found in [152]. A linear fit to the EOnT /p (respectively EOnInd/p) measured with different RD
yields a slope of (20± 2) V cm−1 mbar−1 Ω−1 (respectively (12± 1) V cm−1 mbar−1 Ω−1).
The crossing with the EOn/p axis is in both cases compatible with the RD = 0 measure-
ment. We have shown furthermore, that the exact value of the slope depends as well on the
GEM configuration used (Fig. 7.9b) in the measurement.
Based on the observed shift in EOn/p for different RD, we propose to consider the re-
maining potential difference in a GEM after an initial discharge as parameter of the process
responsible for secondary discharges (Sec. 7.5.5). More measurements are needed in order
to explain why decoupling resistors shift the onset of secondary discharges to higher electric
field values in the gaps.
Decoupling resistors are a suitable solution to make the occurrence of secondary dis-
charges in an experiment less likely. For example the HV settings of the ALICE TPC
GEM stacks (Table 4.1) have a ∆UGEM · d−1T + ET as high as 5440 V cm−1. Consider-
ing an ambient pressure of 980 mbar, which is not unlikely for the CERN area, yields
(∆UGEM · d−1T + ET)/p & 5.5 V cm−1 mbar−1, which is higher than most of the EOnT /p
measured in Ar-CO2 (90-10). Furthermore, we found that EOnT /p decreases if the counting
gas is changed from Ar-CO2 (90-10) to Ne-CO2-N2 (90-10-5) for otherwise the same settings
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i Ind GEM2 T GEM1 D
Ri [MΩ] 0.48 0.881 3.126 0.8 2.8
∆Ui [V] 202 370 1319 342 1197
Table 7.2.: Example setting of the voltage divider biasing the double-GEM set-up. For this
particular setting, the input voltage is 3430 V and the current 428 µA. During
our measurements, one HV probe is connected to the GEM1 bottom electrode
and one to the GEM2 top electrode, therefore, the path to ground from these
electrodes through the respective probe has to be considered. The ∆Ui are
thus calculated with the given Ri and the resistance from the GEM1 bottom
electrode (respectively GEM2 top electrode) to ground, which is RProbe 1+RO =
(345.5 + 1) MΩ (respectively RProbe 2 + RL + RO = (343.7 + 5 + 1) MΩ). RO
is the internal resistance of the oscilloscope. When RD 6= 0, it is included in
the calculation. To reach different ET, different RT ranging from 1.211 MΩ to
3.607 MΩ are used.
(Section 7.4). For the ALICE TPC ReadOut Chambers (ROCs) it is therefore mandatory to
use decoupling resistors, to lower the risk of having secondary discharges. However, the size
of the decoupling resistor has to be carefully optimised. When the chambers are operated
at the ALICE TPC, the charges arriving at each GEM bottom electrode will be evacuated
through the decoupling resistor. This current is expected to be as high as 5 nA cm−2 [23] and
therefore the decoupling resistors have to be chosen such, that the voltage drop across this
resistor for such a current remains tolerable. In addition the ALICE TPC GEM stacks will
not be powered by independent channel PS. Therefore the value of the decoupling resistor
has to be optimised using a powering schema close to the future powering schema of the
upgraded ALICE TPC.
7.6. Effect of different power supplies on the occurrence of
secondary discharges
The future readout chambers of the ALICE TPC will be either supplied with cascaded
power supplies or with voltage dividers, which are then powered by a power supply. In this
section we examine the effect of different power supplies on the onset of secondary discharges.
Secondary discharges in the transfer gap are thus examined when either the CAEN A1515
cascaded power supply [138] or a voltage divider (Sec. 3.5.5) biases the set-up. For these
tests we always use the same GEM configuration, to ensure that the results are not due to
effects related to the exchange of GEMs. Furthermore we compare our results with results
shown in the previous sections. At the time of our measurements, a decoupling resistor of
RD = 50 kΩ has been discussed for the future TPC. Therefore, we use such an according
resistor in situations where RD 6= 0. A loading resistor of 5 MΩ is used, because it is foreseen
for the GEM stacks of the new ALICE TPC ROCs. The measurements are done in Ar-CO2
(90-10).
The cascaded PS has already been introduced in Section 6.6. However, voltage dividers as
possible way to power a GEM stack have only been mentioned briefly in Section 3.5.5 (Fig.
3.14). Therefore we discuss the particular voltage divider we use in our measurements in
Section 7.6.1. The response of the GEM stack to discharges when powered with the divider
is as well covered. In Section 7.6.2 and 7.6.3 we report then on the onset field and on the
average time between discharges, respectively, measured for different power supplies and
decoupling resistors.
7.6.1. Discharges while powering the set-up with a voltage divider
Voltage divider set-up
Our voltage divider is used to power all GEM electrodes and the drift cathode in the double
GEM set-up. The voltage difference across the gaps between GEMs and across the GEM
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Figure 7.12: Each measurement corresponds to a simultaneous recording of the GEM1 bot-
tom and GEM2 top potential as well as of the anode plane signal. During the
measurements the set-up is powered by the voltage divider, while a loading
resistor of 5 MΩ but no decoupling resistor is used. Discharges are always in-
duced in GEM2. In (a) to (c) an initial discharge at t ∼ 0 is observed. In (d)
the discharge at t ∼ 0 is followed by a secondary discharge in the transfer gap
shortly after.
electrodes is defined by the voltage drop across each of these resistors. Therefore, the divider
contains five resistors. Table 7.2 gives an example of the resistance values in the divider
and of the resulting voltages. The voltage divider chain is itself powered by the independent
channel power supply.
For the study of secondary discharges in the transfer gap, it is necessary to change ET for
different measurement series. To this end the resistor defining the voltage difference between
the GEM1 bottom and GEM2 top electrode is changed. At the same time, the input voltage
of the divider is adjusted to keep the remaining voltage differences at a value that is similar
to the one before the change. The high voltage probes introduce a resistance to ground (Fig.
6.4) in parallel to the resistance in the voltage divider. All the resistors in the divider are
chosen to provide the desired voltage drops across them, when one probe is connected to
the GEM1 bottom electrode and one probe is connected to the GEM2 top electrode.
Response of the voltage divider to discharges
Figure 7.12 shows four different measurements of the GEM1 bottom and the GEM2 top
potential for three different values of ET as the set-up is powered with the voltage divider.
The potentials at the GEMs react differently as a discharge happens than when the detector
is powered by the cascaded or independent channel PS.h We observe that all the measure-
ments with only a discharge (respectively with an initial and a secondary discharge) have
the same time evolution, if the same HV settings are used.
hSee the potential measurements in Sections 6.5 and 6.6.
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Potential changes after the discharge of GEM2 and GEM1
The reaction of both measured potentials to the discharge in GEM2 (t ∼ 0) is observed to
change with ET (Figures 7.12a, 7.12b and 7.12c). The drop of GEM2 UTop towards less
negative potentials decreases with increasing value of the transfer field. From a given set
ET, GEM2 UTop even moves towards more negative potentials (Fig. 7.12c). In addition, an
increasing transfer field results in a stronger drop of the GEM1 bottom potential towards less
negative values. This dependence of the GEM2 top and GEM1 bottom potential changes
on the set ET or on the resistance of the voltage divider results either in the presence of
approximately the same transfer field before and after the discharge (Fig. 7.12a) or in a
decrease of ET (Figures 7.12b and 7.12c) after the discharge.
To plot P2 and 〈tSec〉 versus the field (Figures 7.13 and 7.14, respectively) we again use
the definition of the effective transfer field (Eq. (7.3)), where ∆UGEM2·d−1T · p−1 is added
to ET·p−1 before the discharge (Sec. 7.3.4). As a result all data obtained with the different
power supplies are plotted against the same quantity, constructed from the applied HV set-
tings. To discuss the origin of the secondary discharges it has to be kept in mind that the
transfer field after a discharge is significantly lower than (∆UGEM2·d−1T +ET) · p−1 when the
set-up is biased with the voltage divider. In fact, it can even be lower than the set ET.
No dedicated study of the GEM2 bottom and GEM1 top potentials has been done. Con-
sidering our results on discharge propagation (Sec. 6.5.3) and that ∆UGEM1 ∼ 340 V for all
these measurements, we expect that a discharge is always propagated to GEM1 and hence
that this GEM discharges as well. Furthermore we do not know how ∆UGEM evolves as the
GEMs are powered with the voltage divider. However, we think that this measurement can
provide useful insights, especially considering the possible role of ∆UGEM for the secondary
discharge evolution.
Long term development of the potentials
We use the HV setting with ET = 6.7 kV cm−1 as an example of the potentials’ long term
development. Starting from the situation displayed in Figure 7.12d the GEM2 top potential
continues to move towards more positive values. After 100-200µs it is smaller than its set
value and after 400-500 µs the lowest value is reached, which is close to the set value of the
GEM2 bottom potential. From there the recharging starts eventually. The GEM1 bottom
potential needs more than a ms to reach again the value it had before-discharge .
We simulate our set-up with LTSpice [142] using the parameters described in Sections
6.5.1 and , but powered by a voltage divider as described in Table 7.2. Comparing the
potential measurements in Figure 7.12 to the LTSpice simulations, we find the short-term
time evolution of the potentials not to agree with the measurements. However, the values
the GEM2 top and GEM1 bottom potential settles at for larger t are in agreement in the
simulations and measurements. In simulations, these values are in fact already reached
shortly after the discharge.
Secondary discharges
The potentials in Figure 7.12c and 7.12d are recorded with the same HV settings. In the
latter plot, the discharge in GEM2 (and, supposedly, the propagated discharge in GEM1) at
t = 0 is however shortly after followed by a secondary discharge in the latter plot. During
the secondary discharge the potentials at the GEM1 bottom and at the GEM2 top electrode
approach each other up to a few 100 V. A similar potential difference in the gap has been
observed with decoupling resistors and the independent channel PS (Fig. 7.11). After the
secondary discharge the GEM2 top potential recovers within ∼ 200 µs the value it had in
the absence of a secondary discharge. The GEM1 bottom potential takes several ms for this
recovery.
7.6.2. Measurements of the onset field values
Figure 7.13 shows P2 as a function of the set transfer field and ∆UGEM2 using the definition
in Equation (7.3). The occurrence probability of secondary discharges P2 is plotted for
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Figure 7.13: Occurrence probability P2 (Eq. (7.1)) for secondary discharges in the transfer
gap as a function of the transfer field and ∆UGEM2 as defined in Equation (7.3).
(See Section 7.3.4 for a full explanation and Figure A.6 for the same plot as a
function of ET · p−1.) The points result from measurement series in Ar-CO2
(90-10) with the double-GEM set-up either biased by the independent channel
power supply (PS) (Ind. Ch.), the cascaded PS (Cas.) or a voltage divider
(Vol. Div.). The Set c GEM configuration (Fig. 7.6) is always used. Points
from previously discussed measurements (Fig. 7.9b) are shown here as Ind.
Ch. RD = 0 RL = 10 MΩ and Ind. Ch. RD = 50 kΩ RL = 10 MΩ. For all
measurements, EInd is set to 1 kV cm−1 and discharges are always induced in
GEM2. The 〈tSec〉 corresponding to the P2 data displayed here are reported in
Figure 7.14.
RD = 0 RD = 50 kΩ
Ind. Ch. 6.1± 0.3 7.1 < EOnT /p < 8.1
Cas. 7.1± 0.2 8.1± 0.2
Vol. Div. 8.8± 0.1 EOnT /p > 8.8
Table 7.3.: Onset field extracted from the sets of measurements in Figure 7.13. All values
are in V cm−1 mbar−1. Since no difference in EOnT /p is observed for RL = 5 MΩ
and RL = 10 MΩ, they are not separated here.
measurements where either the cascaded PS, or the voltage divider or the independent
channel PS is used.i All measurements are done with the same GEM two GEMs as GEM1
and GEM2. The shape of the different onset curves shows the same fast rise from zero to
one at a given EOnT /p as observed in similar measurements in Sections 7.3.5, 7.4 and 7.5.1.
In Table 7.3, the onset field values extracted from these data are listed.
Differences with the cascaded and independent channel PS
Changing the value of the loading resistor from 5 MΩ to 10 MΩ (RD = 0) does not affect the
onset field measured with the cascaded PS (Fig. 7.13). However, introducing a decoupling
resistor of 50 kΩ increases the onset field by 1 V cm−1 mbar−1.j A similar increase with RD
has been observed in Section 7.5.1 with a different GEM configuration and the independent
channel PS (Fig. 7.9a).
For the GEM configuration considered here, the RD = 0 and RD = 50 kΩ data series
iThe data series recorded with the independent channel PS have been discused previously in this chapter
and are displayed in Figures 7.10b and 7.9b.
jAt a pressure of 970 mbar relevant for our measurements, 1 V cm−1 mbar−1 corresponds to an increase of
EOnT /p by 970 V cm−1.
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measured with the independent channel PS indicate an even stronger increase of the onset
field with decoupling resistance (Fig. 7.13). For RD = 0, the onset field using the cascaded
PS is 1 V cm−1 mbar−1 higher, than the one measured using the independent channel PS.
When RD = 50 kΩ is used, EOnT /p seems to be similar regardless whether the cascaded PS or
the independent channel PS is biasing the set-up. With a decoupling resistor the GEMs are
better decoupled from the respective PS and for increasing RD the evolution of the GEM
potentials is less affected by the reaction of the power supply to a discharge. Therefore, it
seems to be sensible that the EOnT /p of the two power supplies approach each other for higher
RD, as observed for the EOnT /p measured with the independent channel and the cascaded PS
(RD = 50 kΩ). Following this argumentation, a measurements of EOnT /p at even higher RD
with the two power supplies should agree even better and a similar effect should be observed
for EOnInd/p when using the two power supplies and different RD.
We think that the difference in EOnT /p measured for the independent channel and the
cascaded PS is due to the different evolution of ∆UGEM after a discharge, which is observed
while using either of the two PSs. The cascaded PS behaves with RD = 0 similar to the
independent channel PS with RD 6= 0 (Sections 6.5.1 and 6.6.1). Based on the shift of the
onset field while introducing a decoupling resistor, the cascaded PS is thus expected to have
a higher EOn/p for secondary discharges than the independent channel PS for otherwise
similar settings.
EOnT /p measured with the voltage divider
When the set-up is powered with the voltage divider (RD = 0), an even higher onset field
of EOnT /p = (8.8± 0.1) V cm−1 mbar−1 is observed as compared to the same set-up powered
with the cascaded PS (EOnT /p = (7.1± 0.2) V cm−1 mbar−1) or the independent channel PS
(EOnT /p = (6.1± 0.3) V cm−1 mbar−1) (Table 7.3).k The reason for the high EOnT /p observed
with the voltage divider may be related to the fact that the transfer field is effectively
reduced after a discharge if the voltage divider is used (Sec. 7.6.1). With the cascaded
or independent channel PS a voltage drop of the potential at the GEM2 top electrode is
observed after a discharge, while when the voltage divider is used, the GEM2 top potential
increases (towards more negative potentials) for high values of set ET (Fig. 7.12).
We can not comment on a possible influence of the ∆UGEM on the observed EOnT /p with
the voltage divider, because we have not measured it.
For increasing RD an increase of EOnT /p is observed with the voltage divider (Fig 7.13,
Table 7.3). However, the value of the onset field has not been quantified. For a decoupling
resistor of 50 kΩ it is only confirmed that P2 = 0 at the electric field corresponding to EOnT /p
for the set-up without decoupling resistor.
P. Gasik et al. have shown that the onset field for secondary discharges in the induction
gap is as well higher when a voltage divider is used, as compared to measurements with an
independent channel PS [27]. A study of the GEM potentials for high induction field can
show whether there is as well an effect reducing the induction field after an initial discharge
or if the high EOnInd/p observed by P. Gasik et al. is caused by a different effect, e.g. a
peculiarity of the ∆UGEM evolution after a discharge, which is present for GEMs powered
with a voltage divider.
7.6.3. Measurement of the average time between initial and secondary
discharge
In Figure 7.14, the 〈tSec〉 corresponding to the P2 from Figure 7.13 are reported. All 〈tSec〉
curves for the different power supplies are shifted with respect to their onset field. Only the
Ind. Ch. points however exhibit an exponential decay for increasing electric field. The other
time distributions are compatible with a constant 〈tSec〉. For each curve in Figure 7.14, we
find the 〈tSec〉 value at the electric field value corresponding to EOnT /p to be in the range of
∼ 10µs to 40µs, except for the measurements with the voltage divider. When the set-up is
kThe relative difference between the EOnT /p obtained with the different power supplies does not change if
the set ET is used on the horizontal axis of Figure 7.13, because ∆UGEM2 is similar in all measurements.
The corresponding plot can be found in the Appendix, Figure A.6.
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Figure 7.14: 〈tSec〉 (Sec. 7.2.3) of secondary discharges in the transfer gap as a function of
the transfer field and ∆UGEM2 (Eq. (7.3)). (A motivation is provided in Section
7.3.4.) The same plots as a function of ET · p−1 can be found in Figure A.6.
The data result from the same measurements as the P2 data from Figure 7.13.
The detector settings are listed in the caption of that figure.
powered with the voltage divider chain, 〈tSec〉 is always less than 1 µs.
When the observed 〈tSec〉 are due to the movement of charger carries, the measurements
with different power supplies show that this motion is not proportional to the field in the
transfer gap. The times measured while the voltage divider is powering the set-up would
otherwise be closer to or even larger than the times measured with the other power supplies.
Therefore the distribution of the different 〈tSec〉 may be due to the motion of charge carriers
in an electric field higher than ET, namely the electric field in the vicinity of the GEM
holes. To discuss 〈tSec〉 as a function of ∆UGEM after the discharge, more measurements
with both probes connected to the electrodes of the discharging GEM would be needed. In
particular understanding the differences between the set-up powered by the voltage divider
to the same set-up powered with a PS, seems like a good route to learn more about the
origin of secondary discharges.
7.6.4. Wrap up: Secondary discharges with different power supplies
Based on the curves from Figure 7.13, we conclude that powering the double-GEM set-
up with the voltage divider provides the best stability against secondary discharges in the
transfer gap. Using the cascaded power supply results in a higher EOnT /p than using the
independent channel PS. However, the observed onset field is lower as compared to the one
observed with the voltage divider.
Introducing a decoupling resistor pushes the onset fields to higher values for all three
ways of biasing the GEM stack (independent channel PS, cascaded PS and voltage divider).
Studies of secondary discharges in the induction gap have not been performed. It has how-
ever been observed in [27] that a single-GEM set-up powered with a voltage divider has a
higher EOnInd/p than a single-GEM set-up powered with an independent channel PS.
Considering that the ROCs of the upgraded ALICE TPC will be either powered with
a voltage divider or a cascaded PS, the onset fields observed with these two supplies for
RD = 50 kΩ are encouraging. As discussed in Section 7.5.6, the highest (∆UGEM·d−1T +ET)/p
of the ALICE TPC HV settings (Table 4.1) (considering an ambient pressure of 980 mbar)
is about 5.5 V cm−1 mbar−1. This value is more than 30 % lower than the onset field with
the cascaded PS and a decoupling resistor of 50 kΩ. We obtained our results presented in
this section in Ar-CO2 (90-10). In Section 7.4 we found EOnT /p to be about 20 % lower in
Ne-CO2-N2 (90-10-5) than in Ar-CO2 (90-10) for otherwise the same settings. Therefore
we expect the onset fields listed in Table 7.3 to be as well lower in Ne-CO2-N2 (90-10-5).
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However, the configuration with the cascaded PS and a RD = 50 kΩ seems to be not far of
from operational settings, which allow secondary discharge free operation. Measurements
in Ne-CO2-N2 (90-10-5) with different GEM stacks are needed to find the real EOnT /p and
EOnInd/p in this gas mixture and to study systematic differences for different GEM config-
urations. A configuration without secondary discharges seems even simpler to achieve, if
voltage dividers will be used to power the ALICE TPC ROCs.
Analysing the time between initial and secondary discharges, we find that the 〈tSec〉 dis-
tributions are shifted with respect to their onset field, as observed in similar measurements
(Figures 7.3, 7.6b, 7.7b and 7.10). The time difference between initial and secondary dis-
charge seems to remain constant between about 10 µs and 40µs (respectively below 1 µs)
for measurements where the cascaded PS (respectively the voltage divider) is used to bias
the set-up. Previous analysis (Figures 7.3, 7.6b, 7.7b and 7.10) of measurements with the
independent channel PS showed an exponential decay of 〈tSec〉 for increasing field.
7.7. Consequences for the operation of GEM stacks
During secondary discharge studies in the induction (Sections 7.2 and 7.5) and transfer gap
(Sections. 7.3, 7.4, 7.5 and 7.6) the field in the respective other gap is always set to a small
value in order to avoid secondary discharges in both gaps. In this section, we discuss the
recovery from secondary discharges and give an example of a field setting allowing secondary
discharges both in the transfer and induction gaps. First, however, we discuss a change in
the GEM configuration of the future ALICE TPC GEM stacks.
7.7.1. Design changes of the ALICE TPC GEM stacks
Figure 7.15a shows the GEM configuration as foreseen for the ALICE TPC GEM stacks in
[23]. At that time it was planned to orient each GEM1 such, that it faces the drift volume
with its unsegmented side. When a discharge happens in a segment of GEM1, the voltage
drops across the loading resistor at the bottom side of the GEM, will the unsegmented top
side stays at its set potential. If the top side stays at a constant potential, this configuration
would allow for minimal distortions of the drift field inside the TPC.
In case of a propagated discharge, which is propagated form a segment of GEM1 to
an opposite segment of GEM2 or vice versa, the transfer field increases to (∆UGEM1 +
∆UGEM2)/dT+ET1. Considering that a value of 4 kV cm−1 is foreseen for ET1, the resulting
electric field is by far higher than the onset field of secondary discharges. This problem was
addressed in the very first studies of secondary discharges in the induction gap, where the
loading resistor was either mounted on the top or bottom electrode of the GEM foil [27]. To
improve the stability against secondary discharges, the layout of the GEM stacks has been
changed as to orient all GEMs with their segmented side towards the drift volume of the
TPC. Figure 7.15b shows this new layout.
7.7.2. Recovery time after a secondary discharge
If the detector is powered by an independent channel PS and without a decoupling resistor,
it takes several ms until the potentials, affected by a secondary discharge, recover to the
values they take when only a normal discharge has happened. Secondary discharges thus
do not significantly prolong the down time of the discharging GEM, because the GEM’s
recharging time is on the order of 100 ms (Fig. 6.17). This statement can be extended from
our 10×10 cm2 GEMs to a discharging segment in a segmented GEM foil, as foreseen for the
upgrade of ALICE TPC. The time until a GEM has recovered from a secondary discharge
takes longer in a configuration with a decoupling resistor. However, even the longest recovery
times seen, are still small compared to the recharging time of GEM segment after a discharge.
ALICE TPC GEM stacks
The future ALICE TPC GEMs are only segmented on the top side and all segments therefore
share a common bottom electrode [23]. Secondary discharges affects the bottom side and
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(a) (b)
Figure 7.15: Two different stages of the biasing circuit and GEM configuration of the ALICE
TPC readout chambers. The resistor values in the figures are given in MΩ. (a)
Layout given in [23]. The unsegmented side of GEM1 top faces the drift volume.
(b) After the results of the secondary discharge studies, the configuration of the
GEMs has been changed. Figure adopted from [158].
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therefore change UBot for all segments. When a secondary discharge takes place in one
segment, the ∆UGEM of the segments that are not affected by the secondary discharge do not
change. This we know from measurements with our mock-up set-up, where we measured the
∆UGEM of different GEM segments with one HV probe connected to the top and one probe
connected to the bottom electrode of the same GEM segment.l Also, discharged segments
maintain ∆UGEM = 0 during the potential evolution induced by the secondary discharge.
Even though ∆UGEM is maintained, the absolute potentials at the top and bottom electrodes
in all these segments change quite drastically. This is similar to what has been observed with
discharges in the mock-up set-up (Fig. 6.25), although the potential changes considered in
Section 6.6.2 are smaller, i.e. they resulted only from initial discharges.
Due to these potential changes at least two transfer fields (one transfer and the induction
field, respectively) deviate significantly from the set fields. For this reason, a full GEM
stack does not produce useful data before the potentials have recovered from the secondary
discharge. When a secondary discharge occurs in an ALICE TPC GEM stack, the fact that
all GEMs have an unsegmented bottom electrode means thus that the full area of the stack
can not take part in the data taking until the potentials have recovered from a secondary
discharge.
As discussed in Section 6.6.3, less then 10 discharge are expected per GEM stack during
one month of lead-lead data taking at 50 kHz at the Large Hadron Collider (LHC) [24]. If
we assume that all 144 GEM stacks have 10 initial and secondary discharges and we take a
rather conservative recovery time of 100 ms, the recovery time over the running time is still
less than 0.006 % and thus negligible.
The gain in a GEM stack defines the number of ions, which drift back into the drift volume.
When a GEM stack is recovering from a secondary discharge the gain is expected to differ
from its nominal value and therefore the ion back drift differs. The upgraded ALICE TPC
will rely on dynamic space charge maps, which are created during the data taking [23]. If
these algorithms would not be able to cope with the non nominal gain in a stack recovering
from a secondary discharge, it would be necessary to wait for one full ion drift time through
the TPC, until the ion density has recovered. The ion drift time over the full drift length
of the TPC (2.5 m) is slightly less than 214 ms at a drift field of 400 V cm−1 in Ne-CO2-N2
(90-10-5) (Sec. 5.6). If this drift time is included into the recovery time, the new recovery
time over the data taking time of one month is 0.02 %, which is still negligible.
These considerations are based on the assumption that the PS, supplying the GEM stack,
does not trip when the initial and secondary discharge occurs. The expected performance
loss of the GEM stack or the TPC in case of a PS trip depends on the time needed to
bring the GEM stack back to the desired voltages. Considering sensible ramping speeds for
a cascaded PS, we assume that in the best case rather minutes are needed to recover the
GEM stack, after a power supply has tripped. Therefore a loss of data taking time of a
few % can be expected, for the region of the pad plane below the affected GEM stack. The
whole TPC is affected, in case the space charge correction procedure does not work with
one stack off.
7.7.3. Multiple secondary discharges
A change of potential at a GEM electrode can create an electric field high enough for the
onset of secondary discharges. It is therefore not surprising that changes of the electric fields
between GEMs (respectively between a GEM and the anode plane) can lead to additional
(secondary) discharges in gap(s) between GEMs (respectively between a GEM and the anode
plane).
Figure 7.16 shows an event where the double-GEM set-up is operated at an induction
field of 4 kV cm−1 and transfer field of 2.8 kV cm−1. These two are values in the range of
commonly used fields for GEM stacks in Ar-CO2 (90-10). A discharge first occurs in GEM2
at t = 0, and is propagated to GEM1. In the measurement GEM2 UTop and GEM1 UBot
are not recorded. After the (propagated) discharge, however, ∆UGEM2 ∼ ∆UGEM1 ∼ 0 and
GEM2 UBot (respectively GEM1 UTop) gets indistinguishable from GEM2 UTop (respectively
lThe mock-up set-up for simulating a double-GEM set-up with two GEMs containing two segments each
is introduced in Section 6.6.2, Figure 6.24.
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Figure 7.16: The discharge in GEM2 at t ∼ 0 with a propagated discharge in GEM1 is
first followed by a secondary discharge in the transfer gap at ∼ 17µs. At
40 µs a secondary in the induction gap occurs until eventually at 164 µs another
secondary is present. Each secondary discharge is indicated by a vertical red
line. During these measurement Ar-CO2 (90-10) has been used as counting
gas and the detector is biased with the independent channel PS (RL = 10 MΩ,
RD = 0).
GEM1 UBot). Therefore the two displayed potentials give an impression of the GEM2 UTop
and GEM1 UBot potential as well. The discharge in GEM2 increases the effective transfer
field by ∆UGEM2/dT = 420 V/2 mm = 2.1 kV cm−1. Knowing the ambient pressure of
970 mbar the resulting transfer field after the discharge is close to the EOnT /p value for this
configuration (Set a in Table 7.1 or Fig. 7.6a). At t ∼ 17µs (first red line in Fig. 7.16),
a secondary discharge in the transfer gap can be seen, as discussed in Figure 7.5. This
secondary discharge leads to an increase of the induction field to ∼ 1.3 kV/2 mm, which
can be read from GEM2 UBot (Figure 7.16). Since this field is higher than EOnInd/p in this
configuration (Set a, Table 7.1), another secondary discharge in the induction gap is observed
at t ∼ 40µs (second red line). The anode plane potential moves to a negative value and its
consequent decay towards zero fits the observations made for secondary discharges in the
induction gap using a high resistance path from the anode plane to ground (Fig. 7.4b). The
potential difference between the anode plane and GEM2 UBot is decreased by this potential
change and further secondary discharges are quenched. UTop and UBot from both GEMs
have very similar values after the two secondary discharges, resulting in a low ET at this
time. There, nevertheless, seems to be a third event at t ∼ 164 µs that exhibits features of
a secondary discharge in the transfer gap. The transfer field at this time is far lower than
EOnT /p.
With a third and or fourth GEM in the GEM stack, even more secondary discharges among
the different gaps could be expected since the corresponding fields increase as well. The
transfer fields should be therefore chosen such, that the sum of ET and the corresponding
∆UGEM/dT remain below onset field values for secondary discharges in the relevant gas
mixture so as to avoid the first occurrence of secondary discharges. This is in fact why our
set-up is either operated at high ET or at high EInd. Choosing too high values for both
fields prevents operating the set-up in a stable way, even by this works’ standards in which
we are interested in many discharges.
We have already mentioned frequently that the ALICE TPC HV settings (Table 4.1)
feature too high (∆UGEM · d−1T + ET)/p as compared to the EOnT /p measured in this work
(Sections 7.5.6 and 7.6.4). However, we have not tested the exact configuration of the
ALICE ROCs. The EOn/p obtained with decoupling resistors and the cascaded PS as well
as the voltage divider are promising milestones on the quest for a secondary discharge free
operation of the future ROCs. Measurements with the real configuration in Ne-CO2-N2
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(90-10-5) are needed to gain confidence in the final configuration.
7.7.4. Possible role of discharge propagation
As far as we can tell, secondary discharges only occur in the transfer gap of our set-up
when a discharge in GEM2 is propagated to GEM1. In other words, secondary discharge
always take place in the gap below a GEM (Sec. 7.3.3). In case a counter example for this
hypothesis is found, we still know that secondary discharges can be created by propagated
discharges. In order to minimise the amount of secondary discharges or discharges in general,
the discharge propagation probability (Sec. 6.5.3) should be as low as possible. To our
knowledge, however, a dedicated discharge propagation study in Ne-CO2-N2 (90-10-5) does
not exist. The according measurements could give some hints to a further minimisation of
the occurrence of discharges.
7.7.5. Damage created by secondary discharges
We have not observed permanent short circuits between the two sides of a GEM foil, which
could be exclusively attributed to a secondary discharges. Therefore it is hard to judge how
harmful a secondary discharge can be to a GEM foil. For our measurements with 10×10 cm2
GEM foils, the energy stored by the capacitance of the gaps is significantly lower than the
energy stored in a GEM foil. As the energy in the discharging capacitor is released during
the discharge, the secondary discharge can be considered as less harmful.
However, the cascades of discharges as in the example from Figure 7.16 are harmful if
they go on and accumulate more secondary discharges.
Readout electronics of the ALICE TPC
The large changes of the anode plane potential as for example observed in Figure 7.16,
will affect the readout electronics of the future TPC. In a recent study for the ALICE
TPC Upgrade prototype readout electronics has been tested with a small quadruple GEM
prototype, with 10× 10 cm2 GEMs [151]. They induce as well discharges by using a highly
ionising source and increasing the gain in their GEM stack. Although their study did not
focus on secondary discharges, some of their signals look similar to what we have presented
in this chapter and the readout electronics survived. However, a dedicated test enforcing
secondary discharges with a close to final system will show if something has been overlooked
with the small prototype studies.
7.8. The origin of secondary discharges
We know from the GEM potentials and the anode plane signal that the induction or transfer
gap discharges during a secondary discharge. The question so as to how it is possible remains
to be answered. The measured onset fields (EOnInd/p and EOnT /p, Table 7.1) are significantly
lower than the onset of gas amplification (Sec. 3.3, Fig. 3.5). A mechanism which triggers
breakdown at lower electric fields as than expected form the first Townsend coefficient is
thus needed. Two possible causes, which may be responsible individually or together for the
secondary discharge can be identified. First, effects in the counting gas triggered after the
initial discharge, and, second, responses of the power supply and the biasing circuit to the
discharges.
7.8.1. Ion-driven secondary discharges
The different onset fields we measure show that the electric field plays a role for the creation
of the secondary discharge. Furthermore we have indications from the measurements with
decoupling resistors and the different power supplies, that the remaining ∆UGEM after the
discharge may play a role as well (Sections 7.5.5 and 7.6). The average time between initial
and secondary discharge points to the involvement of ions, because it is too long considering
electrons or even photons (e.g. Sections 7.2.3 and 7.4.1).
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As a discharge occurs in the GEM foil, a short circuit between the two foil sides develops,
UTop and UBot take the same value for a short time, as shown in the previous chapter. The
spark is quenched by this potential drop of either one or both GEM potentials. During the
discharge the gas is ionised along along the spark channel. A fraction of the produced elec-
trons and ions recombines after the spark, while the electric field removes some of remaining
electrons towards the anode plane. Compared to the situation before the discharge, there
is at most a low electric field in the GEM hole. It is provided by the remaining potential
difference ∆UGEM ∼ 0 and by the field above and below the GEM leaking into the GEM
holes.
Secondary discharges are only observed at a given onset field. It might be related to the
field value from which, the field below the GEM is strong enough to push more ions back
into the GEM holes than those being evacuated in the same time. From this point on, ions
are concentrated into the confined space of the hole. This might create a space charge with
an electric field that is large enough to start a streamer. This process is analogue to what
has been discussed for a discharge of a GEM hole in Section 6.3.1. Anode directed streamers
have a negatively charged streamer head [85]. The precursor seen in the anode plane signal
(Sec. 7.2.1, Fig. 7.1) might be related to the movement of the streamer towards the anode.
The delay between the initial and secondary discharge would, according to this explanation,
be due to the time needed to focus the ions back into the GEM hole. The higher the field
below the GEM, the faster the ions velocity. The fact that a shorter 〈tSec〉 is observed in
Ne-CO2-N2 (90-10-5) as compared to Ar-CO2 (90-10) (Sec. 7.4) would then be due to the
larger ion mobility. Different onset field values observed with and without decoupling res-
istor (Table 7.1, and Sec. 7.5, Fig. 7.9a) and various power supplies (Table 7.3) can arise by
a different value of ∆UGEM after the initial discharge, which evolves in a different manner
for different supplies .
For secondary discharges in the inverted field direction, the electric field below a GEM
and the remaining field in the GEM hole cancel themselves out to a certain extend. Further-
more ions are in this scenario extracted into the gap above and below the GEM foil. With
increasing field strength, the electric field below the GEM starts to collect and extract all
the ions through the GEM hole into the gap below the GEM. A higher absolute value of the
electric field, as compared to the normal field direction, is thus needed for the accumulation
of ions in the hole. In this way such a streamer-based mechanism provides an explanation
for the high absolute value of EOn/p when the field direction is inverted. This value must
in fact be higher than the absolute value of the onset field for a normal field direction.
It is worth noting that the field setting during the first ∼ 10µs imposes whether there is a
secondary discharge or not. To test this, we use high voltage settings larger than EOnInd/p and
make sure secondary discharges are observed in the induction gap. This is done using the
independent channel PS and no decoupling resistor. The resistance from the anode plane
to ground is then changed. We use 100 kΩ, which is significantly larger than the resistances
used in Figure 7.4. Due to the higher RC constant charge from the anode plane arriving
there during the initial discharge takes longer to evacuate. In turn, the anode plane remains
charged at a negative potential for a longer time, effectively decreasing EInd. The induction
field is restored in more than the typical 〈tSec〉 of 20µs. For comparison, the time needed to
evacuate charges with the classical resistance of 10 kΩ from the anode plane is ∼ 5 µs (Fig.
7.1). A temporarily change of the field below a GEM during a few 10µs therefore helps
counteracting the conditions needed to have a secondary discharge.
7.8.2. Possible contributions of the biasing circuit
In addition to the hypothetical streamer creating the secondary discharge, the biasing circuit
contributes as well to the behaviour of the discharging set-up. The addition of resistors or
other circuit elements affects the potential evolution during the initial discharge and thus
influences as well secondary discharges. An effect can be attributed to the storage of addi-
tional charges in the cables due to their capacity. The additional charge in the cable affects
the GEM during the discharge when no decoupling resistor is used, because on the one hand
the energy of the discharge is increased and on the other hand the recharging process of
the GEM is affected. Decoupling resistors decouple the cables and their capacitance from
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the GEM. The RC constants governing the recharging of all GEM electrodes are influenced
by the set-up itself and by the circuit elements, which includes the power supply. Differ-
ent studies are right now in preparation e.g. at CERN and at the Technische Universität
München, Germany, examining these effects in more detail [159].
The phenomenon of secondary discharges has to the best of our knowledge not been so far
observed without a previous discharge of a GEM foil. This includes simulations of a GEM
stack, where all the hardware of a real set-up is used, but the GEMs are replaced by gas
discharge tubes. The cause of secondary discharges must thus be related to a phenomenon
in the counting gas. Since the occurrence of secondary discharges is governed by the electric
fields and not by absolute potentials, it is more likely for their source to be an effect from
the gas than an effect from the supply circuit.
7.9. Summary
After a discharge in a GEM foil secondary discharge are occasionally observed. High voltage
probe measurements of the potentials at different electrodes in our set-up showed that sec-
ondary discharges are (full) discharges of a respective gap (transfer or induction) below the
discharging GEM. Future measurements need to show if a secondary discharge can occur
as well in the gab above a discharging GEM.m Their occurrence probability was found to
depend on the electric field in the gap, where the secondary discharge occurs. We observed a
steep increase of this probability from zero to one around a certain electric field value, i.e. the
onset field (EOn/p). In Ar-CO2 (90-10) this field was found to be about 6 V cm−1 mbar−1
(respectively 5.5 V cm−1 mbar−1) for secondary discharges in the induction (respectively
transfer) gap.n Using different GEMs in our set-up yielded different onset fields. These dif-
ferences may be compatible with slight changes of the gap widths, introduced by the bending
of the GEM frames when mounted in a stack. We found no satisfying explanation why the
onset field in the transfer gap is systematically lower than in the induction gap. When the
electric field direction in a gap was inverted, a similar onset field around -7.3 V cm−1 mbar−1
was found in both gaps. Discharges propagated from one GEM to another can also result
in a secondary discharge, if the field below the GEM is high enough.
Using Ne-CO2-N2 (90-10-5) the onset field for secondary discharges in the transfer field
is found to be 20 % lower than the one obtained for Ar-CO2 (90-10) using the exact same
hardware.
The time between initial and secondary discharges decreases from several 10 µs down to
less than 1 µs with increasing electric field. This decrease is exponential and similar results
were obtained for the different settings tested, which feature different onset fields. The data
point distribution, however, was found to be shifted according to the shift of the onset fields.
These results were obtained with a GEM stack biased with the independent channel PS.
Introducing a decoupling resistor at the high voltage path of the bottom side of the GEM
foil resulted in an increase of EOnInd/p and EOnT /p [152]. For increasing resistance RD, the
onset fields for secondary discharges in the induction and transfer gap increase. Since the
transfer fields of the ALICE TPC high voltage settings will be higher than the observed on-
set of secondary discharges in the transfer gap, introducing such resistors seems promising
to reduce the likelihood of the occurrence of secondary discharges.
When the GEM stack is powered with a cascaded PS or a voltage divider, significantly
higher onset fields are observed as compared to the same set-up when the independent
channel PS is used. The combination of a cascaded PS and a decoupling resistor of & 50 kΩ
showed in Ar-CO2 (90-10) a higher EOnT /p, than the largest transfer field in the ALICE TPC
HV settings. With the voltage divider an even higher EOnT /p was observed. These results
mIn measurements where discharges were filmed with a camera (Sec. 8.2), only one discharge location per
video frame was observed. The frame rate of the videos was larger than the inverse time between primary
and secondary discharge. If secondary discharges produce light, like an initial discharge does, the fact
that only one discharge location per frame was observed implies that initial and secondary discharge
occur at the same position. However, it is well possible that secondary discharges do not emit as many
visible photons as are emitted during the spark between two GEM electrodes. Performing the same
measurement as in Section 8.2 with a high-speed camera could clarify this.
nThese onset fields were measured when an independent channel PS is used to bias the set-up and when
no decoupling resistor in the HV path to the bottom electrode of the GEMs is used.
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are a promising starting point to test the actual ALICE TPC HV system in Ne-CO2-N2 (90-
10-5). Furthermore, we observed with the cascaded PS and the voltage divider a constant
time between initial and secondary discharge, independent of the electric field. When the
voltage divider was used, this time was found to be . 1 µs.
Independent of the presence or absence of a decoupling resistor, the potentials on both
sides of the GEM closest to the anode plane will change in the event of a secondary discharge
in the induction gap. For a secondary discharge in the gap between two GEMs, all these
GEMs’ potentials will be affected. Such potential changes can result in an increase of the
fields between GEMs in a GEM stack, leading to series of multiple (secondary) discharges.
The magnitude of the GEMs’ potential changes during a secondary discharge were found
smaller, when the GEMs were equipped with decoupling resistors. Since the recovery from a
secondary discharges happened relatively fast (several ms) as compared to recharging times
of GEM foils (several 100 ms), secondary discharges are expected not to introduce addi-
tional dead-time. However for segmented GEMs with one non-segmented side, secondary
discharges are expected to affect the whole GEM stack and not a single segment. Based
on the discharge probability measured for ALICE TPC GEM stacks, we estimate the time
needed for the GEM stacks’ recovery from secondary discharges as negligible compared to
the total time of data taking with the upgraded TPC. Because of the dangers associated
with series of secondary discharges, the HV settings of the future ALICE TPC’s GEM stacks
should be optimised as to observe no secondary discharges.
Only few other measurements examining this phenomenon are available for comparison.
Our measurements of the probability of occurrence of secondary discharges in the induction
gap agree with the observations from [27]. The same group also investigated secondary
discharges with Ne-CO2-N2 (90-10-5) and Ar-CO2 (90-10) in the induction gap. In [154], a
relative change of EOnInd/p is observed between the two gas mixtures, similar to the relative
change we observed for EOnT /p. In [157] an increase of EOnInd/p with RD is reported. It is
compatible with the results in [152] we discussed here.
The mechanism triggering secondary discharges is not yet fully understood. We believe
these discharges to be created by a streamer. This streamer is generated by ions created dur-
ing an initial discharge, located in the vicinity of the GEM. The several 10µs delay between
the intial and secondary discharge can than be explained by the time needed to focus ions
in a confined region and create a sufficient space charge density to start a streamer.
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an analysis of discharges’ locations
using videos
The gas gain, energy resolution, discharge probability and Ion Back Flow (IBF) (Sec. 3.5.3,
Eq. (3.22)) of a GEM stack depend not only on the voltages across the GEM foils, but
also on the transfer fields and the induction field. In this work we have shown that the
discharge probability depends on the transfer field (Sec. 6.4.3, Fig 6.11b). In studies for the
ALICE TPC upgrade the impact of the transfer fields on the energy resolution and IBF has
been extensively studied [23, 24]. This role of the transfer fields can be explained with the
different electron collection and extraction from the GEM holes if the field above and below
the GEM, respectively, is varied [102].
Uniform transfer fields and a uniform induction field are desired to have a homogeneous
performance of the GEM stack. To this end the distance between two GEMs (respectively
a GEM and the anode plane) has to be constant everywhere in the corresponding transfer
gaps (respectively induction gap). In order to ensure such a uniform distance, the raw GEM
foils are stretched and attached to a frame. This frame preserves ideally the full stretching
force of about 10 N cm−1 and provides the support needed to mount a foil into a detector
[23, 160]. In order to keep a constant distance between the parallel surfaces in the GEM
stack, the stretching force has to be high enough to withstand the electrostatic forces and
keep the foil from sagging. In case a foil sags the width of the respective gap decreases and
the electric field in the gap increases. The possible results of such a change of electric field
range from a change in IBF performance up to (secondary) discharges across the gap.
In this chapter, we present tests of GEM foil sagging in Section 8.1, using the largest
GEM foils needed for the future ALICE TPC readout chambers. These are the foils used in
the stacks at the outer end of the Outer ReadOut Chambers (OROCs). They are referred to
as OROC3 GEMs. In addition, we examine whether having pieces of the frame in contact
with the active area of the GEM foil can result in additional discharges (Sec. 8.2). This
chapter concludes with a summary in Section 8.3.
8.1. Foil sagging due to electrostatic forces
8.1.1. A word on GEM framing
A raw GEM foil is typically larger than the size of the active area of the final GEM. In
Figure 8.1a a raw foil of an ALICE TPC GEM is shown as example. The trapezoidal
shape visible in the middle shows the actual dimension of the final foil. The additional foil
material around the actual GEM makes it easier to handle the raw foil, and it is as well
used for the stretching process. If only the excess material is manipulated during the GEM
production process, physical contact with the future active area of the GEM foil can be
entirely avoided. In this way the risk to contaminate the active area with glue or dust is
minimised, and therefore the risk of inducing discharges. In fact, the discharge probability
of contaminated region increases and as discussed in Section 6.3.2, there is a finite number
of discharges a GEM hole can stand. Therefore, it is crucial that the framing process does
not create a region with an enhanced discharge probability.
All ALICE TPC GEM foils are glued to a frame. After the raw GEM foil is stretched, the
frame is glued to the foil onto the region where no copper is present. This region corresponds
to the trapezoidal shape in Figure 8.1a. The initial frame design includes a spacer grid as
shown in Figure 8.1b. The bars of the spacer grid are designed to be aligned with the
boundaries of the GEM segments. However, the grid is not glued to the GEM and it is only
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(a) (b)
Figure 8.1: (a) An ALICE TPC GEM foil for an OROC1 GEM stack as it is after production.
The larger copper area around the trapezoidal foil is removed after the stretching
and GEM framing. The outline of the active region of the foil is not covered
with copper. The GEM frame will be glued on this region. (b) Two such frames
lying on top of each other. The four thicker sides defining the trapezoidal shape
are the actual GEM frame, while the grid in the middle is referred to as spacer
grid.
connected to the GEM frame. By design, the spacer grid touches the unsegmented bottom
side of the GEM foil it belongs to, it thus is in contact with the active area. The height
of the spacer grid is 2 mm, as is the inter GEM distance (respectively the distance between
GEM and pad plane). Therefore the spacer grid of three of the four GEMs in a stack is in
contact with the top side of the corresponding neighbouring foil. Precautions have to be
taken in order to make sure that the spacer grid does not contaminate the active area of the
GEM foil.
8.1.2. Sagging studies with OROC3 GEM foils
It is expensive to produce frames with a refined spacer grid, as it was foreseen in the initial
frame design (Fig. 8.1b). To test if the spacer grid is necessary to keep the width of the
gaps between GEMs constant, several OROC3 GEMs have been framed without such a grid.
These are the largest GEMsa produced for the ALICE TPC, and they therefore allow to
test the strongest effect of the electrostatic forces on an ALICE GEM foil. A full OROC3
GEM stack has been commissioned with these GEMs as part of the first OROC prototype.
See [161] for informations on the construction of that chamber. As High Voltage (HV)
is supplied to this GEM stack we observe a high rate of discharges starting from certain
voltages. The other stacks, which have been framed with the spacer grid, hold the supplied
voltages.
Sagging tests with a single OROC3 foil
In a clean room, the chamber is opened again to examine the OROC3 GEM stack. The
stack is taken apart and a single foil is placed directly on the pad plane of the chamber. All
pads are grounded and the same potential is supplied to both electrodes of the GEM. As HV
is applied to the GEM, the foil moves immediately towards the pad plane. For a sufficient
potential difference between the foil and the pad plane, the foil touches eventually the pads
and the capacitor formed by the GEM foil and the pad plane discharges. Afterwards the foil
moves back to its initial position and starts sagging and the process is repeated. The voltage
necessary to make the foil sag 2 mm is found to be between -650 V and -750 V. This voltage
range arises if the screws, which fix the GEM foil to the readout chamber, are relaxed and
fixed again. This illustrates the importance of fixing the GEM stack thoroughly to the pad
plane.
aOROC3 GEM foils have a trapezoidal shape as all ALICE TPC GEM foils. The length of the two parallel
sides a and b is 85 cm and 71 cm, respectively. The hight h has a length of 38 cm.
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Figure 8.2: Set-up to test foil sagging with a single OROC3 GEM foil. The framed foil is
placed on the pad plane, which is grounded. A laser is shot onto the foil, reflected
there and observed on a screen. If HV is applied to the GEM foil, the foil sags
towards the pad plane and the position of the laser dot changes on the screen.
(a) (b)
Figure 8.3: Bottom side of a framed OROC3 GEM foil. In (a), one bar is added to the frame
while, in (b), two bars form a cross. In the latter configuration no foil sagging
is visible any-more.
To be able to observe sagging of small amplitude, a laser pointer is mounted on a support
structure and shines onto the GEM foil, as sketched in Figure 8.2. The reflection is observed
on a sheet of paper serving as screen. A small sheet of aluminised Mylar is placed on the
GEM to increase reflectivity and to avoid observing diffraction patterns due to the GEM
holes. As HV is applied to the GEM, the sheet charges up and flattens, attaching itself to
the GEM. With this set-up, quantitative measurements of the foil sagging can be obtained.
Adding a moderate spacer grid
In order to determine what kind of spacer grid can prevent the foil from sagging, first a
bar parallel to the two long sides of the GEM frame is added (Fig. 8.3a). The bar has a
width of 1 mm and a height of 2 mm, corresponding to the desired gap width. It is carefully
sanded to remove small splints and rough edges. The bar is then cleaned and attached to
the GEM frame at two locations. With this configuration, we observe foil sagging starting
at a difference of about -900 V between the pad plane and the GEM, which is already higher
than the largest foreseen voltage difference (-800 V) across any gap of the ALICE TPC
GEM stacks (Table 4.1.). The maximal sagging amplitude is reduced as compared to the
case without any spacer grid. As a result the foil and the pad plane do not touch any-more.
Adding another similar bar to the spacer grid (Fig. 8.3b) perpendicular to the first one
results in no measurable sagging. Based on these results the ALICE TPC upgrade decided
to move from spacer grids as shown in Figure 8.1b to grids, which consist only of one cross
as discussed here.
Exact sagging amplitudes for the different voltages are not determined because the exact
position of the deepest point on the GEM foil can not be determined, if the foil does not
touch the pad plane. In the case where pad plane and GEM touch, the location of the
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Figure 8.4: Sketch of the set-up used for recording discharges with a camera (not to scale).
A copper box acting as a Faraday cage, encloses the detector in a light-tight
manner. A camera is placed in a hole on this box and records the discharging
detector. Even discharges in the lower GEM can be filmed as both the mesh,
serving as drift cathode, and the GEMs have a high optical transparency.
discharge marks the location of the maximal sagging amplitude. Without the position of
the minimum, the calculation of the sagging depth from the measured shift of the laser spot
on the screen is not possible.
8.2. Spatial distribution of discharges
The design of the GEM frames for the ALICE TPC GEMs has been changed to incorporate
the observation that a cross is a sufficient spacer grid. Also with the new design, the bars
forming the spacer grid are in contact with the active area of the GEM foil. Using 10×10 cm2
GEM foils we study if the discharge probability is enhanced in regions where the spacer grid
touches the GEM foil.
8.2.1. Video analysis of discharges
We add a cross between the two GEMs in the experimental set-up (Sec. 6.2) we used for
the discharge studies presented in Chapters 6 and 7. The two bars forming the cross are
thoroughly sanded and cleaned as is done for the longer bars used for the previous tests
with the OROC3 foil. As illustrated in Figure 8.4, the set-up is enclosed in a light-tight box
and a camera is placed in a hole in the centre of the lid of the box. The space needed to fix
the HV supplies, gas supplies and HV probes into the box, however, prevents the detector
from being centred under this hole. For this reason the camera can not capture the full
GEM. Discharges are induced in the lower GEM by a combination of a highly ionising Rn
source in the gas and high voltage settings, allowing for a high rate of discharges. The high
voltage settings are tuned to yield a high probability for discharge propagation (see Sec.
6.5.3) from the lower to the upper GEM. Therefore, discharges are expected in the GEM
both below and above the cross. The camera is a simple mobile phone camera recording
at a rate of 30 frames/s. In the recordings of the discharging set-up, discharges appear as
bright white-blue spots, while everything else remains dark. Most of the recorded frames
are empty and when a frame includes a discharge, only a single one is usually observed. We
record discharges during times when a cross is mounted in the detector as well as when no
cross is there.
The videos are analysed with MATLAB R© R2016b [162]. Doing so, sparks are identified
by their intensity. Furthermore, a background model is computed from the entire video
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(a) (b)
Figure 8.5: A video of discharges in the detector is recorded with the set-up sketched in
Figure 8.4. (a) A photo is also taken to match the identified discharges to their
position in the detector. Integrating all discharges from the video results in
(b). The red line marks the active are of the upper GEM, which can be easily
identified. However, the discharges are induced in the lower GEM.
and subtracted from each frame. When a spark is detected the corresponding frame is
filtered to better define the spatial extent of the spark and identify its location. In the
end, all identified sparks are normalised to the same intensity range and integrated in a
single picture. This normalisation allows identifying brighter regions where a higher density
of sparks is recorded. In addition to the videos a static photo of the set-up is taken. This
photo is then compared to the integrated discharge picture in order to determine the physical
location of the discharges.
Such a photo is displayed in Figure 8.5a and the visible active area of the upper GEM is
highlighted. The visible area of the discharging lower GEM is slightly smaller, but can not
be seen here. Figure 8.5b illustrates the analysis result from a 7 min discharge video. The
active area of the upper GEM, obtained from Figure 8.5a is highlighted. Figure 8.5 is the
analysis result of a recording made when a cross is placed between the two GEMs.
8.2.2. Results
Due to the spherical aberration and the cameras resolution, the exact locations of the sparks
can not be obtained. Nevertheless, comparing the picture integrating all discharges to the
one of the set-up allows to conclude that the sparks are distributed randomly over the area
of the GEM. Although some regions seem to exhibit more or fewer discharges relative to
other areas on the foil, these regions change for different recordings of the same set-up. At
the time of this study, the GEMs had already suffered from several thousand discharges.
Therefore the observed regions are most likely related to the deterioration of the GEM foils.
The discharge locations also do not seem to follow the outline of the spacer grid cross, and
no difference is observed when analysing videos of discharges taken with and without the
cross. The spacer grid touching the active area of the GEM foil does therefore not seem to
influence the discharge probability.
The global P1 (primary discharge probability, as defined in Equation (6.9), Section 6.4)
with the spacer grid is similar to the P1 without, when measurements with similar HV
settings are compared. Secondary discharges have not been studied in detail. Since HV
settings resulting in secondary discharges with a high P2 (secondary discharge probability,
as defined in Equation (7.2), Section 7.2.2) are applied, at most only a single discharge spot
is observed per video frame. Primary and secondary discharges are captured with a high
probability in the same frame, since one frame integrates over 33 ms. The fact that only
single bright spots are observed hence indicates that initial and secondary discharge occur
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in the same spot. It is well possible that the secondary discharge is less bright, because the
energy stored by the capacitance of the transfer (respectively induction) gap is smaller than
the discharge energy of the GEM. A definite answer could be obtained by repeating such
measurements with a high speed camera and making a similar analysis as shown here.
The same argument can be applied to the initial and the propagated discharge. These two
discharges seem to occur as well very close to each other, because only single bright spots
are observed. A dedicated study of the recorded discharges’ intensities for HV settings with
either a low or high discharge propagation probability can provide more information on this
topic.
8.3. Summary and conclusion
The sagging of a trapezoidal OROC3 GEM foil (a = 85 cm, b = 71 cm and h = 38 cm) of the
future ALICE TPC was investigated for various voltage differences between the bottom side
of the GEM foil and the pad plane. Without any spacer grid, the GEM sagged by 2 mm,
which corresponds to the full distance between the foil and pad plane. The amplitude of
the sagging depends on the applied voltage. Furthermore, it was found that the amplitude
depends as well on the strength used to tighten the screws, which hold the GEM frame to
the readout chamber. No sagging was observed when using a spacer grid formed by a cross
of two perpendicular pieces with a width of 1 mm and a height of 2 mm, which corresponds
to the desired gap width. We conclude that a spacer grid as described here also prevents
GEM foils smaller than OROC3 foils from sagging. Therefore, no sophisticated spacer grid
(Fig. 8.1b) is needed to maintain the planarity of the ALICE TPC GEM foils [119]. The
new and final design of the ALICE TPC GEM frames and spacer grids was based on these
results.
The bars of the spacer grids are in contact with the active area of the foil. To test
whether the proximity of the spacer grid to the active area results in an increased discharge
probability, a 10 × 10 cm2 GEM was equipped with a spacer grid. The upper GEM of a
double-GEM set-up was used for this study, thus the grid was placed in-between two GEMs.
Discharges were voluntarily triggered and the set-up was filmed. Based on the video analysis
of discharges in the set-up with and without spacer grid we conclude that the grid touching
the active area did not increase the discharge probability.
Several chambers relying on the new design of the spacer grid have already been built and
were successfully commissioned and tested, confirming our findings in this work. See [163]
for a description of the commissioning steps and tests, which are done in order to build and
qualify OROCs for the future ALICE TPC.
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9. Conclusion
In this work we have commissioned a set-up to measure ion mobility and used it for different
gas mixtures (Chapter 5), we measured initial and secondary discharges in a small prototype
set-up (Chapters6, and 7) and did a research and development study for larger area GEM
foils (Chapter 8). In the following, we stress some important points of the more detailed
summaries in each of these chapters.
We measured the mobility of ions drifting through a gap between a GEM stack and a
wire grid. The induced signal of the ions on the wire grid was recorded for the full ion
drift time. In order to determine the time of arrival at the grid, we rely on the inflection
point in these signals. This method was tested thoroughly with computer simulations of
drifting charges and by comparing our measured mobilities to previous results. Because our
system relies on rather common hardware for gaseous detector laboratories, it is feasible
to adopt our ansatz elsewhere and to determine the ion mobility of a desired gas mixture.
For the ALICE TPC gas mixture, which is Ne-CO2-N2 (90-10-5), we found a mobility of
(2.92± 0.04) cm2 V−1 s−1. The mixture had a water content of (130± 1) ppm, similar to
the water content in the TPC. Compared to the previously assumed value, this mobility
is by 30 % lower. Thus, ions in the TPC will accumulate longer in the drift volume, than
expected. The goal of an ion back drift better than 1 %, which was based on the too high
mobility estimate, included a safety margin. Therefore the measured lower mobility should
not constitute a problem for the performance of the future TPC. However, the margin to
adjust other parameters resulting in a larger amount of ions in the drift volume is reduced.
In a study with large GEM foils dedicated for the future readout chambers we showed
that a cross shaped spacer grid is enough to ensure a good planarity of the GEM foil.
During our discharge studies, we induced discharge voluntarily in a GEM using alpha
particles and high voltage settings with high gain. We obtained a large number of discharges
and we were therefore able to perform quantitative measurements of discharge properties,
such as the potential evolution on the GEM electrodes during a discharge. High voltage
probes which can measure these potentials are an excellent tool for these studies. We were
able to quantify the potential drops at different GEM electrodes during a discharge and we
studied the evolution of the potential difference across discharging GEM foils qualitatively.
We measured discharge propagation with them and find that the probability to propagate a
discharge from one GEM to another depends on the voltage difference at the GEM to which
the discharge is propagated to.
With high voltage probe measurements we were able to show that secondary discharges
are discharges of the gap below a GEM. We observe secondary discharges to have harsh
consequences for a GEM stack, considering the potential changes occurring when one gap
in the stack discharges. Secondary discharges occur only when the electric field in a gap is
higher than a given threshold field value. This threshold field was found to be significantly
lower than the electric field for which breakdown would be expected. For example, in
Ar-CO2 (90-10) we observed secondary discharges already at a ET + ∆UGEM/dT lower
than 5 kV cm−1. Here, ET is the field in a dT = 2 mm wide transfer gap and ∆UGEM is
the voltage difference across the GEM foil at the lower end of this gap. This value has
been obtained with an independent channel PS and a loading resistor of 10 MΩ on the top
electrode of the GEM. The threshold value depends on the way the GEMs are supplied with
high voltage. Especially using decoupling resistors in combination with a voltage divider
chain or a cascaded power supply showed high onset fields. Therefore it seems feasible to
operate the future ALICE TPC readout chambers in a regime where few or no secondary
discharges are expected. However, it appears critical to test this phenomenon with real
chambers and not only with small prototypes, to make sure the change while going from a
small to the real system does not introduce an effect, which may have been overlooked with
the prototypes.
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9. Conclusion
It will not be possible to avoid discharges in a GEM based detector, but our studies helped
to gain better knowledge on the consequences. Knowing these consequences, adjustments
to the HV settings can be made in order to make the future readout chambers safer in case
of a (secondary) discharge.
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A. Supplementary plots and information
A.1. Simulation of the double-GEM set-up with LTSpice
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Figure A.1: Simultaneous high voltage probe measurement of a GEM’s top and bottom
potential (UTop and UBot Meas.) during a discharge at t ∼ 0. Only the top
potential changes, because there is a loading resistor (10 MΩ) at the top side
of the GEM and the bottom side is directly connected to the power supply. In
addition to the voltage drop, both potentials oscillate. The plot is a zoom of the
signals displayed in Figure 6.14a. Furthermore LTSpice [142] simulations of the
signals are shown (UTop and UBot Sim.). In contrast to the figure in the text
(Fig. 6.12), the internal capacitance of the probes is chosen to be 0.0682 pF.
Figure A.1 shows the same data as displayed in Figure 6.12, but the curves simulated with
LTSpice differ. The figure here shows the simulation for a probe capacitance of 0.0682 pF,
while a perfect impedance matching between probes and oscilloscope is used for the sim-
ulations in Figure 6.12. Otherwise all parameters are the same. The difference of UTop
potential between the two different simulations, reveals the AC response of the probe as the
impedance matching is not perfect.
A.2. Discharge studies with the cascaded power supply
Figure A.2 shows the same signals as displayed in Figure 6.25. See Figure 6.24 for an
explanations of the measurement. The high-voltage probes’ AC response is corrected for in
the measurements shown here. A too strong correction for small t (t < 50µs) is expected.
A.3. Secondary discharges
A.3.1. Secondary discharges in the induction gap
Figure A.3. shows the same signals as visible in Figure 7.4a. They are displayed here to
illustrate two facts: First, after the secondary discharge it takes more than 500µs until the
UTop and UBot reach again the value of the bottom potential before the discharge. From
there, the top potential is eventually restored. Second, the correction procedure to remove
the probes’ AC response yields a reasonable value for the potentials after the secondary
discharge, even if the parametrisation in Table 6.1 is used. Using this parametrisation for
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(b) Detector 2, GEM1
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(c) Detector 1, GEM2
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Figure A.2: (a), (c), (c): High voltage probe signals at different electrodes of the set-up
depicted in Figure 6.24. Figure (d) was recorded as well with the same set-up,
however during this recording RL = 10 MΩ and the independent channel PS
has been used. Each plot shows a simultaneous recording of two signals, while
GEM2 in detector 1 is discharging. All the signals are scaled according to V,
and the AC response of the probes is corrected for. Figure 6.25 shows the same
plot but with only the scaling applied.
secondary discharges is not well motivated, because there are differences in the calibration
circuit and the experimental set-up.
A.3.2. Secondary discharges in the transfer gap
The P2 and 〈tSec〉 curves for secondary discharges in the transfer gap are plotted in the text
as a function of ET + ∆UGEM2/dT (Figures 7.6 and 7.7). In this section we plot them as
well as function of the set transfer field ET (Figures A.4 and A.5)
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A.3. Secondary discharges
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Figure A.3: A longer view of the anode plane and HV probe signals displayed in Figure 7.4a.
The correction for the HV probes’ AC response (parametrisation in Tab. 6.1.)
and the scaling to V is applied, while in the original figure non corrected signals
are shown.
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Figure A.4: (a) P2 (Eq. (7.1)) and (b) 〈tSec〉 (Sec. 7.2.3) for secondary discharges in the
transfer gap as function of the absolute value |ET| /p. The different settings
Set a to Set c indicate different GEMs in use and correspond to the same
settings as in Figure 7.3b. GEM2 or GEM1 tells if discharges are triggered
in GEM2 or GEM1. The hardware settings: RL = 10 MΩ and RD = 0,
Ar-CO2 (90-10) as counting gas and the detector is powered with the inde-
pendent channel power supply. Figure 7.6. shows the same plots as function of∣∣(ET + ∆UGEM2 · d−1T ) · p−1∣∣.
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Figure A.5: Secondary discharges in the transfer gap measured with the Ne-CO2-N2 (90-
10-5) gas mixture. (a) P2 (Eq. (7.1)) and (b) 〈tSec〉 (Sec. 7.2.3) is shown for
different measurement series with varying high voltage settings and the data is
displayed as function of ET · p−1. See Figure 7.7 for the same plots as func-
tion of
(
ET + ∆UGEM2 · d−1T
) · p−1 and more explanations. The same hardware
configuration is present in the detector as for the data displayed in Figure 7.6.
Furthermore, the Ar-CO2 (90-10) points here are the same as in this figure.
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Figure A.6: (a) P2 (Eq. (7.1)) and (b) 〈tSec〉 (e.g. Sec. 7.2.3) of secondary discharges in
the transfer gap as function of ET ·p−1. (See Figures 7.13 and 7.14 for the same
plots as function of
(
ET + ∆UGEM2 · d−1T
) · p−1 and for further explanations.)
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B. Published work
The following peer-reviewed papers contain ideas and results presented throughout this
work. Thus, they are listed in the Bibliography as well and cited accordingly in the text.
A. Deisting for the ALICE Collaboration. ‘Status of the R&D activities for the upgrade of
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ity in argon and neon based gas mixtures’. Nuclear Instruments and Methods in Physics
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