Abstract. We consider two random group models: the hexagonal model and the square model, defined as the quotient of a free group by a random set of reduced words of length four and six respectively. Our first main result is that in this model there exists sharp density threshold for Kazhdan's Property (T) and it equals . Our second main result is that for densities < 3 8 a random group in the square model with overwhelming probability does not have Property (T). Moreover, we provide a new version of the Isoperimetric Inequality that concerns non-planar diagrams and we introduce new geometrical tools to investigate random groups: trees of loops, diagrams collared by a tree of loops and specific codimension one structures in the Cayley complex, called bent hypergraphs.
Introduction
In [Odr16] the author introduced the square model for random group and prove that such random groups for densities < 1 3 , with overwhelming probability, do not satisfy Property (T), and that for densities < 1 2 are infinite and hyperbolic. In his next paper [Odr18] the author proved that for densities < 3 10 random groups in the square model act properly and cocompactly on a CAT(0) cube complex. This result was obtained independently (with better constant) by Duong in her Ph.D. thesis [Duo17] where she proved that random groups in the square model act properly and cocompactly on a CAT(0) cube complex for densities < 1 3 . In this paper we investigate the square model and the hexagonal model. Both these models can be generalized to the same formal definition, called the k-gonal model, which was first introduced in [ARD17] under the name of standard k-angular model. Definition 1.1 (k-gonal model). For a natural n > 2 let S n be the set of n letters. Choose a density d ∈ (0, 1). Let W n be the set of all cyclically reduced words of length k over S n (we allow inverses of letters). Let R n be a subset of W n having (2n − 1) kd elements, chosen at random with the uniform distribution among all such sets. We define a random group in the G(n, k, d) model to be a group given by the presentation S n |R n . The model G(n, k, d) will be also called the k-gonal model on n generators at density d.
For k = 3 we call this model the triangular model or Żuk model, for k = 4 we call it the square model and for k = 6 we call it the hexagonal model. This paper was created as a result of the research project UMO-2015/18/M/ST1/00050 financed by the Polish National Science Center.
We say that a property P holds with overwhelming probability (w.o.p.) in the k-gonal model at density d if the probability that a random group in the G(n, k, d) model satisfies P tends to 1 as n goes to infinity.
We say that d P is the sharp threshold for property P iff the following two conditions are satisfied:
• for densities < d P a random group in the k-gonal model w.o.p. does not have P, • for densities > d P a random group in the k-gonal model w.o.p. has P.
Several results are known to hold for k-gonal models for all values of k ≥ 2: for densities > 1 2 a random group is w.o.p. trivial or Z/2Z and for densities < The first main result of this paper is the following theorem. The result for densities < 1 3 is obtained in Section 8 by using results from Sections 5, 6 and 7. Also, at the beginning of Section 6 we explain how the value 1 3 arises naturally as a candidate for this sharp threshold in the hexagonal model.
Theorem A. The sharp threshold for property (T) in the hexagonal model equals
The main idea behind the proof of lack of property (T) is to use an action of a random group on a space with walls to find a non-trivial action of this group on a CAT(0) cube complex. In the context of random groups, the general idea of constructing such actions by building walls comes from the works of Ollivier and Wise [OW11] and was applied with some modifications by Przytycki and Mackay in [PM14] . The main difficulty lies in finding an appropriate system of walls, which is suited to the geometry of the Cayley complex of a random group.
The second main result of this paper is the following theorem.
Theorem B. In the square model at densities < 3 8 a random group w.o.p. does not have property (T).
The proof of Theorem B can be found in Section 9. To show Theorem B we use the same techniques (with some small adjustments) as in the proof of Theorem A. We also explain, at the beginning of Section 9, why the density 3 8 is the natural limit for our methods.
The motivation for considering k-gonal models for some small values of k, comes from the following problem.
first understand how the sharp threshold for property (T) behaves asymptotically with k tending to infinity. This paper may be considered as the beginning of this approach, that is, we provide a new sharp threshold for k = 6, and a new estimation for k = 4.
In Figure 1 we present some part of what is already known about the values of the sharp threshold d (T) for property (T) in k-gonal models. We include our results from this paper. Note that d (T) is not a monotonic function of k because of Theorem A and Theorem B. 
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Non-planar Isoperimetric Inequality
The goal of this section is to generalize the well known "Isoperimetric Inequality" for random groups to some class of non-planar 2-dimensional complexes. First, let us recall the original statement: 
Here ∂D denotes the set of boundary edges of the diagram D and |D| denotes the number of 2-cells of D.
A corollary of Theorem 2.1 is that in the Gromov model at densities < 1 2 a random group is w.o.p. hyperbolic (see [Oll04,  Theorem 1] and [Gro93] ).
Let us now introduce some definitions.
Definition 2.2. Suppose Y is a finite 2-complex, not necessarily a disc diagram.
• where deg(e) is the number of times that e appears as the image of an edge of the attaching map of a 2-cell of Y .
We denote the generalized boundary length of a complex Y by |∂Y | to be consistent with the notation in the literature concerning planar diagrams. Note that for every planar diagram Y we have |∂Y | = |∂Y |. Moreover, for k-gonal diagrams (i.e. such that each of its faces is a k-gon) we have Cancel(Y ) = 1 2 (k|Y | − |∂Y |). Definition 2.3. We say that a finite 2-complex Y is fulfilled by a set of relators R if there is a combinatorial map from Y to the presentation complex X/G that is locally injective around edges (but not necessarily around vertices).
In particular, any subcomplex of the Cayley complex X is fulfilled by R. Definition 2.5 (diagram with K-small hull). For K > 0 let Y be a 2-complex that is a union of a disc diagram Z and not necessarily connected complex H (called hull of Y ), such that Y satisfies the following condition ("easy cutting condition"):
• Let γ be an edge-path in Z with two endpoints on the boundary of Z that is partitioning Z into two connected components: Z and Z . Then, there exists a partition of Y into two components: Y and Y such that Z ⊆ Y , Z ⊆ Y , and moreover:
We call such Y a diagram with K-small hull. The disc diagram Z is called the disc basis of Y . Equation (2.2) can be interpreted in the following way: if we cut a disc basis of a diagram with K-small hulls along an edge-path γ, we need to perform at most K|γ| + K extra cuttings to split the diagram into two connected components. Note that a disc diagram is a diagram with 2-small hull.
Until the end of this section, let G denote a random group in the k-gonal model with the presentation S|R and let X denote the Cayley complex of G with respect to this presentation. Theorem 2.6 (Generalized Isoperimetric Inequality). In the k-gonal model at density d < 
or equivalently all diagrams Y with K-small hull and fullfilable by R satisfy
Our strategy to show Theorem 2.6 is to first recall a "local" version of it, i.e. with the additional limit on the number of 2-cells in a diagram, and then to show that this locality assumption can be omitted. 
The proof of Lemma 2.7 for a special case of k = 4 can be found in [Odr18, Section 2.1]. General proof of Lemma 2.7 can be obtained by repeating all steps in the proof of [Odr18, Lemma 2.7], but with the length of relators equal k. Hence, we will not repeat the argument here.
We start the proof of Theorem 2.6 with reformulating [Oll07, Lemma 11] by replacing the length of relator l by k and simplifying some constants. We will now prove two propositions "approximating" Theorem 2.6. Proposition 2.9. Let G = S|R be a finite presentation such that all elements of R are reduced words of length k. Suppose that for some constant C all van Kampen diagrams D with respect to this presentation satisfy |∂D| ≥ C k|D|. Choose any K, ε > 0. Take A large enough to satisfy K( 
Then all diagrams Y with K-small hull, the disc basis of which has the boundary length at most 7 6 kA, satisfy:
Proof. Let Y be the diagram with K-small hull such that its disc basis Z has the boundary length between kA and 7 6 kA. By Lemma 2.8 we can perform a partition of Z along a path γ of length at most 2k C log(|Z|) into two reduced disc diagrams Z and Z such that |∂Z | > We know that |∂Z |, |∂Z | ≤ kA, so by our assumption we obtain:
Moreover, by the assumption on van Kampen diagrams, we know that |Z| ≤
We have chosen A large enough so that K( 2k C log( 7A 6C ) + 1) < kεA, thus, we can continue estimation
Observe that |∂Z| ≤ k|Z| ≤ k|Y |. Additionally, by the assumption on Y , we know that |∂Z| ≥ kA, so kA ≤ |∂Z| ≤ k|Y |, thus A ≤ |Y |.
Therefore, we can eventually estimate:
The last approximation to Theorem 2.6 is the following Proposition 2.10. Let G = S|R be a finite presentation such that all elements of R are reduced words of length k. Suppose that for some constant C all van Kampen diagrams D with respect to this presentation satisfy (2.6) |∂D| ≥ kC |D|.
Choose any K, ε > 0. Take A large enough to satisfy K( 
Then all diagrams Y with K-small hull satisfy:
Proof. The assumptions of this proposition and Proposition 2.9 are the same. Hence by the statement of Proposition 2.9 we conclude that the assumptions of Proposition 2.9 are fulfilled with the new parameters:
1 2 and C 1 = C − ε instead of A, ε, C and with the same C (these new parameters indeed satisfy
. By induction, every diagram with K −small hull such that its disc basis has boundary of length at most kA |∂D| ≥ C|D|.
Then every reduced van Kampen diagram with respect to this presentation satisfies:
|∂D| ≥ (C − ε)|D|.
We can finally prove the "Generalized Isoperimetric Inequality":
Proof of Theorem 2.6. Combining Lemma 2.7 with Theorem 2.11 we obtain that all van Kampen diagrams with respect to the presentation of random group in the k-gonal model w.o.p. satisfy Equation (2.6) for C = (1−2d−ε ) and for arbitrarily small ε . By Lemma 2.7 applied to diagrams of size ≤ A = A(C , K, ε) we know that for any K, ε w.o.p. all diagrams with K-small hull satisfy Equation (2.7) with C = (1 − 2d − ε). Hence, the assumptions of the Proposition 2.10 are satisfied, which gives the statement of Theorem 2.6. Proof. The proof can be found in Section 3 of [ARD17] .
Later we will use the following lemma. Proof. The statement results from the fact that every 2-cell of D has even number of edges and every identification of two 1-cells reduces the generalized boundary length by an even number.
The following definition will be very useful in the latter part of the paper.
Definition 2.14. Let D be a diagram and c its 2-cell. An external edge of the 2-cell c is an edge of D that is adjacent only to c, and to no other 2-cell of D. We say that a 2-cell c contributes at most n to the generalized boundary length of a diagram D if c has at most n external edges.
Preliminaries
In this section we will introduce some useful geometrical tools: hypergraph, n-cycle of intra-segments, and a diagram collared by n-cycle of intra segments.
Let us recall the definition of a hypergraph, introduced in [OW11] . The term "hypergraph" refers to the fact that what we consider is 1-dimensional hyperplane in a square or hexagonal complex. Hypergraph is also a graph theory term meaning a graph with multi-edges, but we do not consider these objects in this paper. . Let X be the Cayley complex of a random group G in the k-gonal model and suppose that k is even. We define a graph Γ in the following way: let the vertices of Γ be the set V of midpoints of edges of X. We join x, y ∈ V with an edge iff x and y correspond to the antipodal midpoints of edges of a 2-cell of X (if there are many such 2-cells we add as many edges between x and y). A connected component of Γ is called a hypergraph.
There is a natural map ϕ : Γ → X that sends each vertex of Γ to the corresponding midpoint of an edge of X and each edge of Γ to an injected path joining antipodal points of an appropriate 2-cell (we assume that the interior of this path is contained in only one 2-cell of X). We can choose ϕ in a way that images of all edges of Γ joining antipodal midpoints of a given 2-cell c intersect at a single point x c that lies in the interior of c. Such point x c will be called the middle of c. Moreover, suppose that the set of middles of 2-cells of X is G-invariant.
We define a hypergraph segment or a segment of a hypergraph to be an immersed finite path in a hypergraph.
We say that two edges of a hypergraph intersect if their images under the natural map ϕ intersect.
We say that an edge e of a hypergraph is contained in a 2-cell c of X iff c intersects with the interior of ϕ(e).
For a subgraph Γ of Γ we define a 2-complex, called the unfolded carrier A of Γ in the following way: for every edge e of Γ let c e be the 2-cell of X containing e. For every 2-cell c e we consider the isomorphic copy c e of c e . Now, we take the disjoint union of 2-cells c e for all e in Γ and we glue them as follows: if two edges e 1 and e 2 share a common endpoint v, then we identify c e1 and c e2 along the 1-cell corresponding to the vertex v.
A ladder is the unfolded carrier of a segment. The carrier of a hypergraph Λ is the subcomplex of X consisting of all 2-cells containing edges of Λ.
Later we will introduce modified hypergraphs (that do not always join antipodal points of 2-cells), so we will sometimes refer to Definition 3.1 as to the definition of a standard hypergraph. Definition 3.2 (intra-segment). Let X be the Cayley complex of a random group G in the k-gonal model, and suppose that k is even. Let V be the set of midpoints of 1-cells of X and let V mid be the set of middles of 2-cells of X.
For n ≥ 0 let γ = (s, x 1 , x 2 , . . . , x n , e) be a sequence of elements of V mid ∪ V such that: s and e are the middles of some 2-cells c s and c e respectively, x i ∈ V for 1 ≤ i ≤ n, x 1 belongs to the boundary of c s , x n belongs to the boundary of c e and for every 1 ≤ i ≤ n − 1 the points x i and x i+1 are antipodal midpoints of some 2-cell of X (we allow s = e, thus c s = c e ).
Let λ int be a graph defined as follows: the set of vertices of λ int is the set of elements of γ, and we join two vertices x, y of λ int by an edge if they are two consecutive elements of γ. Such λ int is called an intra-segment.
There is a natural map ϕ : λ int → X sending each vertex of λ int to the corresponding point in X and each edge e = {v 1 , v 2 } of λ int to an edge joining ϕ(v 1 ) with ϕ(v 2 ). We choose ϕ in a way that for every edge e of λ int with both ends in V the image of e under ϕ is the same as the image of e under the natural map introduced in Definition 3.1.
The map ϕ extends, in a natural way, to a map from a finite union of intrasegment to X.
We say that an edge e of an intra-segment is contained in a 2-cell c if ϕ(e) intersects with the interior of c.
In other words: an intra-segment λ is a path in X such that its first and last edge join the middle of a 2-cell with its boundary, and all other edges of λ join antipodal points of 2-cells of X. Definition 3.3. Let λ 1 and λ 2 be two intra-segments. Suppose that an extreme vertex v of λ 1 (that is the first or the last vertex of λ 1 ) is equal to an extreme vertex of λ 2 . Let c be a 2-cell of X whose middle is v. We say that the intra-segments λ 1 and λ 2 prolong each other (or one of them prolongs the other one) if there exist a vertex x of λ 1 adjacent to v and a vertex y of λ 2 adjacent to v such that x and y are antipodal midpoints of edges of c.
Informally, λ 1 and λ 2 prolong each other if some two extreme edges of λ 1 and λ 2 "glue up" to an edge joining antipodal midpoints of a 2-cell of X. For our later purpose, we need also a procedure of "cropping" a hypergraph segment to an intra-segment. Definition 3.4. Let λ be a hypergraph segment of length at least two and let (x 1 , x 2 , . . . , x n ) be its consecutive vertices. Let c 1 and c n be the 2-cells containing the first and the last edge of λ respectively (it may happen that c 1 = c n ). Denote by m 1 and m n the middles of c 1 and c n respectively. We define the intra-segment of λ to be the intra-segment with the following sequence of vertices (m 1 , x 2 , . . . , x n−1 , m n ).
3.1. n-cycles and diagrams collared by n-cycles. Recall that ϕ denotes the map sending hypergraphs, intra-segments or unions of intra-segments into the Cayley complex of a random group (see Definition 3.1 and Definition 3.2). Definition 3.5 (n-cycle of intra-segments). We define a 1-cycle of intra-segments to be an intra-segment λ such that ϕ(λ) is an injected circle into X.
For n ≥ 2 a n-cycle of intra-segments is a sequence of intra-segments: (λ 1 , λ 2 , . . . λ n ) such that:
• for 1 ≤ i ≤ n − 1 the last vertex of λ i coincides with the first vertex of λ i+1 and the last vertex of λ n coincides with the first vertex of λ 1 , • for 1 ≤ i ≤ n − 1 the intra-segment λ i+1 does not prolong λ i and λ 1 does not prolong λ n ,
Let us denote by C the n-cycle of intra-segments defined above. If the value of n is unknown (or not important) we call it a multi-cycle of intra-segments. We say that an edge or a vertex belongs to C if it belongs to one of intra-segments λ 1 , λ 2 , . . . , λ n .
We define the ladder of a n-cycle of intra-segments C in the following way: for each 2-cell c of X that contains an edge e of C we consider the isomorphic copy c of c. We take the disjoint union of these 2-cells and we glue them in the following way: if two of these 2-cells c 1 , c 2 contain the same vertex of C, as the midpoint of their boundary edges: e 1 ⊂ c 1 and e 2 ⊂ c 2 , we then identify e 1 with e 2 .
We say that a vertex v of C is contained in a 2-cell c of the ladder of C if c is an isomorphic copy of a 2-cellc of X such that v lies in the middle ofc.
For n ≥ 2 a weld is a vertex of n-cycle of intra-segments that is both the first vertex of one intra-segment and the last vertex of another intra-segment. For n = 1 we define a weld to be the first vertex of 1-cycle of intra-segments. Now we will show how to construct a diagram, that is "filling" a given intrasegment to a disc diagram. Definition 3.6. Let C = (λ 1 , λ 2 , . . . , λ n ) be a n-cycle of intra-segments for some n ≥ 1. Let L be the ladder of C and let P be an edge-path P → L that represents a generator of π 1 (L). Let A be a disc diagram with the boundary path P .
A diagram collared by C is the complex D obtained as a union D := L ∪ P A. A 2-cell of L containing a weld is called a corner (of D). We say that a corner of D is a shell corner, if at least half of its edges are external edges (that is edges adjacent to only one 2-cell). The disc diagram A is called the disc basis of D.
It may happen that A has no 2-cells or no edges (for example, if L is a disc diagram itself).
Definition 3.6 is illustrated in Figure 3 . Proof. The proof of Lemma 3.7 is identical to the proof of [OW11, Lemma 3.8]. We quote it here for completeness.
Let L be the ladder of C. Choose a simple cycle P in L that generates π 1 (L). By the fact that X is simply-connected, there exists a disc F with the boundary path P . The desired diagram D is constructed as a union D = A ∪ P L.
Definition 3.8. For a 2-complex Y fullfiled by a set of relators of a random group in the k-gonal model a reduction pair is a pair of adjacent 2-cells of Y that are mapped onto the same 2-cell of X under the natural combinatorial map.
Note that a diagram collared by a n-cycle of intra-segments may not be planar and may contain reduction pairs. Ollivier and Wise in [OW11] started from [OW11, Definition 3.6], that is similar to our Definition 3.6, and they performed a procedure of removing reduction pairs and making such diagram planar. We can use the nonplanar version of the Isoperimetric Inequality, so we do not need planarity, however we still need to remove all reduction pairs.
Our way of reducing collared diagrams is slightly different from the one presented in the proof of [OW11, Lemma 3.9]. Proof. Let L be the ladder of C, A be the disc glued to this ladder (as in Definition 3.6) and P be the path along which A is glued to L (it means that P is also the boundary path of A). We will now present a procedure of removing a reduction pair, which can be repeated inductively.
A priori, there are three possible types of reduction pairs: 1) Both 2-cells of a pair lie in L.
2) Both 2-cells of a pair lie in A.
3) One 2-cell of a pair lies in L and the other one in A.
Case 1). If there exists a reduction pair consisting of two 2-cells lying in L, it implies that this two 2-cells are mapped into the same 2-cell c X of X. Therefore, ϕ(C) has at least one double point. It contradicts with the fact that an image of a multi-cycle of intra-segments under the natural combinatorial map ϕ is an injected circle into X.
Case 2). If a reduction pair consists of two 2-cells lying in A, then we can remove it in the same way as for van Kampen diagrams: we remove both 2-cells and we glue the newly created boundary to itself to eliminate the gap. 
Case 3). Let {c, c } be a reduction pair such that c ∈ L and c ∈ A. Let P c be the fragment of P along which c is glued to the diagram A. Note that P c contains at least one edge as otherwise c could not form a reduction pair with a 2-cell from A. Let P c be the edge path on the boundary of c that corresponds to P c . Let S and E be the beginning end the end of P c respectively. Let S and E be the beginning and the end of P c respectively. Let x be the vertex where P c and P c meet for the first time and let y be the last common vertex of P c and P c . These definitions are illustrated in Figure 4 .
Consider paths P 2 ⊂ P c and P 2 ⊂ P c bounded by points x and y (see Figure  4 ). We will show that P 2 = P 2 . Note that P 2 and P 2 are labeled by the same letters (by the fact that they correspond to each other). If P 2 = P 2 , there exists a disc diagram with the boundary word that reduces itself to the trivial word, so by making identification of its boundary edges we can transform it to a diagram with no boundary. By Theorem 2.6 (Generalized Isoperimetric Inequality) such diagrams w.o.p. do not exist in the k-gonal models for densities < 1 2 and all k ≥ 3. Now, consider the disc diagram A − c . We have two possibilities: a) S = S and E = E b) S = S or E = E Situation a). In that case we define the new disc diagram as A * = A − c . Situation b). If S = S then there exists a fragment of the boundary path of A − c that equals to the fragment of P c bounded by the points S and x, call it P 1 . Also, in that case, there exists another fragment of the boundary path of c that equals to the fragment of P c bounded by the points S and x, call it P 1 . By the fact that P 2 = P 2 , we know that
−1 is a connected fragment of the boundary path of A − c . The path P 1 ∪ (P 1 ) −1 reads off the trivial word, so we reduce the boundary path of A − c by identifying edges of P 1 with the corresponding edges of (P 1 ) −1 (see Figure 5 ). If E = E we perform the analogous procedure of boundary reducing on the diagram to obtain the diagram in which E is identified with E .
The resulting diagram will be called A * . By the construction, A * is a disc diagram. The way in which we created diagram A * is illustrated in Figure 5 . Let P opp be the boundary path of c that is bounded by the points S and E but is different than P 1 ∪ P 2 ∪ P 3 (the path P opp shares only the beginning and the end with P c ).
We define the edge path P * in L to be the edge-path P with the fragment P 1 ∪ P 2 ∪ P 3 replaced by the fragment P opp . We define the diagram D * to be the gluing of L to A * along the path P * . In both situations a) and b) the new diagram D * contains strictly fewer 2-cells than D and has the same collaring n-cycle of intra-segments, so the same corners. Therefore, we can repeat this procedure inductively to remove all reduction pairs.
Since now, we will assume that every diagram collared by n-cycle of intrasegments is reduced.
Property (T) in the hexagonal model at densities > 1 3
In this section, we will prove the following proposition. We will be essentially mimicking the proof of [KK13, Thorem B]. However, our proof is even easier, since the transition from the triangular model to the hexagonal is more straightforward than from the triangular model to the Gromov model. We start by recalling the following definition and theorem.
Definition 4.2 ([KK13, Definition 3.12])
. For d ∈ (0, 1) a group in the positive triangular model is given by the presentation S|R , where |S| = n and R is a set of (2n − 1) 3d words over S that do not consist of elements of S −1 (positive words) chosen randomly with uniform distribution among all such sets of words.
We say that some group property holds with overwhelming probability in this model if the probability that a random group has this property tends to 1 as n → ∞. Now, let us recall the following theorem. Proof of Proposition 4.1. Let S n be the set of size n. Denote by W 6 n the set of cyclically reduced of words of length six over S n . Let W 6,+ n be the set of words of length six over S n that use only elements of S n but not their inverses, i.e. W 6,+ n is the set of positive words of length six over S n .
Denote by R d n the set of (2n − 1) 6d elements of W 6 n chosen at random with uniform distribution. Note that |W + labeling this generator. Now, we will prove that φ(Γ) is a subgroup of finite index in G + . To prove this, it suffices to show that every word over S n ∪ S −1 n is equal, in the free group, to a word of form u or tu, where u ∈ φ(Γ) and t ∈ S n ∪ S −1 n . First, note that every word of length 2 over S n ∪ S −1 n belongs to φ(Γ), because words consisting of only elements of S n or S −1 n are the images of generators of Γ or their inverses and words of form s 1 s −1 2 , where s 1 , s 2 ∈ S n can be obtained as
n has an even length, it belongs to φ(Γ), and if it has an odd length, then it is of form tu, where u ∈ φ(Γ) and t ∈ S n ∪ S −1 n . Let G be a group given by the presentation S n |R d n , i.e., G is a random group in the hexagonal model at density d. Note that there exists a epimorphism G + → G. By the previous observations, we can w.o.p. choose groups
tri,n in a way that there exits epimorphism from Γ onto a finite index subgroup of G + . The choice of the presentation of Γ is not unique, however we can perform it in a way that Γ is chosen in the same way as a random group in the positive triangular model at density 1 3 < d < d (the appropriate approach is described in the proof of Theorem A in [KK13] ). Hence, with overwhelming probability, G + has Property (T). This ends the proof, since Property (T) is preserved by epimorphisms and finite index extensions (see for example [BdlHV08] ).
Tree of loops and tree of diagrams
Now we will introduce a tool for investigating the structure of long intra-segments. In the first approach, we will consider intra-segments with possibly many selfintersections but with no triple points.
Definition 5.1 (tree of loops). A simple cycle is an unoriented graph that is a closed walk with no repetition of edges and no repetition of vertices. We allow a simple cycle to consist of one vertex and one edge. For a union of simple-cycles consisting of {P 1 , P 2 , . . . , P n } we define the dual graph to it in the following way: the set {P 1 , P 2 , . . . , P n } is the set of vertices and we join two vertices with an edge if they correspond to two simple cycles having nonempty intersection.
A union T of simple cycles from the set S = {P 1 , P 2 , . . . , P n }, together with the set S, is called a tree of loops if it satisfies the following conditions:
(1) T is connected, (2) for every 1 ≤ i = j ≤ n the simple cycles P i and P j have at most one common vertex and no common edges, (3) the dual graph to T is a tree.
Definition 5.1 is illustrated in Figure 6 .
Figure 6. A tree of loops consisting of six simple cycles and its dual graph. Now, we will show how to generalize the notion of a diagram collared by a ncycle of intra-segments to the notion of a diagram collared by a tree of loops. We will start with a few definitions. Recall that X denotes the Cayley complex of a random group. • f (0) = f (1),
• f has no triple points (i.e. there are no three distinct points x, y, z
The set of sub-loops of f will be denoted by I(f ). Now, we will introduce a partial order on the set I(f ): Definition 5.3. For i, j ∈ I(f ) we say that i is smaller then j if i is a subset of j.
Remark 5.4. There is only finitely many sub-loops of an admissible function f , so there exists a minimal element of I(f ). Now, we will define the operation of removing a sub-loop of f : For our later use, we want to keep some information about the sub-loops that were removed. Therefore, we introduce the next definition. 
We construct the sequence of sets B 0 , B 1 , . . . , B l in the following way:
We say that B i is the set of bridge points of f i .
Definition 5.7. We say that an intra-segment λ is admissible if: λ has at least two edges, no edge of λ has identified ends, no three edges of λ intersect at a single point and every vertex of λ belongs to at most two edges of λ.
Definition 5.8 (inductive construction of a graph of loops). Let λ be an admissible intra-segment in X. Suppose that the first and the last vertex of λ coincide and call this vertex v. Let π : [0, 1] → X be a continuous function such that: π is an immersion, π([0, 1]) = ϕ(λ) and π(0) = π(1) = ϕ(v). Note, that it means that the point π(0), which is the same as π(1), lies in the middle of a 2-cell in X, since an intra-segment has its ends in the middles of 2-cells.
By the fact that λ is admissible, π satisfies the assumptions of Definition 5.2. First, we inductively construct a finite sequence of functions π 0 , π 1 , π 2 , . . . together with a sequence of segments s 0 , s 1 , s 2 , . . . , ⊆ [0, 1] in the following way:
• We define π 0 := π.
• For i ≥ 0 let s i be any minimal element of I(π i ).
• For i ≥ 0 the function π i+1 is defined as π i with removed sub-loop s i .
• If for some i ≥ 0 the set I(π i ) consists of only one element [0, 1], then we end the sequence π 0 , π 1 , . . . and also we end the sequence s 0 , s 1 , . . . . In this case we also fix the length of both sequences l := i.
For 0 ≤ j ≤ l let B i be the set of bridge points of π i .
In other words: we construct a sequence of functions in which in every step we remove a minimal sub-loop up to the moment when there is nothing to remove, apart from the sub-loop [0, 1], and we also remember all the sub-loops we removed (as bridge points).
Now we construct a graph T , starting from V = ∅ and E = ∅, which are two sets to which we will inductively add vertices of T and edges of T respectively. Also, let P = ∅ be the set to which we will inductively add simple cycles occurring in the construction.
We perform consecutive steps of construction, described below, for n = 0, 1, . . . , l.
n-th
Step of the construction of graph of loops. For s ⊆ [0, 1], the interior of s will be denoted by int(s). We consider two situations:
• Case where B n ∩ int(s n ) = ∅ Let x n and y n be two ends of s n and suppose x n < y n . Let x n < b 1 < b 2 < · · · < b k < y n be the bridge points of π n that lie in the interior of s n . We add a vertex to V labeled x n .
Note, that bridge points in the interior of s n were created in some previous steps of construction, so in the n-th step, for 1 ≤ j ≤ k there exists a vertex in V labeled by b k .
In this step, for 1 ≤ j < k we add an edge to E joining b j with b j+1 . We also add two edges: one joining x n with b 1 , and one joining x n with b k .
Edges added in this case form a simple cycle of length k + 1 on vertices (x n , b 1 , b 2 , . . . , b k ). We add this simple cycle to P.
• Case where B n ∩ int(s n ) = ∅ If I(s n ) is empty then we add a vertex v to V labeled by the smallest end of s n . We also add an edge to E joining v with itself. In this case, newly added edge forms a simple cycle of length 1, which we add to P. We define T to be the graph with the set of vertices V and the set of edges E. The graph T together with the set P is called the graph of loops (of π or of λ).
By the construction, every vertex v of T corresponds to a double point p of π (p lies in [0, 1]). The coordinates of a vertex v of T is the pair of numbers x, y ∈ [0, 1] such that π(x) = π(y) = π(p).
The construction of graph of loops described in Definition 5.8 is illustrated in Figure 8 . Proof. Let v be a vertex of T . Every vertex of T is created by identifying ends x and y of a sub-loop of function π i , for some i ≥ 0, where π i is as in Definition 5.8. Removing a sub-loop does not create any new sub-loops, so every sub-loop of π i equals to some sub-loop of π 0 .
Let Coord(T ) be the set of coordinates of all vertices of T . Observe, that Coord(T ) may not be equal to the set of all double points of π 0 . Moreover, note that 0, 1 ∈ Coord(T ).
Note that, in every step of the construction of T , we add an edge e t,u between two consecutive elements t and u of Coord(T ). The desired map ψ sends each subsegment of [0, 1], bounded by two consecutive points t and u of Coord(T ), to the edge e t,u of T with the ends t and u (here we identify edges of T with edges of its simplicial realisation). Note, that in every step of the construction of the graph of loops we add exactly one new simple cycle, which shares at most one vertex with each of the already existing simple cycles. Therefore, the graph of loops satisfies Assertion (2) of Definition 5.1.
We need to prove that the dual graph D T of T is a tree. By the construction of T , graph D T does not contain any double edges. Hence, we need to prove that there are no cycles of length > 2 in D T .
Suppose, on the contrary, that such a cycle exists and let {u 1 , u 2 , . . . , u k } be its vertices. For 1 ≤ i ≤ k let P i be the simple cycle of T corresponding to the vertex u i of D T . Without loss of generality, we can suppose that, in the inductive construction of T , the simple cycle P 1 was added to the graph of loops as the first element of the set P set := {P 1 , P 2 , . . . , P k }. Suppose that P 2 is the second simple cycle of P set added to T and P k is the last one added to T . By Definiton 5.8, in the step in which we create the simple cycle P 2 , we also add an edge in D T joining u 1 and u 2 . To create in D T an edge joining u k and u 1 , the simple cycle P k must share a vertex with P 1 . However, in the construction of T after adding P 2 we remove the sub-loop associated to P 2 , so there are no longer the bridge points in [0, 1] corresponding to vertices of P 1 . Therefore, at the moment of adding P k it is impossible to create an edge in D T between v k and v 1 . Hence, Assertion (3) of Defnition 5.1 is satisfied.
By Proposition 5.10 we can always use the notion of a tree of loops instead of a graph of loops.
Definition 5.11 (hypergraph realization of a simple cycle of tree of loops). Let λ, π and T be as in Definition 5.8 and let ψ be as in the statement of Remark 5.9.
We define the hypergraph realization of an edge e of T as an intra-segment λ, such that ϕ(λ) = π(ψ −1 (e)). For a simple cycle C in T we define its hypergraph realization C λ as the sequence of hypergraph realizations of all consecutive edges of C. Every vertex v of C corresponds to a point v λ where two intra-segments of C λ meet. We will say that a 2-cell c of X contains the vertex v of C (which is also a vertex of T ) if v λ is the midpoint of c. If a 2-cell c of a 2-dimensional complex (diagram) is mapped, under the natural map ϕ, onto a 2-cell of X that contains v, we also say that the 2-cell c contains the vertex v.
The union of all intra-segments of C λ is also denoted by C λ .
Lemma 5.12. Let λ, π and T be as in Definition 5.8. Let C be a simple cycle of T and let C λ be its hypergraph realization. Then C λ is a multi-cycle of intra-segments.
Proof. We need to prove that ϕ(C λ ) is an injected circle into X. Let i be the number of the step of construction of T (described in Definition 5.8) in which the simple cycle C is being added to T . Let s i , π and π i be as in Definition 5.8. By the definition of the hypergraph realization, we know that ϕ(C λ ) = π i (s i ). Suppose, on the contrary, that there exist a self-intersection of C λ . The existence of such a self-intersection means that there exists a sub-loop of π i that lies entirely inside s i . This contradicts the fact that s i is a minimal sub-loop of π i .
Remark 5.13. Let λ be an admissible intra-segment in X. Suppose that λ cycles, namely that the first and the last vertex of λ coincide in X. Let T be a tree of loops of λ. Then a vertex of T can be contained in 2-cells of maximally two diagrams collared by the hypergraph realizations of simple-cycles of T .
Proof. Suppose, on the contrary, that a vertex v of T belongs to at least three simple cycles. It means that there are at least six edges of T ending in v. Hence, at least three edges of λ intersect in a single point. This contradicts with the assumption that λ is admissible.
Definition 5.14 (twins). Let λ be as in the statement of Remark 5.13. Let T be a tree of loops of λ. A twin pair (of T ) is a pair of corners {c 1 , c 2 } of diagrams collared by hypergraph realisations of simple cycles of T , that contain the same vertex of T . By Remark 5.13 twin pairs are separate sets. A twin is an element of a twin pair. The twin partner of a twin c is the 2-cell c forming a twin pair with c. Now, we will present the construction of a tree of diagrams, which can be viewed as a diagram collared by a tree of loops.
Definition 5.15 (tree of diagrams). Let λ be an admissible intra-segment, and suppose that the first and the last vertex of λ coincide. Let T be a tree of loops of λ and denote by HR(T ) the set of hypergraph realizations of the simple cycles of T . For every P ∈ HR(T ) let us denote by D P a reduced diagram collared by P (such diagram exists by Lemma 3.9).
We define the tree of diagrams D T (of T ) in the following way:
where c 1 ∼ c 2 iff 2-cells c 1 and c 2 are shell corners of diagrams collared by elements of HR(T ) and c 1 and c 2 are twins (recall, that a corner is called shell if at least half of its edges are external edges). In other words: we take the disjoint union of all diagrams collared by elements of HR(T ) and identify all pairs of shell corners that are twins. We say that D T is collared by T or by λ.
A component of a tree of diagrams is its connected component. The main 2-cell of D T is the 2-cell containing the first and the last edge of λ. A corner of the tree of diagrams D T is any corner of a diagram collared by a hypergraph realization of a simple cycle of T .
The ladder of a component E of D T is the subcomplex of E consisting of all 2-cells that are images under the identification map defined in (5.1) of 2-cells belonging to the ladders of diagrams D P for P ∈ HR(T ).
For simplicity, we will often refer to the 2-cells of D T as to the 2-cells of diagrams D P for P ∈ HR(T ), for example: we will say that a 2-cell c of D T belongs to a diagram D P for some P ∈ HR(T ) if c is the image in D T of a 2-cell belonging to D P under the projection map defined in (5.1).
Definition 5.15 is illustrated in Figure 9 and in Figure 13 . Note, that a priori a tree of diagrams may not be connected -this is the case where at least one of the corners of diagrams collared by elements of HR(T ) (as in Definition 5.15) is not shell. However, we will show in the upcoming sections that in the hexagonal model at density < Remark 5.16. The main 2-cell of a tree of diagrams is not a twin and every corner of a tree of diagrams, different than the main 2-cell, is a twin.
Proof. Let D T be a tree of diagrams collared by a tree of loops T . Let v be the vertex of T contained in the main 2-cell of D T . Note that the vertex v is created in the last step of construction of a tree of diagrams since v is created at the moment when the sub-loop being the whole segment [0, 1] is the only remaining sub-loop. Therefore, v belongs to only one simple cycle of T , so it is contained in only one 2-cell, which is also the main 2-cell of D T . This proofs that the main-cell of D T cannot be a twin.
In the construction of the tree of loops every vertex v, different than the one corresponding to the sub-loop when it is being created and second time when we consider a sub-loop containing the bridge point associated with v. In further steps we remove this sub-loop, together with the bridge point corresponding to v, or we end the construction. Hence, such v belongs to exactly two simple cycles of T .
Properties of trees of diagrams in the hexagonal model
In this section, we will analyze how some specific properties of the hexagonal model affect the properties of trees of diagrams. Until the end of Section 7 a random group which we consider comes from the hexagonal model at density d < the diagram presented in Figure 10 cannot be excluded using the Isoperimetric Inequality (Theorem 2.6). It means that there may be arbitrarily long cycles in hypergraphs, thus, hypergraphs are far from being trees. For density < 1 3 hypergraphs may not be embedded trees, but we have some control over their behavior; it is explained in the further part of this paper. Proof. Let v be the vertex of T contained in the 2-cells c 1 and c 2 . There are exactly two edges {e 1 , e 2 } of λ that are contained in c 1,2 , and v is their point of intersection (three edges of λ cannot intersect in a single point, by our assumption on λ). Let x and y be the two endpoints of edges {e 1 , e 2 } that belong to the hypergraph realization of C 1 . Then the boundary points x a and y a that are antipodal to x and y respectively, belong to the hypergraph realization of C 2 (see Figure 11) . By the fact that c 1 and c 2 are shell corners, both paths φ(γ 1 ) and φ(γ 2 ) have length at most 3.
First, consider the case where x and y are not midpoints of two consecutive edges of c 1,2 . In that case |φ(γ 1 )| = |φ(γ 2 )| = 3 and edge-paths φ(γ 1 ) and φ(γ 2 ) are antipodal. Hence φ(γ 1 ) and φ(γ 2 ) have disjoint sets of edges. Now consider the case where x and y are midpoints of two consecutive edges of c 1,2 . Let e x and e y be the boundary edges of c 1,2 containing x and y respectively. Let L 1 be the ladder of the diagram D 1 . Let P 1 be the edge-path in L 1 along which L 1 is glued to the disc basis of D 1 . By the definition of the ladder, in the complex L 1 the 2-cell c 1 is joined with the rest of L 1 along only two edges: e x and e y . Hence, P 1 ∩ c 1 must have its ends in the vertices of e x ∪ e y . Therefore, P 1 cannot contain any boundary edges of c 1 different then e x and e y , since otherwise it would have length larger than three, meaning that c 1,2 is not a shell corner. Hence, γ 1 consists of two edges: e x and e y . Analogously, we prove that γ 2 consists of two edges: e x a and e y a that contain x a and y a . Hence, φ(γ 1 ) and φ(γ 2 ) have disjoint sets of edges. The 2-cell c 1,2 is glued to the each of the diagrams φ(D 1 ) and ϕ(D 2 ) along at least two edges, so |φ(γ 1 )| + |φ(γ 2 )| ≥ 4. Now, we will construct a disc basis of D. For every element C ∈ HR(D) let A C be the disc basis of the diagram collared by C. If two elements C 1 and C 2 of HR(D) intersect, then there exists in D a common 2-cell c (C1,C2) of diagrams collared by C 1 and C 2 . Let γ (C1,C2) be any simple edge-path on the boundary of c (C1,C2) joining A C1 with A C2 .
We define the following diagram.
In other words: A is formed as a union of all disc basis of diagrams contained in D and short edge-paths joining them (see Figure 12) . Now, we will prove that A is a disc diagram. Let D T denote the dual graph to T . For every C ∈ HR(D) let us contract A C to a single point. This will result in a space that is homeomorphic to the simplicial realization of a subgraph of D T , thus to a tree. Therefore, A is homotopically equivalent to a tree, so A is a disc diagram. If an edge e of D satisfies |p −1 (e)| > 1 it means that e belongs to γ or e belongs to a 2-cell c of L such that c ∩ A = ∅ and c shares an edge with A . Each such 2-cell c shares a vertex with γ, contains a boundary edge of A and a shares a vertex with A . Therefore, c contains a boundary edge of A that is adjacent to the common vertex of A and A . Moreover, at most two 2-cells of L can share a boundary edge of A. Summing up, there is |γ| + 1 vertices of gamma, thus at most |γ| + 1 boundary edges of A that share a vertex with γ. Hence, there is at most 2|γ| + 2 such 2-cells c (introduced above). Therefore, we can estimate the number of edges e such that |p −1 (e)| > 1, by 2|γ| + 6(2|γ| + 2) ≤ 6(3|γ| + 2). By the construction of tree of diagrams there are no edges e of D, such that |p −1 (e)| > 2, so we continue estimation:
which shows that D is a diagram with 36-small hull if we define its hull to be L, and its disc basis to be A. Figure 13) . Before we prove Theorem 6.3 we will introduce the following definition. We define the boundary deviation of D in the following way:
Moreover, the main 2-cell of D T is a shell corner with exactly four external edges and also every 2-cell of D T , different than the main 2-cell, contributes at most 2 to the generalized boundary length of D T (see
For a collection of diagrams {D 1 , D 2 , . . . , D n } we define its total boundary deviation to be
The motivation to define the boundary deviation comes from the fact that in the hexagonal model, for densities < 1 3 all diagrams with the boundary deviation not larger than 0 violate the Generalized Isoperimetric Inequality (Theorem 2.6).
Proof of Theorem 6.3. Let {D
1 , D 2 , . . . , D k } be components of D T .
BENT WALLS FOR RANDOM GROUPS IN THE SQUARE AND HEXAGONAL MODEL 27
First, we will show, that the total boundary deviation of D T satisfies
We will prove (6.1) by the analysis of the boundary deviation of each 2-cell of D T . Clearly, the total boundary deviation of a component of a tree of diagrams is not larger than the sum of the boundary deviations of its 2-cells. Case III. If a 2-cell c is identified with its twin partner, then by Lemma 6.1 it may have at most 2 external edges, since it is glued to the diagram along two edge-path, that do not share an edge and each of them has length at least 2 (these edge-path are called: φ(γ 1 ) and φ(γ 2 ) in the statement of Lemma 6.1). Hence, the 2-cell c gives contribution at most 2 to the generalized boundary length of the component of D T containing c. Therefore, c contributes at most 0 to the total boundary deviation of D T .
Case IV. We will consider c simultaneously with its twin partner c . If c is not identified with its twin partner, then c and c belong to different components of D T . Moreover, at least one element of the pair {c, c } is not a shell corner of its component of D T , say this element is c.
Let D c and D c be the connected components of D T containing c and c respectively. Let λ c and λ c be the multi-cycles of intra-segments collaring D c and D c respectively. Let x and y be the two boundary points of c joint by λ c . We will consider two situations:
Situation, where x and y are midpoints of two consecutive edges of c. In this case, by the fact that c is not a shell corner, we know that c has no external edges (see Figure 14) . Therefore, the contribution to the generalized boundary length from the 2-cell c is at most 0, so the boundary deviation of c is at most -2.
Note, that every 2-cell of a diagram collared by a multi-cycle of intra-segments cannot have more than four external edges: for 2-cell in the ladder it results from the fact that collaring hypergraph intra-segment is an injected circle and for internal 2-cells it results by the fact, that every edge of it is glued to the ladder or other internal 2-cells. This means that the boundary deviation of every 2-cell of a diagram collared by a multi-cycle of intra-segments is at most 2.
Therefore, the joint contribution to the total boundary deviation of the pair {c, c } is at most 0 (which also means 0 on average for this pair).
Situation, where x and y are not midpoints of two consecutive edges of c. Since c is a corner, x and y cannot be antipodal points on the boundary of c. Therefore, the edges containing x and y are separated by exactly one boundary edge of c. By the fact that c is not a shell corner, we know that c has at most one external edge, so c contributes at most -1 to the total boundary deviation of D T (see Figure 15 a)) . Now, let us analyze the twin partner of c. The 2-cell c is mapped onto the same 2-cell of D T as c under the natural combinatorial map, so let x and y be the points on the boundary of c corresponding to x and y respectively. Note, that the hypergraph multi-cycle λ c collaring D c crosses the boundary of c in points x a and y a which are the antipodes of x and y respectively. Since x and y are not the midpoints of the consecutive edges, so are x a and y a . Therefore, c can have at most 3 external edges, so its boundary deviation is at most 1 (see Figure 15 b ) and c)). Therefore, the joint contribution to the total boundary deviation of the pair {c, c } is 0 (so 0 on average for this pair). This ends the proof of Inequality (6.1).
Suppose, on the contrary, that D T is not connected, thus, it has at least two components. Note, that the boundary deviation of every diagram is an even number, since by Lemma 2.13 the generalized boundary length is even. Then, by Inequality (6.1), we know that one of the components of D T must have a boundary deviation at most 0. However, this means, that such a component w.o.p. does not exist, since it violates Theorem 2.6 (Generalized Isoperimetric Inequality). Therefore, D T is w.o.p. connected.
Moreover, if the main 2-cell does not have four external edges, it contributes less than 2 to the total boundary deviation, which means that the total deviation of D T Proof. Let D T be a tree of diagrams. By combining Theorem 2.6 (Generalized Isoperimetric Inequality) with Theorem 6.3 we obtain the following inequality:
The statement of Corollary 6.5 results by solving this inequality.
7. Bent walls in the hexagonal model at density < Proof. We will prove the statement by induction on the length of λ. First, we will show the proof of Assertion (1) and then, using it, we will prove Assertion (2).
For |λ| = 1 the only possibility that λ is a hypergraph cycle is that λ is a loop, meaning that the ends of its one edge coincide. Then by Lemma 3.9 there exists a reduced diagram D λ collared by λ. The segment λ consists of one edge, which joins the antipodal points of a 2-cell, therefore D λ has the generalized boundary length at most 2. Since it has at least one 2-cell, it violates Theorem 2.6 (Generalized Isoperimetric Inequality). Therefore, λ cannot be a loop, so Assertions (1) and (2) are satisfied for |λ| = 1.
Suppose, that for every λ of length ≤ k Assertions (1) and (2) hold. We will prove that for λ of length k + 1 these assertions are also satisfied.
Proof of Assertion (1) Suppose, that three edges of λ intersect in one point, call it x. Let c be the 2-cell of X such that x is its middle. Then there exist two shorter hypergraph segments Λ a ⊂ λ and Λ b ⊂ λ such that the first and the last edge of both Λ a and Λ b is contained in c and moreover Λ a and Λ b have a common edge e. Let λ a and λ b be the intra-segments of Λ a and Λ b respectively. Note that the first and the last vertex of λ a and λ b is x, and λ b prolongs λ a (see Figure 16 ). Since both Λ a and Λ b are strictly shorter than λ, by the inductive assumptions, we know that Assertion (1) By Theorem 6.3 we know that the main 2-cell of a tree of diagrams, has four external edges, so we know that c is glued to the diagram (D a − c) along two consecutive edges {e Proof of Assertion (2). Suppose, that λ is a hypergraph cycle, i.e.: its first and last vertex coincide. By Assertion (1) no three edges of λ intersect, and by the inductive assumption, all segments of length ≤ k are not cycles, so every vertex of λ belongs to at most two edges of λ. Therefore there exists an admissible intrasegment λ such ϕ(λ ) = ϕ(λ). Hence, there exists a tree of diagrams collared by λ . By the fact that λ is a hypergraph cycle, the main 2-cell of the tree of diagrams collared by λ has at most two external edges (since λ joins its antipodal boundary points). It contradicts Theorem 6.3. Now, we will define a new system of hypergraphs, called bent hypergraphs, that provides a structure of a space with walls on X. Theorem 7.1 holds with overwhelming probability for a random group in the hexagonal model at density d < 1 3 . Let G be a random group in the hexagonal model for which the statement of Theorem 7.1 is satisfied. The upcoming definitions are suitable only for such a group G. Again, let X be the Cayley complex of G. Definition 7.4 (bent hypergraph). We will define a graph Γ b . The vertices of Γ b is the set V of midpoints of edges of X. We join x, y ∈ V by an edge:
• if x and y correspond to the antipodal midpoints of edges of a regular 2-cell, or • if x and y are two midpoints of edges of a crossing c such that x and y lie on one standard hypergraph, are not antipodal and are not midpoints of consecutive edges of c (see Figure 17) . A connected component of Γ is called a bent hypergraph. Every edge of bent hypergraph that connects not antipodal midpoints of edges of a 2-cell is called a bent edge.
There exists a natural combinatorial map ϕ : Γ b → X sending each vertex to a corresponding midpoint of 1-cell of X and each edge [v 1 , v 2 ] of Γ b to a segment in X joining ϕ(v 1 ) with ϕ(v 2 ).
Remark 7.5. Two midpoints of edges of X are connected by a bent hypergraph iff are connected by a standard hypergraph.
Proof. Let x and y be the points connected by a standard hypergraph Λ and let x = x 0 , x 1 , . . . , x n = y be the vertices of an edge-path in Λ connecting x with y. Then, for every 1 ≤ i ≤ n, points x i−1 and x i are antipodal boundary points of a 2-cell c i of X. For 1 ≤ i ≤ n, let e i be the edge in Λ joining x i−1 with x i . Let Λ b be a bent hypergraph containing x.
We will prove, by induction, that for every 1 ≤ i ≤ n the point x i belongs to Λ b . Consider the point x i . If the edge e i belongs to Λ b there is nothing to prove. Otherwise, x i is the end of a bent edge of Λ b and c i is a crossing. Then, by Definition 7.3 and Definition 7.4 there exists a segment of a bent hypergraph Λ b joining x i−1 with x i . Remark 7.6. If x and y are two ends of a bent edge e contained in a 2-cell c, then there exists a unique segment λ c of a standard hypergraph joining x with y (see Figure 18 ). Moreover, c contains only one edge of λ c .
Proof. Bent edge must be contained in a crossing, so there exists a segment λ 0 of a standard hypergraph, such that its first and last edge are contained in c. We obtain λ c such that its first edge is contained in c and that x and y are ends of λ c , by removing the appropriate one of the edges of λ 0 contained in c (the first or the last one).
We will prove now, that such λ c is unique. Suppose, on the contrary, that there exists a segment λ c = λ c of a standard hypergraph such that the ends of λ c are points x and y. Then the concatenation λ loop := λ c ∪ (λ c ) −1 is a closed edge-path of a standard hypergraph. It may contain back-tracks, which can be reduced in a standard way. By the fact that λ c = λ c the procedure of removing back-tracks in λ loop results in a non-trivial cycle of a standard hypergraph. By Assertion (2) of Theorem 7.1 a segment of a standard hyperghraph w.o.p. cannot form a cycle, thus we obtain a contradiction.
Definition 7.7 (ear). Such λ c as in the statement of Remark 7.6 will be called an ear (of c).
By Remark 7.6 every crossing has exactly one ear. Before we prove Theorem 7.9 we need to determine how crossings are organized in X. Proof. It suffices to prove that w.o.p. it cannot happen that λ 1 enters c 2 and λ 2 enters c 1 . Suppose, on the contrary, that λ 1 enters c 2 and λ 2 enters c 1 (see Figure  19) . Note, that an ear λ of a crossing c can be prolonged to a segment λ long of standard hypergraph such that its first and last edge intersect in a 2-cell c. Let λ ear be the intra-segment of λ long . A tree of diagrams collared by λ ear will be called the ear diagram of λ. Note, that c is the main 2-cell of the ear diagram of λ.
Let contribute at most 2 to its generalized boundary length (the natural combinatorial map can only identify edges of a diagram, it cannot tear glued faces apart).
Note that c 1 is not the main 2-cell of D 2 and also c 2 is not the main 2-cell of D 1 . Therefore, by Theorem 6.3, c 1 contributes at most 2 to the generalized boundary of D 2 and analogously c 2 contributes at most 2 to the generalized boundary of D 2 . Since ϕ can only create more identifications of 2-cells and edges, we conclude that every 2-cell of D sum contributes at most 2 to |∂D sum |. Therefore, |∂D sum | ≤ 2|D sum |.
The diagram D sum may not have a structure of a diagram with K-small hull (for some known K) since ϕ can identify many 2-cells and edges of D 1 and D 2 in a complicated way. However, by Corollary 6.5 the diagram D sum has a number of 2-cells bounded by a number depending only on the density of the hexagonal model. Therefore, we can apply Lemma 2.7 (local version of the Generalized Isoperimetric Inequality) to obtain that w.o.p. such D sum cannot exist in X. This ends the proof.
Lemma 7.10 allows us to introduce a partial order on the set of crossings in X: Definition 7.11. We say that a crossing c is greater then a crossing c iff the ear of c enters c (which by Lemma 7.10 means that the ear of c does not enter c).
Now we can provide the proof of Theorem 7.9.
Proof. Suppose, on the contrary, that there exists a bent hypergraph Λ that is not an embedded tree. It means that either there is a segment λ of Λ that is a cycle in hypergraph or there is a segment λ of Λ such that its first and last edge intersect (but not coincide). By Remark 7.8 such λ cannot exist. Hence, we are left with the proof that w.o.p. λ being a hypergraph cycle cannot exist in X.
Suppose, on the contrary, that such λ exists. Without loss of generality, we can assume that λ has no repetition of edges or vertices (otherwise we could split λ into shorter hypergraph cycles).
If there is no bent edge in λ then λ is not a hypergraph cycle by Theorem 7.1. Therefore, we are left with the case where λ contains a bent edge.
Let D := {d 1 , d 2 , . . . d i } be the set of crossings containing two bent edges of λ. Let C := {c 1 , c 2 , . . . , c j } be the set of crossings containing only one bent edge of λ.
We will now describe a procedure of removing bent edges from λ, that will turn it into a hypergraph cycle of a standard hypergraph.
For every pair e a and e b of bent edges contained in one element of D we "tie" them, that is we replace the pair {e a , e b } with the pair of edges e a and e b of standard hypergraph, such that the pair {e a , e b } has the same set of ends as the pair {e a , e b } (see Figure 21 ). For every bent edge that is contained in a crossing c ∈ C we replace such edge by the ear of c. This procedure results in a loop λ st of a standard hypergraph, however λ st may be non-reduced, i.e., it may contain backtrackings. In the worst case scenario reducing back-trackings could make λ st trivial. To prove that λ st stays non-trivial after the reduction, we will use the order on crossings introduced in Definition 7.11.
Let c max be a maximum crossing of C. The segment λ has only one edge contained in c max , since λ has no repetition of edges and vertices and c max ∈ C. By the fact that c max is a maximum crossing, none of other ears of elements of C enter c max . Therefore, λ st cannot be turned into trivial loop by the reduction procedure, since the edge of λ st contained in c max is unique. This contradicts Theorem 7.1. Proof. First, we will prove that there exists a 2-cell c in X such that two of its antipodal edges are labeled by the same letter x. Up to a multiplicative factor, there is (2n − 1) 5 cyclically reduced words, such that its antipodal letters are the same. An idea behind the proof is that this set has density 5 6 , and the set of relators has density strictly larger than 1 6 , so they sum up to more then 1, thus they must w.o.p. intersect. Formally, we estimate the probability of the existence of such 2-cell c below.
Let m := (2n−2). Then the set of relators consisting of 5 distinct letters has size larger then m 5 . Therefore, up to a multiplicative factor, the probability P ∼c , that there is no such 2-cell c in X can be estimated in the following way (all non-integer numbers are rounded):
Now, we will prove that w.o.p. a 2-cell c having the same letters on two of its antipodal edges cannot contain a bent edge. Suppose, on the contrary, that c contains a bent edge. Then c is a crossing, so there exists a segment of a standard hypergraph, with the first and the last edge contained in c. Hence, there exists a tree of diagrams D, such that c is the main 2-cell of D. By Theorem 6.3, we know that every 2-cell of D, different then c contributes at most 2 to the generalized boundary length of D, and c contributes four to |∂D|. Since two edges of c are labeled with the same letter, we can identify them, obtaining a new diagram D . The diagram D may not be reduced, so consider the image ϕ(D ) of D in X under the natural combinatorial map. Identifying two edges in a diagram reduces the generalized boundary length by 2, so we conclude that:
By Corollary 6.5, the diagram D has the number of 2-cells bounded by a number depending only on the density. Therefore, ϕ(D ) satisfies the same bound on the number of 2-cells, so we can apply Lemma 2.7 (local version of the Generalized Isoperimetric Inequality) to conclude, that such ϕ(D ) w.o.p. cannot exist in X. This ends the proof that c does not contain any bent edge.
Let e and e be two antipodal edges of c, that are labeled by the same letter, and let this letter be called x. Without loss of generality, we can suppose that the begging of e is the vertex corresponding to the neutral element of G. Let y and z be the two letters on two consecutive edges of c between e and e according to the orientation. We define Λ to be the bent hypergraph containing the edge joining the middle of e with the middle of e . The desired group element g can be given by formula g = xyz. Note, that the action of g on X satisfies ge = e , so by the fact that c does not contain any bent edges the action of g on X preserves the bent hypergraph Λ. Moreover, the edges e and e cross Λ in different directions thus g(Λ + ) = Λ − and g(Λ − ) = Λ + .
The following proof is mimicking of the proof of [PM14, Theorem 1.1].
Proof of Theorem A. Let g and Λ be as in Lemma 8.2. Let H be the stabilizer of Λ. We know, that H acts cocompactly on Λ, since the set of hypergraphs is G-invariant. First, we will prove that both components: Λ + , Λ − of X − Λ are not within a finite distance from Λ. Suppose, on the contrary, that Λ + or Λ − is at a finite distance from Λ. By the fact that Λ + and Λ − are exchanged by g, it means that both components Λ + and Λ − are then at a finite distance from Λ. Therefore, H act cocompactly on Λ, so G is quasi-isometric to H, which means that G is also quasiisometric to Λ. By Theorem 7.9 Λ is a tree, and by Corollary 2.12 G is torsion-free. Therefore, by Stallings Theorem [Sta68] , the group G is free. This contradicts the fact that the Euler characteristic χ(G) of G is positive.
Let H ⊂ H be the index 2 subgroup stabilizing Λ + and Λ − . By the previous observations, the number of relative ends e(G, H ) > 1. Therefore, by [NR98] the action of G on a CAT(0) cube complex, provided by Sageev construction (see [Sag95, Theorem 3 .1]) is nontrivial, so G does not have Kazhdan's Property (T).
We have shown that a random group in the hexagonal model at density The results above, combined with Proposition 4.1, give the proof of Theorem A.
9. Bent walls in the square model at density < 3 8
The goal of this section is to prove Theorem B. First, we will explain why the density 3 8 is the limit for our methods. In the square model we will need the fact that hypergraphs do not contain cycles. Observe, that for densities > In this section, we will analyze how the notion of a tree of diagrams works in the case of the square model. We will perform the same steps as in the case of hexagonal model, however, all proofs will be easier (or even omitted), since the square model is, in general, simpler than the hexagonal model. The following lemma is analogous to Lemma 6.1. Proof. The proof is analogous to the proof of Lemma 6.1: By the fact that c 1 and c 2 are shell corners, both paths have length at most 2 and by the same observations as in the proof of Lemma 6.1, we know that φ(γ 1 ) is antipodal to φ(γ 2 ). Two antipodal paths of length at most two on the boundary of a square must be disjoint.
The only difference between Lemma 9.1 and Lemma 6.1 is that in the case of the square model the 2-cell c 1,2 has no external edges, instead of possibly 2, as in the case of the hexagonal model. Proof. If λ is a hypergraph cycle, then the main 2-cell of the tree of diagrams collared by the intra-segment of λ has at most one external edge (since λ joins two antipodal points on its boundary), and this contradicts Theorem 9.3. Theorem 9.5 holds w.o.p. in the square model at density d < 3 8 . From now, until the end of Section 9, suppose that the random group G in the square model is chosen such that the statement of Theorem 9.5 holds and let X be the Cayley complex of such a group G.
We define crossings and regular 2-cells in the same way as in the hexagonal model: Definition 9.6. A 2-cell of X that contains exactly two edges of one standard hypergraph is called a crossing. A 2-cell of X that contains edges of two distinct standard hypergraph is called a regular 2-cell. Proof. The existence of such λ results by the definition of crossing. The intrasegment λ cannot join the antipodal points on the boundary of c, since by Thorem 9.5 a hypergraph cannot form a cycle. Now, we need to prove the uniqueness of such λ. Suppose that there exist two intra-segments: λ 1 and λ 2 that have its first and last vertices in the middle of c. By the fact that 2-cells in X are squares, we know that the concatenation λ 1,2 := λ 1 ∪ λ 2 is a cycle (it requires only to choose the right λ c Figure 23 . The dashed line represents an intra-segment λ with the first and last vertex in the middle of the crossing c.
order of joining these two intra-segments, but they always prolong each other). The edge-path λ 1,2 may contain back-tracking, but we can remove them in the standard way obtaining a reduced non-trivial path, that is a cycle. This path can be transformed into a cycle of hypergraph by removing the vertices correspoinding to the middle of c and adding an appropriate edge joining the midpoints of the boundary edges of c. Therefore, we constructed a non-trivial cycle of hypergraph, which contradicts Theorem 9.5. Definition 9.8. Such λ as in the statement of Lemma 9.7 will be called the intraear of the crossing c (see Figure 23) . Now we will define bent hypergraphs in the square model. The definition is very similar to Definition 7.4. Definition 9.9 (bent hypergraph). We define a graph Γ b in the following way: The vertices of Γ b is the set V of midpoints of edges of X. We join x, y ∈ V by an edge:
• if x and y correspond to the antipodal midpoints of edges of a regular 2-cell, or • if x and y are two midpoints of edges of a crossing c that are not antipodal and exactly one of them lie on the intra-ear of c (see Figure  24) . A connected component of Γ is called a bent hypergraph (in the square model). Every edge of bent hypergraph that connects not antipodal midpoints of edges of a 2-cell is called a bent edge.
There exists a natural combinatorial map ϕ : Γ b → X sending each vertex to a corresponding midpoint of 1-cell of X and each edge [v 1 , v 2 ] of Γ b to a segment in X joining ϕ(v 1 ) with ϕ(v 2 ). Definition 9.10. Let e be a bent edge. The segment of a standard hypergraph having the same ends as e is called the ear of e (the uniqueness of such segment results simply by Lemma 9.7). Proof. The proof is analogous to the proof of Theorem 7.9: first we introduce the order on crossings in the square model. In the statement and in the proof of Lemma c cross c reg Figure 24 . Thick edges represent edges of a bent hypergraph in a crossing c cross and a regular 2-cell c reg . The dashed line is an intra-ear of c cross .
7.10 we do not use the fact that we work specifically in the hexagonal model, but only the fact that trees of diagrams have bounded size. This holds as well in the square model, according to Corollary 9.4. Therefore, we can define the order on crossings in the same way as in Definition 7.11 and repeat the rest of the proof of Theorem 7.9. Proof. The proof is analogous to the proof of Lemma 8.2.
Proof of Theorem B. The proof is almost the same as the part of the proof of Theorem A concerning the lack of Property (T) in the hexagonal model. The only difference is that now we use Lemma 9.13 instead of Lemma 8.2.
