Abstract: Climate variability is strongly influencing hydrological processes under complex weather conditions, and it should be considered to forecast reservoir inflow for efficient dam operation strategies. Large-scale climate indices can provide potential information about climate variability, as they usually have a direct or indirect correlation with hydrologic variables. This study aims to use large-scale climate indices in monthly reservoir inflow forecasting for considering climate variability. For this purpose, time series and artificial intelligence models, such as Seasonal AutoRegressive Integrated Moving Average (SARIMA), SARIMA with eXogenous variables (SARIMAX), Artificial Neural Network (ANN), Adaptive Neural-based Fuzzy Inference System (ANFIS), and Random Forest (RF) models were employed with two types of input variables, autoregressive variables (AR-) and a combination of autoregressive and exogenous variables (ARX-). Several statistical methods, including ensemble empirical mode decomposition (EEMD), were used to select the lagged climate indices. Finally, monthly reservoir inflow was forecasted by SARIMA, SARIMAX, AR-ANN, ARX-ANN, AR-ANFIS, ARX-ANFIS, AR-RF, and ARX-RF models. As a result, the use of climate indices in artificial intelligence models showed a potential to improve the model performance, and the ARX-ANN and AR-RF models generally showed the best performance among the employed models.
Introduction
Reservoir inflow forecasting is an essential task in dam operation and is strongly linked to water resource planning and management. Reservoir inflow forecasting has become increasingly complex and important due to changes in the frequency and magnitude of water-related disasters under climate change. To better understand the responses to climate change, a large number of models have been developed for more accurate and reliable inflow forecasting [1] [2] [3] [4] [5] [6] [7] [8] [9] .
In the hydrological field, time series models are widely used to analyze the linear stochastic progress of observed time series and forecast future time series. Based on AutoRegressive Integrated Moving Average (ARIMA) family models proposed by [10] , Seasonal ARIMA (SARIMA) and Seasonal ARIMA with eXogenous variables (SARIMAX) models have been widely applied to model hydrological time series considering seasonality [11] [12] [13] [14] [15] . Previous studies have successfully proved the applicability of the SARIMA model following the Box and Jenkins procedures, because of the simple mathematical structure, ideal representation of the statistical and correlation structures, and relatively small number To identify information on climate variability and trends due to the effects of climate change on hydro-climatic variables, a decomposition method named ensemble empirical mode decomposition (EEMD) was applied in recent studies. Wu et al. [36] suggested that empirical mode decomposition (EMD) can reveal intrinsic properties, i.e., trend and variability, in nonlinear and nonstationary data. Lee and Ouarda [37] predicted future precipitation and extreme hydrological variables by modeling a nonstationary oscillation process using the EMD process. Breaker and Ruzmaikin [38] used the EEMD to analyze a 154-year record of monthly sea level data. They identified that the extracted long-term trend modes contain variabilities on time scales consistent with the Pacific Decadal Oscillation (PDO). Shi et al. [39] applied EEMD to past temperature and precipitation data and found that the extracted low-frequency signals in temperature data significantly correlated with Northern Hemisphere temperatures. Castino et al. [40] analyzed the trend and oscillatory modes of river discharge in the southern Central Andes of northwestern Argentina using EEMD to find the statistically significant climate indices and time intervals. They determined the time intervals according to the mean period of the intrinsic mode functions (IMFs) extracted via EEMD and found the significant climate indices for each IMF. Kim et al. [41] suggested a procedure to select climate indices that affect long-term precipitation using EEMD to identify the relationship between long-term precipitation and climate indices. They found that the lagged NINO 1+2 and the Atlantic Multidecadal Oscillation (AMO) index should be preferentially considered as predictive indicators used to forecast monthly precipitation in South Korea. As these studies demonstrate, climate indices can be used as input variables because they provide predictive information on large-scale climate modes for long-term forecasting based on the global climate system under complex weather conditions. The EEMD can also be employed as an effective tool for reservoir inflow forecasting. Yu et al. [42] proposed three decomposition methods-Fourier transformation, EEMD, and singular spectrum analysis-for pre-processing, and used autoregressive input variables to support the vector regression model. They showed that this decomposition method is an effective method for reservoir inflow forecasting. Therefore, the use of large-scale climate indices and the EEMD for long-term forecasting is increased to utilize the predictive information provided by large-scale climate modes.
Two critical research questions for reservoir inflow forecasting are to identify highly-correlated climate indices, and to find a model which provides the best performance through applications. So far, many studies have a limited focus primarily on examining the relationship between climate indices and hydrologic variables. One of the important needs for today in monthly reservoir forecasting is not only identifying potential indicators, but also increasing their applicability for efficient water management strategies and operation. This study aims to apply and compare the model performance with highly correlated input variables including lagged inflow and lagged climate indices. For this purpose, time series and artificial intelligence models-i.e., SARIMA, SARIMA with eXogenous variables (SARIMAX), ANN, ANFIS, and RF models-were used to forecast the monthly reservoir inflow at the Soyanggang (SY), Chungju (CJ), and Goesan (GS) dams in South Korea. Two types of input variables, autoregressive variables (AR-) and a combination of autoregressive and exogenous variables (ARX-), were constructed to examine the impacts of climate indices for reservoir inflow. To select appropriate climate indices and construct input variables for monthly reservoir inflow, several statistical methods consisting of partial autocorrelation function (PACF), EEMD, cross-correlation analysis, and the backward elimination method were employed. The EEMD was applied to extract the oscillatory modes inherent in the reservoir inflow for selecting the climate indices with a significant correlation. Consequently, a total of eight models including time series and artificial intelligence models with two types of input variables (e.g., SARIMA, SARIMAX, AR-ANN, ARX-ANN, AR-ANFIS, ARX-ANFIS, AR-RF, ARX-RF) were constructed to forecast the monthly reservoir inflow. Model performance was compared using the correlation coefficient (r), root mean square error (RMSE), and Nash-Sutcliffe Efficiency (NSE).
The rest of this paper is organized as follows. Section 2 presents the employed forecasting models such as time series and artificial intelligence models. Section 3 presents data and study area, including monthly reservoir inflow and large-scale climate indices used in this study. Section 4 presents a process of input variable selection and explains the detailed methods. Application and results including model input variables, model parameters and setting, and the model performance are described in Section 5, and discussions are presented in Section 6. Section 7 concludes the paper.
Time Series and Artificial Intelligence Models

Seasonal AutoRegressive Integrated Moving Average (SARIMA) Model
The Box-Jenkins approach using the ARIMA family of models is widely used to forecast future values based on an observed time series. The ARIMA model parsimoniously interprets a stochastic process with autoregressive (AR) and moving average (MA) operators. If there is seasonality in the time series, the SARIMA model is more useful for modeling as it considers seasonality through a differencing procedure [10] . The SARIMA model is defined in Equation (1): (2)- (5), respectively.
SARIMA with eXogenous Variables (SARIMAX) Model
The SARIMAX model is a multivariate time series model extended from the SARIMA model to consider the effect of the exogenous variables in a time series [43] . SARIMAX is useful in modeling a time series that has a dominating variable. The SARIMAX model is an advanced model of the ARIMA family because it can consider trends, seasonality, and exogenous variables. The SARIMAX model with exogenous variable (x t ) is defined in Equation (6):
where c is the regression coefficient of the exogenous variable, and all other parameters are described in Section 2.1.
Artificial Neural Network (ANN) Model
The ANN model is a powerful machine learning technique that is designed to mimic the structure of the brain [44] . It has been widely applied in hydrology to improve the predictability of future hydrologic variables because it considers both linear and nonlinear structures. In general, the basic structure of the ANN model is three layers (input, hidden, and output) as shown in Figure 1 .
Consider there are n number of input variables in the input node (x i , i = 1, 2, . . . , n), the p number of nodes in the hidden layer (z j , j = 1, 2, . . . , p), and the k number of output variables in the output node (y m , m = 1, 2, . . . , k). The ANN model can be described in Equations (7) and (8):
where the weight parameters W kj and W ji indicate the strength of the connections between the nodes, b k and c j are the bias, f y and f z are the activation functions that are connected to each other with weight parameters. The key purpose of the ANN model is to find the best weight parameters using a training algorithm. The backpropagation algorithm is most commonly used for ANN training by adjusting the weight parameters between the hidden and output layers to reduce the margin of error in the output. The optimal number of hidden nodes can be determined by trial-and-error approaches because there is no exact way to decide the number of hidden nodes. However, it was found that better results can be obtained when the number of hidden nodes is smaller than or equal to the number of input nodes [4, 45] . In addition, there are several types of activation functions such as the sigmoid function, hyperbolic tangent function, and sign function that can learn nonlinear relationships between the input and output. The general process of ANN modeling is to construct a model which reduces errors in the training set and then applying this model to the test set. 
Adaptive Neural-Based Fuzzy Inference System (ANFIS) Model
The ANFIS model is a multilayer feed-forward network that combines the ANN model and fuzzy logic based on the Takagi-Sugeno fuzzy inference system [46] . It is a powerful tool for hydrological forecasting because it integrates the advantages of both the ANN and fuzzy inference systems. The fuzzy reasoning system for a first-order Sugeno fuzzy model has the following two if-then rules:
• Figure 2 . Layer 1: The fuzzy membership grade for each node is generated by the fuzzy membership function (MF). An MF is an indicator function that defines how a point in the input space is mapped to a membership value between 0 to 1. The output of node i is defined in Equations (9) and (10):
where x and y are the input for node i, and µ A i (or µ B i−2 ) is the degree of MF for a fuzzy set A i (or B i−2 ). The fuzzy set A i (or B i−2 ) is a linguistic label for a MF that could be given by appropriate functions such as Gaussian, generalized Bell shaped, trapezoidal shaped, and triangular shaped functions [1] . Layer 2: The incoming signals are multiplied to generate the output that represents the firing strength of the rules, as described in Equation (11) .
Layer 3: The firming strength is normalized. The normalized firming strength for node i as described in Equation (12) .
Layer 4: Consequent parameters {p i , q i , r i } at node i compute the contribution of the ith rule to the overall output. It can be described by Equation (13) using the output obtained from layer 3 (w i ).
Layer 5: Finally, the overall output is calculated from a single node by summation of all rules as described in Equation (14) .
In this study, the ANFIS model used hybrid learning that was a combination of descent gradient for precedents and least squares estimation for consequents. The normalized Gaussian MF and Bell-shaped MF are popular, with the advantage of being smooth and nonzero at all points. The linguistic term of the normalized Gaussian MF and the Bell-shaped MF are given by Equations (15) and (16):
where σ i , a i , b i , and c i are the parameters of the membership function (i.e., c i and σ i are the center and width of the fuzzy set).
Random Forest (RF) Model
The RF model is a state-of-art machine learning technique which is a nonparametric white-box regression model [24] . For the regression, the RF model employs an ensemble-learning algorithm which operates by constructing a multitude of decision trees based on bootstrap samples from the training dataset. Unlike linear regression models, RF is the most robust technique for handling a combination of nonlinear interactions between the input variables and the output. The basic structure of the RF is shown in Figure 3 .
The RF begins with many bootstrap samples that are randomly selected from the original input variables. A decision tree is built for each of the bootstrap samples. For each node of a decision tree, proper input variables are selected by binary partitioning. Finally, the forecasting result can be obtained by combining the results over all trees [47] . Therefore, three parameters need to be specified: (1) the number of trees; (2) number of variables in each node (default value is 5 for regression random forest); and (3) the number of input variables per node (default value is one third of the total number of variables). 
Data and Study Area
Monthly reservoir inflow in the SY, CJ, and GS dams was employed in this study. The three dams are located in the Han River basin, and they are totally separate reservoirs on different branches of the Han River. The three dams have only natural reservoir inflow that is not affected by artificial control in their upstream areas. The Han River basin in South Korea plays an important role in supplying water to the capital, Seoul, and other metropolitan cities. Therefore, the three dams should be carefully operated to provide effective long-term water management.
The SY dam is a multi-objective dam located in the upstream section of the North Han River, which has a basin area of 2783 km 2 . The CJ dam is the largest multi-objective dam in South Korea and is located on the South Han River, which has the basin area of 6705 km 2 . The GS dam is a small hydropower dam located on the Dalcheon, a tributary of the South Han River, with a basin area of 671 km 2 . There are seasonal characteristics to the inflow, with the monthly reservoir inflow concentrated during the flood season from June to September, since more than 70% of annual precipitation occurs in this season. The geographical locations of the three dams and basin areas are shown in Figure 4 . Further detailed information about the three dams is presented in Table 1 . A total of 24 large-scale climate indices from the National Oceanic & Atmospheric Administration/Earth System Research Laboratory (NOAA/ESRL) were used in this study. The climate indices represent the atmospheric-oceanic circulation patterns, therefore, it can be possible to consider the impact of large-scale climate variability directly or indirectly on the monthly reservoir inflow series. Each index indicates an aspect of the geophysical system based on different measurements, and they are provided by the form of the monthly time series. Table 2 presents a list of the climate indices used in this study. 
Input Variable Selection
The time series and artificial intelligence models were conducted by two types of input variables to compare the impacts of the climate indices. The first type of input variable only includes the autoregressive variables (AR-) such as the lagged inflow. The lag time was determined by the PACF. The second type of input variable includes the combination of autoregressive and exogenous variables (ARX-) composed of lagged inflow and lagged climate indices. To select the candidate climate indices for the second type of input variables, the EEMD method was employed to the monthly reservoir inflow series. A finite number of decomposed components, which are the IMFs, were extracted by the EEMD. Cross-correlation analysis was performed between the IMFs and the climate indices considering lag times from 1 to 12 months. The lagged climate indices with the highest correlation coefficient with each IMF were selected as the candidate climate indices. Therefore, the candidate variables include: (1) the lagged inflow obtained via PACF; and (2) the lagged climate indices obtained via EEMD. Finally, the backward elimination method was performed on the candidate variables to select the second type of input variables. Figure 5 shows the procedure followed to select the two types of input variables. Detailed methodologies are explained in the subsections. 
Partial Autocorrelation Function (PACF)
PACF is a statistic that measures the strength of relationships in a time series considering a time lag, after removing the presence of all other time lags. The range of PACF is between −1 and 1. In a PACF plot, it is able to identify the relationship between a time series and its lagged time series through the spikes and confidence intervals. For example, a significant spike at lag 12 in the PACF plot means that there is a strong correlation between a time series and the same time series with twelve intervals apart. PACF also provides useful information for selecting the autoregressive parameters in the time series models.
Ensemble Empirical Mode Decomposition (EEMD)
EMD has been recently introduced in the hydrology as an innovative analysis method to decompose statistically significant cycles and trends inherent in time series data [36, 40, 48] . EMD is a data-driven method that decomposes an original data series into a set of IMFs. IMFs indicate oscillatory modes that reflect the cycles and trends in the data series and should satisfy two conditions: (1) the number of extrema and zero crossings must either be equal or differ at most by one in the whole data series; (2) the mean value of the upper envelope defined by connecting all of the local maxima, and the lower envelope defined by connecting all of the local minima, must be zero at any point [47] . EEMD is a modified version of EMD proposed by Wu and Huang [49] to overcome the drawbacks of EMD due to the mode mixing problem. EEMD performs a sifting algorithm by adding an ensemble of white noise signals to the original data series, and the final result is obtained from the mean of the data series.
We will briefly introduce the sifting algorithm which is carried out to decompose a set of IMFs from an original data series y(t), t = 1, 2, . . . , n [36] . At first, the upper and lower envelopes are found by connecting the local maxima (y u (t)) and local minima y l (t)) using a cubic spline method. Second, the mean value between the local maxima and local minima is calculated, i.e., y mean (t) = (y u (t) + y l (t))/2. Third, the y mean (t) is extracted from the original time series y(t), i.e., h(t) = y(t) − y mean (t). If h(t) satisfies the two conditions of IMFs, then h(t) is the first IMF; else h(t) is treated as y(t) and the steps are repeated until h(t) becomes the IMF. Fourth, a new data series is defined by extracting the IMF from y(t) and repeating the steps until no more IMF can be extracted. The last IMF becomes the residue r(t). Finally, y(t) is defined as the sum of the IMFs and the residue as follows:
where k is the number of IMFs.
Cross-Correlation Analysis
Cross-correlation function is a measure of the strength of a linear correlation between two different time series considering a range of time lags. The range of the correlation coefficient (r) is between −1 and 1. If the two different time series are positively correlated, r is close to 1; if they are negatively correlated, r is close to −1; if they have no correlation, r is 0.
Backward Elimination Method
Backward elimination method is a kind of variable selection method beginning with all candidate input variables for a model. From the initially selected candidate input variables, the least significant variables are eliminated one by one until only one variable remains. The input variable showing the smallest contribution to the model performance is deleted at each step according to the model selection criteria. The relative importance of the input variable may be determined by removing the input variable [50] . The backward elimination method is useful for improving the model's performance with an iterative procedure, although it requires significant computational time.
Application and Results
Model Input Variables
To determine the autoregressive variables, the PACF was used to identify the lag time of the monthly reservoir inflow series. Figure 6 shows the PACF of the three dams with 95% confidence intervals. At all three dams, the spikes are mainly prominent at 1, 12, 24, and 36 months (lag1, lag12, lag24, lag36; y t−1 , y t−12 , y t−24 , y t−36 ). Therefore, the first type of input variables for all the three dams includes the four cases of lagged inflows as shown in the second column of Table 3 . To determine the exogenous variables for the second type of input variables, the monthly reservoir inflow series was decomposed by EEMD to extract the IMFs. The IMFs indicate the different inherent frequencies of the reservoir inflow series. Lagged climate indices which have the highest correlation coefficient for each IMF were selected as the candidate exogenous variables. Figure 7 shows the IMFs (solid black line) of the three dams and the lagged climate indices which have the highest correlation coefficient for each IMF (blue dotted line). The reservoir inflow of the SY dam was decomposed into eight IMFs and a residue, and the reservoir inflow of the CJ and GS dams were decomposed into seven IMFs and a residue. For all three dams, the NINO12 index was mainly selected in the low-frequency IMF, the NTA and QBO indices were mainly selected in the middle frequency IMF, and the AMO index was mainly selected in the high-frequency IMF or residue. Table 4 shows the correlation coefficients (r) between the IMFs and the lagged climate indices in the SY, CJ, and GS dams. In the SY dam, the 4-month lagged NINO12 index had the highest correlation coefficient (r = 0.76) with the third IMF and the 6-month lagged AMO index has the second highest correlation coefficient (r = −0.57) with the eighth IMF. In the CJ dam, the 5-month lagged NINO12 index had the highest correlation coefficient (r = 0.75) with the third IMF, and the 12-month lagged AMO index had the second highest correlation coefficient (r = 0.49) with the seventh IMF. In the GS dam, the 5-month lagged NINO12 index had the highest and the second highest correlation coefficients (r = 0.75, r = 0.45) with the third and second IMFs, respectively. The 12-month lagged NTA index had the third highest correlation coefficient (r = −0.40) with the fifth IMF. To determine the second type of input variables for each dam, the backward elimination method was applied to the candidate variables, including the lagged inflows and the lagged climate indices. The backward elimination method results were shown in the third column in Table 3 , which are the second type of input variables for each dam composed of a combination of autoregressive and exogenous variables. Therefore, a total of seven, six, and five input variables were finally selected for the SY, CJ, and GS dams. Notably, the 36-month lagged inflow, lagged NINO12 index, and lagged AMO index were identically selected as the second type of input variables at all the three dams. 
Model Parameters and Setting
A total of eight models including time series and artificial intelligence models with the two types of input variables (SARIMA, SARIMAX, AR-ANN, ARX-ANN, AR-ANFIS, ARX-ANFIS, AR-RF, and ARX-RF) were constructed. To calibrate and validate the time series models, the monthly reservoir inflow series was divided into train and test periods. The training period was set from the start of the data record to December 2012 and the test periods were set to the last four years (January 2013 to December 2016). In the artificial intelligence models, the monthly reservoir inflow series was divided into three parts, training, validation, and test periods to avoid overfitting problem. The training period was set from the start of the data record to December 2008 and the validation period was set to the next four years (January 2009 to December 2012). The test periods were set to the last four years (January 2013 to December 2016). Detailed descriptions of the model parameters and architectures are presented in the subsections.
SARIMA and SARIMAX Models
The SARIMA model is a conventional statistical model used to forecast future values. It is composed of autoregressive terms. The SARIMAX model, which is very similar to the SARIMA model, extends into the SARIMA model with an exogenous variable. Both the SARIMA and SARIMAX models consist of the parameters (p, d, q)(P, D, Q) [s] . In general, it is sufficient to consider up to two non-seasonal AR and MA parameters (p,q) and seasonal AR and MA parameters (P, Q) [51] . In this study, the SARIMA and SARIMAX models were composed of the non-seasonal AR and MA parameters (p,q) and the seasonal AR and MA parameters (P, Q) up to three (from 0 to 3) for more flexible model construction. Depending on the behavior of the reservoir inflow, non-seasonal and seasonal differencing orders were respectively set to 0 and 1 (d = 0, D = 1), and the seasonal periods were set to 12 (s = 12)) reflecting seasonality with 12-month intervals in the reservoir inflow (in Figure 5) .
A total of 256 (4 × 1 × 4 × 4 × 1 × 4) SARIMA models were respectively constructed for the SY, CJ, and GS dams. The number of constructed SARIMAX models was the number of SARIMA models multiplied by the number of combination autoregressive and exogenous variables in Table 3 , because the SARIMAX model is able to consider one exogenous variable. The rest of the parameters were identical to the structure of the SARIMA model. A total of 1792 (256 × 7), 1536 (256 × 6), 1280 (256 × 5) SARIMAX models were respectively constructed for the SY, CJ, and GS dams. The best SARIMA and SARIMAX models were selected based on the minimum Akaike information criterion (AIC) value, which is commonly used for model selection. Table 5 shows the parameters of best SARIMA and SARIMAX models for the SY, CJ, and GS dams. For both model types, the best models were selected when the non-seasonal parameters had little effect (p = 0). In addition, the lagged inflow was selected as the exogenous variable for the SARIMAX models for all the three dams. Table 5 . Parameters of best SARIMA and SARIMAX models for the SY, CJ, and GS dams.
Station
SARIMA (p, d, q)(P, D, Q)[s] SARIMAX (p, d, q)(P, D, Q)[s]
SY 
ANN Models
For the AR-ANN and ARX-ANN models, a number of hidden nodes ranging from 1 to 10 were considered in all three dams. The sigmoid activation function was used because of its superiority [4] . The optimal number of the hidden nodes for each dam was determined by considering the performance during the validation period. The correlation coefficient (r) and root mean square error (RMSE) of the AR-ANN and ARX-ANN models according to the number of the hidden nodes in the validation periods are shown in Figure 8 . The optimal number of the hidden nodes was determined based on the highest r and the lowest RMSE. In cases of two criteria were different, the RMSE was preferred. Table 6 shows the optimal number of the hidden nodes of the AR-ANN and ARX-ANN models for the three dams. 
ANFIS Models
For the AR-ANFIS and ARX-ANFIS models, two MFs were built on the normalized Gaussian MF (c i = −5, σ i = 2 and c i = + 5, σ i = 2) and Bell-shaped MF (a = 4, b = 1, c = −5 and a = 4, b = 1, c = +5), and 20 epochs based on trial and error [52] . The optimal MF was determined by considering the performance during the validation period. The correlation coefficient (r) and root mean square error (RMSE) of the AR-ANFIS and ARX-ANFIS models according to the MF in the validation periods are shown in Figure 9 . The optimal MF was determined based on the highest r and the lowest RMSE. In cases where two criteria were different, the RMSE was preferred. For the AR-ANFIS model, there were eight input MFs and 16 rules in the three dams because there are four cases of lagged inflow in the autoregressive input variable set. For the ARX-ANFIS model, the number of input MFs according to the number of input nodes was 14, 12, and 10 for the SY, CJ, and GS dams, respectively. Therefore, the number of rules were 128, 64, and 32. Table 7 shows the optimal MF, the number of input MFs and rules of the AR-ANFIS and ARX-ANFIS models for the three dams. 
RF Models
For the AR-RF and ARX-RF models, the number of trees ranging from 100 to 1000 (in 100 units) were considered in all the three dams. The optimal number of trees was determined by considering the performance during the validation period. The correlation coefficient (r) and root mean square error (RMSE) of the AR-RF and ARX-RF models according to the number of trees in the validation periods are shown in Figure 10 . The optimal MF was determined based on the highest r and the lowest RMSE. In the case of two criteria were different, the RMSE was preferred. Table 8 shows the optimal number of trees of the AR-RF and ARX-RF models for the three dams. 
Model Performance
Model performance can be evaluated based on different statistical measures. Two statistical criteria were used to estimate the model performance in this study. The correlation coefficient (r) is widely used to identify the linear relationship between observed and forecasted data. The value of r has a range of -1 to 1 that indicates either a negative or positive correlation. The root mean square error (RMSE) is used to measure the difference between observed and forecasted data. The value of RMSE indicates the magnitude of the error. The Nash-Sutcliffe Efficiency (NSE) is used to assess the predictive power of hydrological models. The value of NSE has a range from −∞ to 1. The r, RMSE, NSE are defined in Equations (18), (19) , and (20), respectively.
where T is data length, Y(t) and X(t) are the forecasted and observed data series, and Y (t) and X (t) are the mean of the forecasted and observed data series, respectively. The calculated r, RMSE, and NSE during the training, validation, and test periods of SARIMA, SARIMAX, AR-ANN, ARX-ANN, AR-ANFIS, ARX-ANFIS, AR-RF, and ARX-RF models for the SY, CJ, and GS dams were presented in Table 9 . The underlined values indicate the best statistics among the employed models in the training, validation, and test periods. In the SY dam, the result shows that the ARX-RF and AR-RF models are very competitive and have good performance in the training and validation periods, respectively. On the other hand, in the test period, the AR-ANN or ARX-ANN models shows the best performance although it is slightly different according to the statistical criteria. In CJ dam, the ARX-RF model shows the best performance in the training and validation periods. On the other hand, the ARX-ANN model outperforms in the test period. In the GS dam, the ARX-RF model shows the best performance in the training period while the AR-ANN model shows the best performance in the validation period. The SARIMA and AR-RF models achieve the best performance in the test period depending on the statistical criteria. Overall, the ARX-RF model outperforms in the training period. Focusing on the test period, the ARX-ANN model generally provided better predictions, except for the GS dam. In summary, the time series model does not prove that the use of climate indices as an exogenous variable is more efficient. However, the use of climate indices generally tends to produce better performance in the ANN and RF models. Table 9 . Model performance of the SARIMA, SARIMAX, AR-ANN, ARX-ANN, AR-ANFIS, ARX-ANFIS, AR-RF, and ARX-RF models during the training, validation, and test periods for the SY, CJ, and GS dams. The reservoir inflow forecasting results from the SARIMA, SARIMAX, AR-ANN, ARX-ANN, AR-ANFIS, ARX-ANFIS, AR-RF, and ARX-RF models for the SY, CJ, and GS dams are shown in Figures 11-13 , respectively. The training periods for the SY, CJ, and GS dams were respectively started in 1981, 1992, and 1987 considering the order of the time series models. In Figures 11-13 , a part of forecasting results in the training period of the SARIMA and SARIMAX models were illustrated to the validation period. The general results of the time series models showed that they forecast only seasonal patterns even in both training, validation, and test periods. In addition, there were no significant differences between the SARIMA and SARIMAX models depending on the exogenous variables. The forecasted reservoir inflows of the SARIMA and SARIMAX models were very close, and were unable to forecast the extreme inflow during the flood season in both the training and test periods. This indicates the impact of the climate index was insufficient in the time series model. On the other hand, the exogenous variables have an impact on the performance of artificial intelligence models. The general results of the ARX-RF models showed that they forecast well not only seasonal patterns, but also peak flows during the flood season in the training and validation periods for all three dams. During the test period, the ARX-ANN model matched the seasonal patterns of inflow better than the other employed models, although it showed less accuracy in the volume. Although the ARX-ANN model showed lower forecasting performance in the training period than the ARX-RF model, the ARX-ANN model was able to make better forecasts of low and medium reservoir inflows than the ARX-RF model in the test period. By adding the validation period, we could avoid the overfitting problem. With regard to unsatisfactory performance in the test period captured by the NSE, this will be discussed further in the discussion section. 
Station
Discussion
In this study, the statistical methods (e.g., PACF and EEMD) were employed to select the two types of input variables including lagged inflow and lagged climate indices. The PACF for all three dams mainly resulted in prominent spikes at 1, 12, 24, and 36 months. The EEMD showed that the third IMF had the highest correlation coefficient with the four or five-month lagged NINO12 index and residues, and the last IMF also had a considerably high correlation coefficient with the 1-or 12-month lagged AMO index. It was found that the EEMD can obtain the inherent climate variability and long-term trend in the reservoir inflow. Therefore, the statistical relationship between the reservoir inflow and the climate indices can be deeply examined through EEMD.
From the results of the backward elimination method, the 36-month lagged inflow, NINO12 index, and the AMO index were selected as a combination of autoregressive and exogenous variables for the three dams in Table 3 . Consequently, we found that the three variables mainly affect reservoir inflow and play an important role as input variables. This finding supported the results obtained by Kim et al. [41] that identified the four-month lagged NINO12 and AMO indices as effective indicators for long-term precipitation in South Korea, as the precipitation is causally related to reservoir inflow. In addition, this result also agrees with previous studies [36, 38, 40, 53, 54] that showed the IMFs identified through EEMD include the cyclical variabilities and overall trends of time series data.
The comparison of model performance proved that the impact of the climate index was insufficient in the time series model while the exogenous variables have an impact on the performance of artificial intelligence models. The ARX-RF models generally forecasted well not only seasonal patterns, but also peak flows during the flood season in the training and validation periods for all the three dams. On the other hand, the ARX-ANN model generally showed better performance in the test period by matching the seasonal patterns of inflow although it showed less accuracy in the volume. However, the unsatisfactory performance in the test period captured by the NSE was due to severe weather conditions that rarely occurred in the observation period. To further understand the model performance under extreme weather conditions, the test period (2013-2016) was divided into each year, and the inflow characteristics were examined in each year. Figure 14 Notably, extreme weather conditions occurred during the test period. The dam inflow in 2013 approximated the mean annual inflow, however, there was a large difference in annual variation compared to the mean variation for the three dams. The annual inflow of the three dams was less than half the mean annual inflow in 2014 and decreased further in 2015 because a severe drought occurred in these two years. Due to the severe drought, the annual variation in inflow was also lower than average and there was minor difference in variation between the three dams. Inflow slightly increased in 2016 reaching half the mean annual inflow. In this study, the years of test period are defined as an ordinary year (2013), a drought year (2014), a severe drought year (2015), and a restored year (2016). Table 10 presents the model performances in the 2013 to 2016 years for the three dams.
In the ordinary year (2013), the time series models generally showed better performance than the artificial intelligence models. When the percentage of the annual variation was similar or smaller than the mean annual variation, such as was observed in GS dam, the AR-RF model generally showed the best forecasting accuracy based on both the RMSE and NSE. There were no significant differences according to the exogenous variables.
In the drought year (2014), the time series model performance was significantly poorer than during the ordinary year. The forecasting accuracy of the ARX-ANN and AR-RF models was generally better than other models based on the r and RMSE. The NSE captured poor performance at all dams because the mean inflows had been lowered due to drought effects. This result indicates that exogenous variables in the ANN model can improve forecasting accuracy during drought years, although there are limitations to forecasting the inflow volume.
In the severe drought year (2015), when the annual inflow was close to 50% of the mean annual inflow such as in the SY dam, all models showed improved forecasting accuracy. The ARX-ANFIS model showed the best forecasting accuracy based on the RMSE and NSE while the AR-RF model showed the best forecasting accuracy based on the r. However, when the annual inflow was lower than 40% of the mean annual inflow such as in the CJ and GS dams, the forecasting accuracy showed the worst performance, especially based on the NSE. This result shows a limitation of the use of exogenous variables in forecasting extreme weather conditions such as severe droughts, since the lagged climate indices mainly reflect the inherent climate variabilities and long-term trends.
In the restored year (2016), the ARX-RF and ARX-ANN models usually had the best forecasting accuracy for the SY and GS dams. Although the AR-ANN model showed better forecasting accuracy than the ARX-ANN model for the CJ dam based on the RMSE and NSE, the ARX-ANN model showed best forecasting accuracy based on the r. This result implies that the exogenous variables in the artificial intelligence models play an important role in forecasting accuracy under the restored climate conditions. It was observed that the time series models have quite similarly forecasted inflow in the test period for the three dams. Mainly in the drought and severe drought years, the results generally described a limitation of the time series and artificial intelligence models, because the models are based on the observed data series. They only forecasted ordinary patterns of the observed inflow series. The r of the time series models decreased in the drought and severe drought years and slightly increased in the restored year because the time series models maintain seasonal patterns regardless of changing weather characteristics. The model performance in the artificial intelligence models was slightly different depending on the dam, period, climate conditions, and input variables. This also implies a difficulty to forecast events that have not been previously observed, although the model was trained very well. Among them, the AR-RF and ARX-ANN models generally showed better forecasting accuracy under drought conditions in our case study. Therefore, we can conclude that the use of artificial intelligence model and climate indices as exogenous variables has the potential to provide a suitable forecasting performance under the changing climatic conditions.
Reservoir inflow forecasting is still a challenge for reservoir managers all over the world. Reservoir managers should strive to operate the reservoir considering the various results from statistical, artificial intelligence, and dynamic models. In light of this decision-making, our study can be useful in making decisions for reservoir operation, because they showed good performance in forecasting inflow patterns by using lagged inflows and lagged climate indices. Finally, we also agree with Zhang et al. [55] that future studies should be ongoing by applying a new type of machine learning algorithm, i.e., deep learning, derived from the ANN model. 
Conclusions
In this study, the use of large-scale climatic indices as exogenous input variables to hydrologic forecasting models was considered to reflect climate variability due to climate change. To do this, a total of eight models including time series and artificial intelligence models (SARIMA, SARIMAX, AR-ANN, ARX-ANN, AR-ANFIS, ARX-ANFIS, AR-RF, and ARX-RF) were applied to monthly reservoir inflow forecasting. The results of this study led to the following conclusions:
(1) For input variable selection, the PACF and EEMD can be used to find lagged inflow and lagged climate indices that have a significant relationship with dam inflow. As a result, four lagged inflows (lag1, lag12, lag24, lag36) were selected as the autoregressive variables, and the 36-month lagged inflow, the lagged NINO12 index, and the lagged AMO index were commonly selected as the combinations of autoregressive and exogenous variables for the three dams. Therefore, the procedure for input variable selection using the PACF, EEMD, cross-correlation analysis, and backward elimination in this study is a suitable method for input variable selection.
(2) The ARX-RF model generally showed the highest forecasting accuracy in the training period, which proves that a combination of autoregressive and exogenous variables is useful for constructing an RF model for the three dams. In the test period, the ARX-ANN model generally showed the highest forecasting accuracy by capturing the seasonal patterns of reservoir inflow well, although there are limitations to its ability to accurately forecast inflow volume.
(3) The model performance in the test period (from 2013 to 2016) was examined according to the inflow characteristics of each year. The inflow of the three dams maintained the seasonal patterns in 2013. Drought occurred in 2014, and it worsened in 2015. The ordinary pattern was slightly restored in 2016. Although the model performance was not consistent in each year of the test period, the ARX-ANN and the AR-RF models generally matched the seasonal patterns well, especially during the drought and restored years.
Based on this study, the results prove that the use of large-scale climate indices as exogenous variables has the potential to provide more efficient forecasting performance for water resource management and planning. Furthermore, there is a possibility to provide better forecasting results by using a state-of-art artificial intelligence models such as RF. Future studies should be required to identify the best forecasting models through many applications considering local weather conditions and inflow characteristics under the changing climate conditions for effective water management and planning. 
