We study symmetry properties of nonnegative bounded solutions of fully nonlinear parabolic equations on bounded domains with Dirichlet boundary conditions. We propose sufficient conditions on the equation and domain, which guarantee asymptotic symmetry of solutions.
Introduction
In this paper we consider a fully nonlinear parabolic problem of the form ∂ t u = F t, x, u, Du, D 2 u , (x, t) ∈ Ω × (0, ∞),
Here, Dg and D 2 g denote the gradient and Hessian matrix of a function g. We assume that The nonlinearity F satisfies regularity, ellipticity, and symmetry conditions (N1)-(N3) specified below.
Our goal is to investigate symmetry and monotonicity properties of global solutions u as t → ∞.
The first symmetry results for positive solutions of elliptic equations date back to the celebrated paper of Gidas, Ni, Nirenberg [13] . They showed that if u is a positive classical solution of the problem u = f (u), x ∈ Ω, u = 0, x ∈ ∂Ω, (2) with a smooth domain Ω satisfying (d1) and a Lipschitz function f , then u is even in x 1 and ∂ x 1 u < 0 in Ω 0 := x = (x 1 , . . . , x N ) ∈ Ω: x 1 > 0 .
The two main mathematical tools used in the proof were the maximum principle and the method of moving hyperplanes introduced by Alexandrov [1] and later developed by Serrin [24] . These results were further generalized to the fully nonlinear case by Li [19] and to problems on non-smooth domains by Berestycki and Nirenberg [6] , and Dancer [10] . Extensions in various directions including degenerate problems, problems on unbounded domains or cooperative systems of equations were done by many authors, see the surveys [5, 16, 21, 23] .
The situation for parabolic problems is more complicated, since one cannot expect solutions to be symmetric, if the initial condition is not symmetric. However, it is possible that solutions 'symmetrize' as time approaches infinity, regardless of initial data. More precisely, we say that u is asymptotically symmetric if all functions in the ω-limit set of u:
ω(u) := z: z = lim k→∞ u(·, t k ), for some t k → ∞ (3) are even in x 1 and nonincreasing in Ω 0 . The limit in (3) is in the supremum norm.
The first asymptotic symmetry results for parabolic problems appeared in [15] , where Hess and Poláčik established asymptotic symmetry for classical, bounded, positive solutions of the problem u t − u = f (t, u) , (x, t) ∈ Ω × (0, ∞), u = 0, (x, t) ∈ ∂Ω × (0, ∞), (4) where f is Hölder continuous in t and Lipschitz in u, and Ω is a smooth domain satisfying (d1). In addition, it was assumed that ν 1 (x) > 0 x = x 1 , x ∈ ∂Ω, x 1 > 0 , (5) where (ν 1 (x), ν (x)) = ν(x) is the exterior unit normal vector to ∂Ω at x. This geometric condition does not appear in the elliptic case but it is essential in the parabolic one, as discussed below.
Independently to [15] , Babin [2, 3] and later Babin and Sell [4] proved asymptotic symmetry of classical solutions of (1) if Ω and F satisfy natural assumptions (d1) and (N1)-(N3). In addition, it was assumed that F (t, x, 0, 0, 0) 0 for all (x, t) ∈ Ω × (0, ∞), the positive semi-orbit φ + (u) := {u(·, t): t ∈ (0, ∞)} of the solution u is relatively compact in C 2,1 loc (Ω × (0, ∞)), and u is bounded away from 0 on compact subsets of Ω. These additional assumptions were removed in [22] , where Poláčik showed that the classical bounded solution of (1) , with Ω satisfying (d1) and F satisfying (N1)-(N3), is asymptotically symmetric if and only if either ω = {0} or there is φ ∈ ω(u) with φ > 0 in Ω. He also proposed two explicit sufficient conditions for asymptotic symmetry -Ω being a ball or lim inf t→∞ F (x, t, 0, 0, 0) 0 (x ∈ Ω). (6) We remark that [22] contains an example (see [22, Example 2.3] ) of a semilinear parabolic problem with a smooth nonlinearity on a rectangle, for which the asymptotic symmetry of solutions fails. Observe that a rectangle does not satisfy (5) .
For further extensions including parabolic problems on unbounded domains, asymptotically symmetric equations, cooperative systems of equations, entire solutions, etc., we refer the reader to the survey [23] .
In this paper we propose another explicit sufficient condition that guarantee asymptotic symmetry of solutions. To illustrate the results on a model problem, assume that Ω is a Lipschitz domain satisfying (d1) and:
(d2) For any δ * > 0 there are ε > 0 and a unit vector v ∈ R
Here, Cone x,ε (r, s) is the part of the cone spanned by −r, −s with the tip at x, which lies inside the ball of radius ε centered at x:
Let f : (0, ∞) × [0, ∞) → R be a continuous function such that
is Lipschitz continuous in u uniformly with respect to t, meaning that there
As a result we obtain:
, and u is a global, nonnegative, bounded, classical solution of (4), then u is asymptotically symmetric, that is, for each z ∈ ω(u)
and either z ≡ 0 or z is strictly decreasing in Ω 0 .
Examples of Lipschitz domains that satisfy (d1) and (d2), include (see the figures),
• symmetric domains, which are strictly convex in x 1 , that is,
• some symmetric domains, which are not strictly convex in x 1 such as isosceles triangles, pentagons, pyramids, upper half balls, and so on.
Notice that a rectangle (the mentioned counterexample provided in [22] ) does not satisfy (d2), but it is a 'borderline' case. Moreover, if Ω is a C 2 domain satisfying (d1), then (5) implies (d2). Hence, Theorem 1.1 is a generalization of results in [15] . The main contribution of our Theorem 1.1 and more general results in the next section, as compared to the results of [22] , is that it gives a general, explicit, and easily verifiable condition, under which the asymptotic symmetry holds.
In the next section we extend Theorem 1.1 to fully nonlinear problems such as (1) . That is, we formulate a sufficient condition for asymptotic symmetry only in terms of Ω and F . This condition covers a larger class of problems, compared to the explicit sufficient conditions from [22] . For example, if F does not satisfy (6), then asymptotic symmetry of solutions of (1) was not discussed in [4] , and [22] required Ω to be a ball. For a general domain Ω, the asymptotic symmetry theorem of [22] applies only to solutions whose ω-limit set contains a positive function. We show that, if we in addition to (d1) and (N1)-(N3) assume (d2) and minor monotonicity assumptions on F , then the asymptotic symmetry holds.
As a by-product we obtain an improvement of the results in [8, 9, 11] on the question when a nonnegative, nontrivial solution of an elliptic problem is positive (cf. Corollary 2.5).
The method of the proof uses the framework and partial results from [22] . However, many arguments need refinements, extensions, or completely new approach. Some results or techniques might be of independent interest, for example the maximum principle on general, small, space-time domains.
The remainder of this paper is organized as follows. In Section 2 we formulate the assumptions and state the main results. Section 3 contains estimates for solutions of linear problems, geometric properties of non-smooth domains, and we recall how the method of moving hyperplanes leads to linearization of nonlinear problems. In Sections 4 and 5 we give proofs of the symmetry results.
Main results
Let us introduce the following notation. Denote
and let P λ :
Consider the problem (1) and assume the following hypotheses.
(D1) Ω is a bounded domain in R N , such that P λ (Ω λ ) ⊂ Ω for all λ 0. (D2) For each λ > 0 the set Ω λ has finitely many connected components. (D3) Ω is symmetric with respect to the hyperplane H 0 .
Notice, that (D1) and (D3) are equivalent to (d1). The advantage of this formulation becomes clear below.
The hypothesis (D2) occurred already in [22] and it is still unknown if it is just technical or not. Based on the proofs in this paper it can be relaxed in several directions, although not completely removed. Observe that Lipschitz (and even Hölder) continuity of Ω implies (D2). 
Here, and also in the rest of the paper we use the summation convention, that is, when an index appears twice in a single term, then we are summing over all its possible values. 
, where f satisfies (f1) and (f2). As shown in [13] , there are non-symmetric solutions of the problem (2), if f is merely Hölder continuous, thus we cannot relax (N1) in this direction. On the other hand, (N3) allows nontrivial generalizations. One can for example consider asymptotically symmetric or asymptotically monotone problems as in [12] .
By a solution of (1) we mean a classical global solution, that is, a function |t−t|,|x−x|<h
Under these assumptions the positive semi-orbit {u(·, t): t 0} of u is relatively compact in the space E := C (Ω). Then its ω-limit set (for the definition see (3)) is nonempty and compact in E and
where dist E denotes the distance in E. We remark, that by [22, Proposition 2.7] , (9) follows from (8), if we, in addition to (N1) and (N2), assume Lipschitz continuity of Ω and boundedness of F (t, x, 0, 0, 0). Observe that, in this paper we do not discuss the existence of global solutions satisfying (8) and (9), but we rather investigate their properties once they exist. We are ready to formulate our first main result. 
Moreover, if λ 0 > 0, there arez ∈ ω(u) and a connected componentŨ of Ω λ 0 such that For the next result we need to find assumptions analogous to (D1), (D2), and (N3) in a direction v = e 1 . Observe that neither (N1) nor (N2) depend on a particular direction, and we do not need an analogue to (D3).
where
N is the reflection in the hyperplane
Notice that (D1) implies λ * (e 1 ) = 0.
Remark 2.2.
Observe that for each λ λ * (v) and each x ∈Ω λ,v , the closed segment connecting x and P λ,v x lies inΩ .
We assume that λ * (v) is sufficiently small at least for one vector v = e 1 . More precisely, we suppose that the following hypotheses hold for some δ * > 0. In our theorems we need δ * less than or equal to a certain constant depending on N, α 0 , β 0 and diam Ω (as specified in (41) At the end of this section (in the proof of Theorem 1.1), we prove that Lipschitz continuity of Ω, (d1), and (d2) imply (D4) for each δ * > 0. However, even for Lipschitz domains satisfying (d1), the assumption (D4) is weaker than (d2) (consider for example a regular n-gon with sufficiently large n).
As above, Hölder continuity of Ω provides a sufficient condition for (D5).
In addition to examples in the introduction, an example of a domain that satisfies (D1)-(D5) and bears all complications of a general domain is the union of finitely many overlapping balls or upper half balls centered at H 0 . Generally, such domain is neither convex nor rotationally symmetric. 
and let Q v be the transformation
Forv, already fixed in (D1), suppose that the set O (defined in the paragraph before (N1)), is invariant under Qv . An easy argument shows that O is then also invariant under Q v for any v ∈ W . The next assumption is an analogue of (N3) in directionv.
Using (N3) and (N4), it is easy to prove that for any
For an example of F that satisfies (N3) and (N4), suppose without loss of generality (or use a rotation preserving e 1 ) thatv has the formv =σ 1 e 1 +σ 2 e 2 , whereσ 1 0 andσ 2 > 0. Then, F satisfies (N3) and (N4), if it depends only on
We formulate the next main result.
Theorem 2.3. There exists
hold with such δ * , and u is a nonnegative global solution of (1) satisfying (8), (9) , then for each z ∈ ω(u) the function z is nonincreasing in x 1 in Ω 0 and
Corollary 2.4. Under the assumptions of the previous theorem either z
When the problem (1) is time independent and u is an equilibrium, we obtain an improvement of results in [8, 9, 11 ] to non-smooth domains with space dependent nonlinearity.
Corollary 2.5. There exists
Let us prove that Theorem 1.1 follows from Theorem 2.3.
Proof of Theorem 1.1. It is easy to check that (D1) and (D3) are equivalent to (d1). As mentioned above, Lipschitz continuity of Ω implies (D2) and (D5). Moreover, for any δ * > 0, (d2) implies the existence of v and ε > 0 such that Cone x,ε (e 1 , v) ⊂Ω for any x ∈ ∂Ω with x 1 δ * . Then a perturbation argument, (D1), and (D2) yield that (D4) holds for a unit vectorv ∈ span{e 1 , v}, which is sufficiently close to e 1 .
In problem (4), one has
, where f satisfies (f1) and (f2). In this case (N1)-(N4) trivially hold. Finally, [22, Proposition 2.7] , Lipschitz continuity of Ω, (N1), (N2), boundedness of u, and (f2) imply (8) and (9) . Therefore, the assumptions of Theorem 2.3 are satisfied and Theorem 1.1 follows. 2
Linear equations
In this section we describe how one can derive linear equations from nonlinear problems using reflections in hyperplanes. We also introduce linear parabolic estimates as a preparation for the method of moving hyperplanes. In the last subsection we derive some properties of general symmetric domains.
Recall the following standard notation. For an open set Q ⊂ R N+1 let ∂ P Q be the parabolic boundary of Q (for the precise definition see [20] ). Let
be a time cut of Q , and if M = {t} we also write 
Denote x λ,v := P λ,v x and recall that we already defined 
belongs to E(α 0 , β 0 , Q ) if its coefficients a km , b k and c are measurable functions defined on Q and they satisfy
Reflection in hyperplanes
Fix a unit vector v ∈ W , where W was defined in (D5).
If v = e 1 , the results of this subsection were already published in [22, Section 3] with all necessary details and expressions using Hadamard's formulas. We only recall the most important steps for later references. Accordingly with Convention 3.1 we drop the index v since v = e 1 .
Assume that Ω satisfies (D1), F satisfies (N1)-(N3), and u is a global solution of (1) satisfying (8) and (9) . By (N3), for each λ 0 one has
Hence, the smooth function
Now, consider v = e 1 and in addition to (D1) and (N1)-(N3) assume (D4) and (N4). By similar arguments as in the case v = e 1 we obtain that for any λ ∈ (λ * (v), (v) 
and the smooth function
Estimates of solutions
In this subsection, we derive several estimates for linear problems such as (17) or (19) . Since the results might be of independent interest, we state them under more general assumptions than needed for symmetry theorems.
Let Q be an open subset (bounded or unbounded) of R N × (0, ∞) and let β 0 , α 0 be positive constants. We consider a general linear parabolic inequality (22) where
and let
We say that v is a solution of (21) One of the key tools in our paper is the maximum principle. If we mention the maximum or comparison principle, we refer to the following theorem with f ≡ 0. The proof of Theorem 3.3 can be found in [7] , see also [17, 20, 25] . Recall that Q can be unbounded.
Next corollary is obtained from Theorem 3.3 with help of standard substitution v(x, t) → e −βt v(x, t). 
The following lemma states a version of the maximum principle on small domains. It was originally proved in [6] in elliptic setting with f = g ≡ 0. A generalization to parabolic problems on cylindrical domains was proved in [22] with f = g ≡ 0 and later in [12] for general f and g. Here,
we present yet another extension to sets in space-time (not necessarily cylindrical). The proof is partly motivated by elliptic results in [7] . It is only based on Theorem 3.3 and it does not rely on a construction of supersolutions as in [6, 22] . However, such construction is possible for general space-time sets by an application of parabolic Monge-Ampère equation, but we will not discuss this approach. 
where C depends on N, α 0 , β 0 .
Proof. In the proof the constant C can vary from step to step, but it only depends on N, β 0 , α 0 . To simplify the notation let 
The function w : (x, t) → e (k+ln 2)t v(x, t) satisfies 
+ e −(k+ln 2)(t+s) C c
If we choose δ such that
then by (26) and (25) v
In
, g
Iterating the previous expression for any j ∈ N with t + j T we obtain:
Since any t ∈ [τ , T ] can be expressed in the form t = τ + j + s where j ∈ N ∪ {0} and s ∈ [0, 1), (27) and (28) imply
. 2 Remark 3.6. By using geometric series in (28) one can see that (24) can be changed to
(τ < t).
For the reader's convenience and for an easier reference later on, we formulate the following lemma that was proved in [22] . 
As a consequence we have the following result. 
, and assume that v ∈ C (Q ) satisfies (21), (22) with g = f ≡ 0, and L ∈ E(α 0 , β 0 , Q ).
v(x, t) c r qe
where 0 <c r 1 depends on N, α 0 , β 0 and r.
Proof. Let γ , h r , and φ be as in Lemma 3.7 and set
An application of the comparison principle for v andφ gives
Since h > 0 in B(x 0 , r), we obtain the desired result with
The next lemma, proved in [22, Lemma 3.4.] , is a version of Krylov-Safonov Harnack inequality [17, 18] for sign changing supersolutions of parabolic problems (see also [14, 20] 
where M = sup U ×(τ ,τ +4θ) c.
Properties of Ω λ,v
In this purely geometrical subsection we assume that Ω is a bounded domain satisfying (D1), (D3), and (D4). We need the following notation. For any points x, y, and z, [x, y] denotes the closed segment connecting x and y and the angle xyz is denoted xyz. Also denote (v, w) the angle between two vectors v and w. We use Remark 2.2 as an equivalent definition of λ * (v). 
Let us start with a lemma that extends property (D4) to all vectors in W , where W is as in (D5):
W = Cone 0,1 (−e 1 , −v) ∩ ∂ B(0, 1U := U v ∪ P λ,v U v and U := U v ∪ P λ ,v U v . If U v ∩ U v = ∅, then either U = U or U ∩ P λ,v (∂U v \ H λ,v ) = ∅ or U ∩ P λ ,v (∂U v \ H λ ,v ) = ∅.∈ ∂U ∩ U . Since y ∈ U ⊂ Ω, y / ∈ ∂Ω and in particular y / ∈ ∂U v \ H λ,v . Since y ∈ ∂U and U is symmetric, there is x ∈ ∂U v \ H λ,v with x λ,v = y ∈ U . 2
Proofs of the main results
In this section we assume that Ω satisfies (D1) and (D2) (not necessarily (D3)), and the nonlinearity F satisfies (N1)-(N3). At some places, where explicitly stated, we also assume (D3), (D4) or (N4). We remark that, even though (D2) is not needed in all results, we assume it throughout the section. Consider a classical solution u of (1) satisfying (8) and (9).
We use the notation introduced at the beginning of Section 2 and the following one. For any function g : Ω → R, and any λ ∈ [0, ) we set
and for the solution u of (1) we define
As shown in Subsection 3.1, the function w λ solves a linear problem (17), (18) with L ∈ E(α 0 , β 0 , Ω λ × (0, ∞)). Hence the results of Subsection 3.2 are applicable to w λ . We use this observation below, often without mentioning.
We carry out the process of moving hyperplanes in the following way. Starting from λ = we move λ to the left as long as the following property is preserved
We show below that the process can get started and then we examine the limit of the process given by 
Further observe that each z ∈ ω(u) is nonincreasing in
The following lemma shows that the process of moving hyperplanes can get started, that is, λ 0 < .
We do not include the proof here, since it follows from the proof of [22, Lemma 4.1].
Next, we investigate the properties of functions V λ z and z for λ ∈ [λ 0 , ), where z ∈ ω(u). To prove (ii) we assume z(x * ) = 0 for some x * = (x * 1 , (x * ) ) ∈ Uλ. Since z(x * ) = 0, the monotonicity of z (see Remark 4.1) yields
To finish the proof of (ii), it is sufficient to show Λ = Uλ , where
Indeed, then, z is constant in x 1 in Uλ, and the boundary condition yields z ≡ 0 in Uλ as desired. For a contradiction assume Λ < Uλ . Sinceλ < (3Λ +λ)/4 < Λ, V (3Λ+λ)/4 z ≡ 0, and consequently
To prove (iii), observe that (using (i)) V λ z ≡ 0 for each λ ∈ (λ, Uλ ). Then the statement follows from the continuity. 2
The next proposition plays a central role in our arguments. The techniques are partly motivated by [22, Theorem 3.7] , but the situation is more complicated here. Complications arise from the fact, that the solution u can be small on different connected components of Ω λ 0 at different times. A careful analysis of the interaction between different connected components of Ω λ 0 is required. We need the following definition. 
Proof.
We proceed by a contradiction. That is (cf. Lemma 4.3), we assume:
For any z ∈ ω(u) and any connected component
The definition of λ 0 yields the existence of a sequence λ k by U λ 0 , consider for example Ω such that Ω λ has two connected components for all λ λ 0 , but it is connected for λ < λ 0 .) To continue we can, by (33), distinguish three cases: 
and
Claim. We can decrease ε 0 > 0 such that
We postpone the proof of the claim, and we finish the proof of the lemma first. Fix ε 0 > 0 such that the claim holds true and fix any λ ∈ [λ 0 − ε 0 , λ 0 ). Denote 
a contradiction for sufficiently large T .
Proof of the claim. For already fixedz andŨ denote
Recall that P λ is a reflection in H λ and denote
, and (λ n ) n∈N with λ n λ 0 such that V λ n z n (x n ) < −C λ n and (39) does not hold. After passing to a subsequence, we can assume z n → z ∈ ω(u) with convergence in C (Ω) and 
N−1 . Then, (38), monotonicity of z on Ω λ 0 , and (39) yield
where I A is the indicator function of a set A. Since V λ 0z ≡ 0 inŨ , the inequality (38) becomes an equality with z replaced byz, and (35) implies
Also, sincez is nonincreasing in Ω λ 0 , by the same argument we have z( y n ) 6C λ . Overall since
Solving for C λ and substituting into (40) we obtain the desired result. 2
The proof of the following lemma can be found in [22 
Once we proved all auxiliary results, it is rather standard to prove our first main theorem.
Proof of Theorem 2.1. In addition to the assumptions of this section we also assume (D3). We show We show that the theorem holds true for any δ * > 0 for which |Ω 0,e 1 \ Ω δ * ,e 1 
In addition to the assumptions of this section we also assume (D3), (D5), (N4), and (D4) with already fixed δ * . Analogously as before define
= 0 for all λ ∈ μ, (v) .
We now use moving hyperplanes in a direction v ∈ W in a similar way as we did in the direction e 1 . The hyperplanes are now H λ,v , for λ ∈ (λ * (v), (v) ). Then one of the following statements is true:
To prove this, we use arguments analogous of those used in Lemmas 4.2, 4.3, 4.8, and in Proposition 4.5, where we replace the direction e 1 with v and the assumption λ 0 (e 1 ) > 0 with λ 0 (v) > λ * (v).
Also the assumption (D1) is replaced by Lemma 3.10, (D2) by (D5), and (N3) by (N4). The assumptions (N1), (N2) remain unchanged as they are independent of a direction, and (D3) was not supposed in these results.
To prove Theorem 2.3 we need to show that λ 0 (e 1 ) = 0 (the rest of the statements follow from Theorem 2.1). We show that the assumption λ 0 (e 1 ) > 0 leads to a contradiction.
In particular z ≡ 0 on a small ball with center atx, a contradiction to z > 0 on Then Lemma 3.12 and the claim imply that V := U (v) ∪ P λ 0 (v),v U (v) is independent of v ∈ W . In particular, V is symmetric with respect to H λ 0 (v),v for each v ∈ W , hence V is rotationally symmetric. However, then the intersection of U (v), v ∈ W \ {e 1 }, and an appropriate plane containing vectors e 1 andv is a half disk, a contradiction to the symmetry and convexity of Ω.
Finally, assume 0 < λ 0 (e 1 ) δ * . If we start the process of the moving hyperplanes from the left (or we replace e 1 by −e 1 ), then using analogous arguments as above, we obtain 0 λ Hence, in all cases we found a contradiction. Therefore λ 0 (e 1 ) = 0 and we are done. 2
Proofs of Lemmas 4.6 and 4.7
The assumptions in this section are the same as in Section 4 and Proposition 4.5. In particular we assume that Ω satisfies (D1) and (D2) and the nonlinearity F satisfies (N1)-(N3). We consider a classical solution u of (1) satisfying (8) and (9) . We also return to Convention 
