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Size dependenceThe method of conditional moments is generalized to include evaluation of the effective elastic properties
of particulate nanomaterials and to investigate the size effect in those materials. Determining the
effective constants necessitates ﬁnding a stochastically averaged solution to the fundamental equations
of linear elasticity coupled with surface/interface conditions (Gurtin–Murdoch model). To obtain such a
solution the system of governing stochastic differential equations is ﬁrst transformed to an equivalent
system of stochastic integral equations. Using statistical averaging, the boundary-value problem is then
converted to an inﬁnite system of linear algebraic equations. A two-point approximation is considered
and the stress ﬂuctuations within the inclusions are neglected in order to obtain a ﬁnite system of
algebraic equations in terms of component-average strains. Closed-form expressions are derived for
the effective moduli of a composite consisting of a matrix and randomly distributed spherical inhomoge-
neities. As a numerical example a nanoporous material is investigated assuming a model in which the
interface effects inﬂuence only the bulk modulus of the material. In that model the resulting shear mod-
ulus is the same as for the material without surface effects. Dependence of the bulk moduli on the radius
of nanopores and on the pore volume fraction is analyzed. The results are compared to, and discussed in
the context of other theoretical predictions.
 2013 Elsevier Ltd. All rights reserved.1. Introduction
Surface residual stresses at the interface between matrix and
inclusions have a signiﬁcant effect on the effective properties of
particulate nanomaterials, wherein the size of the nanoparticles
(nanoinhomogeneities) is at the atomic scale. Various approaches
can be adopted to quantify that effect. Studies of the size depen-
dent behavior of particulate nanomaterials can be conducted by
direct atomistic computer simulation (see, e.g., Garg and Sinnott,
1998; Garg et al., 1998; Robertson et al., 1992). Miller and Shenoy
(2000) developed a continuum model which accounts for surface
elasticity to describe the size dependence of the elastic rigidities
of nanosized structural elements. Further, they presented the bulk
and surface elastic properties of aluminum and silica, calculated
from empirical atomistic potentials.
The model of elastic surfaces developed by Gurtin and Murdoch
(1975, 1978) and Gurtin et al. (1998) is employed in many recent
publications on nanocomposites (see, e.g., Gurtin and Voorhees,
1993; Kienzler and Herrmann, 2000; Maugin, 1993, 1995;Steinmann, 2002, 2008). The Gurtin–Murdoch model introduces
the size-dependence of the overall properties of nanocomposite
materials through the inclusion of residual surface stresses and
additional elastic properties at the interface between the matrix
and the inhomogeneities. The inﬂuence of the resulting interface
stress jump is extremely small if the inhomogeneities are sufﬁ-
ciently large (and, therefore, are neglected in classical mechanical
analyses of composites). However, it becomes signiﬁcant if the cur-
vature radii of the inhomogeneities are in the range of nanometers
(below 50 nm). By using Gurtin and Murdoch’s theory, several
authors modiﬁed the known deterministic micromechanical
models and introduced the surface elasticity and/or surface tension
into relationships for homogenized effective properties of nano-
composites (McBride et al., 2011, 2012; Mitrushchenkov et al.,
2010, among others).
Although the Gurtin–Murdoch surface model has been pro-
posed almost 40 years ago, the 3D theory addressing the problem
of the effective properties of the particulate nanocomposites with
Gurtin–Murdoch interfaces is still not sufﬁciently well developed
and analyzed. The approximate approaches used for evaluating
effective elastic moduli of particulate nanocomposites with
Gurtin–Murdoch interface include the ‘‘dilute’’, or non-interacting,
model (Yang, 2004) and various self-consistent schemes (see Chen
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variational bounds on the bulk modulus of a nanocomposite with
spherical inhomogeneities and interface effects have been obtained
by Brisard et al. (2010). Most of those publications use a ‘‘single
inhomogeneity in an unbounded solid’’ model (see Cahn and
Larché, 1982; Duan et al., 2005a,b; He and Li, 2006; Lim et al., 2006;
Sharma and Ganti, 2004). Consequently, these results are only justiﬁed
for composites with a low content of dispersed phase particles. In
addition, in all of these papers surface tension is neglected.
Recently, Kushch et al. (2011) have developed an approach
based on multipole expansion and obtained a solution of the elas-
ticity problem for an inﬁnite space containing multiple interacting
spherical inhomogeneities with the complete Gurtin and Murdoch
interface model. This approach can be regarded as the microme-
chanical, ﬁnite cluster model of nanocomposites. The analogous
ﬁnite cluster model was developed and used by Mogilevskaya
et al. (2008, 2010a,b) to study the effects of surface elasticity and
surface tension on the overall transverse elastic behavior of unidi-
rectional ﬁber-reinforced nanocomposites. The representative unit
cell model of nanocomposites is developed further by Kushch et al.
(2013). To obtain a complete solution of the problem, the theory of
periodic multipoles has been modiﬁed and adopted. In the
approach the displacement vector within the matrix domain is
written as a superposition of vector periodic solutions of the
Lamé equation. Some of the particulate nanocomposites
considered in those publications had a random (or quasi-random)
structure. Independent of that structure, however, if the effective
properties are of interest in those contributions, the elastic ﬁelds
in the entire domain (matrix and inhomogeneities) are found ﬁrst.
Subsequently, either averaging of the obtained strain and stress
ﬁelds or the equivalent inhomogeneity approach (in which the
local elastic ﬁelds were also used) was employed to ﬁnd the overall
properties of the material.
In all of the above publications analysis of nanocomposites with
randomly distributed particles (or ﬁbers) was essentially based on
deterministic calculations of just one, or more, realizations of
particle distribution. Such approaches are valid, in particular if
the results obtained from analyses of many speciﬁc realizations
of particle distribution were evaluated statistically. However, a
computational approach to the problem does not really permit to
easily discern how various parameters of the problem affect the
overall mechanical properties of the nanomaterial at hand. That
requires a signiﬁcant post processing effort and parametric studies
leading to multiple diagrams and charts, but even with those
diagrams the functional dependence of the effective properties
on the data of the problem is elusive.
In the current work random particulate nanocomposites are
considered. The statistical approach employed is different than
the existing techniques presented in the literature on that subject.
To this end, the method of conditional moments will be general-
ized to cover the case of particulate nanomaterials. The method
of conditional moments proposed by Khoroshun (1978) and fur-
ther developed by Khoroshun and Nazarenko (1992), Khoroshun
et al. (1993) and Nazarenko et al. (2009), is a statistical method
dealing with constructing the statistically averaged solution and
determining the effective properties of composites with a stochas-
tic structure. If the structure is stochastic, one can use the ergodic-
ity property and determine the overall properties of the material
without having to ﬁnd any local ﬁelds in the composite. Instead
of ﬁnding the effective properties through macro-volume averag-
ing of the local elastic ﬁelds, the solution process begins by statis-
tical averaging of the governing equations themselves at one
micro-point. By eliminating the need to ﬁnd the local elastic ﬁelds
the present approach considerably simpliﬁes the formulation and
the solution of the problem. Still, the approach captures a very
signiﬁcant amount of information about the nanocomposite,including information about the shape and orientation of nanopar-
ticles (anisotropy) and interaction between them. In some cases
(including the example considered in this work), the approach pre-
sented here gives a possibility to obtain closed-form expressions
for the effective properties of a material with Gurtin–Murdoch
interface conditions.
In this work the problem of an inﬁnite solid subjected to a uni-
form loading (at inﬁnity) and containing stochastically distributed
interacting spherical nanoinhomogeneities with interface residual
stress and elasticity is solved by method of conditional moments.
This approach is applied to the boundary value problem and, in
general, leads to an inﬁnite system of linear algebraic equations.
As in most mathematical formulations of problems leading to inﬁ-
nite system of equations, if one solves such a system, the result
constitutes the exact solution of the problem. In practice such inﬁ-
nite systems have to be truncated, which introduces a certain
amount of approximation dependent on the degree of that trunca-
tion. In the current contribution, the ﬁnite system of equations is
obtained by employing a two-point approximation and by neglect-
ing the stress ﬂuctuations within inclusions. The unknowns in that
system are the statistical component-average strains. As a numer-
ical example a nanoporous material is investigated assuming that
inﬂuence of the interface effects on the effective bulk modulus of
the composite is of only interest. Within the framework of such a
model the resulting shear modulus is the same as for the material
without surface effects. The dependence of the bulk moduli on the
radius of nanopores (for certain ﬁxed pore volume fractions) and
on the pore volume fraction (for certain ﬁxed radius of nanopores)
are analyzed.
2. The classical problem of effective constants
2.1. Basic classical relations for a micro-point
We consider a representative macro-volume V consisting of a
matrix with randomly distributed inclusions.
For linear-elastic materials the problem is described by the fol-
lowing set of equations:
 equations of equilibrium:
divrðxÞ ¼ 0: ð2:1Þ Hooke’s law:
rðxÞ ¼ CðxÞ : eðxÞ; ð2:2Þ linear kinematic relation:
eðxÞ ¼ symðruðxÞÞ; ð2:3Þwhere the fourth-order tensor of elastic constants C(x) is a random,
statistically homogeneous function of coordinates with a ﬁnite
scale of correlation and linked to the inclusion and to the matrix
properties as follows:CðxÞ ¼ C1HðzðxÞÞ þ C2HðzðxÞÞ: ð2:4Þ
Here, H is the Heaviside function and C1 and C2 denote the val-
ues of the tensors of elastic moduli in the inclusions and in the ma-
trix, respectively. The function z(x) is deﬁned as follows:
zðxÞ > 0; if x 2 V1;
zðxÞ < 0; if x 2 V2;
ð2:5Þ
where V1 and V2 are the domains of the inclusions and the matrix,
respectively.
Insertion of Eqs. (2.2) and (2.3) into Eq. (2.1) yields
divðCðxÞ : symðruðxÞÞÞ ¼ 0: ð2:6Þ
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ﬂuctuations, marked by the superscript ‘‘0’’, and averages:
CðxÞ ¼ C0ðxÞ þ Cc; uðxÞ ¼ u0ðxÞ þ e  x: ð2:7Þ
The tensor Cc can be represented by constant components as
follows:
Cc ¼
C; if C1 6 C2
C; if C1 P C2
(
; ð2:8Þ
with C ¼ c1C1 þ c2C2 and C ¼ ðc1ðC1Þ1 þ c2ðC2Þ1Þ
1
, where c1 and
c2 = 1  c1 denote the volume fractions of the inclusions and of
the matrix, respectively, i.e., c1 = V1/(V1 + V2). Although Cc can be
chosen in a number of different ways (and each choice may lead
to a different result), it has been shown in the existing literature
(see Khoroshun 1978; Khoroshun et al., 1993, where the present
and other choices for Cc have been discussed) that the deﬁnition
of Cc speciﬁed in Eq. (2.8) is, in a sense, beneﬁcial. Upon inserting
the Eq. (2.7) into (2.6), Eq. (2.6) can be rewritten in the following
equivalent form:
divðCc : symðru0ðxÞÞÞ þ divðC0ðxÞ : eðxÞÞ ¼ 0: ð2:9Þ
In the equation above, the ﬁrst term only contains one random
function (it is linear from the point of view of stochastic analysis),
whereas the second contains a product of two random functions
(stochastically nonlinear). This split is of importance in the subse-
quent conversion of the stochastic differential Eq. (2.9) into a sto-
chastic integral equation.
The boundary conditions on the surface of the macro-volume
are
u0ðxÞjS ¼ 0: ð2:10Þ
The characteristic dimensions of the macro-volumes and
macro-surfaces must be signiﬁcantly larger than those of the inclu-
sions. Therefore, in the subsequent development we will consider
them as inﬁnite and the boundary conditions will take the form:
u0ðxÞj1 ¼ 0: ð2:11Þ
It is noted that as the macro-volumes increase, the concentra-
tions are kept constant as are the average distances between the
inclusions. Thus, with the increase of those volumes the number
of the inhomogeneities also increases and the structure of the
material remains unchanged.
By using Green’s function, the solution of the system of differ-
ential equations (2.9) can be rewritten in terms of an integral over
the inﬁnite region V (see Khoroshun 1978; Willis 1977):
u0ðxÞ ¼
Z
V
Gðx yÞ  divðC0ðyÞ : eðyÞÞdVy
¼
Z
V
Cðx yÞ  divðC0ðyÞ : eðyÞ  bÞdVy; ð2:12Þ
where b is an arbitrary constant, and the Green’s function G(x) sat-
isﬁes the following equation:
divðCc : rGðxÞÞ þ dðxÞ I
2
¼ 0; GðxÞj1 ¼ 0: ð2:13Þ
Here, d(x) denotes the Dirac delta function and I
2
is the identity
tensor of second rank in the three-dimensional space. Taking into
account the linear kinematic relations (2.3) as well as Eq. (2.12)
and applying Gauss’ theorem leads to the following non-linear sto-
chastic integral equations (i.e., integral equations that contain a
product of stochastic functions of coordinates) for the random
strain ﬁeld:
eðxÞ ¼ eþ Kðx yÞ  ðC0ðyÞ : eðyÞÞ: ð2:14ÞFormally, this is a Fredholm equation of the second kind, also
referred to as Lippmann–Schwinger equation (see Kröner, 1977).
In the equation above, the integral operator K(x  y) is the integral
operator, involving Green’s function deﬁned by Eq. (2.13) and asso-
ciated with an elastic body with a constant elastic-moduli tensor Cc
(Khoroshun 1978; Khoroshun et al. 1993).
Some comments about the preceding development and about
the speciﬁc form of the operator K(x  y) of Eq. (2.14) used in this
work are now in order. For a ﬁnite volume V the operator K(x  y)
would act according to the rule:
Kðx yÞ  wðyÞ ¼
Z
V
symðrxðrxGðx yÞÞÞ : ðwðyÞ  bÞdVy
þ
I
S
symðrxGðx yÞÞ  ðwðyÞ  bÞ  nðyÞdSy:
ð2:15Þ
where the ﬁrst integral is taken over the entire region V, the second
over the surface of that region, n represents the unit vector orthog-
onal to the surface S (bounding the volume V) and pointing away
from V. The inﬂuence of the boundary integral can be neglected
(Willis (1977), Khoroshun (1968, 1978) among others) if b is
assumed to be the mean (or expected) value of w(y), that is when
b ¼ w, and if the volume V is large. Then w(y) is oscillatory around
w and the mean value of wðyÞ  w equals zero. Invoking the
Saint–Venant’s principle, its oscillatory boundary values inﬂuence
the result of the operation of Eq. (2.15) only in a narrow region
adjacent to the boundary. Consequently, for large V, the averaging
process performed later to obtain the effective properties of the
material is accurate without the surface integral in Eq. (2.15).
Clearly, neglecting the surface integral is particularly justiﬁable
when volume V is taken to be inﬁnite, which is done in this work.
This reasoning is reﬂected in the transition from the boundary
condition given in Eq. (2.10) to that of Eq. (2.11), and, subsequently,
in the boundary condition for the Green’s function given in
Eq. (2.13). As a result the following form of Eq. (2.15) used in this
work is arrived at:
Kðx yÞ  wðyÞ ¼
Z
V
symðrxðrxGðx yÞÞÞ : ðwðyÞ  wÞdVy;
ð2:15aÞ
where, again, w is taken as a mean value (expectation) of w(y) and
the Green’s function G corresponds to the inﬁnite domain V.
An important issue in the preceding development is integrabil-
ity of the function appearing under the integral sign in Eq. (2.15). In
this regard a rapid decay of the second derivatives of the Green’s
function G is one very important characteristic of that function.
However, for the integration of Eq. (2.15) to be meaningful the
argument w(y) of the operator K in Eq. (2.15) is required to have
certain additional properties. At this stage of development the
function w(y) is not known, and one can only assume (and
subsequently verify) that it does possess those required properties.
However, in the subsequent developments it will be shown that, in
addition to allowing elimination of the surface integral in
Eq. (2.15), in the method of conditional moments adopted herein,
the term w present in Eq. (2.15a) leads to integrands which are
integrable over R3.
2.2. The Method of conditional moments
The integral equation (2.14) can be rewritten in the following
form:
eð1Þ ¼ eþ K xð1Þ  xð2Þ   C0ð2Þ : eð2Þ ; ð2:16Þ
where:
eð1Þ ¼ eðxð1ÞÞ; eð2Þ ¼ eðxð2ÞÞ and C0ð2Þ ¼ C0ðxð2ÞÞ: ð2:17Þ
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Khoroshun et al., 1993) to Eq. (2.16) with respect to the two-point
conditional density f ðeð1Þ; eð2Þ; Cð2Þ
ð1Þm , i.e., the density of strain
distributions at the points xð1Þ, xð2Þ and the elasticity moduli at
point xð2Þ provided that point xð1Þ belongs to the mth component,
m 2 f1;2g, we obtain the following system of algebraic equations:
eð1Þ
ð1Þ
m
 
¼ eþ K xð1Þ  xð2Þ  X2
k¼1
f
ð2Þ
k
ð1Þm
	 

C0k : e
ð2Þð2Þ
k
;
ð1Þ
m
  
;
m 2 f1;2g; ð2:18Þ
where Ck is the elastic modulus tensor in the kth component of the
nanocomposite and C0k is deﬁned as
C0k ¼ Ck  Cc: ð2:19Þ
The function f
ð2Þ
k
ð1Þm
	 

denotes the probability that the point
xð2Þ belongs to the kth component, provided the point xð1Þ belongs
to the mth component, and eð2Þ
ð2Þ
k
;
ð1Þ
m
 
is the expectation value
of the strain tensor at point xð2Þ, provided that the points xð2Þ and
xð1Þ belong to the kth component and to the mth component,
respectively.
In order to solve this system, the two-point conditional moment
eð2Þ
ð2Þ
k
;
ð1Þ
m
 
must be determined. For this purpose, Eq. (2.16) is
averaged over the three-point conditional density f ðeð1Þ; eð2Þ;
Cð2Þ
ð3Þ
k
;
ð1Þ
m
Þ to obtain the following system of algebraic equations:
eð1Þ
ð1Þ
m
;
ð3Þ
k
 
¼ eþ Kðxð1Þ  xð2ÞÞ

X2
q¼1
f
ð2Þ
m
ð1Þm ; ð3Þk
	 

C0q : e
ð2Þð2Þ
m
;
ð1Þ
m
;
ð3Þ
k
  
;
k; m 2 f1;2g: ð2:20Þ
By continuing this process, one obtains an inﬁnite system of equa-
tions deﬁning the conditional moments:
eð1Þ
ð1Þ
m1
 
; eð1Þ
ð1Þ
m1
;
ð2Þ
m2
 
; eð1Þ
ð1Þ
m1
;
ð2Þ
m2
; . . . ;
ðiÞ
mi
 
; m1;m2; . . . ;2 f1;2g:
ð2:21Þ
To solve the obtained system, it is necessary to specify the condi-
tional multipoint probability functions
f
ð2Þ
k
ð1Þm1
	 

; f
ð2Þ
k
ð1Þm1 ;
ð3Þ
m2
	 

; . . . ; f
ð2Þ
k
ð1Þm1 ;
ð3Þ
m2
; . . . ;
ðiÞ
mi
; . . .
	 

:
ð2:22Þ
In the description above, the concept of a component is
interpreted more generally by including a set of structural ele-
ments not only with identical physical properties but also with
identical parameters such as shape, orientation, dimensions, etc.
(i.e., unidirectional, uniformly distributed, . . .). It is noted that
conditional multipoint probability functions may serve to
characterize all such features of inclusions.
If the inﬁnite system just described could be solved, the result-
ing conditional moments of Eq. (2.21) would completely and ex-
actly characterize the analyzed nanocomposite. In reality, the
process of constructing successive equations of the problem has
to be terminated at some step. However, this requires additionalconditions to close the truncated system of equations. To this
end, one can take, for instance, one of the following conditions:
eð1Þ
ð1Þ
m1
;
ð2Þ
m2
; . . . ;
ðiÞ
mi
 
¼ 0; eð1Þð1Þ
m1
;
ð2Þ
m2
; . . . ;
ðiÞ
mi
 
¼ e;
eð1Þ
ð1Þ
m1
;
ð2Þ
m2
; . . . ;
ðiÞ
mi
 
¼ eð1Þð1Þ
m1
 
: ð2:23Þ
In this work, to obtain a ﬁnite system of algebraic equations, a
two-point approximation is used and the closure of the system is
achieved by imposing the condition:
eð1Þ
ð1Þ
m1
;
ð2Þ
m2
; . . . ;
ðiÞ
mi
 
¼ eð1Þð1Þ
m1
 
: ð2:24Þ
For a two-point approximation it is necessary to specify the
two-point conditional probabilities (two-point conditional distri-
bution functions) f ðð2Þ
k
ð1Þm Þ. With that speciﬁcation it is sufﬁcient
to only consider Eq. (2.18) and the additional condition
heð1Þð1Þ
m1
;
ð2Þ
m2
; . . . ;
ðiÞ
mi
i ¼ heð1Þð1Þ
m1
i, which implies that the strain ﬂuc-
tuations within each component are neglected. In this case, the fol-
lowing system of algebraic equations in terms of component-
average strains will result:
em ¼ eþ K xð1Þ  xð2Þ
 

X2
k¼1
pmk x
ð1Þ  xð2Þ  C0k : eð2Þð2Þk ; ð1Þm
  
; ð2:25Þ
where
em ¼ eð1Þ
ð1Þ
m
 
; pmk x
ð1Þ  xð2Þ  ¼ f ð2Þ
k
ð1Þm
	 

: ð2:26Þ
In order to evaluate Eq. (2.25) we specify the two-point
conditional probabilities pmkðxð1Þ  xð2ÞÞ, which characterize the
shape and arrangement of the inclusions, and construct the
tensor of elastic moduli Cc of a reference body. This tensor is
present in the equations of two-point approximations due to
neglecting moments of higher order. The choice of the tensor
Cc determines in many respects the closeness of the calculated
values of the effective constants to the true values. It is known
that when one chooses Cc ¼ 0 or Cc ¼ 1 the Reuss and the Voigt
bounds will result, respectively (Khoroshun 1978). By assuming
that Cc is equal to the tensor of elastic constants of the compo-
nents with the maximum and minimum rigidities, we arrive at
the upper and lower Hashin–Shtrikman bounds (Hashin and
Shtrikman 1963).
3. The problem of effective constants accounting for
Gurtin–Murdoch conditions
3.1. Gurtin–Murdoch equations for the matrix-inhomogeneity
interface
In order to investigate the interface effect on the overall
elastic properties of a composite with nanoparticles, further
governing equations in addition to those of classical elasticity,
are needed. Those include the Gurtin–Murdoch equations (see
Gurtin and Murdoch, 1975, 1978) describing the kinematic and
equilibrium compatibility conditions between the matrix and
the nanoinhomogeneities at the interface SI , which can be
written as:
½uðxÞSI ¼ 0; ½rðxÞSI  nðxÞ þ divSI rSðxÞ ¼ 0: ð3:1Þ
The unit vector n is normal to the interface. This vector can
point in any of the two possible directions as long as all of the
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In the current contribution, it is assumed that at each interface
the normal n points away from the inclusion. The square brackets
indicate the jump of the ﬁeld quantities across the interface, de-
ﬁned as their value on the side towards which the normal n is
pointing minus their value on the side from which it is pointing.
Thus, the ﬁrst of the two equations in Eq. (3.1) represents continu-
ity of the displacement vector across the interface (coherent inter-
face) and the second describes equilibrium conditions of the
interface itself. The additional equations also include the following
deﬁnition of the interface/surface stress tensor rS, present in the
term divSIrS denoting the surface divergence of the surface tensor
rs (Gurtin and Murdoch, 1978):
rSðxÞ ¼ s0Is þ ½kS þ s0trðeSðxÞÞIS þ 2½lS  s0eSðxÞ
þ s0rSIuðxÞ: ð3:2Þ
In the equation above, eS is the interface/surface strain tensor, IS
represents the identity tensor in the plane tangent to the surface,
s0 is the magnitude of the deformation-independent surface/
interfacial tension (assumed ‘‘hydrostatic’’ and constant in
Gurtin–Murdoch model), and kS, lS are surface Lamé constants.
It is convenient to introduce the projection tensor P employed
by Gurtin and Murdoch (1975):
P ¼ I
2
 n n; ð3:3Þ
where I
2
is the bulk identity tensor of second rank. P maps a tensor
ﬁeld from the bulk to the plane with normal n. Thus, for an arbitrary
vector ﬁeld v, the surface gradient and surface divergence read (see
Gurtin et al., 1998):
rSv ¼ ðrvÞ  P; divSðvÞ ¼ trðrSvÞ: ð3:4Þ3.2. Bulk-surface relations for a micro-point
Inserting Eq. (2.2) into (2.1), taking the divergence and account-
ing for the stress jump across the particle/matrix interface of Eq.
(3.1) we obtain:
divrðxÞ¼divðCðxÞ : eðxÞÞþ ½rðxÞ nðxÞdðzðxÞÞ¼0; zðxÞ¼0jx2SI : ð3:5Þ
Here dðÞ is the Dirac delta function, while zðxÞ ¼ 0 deﬁnes the
interface. In classical composite material with large inhomogenei-
ties, the last term in Eq. (3.5) is absent since the jump in the normal
traction is negligibly small. In the present case of nanoinhomoge-
neities whose curvature radius is small, this term is not negligible
and can be interpreted as a body force applied along the interface.
Inserting Eq. (2.3) into Eq. (3.5) and taking into account the sec-
ond condition in (3.1), we rewrite Eq. (3.5) as:
divðCðxÞ : symðruðxÞÞÞ  dðzðxÞÞdivS rSðxÞ ¼ 0: ð3:6Þ
Upon inserting the Eq. (2.7) into Eq. (3.6), separating the linear
part of the differential operator in (3.6) and using Green’s function,
the following formula deﬁning the ﬂuctuations in the displacement
ﬁeld within the entire region V is obtained:
u0ðxÞ ¼
Z
Vy
Gðx yÞ  div C0ðyÞ : eðyÞ  b
 
dVy

I
Sy
Gðx yÞ  divSrSðyÞdSy: ð3:7Þ
This expression (with b playing the same role as in Eq. (2.12))
relates the displacement ﬁeld u0ðxÞ to the unknown strain ﬁeld
eðxÞ and the interface values of the displacements which enter
the deﬁnition of rSðxÞ, as seen in Eq. (3.2). The ﬁrst integral in
Eq. (3.7) is the classical part (see Eq. (2.12)), while the secondintegral represents the additional contribution of the surface
forces, present because of the particular model of the interface
adopted herein.
Inserting Eq. (3.7) into the linear kinematic relations (2.3), as
well as accounting for Eq. (2.7) and employing Gauss’ theorem,
leads to the following stochastic integral equation for the strain
ﬁeld:
eðxÞ ¼ eþ Kðx yÞ  C0ðyÞ : eðyÞ
 
 sym rx
I
SI
Gðx yÞ  divSrSðyÞdSI
 
; ð3:8Þ
where Kðx yÞ acts according Eq. (2.15a).
Under the assumption that the surface gradient of displace-
ments is negligible, and with the help of the surface projection
tensor introduced earlier, the surface divergence of the surface
stress tensor can be written in the following form
divSrSðxÞ ¼ divS CS : PðxÞ  eðxÞ  PðxÞ þ s0ISðxÞð Þ; ð3:9Þ
where tensor CS is the standard, two-dimensional tensor of surface
isotropic elasticity resulting from Eq. (3.2), with the effective Lame
constants keffS ¼ kS þ s0; leffS ¼ lS  s0. Replacing the surface
divergence present in Eq. (3.8) by the right-hand side of the above
formula gives the following equation
eðxÞ¼ eþKðxyÞ  C0ðyÞ : eðyÞ
 
sym rx
I
SI
GðxyÞ divSðCS :PðyÞ eðyÞ PðyÞþs0ISðyÞÞdSI
 
; ð3:10Þ
explicitly showing that Eq. (3.10) is a stochastic integral equation
with the strain ﬁeld as the unknown random function.
The inﬂuence of the surface displacement gradient present in
Eq. (3.2) (and neglected in Eq. (3.9)) on the effective properties of
nanocomposites deﬁnitely deserves further and more rigorous
investigations. From the point of view of the approach presented
in this work, however, its retention in Eq. (3.9) introduces the
second unknown random function, displacement uðxÞ, which is
related to strains and which requires a different approach to the
problem. This will be undertaken in the future. Still, aside from this
technical difﬁculty, there exists some evidence indicating that the
inclusion of the surface displacement gradient in Eq. (3.9) may not
affect the effective properties in any meaningful way. That evi-
dence can be found in the analysis of Mogilevskaya et al. (2008,
2010a,b) which shows that the changes in the local elastic ﬁelds
(stresses and strains) due to inclusion (or omission) of surface dis-
placement gradient is essentially imperceptible. Some changes can
be seen only in a very rare situation when two neighboring inho-
mogeneities, one signiﬁcantly smaller than the other, are in a very
close proximity to one another. Then, the smaller of the two consti-
tutes some kind of stress concentrator on the surface of the larger
inhomogeneity, and even then the changes in the values of strains
and stresses are small and very localized. Thus, in a typical nano-
composite containing particles of comparable size, the local elastic
ﬁelds – and, thus, their averages which are used to deﬁne the
material effective properties – are not likely to be signiﬁcantly
affected by inclusion of surface displacement gradient. This
observation provides a physical justiﬁcation for neglecting the
surface displacement gradient in Eq. (3.9).
Irrespectively of the existing evidence justifying complete re-
moval of the surface displacement gradient in Eq. (3.9) presented
in the preceding paragraph, it is easy, and always possible, to in-
clude its symmetric part in the present development. This part,
arguably, constitutes the dominant and the most important piece
of the surface displacement gradient (with the remaining part
being the local rotation of the surface). As shown in Mogilevskaya
et al. (2008), the symmetric part of that gradient gives surface
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gradient would eliminate the last term but it would change the
coefﬁcient multiplying the strain tensor eS in that equation from
2½lS  s0 to ½2lS  s0. With such partial inclusion of the surface
deformation gradient, the general form of Eq. (3.9) and the
approach adopted herein would remain intact.
In this work, the surface displacement gradient has been
neglected completely. The principal reason for that was that it is
the ﬁrst work including surface effects in the analysis of nanocom-
posites with random structure and based on the conditional
moments. Thus, it was deemed to be important to compare the
results obtained by the present method with those obtained by
other similar techniques. Here, the results obtained by the pro-
posed method of conditional moments will be compared with
those of Duan et al. (2005c), which is similar in the sense that it
also employs an averaging technique (although of a different kind)
and does not include the last term of Eq. (3.2).
3.3. Spherical nanoinhomogeneities
We consider a matrix with randomly distributed spherical
inclusions under a homogeneous load at inﬁnity. Furthermore,
we consider a model in which the emphasis is placed only on the
contribution of the surface properties to the effective bulk modulus
of the composite. With that in mind, one plausible assumption is
that the state of strains in the inhomogeneities is nearly purely
volumetric. Then, the surface strains represent ‘‘isotropic’’ stretch
(or contraction); the longitudinal strains at the interface (and
elsewhere in the nano-inhomogeneities) are identical in all
directions. Under those conditions the expression for the surface
stress tensor reduces to
rSðxÞ ¼ sISðxÞ ð3:11Þ
with
s ¼ s0 þ ½kS þ lS trðPðxÞ  e1  PðxÞÞ; ð3:12Þ
being a constant specifying the magnitude of the total interface
stress. It is noted that Sharma and Ganti (2004) arrive at a similar
result using different arguments. Also, it needs to be emphasized
that, even though the second term of Eq. (3.12) does not include
the surface tension s0, under the assumption that strain ﬁeld within
the inhomogeneities is nearly purely volumetric, this equation rep-
resents all details of the Gurtin–Murdoch formula of Eq. (3.2). The
residual stress s0, which is present in those terms of Eq. (3.2) which
contain the surface strains, cancels out as a result of this particular
assumption. Finally, even though the method used in this work
leads to a complete tensor of material constants, it is anticipated
that the shear modulus resulting from the model introduced herein
will be the same as for a composite without surface effects.
With parameter s of Eqs. (3.11) and (3.12) constant, evaluation
of surface divergence of the surface stress tensor reduces to the
surface divergence of the surface identity tensor (see Appendix A):
divSISðxÞ ¼ 2jnðxÞ; ð3:13Þ
where j is the mean curvature of the inclusions (i.e., the curvature
of the spheres in the present case with an appropriate sign, depend-
ing on the orientation of vector n). Consequently, in the case of a
nanocomposite with spherical inclusions, Eq. (3.10) yields:
eðxÞ ¼eþ Kðx yÞ  ðC0ðyÞ : eðyÞÞ
 2jssym rx
I
SI
Gðx yÞ  nðyÞdSI
 
: ð3:14Þ
Applying Gauss’ theorem, the surface integral is converted into a
volume integraleðxÞ ¼eþ Kðx yÞ  ðC0ðyÞ : eðyÞÞ
þ 2jssym rx
I
VI
rxGðx yÞdVI
 
: I
2
: ð3:15Þ
The second integral in the above equation can be transformed
further to yield the following expression containing the classical
Eshelby tensor (i.e., the term in the curly brackets) for the refer-
ence medium (see Mura, 1987):
eðxÞ ¼ eþ Kðx yÞ  ðC0ðyÞ : eðyÞÞ
þ 2jsðCcÞ1 : sym rxCc :
I
VI
rxGðx yÞdVI
 
: I
2
: ð3:16Þ
The tensors C0 and Cc in Eqs. (3.14)–(3.16) are determined by
Eqs. (2.7), (2.8).
3.4. Application of the method of conditional moments
Employing conditional averaging (Khoroshun 1978) in Eq.
(3.16), limiting the analysis to a two-point approximation, and per-
forming some necessary transformations, the following system of
linear algebraic equations is obtained from which the compo-
nent-average strains can be computed
em ¼ eþ
X2
k¼1
Kmk : C0k : ek þ 2j½s0 þ ½kS þ lStrðP  e1  PÞðCcÞ1 : S : I
2
;
m 2 f1;2g: ð3:17Þ
The tensor S is the classical Eshelby tensor (see Mura, 1987) and
the tensor C0k is deﬁned by Eq. (2.19); the operator K
mk is deﬁned as
follows:
Kmk ¼ Kðx yÞ  pmkðx yÞ; ð3:18Þ
where pmkðx yÞ denotes the conditional probability that point y
belongs to the kth component if point x belongs to the mth compo-
nent or, in other words, the transition probability from the mth con-
dition to the kth condition (Khoroshun 1978; Khoroshun et al.,
1993) and integral operator Kðx yÞ acts according to the rule
(2.15a).
Some comments of general nature may be of interest before fur-
ther speciﬁcation of the operator Kmk deﬁned in Eq. (3.18). To this
end it is ﬁrst noted that the transition probabilities satisfy the fol-
lowing conditions:X2
k¼1
pmkðxÞ ¼ 1; cmpmkðxÞ ¼ ckpkmðxÞ;
pkmð0Þ ¼ dkm; pkmð1Þ ¼ ck; k; m 2 f1;2g:
ð3:19Þ
Eq. (3.19)1 states that each point belongs either to mth compo-
nent or kth component of the system, whereas Eq. (3.19)2 is the re-
sult of a simple transformation based on the fact that
f ðð1Þm Þ ¼ cm;
P2
m¼1cm ¼ 1 and on the theorem of total probability
stating that f
ð1Þ
m
	 

¼P2k¼1f ð1Þm
ð2Þk
	 

f
ð2Þ
k
	 

. In the preceding
expression f
ð1Þ
m
	 

, f
ð2Þ
m
	 

denote the probabilities that the points
xð1Þ, xð2Þ belong to the mth component of the system and cm denotes
the volume fraction of that component. Eq. (3.19)3 represents the
fact that a point x can belong only to one component, and ﬁnally,
Eq. (3.19)4 follows from the condition that there is no long-range
order in the composite.
From the properties expressed by Eq. (3.19) the following form
of representation for the transition probabilities can be deduced
(Khoroshun et al., 1993)
pmkðxÞ ¼ ck þ ½dmk  ckUmkðxÞ; ð3:20Þ
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UmkðxÞ ¼ UkmðxÞ; UmmðxÞ ¼
X2
k¼1
ckUmkðxÞ;
U ð0Þ ¼ 1; U ð1Þ ¼ 0; k; m 2 f1;2g:km km
For a two-component composite the above properties further
imply that
U11ðxÞ ¼ U12ðxÞ ¼ U21ðxÞ ¼ U22ðxÞ ¼ UðxÞ:
An example of a speciﬁc correlation function UðxÞ (which only
depends on the distance between points) for a composite with ran-
domly distributed spherical inclusions of radius R0 can be speciﬁed
on the basis of probability theory (see in Khoroshun et al., 1993;
Nazarenko et al., 2009). This correlation function has the following
form:
UðxÞ ¼ exp  8
p2c2R0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x22 þ x23
q	 

: ð3:21Þ
It can be veriﬁed that in the process of statistical averaging the
correction term wðyÞ ¼ hC0ðyÞ : eðyÞi of Eqs. (2.14) and (2.15a)
becomes pmkð1Þ. Thus, the operator Kmk of Eq. (3.18) takes the
following form:
Kmk ¼ KðxÞ  pmkðxÞ
¼
Z
V
symðrxðrxGðxÞÞÞðpmkðxÞ  pmkð1ÞÞdV
¼ ½dmk  ck
Z
V
symðrxðrxGðxÞÞÞUðxÞdVx; ð3:22Þ
since, in view of Eqs. (3.20) and (3.21), pmkð1Þ ¼ ck and
pmkðxÞ  pmkð1Þ ¼ ½dmk  ckUðxÞ.
Considering that the second gradient of the Green function G
behaves as r3 with r ! 1, while function U of Eq. (3.21) is
integrable when raised to any power qP 1, the convolution
KðxÞ  pmkðxÞ is deﬁned by integration of a function integrable over
R3.
Taking into account Eq. (3.21) the operator Kmk can be repre-
sented by
Kmk ¼ ½dmk  ckL; ð3:23Þ
where L is an isotropic rank four tensor. It is determined in terms of
two scalars a and b
Lijkl ¼ adijdkl þ b½dikdjl þ dildjk; ð3:24Þ
with
a ¼ kc þ lc
15lc½kc þ 2lc
; b ¼  3kc þ 8lc
30lc½kc þ 2lc
ð3:25Þ
and with kc , lc being the Lamé constants of the reference medium
(Khoroshun et al., 1993).
The tensor L is the classical Hill tensor (see Hill, 1975), which is
a product of the inverse of the elasticity tensor and the Eshelby’s
tensors as given, for instance, by Mura (1987). As mentioned
earlier, in the present work the elastic constants deﬁning that
tensor are related to the properties of the reference medium.
Having outlined some general issues related to the evaluation of
the operator Kmk of Eq. (3.18), certain details of this evaluation will
be presented next.
Correlation function UðxÞ of Eq. (3.21) and, as a consequence,
the two-point transition probabilities pmkðxÞ of Eq. (3.20) depend
only on the norm of vector x (and not on its direction). Under those
conditions the operator Kðx yÞ of Eq. (3.22) can be decomposed
as follows
Kðx yÞ  pmkðx yÞ ¼ Kð0Þ  pmkð0Þþ K^ðx yÞ  pmkðx yÞ: ð3:26ÞThe integral operation K^ðx yÞ in the above equation extends
over the entire domain, excluding the points x ¼ y and y 2 S (S
being the surface of the macrovolume). Furthermore, if the
correlation function only depends on the distances jx yj between
two points, then the integral operator K^ðx yÞ of Eq. (3.26) yields
K^ðx yÞ Uðjx yjÞ ¼ 0 (see Eshelby 1957; Willis 1977;
Khoroshun 1978; Buryachenko 2001; among others). Then, the
relationship for the operator Kmk can be represented by Eq. (3.23),
(3.24), (3.25) independently of the speciﬁc form of Uðjx yjÞ.
In summary, for the case of a composite with isotropic compo-
nents and randomly distributed spherical inclusions the explicit
representation of the correlation functions is not needed and the
method of conditional moments is equivalent to the method of
moments by Khoroshun (1967, 1968). Further, it is identical with
the statistical assumptions later introduced by Willis (1977).
Taking into account Eq. (3.23), the system of linear algebraic
equations (3.17) can be rewritten in the following form:
e1 ¼ eþ c2L : ½C01 : e1  C02 : e2
þ 2j½s0 þ ½kS þ lStrðP  e1  PÞðCcÞ1 : S : I
2
: ð3:27Þ
This last equation (3.27) can be simpliﬁed using the fact that
j ¼ 1=R0 for spheres, where R0 is their radius (the minus sign is
due to the assumption that the normal to the interface vector n is
pointing away from the inhomogeneities). Furthermore, it is noted
that an isotropic rank four tensor Cc can be written in terms of
Lamé constants
Cc½ijkl ¼ kcdijdkl þ lc½dikdjl þ dildjk: ð3:28Þ
As shown by Sharma and Ganti (2004) (and as follows from
Eq. (B.7f) and the deﬁnition of tensors Cc; I
2
;H;D in Appendix B),
the following relation holds
ðCcÞ1 : I
2
¼ ð1=ð3KcÞÞ I
2
; ð3:29Þ
in which Kc is the bulk modulus of the reference medium. By insert-
ing Eqs. (3.28) and (3.29) into Eq. (3.27), taking into account that
e ¼ c1e1 þ c2e2, and noting that for isotropic spherical inclusions
(see Mura, 1987):
S : I
2
¼ 1þ mc
3½1 mc I
2
;
we can eliminate e2 from Eq. (3.27) to obtain
e1 ¼ I
4
L : C02
 
: eþ L : C0 : e1
 4½kS þ lS
27R0Kc
1þ mc
1 mc
 
I
2
trðe1Þ  29R0Kc
1þ mc
1 mc
 
s0 I
2
; ð3:30Þ
where mc is the Poisson’s coefﬁcient of the reference medium and
C0 ¼ C4  Cc; C4 ¼ c1C2 þ c2C1: ð3:31Þ
In view of Eq. (2.8) the new tensor C0 deﬁned in the above equa-
tion is isotropic and can be characterized by two constants K 0 and
l0 (cf. Appendix B) which are dependent on the constants deﬁning
C2 and C1 and on the concentration of the constituents.
Noting that trðe1Þ I
2
¼ ðI
2
 I
2
Þ : e1, the relationship between the
mean strain in the inclusions e1 and the mean strain in the macro-
scopic volume e reads as follows:
e1 ¼ I
4
 L : C0 þ 4½kS þ lS
27R0Kc
1þ mc
1 mc
 
I
2
 I
2
	 
1
: I
4
 L : C02
 
: e
 2
9R0Kc
1þ mc
1 mc
 
s0 I
4
 L : C0 þ 4½kS þ lS
27R0Kc
1þ mc
1 mc
 
I
2
 I
2
	 
1
: I
2
:
ð3:32Þ
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c2C2 : e2 and Eq. (3.32) for the averaged strain in the inclusions
and the averaged strain in the macroscopic volume, we can write
the constitutive equation for the macro-volume in the following
form:
r ¼ C : e c1 29R0Kc
1þ mc
1 mc
 
s0C3
: I
4
 L : C0 þ 4½kS þ lS
27R0Kc
1þ mc
1 mc
 
I
2
 I
2
	 
1
: I
2
ð3:33Þ
The relationship for determination of the effective stiffness tensor
(which depends on the radius of nanoparticles) can be deduced to be:
C ¼ Cþ c1C3 : I
4
 L : C0 þ 4½kS þ lS
27R0Kc
1þ mc
1 mc
 
I
2
 I
2
	 
1
: c2L : C3  4½kS þ lS27R0Kc
1þ mc
1 mc
 
I
2
 I
2
 
; ð3:34Þ
where C3 is
C3 ¼ C1  C2:
The relationship (3.33) between the macro stresses and the
macro strains depends on the radius of the nanoparticles. The ra-
dius is also included in the expression for the effective stiffness
tensor (3.34). It is interesting to note that the second term in the
right hand side of Eq. (3.33) is the only term containing the
strain-independent surface tension on the matrix/nanoparticles
interface. Surface tension is not considered in the investigations
of Duan et al. (2005c), Chen et al. (2007) and Brisard et al. (2010)
with whose results the results obtained herein are compared. So,
the second part of Eq. (3.33) cannot be recovered by those Authors,
but here it only vanishes in the absence of surface tension because
none of the two terms of the right hand side of Eq. (3.12) contains
both surface tension and surface elasticity at the same time. In
other words, in Eq. (3.12) the effects of surface tension and surface
elasticity are separated. As explained following Eq. (3.12), this sep-
aration is present in Eq. (3.12) in spite of the fact that the Gurtin–
Murdoch material surface model is used here without any simpli-
ﬁcations – it occurs only because of the special model of the prob-
lem introduced in this work. It is also interesting to note that, in
the present approach, the split between the two terms in Eq.
(3.33) emerges naturally and the identiﬁcation of the effective
properties is unambiguous. Finally, it is noted that if the radius
of a spherical particles R0 is large, then ½kS þ lS=R0 ! 0 and Eqs.
(3.33), (3.34) reduce to the classical ones without the interface ef-
fect (Nazarenko et al., 2009):
r ¼ C : e;
C ¼ Cþ c1c2C3 : I
4
L : C0
	 
1
: L : C3:
ð3:35Þ
The constitutive equation for the macro-volume (3.33) and the
relationship for determination of the effective stiffness tensor
(3.34) obtained by the method of conditional moments functions
take into account a random distribution of nanoparticles in the ma-
trix and interactions between nanoparticles in the framework of
two-point approximation. This formulation, combined with the
particular model used in this work, accounts also for volumetric
contribution of the surface stresses due to the nanosize of the par-
ticles in the composite.
As shown in Appendix B, the following closed-form scalar
expression for the effective bulk modulus can be extracted from
a more general tensorial formula of Eq. (3.34)
K ¼ K þ 9c1KðK1  K2Þ½c2ðK1  K2Þ þ K^S
1 9K½c1K2 þ c2K1  Kc þ K^S
: ð3:36Þ
L. Nazarenko et al. / International JournalIn this expression c1, K1 and c2, K2 are the volume fractions and
bulk moduli of the inclusions and of the matrix, respectively; Kc is
the bulk modulus of the selected reference medium; K depends on
a and b of Eq. (3.25) (as seen in Eq. (B.7a)) and, therefore, on the
properties of the reference medium as well; K^S ¼ 4ðkS þ lSÞ=3R0
can be interpreted as an apparent increase in the bulk modulus
of the inhomogeneities associated with presence of the material
surface surrounding them. Formula (3.36) appears different that
the one presented in the paper by Duan et al. (2005c).
When K^S ¼ 0 (no surface effects) the following expression is ob-
tained from Eq. (3.36)
K ¼ K þ 9c1c2K½K1  K2
2
1 9K½c1K2 þ c2K1  Kc
¼ K þ 9c1c2½K1  K2
2
1=K  9½c1K2 þ c2K1  Kc ; ð3:37Þ
which, noting that K ¼ 1=½9ðkc þ 2lcÞ, is further transformed to
yield
K ¼ K þ 9c1c2½K1  K2
2
9½kc þ 2lc  9½c1K2 þ c2K1  Kc
¼ K  c1c2½K1  K2
2
c1K2 þ c2K1 þ 4=3lc
: ð3:38Þ
Expression (3.38) is identical to the relationship obtained by the
method of moments (see in Khoroshun et al., 1993) for the bulk
modulus of the material with the same stochastic structure as
the one considered here. This constitutes a conﬁrmation that Eq.
(3.34) obtained by the method of conditional moments is correct.
The additional variable K^S in the expression for the effective
bulk moduli given in Eq. (3.36), occurs due to introduction of the
Gurtin Murdoch surface model, and is identical to the correction
term obtained by Duan et al. (2005c), Chen et al. (2007) and Brisard
et al. (2010), who in their solutions used the same surface elasticity
models (albeit without surface tension). However, the relations for
determination of the effective bulk moduli are different here than
in those papers, which can only be attributed to differences in the
approaches used in the respective analyses.
We would like to note that, when matrix is selected as the
reference medium, Eq. (3.38) coincides with the upper Hashin–
Shtrikman bound presented in Hashin and Shtrikman (1963).
Brisard et al. (2010) extended the Hashin–Shtrikman bound formula
to include surface elasticity. In their work the same parameter K^S
that appears in Eq. (3.36) is introduced as a correction to the bulk
modulus of the inclusions. This leads to Hashin–Shtrikman bounds
accounting for surface elasticity which are formally identical with
those without surface effects but with the real bulk modulus of the
inclusions replaced with their modiﬁed bulk modulus. In the
present manuscript parameter K^S appears as a result of averaging
of the stochastic integral equation (3.16). Comparison of
Eq. (3.36) with Eq. (3.37) reveals that the former cannot be ob-
tained by replacing K1 with K1 þ K^S in Eq. (3.37), as is possible in
the case of Hashin–Shtrikman bounds by Brisard et al. (2010). This
is another yet indication of the (somewhat expected) fact that the
stochastic averaging introduced here by the method of conditional
moments accounts for interactions between the inclusions, or
between various constituents of the composite, in a different, more
complicated way than other methods.
Finally, it is noted that in Appendix B a scalar formula for the
effective shear modulus is also derived. As expected, the speciﬁc
modeling assumptions introduced in this work lead to the expres-
sion for the effective shear modulus which is unaffected by the
interface properties and coincides with that obtained earlier by
Khoroshun (1978), Khoroshun et al. (1993).
Fig. 2. Dependence of the normalized bulk modulus K⁄/Kcl on the radius of a
spherical cavity R0 (nm) for the void volume fraction c1 = 0.5.
Fig. 3. Dependence of the normalized bulk modulus K⁄/Kcl on the void volume
fraction c1.
962 L. Nazarenko et al. / International Journal of Solids and Structures 51 (2014) 954–9664. Numerical results
The relationship for the effective properties of a composite
material containing randomly distributed spherical nanoparticles
derived in the preceding sections is used to analyze a material con-
taining spherical pores (l1 ¼ K1 ¼ 0), as illustrated in Fig. 1.
The numerical results are presented for an aluminum matrix
with the following properties: K2 ¼ 75:2 GPa and m2 ¼ 0:3. The free
surface properties used in the present work are the same as those
in Duan et al. (2005c). In their work two sets of surface properties
are used, corresponding to the surfaces oriented along two differ-
ent crystallographic directions: A: kS ¼ 3:48912 N=m and
lS ¼ 6:2178 N=m for surface [100] and B: kS ¼ 6:842 N=m and
lS ¼ 0:3755 N=m for surface [111].
In Fig. 2 the normalized bulk modulus K=Kcl for different sur-
face properties is presented as a function of the cavity radius R0
(nm), for the pore volume fraction c1 = 0.5. The subscript ‘‘cl’’ is
used to represent the results for the classical solution, i.e., the solu-
tion without interface stress. The normalized bulk modulus K=Kcl
calculated for different void volume fractions for two different void
radii is shown in Fig. 3. The surface effect on the effective bulk
modulus becomes negligible if the radius of the cavity is larger
than about 20 nm. As expected, this numerical illustration indi-
cates that the surface effect is particularly signiﬁcant for smaller
sizes of pores. Depending on the type of the material surface, the
effective properties of the above porous material can be stiffer or
less stiff. For a close-packed aluminum surface Al [111] the mate-
rial becomes stiffer for smaller pores, while for the less dense sur-
face Al [100] the bulk modulus decreases with the pore size.
The variation of the normalized bulk modulus K=Kcl with the
void volume fractions calculated by the method of conditional mo-
ments (solid line – surface A, and dot-dashed line – surface B) for
the material containing spherical cavities of radius R0 ¼ 5 nm, is
shown in Fig. 4. For comparison, the normalized bulk modulus
for the same material, obtained on the basis of self-consistent
scheme by Duan et al. (2005c) is also shown in Fig. 4. Both ap-
proaches use a Gurtin–Murdoch surface model and the same val-
ues of the model parameters. Even though Duan et al. (2005c)
use the Gurtin–Murdoch model without surface tension s0 and in
the present approach s0 is included, the bulk modulus formula
developed here does not contain surface tension either, which is
a result of the approach adopted. Thus, although different in their
approaches, those two formulations are comparable.
Fig. 4 shows that the normalized bulk moduli obtained by dif-
ferent approaches are very similar for small volume fraction of
pores, smaller than c1 = 0.3, which provides an evidence that the
Gurtin–Murdoch surface model has been successfully introduced
to the method of conditional moments. For higher value of volume
fraction the values of those moduli differ by a larger amount.
The relationship for the effective stiffness tensor of Eq. (3.34) is
obtained by the method of conditional moments within theFig. 1. Macro-volume of a material with randomly distributed spherical pores.
Fig. 4. Dependences of the normalized bulk modulus K⁄/Kcl on the void volume
fraction c1 for the radius of a spherical cavity R0 = 5 (nm).framework of the two-point approximation. As mentioned earlier,
for the case of composite with isotropic components and randomly
distributed spherical inclusions the method of conditional mo-
ments is equivalent to the method of moments by Khoroshun
(1967, 1968). It is also identical with the statistical assumptions
introduced by Willis (1977) and with Mori–Tanaka approach used
by Duan et al. (2005c). The difference between the results
calculated by the method of conditional moments and by Duan
et al. (2005c) can be explained by the fact that Duan’s results are
obtained on the basis of the Eshelby solution for a single inclusion
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technique. In the method of conditional moments the statistical
averaging is performed on the exact governing integral equations
for composite with randomly distributed spherical inclusions (which
account for all possible interactions); the solution for macroparame-
ters emerges naturally from such averaging process.
Nanoparticles can have various shapes and can be anisotropic
(like nanotube ﬁbers, for example). Application of the method of
conditional moments to analyze materials containing inhomoge-
neities with those, more complex geometric and mechanical char-
acteristics is likely to be more interesting and more important. It is
also likely to be more effective than other methods, given its past
success in analysis of composites with anisotropic components
and spheroidal or ellipsoidal inclusions without surface effects.
Comparison of the results derived by the method of conditional
moments with the calculations done via other methods and exper-
iments was presented in Nazarenko et al. (2009) and it shows that
the method of conditional moments can successfully be used for
composites in the case of high contrast in the properties of the con-
stituents, anisotropy of components and high volume fraction of
inclusions.5. Conclusions
A mathematical model for investigation of the effective proper-
ties of a material with randomly distributed nanoparticles, which
requires a special treatment of the surface between matrix and
nanoparticles, has been proposed. The surface effect is introduced
via Gurtin–Murdoch equations (Gurtin and Murdoch, 1975, 1978)
describing properties of the matrix/nanoparticles interface, which
are added to the system of stochastic differential equations formu-
lated within the framework of linear elasticity.
In the current work, the problem of ﬁnding the effective constants
is ultimately reduced to ﬁnding a stochastically averaged solution of a
system of stochastic differential equations based on the fundamental
equations of linear elasticity which are coupled with surface/interface
elasticity fully accounting for the presence of surface tension. In the
process of deriving that solution, use is made of Green’s function to
ﬁrst transform this system to a system of statistically non-linear
integral equations. Instead of seeking the solution for the local elastic
ﬁelds and averaging them in order to ﬁnd the effective properties of
the material, in this approach the ﬁrst (or preliminary) step of the
analysis is the statistical averaging performed on the governing
integral equations themselves. Theoretically, this leads to an inﬁnite
system of linear algebraic equations in terms of multipoint
conditional moments. This system can be truncated at any level of
approximation. In this work, a ﬁnite system of algebraic equations
for component-average strains is obtained by neglecting the stress
ﬂuctuations within the inclusions and restricting the derivation to a
two-point approximation. Two-point conditional probabilities which
are included in this system characterize the shape of nanoparticles
and their arrangement, albeit only in an approximate manner. As
explained in the paper, at that level of approximation, and for the
particular application considered here, the method of conditional
moments used here coincides with the method of moments
introduced by (Khoroshun 1967, 1968).
For the sake of numerical illustration of the approach, a nano-
porous material consisting of an isotropic matrix and spherical
nanocavities has been chosen. The bulk modulus of such a material
has been analyzed for varying volume content and varying radius
of the nanocavities within the speciﬁc model which focuses on
the inﬂuence of the interfaces on the effective bulk modulus of
the composite.
The size effect introduced due to addition of the residual stres-
ses and elasticity on the matrix/nanoparticles interface (surface ofnanocavities in the chosen numerical example) is accounted for in
the expressions for effective bulk moduli of the composite. The
numerical example shows that the proposed statistical approach
is capable to reveal that even in random nanocomposites the sur-
face effect is signiﬁcant for smaller sizes of pores. It is also able
to capture the qualitative inﬂuence that a particular type of the
material surface between matrix and nanoparticles has on the
effective properties of porous aluminum with random distribution
of pores. Comparison with results obtained on the basis of the self-
consistent scheme shows that the method of conditional moments
is comparable in accuracy and can be successfully used for investi-
gation of particulate nanomaterials. A higher discrepancy for larger
volume fractions is probably associated with inadequacies of both
methods as each of them introduces some, although different,
approximations to make the solution possible. Those approxima-
tions are very likely to play a more signiﬁcant role for higher levels
of pore concentration.
Even though random composites can be analyzed using other
techniques, including various increasingly popular numerical tech-
niques (such as ﬁnite element method and methods based on the
boundary integral formulations), the method of conditional mo-
ments has its distinct merits. One of them is its elegant treatment
of truly random composite structures. The other is its ability to
provide closed-form expressions for the effective properties of
nanocomposites from which the inﬂuence of different problem
parameters can be inferred, at least qualitatively. These features
alone have an important intellectual value.
Appendix A. Surface divergence of the surface identity tensor
ﬁeld
A.1. Background
Let’s assume that the surface of interest is locally parameterized
by nK, K 2 f1;2g, that is the position vector of a point on that
surface is expressed as rðnKÞ. Then, one can deﬁne a couple of
vectors GK
GK ¼ @r
@nK
 r;K; ðA1Þ
which forms the vector basis in the linear space tangent to the sur-
face S, called the natural basis. Another basis in the same tangent
space, denoted by GD and called dual or reciprocal, is deﬁned via
the following orthogonality condition
GK  GD ¼ dKD ðA2Þ
where the symbol ‘‘’’ represents the ‘‘dot’’ (or ‘‘inner’’) product of
vectors and dDK is the Kronecker ‘‘delta’’.
The bases GK and G
D are functions of nK and their derivatives
can be expressed by the well-known Gauss–Weingarten formulas
(see Itskov (2007), for example). For the natural basis these formu-
las are (cf. Eq. (A1) for notations)
GK;R ¼ C DKR GD þ BKRn  C 1KR G1 þ C 2KR G2 þ BKRn; ðA3Þ
with a unit vector n normal to the surface. Here, an index repeated
in the subscript and superscript position implies summation,
C DKR ¼ GK;R  GD are the so-called Christoffel symbols (of the second
kind) and BKR ¼ GK;R  n are the components of the local curvature
tensor. Eq. (A3) together with Eq. (A1) implies that BKR ¼ BRK
whereas the deﬁnition of the Christoffel symbols and Eq. (A1) imply
the following symmetry property C XKR ¼ C XRK . The analogical
formulas for the derivatives of vectors of the dual basis are
GD;R ¼ C DKR GK  BDRn  C D1R G1  C D2R G2  BDRn; ðA4Þ
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As in other situations, tensors in the tangent space represent
linear transformations of the vectors in that tangent space into vec-
tors in the same space. They can be represented as linear combina-
tions of dyadic product of some vectors in that space. If a tensor is
represented by a single dyadic of two vectors, e.g., T ¼ a b, it
operates on a vector v as follows
T  v ¼ ða bÞ  v ¼ ðb  vÞa: ðA5Þ
Any tensor in the tangent space can be represented by a linear
combination of dyadic composed of vectors of the basis GK alone,
GD alone, or a combination of those two sets of vectors. For exam-
ple, the curvature tensor B (components of which appear in Eqs.
(A3) and (A4)) can be represented in several ways shown below
(as well as many other ways)
B ¼ BDKGD  GK ¼ BDKGD  GK ¼ B KD GD  GK ¼ BDKGD  GK: ðA6Þ
In the above equation double summation is implied and the (in-
dexed) coefﬁcients multiplying the dyadic are various components
of the tensor B. They all can be different, but they are related to
each other by transformation formulas involving the so-called
Gram matrices related to the natural or dual bases. Those matrices
are deﬁned as follows
GDK ¼ GD  GK; GDK ¼ GD  GK: ðA7Þ
As an example of the relationship between various components
of the curvature tensor B one can present the following
B KD ¼ BDRGRK: ðA8Þ
Components of tensor B appearing in the above equation are
present in Eqs. (A3) and (A4).
A.2. Surface identity tensor ﬁeld and its surface divergence
With the above background information it is easy to see that the
surface unit tensor at each point of the surface can be (for example)
deﬁned as follows
IS ¼ GD  GD: ðA9Þ
It is so because, for any vector v, which can always be represented
as v ¼ vKGK,
IS  v ¼ GD  GD
 
 vKGK
  ¼ vK GD  GK GD ¼ vK dDK GD
¼ vKGK ¼ v: ðA10Þ
Surface divergence of a tensor ﬁeld T of any rank, deﬁned on
surface S, is described by the following general formula (see an
analogical formula for volumetric divergence in Itskov (2007))
divST ¼ T;K  GK: ðA11Þ
Applying this formula to the ﬁeld of the surface unit tensors of
Eq. (A9) yields
divSIS ¼ divSðGD  GDÞ ¼ ðGD  GDÞ;K  GK
¼ ðGD;K  GD þ GD  GD;KÞ  GK: ðA12Þ
With the use of Eqs. (A3) and (A4), the above formula is trans-
formed further
divSIS ¼ ððC RDK GRþBDKnÞGDþGDðC DKR GRBDKnÞÞ GK
¼ ðCDKRGRGDþBDKnGDC DKR GDGRBDKGDnÞ GK
¼ ðCDKRGRGDþBDKnGDC RKD GRGDÞ GK
¼ BDKGDKn¼ BDDn; ðA13Þwhere, in the last couple of transformations, a change of (dummy)
indices was introduced, the relationships of Eqs. (A7) and (A8) were
utilized, and orthogonality of n and GK was taken into account.
Considering that the mean curvature of a surface is deﬁned as
j ¼ 0:5trðBÞ ¼ 0:5½B11 þ B22 ¼ 0:5BDD, it follows that
divSIS ¼ 2jn; ðA14Þ
which is the formula used in the main body of the paper.
Appendix B. Scalar formulas for the effective material
properties
B.1. Some basic operations on rank four isotropic tensors
The operations presented here are standard, but they are reiter-
ated here for a more detailed explanation of some transformations
used in the main body of this paper.
Considering that both the matrix and the nanoinhomogeneities
are assumed isotropic and linearly elastic, all tensors involved in
the tensorial form of the formula for the effective elastic properties,
Eq. (3.34), are isotropic fourth order tensors. Thus, for example,
C1 ¼ k1I
2
 I
2
þ l1 I
4
þ ð12ÞI
4
 
;
C2 ¼ k2I
2
 I
2
þ l2 I
4
þ ð12ÞI
4
 
;
ðB:1Þ
where k1;l1; k2;l2 are Lamé constants characterizing the bulk
material of the nanoinhomogeneities and the material of the matrix,
respectively, I
2
and I
4
are the rank two and rank four identity tensors,
and the operation (12) represents the ‘‘swap’’ (or transposition) on
the ﬁrst and the second position of the following tensor. To be more
speciﬁc, if Gi and G
i, i = 1, 2, 3, denote a vector basis and its recipro-
cal (or dual) vector basis (cf. Appendix A)
I
2
¼ Gi  Gi ¼ Gi  Gi; I
4
¼ Gi  Gj  Gi  Gj ¼ Gi  Gj  Gi  Gj;
ð12ÞI
4
¼ Gj  Gi  Gi  Gj ¼ Gj  Gi  Gi  Gj:
ðB:2Þ
It is noted that the tensor L of Eq. (3.24), which is not a consti-
tutive tensor, also has the form of Eq. (B.1), and that all linear com-
binations of tensors having that form (such as those present in Eqs.
(2.8), (3.31)) are tensors possessing the same form, with the same
linear combination of the parameters k and l.
It is clear that, if the tensors like those presented in Eq. (B.1)
operate on second rank non-symmetric tensors, their part contain-
ing the swap (12) is needed to yield the symmetric second order
tensor as the outcome of this operation. Given that, in this partic-
ular application, the second order tensors on which all fourth rank
tensors entering Eq. (3.34) operate are symmetric, the swaps in-
cluded in Eq. (B.1) are not needed. Thus, in the present case, Eqs.
(B.1) may be cast in the following equivalent forms, a common
practice in describing problems of linear elasticity,
C1 ¼ k1I
2
 I
2
þ 2l1I
4
¼ 3k1 þ 2l1
  1
3
I
2
 I
2
 
þ 2l1 I
4
 1
3
I
2
 I
2
 
¼ 3K1Hþ 2l1D;
C2 ¼ k2I
2
 I
2
þ 2l2I
4
¼ 3k2 þ 2l2
  1
3
I
2
 I
2
 
þ 2l2 I
4
 1
3
I
2
 I
2
 
¼ 3K2Hþ 2l2D; ðB:3Þ
where K1 ¼ ½3k1 þ 2l1=3; K2 ¼ ½3k2 þ 2l2=3; are the bulk moduli
of the corresponding materials and the fourth rank tensors H and
D, interpreted as operators, are projectors of the second order
tensors on their volumetric (or hydrostatic) subspace and deviatoric
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(2005c)). It can be veriﬁed, either directly by employing Eqs. (B.2)
or simply by interpretation of the operations of the projection, that
H : H ¼ H H : D ¼ D : H ¼ 0; D : D ¼ D: ðB:4Þ
All rank four tensors present in Eq. (3.34), have the form ex-
pressed in the rightmost part of Eq. (B.3). For tensors possessing
such representation extremely convenient formulas for the super-
position of the operations those tensors represent (i.e., their multi-
plication, or double contraction) and for their inversion are
deduced when the properties of Eq. (B.4) are taken into account.
For the superposition one has
C1 : C2 ¼ C2 : C1 ¼ 9K1K2Hþ 4l1l2D ðB:5Þ
and for the inversion (illustrated here only for tensor C1)
C11 ¼
1
3K1
Hþ 1
2l1
D: ðB:6Þ
So, in the case of multiplication the corresponding constants have to
be multiplied whereas in the case of inversion they need to be in-
verted; otherwise the form of the resulting tensor remains un-
changed. These formulas greatly facilitate further evaluation of Eq.
(3.34).
B.2. Development of the scalar formulas for the effective material
properties
It is ﬁrst noted that tensors involved in Eq. (3.34), and deﬁned in
the main body of the paper, can be presented in the following
forms (C of Eq. (2.8) with the help of Eq. (B.6))
L ¼ aI
2
 I
2
þ b I
4
þ ð12ÞI
4
 
¼ aI
2
 I
2
þ 2bI
4
¼ 3½3aþ 2b
3
1
3
I
2
 I
2
 
þ 2b I
4
 1
3
I
2
 I
2
 
¼ 3KHþ 2bD; ðB:7aÞ
C3 ¼ 3½K1  K2Hþ 2½l1  l2D ¼ 3K3Hþ 2l3D; ðB:7bÞ
C4 ¼ 3½c2K1 þ c1K2Hþ 2½c2l1 þ c1l2D ¼ 3K4Hþ 2l4D; ðB:7cÞ
C ¼ 3½c1K1 þ c2K2Hþ 2½c1l1 þ c2l2D ¼ 3KHþ 2lD; ðB:7dÞ
C ¼ 3 K1  K2
c1K2 þ c2K1
 
Hþ 2 l1  l2
c1l2 þ c2l1
 
D ¼ 3KHþ 2lD: ðB:7eÞ
Cc ¼ 3KcHþ 2lcD; Cc ¼ C; C1 6 C2 and Cc ¼ C; C2 6 C1;
ðB:7fÞ
C0 ¼ 3½c2K1 þ c1K2  KcHþ 2½c2l1 þ c1l2  lcD ¼ 3K 0Hþ 2l0D:
ðB:7gÞ
The meaning of the new symbols introduced at the rightmost
part of the above equations is easily inferred from those equations,
except that for the symbols in Eq. (B.7g) two possibilities exist,
depending on which of the two conditions speciﬁed in Eq. (B.7f)
characterizes the material under consideration. In either case, all
of those variables are related to K1;l1;K2;l2; c1 and c2 ¼ 1 c1.
Furthermore, as can be seen in Eq. (B.3), Hþ D ¼ I
4
, so the rank
four unit tensor, present in Eq. (3.34), can also be represented in
the same form as all of the other tensors in that equations, speci-
ﬁed earlier in this section. With that observation, evaluation of
Eq. (3.34) is easy if use is made of Eqs. (B.5), (B.6) and (B.7). It leads
to the following formula for the tensor of effective elastic constants
C ¼ 3KHþ 2lD; ðB:8Þwhere K depends only on the K0s deﬁned in Eqs. (B.3) and (B.7), and
l depends only on l0s in those equations (although K and b(=l) of
Eq. (B.7a) are further dependent on Kc and lc , in view of Eq. (3.25).
In what follows both the scalar formulas for the effective bulk
modulus K⁄ and for the effective shear modulus l will be devel-
oped. However, due to the assumptions made in this work, which
were designed only to estimate the inﬂuence of the surface effects
on the bulk modulus, no inﬂuence of the surface properties on the
effective shear modulus l is expected. In the subsequent develop-
ment the following (easily veriﬁable) identity will be used
4½kS þ lS
27R0Kc
1þ mc
1 mc
 
I
2
 I
2
¼ L : ½3K^SHþ 2l^SD; ðB:9Þ
in which K^S and l^S, evaluated taking into account deﬁnition of ten-
sor L given in Eqs. (3.23), (3.24), and (3.25), are
K^S ¼ 43R0 ½kS þ lS; l^S ¼ 0: ðB:10Þ
Then, the expression in the rightmost bracket of Eq. (3.34) can be
transformed to the following form
c2L : C3  4½kS þ lS9R0Kc
1þ mc
1 mc
 
I
2
 I
2
¼ L : ½c2C3 þ 3K^SH
¼ 9K½c2½K1  K2 þ K^SHþ 4bc2½l1  l2D: ðB:11Þ
After a similar evaluation of the expression that in Eq. (3.34) is
inverted, after its inversion (in accord with Eq. (B.6)), its combina-
tion with, I
4
¼ Hþ D and, ﬁnally, after its contraction with the ten-
sor of Eq. (B.11), the formula presented in Eq. (B.8) is arrived at,
with the following scalar expression for the effective bulk modulus
K ¼ K þ 9c1KðK1  K2Þbc2ðK1  K2Þ þ K^Sc
1 9Kbc1K2 þ c2K1  Kc þ K^Sc
: ðB:12Þ
We recall that in the above expression K depends on a and b of
Eq. (3.25) (as seen in Eq. (B.7a)) and, therefore, on the properties of
the reference medium; K^S is deﬁned in Eq. (B.10); and Kc is equal to
either K or K , depending on which of the conditions speciﬁed in Eq.
(B.7f) is satisﬁed.
The scalar formula for the shear modulus that is obtained with-
in the framework of the model constructed in this work is found to
be:
l ¼ lþ 4c1c2b½l1  l2
2
1 4b½c2l1 þ c1l2  lc
: ðB:13Þ
As expected, this formula does not include the interface effects
and coincides with the one developed by Khoroshun (1978) and
Khoroshun et al. (1993).
References
Brisard, S., Dormieux, L., Kondo, D., 2010. Hashin–Shtrikman bounds on the bulk
modulus of a nanocomposite with spherical inhomogeneities and interface
effects. Comput. Mater. Sci. 48 (3), 589–596.
Buryachenko, V., 2001. Multiparticle effective ﬁeld and related methods in
micromechanics of composite materials. Appl. Mech. Rev. 54, 1–47.
Cahn, J.W., Larché, F., 1982. Surface stress and the chemical equilibrium of small
crystals II. Solid particles embedded in a solid matrix. Acta Metall. 30, 51–56.
Chen, T., Dvorak, G.J., Yu, C.C., 2007. Size-dependent elastic properties of
unidirectional nano-composites with interface stresses. Acta Mech. 188, 39–54.
Duan, H.L., Wang, J., Huang, Z.P., Luo, Z.Y., 2005a. Stress concentration tensors of
inhomogeneities with interface effects. Mech. Mater. 37, 723–736.
Duan, H.L., Wang, J., Huang, Z.P., Karihaloo, B.L., 2005b. Eshelby formalism for nano-
inhomogeneities. Proc. R. Soc. Lond. Ser. A 461, 3335–3353.
Duan, H.L., Wang, J., Huang, Z.P., Karihaloo, B.L., 2005c. Size-dependent effective
elastic constants of solids containing nanoinhomogeneities with interface
stress. J. Mech. Phys. Solids 53, 1574–1596.
Duan, H.L., Yi, X., Huang, Z.P., Wang, J., 2007. A united scheme for prediction of
effective moduli of multiphase composites with interface effects. Part I:
Theoretical framework. Mech. Mater. 39, 81–93.
966 L. Nazarenko et al. / International Journal of Solids and Structures 51 (2014) 954–966Eshelby, J.D., 1957. The determination of the elastic ﬁelds of an ellipsoidal
inclusions, and related problems. Proc. R. Soc. A 241, 376–396.
Garg, A., Sinnott, S.B., 1998. Effect of chemical functionalization on the mechanical
properties of carbon nanotubes. Chem. Phys. Lett. 295, 273–278.
Garg, A., Han, J., Sinnott, S.B., 1998. Interactions of carbon-nanotube proximal probe
tips with diamond and graphene. Phys. Rev. Lett. 81 (11), 2260–2263.
Gurtin, M.E., Murdoch, A.I., 1975. A continuum theory of elastic material surfaces.
Arch. Ration. Mech. Anal. 57 (4), 291–323.
Gurtin, M.E., Murdoch, A.I., 1978. Surface stress in solids. Int. J. Solids Struct. 14,
431–440.
Gurtin, M.E., Voorhees, P.W., 1993. The continuum mechanics of coherent two-
phase elastic solids with mass transport. Proc. R. Soc.: Math. Phys. Sci. 440
(1909), 323–343.
Gurtin, M.E., Weissmüller, J., Larché, F., 1998. A general theory of curved deformable
interfaces in solids at equilibrium. Philos. Mag. A 78, 1093–1109.
Hashin, Z., Shtrikman, S., 1963. A variational approach to the theory of elastic
behavior of multiphase materials. J. Mech. Phys. Solids 11, 127–140.
He, L.H., Li, Z.R., 2006. Impact of surface stress on stress concentration. Int. J. Solids
Struct. 43, 6208–6219.
Hill, R., 1975. Continuum micromechanics of elastoplastic polycrystals. J. Mech.
Phys. Solids 13, 89–101.
Itskov, M., 2007. Tensor Algebra and Tensor Analysis for Engineers. Springer, Berlin.
Khoroshun, L.P., 1967. Theory of isotropic deformation of elastic bodies with
random inhomogeneities. Prikl. Mekh. 3 (9), 12–19.
Khoroshun, L.P., 1968. Statistical theory of deformation of unidirectional ﬁbrous
materials. Prikl. Mech. 4 (7), 8–15.
Khoroshun, L.P., 1978. Methods of random functions in determining the
macroscopic properties of microheterogeneous media. Prikl. Mech. 14 (2),
113–124.
Khoroshun, L.P., Nazarenko, L.V., 1992. Effective elastic properties of composites
with disoriented anisotropic ellipsoidal inclusions. Int. Appl. Mech. 28 (12),
801–808.
Khoroshun, L.P., Maslov, B.P., Shikula, E.N., Nazarenko, L.V., 1993. Statistical
Mechanics and Effective Properties of Materials. Naukova dumka, Kiev.
Kienzler, R., Herrmann, G., 2000. Mechanics in Material Space. Springer, Berlin.
Kröner, E., 1977. Bounds for effective elastic moduli of disordered materials. J. Mech.
Phys. Solids 25, 137–155.
Kushch, V.I., Mogilevskaya, S.G., Stolarski, H.K., Crouch, S.L., 2011. Elastic interaction
of spherical nanoinhomogeneities with Gurtin–Murdoch type interfaces. J.
Mech. Phys. Solids 59, 1702–1716.
Kushch, V.I., Mogilevskaya, S.G., Stolarski, H.K., Crouch, S.L., 2013. Elastic ﬁelds and
effective moduli of particulate nanocomposites with the Gurtin–Murdoch
model of interfaces. Int. J. Solids Struct. 50, 1141–1153.Lim, C.W., Li, Z.R., He, L.H., 2006. Size-dependent, non-uniform elastic ﬁeld inside a
nano-scale spherical inclusion due to interface stress. Int. J. Solids Struct. 43,
5055–5065.
Maugin, G.A., 1993. Material Inhomogeneities in Elasticity. Chapman & Hall, London.
Maugin, G.A., 1995. Material forces: concepts and applications. Appl. Mech. Rev. 48,
213–245.
McBride, A.T., Javili, A., Steinmann, P., Bargmann, S., 2011. Geometrically nonlinear
continuum thermomechanics with surface energies coupled to diffusion. J.
Mech. Phys. Solids 59, 2116–2133.
McBride, A.T., Mergheim, J., Javili, A., Steinmann, P., Bargmann, S., 2012. Micro-to-
macro transitions for heterogeneous material layers accounting for in-plane
stretch. J. Mech. Phys. Solids 60, 1221–1239.
Miller, R.E., Shenoy, V.B., 2000. Size-dependent elastic properties of nanosized
structural elements. Nanotechnology 11, 139–147.
Mitrushchenkov, A., Chambaud, G., Yvonnet, J., He, Q.-C., 2010. Towards an elastic
model of wurtzite AlN nanowires. Nanotechnology 21, 255702.
Mogilevskaya, S.G., Crouch, S.L., Stolarski, H.K., 2008. Multiple interacting circular
nano-inhomogeneities with surface/interface effects. J. Mech. Phys. Solids 56,
2298–2327.
Mogilevskaya, S.G., Crouch, S.L., Grotta, A.L., Stolarski, H.K., 2010a. The effects of
surface elasticity and surface tension on the transverse overall elastic behavior
of unidirectional nano-composites. Compos. Sci. Technol. 70, 427–434.
Mogilevskaya, S.G., Crouch, S.L., Stolarski, H.K., Benusiglio, A., 2010b. Equivalent
inhomogeneity method for evaluating the effective elastic properties of
unidirectional multi-phase composites with surface/interface effects. Int. J.
Solids Struct. 47, 407–418.
Mura, T., 1987. Micromechanics of Defects in Solids. Martinus Nijhoff Publishers,
Dortrecht, The Netherlands.
Nazarenko, L., Khoroshun, L., Müller, W.H., Wille, R., 2009. Effective thermoelastic
properties of discrete-ﬁber reinforced materials with transversally-isotropic
components. Continuum Mech. Thermodyn. 20, 429–458.
Robertson, D.H., Brenner, D.W., Mintmire, J., 1992. Energetics of nanoscale graphitic
tubules. Phys. Rev. B 45 (21), 12592–12595.
Sharma, P., Ganti, S., 2004. Size-dependent Eshelby’s tensor for embedded
nanoinclusions incorporating surface/interface energies. J. Appl. Mech. 71, 663–671.
Steinmann, P., 2002. On spatial and material settings of hyperelastostatic crystal
defects. J. Mech. Phys. Solids 50 (8), 1743–1766.
Steinmann, P., 2008. On boundary potential energies in deformational and
conﬁgurational mechanics. J. Mech. Phys. Solids 56, 772–800.
Willis, J.R., 1977. Bounds and self-consistent estimates for the overall properties of
anisotropic composites. J. Mech. Phys. Solids 25 (2), 185–202.
Yang, F.Q., 2004. Size-dependent effective modulus of elastic composite materials:
spherical nanocavities at dilute concentrations. J. Appl. Phys. 95, 3516–3520.
