[1] In this study we explore the ability of three parameterization schemes to represent mesoscale eddies' effects in a single, idealized ocean basin. We first carry out an eddyresolving simulation with an ocean general circulation model (GCM). The three schemes tested are the traditional Fickian diffusion and the Green-Stone (GS) and Gent-McWilliams (GM) parameterizations. Evaluation of the divergence of the eddy heat flux from the reference simulation in the time-averaged thermal balance shows that eddies contribute significantly to the balance only in a geographically limited area adjacent to the western boundary around the separation point of the midlatitude jet. For this region, diagnostic tests are carried out comparing the local properties of the eddy heat flux evaluated from the fineresolution eddy-resolving reference simulation with the parameterized fluxes diagnosed according to the three schemes. Evaluation of the Fickian diffusion shows that the components of the eddy heat flux are not down the temperature gradient in about half of the domain. The GS parameterization is assessed by examining the relative orientation of the isopycnal surface and the eddy heat flux vector. The relative orientation falls outside the range implicitly assumed by the GS parameterization in about half of the domain. Similarly, the GM scheme simulates the wrong sign for the divergence of the eddy heat flux in about half of the domain. Comparison of the divergences predicted with the schemes in the most energetic subdomain of the western region shows that all of them have some skill but does not identify any one scheme as being superior to the others, and two of them, GS and GM, fail in the western boundary current by predicting the wrong sign of the divergence. The incorrect orientation of the eddy heat flux vector in the test of the GS scheme implies that mean flow kinetic energy is an important source of eddy energy, and this is a likely reason why the GS and GM schemes do not do better. We carry out a further assessment of the parameterization schemes by implementing them in an ocean GCM in coarse-resolution experiments, thus mimicking the actual procedure used in climate simulations. All the parameterization schemes can be tuned to reproduce with some accuracy some of the climatological diagnostic quantities, hence their relative success in climatological coarseresolution simulations. However, once again, no one scheme is noticeably better than the others. We note that our results only apply to parameterizations of eddies generated in western boundary currents and their extensions. 
Introduction
[2] One of the most important problems of oceanic modeling on climatic timescales is poor representation of mesoscale eddies. A number of eddy parameterization schemes have been proposed to represent the transport properties of eddies in complex general circulation models (GCMs). Although important, the nature of the eddy momentum flux is not well understood and until recently has been explored only in simple models. The major focus of research in the development of the eddy parameterizations presently aims to represent the eddy flux of tracers, including the active tracers such as temperature and salinity.
[3] Oceanic mesoscale eddies can either transport heat directly by advecting water and exchanging heat with the atmosphere, or indirectly by modifying the large-scale density distribution and, respectively, the circulation and heat transport. In a series of basin scale experiments with varying horizontal evolution from 1°down to 1/6°, Cox [1985] , and Böning and Budich [1992] , found that the explicitly resolved eddy field does not increase the total heat transport but rather modifies the transport by the mean circulation such that the sum of the two is a constant. In a study by Fanning and Weaver [1997] , a similar experimental setup was used for a much longer time with lower order horizontal mixing. It was shown that by increasing the resolution from 4°to 1/4°a nd effectively permitting eddies in the model, the total heat transport is indeed increased by as much as 50%. However, Fanning and Weaver identified that the increase occurs because of the finer resolution of the steady currents. The contradiction of these studies suggests that the understanding of the role of eddies in the establishment of the climate state of a model is still an open question and requires a consistent representation in the coarse-resolution models.
[4] Traditionally, the transfer of heat by mesoscale eddies was assumed to occur in the opposite direction to the gradient of the time mean temperature distribution. This diffusive or Fickian scheme, has been extensively used in ocean modeling [e.g., Sarmiento and Bryan, 1982; Bryan, 1987] . The scheme assumes that the mesoscale eddies act to decrease the local gradients of temperature.
[5] The representation of eddy transport as arising from baroclinic instability was proposed for zonally averaged models of atmospheric flows by Green [1970] , and Stone [1972] , and adopted for a zonally averaged model of the Antarctic Circumpolar current by Marshall [1981] . Schemes based on a similar concept with b effects included, have had considerable success in atmospheric modeling [e.g., Stone and Yao, 1990] . So far, such a scheme has not been implemented in any primitive equation oceanic GCM.
[6] Another recently proposed eddy heat flux parameterization scheme is based on a different set of assumptions. While the schemes mentioned earlier assume diabatic eddy transfer, the Gent-McWilliams scheme [Gent and McWilliams, 1990] represents the eddy heat flux by a quasiadiabatic process similar to Stokes drift. A nondivergent velocity is added to the time mean Eulerian flow forming a modified advective velocity. The scheme is based on the transformed Eulerian mean equations originally formulated in atmospheric modeling [Andrews and McIntyre, 1976; Plumb and Mahlman, 1982] . Following its implementation in the framework of a coarse-resolution GCM [Danabasoglu et al., 1994] , the scheme is very popular today and is implemented in the majority of the primitive equation oceanic GCMs. The most attractive part of the scheme is its quasi-adiabatic nature, as the largest part of the ocean is essentially adiabatic and mixing occurs predominantly in the isopycnal direction.
[7] While the more sophisticated Gent-McWilliams scheme provides some improvements in the simulation of the climatological state of the ocean compared to a simple Fickian diffusion [Danabasoglu et al., 1994; Duffy et al., 1997; England and Hirst, 1997; Jiang et al., 1999] , other assessments indicate that the scheme does not accurately represent all the effects of eddies on the tracer fields. These assessments of the parameterization schemes can be divided into three major groups. The first group evaluates the schemes in process models where the physical mechanism underlying the parameterization is reproduced in some simplified, conceptual framework. The second type of experiment deals with large-scale eddy resolving simulations that allow the direct evaluation of necessary fluxes and components of the scheme, thus providing the most consistent evaluation. The third group contains a variety of coarse-resolution experiments that can only identify some improvements in the representation of bulk climatological properties. By design, the coarse-resolution experiments do not contain explicit information about eddies. Note that we exclude from consideration here assessments which omit thermal forcing [Gille and Davis, 1999; Roberts and Marshall, 2000; Drijfhout and Hazeleger, 2001 ], since they do not allow a proper test of the ability of the parameterizations to simulate climatological heat flux divergences.
[8] The first group of studies considers idealized flows, i.e. either zonally periodic or channel model configurations [Marshall, 1981; Lee et al., 1997; Visbeck et al., 1997; Kilworth, 1998; Gille and Davis, 1999; Treguier, 1999] . These studies investigate the use of the parameterization schemes in the ocean regions where indeed the flow can be approximated by a periodic channel, such as the Antarctic Circumpolar current. On the other hand the conclusions of these studies may not be valid in the areas where the flow is intrinsically three dimensional, such as western boundary currents and gyre circulations.
[9] In the second group of studies there is a limited number that have been carried out for times long enough to capture the adjustment of the thermohaline circulation. Among the most widely analyzed are idealized simulations of the North Atlantic [Cox, 1985; Böning and Budich, 1992] ; an eddy resolving model simulation of the southern ocean [The FRAM Group, 1991] ; realistic simulations of the North Atlantic Ocean Bryan, 1993a, 1993b; Nakamura and Cho, 2000] and Global Eddy Resolving model simulations [Semtner and Chervin, 1992; Bryan et al., 1999] . The primary goals of the experiments were the reproduction of the observed features of the ocean general circulation and the most basic eddy activity.
[10] In the most comprehensive of these studies by Bryan et al. [1999] , the Gent and McWilliams [1990] and the VMSH-Stone parameterizations are assessed by comparing the bolus flux divergences with the divergences directly calculated in a fine-resolution reference calculation. The VMHS-Stone parameterization is a modified version of the Visbeck et al. [1997] NEW parameterization, in which Green's [1970] choice for the characteristic horizontal eddy scale is replaced by Stone's [1972] . Bryan et al. find correlations in the range 0.36 to 0.39 for the Gent and McWilliams scheme and 0.47 to 0.49 for the VMHS-Stone. However, the length of the experiments was only 5 years, thus the resulting eddy statistics were potentially not stable. The only other studies published to date that have attempted to infer the quality of eddy parameterizations from a large-scale eddy resolving simulation are those by Rix and Willebrand [1996] and Nakamura and Cho [2000] . However, neither study describes the spatial patterns of the heat flux divergence and both studies were also limited by the insufficient length of the integrations, only 20 and 30 years respectively. In other studies much of the information required for the evaluation of the eddy parameterization schemes was not collected; for example, in some of the CME experiments the required flux of salinity was not accumulated, so the buoyancy flux was estimated on the basis of the T-S relation.
[11] The coarse-resolution experiments simulating aspects of ocean climate are computationally less intensive. Thus, there is a large body of research addressing the climatological properties of these solutions: total heat transport, strength and structure of the overturning cell, water mass properties [e.g., Sarmiento and Bryan, 1982; Bryan, 1987; Danabasoglu et al., 1994; England, 1995; Robitaille and Weaver, 1995; Duffy et al., 1997; Jiang et al., 1999] . All of these experiments use only the Fickian or the GentMcWilliams parameterization schemes and can only evaluate how well the bulk climatological properties are being reproduced compared with observations [Levitus, 1982; Levitus and Boyer, 1994] . These experiments cannot compare the implied divergence of the parameterized flux with the observations, as the Levitus climatology does not provide observations suitable to evaluate the eddy heat flux and its divergence.
[12] This work addresses the fundamental question: are eddies important for modeling the role of the oceans in climate? In order to address this question, we examine the proposed eddy heat flux parameterizations in the context of a reference eddy resolving simulation. The configuration that we use is one in which the eddies are generated in the vicinity of a western boundary current and its extension into the oceans interior. Thus our results are complementary to the studies referred to above, which considered channel flows analogous to the Antarctic Circumpolar Current. The study comprises two major parts.
[13] The first part considers the eddy resolving calculation and presents a diagnostic evaluation of the three eddy heat flux parameterizations by comparing the eddy heat flux divergences predicted with the schemes with those evaluated in the eddy-resolving reference simulation. In the second part, coarse-resolution experiments are carried out with the same experimental setup of the fine resolution simulation. The eddy heat flux parameterizations are thus assessed by evaluating climatological quantities such as the zonally integrated meridional heat transport and again comparing them with the same quantities in the reference experiment. The important question is also addressed of whether the improvements in the climatological simulations obtained by using some of the eddy parameterizations can actually be attributed to the correct local representation of mesoscale eddies' effect.
[14] The paper is organized as follows. In section 2 the reference eddy resolving simulation is presented. A short description is first provided of the numerical model used, the MIT GCM, referring the reader to the published literature for details. A detailed description follows of the fine resolution calculation. The role of mesoscale eddies in the time-averaged thermal balance is presented in section 3, and the areas of the model domain where eddies are important is determined by evaluating the eddy heat flux divergence. The detailed properties of Fickian diffusion, the GreenStone and the Gent-McWilliams schemes are studied in section 4. The diagnostic analysis of the eddy heat flux parameterizations is performed and discussed in section 5 for the western midlatitude area, where the eddy heat flux divergence is the largest. In section 6 we implement the different parameterizations in coarse-resolution experiments and assess them by evaluating bulk climatological properties. Finally, in section 7, we present the conclusions and the major novel results of the investigation.
Reference Eddy-Resolving Simulation
[15] The model used in the simulation of the reference state is the MIT General Circulation Model (MIT GCM). A complete description of this model is given by Marshall et al. [1997a Marshall et al. [ , 1997b .
[16] The boundary conditions are typical for an idealized large-scale ocean simulation: no flow is allowed through the solid boundaries; the surface of the ocean is a rigid lid; noslip boundary conditions are used at sidewalls; a constant drag is used at the bottom; no diffusive flux of heat and salt are allowed normal to the solid boundaries. The North Atlantic ocean is mimicked by the idealized model configuration with straight coast lines in spherical coordinates and a flat bottom. The spherical domain of the experiment extends from 6°N to 64°N. The longitudinal extent of the basin is 36°, which roughly corresponds to the width of the midlatitudinal part of the North Atlantic ocean.
[17] The main criterion for the choice of subgrid mixing parameters is the necessity for the solution to support the process of baroclinic and/or barotropic instability and the associated formation of mesoscale eddies. The horizontal subgrid mixing is chosen to be biharmonic with mixing coefficients for dynamical and thermodynamical variables equal to 2.5 Á 10 . The effects of changes in salinity are neglected by keeping it constant through the whole length of the integration.
[18] The sources of energy for the model ocean are the wind stress, acting at the surface, and thermal forcing, in the form of a relaxation to an apparent atmospheric temperature for the upper layer (Figure 1 ). Both components of the forcing are constant in time and vary only meridionally. They represent an approximation to the climatological conditions in the Northern Hemisphere. The profiles of the forcing are similar to functions widely used in coarseresolution climate simulations [Bryan, 1987; Marotzke and Willebrand, 1991] . The shape of the wind stress (Figure 1a) captures the major features of the observed zonally averaged wind stress. Its curl supports the formation of three major wind-driven gyres: the subtropical and subpolar circulations and a tropical gyre maintaining the horizontal circulation in the vicinity of the southernmost boundary. The profile is slightly nonsymmetrical with respect to the midlatitude line of the zero wind stress curl. The thermal forcing (Figure 1b ) acts on the surface of the ocean. The upper layer of the model ocean is relaxed toward an apparent atmospheric temperature [Haney, 1971] . The choice of relaxation constant can affect the properties of the mesoscale eddies [Drijfhout and Walstein, 1998 ]. We use a value of 30 days, close to values estimated from observations [Haney, 1971] .
[19] The selection of horizontal discretization is based on two factors. A satisfactory simulation of eddies requires the horizontal resolution to be small compared to the scale of the instabilities which give rise to the mesoscale eddies. Typical stability analyses for the Gulf Stream extension show that the most unstable scales are 200 to 300 km [Kontoyiannis, 1997] . On the other hand, the smaller the horizontal resolution the higher the requirements for computer resources. Thus, we choose the horizontal resolution to be 0.2°. It is uniform in both meridional and zonal directions. This value is small enough to resolve typical mesoscale eddies. The vertical structure of the flow is represented with 15 nonuniformly distributed layers. The largest number of layers spans the upper part of the water column, in and above the main thermocline, with increasing thickness from 50 m to 300 m. The size and discretization of the model ocean domain are comparable to those for the pioneering basin scale eddy resolving simulation by Cox [1985] and the North Atlantic simulations by the ''community modeling effort'' (CME) of the World Ocean Circulation Experiment (WOCE) [Bryan and Holland, 1989; Böning and Budich, 1992; Böning et al., 1995 Böning et al., , 1996 .
[20] The reference experiment is initialized by an artificial climatology obtained by performing a coarse-resolution simulation with the same model with the same external parameters. The linear equation of state and constant salinity with the combination of large mixing coefficients guarantees the uniqueness of the solution [Marotzke and Willebrand, 1991] . The final state of the coarse-grid simulation is interpolated onto the fine grid of the eddy resolving simulation. This coarse-resolution climatological run simulates the larger scale features of the climatology. The horizontal resolution of the experiment is 4°, a standard value for coarse-resolution climate simulations, while the number of vertical layers, 15, is the same as in the eddy resolving calculation. The forcing of the model is the forcing of the eddy resolving reference experiment interpolated to the coarse grid (4°Â 4°). The horizontal subgrid scale mixing is parameterized in its simplest form as Laplacian viscosity and diffusivity with the conventional values of parameters, 5 Á 10 5 m 2 s À1 and 10 3 m 2 s À1 , respectively. The vertical mixing and bottom drag are the same as in the eddy resolving experiment. The traditional acceleration of convergence technique for coarse-resolution experiments [Bryan, 1984] is used in order to perform an integration of a few thousand years (measured on a tracer timescale) and reach an equilibrium state. The time step for temperature is 1 day which is 24 times larger than for the dynamical prognostic variables.
[21] During the first 50 years of integration the model undergoes a complicated process of internal adjustments. The fine resolution allows the development of time-depend- , and wind stress curl, 10 À5 Nm
À3
, and (b) apparent atmospheric temperature,°C.
ent mesoscale motions. The flow adjusts relatively quickly through the geostrophic adjustment process. Then it advects the temperature, modifying the density structure and thus the flow itself. In addition the mesoscale eddies transport heat locally and change the distribution of temperature. Again, the upper layer of the model is in direct contact with the atmospheric forcing.
[22] The timescale of the dynamical adjustment is of the order 10 years. This fact has been shown by a number of eddy resolving calculations [Holland and Rhines, 1980; Drijfhout, 1994] . In our experiment a spin-up period of 50 years is performed, after which the flow has no memory of the initial dynamical conditions and evolves only in response to the much more slowly varying density field. After the completion of the spin-up, the actual fine resolution experiment is started.
[23] The evolution of the spin-up is monitored using two diagnostic measures collected once every 14 days: the total kinetic energy for each layer and the evolution of the density field through the changes in the average temperature of layers. The two weeks interval provides a sufficient sampling on the hundred year timescale of the integration. The average temperature of each layer gives an estimate of the time drift, which is the overall heating or cooling of each layer. Upon reaching a statistically steady state, both curves become flat on a timescale larger than the timescale of the mesoscale variability.
[24] Figure 2 shows plots of the diagnostic quantities as a function of time during the spin-up period. After a relatively short initialization period (years 0 -1.2, Figure 2a) , the model quickly develops strong horizontal flows. At about year 10 all layers are in a statistical steady state as the kinetic energy for each layer fluctuates around some constant value. During years 10 to 50 the time-dependent motions become in balance with the thermal structure.
[25] The evolution of the density structure occurs on a different timescale (Figure 2b ). After the 50 years of the spinup period the averaged temperature of the layers is still in a transient state. There is a small but obvious thermal drift for each depth. The initial time to start collecting the data for the simulation is given by the decrease in the magnitude of the drift, in particular for the lower thermocline depths (700-1000 m), that is after 50 years. The drift is small and has a linear structure, that can be accounted for when necessary.
[26] The data is collected during the successive 55 years of integration after the 50 years of spin-up. Again, biweekly values of kinetic energy and layer averaged temperature are stored. Also climatological quantities are computed by accumulating state variables at each iteration. Division by the length of the period P at the end of the experiment provides the time mean quantities for each prognostic or diagnostic variable, e.g. for the zonal component of velocity [27] After the spin-up, the model is integrated for a further 55 years. The horizontal flow is in a statistical quasi-steady state (Figure 3a) . The signature of the mesoscale eddies is reflected in the presence of high frequency variability through the whole length of the simulation. The averaged thermal state continues to evolve with a slow time drift (Figure 3b ). The upper thermocline ocean gets warmer, the deeper ocean becomes cooler. The depths between 800 and 1000 m, that is roughly at the base of the thermocline, are in an equilibrium state. The same is true for the uppermost layer. The temperature evolution suggests that on average the thick deep ocean is losing heat to the thinner upper thermocline ocean. During the 55 years period the state variables and their respective fluxes were accumulated in order to obtain an estimate of the eddy heat flux at the end of the simulation.
Eddy Heat Flux in the Thermal Balance
[28] We first identify the areas of the domain where heating by the eddies is strong. The criterion for such identification is the relative magnitude of the three-dimensional divergence of eddy heat flux compared to the other terms in the thermal balance. The areas characterized by the strong eddy forcing are the parts of the model domain where eddies need accurate representation in coarse-resolution ocean climate models.
[29] The equation that governs the evolution of temperature T is:
where the left-hand side represents the sum of the evolution of temperature and three-dimensional divergence of heat flux, and the right hand side is the sum of the diabatic forcing (heating) at the surface, internal mixing terms and the generalized term C, representing convection.
[30] In order to assess the role of eddies in the thermal balance, we perform the decomposition of variables in equation (1) into their respective time mean and eddy componentsṽ
is the horizontal component of velocity, the time mean operator is defined as T ¼ 1 P R P 0 Tdt, where P is the length of the integration. Substituting the decomposition (2) into equation (1) and performing a time averaging of equation (1) over the period P we obtain the following timeaveraged temperature equation,
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The physical interpretation of terms in the balance equation (3) is the following: equation (3a) -time mean terms combining the three-dimensional divergence of the time mean heat flux, diabatic forcing at the surface and internal mixing; equation (3b) -three-dimensional divergence of the eddy heat flux; equation (3c) -terms representing the nonstationarity of T or time drift; equation (3d) -convection. The identification of the role of eddies in transporting heat requires the estimation of magnitude and geographical distribution of the three dimensional eddy heat flux divergence (equation (3b)) relative to other terms in the balance (equation (3)).
[32] The process of thermal adjustment is not uniform throughout the vertical column [e.g., Fanning and Weaver, 1997]. The timescale for the upper 500-700 m is determined by the propagation of the first baroclinic Rossby wave. For the deeper ocean it is determined by advection, which is very slow for the deep ocean. The length of our experiment is 55 years starting after 50 years of spin-up. Thus, the dynamical state is in near statistical equilibrium with the density structure, although the thermal structure at the same time is not fully equilibrated.
[33] The structure of time series of temperature helps to identify the areas of the domain where the time drift is significant. The evaluation of thermal time drift contribution (equation (3c)) depends on the difference in temperature at the end and beginning of the data accumulation, for each grid point. The magnitude of the nonstationarity is estimated to be less than 5 Á 10 À9°C s À1 for the fifth layer and is of similar values for the upper layers. It is an order of magnitude smaller for deeper layers due to smaller variations in temperature and is 2 to 3 orders of magnitude smaller than other terms in equation (3) in all the vertical layers. The magnitude of the eddy heating reaches 3 Á 10 À6°C s À1 near boundaries, but is an order of magnitude larger than in the interior. Figure 4 shows the area where eddies are strong and corerspondingly require an accurate representation. The meridional span of the area near the western boundry decreases with depth and centers more to the south for deeper layers.
Eddy Heat Flux Parameterization Schemes
[34] The idea that mixing is primarily along isopycnal surfaces lies behind isopycnal parameterizations [Solomon, 1971] and the adiabatic parameterization scheme proposed by Gent and McWilliams [1990] . The former is automatically employed in the isopycnal general circulation models [Bleck and Boudar, 1986] and can be implemented in pressure or Z coordinate models [Redi, 1982] . The latter is a modern eddy parameterization scheme that can be used in the majority of ocean GCMs. In the case of the crossisopycnal eddy transfer, two proposed schemes are Fickian diffusion and the scheme based on eddy transfer theory originally developed for atmospheric flows by Green [1970] and Stone [1972] . The first scheme represents the eddy heat flux as a downgradient transfer. The second relies on the assumption that transfer of heat by eddies occurs during the growth phase of the baroclinic waves. All the parameterization schemes assume that the eddies' effects can be represented as a function of a local statistically steady temperature distribution.
Fickian Diffusion
[35] Fickian diffusion is the simplest parameterization and has been the most widely used in the coarse-resolution models. The eddy heat flux is parameterized in terms of the downgradient transport of the time mean temperature with a constant horizontal and vertical scalar diffusivity coefficients
where (î, ĵ,k) is a Cartesian basis. The off-diagonal components of the diffusion tensor are neglected. In the majority of coarse-resolution experiments the horizontal coefficient, K Th , is assumed to be much larger than the vertrical coefficient, K Tw [Sarmiento, 1982] , resulting in the parameterization being quasi-horizontal.
[36] The test in its strong form requires equation (4) to be satisfied for positive K Th and K Tw that are constant everywhere in the domain. In addition we derive a weaker form of the testṽ
where the horizontal diffusion coefficient is allowed to be anisotropic and the diffusivity coefficients are allowed to be functions of space. By observing the distribution and the magnitude of the coefficients we can identify the strength of the local downgradient mixing throughout the model domain. Unless the vectorsṽ 0 T 0 and rT are orthogonal, the diffusion coefficients in equation (5) (5) is satisfied with the proper choice of the diffusivity coefficients K Tu , K Tv , and K Tw . The divergence of the fluxF FD associated with the Fickian diffusive parameterization (equation (4)) is evaluated for constant coefficients of mixing K Th , K Tw :
Green-Stone Parameterization Scheme (GS)
[37] The GS parameterization scheme was proposed originally for the modeling of atmospheric flows, where it simulates the zonally averaged meridional and vertical components of eddy heat flux. It is based on linear baroclinic stability theory. The baroclinically unstable process extracts potential energy from the time mean density field. The necessary energy is then supplied by diabatic processes, thus maintaining the mean eddy heat flux across isentropic surfaces.
[38] The formulation of the GS parameterization for the zonally averaged flows is
The diffusivity coefficient K vy is taken to be proportional to the maximum growth rate of an Eady-type baroclinic instability times the square of a characteristic horizontal mixing length l, i.e.,
where f is the Coriolis parameter, Ri ¼ . transforming the energy. Green [1970] suggested that l should be the width of the baroclinic zone. Stone [1972] proposed to use the first baroclinic radius of deformation l ¼ NHB f , where H B is the vertical scale of the baroclinic zone, and Bryan et al. [1999] followed this choice. While both of these scales are of a similar magnitude for atmospheric flows, they are different in the ocean.
[39] The GS parameterization also assumed that the eddies have displacements far from boundaries that are parallel to the half slope of the isopycnals (Appendix B). The slope of the isopycnal in the case of the reference experiment can be computed aŝ
where M 2 = gajr h Tjand N 2 = gaT z are the measures of the horizontal and vertical stratifications. In deriving this relation the linear form of the equation of state has been used. The vertical temperature gradients usually are much larger than horizontal ones resulting in a relatively flat orientation of the isotherms in the interior of the ocean. For small angles tan j % j and the slope of the isopycnal can be evaluated asŝ
The baroclinic nature of the eddy transfer then yields for the vertical components of the diffusive tensor
[40] The original derivation was developed for zonally averaged flows in the atmosphere, where due to the absence of meridional boundaries the concept of zonal average across the basin is well defined. In the case of oceanic flows, the presence of meridional coastal boundaries has a complex impact on the distribution of properties, thus breaking the homogeneity in the zonal direction. Thus, instead of the meridional plane, we consider a local transfer in the Isopycnal Angle plane (IA, derived as the plane formed by r " T and the vertical). First, the eddy heat flux vector is decomposed into two components
where the first component belongs to the IA plane and the second is normal to the plane. The GS parameterization cannot be applied to theṽ 0 T 0 j? because this component is orthogonal to the plane where the baroclinic transfer is predicted. Thus, the local GS scheme is used to diagnose only the component of the eddy heat flux
in a fashion analogous to the zonally averaged representation (equation (7)).
where s defines the direction of an isopycnal vectorS (see Appendix B) and the mixing coefficients are determined according to the rules (8) -(11) with K vs = K vy and K ws = K wy .
[41] The evaluation of the mixing coefficient K vs is performed according to Visbeck et al. [1997] as a twodimensional field:
where the Eady growth rate is averaged (operator .
-z ) over the upper 7 layers of the model with a total depth 950 m. All other mixing coefficients in equation (13) are computed according to equations (10) and (11).
[42] We note that equations (10), (11), and (13) imply that
This result corresponds to the result for the most unstable mode in the Eady model far from boundaries, i.e., that the preferred slope for the eddy heat flux vector is one half the isentropic slope. This slope maximizes the conversion of the available potential energy to eddy kinetic energy [Green, 1970] . In fact any slope between zero andŝ IS corresponds to such a conversion, i.e. to a situation corresponding to baroclinic instability. This affords us a simple test as to whether the basic process assumed by the GS parameterization is occurring. We define
and we will look to see whether the appropriate energy conversion is taking place, i.e., whether 0 < ratio GS <ŝ IS If this condition is not satisfied then the eddies must be drawing their energy from the kinetic energy of the mean flow.
Gent-McWilliams Parameterization Scheme (GM90)
[43] The Gent-McWilliams eddy heat flux parameterization assumes that the role of eddies in the establishment of the time mean density structure can be represented by an adiabatic process. An additional component of velocity is added to the time mean Eulerian velocityṽ, leading to the transormed Eulerian mean equation,
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The additional right hand side term " R is the along isopycnal mixing andṽ* h ; w* ð Þis the eddy-induced velocity.
[44] The proposed form of the eddy-induced circulation in the case of a linear equation of state with constant salinity is
where the magnitude of the horizontal vectorL (Appendix B) defines the isopycnal slope. By construction the circulation, equation (16) is nondivergent, i.e.,
In addition with the simplified equation of state the isopycnal diffusion is absent; thus, R = 0. The external diabatic forcing Q = 0 for all layers excluding the upper one.
[45] Substituting the components of the residual velocity (equation (18)) we obtain the following temperature balance equation in the transformed Eulerian mean formulation within the framework of the reference simulation. It can be directly compared to the Eulerian mean formulation of the equations (3a) - (3d):
whereF GM is a flux vector that can be associated with the GM mixing. Expanding the formula for r ÁF GM in the case of constant K GM we obtain
After substituting,
where a superscript indicates the component in the local Cartesian basis and a subscript a partial derivative, the divergence of the GM flux (equation (19)) can be evaluated as
If the isopycnal slope is small, ŝ IS ( 1, then the dominant terms in the balance are the horizontal Fickian diffusion. This simplification shows the correspondence between the diabatic Fickian diffusion and the Gent-McWilliams parameterization in a simplified formulation.
Diagnostic Tests of the Eddy Heat Flux Parameterization Schemes
[46] As we showed in Section 3, time-dependent motions are important only in limited parts of the model domain, predominantly in the upper 1000 m of the western boundary area in the midlatitude region. Figure 4 presents the three-dimensional divergence of the eddy heat flux for the second layer. The areas where the eddy heat flux divergence is strong are the same for other thermocline layers as well ( Figure 5 ). The western area from 25°N to 50°N and from the western boundary to about 10°E is chosen for the tests of the physical mechanisms of the parameterization schemes (larger rectangular area in Figure 4) . Three layers that span the vertical range of the main thermocline are considered: the upper layer 0 -50 m, the subsurface layer 50 -125 m and a thermocline layer 350 -500 m (fifth layer).
[47] The tests based on the physical mechanisms of the parameterization schemes allow us to estimate the respective mixing coefficients. The corresponding three-dimensional divergence of implied flux using the estimated coefficients is presented for the parameterization schemes and compared with the divergence of the eddy heat flux calculated from the reference simulation. This set of diagnostic quantities is computed in the smaller subdomain of the western area (smaller rectangular area in Figure 4 ) where eddies are the most active for all three considered layers. Figure 6 shows the three-dimensional divergence of the eddy heat flux in this subdomain for layers 1, 2 and 5(subplots (a), (b), and (c), respectively).
Test of Fickian Diffusion
[48] We test the assumption underlying the Fickian diffusion parameterization, that the components of the eddy heat flux are downgradient. The percentage of the western region where the diffusion coefficients are positive, and thus the fluxes downgradient, is given in Table 1 . The most important observation about the direction of the eddy heat flux with respect to the isotherms is that the eddy heat flux in general is not down the gradient of the time mean temperature distribution. The area where it is ranges from 42% for K Tw in the thermocline layer to 78% for K Tv in the upper layer. Also there is only a small area where all three coefficiens are simultaneously positive.
[49] Thus Fickian diffusion fails in reproducing the eddy heat flux as the three-dimensional downgradient transport of temperature. The magnitude of the positive coefficients also varies considerably. However, they are generally consistent with the magnitude of the coefficients used in coarseresolution climate models: about 10 3 -10 4 m 2 s À1 for the horizontal components and 10 À4 -10 À5 m 2 s À1 for the vertical component. The qualitative analysis of the areas reveals the strengthening of horizontal mixing in the upper layers and close to the western boundary where the strength of eddies is the largest.
[50] We also evaluated the coefficients by using fields averaged over boxes with areas of 1°Â 1°and 2°Â 2°. However, this does not change the overall balances. Tables 2 and 3 show the areas where the individual diffusivity coefficients and their superimposition are positive as a percent of total area of the region where the fields are averaged this way.
[51] Figure 7 shows the divergence ofF FD (equation (6) These coefficients were used in the coarse-resolution initialization experiments and belong to the range of values estimated in the test. In general, the correspondence between patterns in divergence with the data (Figure 6 ) is better for the deeper layers. Fickian diffusion for the chosen coefficients correctly diagnoses strong negative divergence in the western current area followed by a strong positive anomaly around 2°E and again negative at 4°E. Both calculated divergencies are weaker in the interior. For the two upper layers, while the scheme is relatively successful in identifying strong positive divergencies in the area near the western boundary and the patterns to the East of 4°E, it misses the strong negative anomaly around (34°N, 2.5°E) predicting moderate positive values.
Test of the Green-Stone Parameterization
[52] The local evaluation of ratio GS is summarized in Table 4 for the Western Region. The table shows the percentage of the area where it lies between 0 and ŝ IS as assumed by the GS parameterization. Again the result is given as calculated directly from the fine grid simulation, and as calculated from the fields when they are averaged first over 1°Â 1°and 2°Â 2°boxes. The criterion is satisfied in slightly more than half of the area, i.e. the eddies are converting available potential energy to eddy kinetic energy over slightly more than half of the region, even though ŝ IS is small. The percentage area where this occurs is reduced only slightly when the fields are averaged over 1°and 2°boxes. Somewhat surprisingly, there is just as much conversion occurring in layer 5, where the ocean is quasi-adiabatic. Nevertheless, in slightly less than half of the area the criterion is not satisfied. We note that stability analyses of the Gulf Stream do show that many unstable modes draw energy from the mean flow kinetic energy, and in some cases this is the dominant energy source [Kontoyiannias, 1997] . Our result implies that this is in fact the case for many mesoscale eddies, in which case neither the GS nor GM parameterizations are appropriate.
[53] In order to evaluate the divergence of heat flux predicted with the GS scheme, it is necessary to specify the coefficients which determine K vs (equation (8)). For the mixing length scale we have a choice between the radius of deformation as suggested by Stone [1972] and the larger value representing the width of the baroclinic zone as suggested by Green [1970] . Figure 8 shows the radius of deformation for the subdomain where the divergence is evaluated. For this area this quantity is computed as
where N ¼ ffiffiffiffiffiffiffiffiffiffi ffi ag " T z p is evaluated as an average value over the upper 950 m (upper 7 layers). The radius of deformation only varies between 47.5 km and 58.75 km. Larichev and Held [1995] and Visbeck et al. [1997] argue that the width of a baroclinic zone is more suitable as an estimate of a mixing length scale. However, this scale is not well defined in our simulation. In the present calculation we simply set al 2 to a constant value of 800 km 2 . This value is in the range of possible values estimated by Visbeck et al. [1997] in the configuration of a wind-driven channel. For this choice the distribution of the mixing coefficient K vs is shown in Figure 9 .
[54] Figure 10 shows the divergence of the GS heat flux F GS . For the chosen parameters the GS scheme demon- strates mixed skills in representing the divergence of the eddy heat flux. The choice of parameters guarantees a reasonable correspondence in magnitude of the divergences, but the similarity in the patterns is weak. The parameterization is least successful in the western boundary area where it predicts strong divergence of the opposite sign to the eddy heat flux divergence evaluated in the reference simulation as well as in the North-East corner of the subdomain for the upper layer, where it predicts strong positive divergence due to the increasing isopycnal slope. The failure of the scheme in these areas suggests that a tapering of the scheme needs to be implemented in boundary regions.
Test of the Gent-McWilliams Parameterization Scheme
[55] Table 5 summarizes the areas of the domain where the GM parameterization scheme can represent qualitatively the divergence of the eddy heat flux, i.e., where it gives the correct sign for divergence. The area where the GM parameterization gives the right sign increases with depth from about 40% for the upper layer to almost 60% in the deeper layer. This is consistent with the adiabatic nature of the scheme as the diabatic forcing is strongest in the upper layers. This result is reminiscent of that of Nakamura and Cho [2000] , who found that the GM isopycnal thickness diffusion coefficient was negative about half the time. However, our result is for the divergence of the eddy heat flux, which is the more relevant quantity for climate simulations.
[56] Figure 11 presents the heat flux divergence associated with the eddy-induced circulation for a constant K GM = 10 3 m 2 s
À1
. In the upper layer the scheme overestimates divergences in the North-East corner of the subdomain due to large isopycnal slopes. Overall, the magnitude of the divergence is weaker in the interior and western parts. For the second layer the predicted divergence is at least one order of magnitude smaller. It fails to reproduce a positive maximum in the center of the subdomain. For the interior of the fifth layer the diffusive aspects of the scheme are apparent from the close correspondence with the divergence of the Fickian parameterization (Figure 10c ) with K Th = K GM . The additional vertical mixing introduced by the GM scheme does not play an important role in the interior region. Finally, the scheme predicts the wrong sign of the divergence in the western boundary area. In summary, the Gent-McWilliams parameterization does not succeed in representing the divergence of the eddy heat flux and is not significantly better than the other schemes.
Tests of Parameterization Schemes in Coarse-Resolution Experiments
[57] Coarse-resolution experiments employing different parameterization schemes were also carried out in a configuration identical to the reference calculation. The values of the internal parameters were the same in both the fine and coarse-resolution calculations, except where they were related to the parameterization scheme used. The horizontal resolution of the coarse-resolution experiments was 4°Â 4°. They were initialized in the same way as in the reference experiment. The length of the coarse-resolution calculations was equal to the total length of the reference simulation. After 50 years of spin-up, the data was averaged over the next 55 years of integration.
[58] By construction, the major goal of coarse-resolution experiments is to reproduce the true climatological state of the ocean in response to external atmospheric forcing. All the parameterizations involve subgrid-scale parameters which are uncertain. Thus we varied these parameters to see to what extent the coarse-resolution results could be tuned to match the results of the eddy resolving simulation. In the Fickian diffusion experiments we varied K Tw and K Th ; in the Green-Stone experiments we varied al 2 ; and in the Gent-McWilliams experiments K GM and K Tw were varied.
[59] In the G-S experiments, the eddies were assumed to be confined to the baroclinic layer in the upper ocean which to a good approximation consists of the first seven layers, down to 950 m. K VS was assumed to have a parabolic dependence on height within these layers, consistent with the vertical structure of the most unstable mode in the Eady [1949] model of baroclinic instability. Also there is a potential implementational problem with the GS scheme due to the negative sign of the (3,3) element of the tensor, i.e., À 1 4ŝ 2 IS . Large values of the slope can cause numerical instabilities. Thus we placed an upper bound on the slope, and in the coarse-resolution experiments we also varied this upper bound.
[60] We looked at a large variety of diagnostics of the coarse-resolution experiments, and the results were generally consistent with those reported in section 5, e.g., even after turning there were significant discrepancies between the parameterized divergence of the eddy heat flux and the values calculated in the eddy-resolving simulation, and none of the parameterizations appeared to be superior to the others. Thus we only illustrate one result from the coarse-resolution experiments, and that is their simulations of the meridional heat transport, after the subgrid parameters have been tuned to make the coarse-resolution result agree reasonably well with the heat transport in the eddyresolving simulation. The results are shown in Figure 12 . Figure 12 illustrates that all the parameterization schemes can lead to simulations of the heat transport which match the result from the high resolution experiment reasonably well, once they are tuned appropriately. But again none of the parameterizations is noticeably better than the others.
Conclusions
[61] The properties of the three schemes for representing the effects of mesoscale eddies on the heat transport have been explored in a systematic way by carrying out a reference eddy resolving simulation with the MIT GCM. Forcing parameters were picked to be qualitatively realistic, but the results could depend on the particular choices made. We designed special diagnostic tests to compare the local properties of the eddy heat flux with the parameterized heat flux evaluated from the reference simulation. Direct evaluation of the divergence of the eddy heat flux as a term in the time-averaged thermal balance showed that eddies contribute significantly to the balance only in a geographically limited area. The western midlatitudinal area which contains the region where the eddy contribution was the strongest, but also has areas with weak eddy heat flux divergence was chosen for testing the schemes. The general distribution of the eddy contribution to the thermal balance is in qualitative agreement with the observed intensification of eddy activity in the vicinity of the western boundary current in the midlatitude upper ocean. However, the idealized nature of the reference experiment does not allow a detailed quantitative compar- ison of the eddy heat flux and its divergence with the observations.
[62] In evaluating the success of the pasrameterization schemes when applied directly to the output of the fine resolution simulation, we found that the assumptions about eddy behavior implicit in the schemes do not generally hold for the simulated eddies. In the case of Fickian diffusion the components of the eddy heat flux were not down the gradient of temperature in roughly half of the region. There was a general anticorrelation between the horizontal and vertical mixing coefficients, resulting in a much smaller area where all three components were downgradient. Similarly, the slope of the simulated eddy heat flux vector has the orientation implicitly assumed by the Green-Stone parameterizations in only about half of the region, and the GentMcWilliams scheme only gives the right sign for the divergence of the eddy heat fluxes in about half of the region. For the upper layer the distribution of divergence as predicted by the GS scheme was the best except in the North-East corner, where the scheme overestimated the divergence due to the direct diabatic forcing. In the interior of the fifth layer all three schemes had some skills generally predicting the correct number of anomalies, although with different magnitudes. Two of the schemes, GS and GM, failed in the Western boundary current area by predicting the wrong sign of divergences. All did poorly in the second layer.
[63] Overall, the transfer of heat associated with the time-dependent motions as diagnosed from the reference experiment was identified as a complicated process that could not be uniquely explained with any one of the proposed local parameterizations. The tests did not demonstrate that the more sophisticated schemes performed better in the representation of the local distribution of the eddy heat flux compared to the Fickian diffusion. The test of the GS scheme implies that mean flow kinetic energy is the source of the eddy energy about half the time. This is a likely explanation of why the performance of the GS and GM schemes is not better. The Green-Stone and GentMcWilliams schemes contain some tunable parameters that could potentially improve the schemes' performance. The analysis identified the need for the Green-Stone and Gent-McWilliams schemes to be properly tapered near boundaries and in areas with large isopycnal slopes such as the western boundary currents and the mixed layer, where they significantly overestimated the eddy heat flux divergence.
[64] Similarly, an assessment of the parameterizations in the context of coarse-resolution experiments did not yield a unique scheme that provided the best representation of the reference experiment. A wide range of solutions was obtained by varying the specific parameters within their typical range of values. These showed that in all cases appropriately tuned parameterization schemes could give reasonably good climatological simulations, but no one scheme gives clearly superior results. This result contrasts with improvements found using these parameterizations by Visbeck et al. [1997] and Treguier [1999] . In those studies the experimental set-up was in fact the oceanic analog of the periodic zonal atmospheric circulation. Those studies may be more relevant for the Antarctic Circumpolar Current. Indeed Bryan et al. [1999] in their global simulation did find improvements in this region when they used the VMHS-Stone parameterization.
Appendix A: Flux Vectors and Gradients
[65] The MIT GCM is formulated in a finite volume framework. For each elementary volume (i,j,k) the variables are defined in different locations. The dynamical variables u, v and w are defined on the surfaces of a volume, while the thermodynamical variables S and T are specified in the center of the volume. Thus some averaging is required for the components, that define the flux of properties, to be specified at one geographical location.
[66] The most sensitive variables of the model are related to the vertical direction: vertical velocity w i,j,k and the vertical temperature flux into or out of the volume wT| i,j,k . The reference point for a volume (i,j,k) is chosen at the location where w i,j,k + 1 is defined, that is at the center of the lower side of the volume (i,j,k). All the other components of the flux vector are averaged from their respective model locations. The slope of the isopycnal is evaluated at the [68] The isopycnal vectorS is evaluated according tõ [70] The projection of the eddy heat flux vector Figure B1 . Projections of vectors: IS-isopycnal surface, IA-isopycnal angle plane,s -isopycnal slope vector,Lprojection ofs on the horizontal plane, and (x, ŷ,ẑ)-local geodetic coordinate scheme.
