Abstract. We prove resolvent estimates for nontrapping manifolds with cusps which imply the existence of arbitrarily wide resonance free strips, local smoothing for the Schrödinger equation, and resonant wave expansions. We obtain lossless limiting absorption and local smoothing estimates, but the estimates on the holomorphically continued resolvent exhibit losses. We prove that these estimates are optimal in certain respects.
Let (X, g) be as above or as in §2.1, with dimension n + 1 and Laplacian ∆ ≥ 0. The resolvent (∆ − n 2 /4 − σ 2 ) −1 is holomorphic for Im σ > 0, except at any σ ∈ iR such that σ 2 + n 2 /4 is an eigenvalue, and has essential spectrum {Im σ = 0}: see Figure 1 .1.
Theorem. For all χ ∈ C ∞ 0 (X), there exists M 0 > 0 such that for all M 1 > 0 there exists M 2 > 0 such that the cutoff resolvent χ(∆ − n 2 /4 − σ 2 ) −1 χ continues holomorphically to {| Re σ| ≥ M 2 , Im σ ≥ −M 1 }, where it obeys the estimate
(1.1) Figure 1 .1. We prove that the cutoff resolvent continues holomorphically to arbitrarily wide strips and obeys polynomial bounds.
In the example above, and in many of the examples in §2.4, χ(∆ − n 2 /4 − σ 2 ) −1 χ is meromorphic in C. The poles of the meromorphic continuation are called resonances.
Logarithmically large resonance free regions go back to work of Regge [Re] on potential scattering. In the setting of obstacle scattering they were found by Lax-Phillips [LaPh] and Vainberg [Va1] , and their results were generalized by Morawetz-Ralston-Strauss [MoRaSt] and Melrose-Sjöstrand [MeSj] . When X is Euclidean outside of a compact set, they have been established for very general nontrapping perturbations of the Laplacian by Theorem 1] , which extends earlier work of Martinez [Ma] and Sjöstrand [Sj] . Most recently, Baskin-Wunsch [BaWu] derive them for geometrically nontrapping manifolds with cone points. These works give a larger resonance free region and a stronger resolvent estimate than the Theorem above, but require asymptotically Euclidean geometry near infinity.
The manifolds considered in this paper are nontrapping, but the cusp makes them not uniformly so: for a sufficiently large compact set K ⊂ X, we have
where Γ is the set of unit speed geodesics in X. This is because geodesics may travel arbitrarily far into the cusp before escaping down the funnel; this dynamical peculiarity makes it difficult to separate the analysis in the cusp from the analysis in the funnel and is the reason for the relatively involved resolvent estimate gluing procedure we use below.
Resonance free strips also exist in some trapping situations, with width determined by dynamical properties of the trapped set. These go back to work of Ikawa [Ik] , with recent progress by Nonnenmacher-Zworski [NoZw] , Petkov-Stoyanov [PeSt] , Alexandrova-Tamura [AlTa] , and Wunsch-Zworski [WuZw] . Resonance free regions and resolvent estimates have applications to evolution equations, and this is an active area: examples include resonant wave expansions and wave decay, local smoothing estimates, Strichartz estimates, geometric control, and wave damping [Bu3, BuZw, BoHä, MeSáVa, GuNa, Ch, BuGuHa, Dy, ChScVaWu] ; see also [Wu] for a recent survey and more references. In §6 we apply (1.1) to local smoothing and resonant wave expansions.
If (X, g) is evenly asymptotically hyperbolic (in the sense of Mazzeo-Melrose [Ma] and Guillarmou [Gu] ) and nontrapping, then for any M 1 > 0 there is M 2 > 0 such that
by work of Vasy [Va2, (1.1) ] (see also the analogous estimate for asymptotically Euclidean spaces in Theorem 1 ] ). The bound (1.1) is weaker due to the presence of a cusp. Indeed, by studying low angular frequencies (which correspond to geodesics which travel far into the cusp before escaping down the funnel) in Proposition 7.1 we show that if (X, g) = z → z + 1 \H 2 , then
for σ in the lower half plane and bounded away from the real and imaginary axes.
The lower bound (1.3) gives a sense in which (1.1) is optimal, but finding the maximal resonance free region remains an open problem. The only known explicit example of this type is (X, g) = z → z + 1 \H 2 , for which Borthwick [Bo, §5.3] expresses the resolvent in terms of Bessel functions and shows there is only one resonance and it is simple (see also Proposition 7.1). On the other hand, Guillopé-Zworski [GuZw] study more general surfaces, and prove that if the 0-volume is not zero, then there are infinitely many resonances and optimal lower and upper bounds hold on their number in disks. We apply their result to our setting in §2.4, giving a family of surfaces with infinitely many resonances to which our Theorem applies, but it is not clear even in this case whether or not the resonance free region given by the Theorem is optimal. The model resolvent bound (4.16) below suggests that, if (X, g) is a surface of revolution, then the methods of §4 and §5, suitably elaborated, will allow one to replace the region {| Re σ| ≥ M 2 , Im σ ≥ −M 1 } in the Theorem by the more natural {| Re σ| ≥ M 2 , Im σ ≥ −M 1 log log | Re σ|}.
In [CaVo, Corollary 1 .2], Cardoso-Vodev, extending work of Burq [Bu1, Bu2] , prove resolvent estimates for very general infinite volume manifolds (including the ones studied here; note that the presence of a funnel implies that the volume is infinite) which imply an exponentially small resonance free region. Our Theorem gives the first large resonance free region for a family of manifolds with cusps.
For Im σ = 0, (1.1) is lossless; that is to say it agrees with the result for general nontrapping operators on asymptotically Euclidean or hyperbolic manifolds (see Cardoso-PopovVodev [CaPoVo, (1.6) ] and references therein). However, if (X, g) is asymptotically Euclidean or hyperbolic in the sense of [DaVa1, §4] , then the gluing methods of that paper show that such a lossless estimate for Im σ = 0 implies (1.2) for some M 1 > 0; see [Da2] . In this sense it is due to the cusp that O(|σ| −1 ) bounds hold for Im σ = 0 but not in any strip containing the real axis.
The Theorem also provides a first step in support of the following Conjecture (Fractal Weyl upper bound). Let Γ be a geometrically finite discrete group of isometries of H n+1 such that X = Γ\H n+1 is a smooth noncompact manifold. Let R(X) denote the set of eigenvalues and resonances of X included according to multiplicity, let K ⊂ T * X be the set of maximally extended, unit speed geodesics which are precompact, and let m be the Hausdorff dimension of K. Then for any C 0 > 0 there is C 1 > 0 such that #{σ ∈ R(X) : |σ − r| ≤ C 0 } ≤ C 1 r (m−1)/2 .
This statement is a partial generalization to the case of resonances of the Weyl asymptotic for eigenvalues of a compact manifold; such results go back to work of Sjöstrand [Sj] . If Γ\H n+1 has funnels but no cusps, this is proved in joint work with Dyatlov [DaDy] (generalizing earlier results of Zworski [Zw2] and Guillopé-Lin-Zworski [GuLiZw] ); if X = Γ\H 2 has cusps but no funnels, this follows from work of Selberg [Se] . When n = 1 the remaining case is Γ\H 2 having both cusps and funnels. The methods of the present paper, combined with those of [SjZw2, DaDy] , provide a possible approach to the conjecture in this case. When n ≥ 2 cusps can have mixed rank, and in this case even meromorphic continuation of the resolvent was proved only recently by Guillarmou-Mazzeo [GuMa] .
In §2 we give the general assumptions on (X, g) under which the Theorem holds, and deduce consequences for the geodesic flow and for the spectrum of the Laplacian. We then give examples of manifolds which satisfy the assumptions, including examples with infinitely many resonances and examples with eigenvalue.
In §3 we use a resolvent gluing method, based on one developed in joint work with Vasy [DaVa1] , to reduce the Theorem to proving resolvent estimates and propagation of singularities results for three model operators. The first model operator is semiclassically elliptic outside of a compact set, and we analyze it in §3.2 following [SjZw2] and [DaVa1] .
In §4 we study the second model operator, the model in the cusp. We use a separation of variables, a semiclassically singular rescaling, and an elliptic variant of the gluing method of §3 to reduce its study to that of a family of one-dimensional Schrödinger operators for which uniform resolvent estimates and propagation of singularities results hold. The rescaling causes losses for the resolvent estimate on the real axis, and we remove these by a non-compact variant of the method of propagation of singlarities through trapped sets developed in joint work with Vasy [DaVa2] . The lower bound (1.3) shows that these losses cannot be removed for the continued resolvent; see also Bony-Petkov [BoPe] for related and more general lower bounds in Euclidean scattering.
In §5 we study the third model operator, the model in the funnel, and we again reduce to a family of one-dimensional Schrödinger operators. To obtain uniform estimates we use a variant of the method of complex scaling of Aguilar-Combes [AgCo] and Simon [Si] , following the geometric approach of . The method of complex scaling was first adapted to such families of operators by Zworski [Zw2] , but we use here the approach of [Da1] , which is slightly simpler and is adapted to non-analytic manifolds. The analysis in this section could be replaced by that of [Va2] , which avoids separating variables; the advantage of our approach is that it gives an estimate in a logarithmically large neighborhood of the real axis. Although we do not exploit this here, as mentioned above this improvement can probably be used to show that a larger resonance free region exists, at least when (X, g) is a surface of revolution.
In §6 we apply (1.1) to local smoothing and resonant wave expansions. For the latter we need the additional assumption, satisfied in the example above and in many of the examples in §2.4, that χ(∆ − n 2 /4 − σ 2 ) −1 χ is meromorphic in C. In §7 we prove (1.3) using Bessel function asymptotics.
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Preliminaries
Throughout the paper C > 0 is a large constant which may change from line to line, and estimates are always uniform for h ∈ (0, h 0 ], where h 0 > 0 may change from line to line.
2.1. Assumptions. Let S be a compact n dimensional boundaryless manifold, and let
Let R g > 0, and let g be a Riemannian metric on X such that
where dS + and dS − are metrics on S, R g > 0 and β ∈ C ∞ (R). We call the region {r < −R g } the cusp, and the region {r > R g } the funnel. Suppose there is θ 0 ∈ (0, π/4) such that β is holomorphic and bounded in the sectors |z| > R g , min{| arg z|, | arg −z|} < 2θ 0 . By Cauchy estimates, for all k ∈ N there are C, C k > 0, such that if |z| > R g , min{| arg z|, | arg −z|} ≤ θ 0 , then
In particular, after possibly redefining R g to be larger, we may assume without loss of generality that, for all r ∈ R,
In the example at the beginning of the paper β ≡ 0. When the funnel end is an exact hyperbolic funnel, β(r) = C + log(1 + e −2r ) for r > R g .
We make two dynamical assumptions: if γ : R → X is a maximally extended geodesic, assume γ(R) is not bounded and γ −1 ({r < −R g }) is connected. See §2.4 for examples.
2.2. Dynamics near infinity. Let p + 1 be the geodesic Hamiltonian, that is
in the region {±r > R g }, where ρ is dual to r, and σ ± is the geodesic hamiltonian of (S, dS ± ). From this we conclude that, along geodesic flowlines, we havė
so long as the trajectory remains within {±r > R g }. In particular,
Dividing the equation forρ by p + 1 − ρ 2 , puttingρ = ρ/ √ p + 1, and integrating we find tanh −1ρ 4) where the equality holds so long as the trajectory remains in {±r > R g }, and the inequality (which follows from (2.2) and the equation forṙ) holds when additionally t ≥ 0, ρ(0) ≥ 0.
2.3. The essential spectrum. The nonnegative Laplacian is given by
where D r = −i∂ r , and ∆ S ± is the Laplacian on (S, dS ± ). Fix ϕ ∈ C ∞ (X) such that 6) where
This shows the essential spectrum of ∆ is
[n 2 /4, ∞) (see for example [ReSi, Theorem XIII.14, Corollary 3] ); the potential perturbation V is relatively compact since β and β tend to zero at infinity (see for example Rellich's criterion [ReSi, Theorem XII.65] ).
In this paper we study:
We will show that for every χ ∈ C ∞ 0 (X), E ∈ (0, 1) there exists C 0 > 0 such that for every Γ > 0 there exist C, h 0 > 0 such that the cutoff resolvent χ(P − λ) −1 χ continues holomorphically from {Im λ > 0} to [−E, E] − i[0, Γh] and satisfies 
Let (X, g h ) be a parabolic cylinder obtained by quotienting the y variables to a torus:
where the c j are linearly independent vectors in R n . Let R g > 0, put dS + = dS − = dy 2 , and take β ∈ C ∞ (R) satisfying all assumptions of §2.1, including (2.2). On {|r| > R g } define g by (2.1), and on {|r| ≤ R g } let g be any metric with all sectional curvatures nonpositive. The calculation in the Appendix shows that the sectional curvatures in {|r| > R g } are nonpositive so long as (2.2) holds.
The two dynamical assumptions in the last paragraph of §2.1 will follow from the following classical theorem (see for example [BrHa, Theorem III.H.1.7] ).
Proposition 2.1 (Stability of quasi-geodesics). Let (H n+1 , g h ) be hyperbolic n + 1-space, let p, q ∈ H n+1 , and let γ h : [t 1 , t 2 ] → H n+1 be the unit speed geodesic from p to q. Suppose c : [t 1 , t 2 ] → H n+1 satisfies c(t 1 ) = p, c(t 2 ) = q, and there is C 1 > 0 such that
where C 2 depends only on C 1 .
To apply this theorem, observe first that just as g h descends to a metric on X, so g lifts to a metric on H n+1 ; call the lifted metric g as well.
Observe there is C g such that
Indeed for x varying in a compact set this is true for any pair of metrics, and on {|r| > R g } it suffices if C g ≥ e 2 max |β| . We will show that if c is a unit speed g-geodesic in H n , then (2.9) holds with a constant C 1 depending only on C g . Since both g and g h have nonnegative curvature and hence distance-minimizing geodesics, it is equivalent to show that 1 12) holds for all p, q ∈ H n+1 , with a constant C 1 which depends only on C g . For this last we compute as follows: let γ be a unit speed g-geodesic from p to q. Then
This proves the second inequality of (2.12), and the first follows from the same calculation since (2.11) is unchanged if we switch g and g h .
Let γ : R → X be a g-geodesic and γ h : R → X a g h -geodesic. For any x ∈ X we have
and by (2.10) the same holds if γ h is replaced by γ. In particular γ(R) is not bounded.
We check finally that γ −1 ({r < −R g }) is connected. It suffices to check that if instead γ : R → H n+1 is a g-geodesic, then γ −1 ({r < −N }) is connected for N large enough. We then conclude by redefining R g to be larger than N .
We argue by way of contradiction. From (2.3) we see thatṙ(t) is nondecreasing along γ in {r < −R g }. Hence, if γ −1 ({r < −N }) is to contain at least two intervals for some N > R g , there must exist times t 1 < t 2 < t 3 such that r(γ(t 1 )), r(γ(
and if N is large enough this violates (2.10).
2.4.1. Examples with infinitely many resonances. In this subsection we specialize to the case n = 1, β(r) = 0 for r < −R g , β(r) = β 0 + log(1 + e −2r ) for r > R g and for some β 0 ∈ R. Then the cusp and funnel of X are isometric to the standard cusp and funnel obtained by quotienting H 2 by a nonelementary Fuchsian subgroup (see e.g. [Bo, §2.4 
]).
In particular there is > 0 such that
Let R χ (σ) denote the meromorphic continuation of χ(∆ − 1/4 − σ 2 ) −1 χ. In this case, R χ (σ) is meromorphic in C ( [MaMe, GuZw] ), and near each pole σ 0 we have
loc (X) are finite rank and A(σ) is holomorphic near σ 0 . The multiplicity of a pole, m(σ 0 ) is given by m(σ)
We can ensure that 0-vol(X) = 0 by adding, if necessary, a small compactly supported metric perturbation to g. Then, as λ → ∞, the meromorphic continuation of R χ will have ∼ λ 2 many poles in a disk of radius λ, but none of them will be in the strips (1.1).
Examples with eigenvalue.
In this subsection we consider examples of the form
By the Appendix, (X, g) is nonpositively curved if b + (b + 1) 2 ≥ 0 everywhere, e.g. if b ≥ −1/2 and b ≥ −1/4; then all the assumptions of §2.1 hold. We will give a sufficient condition on b such that X has at least one eigenvalue, and also infinitely many resonances.
By the calculation in
Observe that V ∈ C ∞ 0 (R), and consequently (see for example [ReSi, Theorem XIII.110 ]) for D 2 r + V (r) to have a negative eigenvalue it is sufficient to ensure that 2.5. Pseudodifferential operators. In this section we review some facts about semiclassical pseudodifferential operators, following [DiSj] and [Zw3] .
14)
We quantize a ∈ S m δ (R n ) to an operator Op(a) using the formula
then a is the full symbol of A, and the principal symbol of A is the principal symbol of a. 
The sharp Gårding inequality says that if the principal symbol of
2.5.2. Pseudodifferential operators on a manifold. These results extend to the case of a noncompact manifold X, provided we require our estimates to be uniform only on compact subsets of X. We formulate our estimates for L 2 ϕ (X) and its associated Sobolev spaces, but of course this choice of density is not essential.
Write S m δ (X) for the symbol class of functions a ∈ C ∞ (T * X) satisfying (2.14) on coordinate patches (note that this condition is invariant under change of coordinates). The principal symbol of a is its equivalence class in S m δ (X)/hS m−1 δ (X), and let
(2.20)
We quantize a ∈ S m δ (X) to an operator Op(a) by using a partition of unity and the formula (2.15) in coordinate patches. Let Ψ
The quantization Op depends on the choices of coordinates and partition of unity, but the class Ψ
If a, b are the principal symbols of A and B (the principal symbol is invariantly defined, although the total symbol is not), then the principal symbol
is elliptic on K if its principal symbol is. We say A is microsupported in K if a full symbol a of A obeys (2.17) uniformly on T * U \ K for every bounded U ⊂ X and for any α, β, N (note that if this holds for one full symbol of A, it also does for all the others).
, Q a quantization of q, and ε ∈ [0, C 0 h log(1/h)], we will be interested in operators of the form e εQ/h . We write
with the sum converging in the H s ϕ,h (X) → H s ϕ,h (X) norm operator topology, but the convergence is not uniform as h → 0. Beals's characterization [Zw3, Theorem 9 .12] can be used to show that e εQ/h ∈ Ψ 0 δ (X) for any δ > 0, but we will not need this. Let s ∈ R. Then
where all norms are
(without needing to be multiplied by a cutoff), then, by (2.23),
). Hence applying (2.25) with J sufficiently large we see that (2.24) can be improved to
ϕ,h (X) with norm O(1). Applying (2.25) with J → ∞ shows that e εQ/h Ae −εQ/h ∈ Ψ m δ (X), and applying (2.25) with J = 1 we find
where
3. Reduction to estimates for model operators 3.1. Resolvent gluing. We reduce (2.8) to a series of estimates for model operators using a variant of the gluing method of [DaVa1] , adapted to the dynamics on X.
Let P C , P K , P F be model operators for P in the sense that they satisfy
So P C is a model in the cusp, P F is a model in the funnel, and P K is a model in a neighborhood of the remaining region (see Figure 2 .1). We will construct the operators such that i(P j − P * j ) = 2W j for each j ∈ {C, K, F }, where W j ∈ C ∞ (X; [0, 1]) will be specified below. Note that
Combining this with (2.20) gives, for any χ j ∈ C ∞ (X) bounded with all derivatives and satisfying supp χ j ⊂ {P j = P },
Moreover we will construct P C , P K , P F such that for every χ ∈ C ∞ 0 (X), E ∈ (0, 1), there is C 0 > 0 such that for all Γ > 0 the cutoff resolvents χR j (λ)χ continue holomorphically to λ ∈ [−E, E] + i[−Γh, Γh], where they satisfy
Here χ, E, C 0 , and Γ are the same as in (2.8), but as elsewhere in the paper the constant C and the implicit constant h 0 may be different.
We will also show that the R j (λ) propagate singularities forward along bicharacteristics, in the following limited sense. Let χ 1 ∈ C ∞ 0 (X) and let χ 2 , χ 3 ∈ Ψ 1 (X) be compactly supported differential operators. If supp χ 1 ∪ supp χ 3 ⊂ {r < R g + 2} and supp χ 2 ⊂ {r > R g + 2}, then, for any N ∈ N,
Note that in the first case (2.3) implies that no bicharacteristic passes through T * supp χ 1 , T * supp χ 2 , T * supp χ 3 in that order, and in the second case this is implied by (2.3) together with the assumption that γ −1 ({r < −R g }) is connected for any geodesic γ : R → X. We will use these facts in the proofs of (3.3) and (3.4) below.
Suppose for the remainder of the subsection that P C , P K , P F have been constructed. Let
, and χ C (r) = χ F (−r) for all r ∈ R. Then define a parametrix for P − λ by
Then G is defined for Im λ > 0 and χGχ continues holomorphically to The remainders A C , A K , and A F are localized on the right in the region to the back of the arrows, and on the left near the tips of the arrows (A C is localized on the right at the support of χ C and on the left at the support of χ C (· − 1), and so on), and this implies (3.5). They are microlocalized on the left in the indicated directions, and this implies (3.6) (since, by (2.3), no geodesic can follow one of the A K arrows and then the A F arrow, and so on).
A C , A K , A F by Neumann series for a narrow range of λ. To obtain improved remainders, observe that the support properties of the χ j imply that
(3.5) so, solving away using G, we obtain
Now the propagation of singularities estimates (3.3) and (3.4) imply
In this sense the A F A K remainder term is negligible. We again use (3.5) to write
, and A C A K A F are negligible in the sense of (3.6). Solving away again gives
Now all remainders but A K A C A K A C are negligible. Solving away one last time gives
where R is defined by the equation, and R L 2
. So for h small enough we may write
Combining this equation with (3.2), we see that χ(P − λ) −1 χ continues to holomorphically to | Re λ| ≤ E, Im λ ≥ −Γh and obeys
In summary, to prove (2.8) (and hence (1.1)), it remains to construct P C , P K , P F which satisfy (3.1), (3.2), (3.3) and (3.4). We conclude this subsection by stating two Propositions which contain the estimates we will prove for R K (λ), after which we show how they reduce (3.3) and (3.4) to simpler propagation of singularities estimates for R F (λ) and R C (λ) respectively, namely (5.2) and (4.2). In the next subsection we construct P K and prove the two Propositions.
Proposition 3.1. For any E ∈ (0, 1) there is C 0 > 0 such that for any M > 0 there are
X) have full symbols a and b with the projections to X of supp a and supp b compact and suppose that
where exp(tH p ) is the bicharacteristic flow of p, then, for any N ∈ N,
Take ϕ ∈ C ∞ (R), bounded with all derivatives and supported in (0, ∞), and take χ 2 , χ 3 ∈ C ∞ 0 (X) such that supp χ 2 ⊂ {r > R g + 2} and χ 3 ⊂ {r < R g + 2}, and such that χ 2 χ 2 = χ 2 χ 2 = χ 2 and χ 3 χ 3 = χ 3 χ 3 = χ 3 . Then (3.3) follows from
The estimate on the first term follows from (5.2) below, while the estimate on the second term follows from (3.9) if supp(1 − ϕ) is contained in a sufficiently small neighborhood of (−∞, 0]; it suffices to take a neighborhood small enough that no bicharacteristic in
, where ρ is the dual variable to r in T * X, and such a neighborhood exists by (2.4) because when a bicharacteristic leaves T * supp χ 1 it has ρ ≥ 0, and (2.4) gives a minimum amount by which ρ must grow in the time it takes the bicharacteristic to reach T * supp χ 2 . An analogous argument reduces (3.4) to (4.2): the analog of (3.10) is
where ϕ ∈ C ∞ (R) is bounded with all derivatives and supported in (−∞, 0), and χ 2 , χ 3 ∈ C ∞ 0 (X) have supp χ 2 ⊂ {r > −R g − 2} and χ 3 ⊂ {r < −R g − 2}, and such that χ 2 χ 2 = χ 2 χ 2 = χ 2 and χ 3 χ 3 = χ 3 χ 3 = χ 3 .
3.2. Model operator in the nonsymmetric region. In this subsection we define P K and prove Propositions 3.1 and 3.2. Although the techniques involved are all essentially well known, we go over them in some detail here because they are important in the more complicated analysis of P C and P F below.
Let W K ∈ C ∞ (X; [0, 1]) be 0 near {|r| ≤ R g + 3}, and 1 near {|r| ≥ R g + 4}, and let
We begin with the proof of Proposition 3.1, which follows [SjZw2, §4] . Fix
We will use the assumption that the flow is nontrapping to construct an escape function
, that is to say a function such that
The construction will be given below. Then let Q ∈ Ψ −∞ (X) be a quantization of q, and
where R ∈ Ψ −∞ (X) (see (2.26)). We will prove that
from which it follows, using first the openness of the resolvent set and then (2.23), that (3.13) where
ϕ (X) ) + 1. Then we will show how to use complex interpolation to improve (3.13) to (3.7).
Construction of q ∈ C ∞ 0 (T * X) satisfying (3.11). As in [VaZw, §4] , we take q of the form 14) where each q j is supported near a bicharacteristic in
, define the following escape time:
Note that the nontrapping assumption in §2.1 implies that T < ∞. Let S ℘ be a hypersurface through ℘, transversal to H p near ℘. If U ℘ is a small enough neighborhood of ℘, then
is diffeomorphic to R 2n−1 × (−T − 1, T + 1) with ℘ mapped to (0, 0). Denote this diffeomorphism by (y ℘ , t ℘ ). Further shrinking U ℘ if necessary, we may assume the inverse image of 
, and extract a finite subcover {V ℘ 1 , . . . , V ℘ J }. Then put q j = q ℘ j and define q by (3.14), so that
) because at each point at least one summand is, and the other summands are nonpositive.
Proof of (3.12). Let χ 0 ∈ C ∞ 0 (X; [0, 1]) be identically 1 on a large enough set that χ 0 Q = Qχ 0 = Q. In particular we have (1 − χ 0 )W K = 1 − χ 0 , allowing us to write
To estimate χ 0 u L 2 ϕ (X) and the remainder term [
) and is supported in the interior of the set where H p q ≤ −1. Since the principal symbol of
for |E | ≤ E 0 , provided h (and hence ε) is sufficiently small. Then if Φ ∈ Ψ −∞ (X) is a quantization of φ, we find using the semiclassical elliptic estimate (2.21) that
Then, using the sharp Gårding inequality (2.22), we find that
This implies that
, As in the proof of (3.1), combining this with
we obtain (3.12) for h sufficiently small.
Proof that (3.13) implies (3.7). We follow the approach of [TaZw1] as presented in [NaStZw, Lemma 3.1] . Observe first that (3.1) implies (3.7) for Im λ ≥ C Ω h for any C Ω > 0.
and bounded uniformly in h there. Suppose further that, for λ ∈ Ω,
For example, we may take f to be a characteristic function convolved with a gaussian: 
We bound |f | using the identity erfc(z)+ erfc(−z) = 2 and the fact that erfc
Then the subharmonic function
, and g ≤ C + log(1/h) on ∂Ω ∩ {Im λ = C Ω h}. From the maximum principle and the lower bound on |f | we obtain
for λ ∈ Ω, | Re λ| ≤ E, from which (3.7) follows for λ ∈ Ω.
Proof of Proposition 3.2. This is similar to [DaVa1, Lemma 5.1] . By (2.21), without loss of generality we may assume that a is supported in a neighborhood of p −1 ([−E, E])∩supp(1− W K ) which is as small as we please (but independent of h). In particular we may assume supp a is compact.
We will show that if (P K − λ)u = Bf with f L 2 ϕ (X) = 1, and if A 0 u ≤ Ch k for some A 0 ∈ Ψ 0 (X) with full symbol a 0 such that
X) with full symbol a 1 satisfying a 0 = 1 near supp a 1 . Then the conclusion (3.9) follows by induction: the base step is given by (3.7).
Let q ∈ C ∞ 0 (T * X; [0, ∞)) such that:
16)
The construction of q is very similar to that of the function q used in the proof of Proposition 3.1 above, and is also given in [DaVa1, Lemma 5.1]. Write
where , r ∈ C ∞ 0 (T * X) satisfy
Let Q, L, R ∈ Ψ −∞ (X) have principal symbols q, , r respectively. Then
where F ∈ Ψ −∞ (X) has full symbol supported in supp q and R ∞ ∈ h ∞ Ψ −∞ (X). From this we conclude that
We now estimate the right hand of (3.19) side term by term to prove that
Indeed, since supp q ∩ supp b = ∅ and since (P K − λ)u = Bf it follows that
, and observe that the first term is nonpositive because W K ≥ 0, and the second term is bounded by
while since W K = 1 on supp r we have the elliptic estimate
2 by inductive hypothesis, giving (3.20).
But by (3.18) and the sharp Gårding inequality we have
Hence by inductive hypothesis we have
completing the inductive step.
Model operator in the cusp
Take W C ∈ C ∞ (R; [0, 1]) with W C (r) = 0 near r ≤ −R g , W C (r) = 1 near r ≥ 0, and let
with notation as in §2.3.
Proposition 4.1. For every χ ∈ C ∞ 0 (X), E ∈ (0, 1), there is C 0 > 0 such that for any M > 0, there are h 0 , C > 0 such that the cutoff resolvent χR C (λ)χ continues holomorphically from {Im λ > 0} to {| Re λ| ≤ E, −M h log log(1/h) ≤ Im λ ≤ M }, h ∈ (0, h 0 ], and obeys
and bounded with all derivatives, E ∈ (0, 1), Γ > 0 be given. Then there exists h 0 > 0 such that
To prove these propositions we separate variables over the eigenspaces of ∆ S − , writing
, where 0 = λ 0 < λ 1 ≤ · · · are square roots of the eigenvalues of ∆ S − . It suffices to prove (4.1), (4.2) with P C replaced by P (α), with estimates uniform in α ∈ {0} ∪ [hλ 1 , ∞), where
4.1. The case α = 0. The analysis of (P (0) − λ) −1 is very similar to that of R K in §3.2. The only additional technical ingredient is the method of complex scaling, which for this operator works just as in [SjZw1, SjZw2] . Lemma 4.3. For every χ ∈ C ∞ 0 (X), E ∈ (0, 1), there is C 0 > 0 such that for any M > 0, there exist h 0 , C > 0 such that the cutoff resolvent χ(P (0)−λ) −1 χ continues holomorphically from {Im λ > 0} to {| Re λ| ≤ E, −M h log(1/h) ≤ Im λ}, h ∈ (0, h 0 ], and obeys
and bounded with all derivatives, Γ > 0 be given. Then there exists h 0 > 0 such that
Proof of (4.3). We use complex scaling to replace P (0) by the complex scaled operator P δ (0), defined below. As we will see, P δ (0) is semiclassically elliptic for |r| sufficiently large and obeys (4.3) without cutoffs.
We have
Fix R > R g sufficiently large that
Let γ ∈ C ∞ (R) be nondecreasing and obey γ(r) = 0 for r ≥ −R, γ (r) = tan θ 0 for r ≤ −R − 1 (here θ 0 is as in §2.1), and impose further that β(r) is holomorphic near r + iδγ(r) for every r < −R, δ ∈ (0, 1). Below we will take δ 1 independent of h.
Now put
If we define the differential operator with complex coefficients
then we have
We will show that if χ 0 ∈ C ∞ (R) has supp χ 0 ∩ supp γ = ∅, then
From this it follows that if one of these operators has a holomorphic continuation to any domain, then so does the other, and the continuations agree, so that it suffices to prove (4.3) and (4.4) with P (0) replaced by P δ (0). To prove (4.7) we will prove that if
for v ∈ L 2 (R) with supp v ⊂ {r : γ(r) = 0}, and u, u δ ∈ L 2 (R), then
Thanks to (4.6), it suffices to show that ifũ solves (
For the proof of this statement we may take λ fixed with Re λ = 0 since the general statement follows by holomorphic continuation.
Observe that for Re z < −R, we have
(4.8)
We will use the WKB method to construct solutions u ± to (4.8) which are exponentially growing or decaying as Re z → −∞. Define
Now (see e.g. [Ol, Chapter 6, Theorem 11 .1]) there exist two solutions to (4.8) given by
taking principal branches of the roots and with the contour of integration γ z,−R taken from z to −R such that √ Re z is monotonic along γ z,−R . The functions b ± obey
when Re z > R, where γ + (resp. γ − ) is a contour from −∞ to z (resp. z to −R) such that √ Re z is monotonic along the contour. It follows that, for fixed h sufficiently small,
implies that thatũ is proportional to u + . This implies thatũ| {z=r+iδγ(r),r∈R} ∈ L 2 (R), completing the proof of (4.7).
The semiclassical principal symbol of P δ (0) is
In this case the escape function can be made more explicit: we take q ∈ C ∞ 0 (T * R) with
on {|r| ≤ R + 1, |ρ| ≤ 2}. Let Q ∈ Ψ −∞ (R) be a quantization of q and put
where R ∈ Ψ −∞ (R) (see (2.26)). We will prove
from which it follows by (2.23) that (4.12) where
As before we will use complex interpolation to improve (4.12) to
for −E ≤ Re λ ≤ E, −M h log(1/h). Combining (4.7) and (4.13) gives (4.3).
Let φ ∈ C ∞ 0 (R; [0, 1]) have φ(ρ) = 1 for |ρ| near [1−E 0 , 1+E 0 ] and supp φ ⊂ {(1−E 0 )/2 < |ρ| < 2}. By (4.9), if δ is small enough and h is small enough depending on δ, then on supp(1 − φ(ρ)) we have |p δ,ε (0) − E | ≥ δ(1 + ρ 2 )/C, uniformly in E ∈ [−E 0 , E 0 ] and in h, where p δ,ε (0) is the semiclassical principal symbol of P δ,ε (0). Hence, by the semiclassical elliptic estimate (2.18),
. On supp φ(ρ) we use the negativity of the imaginary part of the principal symbol of P δ,ε (0). Indeed, on {(r, ρ) : ρ ∈ supp φ, |r| ≤ R + 1} we have, using (4.10),
provided h (and hence ε) is sufficiently small.
Then, using the sharp Gårding inequality (2.19), we have, for h sufficiently small,
.
We deduce (4.11) from this just as we did (3.12) above.
To improve (4.12) to (4.13) we use almost the same complex interpolation argument as we did to improve (3.13) to (3.7). The only difference is that in the first step we note that
so by the sharp Gårding inequality (2.19) we have, for some
Proof of (4.4). Let (P δ (0) − λ)u = f, where f L 2 (R) = 1, supp f ⊂ supp χ − and P δ (0) is as in the proof of (4.3). We must show that
recall that the replacement of P (0) by P δ (0) is justified by (4.7). To prove (4.14) we use an argument by induction based on a nested sequence of escape functions.
More specifically, take
where ϕ r ∈ C ) q is negative and provides ellipticity for our positive commutator argument near {r ∈ supp χ + , ρ ∈ supp ϕ}. We allow H p δ (0) q > 0 (the unfavorable sign for us) only in {r > R + 1} and in {ρ < −2}, because in this region p δ (0) is elliptic.
We will show that if
R) with full symbol supported sufficiently near supp q and for some k ∈ R, then A 1 u L 2 (R) ≤ Ch k+1/2 for A 1 ∈ Ψ 0 (R) with full symbol supported sufficiently near {r ∈ supp χ + , ρ ∈ supp ϕ}. The conclusion (4.14) then follows by induction. (The base step of the induction follows from (4.13) or even from (4.12).)
In the remainder of the proof all norms and inner products are in L 2 (R) and we omit the subscript for brevity.
We write
2 everywhere, and supp e ∩ ({r ≤ R + 1, ρ ≥ −2} ∪ {r ≤ r 0 }) = ∅. Let Q, B, E be quantizations of q, b, e respectively. Then
where F ∈ Ψ 0 (R) has full symbol supported in supp q. From this we conclude that 
completing the inductive step and also the proof.
4.2.
The case α ≥ λ 1 h. Propositions 4.1 and 4.2 follows from (4.3), (4.4) and the following two Lemmas.
Lemma 4.4. For any E ∈ (0, 1) there is C 0 > 0 such that for any M, λ 1 > 0 there are
in the same range of h, α, λ, and with the same C 0 and h 0 (but with different C).
Take α 0 > 0 such that if α ≥ α 0 and r ≤ 0 then α 2 e −2(r+β(r)) ≥ 3. We consider the cases λ 1 h ≤ α ≤ α 0 and α 0 ≤ α separately.
Proof of (4.15), (4.16), and (4.17) for α 0 ≤ α. In this case P (α) is 'elliptic' (although not pseudodifferential in the usual sense because of the exponentially growing term α 2 e −2(r+β(r)) ) and better estimates hold. Use the fact that W C ≥ 0 and α 2 e −2(r+β(r)) ≥ 3 for r ≤ 0 to write
Adding the inequalities gives
So long as Im λ − (1/3) Re λ + 2/3 ≥ for some > 0, it follows that
To obtain (4.15) we observe that
Together with (4.18), this implies (4.15) (and hence (4.16)) with the right hand side replaced by C(1 + |λ|). The estimate (4.17) follows from the stronger Agmon estimate
see for example [Zw3, Theorems 7.3 and 7 .1].
Proof of (4.15) for λ 1 h ≤ α ≤ α 0 . For this range of α we use the following rescaling (I'm very grateful to Nicolas Burq for suggesting this rescaling):
In these variables we have
We will show that 20) for | Re λ| ≤ E, Im λ ≥ −Mh log(1/h), from which (4.15) follows.
We now use a variant of the gluing argument in §3.1 to replace the exponentially growing term 4α 2 0 e −2[(1+r) log(α 0 /α)+β(r)] with a bounded one. Fix R > 0 such that Let
and let
by the same proof as that of (4.15) for α ≥ α 0 . We will show that (4.20) follows from
have χ E (r) = 1 near r ≤ − R − 2 and χ E (r) = 0 nearr ≥ − R − 1, and let χ B = 1 − χ E . Let
see for example [Zw3, Theorems 7.3 and 7.1] . Solving away A B using G we find that The proof of (4.21) follows that of (4.3) with these differences: the −i W C (r) term removes the need for complex scaling, and the V B (r) term puts P B in a mildly exotic operator class and leads to a slightly modified escape function q and microlocal cutoff φ. Fix 24) whereρ is dual tor. Take
where C q > 0 is a large constant which will be specified below, and where for the inequality we used (2.2). Let Q ∈ Ψ −∞ (R) be a quantization of q withh as semiclassical parameter and put 25) where
We will prove 26) from which it follows by (2.23) that 27) where
r →L 2 r ) + 1. The proof that (4.27) implies (4.21) is the same as the proof that (3.13) implies (3.7).
Let φ ∈ C ∞ 0 (T * R) be identically 1 near {(r,ρ) : − R ≤r ≤ 0, |ρ| ≤ 2, | Re p B (r,ρ)| ≤ E 0 } and be supported such that Re H p B q < 0 on supp φ. Let Φ be the quantization of φ withh as semiclassical parameter. For h (and henceh and ε) small enough, we have |p B,ε − E | ≥ (1 +ρ 2 )/C on supp(1 − φ), uniformly in E ∈ [−E 0 , E 0 ], in α ≤ α 0 and in h. Hence, by the semiclassical elliptic estimate (2.18),
Using the fact that Re H p B q < 0 on supp φ, fix C q large enough that on supp φ we have
We deduce (4.26) from this just as we did (3.12) above.
Proof of (4.16) for λ 1 h ≤ α ≤ α 0 . It suffices to show that
when | Re λ| ≤ E 0 , Im λ ≥ 0, with R B as in the proof of (4.15) for
≤ C/h (for the same range of parameters) follows by the same argument that reduced (4.15) to (4.21) above. After this, (4.16) follows by complex interpolation as in the proof that (3.13) implies (3.7) above. Indeed, take f (λ, h) holomorphic in λ, bounded uniformly for λ ∈ Ω = [−E 0 , E 0 ] + i[−M h log log(1/h), 0], and satisfying
and apply the maximum principle to g on Ω, observing that g ≤ C + log(1/h) on ∂Ω.
It now remains to prove (4.28), which we do using a 'non-compact' variant of the positive commutator method of [DaVa2] . Fix −R 0 < inf supp χ and take f ∈ L 2 r with supp f ⊂ (−R 0 , ∞). Let u = R B f . We will show that χu H 2
As an escape function take q ∈ S 0 (R) with q ≥ 0 everywhere and such that
We do not prescribe additional conditions on q outside of this range of (r, ρ), as P B is semiclassically elliptic there. The h-semiclassical principal symbol of P B is (see (4.24))
where V B (r) = V B (r). Making − R more negative if necessary, we may suppose without loss of generality that r ≥ −R 0 =⇒ V B (r) = α 2 e −2(r+β(r)) .
For r ≤ −R 0 we have H p B q = 0, and for −R 0 < r ≤ 0, |ρ| ≤ 2 we have
≤ −(Re p B + 1)e −1/(r+R 0 ) .
Consequently we may write
Re
where a, b ∈ C ∞ 0 (T * R) and supp a is disjoint from {r ≤ −R 0 } and from {−R 0 < r ≤ 0} ∩ {|ρ| ≤ 2}. Note that
Let Q = Op(q) as in (2.15). Then 31) so it suffices to show that
Combining (4.30) with
(4.33)
We now estimate the right hand side term by term to obtain (4.32). Since P B − λ is semiclassically elliptic on supp a, by (2.18) followed by (4.15) we have
For any > 0 and χ 1 ∈ C ∞ 0 (R) with χ 1 = 1 near supp f we have 2
By (4.29) and the elliptic estimate (2.18), if further inf supp χ 1 > −R 0 , then (4.31) gives
Next we have, using W C ≥ 0 and the fact that h −1 [W C , Q * ]Q has imaginary principal symbol, followed by (4.15),
Finally we observe that −2 Im λ Qu
This completes the estimation of (4.33) term by term, giving (4.32).
Proof of (4.17) for λ 1 h ≤ α ≤ α 0 . We begin this proof with the same rescaling tor andh, and the same parametrix construction as for the proof of (4.15) for λ 1 h ≤ α ≤ α 0 above, but with the additional requirement that
Then if we put
we have
and hence χ + (r)χ E (r − 1) = 0. (4.34)
Then, noting that (4.22) implies
we use (4.34) to write (Ch) ).
Returning to the r and h variables, we see that it suffices to show that
The proof of (4.35) is almost the same as that of (4.4). There are two differences.
The first difference is that as an escape function we use
where ϕ r ∈ C The second difference is that the complex absorbing barrier W C produces a remainder term in the positive commutator estimate, analogous to the one in the proof of (4.16) for λ 1 h ≤ α ≤ α 0 above. The same argument removes the remainder term in this case.
Model operator in the funnel
Take W F ∈ C ∞ (R; [0, 1]) nonincreasing with W F (r) = 0 near r ≥ R g , W F (r) = 1 near r ≤ 0, and let
Proposition 5.1. For every χ ∈ C ∞ 0 (X), E ∈ (0, 1), there is C 0 > 0 such that for any M > 0, there are h 0 , C > 0 such that the cutoff resolvent χR F (λ)χ continues holomorphically from {Im λ > 0} to {| Re λ| ≤ E, −M h log(1/h) ≤ Im λ}, h ∈ (0, h 0 ], where it satisfies
To prove these propositions we separate variables over the eigenspaces of ∆ S + , writing
, where 0 = λ 0 < λ 1 ≤ · · · are square roots of the eigenvalues of ∆ S + . It suffices to prove (5.1), (5.2) with P F replaced by P (α), with estimates uniform in α ≥ 0, where
Next we use a variant of the method of complex scaling presented in the proof of Lemma 4.3, but with contours γ depending on α in such a way as to give estimates uniform in α; the α-dependence is needed because the term α 2 (1 − W F (r))e −2(r+β(r)) , although exponentially decaying, is not uniformly exponentially decaying as α → ∞. Such contours were first used in [Zw2, §4] ; here we present a simplified approach based on that in [Da1, §5.2] .
where θ 0 is as in §2.1. Let γ = γ α (r) be real-valued, smooth in r with γ (r) ≥ 0 for all r, and obey γ(r) = 0 for r ≤ R (here and below γ = ∂ r γ). Suppose γ ∈ C ∞ 0 (R) for each α, but not necessarily uniformly in α. Now put
by an argument almost identical to that used to prove (4.7); the only difference is we construct WKB solutions which are exponentially growing and decaying as Re z → +∞ rather than −∞, and we take
Consequently to prove (5.1) and (5.2), it is enough to show that
and
for a suitably chosen γ, with estimates uniform in α ≥ 0.
where max | Re β| is taken over R ∪ {|z| > R g , 0 ≤ arg z ≤ θ 0 }. We consider the cases α ≤ α 0 and α ≥ α 0 separately.
We use the same complex scaling as in the proof of Lemma 4.3. In this range γ is independent of α and we put γ = δγ − , where 0 < δ 1 will be specified later, and we require γ − (r) = 0 for r ≤ R − , γ − (r) ≥ 0 for all r, and γ − (r) = tan θ 0 for r ≥ R − + 1.
The semiclassical principal symbol of P γ (α) is
, where the implicit constant in O is uniform in compact subsets of T * R. Moreover,
and, using (5.6),
where C q > 0 will be specified later, and provided δ is sufficiently small. Let Q = Op(q) and put
where R ∈ Ψ −∞ (R) (see (2.26)). As in the proof of Lemma 4.3, (5.4) follows from
The proof of (5.9) combines elements of the proofs of (4.11) and (4.26). Let φ ∈ C ∞ 0 (T * R) be identically 1 near {0 ≤ r ≤ R − + 1, |ρ| ≤ 2, | Re p γ | ≤ E 0 } and be supported such that Re H pγ q < 0 on supp φ. Let Φ be the quantization of φ. For δ small enough, and h (and hence ε) small enough depending on δ, we have |p γ,ε − E | ≥ δ(1 + ρ 2 )/C on supp(1 − φ), uniformly in E ∈ [−E 0 , E 0 ], in α ≤ α 0 and in h, where p γ,ε (α) is the semiclassical principal symbol of P γ,ε (α). Hence, by the semiclassical elliptic estimate (2.18),
. Using (5.8) and supp φ ⊂ {Re H pc q < 0}, fix C q large enough that on supp φ we have
. This implies (5.9) just as in the proofs of (4.11) and (4.26).
Proof of (5.4) for α ≥ α 0 . Define contours γ = γ α (r) as follows. Take R α such that
where max | Re β| is taken over R ∪ {|z| > R g , 0 ≤ arg z ≤ θ 0 }. Note that R α > R + 1 by (5.7). Take γ smooth and supported in (R, ∞), with 0 ≤ γ (r) ≤ 1/2, and such that
We prove that (1) For r ≤ R + 1 we have 12) where for the first inequality we used γ ≤ 1/2 and (5.6), and for the second (5.7) and γ ≤ π/9. Since Im p γ = −W F whenever W F = 0, this gives (5.11) for r ≤ R +1. (2) For R + 1 ≤ r ≤ R α we have Re p γ (α) ≥ 1 3 ρ 2 − 1 by the same argument as in (5.12). This gives (5.11) for R + 1 ≤ r ≤ R α once we note that (5.6) and (5.10) imply
(3) For r ≥ R α , note that α 2 |e −2(r+iγ(r)+β(r+iγ(r))) | ≤ γ (r). We again deduce (5.11) by considering two ranges of ρ individually. When ρ 2 /|1 + iγ (r)| 4 ≤ 1/2 we have
For α ≥ α 0 , (5.5) follows from an Agmon estimate just as in the proof of (4.17) for α ≥ α 0 above. For α ≤ α 0 , (5.5) follows from the same positive commutator argument as was used for the proof of (4.35).
Applications
In this section we use the notation
We begin by using (1.1) to deduce polynomial bounds on the resolvent between Sobolev spaces. If χ, χ ∈ C ∞ 0 (X) have χχ = χ, then for any s ∈ R, we have ∆χu s ≤ C( χu s + χ∆u s ).
Hence, for any s, s ∈ R, we have, if
6.1. Local smoothing. By the self-adjoint functional calculus of ∆, the Schrödinger propagator is unitary on all Sobolev spaces: for any s, t ∈ R, if u ∈ H s (X),
The Kato local smoothing effect says that if we localize in space and average in time, then Sobolev regularity improves by half a derivative: for any χ ∈ C ∞ 0 (X), T > 0, s ∈ R there is C > 0 such that if u ∈ H s (X),
This follows by a T T * argument from (6.1) applied with Im σ = s = 0, s = 1 (see e.g. [Bu3, p 424] ); note that in this case the bound is uniform as σ → ±∞.
6.2. Resonant wave expansions. Suppose χ(∆ − n 2 /4 − σ 2 ) −1 χ is meromorphic for σ ∈ C. For example we may take (X, g) as in §2.4.1. More generally, if the funnel end is evenly asymptotically hyperbolic as in [Gu, Definition 1.2] then this follows as in the proof of Theorem 1.1 in [SjZw1, p 747] , but in the interest of brevity we do not pursue this here.
Then (6.1) implies that, when the initial data is compactly supported, solutions to the wave equation (∂ 2 t + ∆ − n 2 /4)u = 0 can be expanded into a superposition of eigenstates and resonant states, with a remainder which decays exponentially on compact sets:
Let s ∈ R, χ ∈ C ∞ 0 (X), f ∈ H s+1 (X), g ∈ H s (X), χf = f , χg = g. For any M 1 > 0, where the sum is taken over poles of R χ (σ) (and is finite by the Theorem), M (σ j ) is the rank of the residue of the pole at σ j , and each w j,m is a linear combination of the projections of f and g onto the m-th eigenstate or resonant state at σ j . This follows from (6.1) by an argument of [LaPh, Va1] ; see also [TaZw2, Theorem 3.3] or [DaVa1, Corollary 6 .1].
Remark. The local smoothing estimate (6.2) is lossless in the sense that the result is the same if (X, g) is nontrapping and asymptotically Euclidean or hyperbolic (see [CaPoVo, (1.6) ] for a general result). This is because the resolvent estimates (1.1) and (1.2) agree when Im σ = 0. The resonant wave expansion exhibits a loss in the Sobolev spaces in which the remainder is controlled: the improvement from (1.1) to (1.2) for Im σ < 0 means that, when (1.2) holds, we can replace (6.3) with s < s.
Lower bounds
In this section we prove that, in the setting of an exact quotient, the holomorphic continuation of the resolvent grows polynomially. As in [Bo, §5.3] , we use the fact that in this case integral kernel of the resolvent can be written in terms of modified Bessel functions.
Proposition 7.1. Let (X, g) be given by X = R × S, g = dr 2 + e 2r dS,
where (S, dS) is a compact Riemannian manifold without boundary of dimension n. Then for any χ ∈ C ∞ 0 (X) which is not identically 0, the cutoff resolvent χ(∆ − n 2 /4 − σ 2 ) −1 χ continues holomorphically from {Im σ > 0} to C \ 0, with a simple pole of rank 1 at σ = 0. where 0 = λ 0 < λ 1 ≤ λ 2 ≤ · · · are square roots of the eigenvalues of ∆. We will show that χ(P m − σ 2 ) −1 χ is entire in σ for m > 0, and that it is holomorphic in C \ 0 with a simple pole of rank 1 at σ = 0 for m = 0. We will further show that We write the integral kernel of the resolvent of each P m using the following formula (see for example [TaZw1, (1.25) 
]):
R m (r, r ) = −ψ 1 (max{r, r })ψ 2 (min{r, r })/W (ψ 1 , ψ 2 ), (7.1)
where ψ 1 and ψ 2 are linearly independent solutions to (P m − σ 2 )u = 0 and W (ψ 1 , ψ 2 ) is their Wronskian.
If m = 0 we take ψ 1 (r) = e irσ and ψ 2 (r) = e −irσ (this is the only choice for which the resolvent maps L 2 → L 2 for Im σ > 0), so that W (ψ 1 , ψ 2 ) = 2iσ. Now the asserted continuation is immediate from the formula (7.1).
To study m > 0 we use, as in [Bo, §5.3] , the Bessel functions ψ 1 (r) = I ν λ m e −r , ψ 2 (r) = K ν λ m e −r , ν = −iσ. (7.2) . for arg ν varying in a compact subset of (0, 2π).
To bound the resolvent from below we apply it to the characteristic function of an interval: let a > 0 and put u(r) = − Using (7.6) we obtain 
Appendix. The curvature of a warped product
The result of this calculation is used in the examples in §2.4, and although it is well known, we include the details for the convenience of the reader. For this section only, let (S,g) be a compact Riemannian manifold, and let X = R × S have the metric
where f ∈ C ∞ (R; (0, ∞)). Let p ∈ X, let P be a two-dimensional subspace of T p X, and let K(P ) be the sectional curvature of P with respect to g. We will show that if ∂ r ∈ P , then K(P ) = −f (r)/f (r), while if P ⊂ T p S and K(P ) is the sectional curvature of P with respect tog, then
2 )/f (r) 2 .
