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Podemos escolher recuar em direção à segurança ou avançar 
em direção ao crescimento. A opção pelo crescimento tem que 








Este trabalho apresenta um estudo sobre o desenvolvimento de um 
procedimento de otimização para controlar o fluxo térmico de uma placa de circuito 
impresso (PCI) em meio de materiais isotrópico e anisotrópico. Neste sentido, os 
esforços se baseiam em maximizar o fluxo de calor para determinar a configuração 
mais eficaz, quanto possível, para a distribuição gradiente dentro da PCI. O Método 
dos elementos de contorno (MEC) foi empregado para resolver a equação 
diferencial governante para problemas potenciais. O algoritmo genético (AG) foi 
utilizado como método de busca da solução ótima para determinar o caminho 
otimizado de transferência de calor, quando se considera inclusões retangulares 
rotacionáveis com baixa condução dentro da matriz. Alguns exemplos numéricos 
são estudados a fim de validar a metodologia apresentada. 
 
Palavras-chave: Método dos Elementos de Contorno, Circuito Impresso, 














This works presents a study regarding to the development of an optimization 
procedure in order to control the thermal heat flux of a printed circuit board for 
isotropic and anisotropic medium. In this sense, the efforts are based on maximizing 
the heat flux for determining the best configuration, as possible as, for the inside 
gradient distribution of the (PCB). The boundary element method (BEM) was 
employed for solving the governing differential equation for potential problems. The 
genetic algorithm (GA) was chosen as a search method of the optimal solution for 
determining the heat transfer optimized path, when rotational rectangular inclusions 
with low conductive are considered inside the matrix. Some numerical examples are 
studied in order to validate the proposed methodology. 
 
Keywords: Boundary Element Method, Printed Circuited Board, Heat transfer, 
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Problemas de otimização são tratados diversas áreas. Na engenharia, a 
otimização aplica-se também ao comportamento térmico de materiais em meios 
isotrópicos e anisotrópicos. O principal esforço concentra-se no desenvolvimento de 
materiais com propriedades físicas e químicas que sejam precisas e confiáveis 
através da aplicação de técnicas de otimização por meio de métodos numéricos. 
Dentre os materiais compósitos podemos citar as Placas de Circuito Impresso 
(PCI), as quais são amplamente empregadas em todos os tipos de equipamentos 
eletrônicos, e necessitam atenção ao controle do fluxo da temperatura para garantir 
sua funcionalidade e desempenho. 
A análise numérica pode ser definida como a criação de um processo 
numérico a partir da busca de resultados por meio de problemas modelados 
matematicamente. Este processo pode ser definido a partir de um modelo numérico 
discretizado, reduzindo um problema físico, com um número infinito de incógnitas, a 
um problema discreto com um número finito de incógnitas. Na literatura as técnicas 
numéricas mais difundidas são: o Método das Diferenças Finitas (MDF), Método dos 
Elementos Finitos (MEF) e o Método dos Elementos de Contorno (MEC). 
O MDF é um dos primeiros métodos numéricos desenvolvidos, o qual 
consiste na técnica para cálculo de derivadas parciais presentes nas equações 
diferenciais por meio de aproximações das derivadas por diferenças finitas.  
O MEF tem como principal característica a divisão do domínio em uma série 
de elementos de geometria, ou seja, discretiza-se todo o domínio (volume). 
O MEC transforma as equações diferenciais em equações integrais de 
contorno o que faz com que apenas a variáveis sobre o contorno sejam 
consideradas. Neste sentido a quantidade de incógnitas do problema é reduzida. 
Devido à característica do MEC considerar apenas o contorno faz com que 
esta metodologia seja vantajosa quando comparadas com outros métodos (MEF e 
MDF) para problemas de otimização.  
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Em casos de otimização um controle rigoroso de malha é necessário para 
verificar a convergência da solução, o que eleva o custo computacional de maneira 
considerável segundo Guoquan et al. (2014).  Outro fator importante refere-se ao 
sistema matricial, que devido ser muito menor do que aquele gerado pelo MEF, 
resulta em uma considerável redução do custo computacional em problemas de 
otimização. Apesar das vantagens do MEC para problemas de otimização, o MEF 
ainda é mais amplamente empregado, pois a formulação de MEC é mais complexa. 
Os processos de otimização são aplicados a diversos tipos de problemas das 
mais variadas formas possíveis. Um dos processos de otimização amplamente 
aplicados na engenharia referem-se à otimização de forma ou de topologia. O 
objetivo principal de um processo de otimização de forma ou topológica, está 
diretamente associado à correta obtenção da geometria otimizada. De acordo com 
Anflor (2007) o MEC se insere neste contexto como um método particularmente 
atrativo para esses problemas, uma vez que não há necessidade de geração e 
gerenciamento de malhas internas.  
A discretização ocorre apenas na superfície do contorno do problema. Além 
disso, o MEC gera menos operações numéricas, com a maior economia de esforço 

















Diversos pesquisadores têm devotado seus esforços no estudo do aumento 
da eficiência térmica de componentes eletrônicos, os quais podem ser realizados 
através de técnicas numéricas ou experimentais, segundo Andonova (2009). 
Problemas de condução de calor tornam-se evidentes nos dispositivos eletrônicos, 
devido ao design dos produtos, componentes são reduzidos causando dificuldade na 
transferência do fluxo de calor. As PCI’s podem apresentar pontos de elevada 
temperatura, danificando ou alterando a funcionalidade dos microcomponentes 
eletrônicos.  
Conforme já mencionado, a tendência de miniaturização de eletrônicos 
algumas configurações de circuitos apresentam dispositivos com elevada dissipação 
de potência, o que resulta sérios problemas no desempenho do produto. O 
conhecimento dos limites dos campos de temperatura e de fluxo térmico, dentro de 
uma placa de circuito impresso (PCI) são cruciais para as tomadas de decisão na 

















Ante ao exposto, este trabalho consiste em analisar o comportamento do 
campo de fluxo de temperatura em PCI, a partir de materiais em meios isotrópicos e 
anisotrópicos, onde o MEC foi utilizado como método numérico para a solução das 
equações diferenciais que regem o problema.  
Para o processo de otimização, o método de convergência que será adotado 
para solução do problema no presente trabalho é o “Elitist Non-Dominated Sorting 
Genetic Algorithm” mais conhecido como NSGA II. O algoritmo escolhido calcula 
uma função multiobjetivo em que implementa o conceito de Dominância 
classificando a população total e dividindo os indivíduos em diferentes níveis através 
deste critério. Utilizando tal formulação os melhores indivíduos são armazenados 
nas iterações enquanto que os piores são excluídos.  Este trabalho tem como 
pesquisa, estudar a melhor configuração espacial das fibras internas de uma PCI 
manufaturada em matriz de comportamento isotrópico e anisotrópico para o controle 
do fluxo térmico, visando amenizar os problemas relacionados à transferência de 
calor, empregando o MEC acoplado ao Algoritmo Genético (AG) pelo processo do 
NSGA II. 
1.1 Revisão bibliográfica 
O Método de Elementos de Contorno (MEC) é uma técnica numérica utilizada 
para a solução de diversos tipos de problemas, entre eles os potenciais. A 
aproximação da solução é realizada apenas no contorno do domínio associado a 
equação governante sempre que a solução fundamental da equação diferencial é 
conhecida. O uso de malhas no interior domínio de solução é desnecessário e as 
informações dentro do domínio podem ser calculadas em um pós-processamento a 
partir do conhecimento de todas as incógnitas do contorno. Devido a esta 
particularidade, o MEC apresenta maior facilidade em geração da malha e 
remalhamento quando considerando problemas em que a geometria é alterada 
iterativamente.  
O MEC é aplicado para a solução de diversos problemas da engenharia, 
como por exemplo, problemas potencias, elastoestática, viscoplasticidade, análise 
de fraturas, interação fluído-estrutura, elastodinâmica, entre outros. Pode-se citar 




abordam a aplicação do MEC a todas estas classes de problemas com em Brebbia 
(1984), Brebbia et al. (1984), Brebbia e Venturini (1987), Venturini (1988), Hesebe e 
Wang (2002). De acordo Perez & Wrobel (1996), os primeiros estudos sobre 
anisotropia tiveram início com o trabalho de Green (1943), que apresentou a solução 
fundamental anisotrópicas para problemas bidimensionais, e foi utilizada por: Rizzo 
& Shiipy (1970) e Benjumea & Sikaskie (1972), Barnett (1972), apresentaram 
formulações do método utilizando a solução fundamental anisotrópicas com 
variáveis complexas. Nos problemas tridimensionais os primeiros trabalhos são de 
Vogel & Rizzo (1973) (apud Perez & Wrobel, 1996), com apresentações de 
formulações fundamentais anisotrópicas. 
Inúmeros pesquisadores aplicaram o MEC na solução de problemas de 
otimização devido as suas particularidades, como independência de malha e 
variáveis apenas no contorno. Alguns trabalhos pertinentes à aplicação do MEC e 
otimização empregando AG merecem destaque e suas contribuições serão 
apresentadas na sequência. Os AGs são baseados no princípio Darwiniano de 
evolução das espécies, que podem ser aplicados na resolução de diversas classes 
de problemas. Este princípio imitado na construção de algoritmos computacionais, 
que buscam desenvolver soluções codificadas via cromossomos artificiais. 
Suveges (2014) apresenta um problema inverso de detecção de danos em 
estruturas. Os parâmetros geométricos do dano foram identificados com precisão 
considerável em diferentes posições da placa mostrando a eficiência e robustez por 
meio da resolução via MEC, associado a heurística de otimização global Evolução 
Diferencial (ED). 
Mundstock (2008) demonstra a estratégia de otimização de forma, com 
cálculo de sensibilidade para estruturas elásticas bidimensionais utilizando MEC. 
Neste trabalho, foram utilizadas variáveis complexas para a obtenção das derivadas 
da função custo do problema da otimização. Os resultados obtidos demonstraram 
boa precisão e independência do tamanho da perturbação utilizada. 
Amaral (2004) apresenta análise numérica para otimização de forma de 
estruturas contínuas bidimensionais com técnicas de programação não linear. O 
MEC+AG foi aplicado para o cálculo das tensões e deslocamentos nas estruturas. 
 24 
 
Os exemplos numéricos são apresentados validando a metodologia proposta, com a 
uniformização da distribuição de tensões no contorno. 
Ferreira (2012) apresenta formulações que acoplam o MEC+AG, na resolução 
de problemas inversos de elasticidade plana, com a minimização e regularização de 
deslocamentos. Experimentalmente foi adotada a técnica de correlação de imagens 
(CID). Os problemas foram analisados em laboratório, para obtenção dos campos de 
deslocamentos via CID, e tais resultados utilizados para a implementação numérica.  
A análise numérica foi capaz de resolver problemas de interesse da 
engenharia de estruturas (estimativa de propriedades de materiais, problema inverso 
de valor de contorno, estimativa dos parâmetros do modelo coesivo de 
fraturamento), os resultados mostram a eficiência da metodologia empregada para a 
solução para problemas inversos de elasticidade, via MEC. 
Bueno (2012) apresenta a análise inversa com a associação de AG e MEC 
para a localização de tumores de pele em 3D. Neste trabalho é realizada uma 
análise de distribuição de temperatura medida na superfície da pele. O objetivo 
consiste na localização e na definição do tamanho do tumor através da elevação do 
campo de temperatura. Os resultados demonstraram que a utilização do MEC foi 
uma ferramenta viável para a solução do problema estudado.  
Koito et al. (2013) aplicaram folhas de metais como vias térmicas para 
melhorar a condutividade térmica em placas de circuito impresso. O trabalho 
descreve uma análise numérica da PCI tendo vias metálicas e foca nas 
características da transferência de calor sob condições de calor não-isotérmicas. A 
discussão também se concentra na condutividade térmica efetiva. Segundo os 
autores a condutividade térmica efetiva é importante porque possibilita modelar uma 
placa compósita como um meio homogêneo. Por meio dos resultados numéricos os 
autores puderam confirmar que as localizações das vias de metal afetam fortemente 
as características da transferência de calor. Foi verificado que a condutividade 
térmica efetiva da PCB é a mesma tanto para condições de contorno isotérmicas ou 
não isotérmicas. 
Dede (2010) apresentou um estudo voltado para o controle do fluxo de calor 




de Circuito Impresso (PCB), demonstrando a vantagem do processo de otimização. 
As simulações de transferência de calor indicaram a redução substancial da 
resistência térmica.  
Anflor et al. (2014) realizaram uma análise de sensibilidade usando derivadas 
topológicas. O processo de otimização topológica foi aplicado em placas de circuito 
impresso (PCIs) com comportamento anisotrópico considerando múltiplos domínios. 
O MEC foi o método numérico empregado para a solução dos campos de fluxo e 
temperatura na análise de sensibilidade do domínio. A partir de inserção de um 
segundo material, de maior valor de condutividade térmica do que o da matriz, o 
procedimento de otimização mostrou-se ser eficaz resultando em um problema de 
calor com alto desempenho. 
A partir desta revisão bibliográfica foi possível elencar a importância do MEC 
adotada neste trabalho e da otimização aplicada a diversas áreas da engenharia, 
principalmente a problemas de transferência de calor. 
 
1.2 Objetivos do trabalho 
Este trabalho tem como objetivo, utilizar o MEC+AG para projetar um 
aumento da eficiência da transferência do fluxo de calor em materiais de 
comportamento isotrópicos e anisotrópicos, considerando uma Placa de Circuito 
Impresso (PCI) com furos retangulares. A formulação do código permite a inserção 
de furos com ângulos distintos, que são os parâmetros a serem otimizados por meio 
do controle de fluxo térmico. É objeto de interesse neste estudo, buscar a melhor 
configuração espacial das fibras internas de uma PCI manufaturada, visando 
amenizar os problemas relacionados à transferência de calor. 
 As análises são aplicadas a problemas potenciais em regime de condução 
térmica estacionária, onde as equações diferenciais são resolvidas numericamente 
pelo Método de Elementos de Contorno acoplado ao Algoritmo Genético, para o 




1.3 Organização do texto 
A dissertação está dividida em nove capítulos da seguinte forma: 
 Capítulo 1: neste capítulo é apresentada a introdução com suas 
considerações iniciais, a revisão bibliográfica dos trabalhos relevantes sobre o 
método dos Elementos de Contorno e suas aplicações, nas diversas áreas da 
engenharia, como também para problemas potenciais e de otimização. Bem 
como esta organização do texto e os objetivos do trabalho. 
 Capítulo 2: são apresentados os conceitos para a formulação do método 
dos Elementos de Contorno aplicados a problemas de condução de calor; a 
solução fundamental da Equação de Laplace, e o equacionamento da 
formulação do MEC para elementos quadráticos contínuos e sub-regiões 
estão presentes neste capítulo; 
 Capítulo 3: são tratados os tópicos referentes à otimização para o 
entendimento de conceitos e comportamento de problemas desta natureza. 
 Capítulo 4: são apresentados os algoritmos evolucionários. 
 Capítulo 5: neste capítulo a descrição das ferramentas utilizadas na 
implementação numérica são apresentadas. 
 Capítulo 6: são apresentados os resultados numéricos dos casos das 
matrizes isotrópicas e anisotrópicas. 








2 O MÉTODO DOS ELEMENTOS DE CONTORNO 
O Método dos Elementos de Contorno (MEC) é baseado matematicamente, 
na transformação da equação diferencial que rege um determinado problema em 
uma equação integral. É uma técnica numérica utilizada para a solução de 
problemas potenciais, onde a aproximação da solução é realizada apenas no 
contorno do domínio associado à equação governante, dispensando o uso de 
malhas no interior domínio de solução. Através do método dos resíduos ponderados 
é possível a obtenção de equações integrais necessárias à formulação do MEC. O 
conhecimento da solução fundamental da equação diferencial empregada no MEC é 
de fundamental importância. A solução fundamental é empregada como função peso 
no método dos resíduos ponderados, o que faz com que a integral de domínio seja 
satisfeita restando apenas os termos integrais de contorno. Isto permite que a 
discretização do MEC ocorra apenas na superfície do contorno do problema. Apesar 
da formulação do MEC ser consideravelmente complexa, quando comparada com 
outros métodos numéricos, a redução em uma dimensão (se 2D para 1D, e se 3D 
para 2D) do problema é extremamente atrativa. 
O MEC por suas características atrativas vem despertando o interesse da 
comunidade científica para que as dificuldades matemáticas pertinentes ao método 
sejam solucionadas. O MEC, por exemplo, não apresenta malha em seu domínio. 
Para solucionar problemas com forças de corpo, técnicas matemáticas que permitem 
transformar uma integral de domínio em uma de contorno equivalente tiveram que 
ser desenvolvidas. Algumas destas técnicas são o Método da Reciprocidade Dual 
(DRM) e o Método da Integração Radial (MIR). Ante ao exposto é possível avaliar a 
importância do método e as inúmeras possibilidades de desenvolvimento por parte 
dos pesquisadores. 
A metodologia para o MEC será apresentada aqui para problemas potencias, 
mais especificamente para problemas de transferência de calor. No entanto, o 
mesmo procedimento pode ser estendido a outras classes de problemas como, por 
exemplo elasticidade.  
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2.1 Problemas de condução de calor 
A equação governante para problemas de condução de calor é a de Laplace, 
a qual é deduzida e discretizada para a formulação do MEC. Três tipos de 
elementos são considerados: elementos constantes, elementos lineares e elementos 
quadráticos. Na discretização utilizando elementos constantes, a geometria é 
aproximada por segmentos de retas com um nó no meio de cada elemento. Os 
elementos de contorno lineares, a discretização da geometria é aproximada por uma 
função de forma que é um polinômio do 1º grau, necessitando de dois nós em cada 
elemento. Outro tipo de elemento é o quadrático, cuja a discretização da geometria é 
aproximada por uma função de forma quadrática ao longo de cada elemento, sendo 
necessários três pontos nodais por elemento. 
O uso de elementos quadráticos é mais vantajoso, pois aumenta a precisão 
dos resultados e diminui o número de elementos na discretização. Como resultado, 
o custo computacional é melhorado significativamente. Na sequência, é deduzida 
uma formulação de elementos de contorno, onde todas as integrais são calculadas 
analiticamente. Neste trabalho, foram considerados elementos quadráticos 
contínuos. 
2.2 Solução fundamental para a Equação de Laplace 
A solução fundamental, que é base da formulação do MEC, para a equação 
de Laplace, corresponde à resposta da temperatura em um meio infinito quando a 
fonte de geração de calor é concentrada em um ponto. Matematicamente, 
corresponde a solução particular de Fourier quando o termo não homogêneo é igual 
ao delta Dirac, ou seja, conforme a Eq. (2.2.1). 
 
 2 ,d dx x y yT
k
      
       
(2.2.1) 
Uma função que satisfaz a Eq. (2.2.1) é demonstrada pela Eq. (2.2.2). 
 lnT A r






Em que r  é a distância entre o ponto onde a fonte de calor é aplicada e o 
ponto onde a temperatura é medida, e A é uma constante a se determinar. 
Sem perder a generalidade, consideremos o sistema de coordenadas com 
origem no ponto fonte, conforme a Figura 2.1, através das Eq. (2.2.3), (2.2.4) e 
(2.2.5) pode-se observar as formulações de raio, temperatura e fluxo. 
 2 2r x y   (2.2.3) 
Como: 
 lnT A r

  (2.2.4) 
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Continuamos na Eq. (2.2.11) que: 
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   
 
   
 
 (2.2.11) 
Como 2 0T    para qualquer ponto exceto o ponto de aplicação da fonte, 
segue conforme Eq. (2.2.12). 
  2 2 0T A x    (2.2.12) 













       (2.2.13) 
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Para obtermos uma formulação numérica genericamente melhor, 







   (2.2.16) 
Considerando que o sistema de referência Figura 2.2 tem origem em uma 
posição qualquer, r  é dado pela Eq. (2.2.17). Onde  ,d dx y são coordenadas do 
ponto fonte. 
    
2 2
d dr x x y y     (2.2.17) 
 
Figura 2.2 - Posições dos pontos fonte e campo. 
Uma vez conhecida a solução fundamental para a temperatura define-se fluxo 
de calor através do contorno pela expressão na Eq.(2.2.18). 




Onde q é a quantidade de calor que passa através do contorno por unidade 
de tempo e por unidade de área. Substituindo na Eq. (2.2.18) o valor de q    é dado 
pela equação (2.2.19). 
 i j k
x y z
   
    
   
 (2.2.19) 
Obtém-se a Eq. (2.2.20) e (2.2.21). 














é a derivada da temperatura na direção do vetor normal ao contorno 
n . Dessa forma, é possível definir a solução fundamental para o fluxo de calor dado 









Substituindo na Eq. (2.2.22) o valor dado de T  dado pela Eq. (2.2.16), 
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 (2.2.23) 
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 (2.2.24) 




obtém-se a Eq. (2.2.25). 
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De modo análogo, temos, a Eq. (2.2.27): 







Substituindo a Eq. (2.2.26) e a Eq. (2.2.27) na Eq. (24), obtemos a Eq. 
(2.2.28), que é a solução fundamental do fluxo. 
    2
1
2
d x d yq x x n y y n
r
        (2.2.28) 
 
2.3 Elementos Quadráticos Contínuos 
Na discretização utilizando elementos quadráticos a geometria é aproximada 
por uma função quadrática ao longo de cada elemento, sendo necessários três 
pontos nodais por elemento conforme mostrada na Figura 2.3. 
 
 
Figura 2.3 - Discretização da geometria de elementos quadráticos 
Os elementos de contorno i  são considerados parabólicos, ou seja, são 





necessários 3 pontos de 
i  para que uma parábola seja definida. Estes pontos são 
dados por      1 1 2 2 3 3, y , , e , ,x x y x y  que correspondem respectivamente às 
coordenadas intrínsecas 1, 0 e 1      , conforme ilustrado na Figura 2.4. 
 
Figura 2.4 - Funções de forma quadráticas contínuas 
 
As temperaturas e fluxos são aproximados conforme as Eq. (2.3.1) e (2.3.2). 
 1 1 2 2 3 3T N T N T N T    (2.3.1) 
 
1 1 2 2 3 3q N q N q N q    (2.3.2) 
Onde 1T  é a temperatura no nó local 1, 2T  a temperatura no nó local 2, 3T a 
temperatura no nó local 3, 1q é o fluxo no nó local 1, 2q é o fluxo no nó local 2, 3q é o 
fluxo no nó local 3, 1N  
é a função de forma 1, 2N é a função de forma 2, e 3N é a 
função de forma 3. As funções de forma quadráticas contínuas 1N , 2N e 3N são dadas 









   (2.3.3) 
 
 
Escrevendo na forma matricial, resultam as Eq. (2.3.4) e (2.3.5). 
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A equação integral discretizada é então escrita conforme a Eq. (2.3.6), onde o 
fator de forma é representado por 
1
2
c quando d  , juntamente com as matrizes 
de influência h  e g  que podem ser escritas na seguinte forma: 
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2.4 Métodos dos Elementos de Contorno para problemas potenciais 
Na engenharia, vários problemas podem ser demonstrados pela teoria de 
Potencial, como por exemplo, os problemas de condução térmica, distribuição do 
potencial elétrico ou magnético, fluxo em meios porosos, fluxo irrotacional de fluidos 
ideais e torção de barras. Na solução de problemas de geometria complexas é 
pequeno o número de problemas cuja representação analítica é possível, fazendo-
se assim necessária a utilização de métodos numéricos para a obtenção de 
soluções aproximadas. Para a aplicação de um problema potencial ao MEC, um 
ponto inicial possível, para se obter a equação integral sobre o contorno é a 
ponderação dos resíduos da equação diferencial das condições de contorno, com 
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auxílios de manipulações algébricas do teorema de Betti e da terceira identidade de 
Green, obtendo-se assim a identidade de Somigliana. Neste trabalho somente a 
dedução parcial do MEC foi apresentada. A dedução completa do MEC poderá ser 
obtida nas literaturas clássicas (Brebbia et al. (1984) e Wrobel (2002)). A formulação 
será apresentada a partir da identidade Somigliana Eq. (2.4.1) que demonstra o 
problema potencial e fluxo sobre o contorno na ausência de fonte de calor. 
          
1




    
iT x T x q x x d q x T x x d  (2.4.1) 
Para meios totalmente anisotrópicos, a equação governante é escrita em 
termos de coordenadas cartesianas conforme apresentado na Eq. (2.4.2). 
  
2 2 2










Assumindo que as propriedades tensoras dos materiais são simétricas, as 
equações podem ser escritas como soluções fundamentais de temperatura 
conforme Eq. (2.4.3) e para fluxo na Eq.(2.4.4). A distância entre o ponto fonte e 
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Para transformar a solução anisotrópica em isotrópica o valor de 
11 22deve ser igualao valor dek k  na solução da equação governante das coordenadas  
cartesianas (2.4.2), não fazendo a utilização do segundo termo da equação que 
representa 
12k .  
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    (2.4.7) 
 A Eq. (2.2.7) pode ser representada em sua forma matricial conforme a 
eq. (2.4.8). 
     A X F  (2.4.8) 
Onde:  
 A
matrizes de  potenciais e fluxos das condições de contorno; 
 X
vetor que contém as variáveis de incógnitas sobre os nós do contorno; 
 F















O conceito de otimização é constantemente empregado, como o ato de se 
encontrar um resultado ou conjunto de soluções ótimas. 
Vitório Júnior (2014) apud Vianna (2003) explica a otimização ou programação 
matemática como a técnica de determinação da melhor solução para problemas 
matematicamente definidos, que são frequentemente a modelagem de um problema 
físico. 
Os métodos de otimização são divididos em dois grupos importantes: 
programação linear e não-linear. 
 
3.1 Programação linear  
A programação linear é uma técnica da pesquisa operacional, muito utilizada 
em problemas de otimização, nos quais a função objetivo e as restrições são todas 
lineares. 
Em problemas de otimização é buscado, por meio de valores de variáveis a 
maximização ou minimização de determinadas funções dentro de um determinado 
domínio.  
De acordo com Luenberger (1984), qualquer problema de programação linear 
pode ser representado por uma “formulação padrão”:  Conforme a Eq. (3.1.1). 
Minimizar/Maximizar sujeita a:  
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 (3.1.1) 
Onde Z   é a função-objetivo, 1x  são as variáveis ou incógnitas e ib , i ijc e a ,  






O Método Simplex é uma técnica matricial para se determinar 
numericamente, a solução ótima de um modelo de Programação Linear.  
Segundo Silva et al. (2010), o Simplex é formado por um grupo de critérios 
para escolha de soluções básicas que melhorem o desempenho do modelo, para um 
de um teste de otimalidade.  
Puccini (1990) apresenta o método Simplex para problemas de maximização, 
pode ser resumido nos seguintes passos: 
i) encontrar uma solução factível básica inicial; 
ii) verificar se a solução atual é ótima. Se for, pare. Caso contrário, siga para o 
passo iii); 
iii) determinar a variável não básica que deve entrar na base; 
iv) tirar a variável básica que deve sair da base; 
v) encontrar uma forma canônica para o sistema de equações, levando em 
consideração as etapas (iii) e (iv) à fim de determinar a nova solução factível 
básica, e voltar ao passo ii. 
3.2 Programação não linear 
Na programação não linear, as funções não lineares possuem algumas 
características: a função objetivo não é linear e pelo menos uma das restrições, é 
uma função não linear das variáveis envolvidas. Sendo classificadas em dois 
subgrupos: determinísticos e não determinísticos.  
 
3.2.1 Métodos determinísticos 
Os métodos determinísticos buscam o ponto ótimo utilizando–se das 
coordenadas da posição corrente ( kx ) como ponto de partida para a iteração 
seguinte  1k  . Para a solução de problemas sem restrições consiste em se aplicar, 
de forma iterativa, a Eq. (3.2.1). 
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 1k k k kx x d    (3.2.1) 
Onde k  refere-se ao passo de cálculo e kd   é a direção de busca do ponto 
otimizado.  
Em suma, a obtenção da direção de busca envolve o cálculo analítico de 
derivadas (alguns métodos clássicos, conhecidos como métodos de ordem zero, não 
utilizam o cálculo de derivadas na obtenção da direção de busca  kd , cuja ordem 
caracteriza o método utilizado (i.e., métodos de ordem um ou métodos de ordem 
superior). 
O passo de cálculo controla a evolução da solução e seu valor pode ser 
obtido por métodos do tipo Seção Áurea e Fibonacci, dentre outros. Podemos 
encontrar a descrição dos métodos citados em Adby (1982) e Box et al. (1969). A 
diferenciação entre os métodos de programação não linear consiste na estratégia 
adotada para determinação do vetor kd ,sendo caracterizado  de forma  de ordem 
zero: nos quais nenhuma informação de  derivada é utilizada na determinação 
dessas direções: a de ordem um nos quais apenas as informações de primeira 
ordem (vetores gradientes) são utilizadas; e de ordem dois: nos quais são utilizadas 
tanto as informações de primeira ordem (vetores gradientes) quanto as de segunda 
ordem (matrizes Hessianas). 
 
3.2.2 Gradiente 
O método gradiente é um dos métodos mais antigos de minimização de 
funções. Conhecido também por “Método Cauchy”, é um método simples 
computacional, porém apresenta convergência lenta computacional, e até mesmo 
não chega a convergir em tempo que seja consideravelmente razoável. 
Tal método utiliza apenas as derivadas de primeira ordem para o cálculo do 
gradiente. O gradiente aponta na direção de maior crescimento da função no ponto. 
Consequentemente tal método procura ir em direção busca que é oposta ao 
gradiente. 




 1  k k dx x k k    (3.2.2) 
Onde  k kd f x  e k  é um escalar não-negativo que minimiza 
 ( )k k kf x d . 
  Em outras palavras, a partir de kx , procura-se ao longo da direção kd  um 
mínimo sobre esta reta, dado por 1kx  . 
 
3.2.3 Gradiente Conjugado 
O Gradiente Conjugado, é um método iterativo de busca do mínimo local da 
função, gerando aproximação para a solução. E por meio das direções conjugadas, 
o método trabalha com a seleção de sucessivos vetores: a direção como uma 
versão conjugada dos sucessivos gradientes encontrados durante ao processo de 
solução. 
De acordo Luenberger (1984), o método Gradiente pode ser definido por: 
“Dada uma matriz simétrica Q , dois vetores 0 1 d e d  são ditos Q   ortogonais 
ou conjugados em relação”. 
A partir do conceito demonstrado, observamos que um conjunto finito de 
vetores é dito se  0   ,
T
i jd Qd para todo i j   sendo a matriz Q  definida positiva, tais 
valores são linearmente independentes. 
Tal método consequentemente gera a cada passo uma direção conjugada, 
kd , que é uma combinação linear de  kf x  e da direção usada no passo anterior 
 1 .xd   
Mateus et al. (1986) apresenta o algoritmo do Método de Gradiente 
Conjugado descrevendo os principais procedimentos listados de acordo com a 




Início      
  0Definir uma tolerância  e um ponto de partida x   
Fazer 0k   
Calcular 0( )f x  
0)e   (S f x   Então   
0 0( )d f x  
0 ( )_ 0 . 0
T f x d    
0 0 0( ) (. .)
Td F x d  
1 0 0 0.x x d   
Calcular 1( )f x  
1Enquanto   ( )kf x   Faça  
1 1( )k kd f x  







f xk f xk
dk f x f x
   
 
 
  1k k   
_k 
( )







d F x d

 
1 . k k k kx x d    
Calcular 1( )kf x   
Calcular 1( )kf x   
fim do Enquanto  
fim do Se  
Fim  
Figura 3.1 - Método Gradiente Conjugado- Mateus et al. (1986) 
 
 
3.3 Não Determinísticos 
Os métodos não determinísticos são aqueles que imitam fenômenos ou 
processos encontrados na natureza, denominando-se a computação natural. 
De acordo com Michalewicz (1997), dentro da classe Computação Evolutiva 




e a Programação Genética, e ainda formas híbridas desses algoritmos. De acordo 




Figura 3.2 - Ramificações da Computação Natural-Olivieri (2004) 
Aborda-se, neste trabalho, as técnicas de computação evolutiva, com a 
utilização do método de AG, que se baseia na teoria da Evolução de Espécie 
Darwiniana (1859), que será melhor apresentada esta abordagem no capítulo 4 e 5. 
Na literatura, podemos destacar alguns exemplos que serão demonstrados, a 
seguir de métodos bastante usuais não determinísticos tais como: o algoritmo de 
otimização por colônia de formigas, o algoritmo de otimização por abelhas e as 
redes neurais artificiais. 
3.3.1 Formigas 
O Algoritmo de otimização por colônia de formigas é usado para diferentes 
problemas de otimização combinatória. É inspirado no comportamento de formigas 






















O algoritmo proposto por Colorni et al. (1991), denominado Ant Colony 
Optimization (ACO - Otimização por Colônia de Formigas), para resolver o problema 
do caixeiro viajante (Travelling Salesman Problem - TSP).  
Conforme Figura 3.3 o pseudocódigo contendo a descrição do ACO de 
Corloni et al. (1991). 
Algoritmo Pseudocódigo para o algoritmo ACO 
Inicialize 
Repita - Neste nível, cada execução é chamada 
iteração 
Repita - Neste nível cada execução é chamada  
Passo - Cada formiga aplica uma regra de transição para construir a 
Próxima etapa da solução aplica-se a atualização total  
de feromônios 
Até que - Todas as formigas tenham criado uma solução completa; 
Aplica-se o procedimento de busca local; 
          Aplica-se o procedimento de atualização global dos feromônios 
Até o critério de parada seja satisfeito 
Figura 3.3 - Pseudocódigo de ACO- Corloni 
3.3.2 Abelhas 
O algoritmo de otimização por abelhas, a Colônia Artificial de Abelhas (CAA) 
foi proposta por Karaboga em (2005). Ele é inspirado pelo comportamento natural de 
forrageamento de abelhas, que tem o intuito de resolver problemas baseando-se no 
comportamento inteligente das abelhas na natureza, num modelo matemático com 
três componentes: abelhas operárias, abelhas não operárias (seguidoras ou 
exploradoras) e fontes de alimento, representando as possíveis soluções do 
problema.  
Destacamos que um algoritmo de abelhas consiste na execução dos passos 
Forward e Backward. Tais passos são repetidos durante as iterações do algoritmo 
até que o critério de parada seja atingido. Para melhor demonstrar segue o algoritmo 





Figura 3.4 - Representação do algoritmo de abelhas- Borchers (1994) 
A figura 3.5 ilustra o pseudocódigo contendo a descrição do CAA- Aghazadeh 
(2011). 
Algoritmo Pseudocódigo para o algoritmo CAA 
Inicialize– A população com soluções aleatórias 
 Avaliar a aptidão (fitness) da população 
Enquanto (número máximo de ciclos não for atingido) 
 / / Formação de nova população. 
 
  Selecionar fontes de alimentos na busca da vizinhança. 
 
 Recrutar as abelhas seguidoras para irem às fontes de                    
alimentos selecionados e avaliar suas novas aptidões. 
 
 Selecionar as abelhas com melhores fitness. 
 
 Com as demais abelhas (exploradoras), ainda não                    
selecionadas, fazer busca aleatório e avaliar suas aptidões. 
 
Fim 
Figura 3.5 - Pseudo código para o CAA 
3.4 Redes Neurais Artificiais 
As Redes Neurais Artificiais (RNA) são técnicas computacionais baseadas em 
modelos matemáticos inspiradas na estrutura neural de organismos inteligentes 
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mais precisamente no funcionamento dos neurônios, que adquirem conhecimento 
por meio de experiências.  
De acordo Teotônio (2014), as Redes Neurais são compostas por unidades 
básicas com entradas, saídas e processamentos de dados, que podem ser 
chamados de neurônios, por analogia. A interligação entre essas unidades básicas 
faz com que seja possível dividir o processamento entre elas, e a rede pode ser 
capaz de processar e responder de maneira cada vez mais complexa. 
Lastiri et al. (2004) apresentam aplicação de redes neurais artificiais (RNA) à 
engenharia de estruturas. Duas aplicações práticas são apresentadas, onde redes 
neurais artificiais são implementadas utilizando-se planilhas eletrônicas: o 
dimensionamento de uma viga em concreto armado, e a análise de uma chapa de 
aço com um furo no centro. Os resultados obtidos no treinamento das redes, para as 
duas aplicações práticas apresentadas, com erros inferiores aos previamente 
estabelecidos, indicam que as redes foram bem treinadas. E os resultados dos 
testes, com erros também menores que os previamente estabelecidos, indicam que 
as redes treinadas podem ser aplicadas para solucionar problemas semelhantes aos 
utilizados nos treinamentos. Os resultados apresentados permitem concluir que 
redes neurais artificiais podem ser aplicadas à engenharia de estruturas com 
coerência e segurança. 
 
3.5 Computação Evolutiva 
Nos meados da década de 50 surgiram os primeiros estudos da computação 
evolutiva, porém ficou estagnada por décadas devido à falta de desempenho 
computacional nesta época. Holland (1975) e outros pesquisadores na década de 
70, desenvolveram pesquisas sobre a computação evolutiva. Goldberg na década 
de 80, desenvolveu um trabalho com sucesso em aplicação industrial com AGs, a 
partir de então, os AGs são uma ferramenta para a solução de problemas de 
otimização. 
A Computação Evolutiva trabalha com diversos algoritmos inspirados na 




(probabilísticos) fornecem informações a um mecanismo de busca paralela e 
adaptativa, considerando o princípio de sobrevivência mais aptos, na reprodução. 
Tal mecanismo é obtido, a partir de uma população de indivíduos, e 
representado por cromossomos de forma binária, através de vetores e matrizes. 
Cada cromossomo é associado a uma aptidão (no caso a avaliação da solução do 
problema), e assim são submetidos a um processo de evolução (seleção, 
reprodução, cruzamento, mutação), por várias fases. Compreende-se a ideia de uma 
população com estruturas computacionais, com a busca de otimizar a adequação de 
indivíduos para a formação desta população. Diversos tipos de problemas podem 
ser resolvidos pela computação evolucionária. Procurando desenvolver modelos 
para a reprodução de determinado fenômeno, a computação evolucionária oferece 
algorítmicos gerais que podem ser aplicados a problemas complexos. 
Michalewicz (1997) demonstrou a estrutura básica dos algoritmos 
pertencentes ao grupo da Computação Evolutiva, na Figura 3.6. 
Algoritmo Evolucionário 
Inicio 
 0t    
Inicializar a população 
Avaliar a população 
 
Enquanto (Critério de parada não for satisfatório) 




Fim do enquanto 
Fim 
Figura 3.6 - Estrutura AG- Computação Evolutiva- Michalewicz (1997) 
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4 ALGORITMO GÉNETICO EVOLUCIONÁRIOS 
Os Algoritmos Genéticos (AGs), são um método da Computação Evolutiva, 
com técnicas não determinísticas de busca da otimização que manipulam um 
espaço de soluções potenciais, utilizando mecanismos inspirados na teoria 
Darwiniana (1859). O desenvolvimento de simulações computacionais surgiu na 
década de 60. John Holland foi um dos pioneiros pesquisadores para o 
desenvolvimento dos Algoritmos Genéticos (AGs), e como consequência de suas 
pesquisas originou a publicação em 1975 de “Adaptation in Natural and Artificial 
Systems”. Segundo Goldberg (1989), os AGs são eficientes e robustos em espaços 
de procura irregulares, multidimensionais e complexos. Barbosa (1977) fundamenta 
que os AG constituem uma classe de ferramentas versátil e robusta e que pode ser 
utilizada na solução de problemas de otimização. 
Segundo Davis (1996) e Michalewicz (1996), os AGs utilizam três operadores 
básicos para o procedimento de otimização: seleção, recombinação e mutação. 
Para a implementação de um AG são necessários alguns requisitos: 
 Representações feitas das possíveis soluções do problema com formato no código 
genético; 
 A população inicial deve conter diversidade suficiente para que, o algoritmo combine com 
características para produzir novas soluções; 
 Deve existir um método para medir a qualidade de uma solução potencial; 
 A combinação de soluções para gerar novos indivíduos de populações; 
 Critério de escolha das soluções que permaneceram na população ou que serão retirados 
desta; 
 Procedimento para introdução periódica de alterações em algumas soluções da 
população, para manter-se a diversidade da população e a possibilidade de produção de 
soluções novas, para serem avaliadas pelos critérios dos mais aptos. 
 
Davis (1996) descreve as etapas básicas de um AG da seguinte forma: 
1. Inicializar uma população de cromossomos;  
2. Avaliar cada cromossomo da população;  
3. Criar novos cromossomos através da troca de material genético entre cromossomos 
(crossover e mutação);  
4. Remover membros da população para dar lugar a novos cromossomos;  
5. Avaliar os novos cromossomos e inseri-los na população;  





A Figura 4.1 demonstra um pseudocódigo que representa um algoritmo 
genético simples conforme Olivieri (2004). 
Algoritmo Simples 
Inicialize - A população 
Avalie indivíduos da população 
Repita 
 Selecione indivíduos para reprodução 
           Aplique operadores de recombinação e mutação 
Avalie indivíduos da população 
Selecione indivíduos mais adaptados 
Até - Critério de parada satisfeito 
Fim 
Figura 4.1 - Pseudo-código para um AG simples. 
Os algoritmos genéticos inspirados no princípio Darwiniano são simples. 
Baseado nisso, o princípio de seleção garante que os indivíduos mais aptos têm 
mais chances de reprodução. Indivíduos com mais descendentes têm maior 
probabilidade de perpetuarem seus códigos genéticos nas gerações próximas. 
Esses códigos constituem a identificação de cada indivíduo e estão representados 
nos cromossomos. 
Tais princípios são utilizados na construção de algoritmos computacionais, 
que buscam a melhor otimização para um determinado problema através da 
evolução de populações de soluções, codificadas por cromossomos. 
 
Nos AGs, um cromossomo é uma estrutura de dados que representa uma das 
possíveis soluções, e são submetidos a um processo evolucionário, que após vários 
ciclos de evolução aparecerá os indivíduos mais aptos. 
 
A tabela 1, demonstra os termos básicos da genética ligado aos AGs. 
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Tabela 1 - Termos básicos da genética ligados aos AGs 
Nomenclatura Termos oriundos da genética aplicados aos AGs 
Cromossomo 
Cadeia de caracteres que representa alguma informação das variáveis do 
problema, sendo que cada um desses cromossomos pode representar uma 
possível solução. 
Gene Descreve cada uma das variáveis do problema 
População Conjunto de possíveis soluções 
Geração Número da iteração que o algoritmo genético executa 
Genótipo Representa a informação contida nos cromossomos 
Função 
Objetivo 
Função a ser minimizada, com informações numéricas com desempenho de 
cada cromossomo da população. 
Os algoritmos genéticos, não utilizam o cálculo de derivadas, pois são 
considerados diretos e de ordem zero, e precisam apenas da avaliação da função 
objetivo para a introdução no processo de otimização dados e parâmetros 
randômicos, consequentemente com uma solução de problema de forma 
probabilística para encontrar um resultado, ao contrário de outros métodos de 
otimização com regras determinísticas. Albrecht (2005) apresenta a comparação 
entre os AG e os métodos clássicos de programação matemática, conforme a tabela 
2. 
Tabela 2 - Comparação dos AG com os métodos clássicos 
Métodos Clássicos Algoritmos Genéticos 
Têm dificuldade em identificar soluções ótimas globais, uma 
vez que dependem do ponto de partida. 
Não apresentam nenhuma restrição quanto ao ponto de 
partida. 
Têm dificuldade em tratar problemas com variáveis 
discretas (problemas comuns em Engenharia). 
Trabalham tanto com codificação contínua como discreta das 
variáveis, ou ainda com uma combinação de ambas. 
Requerem funções diferenciáveis, o que pode ser oneroso, 
complexo e nem sempre possível. 
Não necessitam que a função objetivo seja contínua nem 
diferenciável. 
Cada um dos métodos clássicos, de uma forma geral, tem 
domínio de aplicação restrito. 
São razoavelmente eficientes para a maioria dos problemas 
existentes. 
Em geral, não são eficazes quando o problema tem 
múltiplos objetivos. 
São flexíveis para trabalhar com restrições e otimizar múltiplas 
funções com objetivos conflitantes. 
Trabalham com uma única solução em cada etapa do 
processo iterativo. 
Realizam buscas simultâneas em várias regiões do espaço de 
busca por meio de uma população de indivíduos. 
Não são tão fáceis de serem implementados, quando 
comparados com os AG. 
São relativamente fáceis de serem implementados e 






No fluxograma a seguir é apresentada a estrutura básica de um AG, conforme 















Os principais operadores de um AG são: representação; população inicial; 
função de aptidão; seleção; cruzamento; mutação e próxima geração. 
 
4.1 Representação 
A representação de um algoritmo genético serve para dar parâmetro ao 
problema. Nela é descrita o espaço de busca, codificando geneticamente o 
problema, e deve ser compatível com os operadores de crossover e mutação. 
As formas mais usuais de se representar tais parâmetros é a utilização da 
representação binária e a representação real. 
Na representação binária, é agregado algum valor com notação binária que 
represente a característica de alguma variável, porém a função objetivo requer 
Figura 4.2 - Estrutura Básica AG 
ESQUEMA BÁSICO DE UM ALGORITMO GENÉTICO 
FAÇA i=0 
 
GERE A POPULAÇÃO INICIAL P(i=0) ALEATÓRIAMENTE 
AVALIE A APTIDÃO DE CADA INDIVÍDUO P(i) 
ALGUM CRITÉRIO DE PARADA FOI SATISFEITO? 
 
SELECIONE IND. DE P(i) BASEADOS NA SUA OPINIÃO 
APLIQUE OPERADORES DE COMBINAÇÃO ENTRE OS 
INDIVÍDUOS SELECIONADOS 
APLIQUE OPERADORES DE MUTAÇÃO E ELITISMO 







parâmetros contínuos, por isto, sempre que for avaliada a função objetivo, o 
cromossomo necessita de ser primeiro decodificado. 
Outra forma de representar parâmetros do problema é a utilização da 
representação real, porém ela é pouco utilizada pelos implementadores de AG, 
devido a representação binária ser mais simples na manipulação. Porém existem 
casos que a representação real tem vantagem sobre a representação binária, 
principalmente, quando existe a necessidade de se cobrir um domínio inteiro, pois 
com a tal representação poderia ocasionar à um custo elevado computacional.   
Brun (2005) cita uma vantagem sobre a representação real versus binária:  a 
capacidade de se poder explorar de forma gradual as funções com variáveis 
contínuas. 
4.2 População Inicial 
Fazendo analogia com a genética, como já apresentado neste trabalho, o 
gene (conjunto de variáveis), constitui um cromossomo, que representa um 
indivíduo. Um indivíduo pode ser caracterizado também por mais de um 
cromossomo. 
O algoritmo genético inicializa seu processo iterativo com um grande número 
de cromossomos, formando a população inicial. Ela é iniciada geralmente de forma 
aleatória, com a utilização de funções randômicas nas rotinas dos códigos 
computacionais. 
Por meio da iteração, apenas parte dos melhores indivíduos (50%), são 
selecionados para o grupo de reprodução: o restante é descartado. Tal processo se 
repete a cada iteração. 
4.3 Função de Aptidão 
Sabemos que o algoritmo genético se fundamenta na analogia ao processo 
de evolução das espécies. Os AGs selecionam os melhores indivíduos pela função 
de aptidão: é calculado por meio de uma determinada função, o valor de aptidão de 
cada indivíduo, avaliando a capacidade de sobrevivência durante o processo 




sendo parte não genérica do algoritmo genético, sendo capaz de identificar todas as 
restrições e objetivos. 
4.4 Seleção 
Após a avaliação pela função de aptidão, a próxima etapa do operador 
genético é a seleção de indivíduos, que serão transmitidos os seus genes para a 
próxima geração. Os piores indivíduos são descartados, devido as suas baixas 
aptidões. A seleção de indivíduos pode ser escolhida entre várias técnicas, entre 
elas destacamos: seleção por amostragem direta; seleção por amostragem aleatória 
e seleção por amostragem estocástica. 
4.5 Cruzamento 
O cruzamento (crossover) é um operador genético que cria iterativamente um 
ou mais descentes a partir dos cromossomos melhores aptos no processo de 
seleção. O cruzamento é a primeira maneira do AG explorar a possibilidade de 
soluções. Existe na literatura temos algumas formas de se fazer um cruzamento: 
uniponto, multiponto e uniforme. 
O cruzamento acontece quando a utilização de dois genitores, servem para 
produzir descentes. Geralmente, a porcentagem de cruzamento na população é 
entre 50% a 95% em cada iteração. O método mais simples que é o uniponto, o 




AE AP BE BD 
GENITORES 
CROMOSSOMO A CROMOSSOMO B 
1 0 0 1 1 0 1 0 0 0 1 1 0 0 1 0 0 0 1 1 1 1 1 0 
AE BD BE AD 
DESCENDENTES 
CROMOSSOMO A1 CROMOSSOMOB1 
1 0 0 1 0 0 1 1 1 1 1 0 0 0 1 0 1 0 1 0 0 0 1 1 
Figura 4.3 - Cruzamento uniponto - Geradores 
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No cruzamento multiponto, acontece a troca de material genético por meio de 
pontos, onde muitos pontos de cruzamento podem ser utilizados.  
No cruzamento uniforme não utiliza pontos de cruzamento, mas é determinado, 
por meio de um parâmetro global, qual a probabilidade de cada variável ser trocada 
entre os pais. 
4.6 Mutação 
A mutação garante a maior variabilidade na população, sendo a segunda 
maneira do AG a explorar a possibilidade de soluções. Através do operador de 
mutação pode ser introduzida novas características nos indivíduos. Se tal 
característica melhorar a aptidão do indivíduo, ele passará a se multiplicar entre os 
demais nas próximas gerações. A cada bit de cromossomos de descentes é 
verificada a mutação, gerando de forma aleatória entre 0 e 1, de acordo com a 
probabilidade de mutação (Pm), em torno de 0,1% a 5%. Para que os melhores 
indivíduos não sofram mutações, na geração subsequente pode se aplicar o 
operador chamado elitismo. Neste operador o "indivíduo melhor" é introduzido para 
uma geração seguinte, evitando a perda de informações importantes, presentes em 
indivíduos, com alta performance, que podem ser perdidas durante os processos de 
seleção e cruzamento. 
4.7 Próxima geração 
Após cada processo passado pelos operadores genéticos já citados neste 
trabalho, forma-se a próxima geração. Tal geração é composta por melhores pais e 
seus descendentes. O AG faz repetições dos passos até encontrar um conjunto de 








5 OTIMIZAÇÃO MULTIOBJETIVO 
Os problemas em que se aplicam a otimização multiobjetivos são aqueles em 
que dois ou mais objetivos necessitam ser otimizados simultaneamente. A única 
diferença da otimização mono-objetivo está na quantidade de soluções ótimas 
alcançadas. Segundo Azuma (2011), na otimização multiobjetivo, trabalha-se com 
dois espaços: o espaço de variáveis e o espaço de objetivos. O espaço de variáveis 
é onde se faz a busca pelas soluções do problema, ou seja, é o domínio das 
variáveis do problema. Já o espaço de objetivos é o espaço formado pelas funções-
objetivo do problema. 
Goldberg (1989) demonstra várias abordagens para estender as aplicações 
de AGs para problemas multiobjetivos. Entre elas propõe um procedimento para 
ordenação de soluções baseado no conceito de dominância de Pareto, que é 
baseado no conceito de que o valor da aptidão de uma solução é proporcional ao 
número de soluções que ela domina. Segundo Ticona (2003), com esta abordagem, 
as soluções dominantes (ou não dominadas) são mais aptas à sobrevivência, 
obtendo assim, uma maior quantidade de clones na lista de descendentes. 
A seguir será apresentada a formulação geral de um problema de otimização 
multiobjetivo, que envolve a minimização ou maximização de algumas funções 
objetivos que estão sujeitas a uma determinada quantidade de restrições. Deste 
modo, a formulação geral do problema de otimização multiobjetivo pode ser 
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   
 
(5.1.1) 
Tal formulação é semelhante a formulação para um problema mono-objetivo. 
A diferença, para a resolução de um problema multiobjectivo, refere-se à quantidade 
de funções objetivos associadas ao problema que devem ser otimizadas ao mesmo 
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tempo. Consequentemente, a busca é encontrar um ponto em  1,.... nx x x  que 
satisfação conjunto de restrições e otimize as funções envolvidas no problema. 
Sendo assim, a presença de mais funções objetivos, é criado um novo espaço 
importante que é chamado espaço objetivo. Que possibilita o mapeamento do 
espaço de variáveis de decisão com o seu equivalente espaço objetivo. 
5.1 ModeFRONTIER na otimização por Algoritmos Genéticos 
Existem diversos recursos iterativos disponíveis que são utilizados como 
ferramentas de otimização. O MATLAB e ModeFRONTIER são exemplos disto, pois 
possuem os AGs como principais métodos de otimização.  
De acordo Oliveira et.al (2010), o processo de otimização utilizando o 
modeFRONTIER consiste basicamente em reunir em um único ambiente a 
descrição do problema e um conjunto de objetivos. E a partir daí buscar o ponto 
ótimo de operação para o sistema por meio de algoritmos pré-definidos. 
Silva (2014) apresenta as vantagens da utilização do software 
ModeFRONTIER:  por meio de análises gráficas e de tabelas é possível encontrar 
as melhores soluções factíveis permitindo chegar a um resultado final partindo dos 
objetivos, critérios de otimização e as restrições definidas pelo usuário, 
possibilitando ao usuário delinear a melhor estratégia de otimização respeitando os 
limites do espaço de solução dos problemas envolvido. 
Para o presente trabalho foi utilizado o software ModeFRONTIER pela 
simplicidade de integração com o MATLAB e pelas diversas possibilidades de 
tratamento, análise e verificação de resultados. 
O software possibilita realizar o trabalho com diagramas de blocos 
organizados em fluxos, como mostrado no esquema na Figura 5.1, modelo utilizado 






















Figura 5.1 - Modelo implementado no ModeFRONTIER 
 
5.1.1 AG NSGA-II (Elitist Non- Dominated Sorting Algorithm ) 
Na literatura podemos encontrar diversos algoritmos evolucionários 
multiobjetivos. Entre os principais que são muito utilizados podemos destacar: VEGA 
(Vector Evaluated Genetic Algorithm), MOGA (Multiple Objective Genetic Genetic 
Algorithm), NSGA (Non-Dominated Sorting Genetic Algorithm), NSGA II (Elistist Non-
Dominated Sorting Genetic Algorithm). Neste trabalho, é adotada a técnica de 
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otimização NSGA II. Para melhor detalhamento das demais técnicas citadas aqui, 
podem ser encontradas em DEB (2004).  
O algoritmo básico NSGA foi proposto por SRINIVAS e DEB (1994). 
Posteriormente o NSGA-II foi apresentado reformulado por DEB et al. (2000). 
A ideia do algoritmo básico NSGA é a utilização de um procedimento de 
seleção por ordenamento, para enfatizar as soluções não dominantes e de um 
método, como distância de agrupamento, voltado para a criação de nichos com o 
objetivo de manter a diversidade da população, segundo Sommer (2010). Porém as 
comunidades científicas apresentaram algumas críticas na utilização do NSGA, que 
ficam evidentes na tabela 3 no comparativo entre NGSA e NSGA II. 
A seguir uma tabela comparativa entre NGSA e NGSA-II, conforme descritos 
em nos trabalhos Sommer (2010) e Maciel (2012), conforme apresentados 
sinteticamente na tabela 3: 
Tabela 3 - Comparativo entre NSGA e NSGA II 
NGSA NGSA-II 
Alta complexidade computacional para 
procura das soluções não dominantes em 
grandes populações, principalmente pela procura 
ser realizada a cada geração. 
A literatura sugere que a população inicial 
em um estudo, deve ser na ordem de 2 vezes o 
número de variáveis utilizadas no modelo, 
multiplicado pelo número de objetivos da 
otimização. O critério de parada normalmente 
utilizado é o número de gerações máximas. 
A falta de elitismo no algoritmo para 
garantir que as boas opções fossem mantidas, 
acelerando o processo de busca e evitando que, 
uma vez encontradas, fossem perdidas; 
Necessidade de especificar um 
parâmetro de troca pelo usuário para obter boa 
diversidade na população, ocasionando 
dificuldades para se encontrar o parâmetro 
correto. 
O de elitismo é empregado de uma forma 
consideravelmente rápida, buscando pelo 
ordenamento e pela determinação da métrica da 
distância de tais agrupamentos, 
consequentemente elimina a indispensabilidade 
de um parâmetro externo estabelecido pelo 
usuário.  
Utilização do procedimento Faz 
Nondominated Sorting (FNS) em que a população 
é classificada em diferentes níveis segundo a 
dominância de Pareto; o procedimento Crowding 
Distance Assignment (CDA) que visa a garantir a 







A Figura 5.2 demonstra o fluxograma NSGA-II. 
 
 




















Identificar soluções não 
dominadas 
Estabelecer os valores de aptidão 
para cada solução 
Determinar distância de 
agrupamento 
Garantir diversidade através 
das distâncias de 
agrupamento 
Garantir manutenção das 






ger = ger + 1 
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6 RESULTADOS NUMÉRICOS 
Neste capítulo são apresentados, os resultados encontrados no estudo da 
condução de calor em PCI, tanto para materiais isotrópicos como anisotrópicos (com 
inserção de furos). 
Este estudo indicará por meio da análise numérica a influência das fibras com 
ângulos distintos em uma placa de PCI. Tais análises foram aplicadas a problemas 
potenciais em regime de condução térmica e resolvidas numericamente pelo MEC+ 
AG para o aumento da transferência térmica, mostrando a configuração eficaz para 
a distribuição do gradiente dentro da PCI. 
Para a análise numérica do comportamento térmico, serão analisados os 
casos das matrizes isotrópica, anisotrópica. Conforme a Figura 6.1 demonstra os 












Figura 6.1 - Detalhe das condições de contorno e layout inicial da PCI 
Para efeito de avaliar a metodologia proposta para a solução de uma PCI é 
considerado um domínio retangular de 2x1 unidades, sujeito as condições de 
contorno de Dirichlet em quatro de suas arestas (em A, B, C e D) e Neumann nas 





























quadráticos contínuos. O contorno externo foi discretizado com 792 elementos 
sendo que cada furo foi discretizado com 8 elementos. As condições de contorno 
impostas com a prescrição de temperatura para todos os casos, foram: aresta 
A=25°C; aresta B=25°C; aresta C=25°C e na aresta D=100°C. No interior do domínio 
foram inseridos 168 furos, as quais representam as fibras com caraterísticas de 
material de baixa condutividade (isolante). Neste sentido foi prescrito condição de 
Neumann igual a zero e a integração numérica foi realizada com seis pontos Gauss. 
A disposição inicial das fibras foi definida como aleatória, sendo que, para o 
processo de otimização as variáveis de projeto são os próprios ângulos de rotação 
das fibras em que cada uma delas tem capacidade de giro de 360º independentes. 
Para o processo de otimização, a função objetivo consiste em maximizar o fluxo na 
aresta A e minimizar nas arestas B e C. O objetivo consiste em medir os campos de 
fluxos nas arestas indicadas como A, B e C, de acordo a função multiobjetivo 
imposta no AG. A otimização foi conduzida, como já exposto, por meio da utilização 
do AG NSGA-II. 
A Figura 6.2 apresenta o esquema do algoritmo implementado neste trabalho, 
onde são incluídas as sub-rotinas do MEC/AG. No processo de otimização a função 
objetivo é definida com a necessidade específica do projeto. Para cada indivíduo há 
um valor de função objetivo, onde os melhores classificados são selecionados e os 
piores são descartados. Neste sentido a população convergirá para uma melhor 
configuração que atenda a especificação de projeto. Para o processo de otimização 
de melhor disposição das fibras dentro da matriz foi utilizado o AG. Segundo 
Goldberg (1989) a taxa de mutação indicada é de no máximo 5%, sendo tal 
recomendação considerada neste trabalho. A Tabela 4 apresenta os parâmetros 





Figura 6.2 - Rotina do Algoritmo Genético associado ao MEC 
INÍCIO – Entrada das 
variáveis (ângulos de 
rotação) 
MEC Função Objetivo 
Avalia o fluxo de calor 
Em A, B e C 
AG NÃO Converge? 
SIM Para, Salva e plota 
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Parâmetros do AG 
População Inicial   50 
População Final 500 
Crossover     50% 
Mutação      1% 
Tabela 4 - Parâmetros para otimização 
6.1 Caso 1: Matriz isotrópica 
Materiais isotrópicos são quando suas propriedades termo físicas não são 
dependentes das direções das coordenadas, podendo ser homogêneas e não 
homogêneas. Nesta seção são apresentados os resultados encontrados para 
materiais isotrópicos em placas de PCI, com análise da condução do fluxo de calor. 
As condições de contorno para este caso estão apresentadas conforme Figura 6.3 e 






    
 
Figura 6.3 - Condição de contorno para o caso 1. 
Os próximos tópicos demonstram os progressos dos fluxos nas arestas A B e 
C devido fluxo de calor sob influência das variáveis de projeto após o processo de 
otimização, que é possível observar pelas Figura 6.4 até Figura 6.13, para o 
acompanhamento da evolução do fluxo de calor em cada uma das arestas, onde é 
visível a maximização na aresta A e a minimização nas arestas B e C configurando a 
melhor disposição das fibras. Foram analisadas 500 iterações durante o processo de 
otimização. Cada iteração que durou em média 22 minutos. 
D = 100°C 
B = 25°C 
A = 25°C 
C = 25°C 









Figura 6.4 - Iteração 1 -  Evolução do fluxo de calor. Aresta A= 131.29 W/m2,  








Figura 6.5 -Iteração 50- Evolução do fluxo de calor. Aresta  A= 127.48 W/m2,                    
B= 282.76 W/m2 e C= 139.25 W/m2  
 
 













Figura 6.6 - iteração 100 - Evolução do fluxo de calor. Aresta  A= 128.61 





Figura 6.7 - Iteração 150 - Evolução do fluxo de calor. Aresta  A= 128.28 W/m2,       
















Figura 6.8 - Iteração 200 - Evolução do fluxo de calor. Aresta A= 133.34 W/m2,  




Figura 6.9 - Iteração 250 - Evolução do fluxo de calor. Aresta A= 137.30 W/m2,  















Figura 6.10 - Iteração 300 - Evolução do fluxo de calor. Aresta A= 137.73 W/m2,  




Figura 6.11 - Iteração 350 - Evolução do fluxo de calor. Aresta A= 130.69 W/m2,  















Figura 6.12 - Iteração 400 - Evolução do fluxo de calor. Aresta A= 144.08 W/m2,  
B= 304.94 W/m2 e C= 133.54 W/m2 
A Figura (6.12),  apresenta a melhor configuração das variáveis de projeto 
após processo de otimização. No total, foram geradas 500 famílias devido ao 
processo de crossover, estas famílias foram avaliadas para obter o melhor valor de 
fluxo consecutivamente melhor posição de suas fibras. A iteração que melhor 
respondeu a equação de Neumann foi a iteração 495 conforme ilustrado abaixo.  
 
Figura 6.13- Iteração 495- Evolução do fluxo de calor. Aresta A= 140.92 W/m2,  












A Figura 6.14,  demonstra de forma comparativa as evoluções do fluxos de 
calor nas arestas A, B e C. 
 
Figura 6.14 – Evolução dos fluxos de calor para as arestas A, B e C. 
Conforme a Figura  6.14 função objetivo no ponto A em maximizar o fluxo foi 
atingida. Observando o ponto A, a iteração 1 iniciou em 131,29 W/m2 e na solução 
otimizada chegando ao valor de  140.92 W/m2 estabelecendo uma ordem de 
liberação de corrente térmica com melhor disposição das fibras. Para a aresta B o 
fluxo na iteração 1 iniciou em  306,54 W/m2, passou pelo processo de otimização 
para minimização, chegando ao valor de 289.79, W/m2. Já para a aresta C o fluxo na 
iteração 1 iniciou em 132,23 W/m2, passou pelo mesmo processo que no ponto B e 
com a otimização em 129.11 W/m2, ou seja para os pontos B e C o processo foi o 
inverso em A, forçando as fibras fecharem os campos de fluxo e direcionando a 
condução para a aresta A.  
6.2 Caso 2: Matriz anisotrópica 
A anisotropia causa uma dissipação de calor com diferentes taxas em 
diferentes direções e consequentemente, o caminho do fluxo de calor não 
obrigatoriamente coincide com a do gradiente de temperatura num ponto. Nesta 
seção são apresentados os resultados encontrados para meio anisotrópico em 






ijk  é o coeficiente que representa os termos das propriedades dos 
tensores nas direções ei j . Seguindo os critérios de anisotropia foi utilizado valores 
de condutividade térmica para dissipação de calor conforme o modelo abaixo: 
 
As condições de contorno para o caso 2 estão apresentadas conforme a 









Figura 6.15- Condição de contorno para o caso 2. 
A seguir as Figura 6.16 até a Figura 6.25, demonstram os progressos dos 
fluxos nas arestas A B e C devido fluxo de calor sob influência das variáveis de 
projeto após o processo de otimização. Será possível acompanhar a evolução do 
fluxo de calor em cada uma das arestas, onde é visível a maximização na aresta A e 
a minimização nas arestas B e C configurando a melhor disposição das fibras.  
Foram analisadas 500 iterações durante o processo de otimização. Cada iteração 
que durou em média 24 minutos. 
 
D = 100°C 
B = 25°C 
A = 25°C 
C = 25°C 









Figura 6.16 - Iteração 1 - Evolução do fluxo de calor. Aresta  A= 201.67 W/m2,  




Figura 6.17 - Iteração 50 - Evolução do fluxo de calor. Aresta  A=193.28W/m2, 
















Figura 6.18 - Iteração 100- Evolução do fluxo de calor. Aresta A= 199.90 W/m2, 




Figura 6.19 - Iteração150- Evolução do fluxo de calor. Aresta A= 203.38 W/m2,  















Figura 6.20 - Iteração 200-Evolução do fluxo de calor. Aresta A= 223.85 W/m2,  





Figura 6.21 - Iteração 250 - Evolução do fluxo de calor. Aresta A= 204.90 W/m2,  
















Figura 6.22 - Iteração 300 - Evolução do fluxo de calor. Aresta A= 204.72 W/m2,  




Figura 6.23 - Iteração 350 - Evolução do fluxo de calor. Aresta A= 207.51 W/m2, 














Figura 6.24 - Iteração 400 - Evolução do fluxo de calor. Aresta A= 202.98 W/m2,  




Figura 6.25 -Iteração 471- Evolução do fluxo de calor. Aresta A= 206.16 W/m2,  
B= 395.92 W/m2 e C= 122.63 W/m2 (Ótima). 
 
A Figura 6.25 apresenta a melhor configuração de projeto,a qual foi atingida 
na iteração 471, no processo de otimização. Apesar do comportamento anisotrópico 












para a aresta A. A Figura 6.26, demonstra de forma comparativa as evoluções do 
fluxos de calor nas arestas A, B e C. Nesta figura é possível acompanhar o 
comportamento do fluxo de calor durante a evolução da otimização realizada pelo 
AG. Na primeira iteração o fluxo de calor na aresta A foi calculado em 201,67 W/m2 
sendo maximizado para 206,16 W/m2. Para a aresta B e C o fluxo de calor na 
primeira iteração foi calculado em 445,35 W/m2e 135,73 W/m2, sendo minimizado na 
solução ótima para 395,92 W/m2 e 122,63 W/m2, respectivamente. Apesar de não 
ser tão evidente quanto no caso isotrópico, também é possível verificar um 
alinhamento das fibras no sentido diagonal da aresta D para A, com o objetivo de 
priorizar o fluxo de calor entre estes dois extremos. 
 
 






Este trabalho teve por objetivo desenvolver um procedimento numérico para a 
otimização da disposição geométrica das fibras no interior de PCI. O MEC foi 
empregado como método de solução numérica das equações por apresentar 
características atrativas aos processos de otimização aqui discutidos. Na 
implementação da rotina foi utilizada a plataforma em MATLAB para desenvolver a 
formulação do MEC e ModeFRONTIER por possuir o AG como toolbox. Ambas as 
plataformas foram conectadas para atender ao fluxograma de otimização e 
apresentaram uma boa eficiência. 
O AG apresenta uma grande vantagem frente aos métodos determinísticos 
por não necessitar de nenhuma informação do gradiente da função. Os problemas 
analisados neste trabalho eram de grande quantidade de variáveis de projeto e de 
comportamento não-convexo, o que tornou o AG atrativo. 
Dois casos foram analisados, sendo o primeiro uma PCI onde a matriz era de 
natureza isotrópica e o segundo anisotrópica. A PCI isotrópica apresentou um 
aumento de fluxo maior de calor na aresta A, muito mais evidente do que para 
aquela calculada na aresta A para o caso anisotrópico. Uma explicação adequada 
baseia-se no fato de que o resultado obtido  em meio anisotrópico não é fortemente 
influenciado pela rotação das fibras internas e não auxilia a anisotropia no 
direcionamento do fluxo de calor. E isto se faz muito mais evidente quando a matriz  
anisotrópica é comparada com a isotrópica onde o campo de fluxo de calor é mais 
comportado. 
É recomendável que o processo de otimização deva ser estendido para um 
maior número de iterações, a fim de transformar a solução final mais evidente. 
Apesar do critério de parada ter sido imposto em 500 iterações, os resultados finais 
apresentaram coerência com o objetivo da proposta de otimização, tornando a 







7.1 Proposta de continuidade 
Com proposta de continuidade deste trabalho apresenta-se algumas 
sugestões, as quais podem contribuir para esta linha de investigação: 
 Estender o problema de sub-regiões, considerando a anisotropia; 
 Avaliar outras formas geométricas de inclusões; 
 Considerar micro-componentes no interior do domínio como 
geradores de fonte de calor; 
 Avaliar o comportamento termo-elástico da placa de circuito 
impresso; 
 Realizar ensaios experimentais para confrontar os campos de 
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