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The neutral current ep cross section has been measured up to values of Bjorken x ≅ 1 with the ZEUS
detector at HERA using an integrated luminosity of 187 pb−1 of e−p and 142 pb−1 of eþp collisions atffiffi
s
p ¼ 318 GeV. Differential cross sections in x and Q2, the exchanged boson virtuality, are presented for
Q2 ≥ 725 GeV2. An improved reconstruction method and greatly increased amount of data allows a finer
binning in the high-x region of the neutral current cross section and leads to a measurement with much
improved precision compared to a similar earlier analysis. The measurements are compared to Standard
Model expectations based on a variety of recent parton distribution functions.
DOI: 10.1103/PhysRevD.89.072007 PACS numbers: 12.38.Aw, 12.38.-t, 14.20.Dh
I. INTRODUCTION
Measurements of deep inelastic scattering (DIS) cross
sections in lepton-proton collisions constitute an essential
ingredient in probing the structure of the proton, which is
represented by the parton distribution functions (PDFs).
These PDFs are needed as input in perturbative quantum
chromodynamics (pQCD) calculations to predict cross sec-
tions for hadronic processes with large momentum transfer.
At large Bjorken x, uncertainties in the PDFs determination
are often the dominant uncertainty in the predictions.
Most of the DIS data available for x ≥ 0.7 [1–3] have
been obtained in fixed-target experiments in a kinematic
range where the DGLAP [4] evolution equations, used for
PDFs extraction, may not be fully applicable. The DIS
cross-section measurements used for PDFs determination
that originate from the HERA storage ring [5], where
920 GeV protons collided with 27.5 GeV electrons or
positrons, probe Q2 values up to 40000 GeV2 but do not
extend beyond x of 0.65. Therefore, in global pQCD fits of
PDFs, a parametrization of the form ð1 − xÞβ is assumed in
order to extend PDFs to x ¼ 1. Such a behavior is expected
from counting rules [6] with the power β further con-
strained by the momentum-sum rule.
As was observed by the ZEUS Collaboration [7], the
kinematics of HERA and the design of the detectors allow
extension of the measurements of the neutral current (NC)
cross sections up to x ¼ 1. First results on the high-x
behavior of the cross sections for Q2 > 600 GeV2 were
published [7] using data taken in 1996–2000.
The NC cross-section measurements presented in this
paper are based on data collected in 2004–2007, with
integrated luminosities of 187 pb−1 for e−p and 142 pb−1
for eþp scattering, i.e. a factor 10 and 2, respectively, larger
than in the previous high-x ZEUS studies [7]. Given the
much larger data sample and an improved analysis
procedure, the uncertainties are substantially reduced.
The data sets used for this analysis overlap with previously
published ZEUS results [8,9]. The finer binning in the
medium- and large-x regions, as well as the extension of the
cross-section measurements to x ≅ 1, are expected to
provide constraints on the PDFs at high x, where the
contribution of valence quarks is important.
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II. KINEMATIC VARIABLES
AND CROSS SECTIONS
Inclusive deep inelastic lepton-proton scattering can be
described in terms of the kinematic variables x, y and Q2.
The variable Q2 is defined as Q2 ¼ −q2 ¼ −ðk − k0Þ2,
where k and k0 are the four-momenta of the incoming and
scattered lepton, respectively. Bjorken x is defined as
x ¼ Q2=2P · q, where P is the four-momentum of the
incoming proton. The fraction of the lepton energy trans-
ferred to the proton in its rest frame is given by
y ¼ P · q=P · k. The variables x, y and Q2 are related by
Q2 ¼ sxy, where s, the center-of-mass energy squared, is
given by s ¼ 4EeEp, and Ee and Ep are the initial energies
of the electron and proton, respectively.
The electroweak Born-level cross section for the epNC
interaction is given by
d2σðepÞ
dxdQ2
¼ 2πα
2
xQ4
½Yþ ~F2ðx;Q2Þ∓Y−x ~F3ðx;Q2Þ
− y2 ~FLðx;Q2Þ; (1)
where α is the fine-structure constant, Y ¼ 1 ð1 − yÞ2,
and ~F2ðx;Q2Þ, ~F3ðx;Q2Þ and ~FLðx;Q2Þ are generalized
structure functions [10,11]. Next-to-leading-order pQCD
calculations predict that the contribution of the longitudinal
structure function, ~FL, to d2σ=dxdQ2 is approximately
1.5% averaged over the kinematic range considered.
Photon exchange dominates the cross section at
low Q2 and is described by ~F2 and ~FL. It is only at Q2
values comparable to M2Z that the γ=Z interference and
the Z exchange terms become important and the ~F3
term contributes significantly to the cross section. The
sign of the ~F3 term in Eq. (1) shows that electro-
weak effects increase (decrease) the e−p (eþp) cross
sections.
The generalized structure functions depend linearly
on the longitudinal polarization of the electron1 beam. The
extracted cross sections correspond to unpolarized lepton
beams.
III. EXPERIMENTAL SETUP
A detailed description of the ZEUS detector can be found
elsewhere [12]. A brief outline of the components that are
most relevant for this analysis is given below.
In the kinematic range of the analysis, charged particles
were tracked in the central tracking detector (CTD) [13],
the microvertex detector (MVD) [14], and the straw-tube
tracker (STT) [15]. The CTD and the MVD operated
in a magnetic field of 1.43 T provided by a thin super-
conducting solenoid. The CTD drift chamber covered the
polar-angle2 region 15° < θ < 164°. The MVD
silicon tracker consisted of a barrel (BMVD) and a forward
(FMVD) section. The BMVD provided polar-angle cover-
age for tracks with three measurements from 30° to 150°.
The FMVD extended the polar-angle coverage in the
forward region to 7°. The STT covered the polar-angle
region 5° < θ < 25°. For CTD-MVD tracks that pass
through all nine CTD superlayers, the transverse momen-
tum, pT , resolution was σðpTÞ=pT ¼ 0.0029pT⊕0.0081⊕
0.0012=pT , with pT in GeV.
The high-resolution uranium–scintillator calorimeter
(CAL) [16] consisted of three parts: the forward (FCAL),
the barrel (BCAL) and the rear (RCAL) calorimeters. Each
part was subdivided transversely into towers and longitudi-
nally into one electromagnetic section and either one (in
RCAL) or two (in BCAL and FCAL) hadronic sections. The
smallest subdivision of the calorimeter was called a cell. The
CAL energy resolutions, as measured under test-beam
conditions, were σðEÞ=E ¼ 0.18= ffiffiffiEp for electrons and
σðEÞ=E ¼ 0.35= ffiffiffiEp for hadrons, with E in GeV.
The luminosity was measured using the Bethe–Heitler
reaction ep → eγp by a luminosity detector which con-
sisted of independent lead–scintillator calorimeter [17] and
magnetic spectrometer [18] systems. The systematic uncer-
tainty on the measured luminosity was 1.8% [19].
The analyzed data were collected with longitudinally
polarized e− and eþ beams. The beam polarization was
measured using two independent polarimeters, a transverse
[20,21] and a longitudinal polarimeter [22]. The luminos-
ity-weighted polarizations for the e− beam were þ0.28 and
−0.28 and for the eþ beam þ0.33 and −0.36. Since the
level of polarization is very similar for the right-handed and
left-handed lepton beams, the correction applied to obtain
the unpolarized cross sections was very small.
IV. MONTE CARLO SAMPLES
Monte Carlo (MC) simulations were used to determine
the efficiency for selecting the events, the accuracy of
kinematic reconstruction, to estimate the background rates,
and to extract the cross section in the kinematic region of
interest. A sufficient number of events was generated to
ensure negligible statistical uncertainties compared to data.
Neutral current DIS events were simulated including
leading-order electroweak radiative effects, using the
HERACLES [23] program with the DJANGOH 1.6 [24]
interface to the fragmentation and hadronization programs
and using HERAPDF1.5 PDFs [25]. To study the effect of
the modeling of QCD radiation on the final results, two
independent NC samples were generated, one with the
1Here and in the following the term electron denotes generi-
cally both the electron and the positron.
2The ZEUS coordinate system is a right-handed Cartesian
system, with the Z axis pointing in the proton beam direction,
referred to as the “forward direction,” and the X axis pointing
towards the center of HERA. The coordinate origin is at the
nominal interaction point.
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MEPS model of LEPTO 6.5.1[26] and the other with the
color-dipole model of ARIADNE 4.12 [27]. Both programs
use the Lund string model as implemented in JETSET [28]
for hadronization. A linear combination of the two MC
samples was found to give the best description of the jet
variables as discussed in Sec. VII A. This combination was
then used to extract the central values of the reduced cross
sections.
Hard photoproduction, a potential source of background,
was simulated using HERWIG 5.9 [29]. QED Compton
events, another potential source of background, were
generated using the GRAPE MC generator [30].
The ZEUS detector response was simulated using a
program based on GEANT 3.21 [31]. The generated events
were passed through the detector simulation, subjected to
the same trigger requirements as the data and processed by
the same reconstruction programs.
V. EVENT RECONSTRUCTION
A typical NC high-Q2 and high-x event consists of the
scattered electron and a high-energy collimated jet of
particles in the direction of the struck quark. The electron
and the jet are balanced in transverse momentum. The
proton remnant mostly disappears down the beam pipe.
The x and Q2 of events, in which the jet is well contained
in the detector, may be determined by various tech-
niques, such as the double-angle (DA) method [32,33].
However, the maximum x value that can be reached is
limited by the fact that at the low values of y typical of these
events, the uncertainty on x ¼ Q2=ys increases as
Δx ∼ Δy=y2.
An improved x reconstruction is achieved by observing
that, in the limit of x → 1, the energy of the struck
quark represented by a collimated jet is Ejet ≅ xEp. The
expression for x is
x ¼ Ejetð1þ cos θjetÞ
2Ep

1 − Ejetð1−cos θjetÞ
2Ee
 ; (2)
where θjet is the scattering angle of the jet in the detector.
As x increases and the jet associated with the struck
quark disappears down the beam-pipe, the ability to
reconstruct x is limited by the energy loss. However, in
these events, the cross section integrated from a certain
limit in x, xedge, up to x ¼ 1 is extracted. The value of xedge
below which the jet is fully contained in the detector
depends on Q2 and the higher the Q2, the higher the value
of xedge. The above observation constitutes the essence
of the methodology applied in the earlier ZEUS
publication [7].
In the analysis presented here, two improvements were
introduced [34–36]. Since, in these events, the scattered
electron is very well measured in the detector, for the one-
jet events, which statistically dominate the high-Q2 and
high-x NC samples, the measured value of Ejet in Eq. (2) is
replaced by
Ejet ¼ EeT= sin θjet; (3)
as the transverse energy of the (massless) jet is balanced by
the transverse energy of the scattered electron, EeT , and the
uncertainty on the electron-energy scale and resolution is
smaller than that for the hadronic component. Hard QCD
processes present in DIS, such as boson-gluon fusion or
QCD Compton, may lead to extra jets in the events. The
analysis is thus extended to include multijet events. For the
latter, the smallest bias on the x reconstruction was found
for a modified Jacquet-Blondel (JB) method [37], in which
x ¼ ðE
jets
T Þ2
sð1 − yjetsÞyjets
; (4)
where EjetsT is the vector sum over the transverse-energy
vectors of individual jets and yjets ¼
P
jetsEið1 − cos θiÞ=
2Ee, where Ei and θi denote the energy and scattering angle
of jet i and the sum runs over all jets. This approach is less
sensitive to the contribution of particles that are not
assigned to any jets.
The value of Q2 is calculated from the measured
scattered-electron energy, E0e, and scattering angle, θe, as
Q2 ¼ 2EeE0eð1þ cos θeÞ: (5)
This provides the best resolution for nonradiative events.
A. Electron reconstruction
Calorimeter and CTD information [33] is used to identify
the scattered electron and to determine its energy and
scattering angle. The electron candidate is required to be
isolated and matched to a well-measured track if it lies in
the range (20° < θe < 150°). The energy of the electron is
taken from the calorimeter information. The scattering
angle is determined either from the track measurement,
for candidates within the CTD acceptance, or from the
position reconstructed in the CAL and the interaction
vertex.
If the electron candidate is found in the BCAL, the
measured energy is corrected for nonuniformities in the
response near the module and cell edges and for shower
sampling variations. The absolute energy scale is deter-
mined using events from the kinematic peak, i.e. low-y
events for which the expected electron energy, EKP, can be
inferred from the scattering angle. The linearity of the
energy response is then checked by comparing E0e with the
energy predicted by the DA approach. The same procedure
was applied on data and MC. The comparison of the
distributions E0e=EKP in the data and in the MC is shown in
Figs. 1(a) and 1(b) for the JB estimator of y, yJB < 0.1.
Very good agreement is observed. The most probable
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values, obtained from Gaussian fits around the peak to
data and MC, agree within 0.5%, which is taken as an
estimate of the systematic uncertainty on the electron
energy scale.
The electron energy resolution in the MC was found to
be 5% for E0e > 15 GeV, and improves to 3% for electron
energies above 50 GeV. The widths of the E0e=EKP
distributions in data and in MC agree within 10%, which
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FIG. 1 (color online). For e−p and eþp event samples withQ2 > 550 GeV2, distributions of (a), (b) the ratio of the measured electron
energy, E0e, to the expected energy, EKP, for y < 0.1, (c), (d) of the transverse energy of the electron, EeT , to the transverse energy of the
jet, EjetT , in one-jet events with y < 0.8 for jets in the FCAL and (e), (f) similarly for jets in the BCAL. In all upper panels, data samples
are represented by dots while MC samples, normalized to the number of data events, are represented by histograms. The lower panels
show the ratio of data to MC distributions.
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is taken as an estimate of the systematic uncertainty on the
energy resolution.
The angular resolution is about 0.6 mrad in the forward
region and increases to 0.7 mrad in the central region.
TheQ2 resolution is fairly constant throughout the range of
the analysis and is dominated by the electron-energy
resolution.
The systematic uncertainties of the absolute energy
scale, the energy resolution and the scattering angle
were validated by a procedure based on the kinematic fit
to the reconstructed NC events, for which the fit is
overconstrained (see Sec. V C).
The track-matching efficiency was found to be slightly
lower in the data than in the MC and was corrected for. For
the kinematic range studied here and after applying the
selection cuts described in Sec. VI, the electron-detection
efficiency is close to 100%.
B. Jet reconstruction
The jets were reconstructed in the laboratory frame using
the inclusive kT algorithm with the radius parameter R set
to 1 in the massless scheme [38]. The algorithm was
applied to the hadronic final state reconstructed using a
combination of track and CAL information, excluding the
cells and the track associated with the scattered electron.
The selected tracks and CAL clusters were treated as
massless energy-flow objects (EFOs) [39]. The jet variables
are defined according to the Snowmass convention [40],
EjetT ¼
X
i
ET;i ; ηjet ¼
P
iET;iηi
EjetT
;
θjet ¼ 2tan−1ðe−ηjetÞ; Ejet ¼
X
i
Ei;
where Ei, ET;i, and ηi are the energy, transverse energy, and
pseudorapidity of the EFOs, respectively. A jet is required
to have a minimum transverse energy of 10 GeV. Events for
which no jet was found are called zero-jet events. The
x value for these events cannot be inferred and they
contribute to the large-x integrated cross section.
The calibration of the jet-energy scale was performed
through the transverse-momentum balance between the
electron and the jet. Only one-jet events were selected for
this procedure. A comparison between data and MC is
shown in Figs. 1(c)–1(f), separately for jets found in the
BCAL and in the FCAL. Very good agreement is found.
This calibration procedure is estimated to yield a 1%
uncertainty on the jet-energy scale and a 5% uncertainty
on the jet-energy resolution.
For one-jet events, the expected angle of the jet, γjet, may
be inferred from the scattered-electron energy and angle. A
comparison between the distributions of the ratio γjet=θjet in
data and in MC demonstrated a good agreement both in the
most probable values (to better than 0.5%) and in the widths
(to better than 10%). In the estimate of systematic uncer-
tainties, the variation in θjet is replaced by a possible
misalignment between data andMC of 5 mm in the position
of the jet on the face of the calorimeter.
As in the case of electron reconstruction, the final values
for the jet-energy scale, the jet-energy resolution, their
uncertainties, as well as the uncertainties on the scattering
angle of the jets were validated by the kinematic-fit
procedure.
The jet angular resolution and to a smaller degree its
energy resolution were propagated to the resolution on the
reconstructed x value. For one-jet events, which constitute
about 90% of the sample, the x resolution is about 0.01 at
x≃ 0.15, increases to 0.03 at x ¼ 0.35, and remains
constant at this value up to xedge. The x resolution for
multijet events is about a factor of two worse.
C. Kinematic fit
The information on the kinematics of each NC event is
overconstrained by the fact that both the electron variables
and the hadronic variables are available. An event-by-event
kinematic fit using the BAT package [41] was performed on
the data and MC samples to study the description of the
one-jet data by the MC simulation [36]. The inputs to the fit
were the measured energy and angle of the electron and the
energy and angle of the jet.
The output of the fit was the kinematic variables x; y and
the energy of a possible intial-state radiative (ISR) photon.
Bayesian inference was used,
Pðx; y; Eγj ~DÞ ∝ Pð ~Djx; y; EγÞP0ðx; y; EγÞ;
where Eγ represents the energy of the ISR photon and
~D is the set of measured quantities. Simple priors were
chosen to reflect the basic features of the DIS cross-section
dependence on ðx; yÞ and of the bremsstrahlung cross
section on Eγ ,
P0ðx; y; EγÞ ¼ P0ðx; yÞP0ðEγÞ
P0ðx; yÞ ∝
ð1 − xÞ5
x2y2
P0ðEγÞ ∝
1þ ð1 − Eγ=ðEe − EγÞÞ2
Eγ=ðEe − EγÞ
:
The probability density Pð ~Djx; y; EγÞ was calculated using
parametrizations of the resolutions as found from MC
studies. The quantities ðx; y; EγÞ at the global mode of the
posterior were used to extract the kinematic-fit values for
the energies and angles of the electron and hadronic system.
The pulls were defined as the difference between the
measured value and the fitted value, divided by the root
mean square extracted from the MC. Studies of these pull
distributions allowed the determination of biases between
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the MC and the data, the variation of which were used to set
limits on the systematic uncertainties.
As an example, the pull distributions for data and MC
are shown in Fig. 2 for the eþp sample for the dif-
ferent quantities entering the fit. Excellent agreement is
found between data and simulation. Similarly, excellent
agreement is observed for the e−p sample (not shown).
VI. EVENT SELECTION
A. Trigger
ZEUS operated a three-level trigger system [12,42,43].
At the first level, only coarse calorimeter and tracking
information was available. Events were selected using
criteria based on an energy deposit in the CAL consistent
with an isolated electron candidate. In addition, events with
high transverse energy in coincidence with a CTD track
were accepted. At the second level, the value of
δ≡X
i
ðE − pZÞi ¼
X
i
ðEi − Ei cos θiÞ; (6)
where the sum runs over all calorimeter energy deposits Ei
with polar angles θi, was required to be higher than 29 GeV
to ensure efficient selection of NC events, for which
δ ¼ 2Ee is expected when no detector effects are present.
Timing information from the calorimeter was used to reject
events inconsistent with the bunch-crossing time. At the
third level, events were fully reconstructed and selected
according to requirements similar to, but looser than, the
offline cuts described below.
B. Offline event selection
Offline, events were selected according to the following
criteria:
(i) A scattered electron candidate with E0e > 15 GeV
was required. A track matched to the energy deposit
in the calorimeter was required for events in which
the electron was found within the acceptance of
the tracking detectors. This was done by requiring
the distance of closest approach (DCA) between
the track extrapolated to the calorimeter surface and
the position of the energy cluster to be less than
10 cm and the electron track momentum, pe, to be
larger than 5 GeV. A matched track was not required
if the electron emerged in the FCAL with a polar
angle outside the acceptance of the CTD. In this
case, it was required to have peT > 30 GeV. An
isolation requirement was imposed such that the
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FIG. 2 (color online). Distribution of the pulls obtained from the kinematic fit for (a) the electron energy, E0e , (b) jet energy, Ejet,
(c) electron scattering angle, θe, and (d) jet angle, θjet, in data (dots) compared to the corresponding distribution in MC (histogram) for
the eþp events with measured Q2 > 550 GeV2 and y < 0.8. The MC distributions are normalized to the number of events in the data.
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energy not associated with the electron in an η − ϕ-
cone of radius 0.8 centered on the electron was less
than 4 GeV.
(ii) Fiducial-volume cuts were applied to the position of
the scattered-electron candidate to ensure that it was
within a region in which the experimental resolution
is well understood. A cut excluded the electron
candidates in the transition region between FCAL
and BCAL (0.52 < θ < 0.65). Events for which the
Z position of the electron in the CAL Ze < −95 cm
were also excluded, as well as electrons in the BCAL
within 1.4 cm of the module gap or 0.6 cm of the
cell gap.
(iii) Up to three jets were allowed. Valid jets were
required to have EjetT > 10 GeV and their recon-
structed position had to be outside a box of 40 ×
40 cm2 around the FCAL beam pipe.
The following set of cuts was applied to remove back-
ground events:
(i) The value δ > 40 GeV was used to remove NC
events with hard QED intial-state radiation and to
reject photoproduction events (events in which the
scattered electron escapes through the rear beam
hole). In addition, δ < 65 GeV was required to
remove events in which a normal DIS event
coincided with additional energy deposits in the
RCAL from beam-gas interactions. To remove
residual photoproduction background, y calculated
from the electron-candidate variables was required
to be less than 0.8.
(ii) To remove non-ep background, events were re-
quired to have a reconstructed vertex within the
range −50 < Zvtx < 50 cm.
(iii) The net transverse momentum is expected to be
small for NC events. To remove cosmic-ray events
and beam-related background events, the quantity
PT=
ffiffiffiffiffiffi
ET
p
was required to be less than 4
ffiffiffiffiffiffiffiffiffi
GeV
p
.
The variables PT and ET are defined by
P2T ¼ P2X þ P2Y
¼
X
i
Ei sin θi cosϕi

2
þ
X
i
Ei sin θi sinϕi

2
;
ET ¼
X
i
Ei sin θi;
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FIG. 3 (color online). Distributions of (a) electron energy, E0e, (b) electron scattering angle, θe, (c) transverse energy of all jets, E
jet
T , and
(d) jet production angle, θjet, for e−p events with Q2 > 550 GeV2 and y < 0.8 in data (dots) compared to the corresponding
distributions in MC (histograms). The MC distributions are normalized to the number of events in the data.
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where the sums run over all calorimeter energy
deposits, Ei, with polar and azimuthal angles θi and
ϕi with respect to the event vertex, respectively.
(iv) To ensure that zero-jet events originate from a
large-x scattering, a limit was imposed on yJB such
that yJB < 1.3 ·Q2edge=ðs · xedgeÞ, where xedge and
Q2edge are the lower x and upper Q
2 edges of
the bins defined for the integrated-cross-section
measurements up to x ¼ 1.
The number of events remaining after all these selection
cuts, and an additional requirement of Q2 > 550 GeV2,
were 53 099 for the e−p and 37 361 for the eþp sample, of
which 1877 and 1325 were found with zero jets,
respectively.
VII. DATA AND MC COMPARISON
The MC simulation was used to correct for detector
acceptance, trigger and offline selection efficiencies and for
smearing effects due to finite resolution. Given that the
measured distributions are steep functions of x and Q2, it is
very important to have a good description of the underlying
physics distributions and a good understanding of the
resolution effects.
A. Treatment of the hadronic final state
In order to assess the quality of modeling of the hadronic
final state, a detailed comparison of the data and the MC
simulations was performed in distributions such as the jet
multiplicity, Njet, jet transverse energy, E
jet
T , and the polar
angle of the jets, θjet. While the ARIADNE MC simulations
gave a better description of the EjetT distribution, LEPTO
simulations gave a better description of the Njet distribu-
tion. Since both MC sets have identical generated x and
Q2 distributions, a linear mixture of the two could be
constructed,
NMCðx;Q2Þ ¼ λ · NAriadneðx;Q2Þ þ ð1 − λÞ
· NLeptoðx;Q2Þ; (7)
whereN denotes the number of generated events in a given x
and Q2 bin and the subscripts denote the MC samples. The
fraction λ was determined by fitting the three-dimensional
distribution inNjet,E
jet
T , and θjet in the data. The best fit to the
combined e−p and eþp data samples was obtained with λ ¼
0.3witha systematicuncertaintyof 0.3. Itwas further checked
that the description of the data improves for all relevant
distributions, not only for those which were used in the fit. A
comparison between data distributions and MC expectations
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FIG. 4 (color online). Distributions of (a) electron energy, E0e, (b) electron scattering angle, θe, (c) transverse energy of all jets, E
jet
T , and
(d) jet production angle, θjet, for eþp events with Q2 > 550 GeV2 and y < 0.8 in data (dots) compared to the corresponding
distributions in MC (histograms). The MC distributions are normalized to the number of events in the data.
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with λ ¼ 0.3 for electron and jet variables is shown for events
with Q2 > 550 GeV2 and y < 0.8, for the e−p sample in
Fig. 3 and for the eþp sample in Fig. 4. The comparison
between the distributions ofQ2,Njet, and x for events with at
least one reconstructed jet is shown in Fig. 5. Very good
agreement is achieved in all distributions. Subsequent com-
parisons use the linear combination of ARIADNE and LEPTO
with λ ¼ 0.3, which is denoted simply as “MC.”
VIII. CROSS-SECTION DETERMINATION
The bin widths in the ðx;Q2Þ plane are chosen to be
sufficiently large compared to the resolution of the
variables being measured so that the migrations between
neighboring bins are acceptable. The xedge, the lower x edge
of the zero-jet bin, was determined using θjet ¼ 0.11 rad.
The efficiency, defined as the number of events generated
and reconstructed in a given bin after all selection cuts
divided by the number of events generated in that bin, was
typically 50%, mainly driven by geometrical fiducial cuts.
The efficiency was lower in low-Q2 bins due to removal of
electrons in RCAL and in the B/RCAL transition region.
The purity, which is defined as the number of events
reconstructed and generated in a particular bin after all
selection cuts divided by the number of events recon-
structed in that bin, was typically 60%.
ZEUS
)2 (GeV2Q
Ev
en
ts
1
10
210
310
410
510
310 410 510
,  y < 0.82 > 550 GeV2Q
-1p, 185 pb- ZEUS e
 SM MC 
(a) )2 (GeV2Q
Ev
en
ts
1
10
210
310
410
510
310 410 510
-1p, 142 pb+ ZEUS e
 SM MC 
,  y < 0.82 > 550 GeV2Q
(b)
jetN
0 2 4
Ev
en
ts
1
10
210
310
410
510
610
710
,  y < 0.82 > 550 GeV2Q
-1p, 185 pb- ZEUS e
 SM MC 
(c) jetN
0 2 4
Ev
en
ts
1
10
210
310
410
510
610
710
-1p, 142 pb+ ZEUS e
 SM MC 
,  y < 0.82 > 550 GeV2Q
(d)
x
0 0.2 0.4 0.6 0.8 1
Ev
en
ts
1
10
210
310
410
510
610
 > 0jetN
,  y < 0.82 > 550 GeV2Q
-1p, 185 pb- ZEUS e
 SM MC 
(e) x
0 0.2 0.4 0.6 0.8 1
Ev
en
ts
1
10
210
310
410
510
 > 0jetN
-1p, 142 pb+ ZEUS e
 SM MC 
,  y < 0.82 > 550 GeV2Q
(f)
FIG. 5 (color online). Distribution of (a), (b) Q2, (c), (d) the jet multiplicity, Njet, and (e), (f) x for events with at least one jet for the
e−p and eþp data samples (dots) for Q2 > 550 GeV2 and y < 0.8. The distributions are compared to MC expectations (histograms)
normalized to the number of events in the data.
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TABLE I. The double-differential cross section, d2σ=dxdQ2, for NC e−p scattering at
ffiffi
s
p ¼ 318 GeV as a function ofQ2 and x. Also
quoted are the number of events reconstructed and selected in the bin, N, the statistical uncertainty, δstat, the total systematic uncertainty,
δsys, the total uncorrelated systematic uncertainty, δu, followed by the bin-to-bin correlated systematic uncertainties, δ1–δ4, defined in
Sec. IX. The luminosity uncertainty of 1.8% is not included. This table has three continuations.
Q2 (GeV2) x N d2σ=dxdQ2 (pb=GeV2) δstat (%) δsys (%) δu (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%)
725 0.06 743 3.39eþ 00 þ3.7−3.7 þ2.1−1.8 þ1.2−1.2 þ0.8−0.2 −0.2þ0.1 þ1.4−1.4 þ0.1−0.1
725 0.08 580 2.63eþ 00 þ4.2−4.2 þ1.5−2.3 þ1.3−1.5 þ0.7−1.7 −0.2þ0.0 −0.1þ0.1 þ0.1−0.1
725 0.10 441 1.89eþ 00 þ4.8−4.8 þ1.5−1.6 þ1.5−1.5 þ0.2−0.4 þ0.0þ0.1 þ0.2−0.2 þ0.1−0.1
725 0.12 416 1.45eþ 00 þ4.9−4.9 þ3.2−2.3 þ1.6−1.6 þ2.1−1.6 −0.1þ0.0 þ0.5−0.5 þ0.1−0.1
725 0.16 283 1.05eþ 00 þ5.9−5.9 þ2.6−2.8 þ1.9−2.1 þ1.4−1.3 −0.0þ0.2 þ0.4−0.4 þ0.1−0.1
725 0.19 248 7.18e − 01 þ6.3−6.3
þ2.7
−2.9
þ1.9
−1.9
þ1.7
−1.8
−0.1
−0.2
þ0.3
−0.3
þ0.1
−0.1
725 0.23 227 5.88e − 01 þ6.6−6.6
þ2.4
−2.3
þ2.1
−2.2
þ1.1
−0.6
þ0.1
þ0.1
−0.4
þ0.4
þ0.1
−0.1
875 0.05 789 2.86eþ 00 þ3.6−3.6 þ1.1−1.2 þ1.1−1.2 −0.3þ0.2 −0.2þ0.2 þ0.1−0.1 þ0.1−0.1
875 0.07 681 2.05eþ 00 þ3.8−3.8 þ1.2−1.4 þ1.1−1.2 −0.3þ0.2 −0.1þ0.2 −0.3þ0.3 þ0.1−0.1
875 0.09 604 1.62eþ 00 þ4.1−4.1 þ1.4−1.7 þ1.4−1.4 −0.3þ0.1 −0.1þ0.1 −0.4þ0.4 þ0.1−0.1
875 0.11 493 1.16eþ 00 þ4.5−4.5 þ1.7−1.4 þ1.5−1.4 þ0.4þ0.4 þ0.1þ0.1 −0.1þ0.1 þ0.1−0.1
875 0.14 403 8.33e − 01 þ5.0−5.0
þ1.7
−2.2
þ1.5
−1.6
−0.7
−0.4
−0.2
þ0.0
þ0.8
−0.8
þ0.1
−0.1
875 0.17 385 6.13e − 01 þ5.1−5.1
þ2.2
−2.0
þ1.8
−1.8
−0.2
þ0.2
−0.2
þ0.1
þ0.9
−0.9
þ0.1
−0.1
875 0.21 271 4.33e − 01 þ6.1−6.1
þ2.0
−2.4
þ1.8
−2.4
−0.5
−0.0
−0.0
−0.1
þ0.8
−0.8
þ0.0
−0.0
875 0.25 258 3.47e − 01 þ6.2−6.2
þ2.7
−2.4
þ2.0
−2.0
−0.4
þ0.5
þ0.0
−0.0
−0.5
þ0.5
þ0.0
−0.0
1025 0.05 598 2.14eþ 00 þ4.1−4.1 þ1.5−1.9 þ1.3−1.3 −1.1þ0.1 −0.2þ0.1 þ0.6−0.6 þ0.1−0.1
1025 0.07 489 1.46eþ 00 þ4.5−4.5 þ2.2−1.7 þ1.4−1.4 −0.6þ1.2 −0.2þ0.3 þ0.3−0.3 þ0.1−0.1
1025 0.09 450 1.11eþ 00 þ4.7−4.7 þ1.9−2.0 þ1.4−1.5 −0.6þ1.0 −0.0þ0.1 þ0.5−0.5 þ0.1−0.1
1025 0.11 402 8.58e − 01 þ5.0−5.0
þ2.0
−2.5
þ1.5
−1.5
−1.4
þ0.7
þ0.2
þ0.1
þ0.7
−0.7
þ0.1
−0.1
1025 0.14 342 6.18e − 01 þ5.4−5.4
þ2.1
−1.8
þ1.7
−1.7
−0.3
þ1.2
−0.4
−0.1
−0.3
þ0.3
þ0.1
−0.1
1025 0.17 231 4.39e − 01 þ6.6−6.6
þ2.4
−1.9
þ1.9
−1.9
þ0.6
þ0.1
−0.1
þ0.2
−0.2
þ0.2
þ0.1
−0.1
1025 0.20 224 3.13e − 01 þ6.7−6.7
þ2.7
−3.6
þ2.1
−2.2
−1.9
þ0.5
−0.0
−0.1
−1.6
þ1.6
þ0.0
−0.0
1025 0.27 363 2.12e − 01 þ5.2−5.2
þ2.5
−2.5
þ1.6
−1.7
−0.7
þ1.0
−0.0
þ0.1
þ1.4
−1.4
þ0.0
−0.0
1200 0.06 552 1.46eþ 00 þ4.3−4.3 þ1.7−1.9 þ1.4−1.4 −0.9þ0.6 −0.3þ0.4 −0.2þ0.2 þ0.1−0.1
1200 0.07 454 1.02eþ 00 þ4.7−4.7 þ1.5−1.8 þ1.4−1.4 −0.7þ0.2 −0.1−0.0 þ0.2−0.2 þ0.1−0.1
1200 0.09 412 7.52e − 01 þ4.9−4.9
þ1.9
−2.2
þ1.5
−1.5
−0.7
þ1.1
−0.3
þ0.0
þ0.1
−0.1
þ0.1
−0.1
1200 0.12 430 5.39e − 01 þ4.8−4.8
þ2.3
−2.3
þ1.5
−1.4
−1.1
þ0.9
−0.1
þ0.1
þ1.0
−1.0
þ0.1
−0.1
1200 0.14 326 4.22e − 01 þ5.5−5.5
þ2.4
−1.8
þ1.9
−1.7
−0.3
þ1.2
þ0.0
þ0.1
−0.3
þ0.3
þ0.1
−0.1
1200 0.18 272 2.80e − 01 þ6.1−6.1
þ2.1
−2.6
þ1.9
−1.9
−1.0
þ0.7
−0.1
þ0.0
þ0.5
−0.5
þ0.0
−0.0
1200 0.22 209 2.13e − 01 þ6.9−6.9
þ2.8
−2.6
þ2.1
−2.1
−1.3
þ1.4
−0.1
þ0.2
−0.5
þ0.5
þ0.0
−0.0
1200 0.29 310 1.30e − 01 þ5.7−5.7
þ2.5
−2.6
þ1.7
−1.7
−1.7
þ1.2
−0.0
þ0.0
−0.2
þ0.2
þ0.0
−0.0
1400 0.06 358 8.78e − 01 þ5.3−5.3
þ1.7
−2.3
þ1.6
−1.7
−1.1
þ0.7
−0.3
þ0.0
−0.1
þ0.1
þ0.1
−0.1
1400 0.08 308 6.45e − 01 þ5.7−5.7
þ2.0
−1.9
þ1.7
−1.7
−0.6
þ0.8
−0.1
þ0.2
þ0.1
−0.1
þ0.1
−0.1
1400 0.10 317 5.25e − 01 þ5.6−5.6
þ2.0
−2.1
þ1.8
−1.8
−0.9
þ0.7
−0.1
þ0.0
þ0.0
−0.0
þ0.1
−0.1
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TABLE I. Continued
Q2 (GeV2) x N d2σ=dxdQ2 (pb=GeV2) δstat (%) δsys (%) δu (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%)
1400 0.12 300 3.76e − 01 þ5.8−5.8
þ2.1
−2.2
þ1.8
−1.8
−1.0
þ0.7
−0.1
þ0.1
−0.5
þ0.5
þ0.1
−0.1
1400 0.16 206 2.68e − 01 þ7.0−7.0
þ2.2
−2.2
þ2.1
−2.2
−0.4
þ0.4
−0.1
þ0.1
−0.1
þ0.1
þ0.0
−0.0
1400 0.19 183 1.83e − 01 þ7.4−7.4
þ2.4
−2.2
þ2.1
−2.1
−0.5
þ0.9
−0.0
þ0.2
þ0.3
−0.3
þ0.0
−0.0
1400 0.23 139 1.39e − 01 þ8.5−8.5
þ2.5
−2.8
þ2.5
−2.5
−0.9
−0.1
−0.2
þ0.1
−0.5
þ0.5
þ0.0
−0.0
1400 0.31 231 8.58e − 02 þ6.6−6.6
þ2.9
−2.4
þ2.0
−2.0
−1.1
þ1.7
−0.0
−0.0
−0.4
þ0.4
þ0.0
−0.0
1650 0.05 419 7.18e − 01 þ4.9−4.9
þ1.8
−1.9
þ1.5
−1.5
−1.0
þ0.7
−0.4
þ0.2
−0.4
þ0.4
þ0.0
−0.0
1650 0.07 358 5.44e − 01 þ5.3−5.3
þ2.3
−2.0
þ1.7
−1.6
−0.8
þ1.0
−0.1
þ0.2
þ0.2
−0.2
þ0.0
−0.0
1650 0.09 351 4.32e − 01 þ5.3−5.3
þ2.0
−1.7
þ1.6
−1.6
−0.3
þ0.7
−0.3
þ0.2
−0.2
þ0.2
þ0.1
−0.1
1650 0.11 298 2.98e − 01 þ5.8−5.8
þ2.2
−2.0
þ1.7
−1.7
−0.7
þ0.9
−0.1
þ0.2
þ0.4
−0.4
þ0.1
−0.1
1650 0.14 276 2.22e − 01 þ6.0−6.0
þ2.0
−2.1
þ1.9
−1.8
−0.8
þ0.6
−0.1
þ0.1
þ0.2
−0.2
þ0.0
−0.0
1650 0.17 254 1.62e − 01 þ6.3−6.3
þ2.2
−2.2
þ1.9
−1.9
−0.7
þ0.8
−0.2
þ0.1
þ0.6
−0.6
þ0.0
−0.0
1650 0.21 195 1.30e − 01 þ7.2−7.2
þ2.8
−2.4
þ2.2
−2.2
−0.7
þ1.4
−0.1
þ0.1
þ0.1
−0.1
þ0.0
−0.0
1650 0.25 158 8.26e − 02 þ8.0−8.0
þ2.6
−2.7
þ2.4
−2.3
−0.8
þ0.9
−0.2
þ0.1
þ0.3
−0.3
þ0.0
−0.0
1650 0.34 227 5.61e − 02 þ6.6−6.6
þ2.9
−2.9
þ2.1
−2.2
−1.4
þ1.5
−0.0
þ0.0
−0.9
þ0.9
þ0.0
−0.0
1950 0.06 265 4.27e − 01 þ6.1−6.1
þ2.2
−2.4
þ1.9
−1.9
−1.1
þ0.8
−0.4
þ0.5
þ0.4
−0.4
þ0.0
−0.0
1950 0.08 251 3.59e − 01 þ6.3−6.3
þ2.4
−2.2
þ2.0
−2.0
−0.8
þ0.9
−0.2
þ0.1
þ0.5
−0.5
þ0.0
−0.0
1950 0.10 214 2.36e − 01 þ6.8−6.8
þ2.2
−2.4
þ2.0
−2.0
−0.8
þ0.2
−0.1
þ0.2
þ0.7
−0.7
þ0.0
−0.0
1950 0.12 228 1.83e − 01 þ6.6−6.6
þ2.3
−2.3
þ2.1
−2.1
−0.9
þ0.8
−0.1
þ0.1
þ0.3
−0.3
þ0.0
−0.0
1950 0.16 172 1.42e − 01 þ7.6−7.6
þ2.6
−3.0
þ2.3
−2.5
−1.4
þ0.8
−0.3
þ0.1
þ0.1
−0.1
þ0.0
−0.0
1950 0.19 124 7.81e − 02 þ9.0−9.0
þ3.0
−2.4
þ2.5
−2.4
−0.3
þ1.3
−0.1
þ0.1
þ0.1
−0.1
þ0.0
−0.0
1950 0.23 157 8.17e − 02 þ8.0−8.0
þ3.2
−2.8
þ2.6
−2.6
−0.9
þ1.5
−0.2
þ0.2
−0.3
þ0.3
þ0.0
−0.0
1950 0.28 86 4.48e − 02 þ10.8−10.8
þ3.2
−3.4
þ3.0
−3.1
−1.0
þ0.9
−0.0
þ0.1
þ0.2
−0.2
þ0.0
−0.0
1950 0.37 138 3.06e − 02 þ8.5−8.5
þ3.6
−3.8
þ2.7
−2.8
−2.1
þ2.0
−0.1
þ0.0
−0.9
þ0.9
þ0.0
−0.0
2250 0.06 214 3.70e − 01 þ6.8−6.8
þ2.5
−2.4
þ2.1
−2.2
−0.7
þ1.1
−0.3
þ0.0
−0.3
þ0.3
þ0.0
−0.0
2250 0.07 187 2.76e − 01 þ7.3−7.3
þ2.5
−2.5
þ2.2
−2.3
−0.8
þ0.9
−0.0
þ0.3
−0.1
þ0.1
þ0.0
−0.0
2250 0.09 153 1.93e − 01 þ8.1−8.1
þ2.8
−2.6
þ2.3
−2.3
−0.2
þ0.9
−0.3
þ0.5
−0.9
þ0.9
þ0.0
−0.0
2250 0.12 159 1.27e − 01 þ7.9−7.9
þ2.4
−2.5
þ2.2
−2.2
−1.0
þ0.5
−0.3
þ0.1
−0.2
þ0.2
þ0.0
−0.0
2250 0.14 132 1.07e − 01 þ8.7−8.7
þ3.0
−3.3
þ2.5
−2.6
−0.9
þ1.3
−0.1
þ0.1
−0.5
þ0.5
þ0.0
−0.0
2250 0.18 117 7.29e − 02 þ9.2−9.2
þ2.7
−2.7
þ2.6
−2.6
−0.5
þ0.4
−0.1
þ0.1
þ0.0
−0.0
þ0.0
−0.0
2250 0.22 75 4.79e − 02 þ11.5−11.5
þ3.4
−3.5
þ3.3
−3.1
−1.4
þ0.5
−0.2
þ0.2
−0.4
þ0.4
þ0.0
−0.0
2250 0.26 72 3.81e − 02 þ11.8−11.8
þ3.7
−4.1
þ3.3
−3.3
−1.8
þ1.5
−0.1
þ0.2
þ0.3
−0.3
þ0.0
−0.0
2250 0.31 48 2.48e − 02 þ14.4−14.4
þ4.5
−4.2
þ4.6
−3.9
−1.6
þ1.1
−0.1
þ0.1
−0.6
þ0.6
þ0.0
−0.0
2250 0.40 76 1.75e − 02 þ11.5−11.5
þ4.1
−4.1
þ3.6
−3.5
−1.4
þ1.3
−0.1
−0.0
þ1.3
−1.3
þ0.1
−0.1
2600 0.09 168 1.64e − 01 þ7.7−7.7
þ2.5
−2.7
þ2.3
−2.4
−1.1
þ0.7
−0.3
þ0.1
þ0.5
−0.5
þ0.0
−0.0
2600 0.11 142 1.06e − 01 þ8.4−8.4
þ2.6
−2.6
þ2.4
−2.4
−0.6
þ0.6
−0.3
þ0.3
−0.7
þ0.7
þ0.0
−0.0
2600 0.14 160 9.42e − 02 þ7.9−7.9
þ2.7
−2.6
þ2.4
−2.4
−0.7
þ1.1
−0.0
þ0.2
þ0.2
−0.2
þ0.0
−0.0
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Q2 (GeV2) x N d2σ=dxdQ2 (pb=GeV2) δstat (%) δsys (%) δu (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%)
2600 0.17 119 7.26e − 02 þ9.2−9.2
þ3.0
−3.2
þ2.8
−2.9
−1.2
þ1.1
−0.2
þ0.2
þ0.0
−0.0
þ0.0
−0.0
2600 0.20 122 5.69e − 02 þ9.1−9.1
þ3.3
−3.1
þ2.8
−2.8
−1.0
þ1.1
−0.1
þ0.2
þ0.4
−0.4
þ0.0
−0.0
2600 0.25 111 4.24e − 02 þ9.5−9.5
þ3.1
−3.3
þ3.0
−3.0
−1.2
þ0.5
−0.1
þ0.2
þ0.3
−0.3
þ0.0
−0.0
2600 0.29 74 2.95e − 02 þ11.6−11.6
þ4.1
−4.1
þ3.8
−3.8
−1.0
þ1.3
−0.2
−0.1
−0.5
þ0.5
þ0.0
−0.0
2600 0.35 37 1.17e − 02 þ16.4−16.4
þ4.9
−4.1
þ4.2
−4.0
−0.8
þ2.3
−0.3
þ0.1
−0.5
þ0.5
þ0.0
−0.0
2600 0.44 67 1.12e − 02 þ12.2−12.2
þ4.4
−4.8
þ4.0
−4.1
−1.8
þ1.4
þ0.0
þ0.1
−0.1
þ0.1
þ0.1
−0.1
3000 0.10 104 9.11e − 02 þ9.8−9.8
þ3.2
−3.0
þ2.9
−2.8
−0.8
þ0.6
−0.7
þ0.4
þ0.4
−0.4
þ0.0
−0.0
3000 0.12 106 6.44e − 02 þ9.7−9.7
þ2.9
−2.8
þ2.7
−2.7
−0.6
þ0.8
−0.0
þ0.2
−0.0
þ0.0
þ0.0
−0.0
3000 0.16 77 4.65e − 02 þ11.4−11.4
þ3.4
−3.4
þ3.4
−3.2
−0.9
þ0.7
−0.1
þ0.2
−0.3
þ0.3
þ0.0
−0.0
3000 0.19 82 3.81e − 02 þ11.0−11.0
þ3.4
−3.9
þ3.1
−3.2
−1.4
þ1.2
−0.2
þ0.1
þ0.5
−0.5
þ0.0
−0.0
3000 0.23 68 3.15e − 02 þ12.1−12.1
þ4.1
−3.8
þ3.8
−3.8
þ0.1
þ0.6
−0.4
þ0.3
−1.0
þ1.0
þ0.0
−0.0
3000 0.28 58 2.30e − 02 þ13.1−13.1
þ4.4
−4.8
þ3.9
−3.9
−1.8
þ0.4
−0.0
þ0.2
þ1.9
−1.9
þ0.0
−0.0
3000 0.33 65 2.10e − 02 þ12.4−12.4
þ4.4
−4.5
þ4.3
−4.4
−1.2
þ0.6
−0.0
−0.0
−0.0
þ0.0
þ0.0
−0.0
3000 0.39 26 8.02e − 03 þ19.6−19.6
þ6.5
−5.6
þ5.6
−5.3
−1.4
þ3.2
−0.1
þ0.0
−1.1
þ1.1
þ0.0
−0.0
3000 0.48 32 5.33e − 03 þ17.7−17.7
þ6.0
−5.7
þ5.6
−5.6
−1.3
þ2.2
−0.2
þ0.2
−0.0
þ0.0
þ0.1
−0.1
3500 0.12 151 6.40e − 02 þ8.1−8.1
þ2.7
−3.2
þ2.5
−2.5
−1.5
þ0.4
−0.2
þ0.2
−0.7
þ0.7
þ0.0
−0.0
3500 0.14 117 4.68e − 02 þ9.2−9.2
þ3.3
−3.1
þ2.8
−2.9
−0.9
þ1.5
−0.3
þ0.3
þ0.1
−0.1
þ0.0
−0.0
3500 0.18 90 2.74e − 02 þ10.5−10.5
þ3.2
−2.9
þ2.9
−2.9
þ0.2
þ0.7
−0.2
þ0.3
þ0.6
−0.6
þ0.0
−0.0
3500 0.22 84 2.56e − 02 þ10.9−10.9
þ3.8
−3.9
þ3.4
−3.4
−1.3
þ0.8
þ0.0
−0.1
−1.3
þ1.3
þ0.0
−0.0
3500 0.26 76 1.91e − 02 þ11.5−11.5
þ4.1
−3.9
þ3.6
−3.6
−0.9
þ1.7
−0.2
þ0.3
−0.1
þ0.1
þ0.0
−0.0
3500 0.31 48 1.22e − 02 þ14.4−14.4
þ4.6
−4.5
þ4.3
−4.3
−1.3
þ1.3
−0.2
þ0.1
þ0.8
−0.8
þ0.0
−0.0
3500 0.37 34 7.29e − 03 þ17.1−17.1
þ5.9
−5.1
þ5.9
−4.7
−1.3
þ1.2
−0.2
þ0.2
þ1.2
−1.2
þ0.0
−0.0
3500 0.43 23 5.02e − 03 þ20.9−20.9
þ6.6
−7.2
þ6.0
−6.1
−3.3
þ2.5
þ0.1
−0.0
−0.5
þ0.5
þ0.1
−0.1
3500 0.52 33 3.45e − 03 þ17.4−17.4
þ6.7
−6.9
þ6.1
−6.1
−1.6
þ1.2
−0.1
þ0.1
þ2.4
−2.4
þ0.1
−0.1
4150 0.11 90 4.25e − 02 þ10.5−10.5
þ3.5
−3.7
þ3.1
−3.1
−0.5
þ1.4
−0.5
−0.0
−0.3
þ0.3
þ0.0
−0.0
4150 0.14 98 3.58e − 02 þ10.1−10.1
þ3.5
−4.6
þ3.4
−3.4
−1.5
þ0.5
−0.7
þ0.7
−0.3
þ0.3
þ0.0
−0.0
4150 0.17 103 2.72e − 02 þ9.9−9.9
þ3.4
−3.5
þ3.0
−3.1
−1.2
þ1.3
−0.2
þ0.0
−0.2
þ0.2
þ0.0
−0.0
4150 0.21 69 1.82e − 02 þ12.0−12.0
þ4.2
−4.2
þ3.7
−3.7
−1.7
þ1.6
−0.3
þ0.3
þ1.2
−1.2
þ0.0
−0.0
4150 0.25 60 1.31e − 02 þ12.9−12.9
þ4.2
−4.4
þ3.8
−3.8
−1.6
þ0.9
−0.1
þ0.0
þ1.3
−1.3
þ0.0
−0.0
4150 0.31 47 1.04e − 02 þ14.6−14.6
þ4.7
−5.3
þ4.6
−4.6
−1.8
þ0.6
−0.3
þ0.2
−1.1
þ1.1
þ0.0
−0.0
4150 0.36 31 6.02e − 03 þ18.0−18.0
þ6.5
−6.2
þ6.9
−5.4
−1.9
þ1.0
−0.0
þ0.3
þ2.0
−2.0
þ0.0
−0.0
4150 0.42 24 4.50e − 03 þ20.4−20.4
þ7.6
−6.9
þ6.7
−6.4
−2.6
þ3.1
−0.2
þ0.3
−0.5
þ0.5
þ0.0
−0.0
4150 0.48 14 2.62e − 03 þ30.3−23.2
þ8.8
−10.1
þ8.3
−8.5
−3.8
−0.1
−0.1
−0.0
−2.9
þ2.9
þ0.1
−0.1
4150 0.57 18 1.61e − 03 þ26.3−20.8
þ9.8
−8.8
þ8.7
−8.7
−1.4
þ4.1
þ0.1
þ0.1
þ0.7
−0.7
þ0.3
−0.3
5250 0.11 114 2.59e − 02 þ9.4−9.4
þ3.4
−3.2
þ2.9
−2.9
−0.6
þ1.1
−0.0
þ0.1
−1.3
þ1.3
þ0.0
−0.0
5250 0.14 117 2.12e − 02 þ9.2−9.2
þ3.6
−3.4
þ3.1
−2.7
−1.8
þ1.6
−0.6
þ0.6
þ0.4
−0.4
þ0.0
−0.0
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Q2 (GeV2) x N d2σ=dxdQ2 (pb=GeV2) δstat (%) δsys (%) δu (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%)
5250 0.17 117 2.06e − 02 þ9.2−9.2
þ3.2
−3.4
þ3.1
−3.1
−1.2
þ0.5
−0.5
þ0.3
þ0.2
−0.2
þ0.0
−0.0
5250 0.20 91 1.11e − 02 þ10.5−10.5
þ3.3
−3.1
þ3.1
−2.9
−0.5
þ1.0
þ0.0
þ0.2
−0.7
þ0.7
þ0.0
−0.0
5250 0.25 92 9.27e − 03 þ10.4−10.4
þ3.6
−4.2
þ3.1
−3.2
−1.1
þ1.5
−0.4
þ0.1
þ0.4
−0.4
þ0.0
−0.0
5250 0.29 52 5.19e − 03 þ13.9−13.9
þ4.4
−3.9
þ3.7
−3.7
−0.2
þ1.6
−0.3
þ0.3
−1.0
þ1.0
þ0.0
−0.0
5250 0.35 42 3.66e − 03 þ15.4−15.4
þ4.9
−5.3
þ4.2
−4.3
−2.4
þ2.3
−0.3
þ0.4
þ0.2
−0.2
þ0.0
−0.0
5250 0.41 14 1.27e − 03 þ30.3−23.2
þ6.0
−14.7
þ5.4
−5.5
−1.9
þ2.4
−0.2
þ0.0
−0.3
þ0.3
þ0.0
−0.0
5250 0.47 21 1.83e − 03 þ21.8−21.8
þ6.8
−7.1
þ6.7
−7.0
−1.3
−0.3
−0.1
þ0.3
þ0.4
−0.4
þ0.1
−0.1
5250 0.53 14 1.14e − 03 þ30.3−23.2
þ9.1
−10.9
þ8.6
−8.6
−2.3
þ2.6
þ0.0
þ0.0
þ0.6
−0.6
þ0.1
−0.1
5250 0.62 5 1.76e − 04 þ55.2−35.2
þ11.1
−10.5
þ9.2
−9.1
−3.2
þ4.6
þ0.1
þ0.1
þ3.7
−3.7
þ0.6
−0.6
7000 0.12 93 1.61e − 02 þ10.4−10.4
þ4.0
−5.1
þ3.3
−3.6
−1.1
þ0.8
þ0.8
−0.5
−0.7
þ0.7
þ0.0
−0.0
7000 0.14 89 1.25e − 02 þ10.6−10.6
þ3.7
−5.2
þ3.4
−3.5
−1.3
þ1.2
−0.5
þ0.2
−0.9
þ0.9
þ0.0
−0.0
7000 0.18 68 7.02e − 03 þ12.1−12.1
þ3.9
−3.6
þ3.4
−3.4
−0.6
þ0.6
−0.6
þ0.4
−0.4
þ0.4
þ0.0
−0.0
7000 0.22 56 5.60e − 03 þ13.4−13.4
þ4.2
−4.2
þ3.9
−3.9
−1.4
þ1.1
−0.4
þ1.0
−0.4
þ0.4
þ0.0
−0.0
7000 0.26 49 3.79e − 03 þ14.3−14.3
þ4.6
−4.8
þ3.9
−4.0
−0.2
þ2.1
þ0.2
−0.2
−0.5
þ0.5
þ0.0
−0.0
7000 0.32 41 2.70e − 03 þ15.6−15.6
þ5.1
−4.7
þ5.3
−4.5
−1.4
þ0.8
−0.4
þ0.4
−0.2
þ0.2
þ0.0
−0.0
7000 0.38 23 1.52e − 03 þ20.9−20.9
þ6.4
−6.2
þ5.5
−5.5
−1.8
þ1.7
−0.7
þ0.4
þ2.0
−2.0
þ0.0
−0.0
7000 0.44 17 1.15e − 03 þ27.2−21.3
þ8.4
−7.9
þ7.1
−7.1
−2.7
þ2.7
−0.0
þ0.2
−2.4
þ2.4
þ0.0
−0.0
7000 0.50 8 5.38e − 04 þ41.8−29.4
þ9.7
−10.3
þ9.5
−9.5
−1.6
þ1.4
−0.3
þ0.4
þ2.4
−2.4
þ0.1
−0.1
7000 0.56 4 2.37e − 04 þ63.2−38.2
þ12.3
−11.8
þ11.3
−11.3
−3.4
þ3.4
þ0.1
−0.0
þ1.2
−1.2
þ0.2
−0.2
7000 0.66 10 2.30e − 04 þ36.7−26.8
þ12.6
−13.6
þ12.1
−12.3
−4.3
þ2.5
−0.3
−0.0
þ2.0
−2.0
þ0.9
−0.9
9500 0.17 76 6.77e − 03 þ11.5−11.5
þ5.6
−7.7
þ4.9
−4.9
−2.0
þ2.3
þ0.2
−0.2
−0.6
þ0.6
þ0.0
−0.0
9500 0.21 53 3.87e − 03 þ13.7−13.7
þ5.8
−5.1
þ4.3
−4.5
−1.1
þ1.8
−0.7
þ0.4
−1.1
þ1.1
þ0.0
−0.0
9500 0.25 40 2.27e − 03 þ15.8−15.8
þ4.8
−4.9
þ4.5
−4.5
−2.0
þ1.5
þ0.2
þ0.4
þ0.1
−0.1
þ0.0
−0.0
9500 0.31 27 1.50e − 03 þ19.2−19.2
þ5.7
−8.1
þ5.2
−5.3
−2.6
þ1.5
−0.5
þ0.2
þ1.5
−1.5
þ0.0
−0.0
9500 0.36 19 8.89e − 04 þ25.5−20.3
þ6.6
−6.1
þ5.9
−5.9
−1.0
þ1.9
−0.4
þ0.2
−0.3
þ0.3
þ0.0
−0.0
9500 0.42 12 5.64e − 04 þ33.1−24.8
þ11.3
−7.5
þ13.4
−7.3
−1.0
þ2.4
−0.8
þ0.5
−0.8
þ0.8
þ0.0
−0.0
9500 0.48 8 3.63e − 04 þ41.7−29.4
þ10.5
−10.4
þ9.2
−9.2
−2.6
þ2.4
−0.4
þ0.6
−3.4
þ3.4
þ0.0
−0.0
9500 0.54 5 2.31e − 04 þ55.2−35.2
þ14.3
−13.7
þ12.5
−12.2
−1.7
þ3.6
−0.2
þ0.6
þ5.7
−5.7
þ0.1
−0.1
9500 0.61 4 1.39e − 04 þ63.3−38.3
þ15.5
−15.4
þ14.6
−14.8
−4.2
þ4.2
þ0.0
−0.1
þ0.4
−0.4
þ0.4
−0.4
9500 0.71 1 1.50e − 05 þ158.0−58.0
þ21.1
−19.8
þ18.9
−18.9
−3.3
þ4.5
−0.4
þ0.3
þ4.8
−4.8
þ1.3
−1.3
15500 0.43 120 3.22e − 04 þ9.1−9.1
þ5.5
−5.1
þ3.0
−3.0
−2.8
þ3.0
−0.8
þ0.7
−0.7
þ0.7
þ0.1
−0.1
15500 0.80 8 3.39e − 06 þ41.8−29.4
þ15.3
−14.9
þ12.9
−12.9
−5.3
þ4.7
þ0.0
þ0.4
þ3.2
−3.2
þ3.0
−3.0
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TABLE II. The double-differential cross section, d2σ=dxdQ2, for NC eþp scattering at
ffiffi
s
p ¼ 318 GeV as a function of Q2 and x.
Also quoted are the number of events reconstructed and selected in the bin, N, the statistical uncertainty, δstat, the total systematic
uncertainty, δsys, the total uncorrelated systematic uncertainty, δu, followed by the bin-to-bin correlated systematic uncertainties, δ1–δ4,
defined in Sec. IX. The upper limit on the cross section is given if no event is observed. The luminosity uncertainty of 1.8% is not
included. This table has three continuations.
Q2 (GeV2) x N d2σ=dxdQ2 (pb=GeV2) δstat (%) δsys (%) δu (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%)
725 0.06 567 3.31eþ 00 þ4.2−4.2 þ1.6−1.8 þ1.3−1.3 þ0.8−1.0 þ0.0þ0.0 −0.1þ0.1 þ0.1−0.1
725 0.08 418 2.42eþ 00 þ4.9−4.9 þ1.9−2.0 þ1.5−1.4 þ1.1−0.9 −0.2þ0.0 −0.3þ0.3 þ0.1−0.1
725 0.10 321 1.81eþ 00 þ5.6−5.6 þ2.0−2.1 þ1.7−1.7 þ0.9−1.2 −0.0þ0.4 −0.1þ0.1 þ0.1−0.1
725 0.12 274 1.27eþ 00 þ6.0−6.0 þ2.5−2.8 þ2.1−1.8 þ1.4−1.8 −0.1−0.1 −0.1þ0.1 þ0.1−0.1
725 0.16 207 1.04eþ 00 þ7.0−7.0 þ3.9−3.2 þ2.4−2.1 þ1.8−1.4 −0.1þ0.2 þ1.9−1.9 þ0.1−0.1
725 0.19 176 7.00e − 01 þ7.5−7.5
þ2.9
−2.7
þ2.2
−2.4
þ1.4
−1.3
−0.1
−0.0
þ0.6
−0.6
þ0.1
−0.1
725 0.23 152 5.22e − 01 þ8.1−8.1
þ3.1
−3.1
þ2.7
−2.4
þ1.6
−1.6
þ0.1
−0.0
−0.5
þ0.5
þ0.1
−0.1
875 0.05 599 2.99eþ 00 þ4.1−4.1 þ1.5−1.9 þ1.3−1.4 −1.1þ0.1 −0.1þ0.3 þ0.2−0.2 þ0.1−0.1
875 0.07 497 2.01eþ 00 þ4.5−4.5 þ2.3−1.7 þ1.4−1.4 −0.6þ1.3 −0.1−0.2 þ0.0−0.0 þ0.1−0.1
875 0.09 407 1.41eþ 00 þ5.0−5.0 þ2.0−1.9 þ1.4−1.4 −0.6þ0.5 þ0.1þ0.2 −1.0þ1.0 þ0.1−0.1
875 0.11 351 1.13eþ 00 þ5.3−5.3 þ1.8−1.8 þ1.6−1.6 −0.4þ0.3 −0.3þ0.0 þ0.4−0.4 þ0.1−0.1
875 0.14 288 7.88e − 01 þ5.9−5.9
þ2.1
−2.1
þ1.7
−1.7
−0.5
þ0.1
−0.2
þ0.1
þ1.1
−1.1
þ0.1
−0.1
875 0.17 291 6.05e − 01 þ5.9−5.9
þ1.8
−1.9
þ1.8
−1.8
þ0.2
−0.6
−0.1
þ0.3
−0.0
þ0.0
þ0.1
−0.1
875 0.21 199 4.18e − 01 þ7.1−7.1
þ2.3
−2.1
þ2.1
−2.2
þ0.4
þ0.2
þ0.1
−0.1
þ0.0
−0.0
þ0.0
−0.0
875 0.25 185 3.24e − 01 þ7.4−7.4
þ2.3
−2.5
þ2.2
−2.3
þ0.2
−0.1
þ0.1
−0.0
−0.5
þ0.5
þ0.0
−0.0
1025 0.05 433 2.11eþ 00 þ4.8−4.8 þ2.3−1.9 þ1.6−1.6 −0.5þ1.1 −0.0þ0.4 þ0.2−0.2 þ0.1−0.1
1025 0.07 344 1.37eþ 00 þ5.4−5.4 þ1.7−1.7 þ1.5−1.6 þ0.1þ0.3 −0.1−0.0 −0.6þ0.6 þ0.1−0.1
1025 0.09 314 1.03eþ 00 þ5.6−5.6 þ1.8−2.4 þ1.6−1.7 −1.2þ0.2 þ0.1þ0.0 þ0.1−0.1 þ0.1−0.1
1025 0.11 275 7.78e − 01 þ6.0−6.0
þ2.2
−2.0
þ1.8
−1.8
þ0.0
þ1.0
−0.1
þ0.3
−0.6
þ0.6
þ0.1
−0.1
1025 0.14 255 6.03e − 01 þ6.3−6.3
þ3.4
−2.1
þ1.9
−1.9
−0.6
þ1.7
−0.1
−0.1
þ0.0
−0.0
þ0.1
−0.1
1025 0.17 184 4.69e − 01 þ7.4−7.4
þ3.0
−3.3
þ2.3
−2.5
−1.3
þ1.2
−0.3
þ0.2
þ1.0
−1.0
þ0.1
−0.1
1025 0.20 190 3.64e − 01 þ7.3−7.3
þ3.2
−2.8
þ2.8
−2.2
−0.9
þ0.9
−0.2
þ0.3
−1.0
þ1.0
þ0.0
−0.0
1025 0.27 284 2.16e − 01 þ5.9−5.9
þ3.3
−2.8
þ1.9
−1.8
−1.6
þ2.2
þ0.1
þ0.0
−0.2
þ0.2
þ0.0
−0.0
1200 0.06 377 1.35eþ 00 þ5.2−5.2 þ2.1−2.3 þ1.7−1.7 −1.0þ0.9 −0.5þ0.5 −0.5þ0.5 þ0.1−0.1
1200 0.07 314 9.50e − 01 þ5.6−5.6
þ1.9
−2.5
þ1.7
−1.7
−1.2
þ0.2
−0.0
−0.0
þ0.7
−0.7
þ0.1
−0.1
1200 0.09 285 6.97e − 01 þ5.9−5.9
þ1.9
−2.1
þ1.7
−1.7
−0.8
þ0.4
−0.2
þ0.2
−0.2
þ0.2
þ0.1
−0.1
1200 0.12 325 5.33e − 01 þ5.5−5.5
þ2.7
−2.2
þ1.9
−1.8
−1.2
þ1.2
þ0.3
þ0.0
−0.6
þ0.6
þ0.1
−0.1
1200 0.14 213 3.76e − 01 þ6.9−6.9
þ2.2
−3.3
þ2.0
−2.1
−0.5
−0.4
−0.5
þ0.3
−0.9
þ0.9
þ0.1
−0.1
1200 0.18 210 2.94e − 01 þ6.9−6.9
þ2.8
−3.2
þ2.1
−2.4
−0.8
−0.0
−0.2
þ0.0
þ1.8
−1.8
þ0.0
−0.0
1200 0.22 143 1.95e − 01 þ8.4−8.4
þ3.0
−2.7
þ2.6
−2.4
−0.6
þ0.7
−0.0
þ0.1
−1.2
þ1.2
þ0.0
−0.0
1200 0.29 219 1.23e − 01 þ6.8−6.8
þ2.5
−2.7
þ2.0
−2.0
−1.3
þ1.2
−0.0
−0.1
−0.5
þ0.5
þ0.0
−0.0
1400 0.06 262 8.59e − 01 þ6.2−6.2
þ2.4
−2.3
þ2.0
−1.9
−0.7
þ0.9
−0.2
þ0.2
−0.8
þ0.8
þ0.1
−0.1
1400 0.08 230 6.34e − 01 þ6.6−6.6
þ2.6
−2.3
þ2.0
−2.0
−0.8
þ1.4
−0.3
þ0.1
þ0.2
−0.2
þ0.1
−0.1
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TABLE II. Continued
Q2 (GeV2) x N d2σ=dxdQ2 (pb=GeV2) δstat (%) δsys (%) δu (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%)
1400 0.10 206 4.53e − 01 þ7.0−7.0
þ2.7
−2.5
þ2.0
−2.0
−1.0
þ1.2
−0.0
þ0.2
−0.6
þ0.6
þ0.1
−0.1
1400 0.12 197 3.25e − 01 þ7.1−7.1
þ2.3
−2.2
þ2.0
−2.0
−0.6
þ0.8
−0.1
þ0.2
þ0.1
−0.1
þ0.1
−0.1
1400 0.16 153 2.63e − 01 þ8.1−8.1
þ3.2
−2.6
þ2.4
−2.4
−0.8
þ1.5
−0.2
þ0.2
−0.3
þ0.3
þ0.0
−0.0
1400 0.19 148 1.99e − 01 þ8.2−8.2
þ2.5
−2.9
þ2.5
−2.6
−0.6
þ0.2
−0.1
þ0.1
þ0.2
−0.2
þ0.0
−0.0
1400 0.23 107 1.42e − 01 þ9.7−9.7
þ3.6
−3.1
þ3.0
−2.9
−0.9
þ1.4
−0.2
þ0.1
−0.1
þ0.1
þ0.0
−0.0
1400 0.31 180 8.96e − 02 þ7.5−7.5
þ2.8
−2.8
þ2.4
−2.3
−0.9
þ0.8
þ0.0
−0.0
−1.0
þ1.0
þ0.0
−0.0
1650 0.05 288 6.76e − 01 þ5.9−5.9
þ2.0
−2.5
þ1.9
−1.9
−1.1
þ0.5
−0.3
þ0.2
þ0.0
−0.0
þ0.0
−0.0
1650 0.07 281 5.74e − 01 þ6.0−6.0
þ2.3
−2.2
þ1.9
−1.9
−0.4
þ0.6
−0.2
þ0.2
−0.9
þ0.9
þ0.0
−0.0
1650 0.09 244 4.04e − 01 þ6.4−6.4
þ2.1
−2.3
þ1.9
−1.9
−1.0
þ0.6
−0.1
þ0.3
−0.1
þ0.1
þ0.1
−0.1
1650 0.11 223 3.00e − 01 þ6.7−6.7
þ2.1
−2.4
þ2.0
−2.0
−1.0
þ0.6
−0.1
þ0.0
−0.5
þ0.5
þ0.1
−0.1
1650 0.14 225 2.42e − 01 þ6.7−6.7
þ2.4
−2.5
þ2.1
−2.1
−1.0
þ0.7
−0.1
þ0.0
−0.8
þ0.8
þ0.0
−0.0
1650 0.17 202 1.72e − 01 þ7.0−7.0
þ2.6
−2.4
þ2.1
−2.1
−0.6
þ0.9
−0.2
þ0.2
þ0.9
−0.9
þ0.0
−0.0
1650 0.21 147 1.29e − 01 þ8.2−8.2
þ3.1
−2.7
þ2.5
−2.5
−0.4
þ1.4
−0.2
þ0.2
þ0.3
−0.3
þ0.0
−0.0
1650 0.25 119 8.47e − 02 þ9.2−9.2
þ2.9
−3.2
þ2.7
−2.8
−1.3
þ0.7
−0.1
þ0.1
þ0.3
−0.3
þ0.0
−0.0
1650 0.34 167 5.49e − 02 þ7.7−7.7
þ3.1
−2.9
þ2.4
−2.4
−1.3
þ1.5
−0.0
þ0.0
−0.2
þ0.2
þ0.0
−0.0
1950 0.06 180 3.86e − 01 þ7.5−7.5
þ2.9
−2.6
þ2.3
−2.3
−1.0
þ1.3
−0.2
þ0.1
−0.6
þ0.6
þ0.0
−0.0
1950 0.08 161 3.07e − 01 þ7.9−7.9
þ2.6
−2.7
þ2.3
−2.4
−1.0
þ0.8
−0.4
þ0.3
−0.6
þ0.6
þ0.0
−0.0
1950 0.10 161 2.33e − 01 þ7.9−7.9
þ2.8
−2.8
þ2.3
−2.4
þ0.0
þ0.8
−0.2
þ0.3
−1.1
þ1.1
þ0.0
−0.0
1950 0.12 146 1.55e − 01 þ8.3−8.3
þ2.5
−2.6
þ2.4
−2.3
−1.0
þ0.6
−0.2
þ0.2
−0.4
þ0.4
þ0.0
−0.0
1950 0.16 117 1.29e − 01 þ9.2−9.2
þ3.1
−2.9
þ2.7
−2.7
−0.9
þ1.2
−0.1
þ0.1
−0.3
þ0.3
þ0.0
−0.0
1950 0.19 94 7.79e − 02 þ10.3−10.3
þ3.2
−3.1
þ2.7
−2.7
−1.0
þ1.1
−0.2
þ0.0
−0.8
þ0.8
þ0.0
−0.0
1950 0.23 79 5.58e − 02 þ11.3−11.3
þ3.1
−3.1
þ2.9
−2.9
−0.8
þ0.5
−0.1
þ0.1
−0.4
þ0.4
þ0.0
−0.0
1950 0.28 65 4.50e − 02 þ12.4−12.4
þ3.8
−3.8
þ3.5
−3.5
−0.9
þ1.0
−0.1
þ0.2
−0.3
þ0.3
þ0.0
−0.0
1950 0.37 85 2.50e − 02 þ10.8−10.8
þ3.6
−4.1
þ3.0
−3.1
−1.5
þ1.6
−0.0
þ0.0
−0.7
þ0.7
þ0.0
−0.0
2250 0.06 135 3.22e − 01 þ8.6−8.6
þ3.1
−3.2
þ2.7
−2.7
−1.3
þ1.0
−0.2
þ0.3
þ0.9
−0.9
þ0.0
−0.0
2250 0.07 122 2.47e − 01 þ9.1−9.1
þ3.2
−3.0
þ2.8
−2.8
−0.8
þ1.2
−0.6
þ0.6
−0.4
þ0.4
þ0.0
−0.0
2250 0.09 114 1.93e − 01 þ9.4−9.4
þ3.0
−3.1
þ2.8
−2.8
−1.0
þ0.8
−0.3
−0.1
−0.5
þ0.5
þ0.0
−0.0
2250 0.12 134 1.42e − 01 þ8.6−8.6
þ2.9
−2.9
þ2.6
−2.6
−1.0
þ0.8
−0.1
þ0.4
−0.1
þ0.1
þ0.0
−0.0
2250 0.14 81 8.71e − 02 þ11.1−11.1
þ3.4
−3.2
þ3.1
−3.1
−0.6
þ1.1
þ0.0
þ0.2
−0.2
þ0.2
þ0.0
−0.0
2250 0.18 83 6.94e − 02 þ11.0−11.0
þ3.4
−3.4
þ3.0
−3.1
−1.0
þ0.7
−0.4
þ0.2
þ1.1
−1.1
þ0.0
−0.0
2250 0.22 51 4.36e − 02 þ14.0−14.0
þ4.0
−3.8
þ3.6
−3.6
−0.9
þ1.6
þ0.1
þ0.0
−0.6
þ0.6
þ0.0
−0.0
2250 0.26 66 4.61e − 02 þ12.3−12.3
þ4.1
−4.9
þ3.8
−3.9
−1.5
þ1.1
−0.3
þ0.2
−1.1
þ1.1
þ0.0
−0.0
2250 0.31 30 2.04e − 02 þ18.3−18.3
þ4.7
−4.5
þ4.6
−4.5
−0.1
þ0.6
−0.2
þ0.1
−0.1
þ0.1
þ0.0
−0.0
2250 0.40 53 1.54e − 02 þ13.7−13.7
þ4.8
−5.0
þ4.6
−3.9
−2.5
þ1.8
þ0.0
þ0.0
−0.6
þ0.6
þ0.1
−0.1
2600 0.09 110 1.40e − 01 þ9.5−9.5
þ3.1
−2.9
þ2.8
−2.8
−0.7
þ1.2
−0.1
þ0.1
−0.4
þ0.4
þ0.0
−0.0
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TABLE II. Continued
Q2 (GeV2) x N d2σ=dxdQ2 (pb=GeV2) δstat (%) δsys (%) δu (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%)
2600 0.11 111 1.16e − 01 þ9.5−9.5
þ2.9
−3.2
þ2.9
−2.9
−1.2
þ0.3
−0.4
þ0.2
þ0.5
−0.5
þ0.0
−0.0
2600 0.14 110 8.85e − 02 þ9.5−9.5
þ3.3
−3.3
þ2.9
−2.9
−1.2
þ1.4
−0.0
þ0.3
þ0.0
−0.0
þ0.0
−0.0
2600 0.17 87 6.93e − 02 þ10.7−10.7
þ3.5
−3.3
þ3.3
−3.3
−0.1
þ0.8
−0.3
þ0.3
þ0.2
−0.2
þ0.0
−0.0
2600 0.20 65 4.00e − 02 þ12.4−12.4
þ3.4
−3.5
þ3.3
−3.3
−1.0
þ0.4
−0.1
þ0.2
−0.5
þ0.5
þ0.0
−0.0
2600 0.25 71 3.71e − 02 þ11.9−11.9
þ4.0
−3.9
þ3.7
−3.7
−1.0
þ1.0
−0.1
þ0.0
þ0.7
−0.7
þ0.0
−0.0
2600 0.29 41 2.13e − 02 þ15.6−15.6
þ5.0
−5.2
þ4.2
−4.2
−1.5
þ0.6
−0.1
þ0.0
−2.5
þ2.5
þ0.0
−0.0
2600 0.35 36 1.54e − 02 þ16.7−16.7
þ5.3
−5.3
þ4.6
−4.6
−0.6
þ2.0
−0.1
þ0.4
þ0.2
−0.2
þ0.0
−0.0
2600 0.44 47 1.03e − 02 þ14.6−14.6
þ5.3
−5.5
þ4.6
−4.7
−2.0
þ1.0
þ0.0
−0.1
−2.0
þ2.0
þ0.1
−0.1
3000 0.10 75 8.89e − 02 þ11.5−11.5
þ3.7
−3.5
þ3.5
−3.5
−0.1
þ0.9
−0.5
þ0.7
þ0.0
−0.0
þ0.0
−0.0
3000 0.12 99 8.21e − 02 þ10.1−10.1
þ3.4
−3.4
þ3.3
−3.3
−1.0
þ0.6
−0.2
−0.0
þ0.3
−0.3
þ0.0
−0.0
3000 0.16 79 6.51e − 02 þ11.3−11.3
þ3.9
−4.4
þ3.7
−3.8
−1.8
þ0.9
−0.1
þ0.1
þ0.5
−0.5
þ0.0
−0.0
3000 0.19 61 3.67e − 02 þ12.8−12.8
þ3.8
−4.4
þ3.6
−3.7
−0.1
þ0.9
−0.1
þ0.1
−0.0
þ0.0
þ0.0
−0.0
3000 0.23 48 3.03e − 02 þ14.4−14.4
þ4.4
−5.1
þ4.3
−4.3
−2.5
þ0.4
−0.3
þ0.4
þ0.6
−0.6
þ0.0
−0.0
3000 0.28 46 2.33e − 02 þ14.7−14.7
þ5.0
−4.5
þ4.5
−4.5
−0.2
þ1.7
−0.1
þ0.3
þ0.0
−0.0
þ0.0
−0.0
3000 0.33 30 1.26e − 02 þ18.3−18.3
þ5.1
−5.5
þ5.0
−5.0
−1.9
þ1.0
−0.3
þ0.0
−0.3
þ0.3
þ0.0
−0.0
3000 0.39 13 5.39e − 03 þ31.5−23.9
þ6.7
−6.6
þ6.5
−6.1
−1.8
þ1.3
þ0.0
þ0.2
−1.1
þ1.1
þ0.0
−0.0
3000 0.48 14 3.01e − 03 þ30.3−23.2
þ7.2
−6.9
þ6.4
−6.5
−1.5
þ2.6
þ0.0
þ0.0
−1.5
þ1.5
þ0.1
−0.1
3500 0.12 100 5.68e − 02 þ10.0−10.0
þ3.4
−3.3
þ3.2
−3.1
−0.8
þ1.0
−0.4
þ0.4
þ0.3
−0.3
þ0.0
−0.0
3500 0.14 63 3.40e − 02 þ12.6−12.6
þ3.8
−3.6
þ3.4
−3.5
−0.5
þ1.2
−0.3
þ0.2
þ0.2
−0.2
þ0.0
−0.0
3500 0.18 78 3.21e − 02 þ11.3−11.3
þ4.1
−4.2
þ3.4
−3.5
−1.6
þ1.3
−0.0
þ0.1
þ1.6
−1.6
þ0.0
−0.0
3500 0.22 45 1.82e − 02 þ14.9−14.9
þ4.6
−4.0
þ4.7
−3.9
−0.9
þ1.2
−0.3
þ0.3
þ0.0
−0.0
þ0.0
−0.0
3500 0.26 42 1.42e − 02 þ15.4−15.4
þ4.4
−4.5
þ4.2
−4.3
−0.1
þ0.7
−0.3
þ0.3
þ0.2
−0.2
þ0.0
−0.0
3500 0.31 29 1.00e − 02 þ18.6−18.6
þ5.8
−5.5
þ5.1
−5.1
−1.1
þ1.7
þ0.1
þ0.1
−1.8
þ1.8
þ0.0
−0.0
3500 0.37 26 7.47e − 03 þ19.6−19.6
þ6.2
−6.1
þ5.6
−5.6
−1.8
þ2.0
−0.1
þ0.3
−1.4
þ1.4
þ0.0
−0.0
3500 0.43 21 5.83e − 03 þ21.8−21.8
þ8.0
−7.5
þ6.9
−6.8
−1.9
þ2.4
−0.1
þ0.1
−2.2
þ2.2
þ0.1
−0.1
3500 0.52 24 3.32e − 03 þ20.4−20.4
þ7.1
−7.4
þ7.0
−7.0
−1.8
þ1.2
−0.0
−0.1
þ0.2
−0.2
þ0.1
−0.1
4150 0.11 55 3.51e − 02 þ13.5−13.5
þ4.1
−4.5
þ3.8
−4.0
−1.6
þ0.5
−0.2
þ0.4
−1.3
þ1.3
þ0.0
−0.0
4150 0.14 54 2.71e − 02 þ13.6−13.6
þ4.4
−4.3
þ4.1
−4.1
−1.6
þ1.3
−0.7
þ0.5
−0.0
þ0.0
þ0.0
−0.0
4150 0.17 67 2.39e − 02 þ12.2−12.2
þ4.0
−4.6
þ3.7
−3.8
−0.6
þ0.6
−0.0
þ0.2
þ1.4
−1.4
þ0.0
−0.0
4150 0.21 53 1.82e − 02 þ13.7−13.7
þ4.5
−4.3
þ4.2
−4.2
−0.0
þ0.8
þ0.0
þ0.2
−0.3
þ0.3
þ0.0
−0.0
4150 0.25 34 9.75e − 03 þ17.1−17.1
þ4.9
−4.9
þ4.5
−4.5
−1.7
þ1.3
−0.6
þ0.3
−0.6
þ0.6
þ0.0
−0.0
4150 0.31 21 5.97e − 03 þ21.8−21.8
þ5.5
−5.7
þ5.3
−5.3
−1.7
þ0.9
þ0.2
−0.1
−0.5
þ0.5
þ0.0
−0.0
4150 0.36 23 5.95e − 03 þ20.9−20.9
þ6.5
−7.2
þ6.1
−6.4
−1.6
−0.8
−0.3
þ0.2
þ2.0
−2.0
þ0.0
−0.0
4150 0.42 16 3.62e − 03 þ28.1−21.9
þ8.5
−7.1
þ7.6
−7.1
−0.4
þ2.8
−0.2
þ0.4
−0.2
þ0.2
þ0.1
−0.1
4150 0.48 9 2.23e − 03 þ39.0−27.9
þ14.6
−10.6
þ17.8
−10.1
−2.0
þ1.4
þ0.0
−0.2
−3.1
þ3.1
þ0.1
−0.1
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TABLE II. Continued
Q2 (GeV2) x N d2σ=dxdQ2 (pb=GeV2) δstat (%) δsys (%) δu (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%)
4150 0.57 12 1.36e − 03 þ33.1−24.7
þ10.8
−10.3
þ10.2
−9.8
−2.8
þ3.4
þ0.0
−0.1
−1.7
þ1.7
þ0.2
−0.2
5250 0.11 60 1.87e − 02 þ12.9−12.9
þ4.1
−4.8
þ3.7
−3.7
−1.1
þ1.1
−0.3
−0.2
þ1.4
−1.4
þ0.0
−0.0
5250 0.14 74 1.81e − 02 þ11.6−11.6
þ4.7
−3.9
þ3.6
−3.6
−1.3
þ1.6
−0.5
þ1.0
−0.5
þ0.5
þ0.0
−0.0
5250 0.17 60 1.35e − 02 þ12.9−12.9
þ4.5
−4.0
þ3.9
−3.9
−0.8
þ1.4
−0.2
þ0.2
−0.3
þ0.3
þ0.0
−0.0
5250 0.20 50 8.51e − 03 þ14.1−14.1
þ4.2
−4.5
þ3.8
−3.8
−1.7
þ1.0
−0.3
þ0.3
þ1.0
−1.0
þ0.0
−0.0
5250 0.25 66 8.84e − 03 þ12.3−12.3
þ4.2
−4.1
þ3.9
−3.9
−0.9
þ1.4
−0.3
þ0.1
−0.3
þ0.3
þ0.0
−0.0
5250 0.29 36 4.92e − 03 þ16.7−16.7
þ5.0
−5.1
þ4.7
−4.6
−1.3
þ1.1
−0.1
þ0.1
þ1.2
−1.2
þ0.0
−0.0
5250 0.35 33 3.77e − 03 þ17.4−17.4
þ5.8
−5.6
þ5.1
−5.1
−1.3
þ1.7
−0.3
þ0.5
−1.6
þ1.6
þ0.0
−0.0
5250 0.41 13 1.55e − 03 þ31.5−23.9
þ7.7
−7.3
þ6.5
−6.5
−2.8
þ3.6
−0.2
þ0.4
−0.0
þ0.0
þ0.0
−0.0
5250 0.47 13 1.52e − 03 þ31.5−23.9
þ8.9
−8.9
þ8.1
−8.1
−1.8
þ2.2
−0.7
þ0.1
−3.1
þ3.1
þ0.1
−0.1
5250 0.53 12 1.22e − 03 þ33.1−24.8
þ13.2
−11.5
þ10.0
−9.6
−0.0
þ3.7
þ0.1
þ0.3
−6.3
þ6.3
þ0.1
−0.1
5250 0.62 13 5.79e − 04 þ31.5−23.9
þ11.5
−13.0
þ10.5
−10.5
−5.9
þ4.3
þ0.1
−0.1
þ0.9
−0.9
þ0.6
−0.6
7000 0.12 45 1.05e − 02 þ14.9−14.9
þ5.8
−5.4
þ4.9
−4.9
−0.3
þ1.4
þ0.4
þ0.1
þ1.1
−1.1
þ0.0
−0.0
7000 0.14 34 6.44e − 03 þ17.2−17.2
þ5.1
−6.1
þ4.7
−5.0
−2.1
þ1.4
−0.4
þ0.1
−0.5
þ0.5
þ0.0
−0.0
7000 0.18 40 5.72e − 03 þ15.8−15.8
þ4.9
−5.4
þ4.6
−4.7
−1.8
þ0.8
−0.3
þ0.2
−1.3
þ1.3
þ0.0
−0.0
7000 0.22 37 4.76e − 03 þ16.4−16.4
þ6.0
−6.6
þ4.9
−5.0
−1.1
þ1.6
−0.4
þ0.3
−2.9
þ2.9
þ0.0
−0.0
7000 0.26 28 2.95e − 03 þ18.9−18.9
þ5.5
−6.0
þ5.1
−5.2
−1.7
þ1.3
−0.6
þ0.4
−0.6
þ0.6
þ0.0
−0.0
7000 0.32 27 2.33e − 03 þ19.2−19.2
þ6.7
−5.7
þ5.6
−5.5
−0.6
þ2.5
þ0.2
þ0.4
−1.3
þ1.3
þ0.0
−0.0
7000 0.38 13 1.20e − 03 þ31.5−23.9
þ7.2
−8.0
þ7.2
−7.4
−2.6
−0.1
−0.6
þ0.3
−1.2
þ1.2
þ0.0
−0.0
7000 0.44 5 4.45e − 04 þ55.2−35.2
þ9.2
−8.9
þ8.5
−8.6
−2.1
þ2.1
−0.3
þ0.3
þ1.1
−1.1
þ0.1
−0.1
7000 0.50 10 8.55e − 04 þ36.7−26.8
þ13.5
−11.9
þ11.7
−10.6
−2.6
þ5.1
−0.5
þ0.4
−4.4
þ4.4
þ0.1
−0.1
7000 0.56 6 5.30e − 04 þ49.5−32.8
þ14.8
−15.7
þ14.2
−14.7
−2.2
þ0.1
þ0.7
−0.0
þ4.1
−4.1
þ0.2
−0.2
7000 0.66 1 2.74e − 05 þ158.0−58.0
þ16.6
−14.5
þ14.0
−13.8
−1.4
þ5.6
þ0.1
þ0.0
þ4.1
−4.1
þ0.9
−0.9
9500 0.17 19 2.20e − 03 þ25.5−20.3
þ9.3
−11.0
þ6.3
−6.3
−2.2
þ1.4
þ0.1
−0.4
þ0.2
−0.2
þ0.0
−0.0
9500 0.21 24 2.30e − 03 þ20.4−20.4
þ7.6
−6.4
þ6.2
−6.2
−0.5
þ2.2
−0.8
þ0.6
−0.5
þ0.5
þ0.0
−0.0
9500 0.25 23 1.78e − 03 þ20.9−20.9
þ6.9
−6.4
þ6.3
−6.3
−0.7
þ1.4
−0.5
þ0.5
−0.0
þ0.0
þ0.0
−0.0
9500 0.31 15 1.11e − 03 þ29.1−22.5
þ10.1
−8.0
þ10.9
−7.0
−1.9
þ1.0
−0.6
þ0.2
−3.1
þ3.1
þ0.0
−0.0
9500 0.36 14 8.82e − 04 þ30.3−23.2
þ11.1
−8.0
þ7.8
−7.8
−0.7
þ2.2
þ0.6
þ0.8
−1.6
þ1.6
þ0.0
−0.0
9500 0.42 9 5.67e − 04 þ39.0−27.9
þ9.8
−10.2
þ9.5
−9.5
−3.1
þ1.4
−1.2
þ0.1
þ0.3
−0.3
þ0.0
−0.0
9500 0.48 8 5.09e − 04 þ41.8−29.4
þ12.5
−12.4
þ12.2
−12.0
−1.8
þ2.1
−0.6
þ0.2
þ1.2
−1.2
þ0.1
−0.1
9500 0.54 7 3.99e − 04 þ45.1−31.0
þ15.1
−15.3
þ14.6
−14.9
−2.0
þ1.8
−0.8
þ0.8
−3.2
þ3.2
þ0.1
−0.1
9500 0.61 2 1.03e − 04 þ98.5−48.5
þ19.8
−21.0
þ19.3
−19.6
−6.0
þ1.3
−0.4
þ0.2
þ4.3
−4.3
þ0.4
−0.4
9500 0.71 0 < 3.37e − 05
15500 0.43 41 1.57e − 04 þ15.6−15.6
þ6.6
−5.4
þ4.8
−4.5
−2.6
þ2.7
−0.6
þ0.6
−0.3
þ0.3
þ0.1
−0.1
15500 0.80 3 1.72e − 06 þ75.7−42.3
þ18.5
−17.7
þ16.7
−16.7
−4.8
þ5.1
−0.6
þ0.2
−0.6
þ0.6
þ2.4
−2.4
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TABLE III. The integrated cross section, IðxÞ [see Eq. (10)], for NC e−p scattering at ffiffisp ¼ 318 GeV as a function ofQ2. Also quoted
are the lower limit of integration, xedge, the number of events reconstructed in the bin, N, the statistical uncertainty, δstat, the total
systematic uncertainty, δsys, the total uncorrelated systematic uncertainty, δu, followed by the bin-to-bin correlated systematic
uncertainties, δ1–δ4 defined in Sec. IX. The luminosity uncertainty of 1.8% is not included.
Q2 (GeV2) xedge N IðxÞ (pb=GeV2) δstat (%) δsys (%) δu (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%)
725 0.63 504 7.71e − 02 þ4.5−4.5
þ2.8
−3.2
þ1.5
−1.3
þ1.3
−2.0
þ0.0
−0.1
þ1.9
−1.9
þ0.3
−0.3
875 0.64 671 5.12e − 02 þ3.9−3.9
þ2.3
−1.9
þ1.2
−1.2
−0.1
þ1.0
þ0.0
−0.0
þ1.3
−1.3
þ0.5
−0.5
1025 0.66 414 2.75e − 02 þ4.9−4.9
þ3.4
−3.6
þ1.5
−1.5
−1.6
þ0.8
þ0.0
−0.0
þ2.7
−2.7
þ0.6
−0.6
1200 0.67 368 1.80e − 02 þ5.2−5.2
þ3.7
−2.9
þ1.7
−1.6
−1.5
þ2.5
þ0.0
−0.0
þ1.4
−1.4
þ0.8
−0.8
1400 0.68 202 1.04e − 02 þ7.0−7.0
þ3.5
−3.8
þ2.1
−2.0
−1.8
þ1.3
þ0.0
−0.0
þ2.1
−2.1
þ1.0
−1.0
1650 0.69 173 5.91e − 03 þ7.6−7.6
þ4.4
−4.1
þ2.3
−2.2
−1.7
þ2.0
þ0.1
−0.1
þ2.6
−2.6
þ1.2
−1.2
1950 0.71 74 2.51e − 03 þ11.6−11.6
þ5.2
−5.1
þ3.1
−3.0
−1.9
þ1.9
þ0.0
−0.1
þ3.1
−3.1
þ1.6
−1.6
2250 0.73 51 1.84e − 03 þ14.0−14.0
þ7.1
−7.6
þ4.1
−4.1
−3.0
þ2.2
þ0.0
−0.0
þ4.9
−4.9
þ2.0
−2.0
2600 0.75 36 9.65e − 04 þ16.7−16.7
þ6.9
−6.6
þ4.8
−4.8
−1.9
þ2.6
þ0.0
−0.0
þ3.0
−3.0
þ2.5
−2.5
3000 0.77 19 4.90e − 04 þ25.5−20.3
þ11.0
−10.9
þ6.6
−6.6
−3.9
þ4.1
þ0.1
−0.1
þ6.8
−6.8
þ3.2
−3.2
3500 0.79 17 3.01e − 04 þ27.2−21.3
þ11.6
−11.5
þ8.0
−7.8
−3.3
þ3.5
þ0.1
−0.2
þ6.4
−6.4
þ4.0
−4.0
4150 0.81 5 8.19e − 05 þ55.2−35.2
þ14.6
−15.0
þ11.9
−11.8
−3.7
þ2.1
þ0.0
−0.3
þ6.4
−6.4
þ5.1
−5.1
5250 0.85 3 1.98e − 05 þ75.7−42.3
þ18.6
−18.1
þ14.3
−14.3
−2.9
þ4.7
þ0.2
þ0.0
þ8.1
−8.1
þ6.9
−6.9
7000 0.87 1 5.56e − 06 þ158.0−58.0
þ29.0
−26.4
þ24.3
−24.1
−3.7
þ10.7
−0.4
þ0.0
−1.3
þ1.3
þ9.4
−9.4
9500 0.89 1 5.60e − 06 þ158.0−58.0
þ58.3
−63.4
þ53.5
−53.5
−19.0
−0.7
þ0.0
þ0.0
þ19.2
−19.2
þ13.0
−13.0
TABLE IV. The integrated cross section, IðxÞ [see Eq. (10)], for NC eþp scattering at ffiffisp ¼ 318 GeV as a function ofQ2. Also quoted
are the lower limit of integration, xedge, the number of events reconstructed in the bin, N, the statistical uncertainty, δstat, the total
systematic uncertainty, δsys, the total uncorrelated systematic uncertainty, δu, followed by the bin-to-bin correlated systematic
uncertainties, δ1–δ4 defined in Sec. IX. If no event is observed, the 68% upper limit is given. The luminosity uncertainty of 1.8% is not
included.
Q2 (GeV2) xedge N IðxÞ (pb=GeV2) δstat (%) δsys (%) δu (%) δ1 (%) δ2 (%) δ3 (%) δ4 (%)
725 0.63 371 7.50e − 02 þ5.2−5.2
þ2.4
−2.3
þ1.7
−1.4
þ1.2
−1.3
þ0.1
−0.1
þ0.8
−0.8
þ0.3
−0.3
875 0.64 482 4.81e − 02 þ4.6−4.6
þ1.9
−1.7
þ1.6
−1.3
−0.5
þ0.6
þ0.1
−0.1
−0.1
þ0.1
þ0.4
−0.4
1025 0.66 281 2.50e − 02 þ6.0−6.0
þ3.0
−2.4
þ1.7
−1.6
−1.3
þ1.8
þ0.0
−0.0
þ0.3
−0.3
þ0.5
−0.5
1200 0.67 275 1.80e − 02 þ6.0−6.0
þ3.1
−2.9
þ2.0
−1.8
−1.5
þ1.8
þ0.0
−0.0
þ0.9
−0.9
þ0.7
−0.7
1400 0.68 146 9.99e − 03 þ8.3−8.3
þ3.5
−3.7
þ2.4
−2.3
−1.8
þ1.7
þ0.0
−0.0
þ1.5
−1.5
þ0.8
−0.8
1650 0.69 115 5.24e − 03 þ9.3−9.3
þ3.5
−3.5
þ2.5
−2.5
−1.9
þ1.7
þ0.0
−0.1
þ0.7
−0.7
þ1.1
−1.1
1950 0.71 62 2.86e − 03 þ12.7−12.7
þ5.6
−5.0
þ3.8
−3.4
−2.2
þ3.0
þ0.1
−0.0
þ2.3
−2.3
þ1.4
−1.4
2250 0.73 31 1.47e − 03 þ18.0−18.0
þ5.6
−5.9
þ4.6
−4.5
−2.5
þ2.1
þ0.0
−0.1
þ1.6
−1.6
þ1.7
−1.7
2600 0.75 27 9.47e − 04 þ19.2−19.2
þ6.7
−6.7
þ5.4
−5.3
−2.2
þ2.3
þ0.0
−0.1
þ2.6
−2.6
þ1.9
−1.9
3000 0.77 13 4.63e − 04 þ31.5−23.9
þ10.4
−10.7
þ7.6
−7.5
−3.1
þ2.4
þ0.0
þ0.0
þ6.3
−6.3
þ2.1
−2.1
3500 0.79 11 2.61e − 04 þ34.7−25.7
þ10.9
−10.6
þ8.7
−8.7
−4.0
þ4.7
þ0.1
−0.3
þ3.5
−3.5
þ2.4
−2.4
4150 0.81 6 1.29e − 04 þ49.5−32.8
þ13.5
−14.8
þ13.2
−13.1
−3.2
þ0.7
þ0.0
þ0.0
þ0.0
−0.0
þ2.8
−2.8
5250 0.85 3 2.99e − 05 þ75.7−42.3
þ20.4
−19.6
þ17.1
−16.7
−3.5
þ5.7
−0.2
þ0.0
þ8.5
−8.5
þ3.7
−3.7
7000 0.87 0 < 9.68e − 06
9500 0.89 0 < 2.10e − 06
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The double-differential cross section in bins of Q2 and
x was determined as follows:
d2σðx;Q2Þ
dxdQ2
¼ NdataðΔx;ΔQ
2Þ
NMCðΔx;ΔQ2Þ
d2σSMBornðx;Q2Þ
dxdQ2
; (8)
and the integrated cross section was determined as
Z
1
xedge
d2σðx;Q2Þ
dxdQ2
dx
¼ NdataðΔx;ΔQ
2Þ
NMCðΔx;ΔQ2Þ
Z
1
xedge
d2σSMBornðx;Q2Þ
dxdQ2
dx; (9)
where NdataðΔx;ΔQ2Þ is the number of data events
reconstructed in a bin ðΔx;ΔQ2Þ and NMCðΔx;ΔQ2Þ
is the corresponding number of simulated events nor-
malized to the data luminosity. The SM prediction,
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FIG. 6 (color online). The double-differential cross section for NC e−p scattering at
ffiffi
s
p ¼ 318 GeV (dots) as a function of x and the
double-differential cross section integrated over x divided by the bin width and placed at the center of the bin (triangles) for different
values of Q2 as shown, compared to the Standard Model expectations evaluated using HERAPDF1.5 PDFs (line). The error bars show
the statistical and systematic uncertainties added in quadrature.
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d2σSMBornðx;Q2Þ=dxdQ2, was evaluated according to
Eq. (1) with the same PDF and electroweak parameters
as used in the MC simulation. This procedure implicitly
takes into account the acceptance, bin-centering and
leading-order electroweak radiative corrections from the
MC simulation.
IX. SYSTEMATIC UNCERTAINTIES
The systematic effects related to the uncertainties in the
MC simulation were estimated by recalculating the cross
section for variations of the parameters by their uncertain-
ties (see Sec. V). The positive and negative deviations
from the nominal cross section were added separately
in quadrature to obtain the total positive and negative
systematic uncertainty.
A. Uncorrelated systematic uncertainties
The following systematic uncertainties are either small
or exhibit no bin-to-bin correlations:
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FIG. 7 (color online). The double-differential cross section for NC eþp scattering at
ffiffi
s
p ¼ 318 GeV (dots) as a function of x and
the double-differential cross section integrated over x divided by the bin width and placed at the center of the bin (triangles) for
different values of Q2 as shown, compared to the Standard Model expectations evaluated using HERAPDF1.5 PDFs (line). The
error bars show the statistical and systematic uncertainties added in quadrature. For bins with zero measured events, a 68% probability
limit is given.
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(i) Electron-energy resolution—the effect on the value
of the cross section of changing the resolution of the
electron energy measured in the calorimeter by3%
was less than 1.5% for almost all bins.
(ii) Electron-isolation requirement—variation of the
electron-isolation energy by 2 GeV caused
the cross section to vary within 1.5% for most of
the bins, rising to a maximum of 3% for a few
bins.
(iii) Track-matching efficiency—this correction was
varied within the limits allowed by its statistical
uncertainty; the resulting variation in the cross
section was found to be less than 0.2% for all bins.
(iv) FCAL alignment—the position of the jet on the face
of the FCAL was varied by 5 mm in both the X
and the Y direction. The resulting changes in the
cross sections were negligible in low-Q2 bins, rising
to a maximum of 5% in high-Q2 bins.
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FIG. 8 (color online). Ratio of the double-differential cross section for NC e−p scattering and of the double-differential cross
section integrated over x to the Standard Model expectation evaluated using the HERAPDF1.5 PDFs as a function of x at different
Q2 values as described in the legend. For HERAPDF1.5, the uncertainty is given as a band. The expectation for the integrated bin is
also shown as a hatched box. The error bars show the statistical and systematic uncertainties added in quadrature. The expectations of
other commonly used PDF sets normalized to HERAPDF1.5 PDFs are also shown, as listed in the legend. Note that the scale on the
y axis changes with Q2.
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(v) BCAL alignment—the position of the electron on
the face of the CAL along Z and along the azimuthal
direction was varied by 1 mm, respectively.
The resulting changes in the cross sections were
negligible.
(vi) F/BCAL crack cut—the cut on the electron polar
angle in this region was varied by15 mrad and the
resulting variation in the cross section was found
to be negligible for almost all bins, except a few
high-Q2 bins, where the variation increased to 5%.
(vii) Background—the estimated background from all
sources was less than 0.015% and therefore the
associated contribution and systematic uncertainty
were neglected.
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FIG. 9 (color online). Ratio of the double-differential cross section for NC eþp scattering and of the double-differential cross section
integrated over x to the Standard Model expectation evaluated using the HERPDF1.5 PDFs as a function of x at different Q2 values as
described in the legend. For HERAPDF1.5, the uncertainty is given as a band. The expectation for the integrated bin is also shown as a
hatched box. The error bars show the statistical and systematic uncertainties added in quadrature. For bins with zero measured events, a
68% probability limit is given. The expectations of other commonly used PDF sets normalized to HERAPDF1.5 PDFs are also shown,
as listed in the legend. Note that the scale on the y axis changes with Q2.
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B. Correlated systematic uncertainties
The significant correlated systematic uncertainties
are listed below and labeled for further reference as
follows:
(i) fδ1g electron-energy scale—the systematic uncer-
tainty resulting from variation of the electron-energy
scale by 0.5% resulted in typically less than 3%
variation in cross sections for almost all bins, except
for some bins at high Q2, where this value rose
to 10%.
(ii) fδ2g jet-energy scale—the uncertainty in the
cross-section measurement due to variation of the
jet-energy scale by 1% had a negligible effect for
almost all bins and was well within 1%.
(iii) fδ3g simulation of the hadronic final state—the
analysis was repeated while varying the relative
contribution of ARIADNE and LEPTO MEPS by
0.3; the resulting uncertainty was well within
2% for low-Q2 bins, increasing to 10% for the
highest-x bins at high Q2.
(iv) fδ4g PDF uncertainties—the MC simulations were
reweighted to variants of HERAPDF1.5, represent-
ing the PDF uncertainties that were found to lead to
the largest deviations from the central PDF-set
expectations for the NC cross sections. The resulting
systematic uncertainties are very small with the
exceptions of the highest Q2 and x bins, where
the uncertainty reaches 3%.
In addition, there is a global uncertainty due to the
luminosity measurement of 1.8%.
X. RESULTS
The measured double-differential Born-level cross sec-
tion as a function ofQ2 and x is presented in Tables 1 and 2,
for e−p and eþp scattering, respectively. For the highest
integrated x bin, the respective average cross sections,
defined as
IðxÞ ¼ 1
1 − xedge
Z
1
xedge
d2σðx;Q2Þ
dxdQ2
dx; (10)
are presented in Tables 3 and 4 as a function of Q2.
Also listed are the statistical and systematic uncertain-
ties. The latter are given separately for the quadratically
summed uncorrelated and correlated uncertainties.
For bins populated by fewer than 50 events, the
statistical uncertainties are quoted as the central 68%
probability interval calculated using the prior of
Jeffreys [44].
The results are presented in Figs. 6 and 7. The
averaged integrated cross sections are plotted at
x ¼ ðxedge þ 1Þ=2. The measurements are compared to
SM expectations obtained with the HERAPDF 1.5 PDFs
[25]. Within the quoted uncertainties, with statistical
and systematic uncertainties added in quadrature, the
agreement between measurements and expectations
is good.
The ratio of the measured cross sections to those
expected from HERAPDF1.5 are shown in Figs. 8
and 9. Note that for bins where no events are observed,
the limit is quoted at 68% probability, neglecting the
systematic uncertainty. Also shown are the predictions
from a number of other PDF sets (ABM11 [45], CT10
[46], MSTW2008 [47], NNPDF2.3 [48]), normalized to
the predictions from HERAPDF1.5. Within the quoted
uncertainties, the agreement between measurements and
expectations is good.
The measurement presented here is based on the same
data set used for previous ZEUS publications [8,9]. The
advantage of the present measurements is a finer binning in
x and an extension of the kinematic coverage up to x ≅ 1.
In the region of Q2 ≥ 725 GeV2 and y < 0.8, the cross
sections presented here could replace those previously
published to assess their impact on the PDFs at high x,
where little data is available.
XI. SUMMARY
Neutral current e−p and eþp DIS cross sections have
been measured in the ZEUS detector as a function of x and
Q2 for Q2 ≥ 725 GeV2 and up to x ≅ 1. The novel
reconstruction method and the large volume of data
available allowed a high precision, limited only by stat-
istical uncertainties, to be achieved. The results are in good
agreement with SM predictions from HERAPDF1.5 and
several other commonly used sets of PDFs. The fine
binning in x, the extension of the kinematic coverage up
to x ≅ 1, and the excellent control of the systematic
uncertainties make these data an important input to fits
constraining the PDFs in the valence-quark domain in a
model-independent way.
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