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NONCONVEX GRADIENT FLOW IN THE WASSERSTEIN METRIC AND
APPLICATIONS TO CONSTRAINED NONLOCAL INTERACTIONS
KATY CRAIG
Abstract. Over the past fifteen years, the theory of Wasserstein gradient flows of convex (or, more
generally, semiconvex) energies has led to advances in several areas of partial differential equations and
analysis. In this work, we extend the well-posedness theory for Wasserstein gradient flows to energies
satisfying a more general criterion for uniqueness, motivated by the Osgood criterion for ordinary
differential equations. We also prove the first quantitative estimates on convergence of the discrete
gradient flow or JKO scheme outside of the semiconvex case. We conclude by applying these results
to study the well-posedness of constrained nonlocal interaction energies, which have arisen in recent
work on biological chemotaxis and congested aggregation.
1. Introduction
For a range of physical and biological processes—from vortex motion in superconductors to biological
swarming—the evolution of a large number of individual agents can be modeled as a gradient flow in the
Wasserstein metric. Heuristically, a curve in the space of probability measures µ(t) : [0, T ]→ P(Rd) is
the Wasserstein gradient flow of an energy E : P(Rd)→ R ∪ {+∞} if
∂tµ(t) = −∇W2E(µ(t)),
for a generalized notion of gradient ∇W2 induced by the metric. Provided that the curve µ(t) and
energy E are sufficiently regular, the gradient flow of E corresponds to the partial differential equation
∂tµ = ∇ ·
(
µ∇∂E
∂µ
)
.
The utility of Wasserstein gradient flow in studying such partial differential equations was first
demonstrated by Otto in his work on the porous medium equation [36], in which he used the Wasserstein
perspective to obtain sharp estimates on asymptotic behavior of solutions. Over the past fifteen years,
the theory of Wasserstein gradient flows of convex and, more generally, semiconvex energies has been
well-developed—where E is semiconvex if there exists λ ∈ R so that, for any Wasserstein geodesic
µα ∈ P(Rd) with α ∈ [0, 1],
E(µα) ≤ (1 − α)E(µ0) + αE(µ1)− α(1 − α)λ
2
W 22 (µ0, µ1).
When λ = 0, this reduces to the standard notion of convexity.
In their book on gradient flows in metric spaces, Ambrosio, Gigli, and Savare´ offer a comprehensive
treatment of the well-posedness of Wasserstein gradient flows in the semiconvex case and describe many
of the partial differential equations that may be treated within this framework [2]. They also prove
sharp estimates on the convergence of a time-discretization of the gradient flow, often known as the
discrete gradient flow or JKO scheme [27], which is useful for constructing and approximating solutions
to the gradient flow. A common strategy in studying properties of gradient flows is to first prove a
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property holds at the discrete time level and then show that it is preserved in the passage to continuous
time (c.f. [1, 2, 31]).
In contrast to the case of convex energies, the theory of Wasserstein gradient flow for nonconvex (or,
more precisely, non-semiconvex) energies is comparatively undeveloped. Such energies arise in a range
of applications in physics and biology, including models of vortex motion in superconductors (c.f. [3,4]),
biological chemotaxis (c.f. [9, 10, 13]), and biological swarming (c.f. [6, 19, 20]). On one hand, existence
of generalized notions of gradient flow and convergence of the discrete gradient flow scheme can still be
shown in the nonconvex case [2]. On the other hand, uniqueness and stability of solutions have only
been considered on a case by case basis and estimates on the rate of convergence of the discrete gradient
flow scheme have remained open, in spite of the fact that such estimates can be an essential ingredient
in semiconvex gradient flow (c.f. [1]).
In addition to energies that fall outside the scope of well-posedness results on convex gradient flow,
there has also been interest in energies that, while convex, actually possess better stability properties
than their convexity would indicate. Such energies arise, for example, in models of granular media, and
Carrillo, McCann, and Villani demonstrated how the the notion of a modulus of convexity ω(x) could
be used to prove superior contraction inequalities than were available in the convex theory [14].
The goal of the present work is to unify and extend the existing theory of nonconvex Wasserstein
gradient flow. Our approach is strongly influenced by the uniqueness results proved by Ambrosio
and Serfaty [4] and Carrillo, Lisini, and Mainini [13] for nonconvex, nonlocal interaction energies with
Newtonian repulsion or attraction. Following their terminology, we introduce a more general notion of
convexity, which we call ω-convexity. In particular, we say that E is ω-convex if there exists a constant
λω ∈ R and a nonnegative, continuous, nondecreasing modulus of convexity ω(x), which vanishes only
at x = 0, so that for any Wasserstein geodesic µα ∈ P2(Rd) with α ∈ [0, 1],
E(µα) ≤ (1− α)E(µ0) + αE(µ1)− λω
2
[
(1− α)ω(α2W 22 (µ0, µ1)) + αω((1 − α)2W 22 (µ0, µ1))
]
.
When ω(x) = x, this reduces to the standard notion of semiconvexity. A sufficient condition for ω-
convexity, provided that α 7→ E(µα) is sufficiently regular, is that E satisfies an “above the tangent
line” inequality:
E(µ1)− E(µ0)− d
dα
E(µα)
∣∣∣∣
α=0
≥ λω
2
ω
(
W 22 (µ0, µ1)
)
.
(See Proposition 2.7.)
Our generalization of the Wasserstein gradient flow theory from the semiconvex to ω-convex case is
motivated by the generalization of the theory of ordinary differential equations
x˙(t) = ω(x(t)), x : [0, T ]→ R, ω : R→ R,
from functions ω(x) that are Lipschitz to those satisfying Osgood’s criterion. Semiconvex Wasserstein
gradient flow corresponds to the choice ω(x) = x, in which case the above ordinary differential equa-
tion is well-posed by classical Cauchy-Lipschitz theory. More generally, if there exists a nonnegative,
continuous, nondecreasing function ω˜(x), which vanishes only at x = 0, satisfies
∫ 1
0
dx
ω˜(x) = +∞, and for
which we have
|ω(x)− ω(y)| ≤ ω˜(|x− y|) for all x, y ∈ R,
then ω(x) satisfies Osgood’s criterion, and the above ODE is well-posed locally in time (c.f. [26, Corollary
II.6.2]).
The existence and uniqueness of solutions to this ordinary differential equation are key elements in
our analysis of the corresponding Wasserstein gradient flows. Consequently, an essential assumption in
the present work is that the modulus of convexity ω(x) satisfies Osgood’s criterion. We additionally
require that ω˜(x) decays quickly as x approaches zero—specifically that ω˜(x) = o(
√
x). (In fact, such
decay is a consequence of Osgood’s criterion whenever limx→0 ω˜(x)/
√
x exists. See Remark 2.16.)
Three key examples of functions ω(x) satisfying these assumptions are
(i) Lipschitz modulus of convexity: ω(x) = ω˜(x) = x;
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(ii) polynomial modulus of convexity: for p ≥ 0,
ω(x) =
{
xp+1 for 0 ≤ x ≤ 1,
1 for x > 1,
and ω˜(x) = x;
(iii) log-Lipschitz modulus of convexity:
ω(x) = ω˜(x) =
{
x| log x| if 0 ≤ x ≤ e−1−
√
2,√
x2 + 2(1 +
√
2)e−1−
√
2x if x > e−1−
√
2.
In section 2.4, we provide several examples of energies that are ω-convex for these choices of ω(x),
including the Keller-Segel energy of bounded densities (Example 2.19), potential energies from models
of granular media (Example 2.21), and the Chapman-Rubinstein-Schatzman energy for vortex motion
in superconductors (Example 2.22).
Given an ω-convex energy, for an Osgood modulus of convexity satisfying ω˜(x) = o(
√
x), we prove our
main result: that its Wasserstein gradient flow is well-posed and can be approximated by the discrete
gradient flow, with quantitative rate of convergence. We prove the gradient flow is unique by showing a
contraction inequality quantifying its stability. In particular, for the specific examples of ω(x) described
above, we obtain the following rates of contraction/expansion (see Example 3.13):
(i) Lipschitz modulus of convexity: W2(µ(t), ν(t)) ≤ e−λωtW2(µ(0), ν(0)) for all t ≥ 0;
(ii) polynomial modulus of convexity: W2(µ(t), ν(t)) ≤W2(µ(0), ν(0))(1+2λωptW 2p2 (µ(0), ν(0)))−1/2p
for 0 ≤W2(µ(0), ν(0)) ≤ 1 and t ≥ 0 sufficiently small;
(iii) log-Lipschitz modulus of convexity: W2(µ(t), ν(t)) ≤W2(µ(0), ν(0))1/e−2λωt
for 0 ≤W2(µ(0), ν(0)) ≤ e−1−
√
2 and t ≥ 0 sufficiently small.
Our rate of contraction for a Lipschitz modulus of convexity, i.e. a semiconvex energy, coincides with
the rate obtained by Ambrosio, Gigli, and Savare´ [2, Theorem 4.0.4], and our rate of contraction for a
polynomial modulus of convexity coincides with the rate shown by Carrillo, McCann, and Villani in the
case λω ≥ 0 [14, Theorem 1]. Our result also provides a rate of contraction for a polynomial modulus
of convexity when λω < 0, which was previously unknown. Likewise, our rate of contraction for the
log-Lipchitz case coincides with the rate of contraction obtained by Carrillo, Lisini, and Mainini [13,
Theorem 3.1] in the specific case of the bounded Keller-Segel energy with λω < 0. Our results also
extend to a log-Lipschitz modulus of convexity when λω > 0.
Along with these results on the stability of the gradient flow, we also estimate the rate at which the
discrete gradient flow approximation µnt/n converges to the gradient flow µ(t). For the three examples
of ω(x) listed above, we obtain the following rates of convergence:
(i) Lipschitz and polynomial modulus of convexity: W2(µ
n
t/n, µ(t)) = O(n
−1/4);
(ii) log-Lipschitz modulus of convexity: W2(µ
n
t/n, µ(t)) = O
([
n−1/2 log(n)
]1/2e2λ−ω t)
.
(The rates of convergence obtained for the Lipschitz and polynomial moduli of convexity coincide due
to the fact that our rates depend on the function ω˜(x), and ω˜(x) = x in both cases.) While the
estimates for a Lipschitz modulus of convexity are not optimal (see instead [2, Theorem 4.0.4]), we
believe our result is still of interest, since it provides the first quantitative estimates on convergence
of the discrete gradient flow for energies that are not semiconvex—including energies with merely a
log-Lipschitz modulus of convexity.
We conclude by applying our results to gradient flows of constrained nonlocal interaction energies of
the form
Wp(µ) :=
{
1
2
∫
µ(x)W ∗ µ(x)dx if ‖µ‖p ≤ Cp,
+∞ otherwise,
along with related nonconvex drift diffusion energies. In the specific case that p = +∞, such energies
have arisen in previous work on bounded solutions to the Keller-Segel equation [13], vortex motion in
superconductors [4], and Gamma convergence of regularized interaction energies [20]. For general p,
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these energies relate to previous work on well-posedness of Lp solutions to the aggregation equation [6].
(See Example 2.23.) Our particular motivation for studying these types of energies comes from a
constrained interaction model, with W = ∆−1 and p = +∞, studied by the author, Kim, and Yao [19].
In fact, it was the absence of quantitative estimates on convergence of the discrete gradient flow for this
specific energy that inspired the development of the theory of nonconvex Wasserstein gradient in the
present work.
Our paper is organized as follows. In section 2, we begin by recalling fundamental properties of the
Wasserstein metric and define the gradient flow and discrete gradient flow of ω-convex energies. In
section 3, we use a Crandall and Liggett type argument to quantify the rate of convergence for the
discrete gradient flow, generalizing previous work by the author from the semiconvex case [18]. We
then use this convergence result to conclude that the gradient flow of an ω-convex energy is well-posed
and obtain some of its basic properties, including a contraction inequality quantifying its stability.
In section 4, we apply these results to gradient flows of constrained nonlocal interaction energies and
nonconvex drift diffusion energies. Finally, in the appendix, we discuss how our results can be extended
to gradient flows of energies that vary in time—an application that was also motivated by work with
Kim and Yao [19].
There are several directions for future work. First, it would be interesting to investigate the sharpness
of the assumptions we place on the energy functional. While we believe the assumption that the modulus
of convexity ω(x) is Osgood is necessary, the well-posedness of the gradient flow might still be obtained
without the assumption that ω˜(x) = o(
√
x). On the other hand, we don’t believe that quantitative
estimates on the rate of convergence of the discrete gradient flow can be obtained without this rate of
decay. A second direction for future work would be to identify further examples of energy functionals
that satisfy our notion of ω-convexity, in addition to those examples described in sections 2 and 4.
In particular, it may be possible to show that, for certain choices of initial data, the gradient flows
of even less well-behaved energies remain in a set for which the energy, when restricted to this set, is
ω-convex. A third direction for future work would be to further develop the extension of our results to
time-dependent energies. While we describe one possible extension in the appendix, such energies arise
in a variety of applications (c.f. [19,37]), and sharp conditions to ensure well-posedness of their gradient
flows would be a useful addition to the existing theory.
2. Wasserstein gradient flow and ω-convexity
2.1. Wasserstein metric, geodesics, and generalized geodesics. We begin by recalling key prop-
erties of the Wasserstein metric. For further background, we refer the reader to the books by Ambrosio,
Gigli, and Savare´ [2] and Villani [41].
Let P(Rd) denote the set of probability measures on Rd. If a measure µ is absolutely continuous with
respect to Lebesgue measure (µ≪ Ld), we will slightly abuse notation and identify the measure with its
density: dµ(x) = µ(x)dx. For example, we write ‖µ‖Lp < +∞ if dµ(x) = µ(x)dx and µ(x) ∈ Lp(Rd).
Given µ, ν ∈ P(Rd), a measureable function t : Rd → Rd transports µ onto ν if ν(B) = µ(t−1(B))
for all measurable B ⊆ Rd. In this case, ν is the push-forward of µ under t, and we write ν = t#µ.
The set of transport plans from µ to ν is
Γ(µ, ν) = {γ ∈ P(Rd × Rd) : π1#γ = µ, π2#γ = ν},
where π1 and π2 denote the projections onto the first and second components of R
d×Rd. The Wasser-
stein distance between µ and ν is then given by
W2(µ, ν) = inf
{(∫
Rd×Rd
|x− y|2dγ(x, y)
)1/2
: γ ∈ Γ(µ, ν)
}
.
IfW2(µ, ν) < +∞, the infimum is attained, and we denote the set of optimal transport plans by Γ0(µ, ν).
If µ does not charge sets of d − 1 dimensional Hausdorff measure, then the optimal transport plan
from µ to ν is unique and of the form (id× t)#µ, where id(x) = x is the identity transformation. (See
Gigli for sharp conditions guaranteeing the existence of such a plan [24].) The optimal transport map
t = tνµ is unique µ-almost everywhere, and if there also exists an optimal transport map from ν to µ,
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then tνµ ◦ tµν = id µ-almost everywhere. Finally, a measurable map satisfying t#µ = ν is optimal if and
only if it is cyclically monotone µ-a.e. [33].
A technical issue that arises when working with the Wasserstein distance on P(Rd) is that there exist
measures that are infinite distances apart. Consequently, for simplicity, we restrict our attention to the
set of measures with finite second moment
P2(Rd) =
{
µ ∈ P(Rd) :
∫
|x|2dµ < +∞
}
,
so that (P2(Rd),W2) is a metric space. We only use the second moment condition to ensure finiteness
of the Wasserstein metric, and our arguments also extend to the metric space (P2,ν0(Rd),W2) where
P2,ν0(Rd) = {µ ∈ P(Rd) :W2(µ, ν0) ≤ +∞}.
(See previous work by the author [18] for further details on this extension.)
Along with its metric structure, (P2(Rd),W2) is complete, and convergence can be characterized as
W2(µn, µ)→ 0 ⇐⇒ µn → µ weak-∗ in P(Rd) and
∫
Rd
|x|2 dµn(x)→
∫
Rd
|x|2 dµ(x).
Furthermore, (P2(Rd),W2) is a geodesic space [2, Theorem 7.2.2], since any two measures µ0, µ1 ∈
P2(Rd) are connected by a geodesic µα ∈ P2(Rd), α ∈ [0, 1], satifying
W2(µα, µβ) = |β − α|W2(µ0, µ1) for all α, β ∈ [0, 1].
By [2, Theorem 7.2.2], all geodesics are of the form
µα = ((1− α)π1 + απ2)#γ, for γ ∈ Γ0(µ0, µ1).
In particular, if tµ1µ0 is the unique optimal transport map, then the geodesic µα from µ0 to µ1 is unique
and given by µα =
(
(1− α)id+ αtµ1µ0
)
#µ0.
A recurring difficulty when analyzing gradient flows in the Wasserstein metric is that, unlike in the
Hilbert space case, the square metric µ 7→ W 22 (ν, µ) is not convex [2, Example 9.1.5]. To circumvent
this difficulty, Ambrosio, Gigli, and Savare´ introduced the notion of generalized geodesics [2, Lemma
9.2.1, Definition 9.2.2].
Definition 2.1. Given µ0, µ1, ν ∈ P2(Rd), a generalized geodesic from µ0 to µ1 with base ν is a curve
of the form
µα = ((1−α)π1+απ2)#ν, where ν ∈ P(Rd×Rd×Rd), π1,3#ν ∈ Γ0(µ0, ν), and π2,3#ν ∈ Γ0(µ1, ν).
Geodesics are a particular type of generalized geodesic, when ν coincides with either µ0 or µ1.
Alongside the notion of generalized geodesics, we will also consider the following type of transport
distance [18, Definition 1.14]:
Definition 2.2. For ν ∈ P2(Rd) that does not charge sets of d− 1 dimensional Hausdorff measure, the
(2, ν)-transport metric W2,ν : P2(Rd)× P2(Rd)→ R is given by
W2,ν(µ0, µ1) :=
(∫
|tµ0ν − tµ1ν |2dν
)1/2
.
More generally, for any ν, µ0, µ1 ∈ P2(Rd), define
W2,ν(µ0, µ1) :=
(∫
|π1 − π2|2dν
)1/2
,
where ν ∈ P(Rd × Rd × Rd) satisfies π1,3#ν ∈ Γ0(µ0, ν), π2,3#ν ∈ Γ0(µ1, ν).
Remark 2.3. This provides an upper bound for the Wasserstein metric: W2,ν(µ0, µ1) ≥W2(µ0, µ1).
The (2, ν)-transport metric is an example of a pseudo-Wasserstein metric, as introduced by Ambrosio,
Gigli, and Savare´ [2, Equation 9.2.5]. When ν ∈ P2(Rd) does not charge sets of d − 1 dimensional
Hausdorff measure, then W2,ν is a metric on P2(Rd) [18, Proposition 1.15]. More generally, for any
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fixed ρ ∈ P2(Rd) and ν as in Definition 2.2, µ 7→ W 22,ν(µ, ρ) is convex along the generalized geodesic
induced by ν [18, Proposition 1.15]:
W 22,ν(µα, ρ) = (1 − α)W 22,ν(µ0, ρ) + αW 22,ν(µ1, ρ)− α(1− α)W 22,ν(µ0, µ1), ∀α ∈ [0, 1]. (1)
This identity is a key element in our proofs of Proposition 3.1 and Theorem 3.4.
2.2. ω-convexity. The main goal of the present work is to further develop the theory of gradient flows
for energies that satisfy a more general notion of convexity, which we call ω-convexity. This parallels the
definition introduced by Carrillo, Lisini, and Mainini [13, Theorem 4.1] for a specific choice of function
ω(x) satisfying ω(x) = x| log x|, for x small, and ω(x) = O(x), for x large. (See Example 2.17 (iii).)
Definition 2.4 (notions of convexity). Given an energy functional E : P2(Rd)→ R ∪ {+∞}, a curve
µα ∈ P2(Rd), and a function d : P2(Rd)× P2(Rd)→ [0,+∞),
(i) E is convex along µα if
E(µα) ≤ (1− α)E(µ0) + αE(µ1);
(ii) E is semiconvex along µα with respect to d if, for some λ ∈ R,
E(µα) ≤ (1− α)E(µ0) + αE(µ1)− α(1− α)λ
2
d(µ0, µ1)
2;
(iii) E is ω-convex along µα with respect to d if, for some ω : [0,+∞)→ [0,+∞) and λω ∈ R,
E(µα) ≤ (1− α)E(µ0) + αE(µ1)− λω
2
[
(1− α)ω(α2d(µ0, µ1)2) + αω((1 − α)2d(µ0, µ1)2)
]
,
where the modulus of convexity ω(x) is continuous, nondecreasing, and vanishes only at x = 0.
These notions of convexity along curves lead to corresponding notions of convexity along geodesics and
generalized geodesics in the Wasserstein metric:
(a) E is convex/semiconvex/ω-convex along geodesics if, for any µ0, µ1 ∈ P2(Rd), there exists a geodesic
µα from µ0 to µ1 so that (i)/(ii)/(iii) holds, with d =W2,
(b) E is convex/semiconvex/ω-convex along generalized geodesics if, for any µ0, µ1, ν ∈ P2(Rd), there
exists a generalized geodesic µα from µ0 to µ1 with base ν so that (i)/(ii)/(iii) holds, with d =W2,ν .
We will often use λ− = max{0,−λ} to denote the negative part of λ. Using this notation, the relative
strengths of the above convexity assumptions are as follows:
• Convexity and semiconvexity with λ = 0 are equivalent; furthermore, if E is convex, then E is
semiconvex for all λ ≤ 0.
• Semiconvexity and ω-convexity with ω(x) = x are equivalent; furthermore, if E is semiconvex,
then E is ω-convex for all ω(x) ≥ x and λ−ω ≥ λ−.
• If E is convex/semiconvex/ω-convex along generalized geodesics, then, in particular, it possesses
the same convexity property along geodesics.
In order to describe fundamental properties of ω-convex energies, we denote the domain of an energy
by D(E) = {µ : E(µ) < +∞} and say E is proper if D(E) 6= ∅. Likewise, we define metric local slope
of an energy E by
|∂E|(µ) = lim sup
ν→µ
(E(µ)− E(ν))+
W2(µ, ν)
, for all µ ∈ D(E).
A key property of convex and semiconvex functions is that they satisfy an “above the tangent line”
inequality, often referred to as an HWI inequality in the context of Wasserstein gradient flow. As long
as ω(x) = o(
√
x) as x→ 0, ω-convex functions satisfy an analogous inequality:
Proposition 2.5 (HWI inequality). If E is ω-convex along geodesics and ω(x) = o(
√
x) as x → 0,
then for all µ0 ∈ D(|∂E|)
E(µ0)− E(µ1) ≤ |∂E|(µ0)W2(µ0, µ1)− λω
2
ω(W 22 (µ0, µ1)).
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The proof of this proposition is identical to the proof in the semiconvex case [2, Theorem 2.4.9].
Using this inequality, one may also show that if the enegy E is lower semicontinuous, its metric local
slope |∂E| is also lower semicontinuous.
Proposition 2.6 (lower semicontinuity of slope). Suppose E is lower semicontinuous and ω-convex
along geodesics, with ω(x) = o(
√
x) as x→ 0. Then |∂E| is lower semicontinuous.
Proof. By Proposition 2.5,
|∂E|(µ) = sup
ν 6=µ
(
E(µ)− E(ν)
W2(µ, ν)
+
λω
2
ω(W 22 (µ, ν))
W2(µ, ν)
)+
. (2)
Arguing as in [2, Corollary 2.4.10] gives the result. 
In order to verify that a given energy is ω-convex, it is often cumbersome to show Definition 2.4 (iii)
directly. We close this section with a sufficient condition that is often more convenient in practice.
Proposition 2.7. Suppose that for all generalized geodesics µα from µ0 to µ1 with base ν such that
µ0, µ1 ∈ D(E), E(µα) is differentiable for α ∈ [0, 1], ddαE(µα) ∈ L1([0, 1]), and
E(µ1)− E(µ0)− d
dα
E(µα)
∣∣∣∣
α=0
≥ λω
2
ω
(
W 22,ν(µ0, µ1)
)
.
Then E is ω-convex along generalized geodesics. Furthermore, if E merely satisfies these assumptions
in the specific case that ν = µ0 or ν = µ1, then E is ω-convex along geodesics.
Proof. Define πα := (1 − α)π1 + απ2. Fix µ0, µ1, ν ∈ P2(Rd), and let µα = πα#ν, where π1,2#ν ∈
Γ0(µ0, ν) and π
1,3#ν ∈ Γ0(µ1, ν). Next, define να := (πα × π2 × π3)#ν so that π1,2#να ∈ Γ0(µα, ν)
and π1,3#να ∈ Γ0(µ1, ν) and, for any β ∈ [0, 1], µˆβ := πβ#να = µ(1−β)α+β is a generalized geodesic
from µα to µ1 with base ν. By assumption,
E(µ1)− E(µα)− d
dβ
E(µˆβ)
∣∣∣∣
β=0
≥ λω
2
ω
(
(1− α)2W 22,ν(µ0, µ1)
)
. (3)
Likewise, if we take ν˜α := (πα × π1 × π3)#ν, µ˜β := πβ#ν˜α = µ(1−β)α is a generalized geodesic from
µα to µ0, and
E(µ0)− E(µα)− d
dβ
E(µ˜β)
∣∣∣∣
β=0
≥ λω
2
ω
(
α2W 22,ν(µ0, µ1)
)
. (4)
Since
d
dβ
E(µˆβ)
∣∣∣∣
β=0
= (1 − α) d
dβ
E(µβ)
∣∣∣∣
β=α
and
d
dβ
E(µ˜β)
∣∣∣∣
β=0
= −α d
dβ
E(µβ)
∣∣∣∣
β=α
,
multiplying (3) by α, (4) by (1− α), and adding them together gives the result,
E(µα) ≤ (1− α)E(µ0) + αE(µ1)− λω
2
[
(1− α)ω(α2W 22,ν(µ0, µ1)) + αω((1 − α)2W 22,ν(µ0, µ1))
]
.

2.3. Gradient flow and discrete gradient flow of ω-convex energies. We now define the Wasser-
stein gradient flow and discrete gradient flow of an ω-convex energy. We require the following regularity
of our gradient flow in time:
Definition 2.8 (locally absolutely continuous curve). µ(t) : R → P2(Rd) is locally absolutely contin-
uous if for all bounded I ⊆ R, there exists m ∈ L1(I) so that W2(µ(t), µ(s)) ≤
∫ t
s
m(r)dr, ∀s ≤ t ∈ I.
We now define what it means for such a curve µ(t) to be the gradient flow of an energy E with
respect to the Wasserstein metric structure.
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Definition 2.9 (gradient flow). Suppose E : P2(Rd) → R ∪ {+∞} is proper, lower semicontinuous,
and ω-convex along generalized geodesics. A locally absolutely continuous curve µ : (0,+∞)→ P2(Rd)
is a gradient flow of E with initial data µ0 ∈ D(E) if µ(t) t→0−−−→ µ0 and
1
2
d
dt
W 22 (µ(t), ν) +
λω
2
ω(W 22 (µ(t), ν)) ≤ E(ν) − E(µ(t)), ∀ν ∈ D(E), a.e. t > 0. (5)
This definition generalizes Ambrosio, Gigli, and Savare´’s evolution variational inequality characteri-
zation of the gradient flow of semiconvex energies [2, Theorem 4.0.4 (iii)], and it parallels Carrillo, Lisini,
and Mainini’s notion of gradient flow, which they defined in the specific case that ω(x) = x| log x|, for
x small, and ω(x) = O(x), for x large [13, Theorem 3.1 (i)].
In order to prove that solutions exist, we consider a time discretization of the gradient flow, analogous
to the implicit Euler method approximation of gradient flow in Euclidean space. This time discretization
was first used in the Wasserstein context by Jordan, Kinderlehrer, and Otto, and consequently is often
known as the JKO scheme [27].
On one hand, one can show that this scheme converges to a generalized notion of the gradient flow
without imposing any convexity assumptions on the energy [2, Theorem 2.3.1 and 2.3.3]. On the other
hand, quantitative rates of convergence of the discrete gradient flow scheme to the gradient flow have
only been obtained for semiconvex energies [2, Theorem 4.0.4]. Since such estimates are often essential
in applications of the Wasserstein gradient flow theory in partial differential equations (c.f. [1, 19]), a
main goal of this paper is to quantify the rate of convergence of the discrete gradient flow scheme in a
more general setting.
With this motivation in mind, we now turn to the precise definition of the Wasserstein discrete
gradient flow and some of its basic properties.
Definition 2.10 (discrete gradient flow). Given an energy E : P2(Rd)→ R ∪ {+∞} and τ > 0,
The proximal map Jτ is given by J0µ := µ and Jτµ := argmin
ν∈P2(Rd)
{
1
2τ
W 22 (µ, ν) + E(ν)
}
for τ > 0.
In addition, denote Jnτ µ := Jτ ◦ Jτ ◦ · · · ◦ Jτ︸ ︷︷ ︸
n times
µ.
We will refer to any sequence µnτ ∈ Jnτ µ as a discrete gradient flow sequence with initial data µ and
time step τ .
In general, the discrete gradient flow sequence is not unique, and we use µnτ to denote any such sequence.
In what follows, we consider energy functionals satisfying the following assumption, which ensures a
discrete gradient flow sequence exists for all τ > 0 sufficiently small:
Assumption 2.11. Suppose E is proper, lower semicontinuous, and there exists τ∗ ∈ (0,+∞] so that
for all µ ∈ P2(Rd) and 0 ≤ τ < τ∗, Jτµ 6= ∅.
We conclude this section by recalling fundamental properties of the proximal map and discrete
gradient flow. By definition, for any µ ∈ D(E),
W 22 (µ, µτ ) ≤ 2τ(E(µ) − E(µτ )), ∀µτ ∈ Jτµ. (6)
Furthermore, by [2, Lemma 3.1.2], for any µ ∈ D(E),
lim
τ→0
sup
µτ∈Jτµ
W2(µτ , µ) = 0 and lim
τ→0
inf
µτ∈Jτµ
E(µτ ) = E(µ). (7)
Again, by definition, the energy is nonincreasing along any discrete gradient flow,
E(µnτ ) ≤ E(µn−1τ ) ≤ · · · ≤ E(µ),
and, by [2, Lemma 3.2.2], for any µ ∈ D(E), there exists a nondecreasing function C(µ, ·) : [0,+∞)→
[0,+∞) so that for 0 ≤ τ < τ∗,
E(µ)− E(µnτ ) ≤ C(µ, nτ). (8)
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By combining the above inequalities, we conclude that for all 0 ≤ τ < τ∗,
W2(µ
j−1
τ , µ
j
τ ) ≤
√
2τC(µ, nτ) for all 1 ≤ j ≤ n, (9)
W2(µ, µ
n
τ ) ≤
n∑
j=1
W2(µ
j−1, µj) ≤ √n

 n∑
j=1
2τ(E(µj−1τ )− E(µjτ ))

1/2 ≤√2nτC(µ, nτ). (10)
Finally, we will also use the following “above the tangent line” inequality for the proximal map [2,
Lemma 10.1.2]. Suppose µ, ν ∈ P2(Rd) and there exists an optimal transport map tµµτ#µτ = µ. Then
for any other transport map t satisfying t#µτ = ν,
E(ν)− E(µτ ) ≥ 1
τ
∫ 〈
tµµτ − id, t− id
〉
dµτ − 1
2τ
‖t− id‖2L2(µτ ). (11)
(See [2, Lemma 10.3.4] for the general case, in which tµµτ and t are replaced by transport plans.)
We close this section with a lemma relating the proximal map Jτ with large and small time steps.
This improves on the analogous result from the author’s previous work [18, Theorem 2.3], as it does
not require convexity of the energy. For simplicity of notation, we assume there exist optimal transport
maps between all measures. The proof in the general case is analogous.
Lemma 2.12 (proximal map with large vs. small time steps). Suppose E satisfies assumption 2.11
and there exist optimal transport maps between all measures. Then for all µ ∈ P2(Rd), 0 ≤ h ≤ τ < τ∗,
and µτ ∈ Jτµ,
µτ ∈ Jh
[(
τ − h
τ
tµτµ +
h
τ
id
)
#µ
]
.
Proof. The result is trivially true for h = τ , so suppose h < τ . Let ξ = 1τ (t
µ
µτ − id). Since h/τ < 1,
(id+ hξ) =
(
id+
h
τ
(tµµτ − id)
)
=
(
τ − h
τ
id+
h
τ
tµµτ
)
is cyclically monotone. Thus, if we define ν = (id + hξ)#µτ , by uniqueness of the optimal transport
map, tνµτ = id+hξ. Furthermore, ν =
(
τ−h
τ t
µτ
µ +
h
τ id
)
#µ, and it suffices to show µτ = νh for νh ∈ Jhν.
Rearranging,
1
h
(tνµτ − id) = ξ =
1
τ
(tµµτ − id). (12)
Then, by inequality (11), with t = tνhν ◦ tνµτ ,
E(νh)− E(µτ ) ≥ 1
τ
∫ 〈
tµµτ − id, tνhν ◦ tνµτ − id
〉
dµτ − 1
2τ
‖tνhν ◦ tνµτ − id‖L2(µτ ).
Applying (12) and rearranging,
E(νh)− E(µτ ) ≥ 1
h
∫
〈id− tµτν , tνhν − tµτν 〉 dν −
1
2τ
W 22,ν(νh, µτ ).
Adding 12hW
2
2 (ν, νh) to both sides and using that E(νh) +
1
2hW
2
2 (ν, νh) ≤ E(µτ ) + 12hW 22 (ν, µτ ),
1
2h
W 22 (ν, µτ ) ≥
1
2h
W 22 (ν, νh) +
1
h
∫
〈id− tµτν , tνhν − tµτν 〉 dν −
1
2τ
W 22,ν(νh, µτ ).
By the identity 〈a, a− b〉 = |a|2/2 + |a− b|2/2− |b|2/2, with a = id− tµτν and b = id− tνhν ,
0 ≥ 1
2h
W 22,ν(νh, µτ )−
1
2τ
W 22,ν(νh, µτ ).
Since h < τ , this implies 0 ≥W 22,ν(νh, µτ ) ≥W 22 (νh, µτ ), i.e. µτ = νh. 
10 KATY CRAIG
2.4. Main assumptions and examples. We now turn to the main assumptions we will place on our
energy functional E. In order to ensure the notion gradient flow given in Definition 2.9 is well-posed
and to quantify the rate of convergence of the discrete gradient flow, we require that the modulus
of convexity ω(x) satisfy Osgood’s criterion and decay sufficiently quickly as x → 0. As motivation
for these assumptions, we recall Osgood’s criterion for uniqueness of ordinary differential equations in
Euclidean space.
Definition 2.13 (Osgood modulus of continuity). Given U ⊆open Rd, a function ω : U → Rd has an
Osgood modulus of continuity if |ω(x)−ω(y)| ≤ ω˜(|x−y|) for all x, y ∈ U , where ω˜ : [0,+∞)→ [0,+∞)
is continuous, nondecreasing, vanishes only at x = 0, and
∫ 1
0
dx
ω˜(x) = +∞.
Theorem 2.14 (Osgood’s criterion for uniqueness of ODEs, c.f. [26, Corollary II.6.2]). Given U ⊆open
R
d, suppose ω : U → Rd has an Osgood modulus of continuity. Then for any x ∈ U , there exists
δ > 0 so that the ordinary differential equation x˙(t) = ω(x(t)), x(0) = x0, has a unique solution for all
−δ ≤ t ≤ δ.
By replacing ω˜(x) with its concave majorant, we may assume that ω˜(x) in the definition of Osgood
modulus of continuity is concave (c.f. [22, Lemma 6.1]). Furthermore, since any concave and nonnegative
function is subadditive, we have
|ω˜(x) − ω˜(y)| ≤ ω˜(|x− y|), (13)
i.e. ω˜(x) is its own Osgood modulus of continuity.
Inspired by this criterion for uniqueness of ordinary differential equations in Euclidean space, we now
introduce the notion of an Osgood modulus of convexity.
Definition 2.15 (Osgood modulus of convexity). Suppose ω : [0,+∞) → [0,+∞) is continuous,
nondecreasing, and vanishes only at x = 0. We say ω is an Osgood modulus of convexity if ω has an
Osgood modulus of continuity in the sense of Definition 2.13.
In what follows, we will assume that our energies are ω-convex, where ω(x) is an Osgood modulus
of convexity and ω˜(x) = o(
√
x) as x→ 0. The former ensures that the associated ordinary differential
equations {
d
dtFt(x) = λωω(Ft(x)),
F0(x) = x.
{
d
dt F˜t(x) = −λ−ω ω˜(Ft(x)),
F0(x) = x.
(14)
are well-posed locally in time. The latter is a sufficient condition for the HWI inequality (Proposition
2.5), since ω(x) ≤ ω˜(x). It is also an essential element in our proof that the discrete gradient flow is a
Cauchy sequence (Theorem 3.6), which we use to quantify its convergence to a solution of the gradient
flow (Theorem 3.8).
Remark 2.16. Note that if ω(x) is an Osgood modulus of convexity and limx→0 ω˜(x)/
√
x exists, then
we must have ω˜(x) = o(
√
x). Consequently, this additional decay assumption is only needed to prevent
oscillations of ω˜(x)/
√
x as x→ 0.
Example 2.17 (moduli of convexity). We list three examples of functions ω(x) that are Osgood moduli
of convexity and for which ω˜(x) = o(
√
x) as x → 0. We also list the function Ft(x) that solves the
associated ordinary differential equation (14).
(i) Lipschitz modulus of convexity: ω(x) = ω˜(x) = x.
For all x ≥ 0 and t ≥ 0, Ft(x) = e−λωtx.
(ii) polynomial modulus of convexity: for p ≥ 0,
ω(x) =
{
xp+1 for 0 ≤ x ≤ 1,
1 for x > 1,
and ω˜(x) = x.
For 0 ≤ x ≤ 1 and 0 ≤ t < (x−p − 1)/λ+ω p, Ft(x) = x(1 − λωptxp)−1/p.
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(iii) log-Lipschitz modulus of convexity:
ω(x) = ω˜(x) =
{
x| log x| if 0 ≤ x ≤ e−1−
√
2,√
x2 + 2(1 +
√
2)e−1−
√
2x if x > e−1−
√
2.
For 0 ≤ x ≤ e−1−
√
2 and t < log
(
log(x)/(−1−√2)) /λ+ω , Ft(x) = xe−λωt .
For the remainder of this work, we consider energy functionals for which the discrete gradient flow
is well-defined and that are ω-convex, with ω(x) satisfying the above Osgood criterion and decay as
x→ 0. Specifically, we impose the following assumption:
Assumption 2.18 (energy functional). Suppose E is proper, lower semicontinuous, and ω-convex
along generalized geodesics for an Osgood modulus of convexity ω(x) satisfying ω˜(x) = o(
√
x) as x→ 0.
Furthermore, suppose that there exists τ∗ ∈ (0,+∞] so that for all µ ∈ P2(Rd) and 0 ≤ τ < τ∗, Jτµ 6= ∅.
We now turn to several examples of energy functionals satisfying this assumption.
Example 2.19 (energies with Newtonian attraction). Define
N (x) :=
{
1
2pi log(|x|) if d = 2,
1
d(2−d)αd |x|d−2 if d 6= 2,
ψ(x) :=
{
x(log x)2 if 0 ≤ x ≤ e−1−
√
2,
x+ 2(1 +
√
2)e−1−
√
2 if x > e−1−
√
2,
(15)
where αd is the volume of the d-dimensional unit ball. Fix M > 0 and consider the following energies,
(i) Keller-Segel energy of bounded densities [13]:
E(µ) :=
{
1
2
∫
µ(x)N ∗ µ(x)dx + ∫ µ(x) log µ(x)dx if ‖µ‖∞ ≤M,
+∞ otherwise.
(ii) congested aggregation via Newtonian interaction [19]:
E(µ) :=
{
1
2
∫
µ(x)N ∗ µ(x)dx if ‖µ‖∞ ≤M,
+∞ otherwise.
(iii) drift diffusion approximation of congested aggregation [19]:
for ν ∈ L∞(Rd) with ‖ν‖∞ ≤M ,
E(µ) :=
{∫ N ∗ ν(x)µ(x)dx + 1m−1 ∫ µm(x)dx for µ≪ Ld,
+∞ otherwise.
All three of these energies satisfy assumption 2.18 with λω = −Cd,M ≤ 0 and ω(x) =
√
xψ(x). For
d ≥ 2, this is a consequence of Theorem 4.3 and Proposition 4.4. For d = 1, N (x) is convex, hence so
are all three energies [34]—in particular, they are ω-convex with λω = 0.
Example 2.20 (repulsive-attractive interaction energy). Consider the following repulsive-attractive
energy of densities with bounded Lm(Rd) norm [20] for fixed M > 0:
E(µ) :=
{
1
2
∫
µ(x) (|x− y|q/q − |x− y|p/p)µ(y)dxdy if ‖µ‖m ≤M,
+∞ otherwise,
2− d ≤ p < 0 < q ≤ 2 and m ≥ d/(p+ d− 2).
Theorem 4.3 ensures that this energy satisfies assumption 2.18 in d ≥ 3 for λω = −Cd,M < 0 and
ω(x) =
√
xψ(x), with ψ(x) as in (15).
Example 2.21 (polynomial potential energies and φ-uniformly convex energies). Consider the following
potential energies that arise in models of granular media [14]:
E(µ) =
β
b+ 2
∫
Rd
|x|b+2dµ(x) for β, b ≥ 0.
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By Proposition A.1, these energies are ω-convex along generalized geodesics for
λω =
2b+2
b+ 2
and ω(x) =
{
x(b+2)/2 for 0 ≤ x ≤ 1,
1 otherwise.
More generally, Proposition A.1 ensures that any energy which is φ-uniformly convex, in the sense
of Carrillo, McCann, and Villani [14, Definition 2, Assumptions (φ0)-(φ2)] and differentiable along
geodesics is also ω-convex along geodesics, for an Osgood modulus of convexity ω(x) satisfying ω˜(x) =
o(
√
x) as x→ 0.
Example 2.22 (vortex motion in superconductors). Ambrosio and Serfaty [4] considered the gradient
flow of the following energy, corresponding to the Chapman-Rubinstein-Schatzman mean-field model for
superconductivity [16]:
Φβ(µ) =
β
2
µ(Ω) +
1
2
∫
Ω
|∇hµ|2 + |hµ − 1|2, β ≥ 0, Ω ⊆ R2 smooth and bounded,{
−∆hµ + hµ = µ in Ω,
hµ = 1 on ∂Ω.
If this energy is restricted to the set of measures with ‖µ‖∞ ≤M , i.e.,
Φ∞β (µ) :=
{
Φβ(µ) if ‖µ‖∞ ≤M,
+∞ otherwise,
then, by [4, Proposition 3.5] and Proposition 2.7, Φ∞β (µ) is ω-convex along geodesics for λω = −CM,Ω <
0 and ω(x) =
√
xψ(x), with ψ(x) as in (15).
Example 2.23 (aggregation equation in Lp spaces). Bertozzi, Laurent, and Rosado [6] showed that
solutions of the aggregation equation
∂tµ(t) +∇ · (µ(t)v(t)) = 0, v(t) = −∇K ∗ µ(t), µ : [0, T ]→ P2(Rd),
with ‖µ(t)‖p ≤M for 1 < p < +∞ and ∇K ∈W 1,p′(Rd) for 1/p+1/p′ = 1, are well-posed on bounded
time intervals. These solutions are gradient flows of the height constrained interaction energy restricted
to the corresponding Lp space,
E(µ) =
{
1
2
∫
K(x− y)dµ(x)dµ(y) if ‖µ‖p ≤M,
+∞ otherwise,
which is ω-convex along generalized geodesics with λω = −CM,‖∇K‖
W1,p
′
< 0 and ω(x) = x. (In
particular, these energies are semiconvex with respect to the Wasserstein metric.)
We close this section by reviewing some elementary properties of the ordinary differential equation
(14) associated to ω(x). By separation of variables, when the solution of (14) exists, it is given by
Ft(x) =
{
x if λω = 0,
Φ−1(Φ(x) + t) if λω 6= 0,
where Φ : (0,+∞)→ R is defined by Φ(x) =
∫ x
1
dy
λωω(y)
. (16)
If λ ≤ 0, Ft(x) solves (14) for all t ≥ 0, and if λ > 0, Ft(x) solves (14) for 0 ≤ t < Φ(+∞) − Φ(x).
Ft(x) and its spatial inverse F
−1
t (x) = F−t(x) are continuous and strictly increasing in x. If λω ≤ 0,
Ft(x) is nonincreasing in t, and if λω > 0, Ft(x) is nondecreasing in t.
In order to prove that the discrete gradient flow converges, we will make frequent use of a time
discretization of the ordinary differential equation (14). For τ ≥ 0, the function
fτ (x) :=
{
x+ λωτω(x) if x ≥ 0,
0 if x < 0,
(17)
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is the first step of the explicit Euler method for the ordinary differential equation (14) and
f (m)τ (x) = fτ ◦ fτ ◦ · · · ◦ fτ (x)︸ ︷︷ ︸
m times
is the mth step of this method. The function fτ (x) plays a role analogous to the function x 7→ (1+λτ)x
in the semiconvex case [2, 18]. In particular, as m→ +∞, f (m)t/m(x) converges to Ft(x):
Proposition 2.24. For x ≥ 0 and
0 ≤ t < T :=
{
min{Φ(+∞)/λω,Φ(+∞)− Φ(x)} if λω > 0,
+∞ if λω ≤ 0,
suppose Ft(x) is the unique solution of the ordinary differential equation (14). For m sufficiently large,
|Ft(x)− f (m)t/m(x)| ≤

F˜|λω |t
(
|λω |tω(Ft(x))
m
)
if λω > 0,
F˜|λω |t
(
|λω |tω(x)
m
)
if λω ≤ 0.
(18)
In particular, limm→∞ f
(m)
t/m(x) = Ft(x).
We defer the proof of this proposition to appendix section A.2.
In what follows, we will make frequent use of the following monotonicity properties of fτ (x):
Lemma 2.25. Suppose ω(x) is an Osgood modulus of convexity and ω˜(x) = o(
√
x) as x→ 0. For any
r ≥ 1, define cr := max0≤x≤r ω˜(x)/√x.
(i) For 0 ≤ x ≤ y, fτ (x) ≤ fτ (y) if λω ≥ 0,
For 0 ≤ x ≤ y ≤ r, τ < (cr|λω |)−1, fτ (x) ≤ fτ (y) + |λω |τω˜
(
λ2ωc
2
rτ
2
) ≤ fτ (y) + λ2ωc2rτ2 if λω < 0.
(ii) For x, y ≥ 0, fτ (x+ y) ≤ fτ (x) + y + λωτω˜(y) if λω ≥ 0,
fτ (x+ y) ≤ fτ (x) + y if λω < 0.
See appendix section A.2 for the proof.
3. Convergence of the discrete gradient flow
We now turn to our main result: all discrete gradient flow sequences converge to the unique solution
of the gradient flow, hence the gradient flow of an ω-convex energy is well-posed. To quantify the rate of
convergence of the discrete gradient flow, we follow a similar approach to Crandall and Liggett in their
seminal work on nonlinear semigroups on a Banach space [21]. Such an approach has been previously
used in the context of metric space gradient flows of semiconvex energies by Cle´ment and Desch [17]
and in the specific case of Wasserstein gradient flows of semiconvex energies in previous work by the
author [18].
In section 3.1, we prove several estimates for one step of the discrete gradient flow, comparing µ to
elements of Jτµ. These estimates include a discrete time version of the “evolution variational inequality”,
by which we defined the gradient flow of an ω-convex energy, as well as a contraction inequality for the
discrete gradient flow. At the end of this section, we iterate the contraction inequality to estimate the
Wasserstein distance between the nth elements of two discrete gradient flow sequences in terms of their
initial data.
In section 3.2, we apply these estimates to quantify the rate of convergence of the discrete gradient
flow sequence. As in Rasmussen’s version of Crandall and Liggett’s original proof [38, 42], the key
element is an asymmetric recursive inequality for discrete gradient flow sequences with different time
steps. Once we have this, we use an inductive argument to control the Wasserstein distance between the
discrete gradient flows. This allows us to conclude that the discrete gradient flow sequence is Cauchy
and, since the Wasserstein metric is complete, must converge. Our argument also provides the rate of
convergence.
14 KATY CRAIG
In section 3.3, we show that the limit of any discrete gradient flow sequence is, in fact, the unique
Wasserstein gradient flow of the energy. We then use approximation by the discrete gradient flow
sequence to obtain fundamental properties of the gradient flow. In particular, we show that solutions
of the gradient flow satisfy a contraction inequality, which ensures their stability under perturbations
of the initial data.
3.1. One-step estimates. In this section, we prove two estimates quantifying the behavior of one step
of the discrete gradient flow. First, we prove a discrete time evolution variational inequality in terms
of W2,µ. This generalizes a previous result of the author from the semiconvex case to the ω-convex
case [18, Theorem 1.22].
Proposition 3.1 (discrete EVI). Suppose E satisfies Assumption 2.18. Then for all µ, ν ∈ D(E),
there exists µ ∈ P(Rd × Rd × Rd) with π1,3#µ ∈ Γ0(µτ , µ) and π2,3#µ ∈ Γ0(ν, µ) so that
fτ (W
2
2,µ(µτ , ν))−W 22 (µ, ν) ≤ 2τ(E(ν) − E(µτ ))−W 22 (µ, µτ ) for 0 ≤ τ < τ∗. (19)
Proof. Since E is ω-convex along generalized geodesics, there exists µ as above so that E is convex
along the curve να := ((1−α)π1+απ2)#µ. Combining this with the fact that 12τW 22 (µ, ·) is 12τ -convex
along all generalized geodesics with base µ [2, Lemma 9.2.1]
1
2τ
W 22 (µ, µτ ) + E(µτ ) ≤
1
2τ
W 22 (µ, να) + E(να)
≤ (1− α)
[
1
2τ
W 22 (µ, µτ ) + E(µτ )
]
+ α
[
1
2τ
W 22 (µ, ν) + E(ν)
]
− 1
2τ
α(1− α)W 22,µ(µτ , ν)
− λω
2
[
(1 − α)ω(α2W 22,µ(µτ , ν)) + αω((1− α)2W 22,µ(µτ , ν))
]
Dividing by α, multiplying by 2τ , and rearranging,
(1− α)W 22,µ(µτ , ν)−W 22 (µ, ν) + λωτ
[
1
α
(1 − α)ω (α2W 22,µ(µτ , ν))+ ω ((1− α)2W 22,µ(µτ , ν))
]
≤ 2τ [E(ν)− E(µτ )]−W 22 (µ, µτ ).
Since limα→0 1αω(α
2W 22,µ(µτ , ν)) = 0, sending α to zero gives the result. 
We now apply this result to prove a contraction inequality for the discrete gradient flow.
Theorem 3.2 (contraction inequality). Suppose E satisfies assumption 2.18. Then for µ, ν ∈ D(E),
f (2)τ (W
2
2 (µτ , ντ )) ≤W 22 (µ, ν) + o(τ) as τ → 0.
In particular,
f (2)τ (W
2
2 (µτ , ντ )) ≤W 22 (µ, ν) + λωτω˜ (2τ(E(ντ )− E(µτ ))) + 2τ(E(µ)− E(µτ )) if λω > 0,
f (2)τ (W
2
2 (µτ , ντ )) ≤W 22 (µ, ν)− λωτω˜
(
R2W2(ν, ντ )
)
+ 2τ(E(µ)− E(µτ )) + 3λ2ωc2rτ2 if λω ≤ 0,
where the first inequality holds for all 0 ≤ τ < τ∗ and the second inequality holds for
0 ≤ τ < min
{
1, τ∗, (cr|λω |)−1, 1
2
(E(µ)− E(µτ ))−1, 1
2
(E(ν) − E(ντ ))−1
}
,
where R ≥ max{W2(µ, ν), 3} and r := 4(R2 + |λω|ω˜(R2)).
Proof. By Proposition 3.1,
fτ (W
2
2,µ(µτ , ντ ))−W 22 (µ, ντ ) ≤ 2τ(E(ντ )− E(µτ ))−W 22 (µ, µτ ), (20)
fτ (W
2
2,ν(ντ , µ))−W 22 (µ, ν) ≤ 2τ(E(µ) − E(ντ )) −W 22 (ν, ντ ). (21)
First, we consider the case when λω > 0. Since W
2
2 (µτ , ντ ) ≤W 22,µ(µτ , ντ ), applying Lemma 2.25 (i)
and (ii) to inequality (20) gives
f (2)τ (W
2
2 (µτ , ντ )) ≤ fτ
(
W 22 (µ, ντ )
)
+ λωτω˜ (2τ(E(ντ )− E(µτ ))) + 2τ(E(ντ )− E(µτ )). (22)
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Likewise, since W 22 (µ, ντ ) ≤W 22,ν(µ, ντ ), applying Lemma 2.25 (i) to inequality (21) and adding to (22)
gives the result.
We now consider the case λω ≤ 0, again starting from inequalities (20) and (21). We begin by
applying the triangle inequality, inequality (6), and the upper bounds on τ to obtain crude bounds for
W 22,µ(µτ , ντ ) and W
2
2,ν(ντ , µ), both of which are less than
3
[
W 22 (µ, µτ ) +W
2
2 (ν, ντ ) +W
2
2 (µ, ν)
] ≤ 3(2 +R2) ≤ 4(R2 + |λω |ω˜(R2)) =: r.
Since W 22 (µτ , ντ ) ≤ W 22,µ(µτ , ντ ) ≤ r and W 22 (ντ , µ) ≤ W 22,ν(ντ , µ) ≤ r, by Lemma 2.25 (i), we may
replace inequalities (20) and (21) with
fτ (W
2
2 (µτ , ντ ))−W 22 (µ, ντ ) ≤ 2τ(E(ντ )− E(µτ ))−W 22 (µ, µτ ) + λ2ωc2rτ2, (23)
fτ (W
2
2 (ντ , µ))−W 22 (µ, ν) ≤ 2τ(E(µ)− E(ντ ))−W 22 (ν, ντ ) + λ2ωc2rτ2. (24)
Adding inequalities (23) and (24) together and using fτ (x) − x = λωτω(x) gives
fτ (W
2
2 (µτ , ντ ))−W 22 (µ, ν) + λωτω(W 22 (µ, ντ )) ≤ 2τ(E(µ) − E(µτ )) + 2λ2ωc2rτ2 . (25)
Since ω˜ is a nondecreasing modulus of continuity for ω ,
ω(W 22 (µ, ντ ))− ω(W 22 (µ, ν)) ≤ ω˜(|W 22 (µ, ντ )−W 22 (µ, ν)|)
≤ ω˜(|W2(µ, ντ )−W2(µ, ν)||W2(µ, ντ ) +W2(µ, ν)|) ≤ ω˜ (W2(ν, ντ )(2W2(µ, ν) +W2(ν, ντ ))
≤ ω˜(W2(ν, ντ )(2R + 1)) ≤ ω˜
(
R2W2(ν, ντ )
)
where, in the last step, we again use inequality (6) and the upper bounds on τ . Multiplying both sides
of this inequality by −λωτ , adding to (25), and rearranging gives
fτ (W
2
2 (µτ , ντ )) ≤W 22 (µ, ν) − λωτω(W 22 (µ, ν)) − λωτω˜
(
R2W2(ν, ντ )
)
+ 2τ(E(µ) − E(µτ )) + 2λ2ωc2rτ2.
In order to apply Lemma 2.25 (i) a second time, we obtain bound the right hand side by
R2 − λωω˜(R2) + 1 + 2 < r. (26)
Thus, by Lemma 2.25 (i) and (ii),
f (2)τ (W
2
2 (µτ , ντ ))
≤ fτ (W 22 (µ, ν)) − λωτω(W 22 (µ, ν)) − λωτω˜
(
R2W2(ν, ντ )
)
+ 2τ(E(µ) − E(µτ )) + 3λ2ωc2rτ2,
=W 22 (µ, ν)− λωτω˜
(
R2W2(ν, ντ )
)
+ 2τ(E(µ)− E(µτ )) + 3λ2ωc2rτ2.
which gives the result for λω ≤ 0.

By iterating the contraction inequality, we are able to bound the Wasserstein distance between two
discrete gradient flow sequences in terms of the distance between their initial data.
Corollary 3.3 (n-step contraction inequality). Suppose E satisfies assumption 2.18 for λω ≤ 0. Then
for all µ, ν ∈ D(E), and t > 0,
F2t(W
2
2 (µ
n
t/n, ν
n
t/n)) ≤W2(µ, ν) + o(1) as n→ +∞.
In particular, suppose that
n > tmax{1, τ−1∗ , (crλω)2, R2, },
where R ≥ max{W2(µ, ν) +
√
2(t+ 1)
(√
C(µ, t) +
√
C(ν, t)
)
, 3} and r := 4(t + 1)(R2 + |λω |ω˜(R2)).
Then,
F2t(W
2
2 (µ
n
t/n, ν
n
t/n)) ≤W 22 (µ, ν) + |λω|tω˜
(
R3
√
t/n
)
+ 2Rt/n+ 5λ2ωc
2
rt
2/n+ F2|λω |t
(
2|λω|tω(R2)
n
)
.
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Proof. Let τ := t/n. By inequalities (9) and (10), for all j = 1, . . . , n,
W2(ν
j−1
τ , ν
j
τ ) ≤
√
2τC(µ, t) ≤ R√τ and W2(µjτ , νjτ ) ≤W2(µ, µjτ ) +W2(ν, νjτ ) +W2(µ, ν) ≤ R. (27)
We claim that it suffices to show, for all j = 1, . . . , n,
f (2j)τ (W
2
2 (µ
n
τ , ν
n
τ )) ≤W 22 (µn−jτ , νn−jτ ) + |λω |τjω˜
(
R3
√
τ
)
+ 2τ(E(µn−j)− E(µnτ )) + 5λ2ωc2rτ2j.
The result then follows by taking j = n and applying inequality (8) and Proposition 2.24.
We prove the claim by induction. To simplify notation, we suppress the subscripts on µjτ and ν
j
τ .
The base case j = 1 is a consequence of Theorem 3.2 and inequalities (6) and (8). Suppose that the
result holds for j − 1, i.e.,
f (2(j−1))τ (W
2
2 (µ
n
τ , ν
n
τ ))
≤W 22 (µn−j+1τ , νn−j+1τ ) + |λω |τ(j − 1)ω˜
(
R3
√
τ
)
+ 2τ(E(µn−j+1)− E(µnτ )) + 5λ2ωc2rτ2(j − 1). (28)
Note that for any j = 1, . . . , n, the quantity on the right hand side is bounded by r. Therefore, by
Lemma 2.25, we may apply f
(2)
τ to both sides of (28) to obtain
f (2j)τ (W
2
2 (µ
n
τ , ν
n
τ )) ≤ f (2)τ (W 22 (µn−j+1τ , νn−j+1τ )) + |λω|τ(j − 1)ω˜
(
R3
√
τ
)
+ 2τ(E(µn−j+1)− E(µnτ ))
+ 5λ2ωc
2
rτ
2(j − 1) + 2λ2ωc2rτ2,
≤W 22 (µn−jτ , νn−jτ ) + |λω |τjω˜
(
R3
√
τ
)
+ 2τ(E(µn−j)− E(µnτ )) + 5λ2ωc2rτ2j,
where the second inequality follows from Theorem 3.2. This gives the result. 
3.2. Convergence of discrete gradient flow. We now use the estimates from the previous section to
quantify the rate of convergence of the discrete gradient flow. Our argument relies strongly on convexity
properties of the function fτ (x). In general, our assumptions on the modulus of convexity ω(x) do not
ensure fτ (x) is convex. However, if an energy is ω-convex with constant λω, Definition 2.4 (iii) ensures
that the energy is also ω˜-convex with constant −λ−ω . Since ω˜(x) is concave, this ensures that
f˜τ (x) :=
{
x− λ−ω τω˜(x) if x ≥ 0,
0 if x < 0.
(29)
is always convex, which is sufficient for our estimates.
With these observations in hand, we now prove an asymmetric recursive inequality for the discrete
gradient flow, analogous to a previous result by the author in the semiconvex case [18, Theorem 2.4].
Theorem 3.4 (asymmetric recursive inequality). Suppose E satisfies assumption 2.18. Then for all
T > 0 and µ ∈ D(E), there exists τ¯ > 0 and C¯ ≥ 0, depending on ω˜, λ−ω , T, and τ∗ so that for
0 ≤ h ≤ τ < τ¯ and m,n ∈ N with mh, nτ ≤ T ,
f˜
(2m)
h (W
2
2 (µ
n
τ , µ
m
h )) ≤
h
τ
f˜
(2(m−1))
h (W
2
2 (µ
n−1
τ , µ
m−1
h )) +
τ − h
τ
f˜
(2(m−1))
h (W
2
2 (µ
n, µm−1))
+ C¯
[
hω˜(
√
τ) + h2 + ω˜(h2)
]
+ 2h(E(µm−1)− E(µm)).
Remark 3.5. If |∂E|(µj) ≤ Cµ for all 1 ≤ j ≤ n, a similar argument gives an improved error estimate
of C¯
[
hω˜(τ) + h2 + ω˜(h2)
]
, where τ¯ and C¯ also depend on Cµ. (This is analogous to [18, Theorem 2.4].)
Proof. To simplify notation, we suppress the subscripts on µnτ and µ
m
h . First, we define R to be
sufficiently large and τ¯ sufficiently small for all previous results to apply. In particular, let
R := max
{
2
√
2(T + 1)C(µ, T ), 3
}
r := 4(R2 + λ−ω ω˜(R
2)), (30)
τ¯ := min
{
1, (crλ
−
ω )
−1, R−2/2, τ∗
}
(31)
Define ν := ( τ−hτ t
µn
µn−1 +
h
τ id)#µ
n−1, so by Lemma 2.12, µn ∈ Jhν. (We suppose that the optimal
transport map tµ
n
µn−1 exists for simplicity of notation—the analogous result holds in the more general
case of optimal transport plans.)
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Combining this with Theorem 3.2,
f˜
(2)
h (W
2
2 (µ
n, µm)) ≤W 22 (ν, µm−1) + λ−ω hω˜
(
R2W2(ν, νh)
)
+ 2h(E(µm−1)− E(µm)) + 3λ2ωc2rh2, (32)
By Remark 2.3 and equation (1), we may bound the first term on the right hand side of (32) by
W 22 (ν, µ
m−1) ≤W 22,µn−1(ν, µm−1) ≤
h
τ
W 22 (µ
n−1, µm−1) +
τ − h
τ
W 22,µn−1(µ
m−1, µn). (33)
The remaining estimates do not use the structure of the Wasserstein metric, so to ease notation, we
abbreviate Wn,m :=W
2
2 (µ
n, µm). Suppose the following claim holds.
Claim:
W 22,µn−1(µ
m−1, µn) ≤ τ
h
(
W 22 (µ
n, µm−1)− f˜h(W 22 (µn, µm))
)
+W 22 (µ
n−1, µm−1) + λ−ω τω˜(W
2
2 (µ
n, µm))
+ 2τ
(
E(µm−1)− E(µm))+ λ−ω τ (2ω˜(R2W2(µn−1, µn)) + ω˜(R2W2(µm−1, µm))+ 3(λ−ω )2c2rhτ
Substituting this into inequality (33) and then both into inequality (32),
f˜
(2)
h (Wn,m)
≤ h
τ
Wn−1,m−1 +
τ − h
h
(
Wn,m−1 − f˜h(Wn,m)
)
+
τ − h
τ
(
Wn−1,m−1 + λ−ω τω˜(Wn,m)
)
+Dn,m, (34)
where the error term Dn,m is given by
Dn,m = λ
−
ω hω˜
(
R2W2(ν, νh)
)
+ 2τ
(
E(µm−1)− E(µm))+ 3(λ−ω )2c2rτh
+ λ−ω (τ − h)
(
2ω˜(R2W2(µ
n−1, µn)) + ω˜(R2W2(µm−1, µm))
)
.
Adding τ−hh f˜
(2)
h (Wn,m) to both sides of (34) and using f˜
(2)
h (Wn,m)− f˜h(Wn,m) = −λ−ωhω˜(f˜h(Wn,m)),
τ
h
f˜
(2)
h (Wn,m) ≤Wn−1,m−1 +
τ − h
h
Wn,m−1 + λ−ω (τ − h)
[
ω˜(Wn,m)− ω˜(f˜h(Wn,m))
]
+Dn,m. (35)
To control the second to last term in this inequality, note that since ω˜ is subadditive and nondecreasing,
ω˜(Wn,m)− ω˜(f˜h(Wn,m)) ≤ ω˜(|Wn,m − f˜h(Wn,m)|) ≤ ω˜(λ−ω hω˜(R2)) ≤
(
λ−ω ω˜(R
2) + 1
)
ω˜(h).
Substituting this into (35), multiplying by h/τ and using h/τ ≤ 1,
f˜
(2)
h (Wn,m) ≤
h
τ
Wn−1,m−1 +
τ − h
τ
Wn,m−1 +
(
λ−ω ω˜(R
2) + 1
)
λ−ω hω˜(h) +
h
τ
Dn,m. (36)
Since λ−ωhω˜(h) ≤ λ−ω crh3/2 ≤ 1, the right hand side of (36) is bounded by
h
τ
R2 +
τ − h
τ
R2 + (λ−ω ω˜(R
2) + 1) +
h
τ
(
3λ−ω ω˜(R
2) + 1 + 3
) ≤ r. (37)
Thus, we may apply f˜
(2(m−1))
h to both sides, using Lemma 2.25 and the convexity of fh,
f˜
(2m)
h (Wn,m) ≤
h
τ
f˜
(2(m−1))
h (Wn−1,m−1) +
τ − h
τ
f˜
(2(m−1))
h (Wn,m−1)
+
(
λ−ω ω˜(R
2) + 1
)
λ−ω hω˜(h) +
h
τ
Dn,m + 2(m− 1)λ−ωhω˜((λ−ω )2c2rh2). (38)
Finally, we may bound the second line of inequality (38) by
C¯
[
hω˜(
√
τ ) + h2 + ω˜(h2)
]
+ 2h(E(µm−1)− E(µm)), (39)
with
C¯ := λ−ω max{λ−ω ω˜(R2) + 4R2, 3λ−ω c2r, 2T ((λ−ω )2c2r + 1)}+R. (40)
(While the addition of R is not needed to bound (38), in what follows, it is convenient that C¯ ≥ R.)
It remains to prove the claim. By Proposition 3.1,
f˜h(W
2
2,µm−1(µ
m, µn))−W 22 (µm−1, µn) ≤ 2h (E(µn)− E(µm)) , (41)
f˜τ (W
2
2,µn−1(µ
n, µm−1))−W 22 (µn−1, µm−1) ≤ 2τ
(
E(µm−1)− E(µn)) . (42)
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Multiplying (41) by τ , (42) by h, and adding them together gives
τ f˜h(W
2
2,µm−1(µ
m, µn)) + hf˜τ (W
2
2,µn−1(µ
n, µm−1))
≤ τW 22 (µm−1, µn) + hW 22 (µn−1, µm−1) + 2τh
(
E(µm−1)− E(µm)) (43)
Since ω˜ is a nondecreasing, concave modulus of continuity for ω˜, the reverse triangle inequality, Remark
2.3, and h ≤ τ give
ω˜(W 22,µn−1(µ
n, µm−1))− ω˜(W 22 (µn, µm))
≤ ω˜(W 22,µn−1(µn, µm−1))− ω˜(W 22,µn−1(µn−1, µm−1))
+ ω˜(W 22 (µ
n−1, µm−1))− ω˜(W 22 (µn, µm−1)) + ω˜(W 22 (µn, µm−1))− ω˜(W 22 (µn, µm))
≤ ω˜ (W2(µn−1, µn)[W2,µn−1(µn, µm−1) +W2(µn−1, µm−1)])
+ ω˜
(
W2(µ
n−1, µn)[W2(µn−1, µm−1) +W2(µn, µm−1)]
)
+ ω˜
(
W2(µ
m−1, µm)[W2(µn, µm−1) +W2(µn, µm)]
)
≤ 2ω˜(2RW2(µn−1, µn)) + ω˜(2RW2(µm−1, µm))
Multiplying both sides of this inequality by λ−ω τh, and adding to (43) gives
τ f˜h(W
2
2,µm−1(µ
m, µn)) + hW 22,µn−1(µ
n, µm−1)
≤ τW 22 (µm−1, µn) + hW 22 (µn−1, µm−1) + λ−ω τhω˜(W 22 (µn, µm)) + 2τh
(
E(µm−1)− E(µm))
+ λ−ω τh
(
2ω˜(R2W2(µ
n−1, µn)) + ω˜(R2W2(µm−1, µm)
)
. (44)
By Remark 2.3, W 22 (µ
m, µn) ≤W 22,µm−1(µm, µn). Thus, applying Lemma 2.25,
τ f˜h(W
2
2 (µ
m, µn)) ≤ τ f˜h(W 22,µm−1(µm, µn)) + (λ−ω )2c2Rh2τ ≤ τ f˜h(W 22,µm−1(µm, µn)) + 3(λ−ω )2c2rh2τ.
Substituting this into (44), rearranging, and dividing by h proves the claim.

Next, we use this asymmetric recursive inequality, arguing by induction, to prove a quantitative
bound on the Wasserstein distance between two discrete gradient flow sequences with the same initial
conditions and different time steps τ and h. This is analogous to a previous result by the author in the
semiconvex case [18, Theorem 2.6].
Theorem 3.6 (distance between discrete gradient flows). Suppose E satisfies assumption 2.18. Then
for all T > 0 and µ ∈ D(E), there exists τ¯ > 0 and C¯ ≥ 0, depending on ω˜, λ−ω , T, and τ∗, so that for
0 ≤ h ≤ τ < τ¯ and m,n ∈ N with mh, nτ ≤ T ,
f˜
(2m)
h (W
2
2 (µ
n
τ , µ
m
h ))
≤ C¯
[√
(nτ −mh)2 + τ2n+ hmω˜(√τ) + h2m+ ω˜(h2)m
]
+ 2h(E(µ)− E(µmh )).
Remark 3.7. If |∂E|(µj) ≤ Cµ for all 1 ≤ j ≤ n, a similar argument gives an improved estimate
of C¯
[
(nτ −mh)2 + τ2n+ hmω˜(τ) + h2m+ ω˜(h2)m], where τ¯ and C¯ also depend on Cµ. (This is
analogous to [18, Theorem 2.6].)
Proof. Let τ¯ be as in equation (31) and C¯ be as in (40). We proceed by induction. The base case, when
n = 0 or m = 0, follows from the fact that f˜h(x) ≤ x and inequality (10). We assume the inequality
holds for (n− 1,m) and (n,m) and show that this implies it holds for (n,m+ 1). By Theorem 3.4,
f˜
(2(m+1))
h (W
2
2 (µ
n
τ , µ
m+1
h )) ≤
h
τ
f˜
(2m)
h (W
2
2 (µ
n−1
τ , µ
m
h )) +
τ − h
τ
f˜
(2m)
h (W
2
2 (µ
n, µm))
+ C¯
[
hω˜(
√
τ ) + h2 + ω˜(h2)
]
+ 2h(E(µm)− E(µm+1)).
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Applying the inductive hypothesis,
f˜
(2(m+1))
h (W
2
2 (µ
n
τ , µ
m+1
h )) ≤
h
τ
C¯
√
((n− 1)τ −mh)2 + τ2(n− 1) + τ − h
τ
C¯
√
(nτ −mh)2 + τ2n
+ C¯
[
hmω˜(
√
τ) + h2m+ ω˜(h2)m
]
+ 2h(E(µ)− E(µm))
+ C¯
[
hω˜(
√
τ) + h2 + ω˜(h2)
]
+ 2h(E(µm)− E(µm+1)). (45)
To control the first term, note that
((n− 1)τ −mh)2 + τ2(n− 1) = (nτ −mh)2 + τ2n− 2τ(nτ −mh). (46)
Combining this identity with the concavity of
√·, we may bound the first line in inequality (45) by
C¯
√
(nτ −mh)2 + τ2n− 2h(nτ −mh) ≤ C¯
√
(nτ − (m+ 1)h)2 + τ2n.
Therefore,
f˜
(2(m+1))
h (W
2
2 (µ
n
τ , µ
m+1
h ))
≤ C¯
[√
(nτ − (m+ 1)h)2 + τ2n+ h(m+ 1)ω˜(√τ ) + h2(m+ 1) + ω˜(h2)(m+ 1)
]
+ 2h(E(µ)− E(µm+1)),
which gives the result. 
Taking τ = t/n and h = t/m in the previous theorem, we conclude that the discrete gradient flow
sequence µnt/n is Cauchy and quantify its rate of convergence.
Theorem 3.8 (convergence of discrete gradient flow). Suppose E satisfies assumption 2.18. Then, for
any t ≥ 0 and µ ∈ D(E), µnt/n converges to a limit µ(t) as n→ +∞. Furthermore, for any T > 0 there
exist positive constants N¯ and C¯, depending on ω˜, λ−ω , T, and τ∗, so that
F˜2t
(
W 22 (µ
n
t/n, µ(t))
)
≤ C¯
[
t/
√
n+ tω˜(
√
t/n)
]
for all 0 ≤ t ≤ T and n > N¯. (47)
Remark 3.9. If |∂E|(µj) ≤ Cµ for all 1 ≤ j ≤ n, a similar argument gives an improved estimate of
C¯
[
t2/n+ tω˜(t/n)
]
, where N¯ and C¯ also depend on Cµ. (This is analogous to [18, Theorem 2.7].)
Example 3.10 (rate of convergence). For the three moduli of convexity from example 2.17, we obtain
the following rates of convergence:
(i) Lipschitz and polynomial modulus of convexity: W2(µ
n
t/n, µ(t)) = O(n
−1/4);
(ii) log-Lipschitz modulus of convexity: W2(µ
n
t/n, µ(t)) = O
([
n−1/2 log(n)
]1/2e2λ−ω t)
.
Proof. Let τ¯ be as in equation (31) and C¯ be as in (40). By Theorem 3.6, for m ≥ n > t/τ¯ , and
inequality (8),
f˜
(2m)
h (W
2
2 (µ
n
τ , µ
m
h )) ≤ C¯
[
t/
√
n+ tω˜(
√
t/n) + t2/m+ ω˜(t2/m2)m
]
+ 2(t/m)C(µ, t).
Therefore, for R := 2
√
2tC(µ, t) ≥W2(µnt/n, µmt/m), Proposition 2.24 ensures
F˜2t(W
2
2 (µ
n
t/n, µ
m
t/m))
≤ C¯
[
t/
√
n+ tω˜(
√
t/n) + t2/m+ ω˜(t2/m2)m
]
+R2(t/m) + F˜λ−ω 2t
(
λ−ω 2tω˜(R
2)
m
)
. (48)
Consequently, the sequence µnt/n is Cauchy. Since the Wasserstein metric is complete [2, Proposition
7.1.5], the limit µ(t) exists. Sending m→ +∞ in the above inequality and using that ω˜(x) = o(√x) as
x→ 0 gives the result. 
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3.3. Properties of gradient flow. In this section, we conclude our proof of well-posedness of the
gradient flow for ω-convex functions by showing that the limit of any discrete gradient flow sequence is
the unique solution of the gradient flow. We also use our n-step contraction inequality for the discrete
gradient flow (Theorem 3.3) to prove a contraction inequality for the gradient flow.
Theorem 3.11. Suppose E satisfies assumption 2.18. Then for all t ∈ [0,+∞), the function
S(t) : D(E)→ D(E) : µ 7→ µ(t)
is a strongly continuous semigroup. In particular, for any µ, ν ∈ D(E),
(i) limt→0 S(t)µ = S(0)µ = µ;
(ii) S(t+ s) = S(t)S(s)µ for t, s ≥ 0;
(iii) F2t(W
2
2 (S(t)µ, S(t)ν)) ≤W 22 (µ, ν);
(iv) S(t)µ is the unique gradient flow of E, in the sense of Definition 2.9.
Remark 3.12 (curve of maximal slope). In addition to the fact that S(t)µ is the gradient flow of E,
in the sense of Definition 2.9, one can also show that S(t)µ is a curve of maximal slope of E with
respect to |∂E|, in the sense of [2, Definition 1.3.2]. This is a consequence of [2, Theorem 2.3.3], since
|∂E| is both lower semicontinuous (Proposition 2.6) and is a strong upper gradient for E (equation (2)
and [2, Corollary 2.4.10]).
Example 3.13 (rate of contraction). For the three moduli of convexity from Example 2.17, we obtain
the following rates of contraction in Theorem 3.11 (iii):
(i) Lipschitz modulus of convexity: W2(S(t)µ, S(t)ν) ≤ e−λωtW2(µ, ν) for all t ≥ 0;
(ii) polynomial modulus of convexity: W2(S(t)µ, S(t)ν) ≤W2(µ, ν)(1 + 2λωptW 2p2 (µ, ν))−1/2p
for 0 ≤W2(µ, ν) ≤ 1 and t < (W2(µ, ν)−2p − 1)/2λ−ω p;
(iii) log-Lipschitz modulus of convexity: W2(S(t)µ, S(t)ν) ≤W2(µ, ν)1/e−2λωt
for 0 ≤W2(µ, ν) ≤ e−1−
√
2 and t < log
(
log(W 22 (µ, ν))/(−1 −
√
2)
)
/2λ−ω .
Proof. First, note that by [2, Corollary 3.3.4], S(t)µ is locally absolutely continuous in t. When λω ≤ 0,
(iii) is an immediate consequence of Corollary 3.3. If E is ω-convex with constant λω > 0, it is also
ω˜-convex with constant λω˜ = 0, so (iii) provides a coarse stability estimate for all λω ∈ R. We will
show the improved estimate for λω > 0 at the end of this proof.
Now, we turn to (ii). First, note that it suffices to show S(t)mµ = S(mt)µ for fixed m ∈ N. In
particular, if this estimate holds, then for any l, k, r, s ∈ N,
S
(
l
k
+
r
s
)
µ = S
(
ls+ rk
ks
)
µ =
[
S
(
1
ks
)]ls+rk
µ =
[
S
(
1
ks
)]ls [
S
(
1
ks
)]rk
µ = S
(
l
k
)
S
(r
s
)
µ.
Using that S(t)µ is continuous in t, we obtain S(t+ s)µ = S(t)S(s)µ for all t, s ≥ 0.
To show S(t)mµ = S(mt)µ, we proceed by induction. The result holds for m = 1, so suppose that
S(t)m−1µ = S((m− 1)t)µ. With slight abuse of notation, we briefly use Jτµ to denote any element in
this set. By the triangle inequality,
W2(S(mt)µ, S(t)
mµ) ≤W2(S(mt)µ, (Jnt/n)mµ) +W2((Jnt/n)mµ, Jnt/nS(t)m−1µ)
+W2(J
n
t/nS(t)
m−1µ, S(t)mµ) (49)
For the first and third terms, Theorem 3.8 ensures
W2(S(mt)µ, (J
n
t/n)
mµ) =W2(S(mt)µ, J
nm
tm/nmµ)
n→∞−−−−→ 0,
W2(J
n
t/nS(t)
m−1µ, S(t)mµ) =W2(Jnt/nS(t)
m−1µ, S(t)S(t)m−1µ) n→∞−−−−→ 0.
We now consider the second term in equation (49). By the inductive hypothesis and Theorem 3.8,
W2((J
n
t/n)
m−1µ, S(t)m−1µ) =W2(J
n(m−1)
t(m−1)/n(m−1)µ, S((m− 1)t)µ)
n→∞−−−−→ 0.
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Therefore, by Corollary 3.3,
F˜2t(W
2
2 (J
n
t/n(J
n
t/n)
m−1µ, Jnt/nS(t)
m−1µ))
≤W 22 ((Jnt/n)m−1µ, S(t)m−1µ) + λ−ω tω˜
(
R3
√
t/n
)
+ 2Rt/n+ 5λ2ωc
2
rt
2/n+ F2λ−ω t
(
2λ−ω tω(R
2)
n
)
,
which goes to zero as n→ +∞. Consequently, we conclude that S(t)mµ = S(mt)µ for all m ∈ N.
We now prove part (iv). By part (ii), it suffices to show that for all ν ∈ D(E) and t > 0,
W 22 (S(t)µ, ν)−W 22 (µ, ν) ≤
∫ t
0
2(E(ν)− E(S(s)µ)) − λωω(W 22 (S(s)µ, ν))ds. (50)
Note that for all i = 1, . . . , n and n sufficiently large,
W 22 (µ
i
t/n, ν) ≤
(
W2(µ, ν) +
√
2t(E(µ)− E(S(t)µ) + 1)
)2
=: R (51)
Consequently, by Remark 2.3, Lemma 2.25 (i), and Proposition 3.1, for n > tcR|λω|,
W 22 (µ
i
t/n, ν)−W 22 (µi−1t/n , ν) ≤ 2(t/n)(E(ν)− E(µit/n))− λω(t/n)ω(W 22 (µit/n, ν)) + λ2ωc2R(t/n)2.
Summing both sides from i = 1, . . . , n,
W 22 (µ
n
t/n, ν)−W 22 (µ, ν) ≤ (t/n)
n∑
i=1
[
2(E(ν)− E(µit/n))− λωω(W 22 (µit/n, ν)) + λ2ωc2Rt/n
]
,
=
∫ t
0
ψn(s)ds+ λ
2
ωc
2
Rt
2/n. (52)
where ψn(s) := 2(E(ν)−E(µit/n))−λωω(W 22 (µit/n, ν)) for s ∈ ((i−1)t/n, it/n], 1 ≤ i ≤ n. By inequality
(51) and the fact that E decreases along the discrete gradient flow, ψn(s) is uniformly bounded above.
As before, µit/n
n→+∞−−−−−→ S(s)µ, hence by the lower semicontinuity of E,
lim sup
n→∞
ψn(s) ≤ 2(E(ν) − E(S(s)µ))− λωω(W 22 (S(s)µ, ν)). (53)
Therefore, sending n→ +∞ in (52) gives inequality (50) by Fatou’s lemma.
Finally, we prove (iii) when λω ≥ 0. By part (iv),
d
dt
W 22 (S(t)µ, S(t)ν) ≤ −2λωω
(
W 22 (S(t)µ, S(t)ν)
)
.
The result then follows by Bihari’s inequality [7].

4. Application: constrained nonlocal interaction and nonconvex drift diffusion
In this final section, we apply our previous results to gradient flows of constrained nonlocal interaction
energies. Our interest in such energies is inspired by (unconstrained) nonlocal interactions equations of
the form
∂tρ = ∇ · ((∇W ∗ ρ)ρ) +D∆ρm, W : Rd → R, D ≥ 0, m ≥ 1.
These types of partial differential equations arise in a range of applications, including models of granular
media (c.f. [5, 14]) and biological swarming (c.f. [8, 11, 29, 40]), and can be thought of as the mean-field
limit of a system of a large number of interacting agents [12]. A guiding principle in the choice of
interaction potential W and the diffusion parameters D,m is a desire for short-range repulsion, which
prevents agents from colliding, and long-range attraction, which confines agents to a bounded set,
thereby allowing coherent structures to develop in the long-time limit.
Motivated by these (unconstrained) nonlocal interaction models, the author, Kim, and Yao consider
a model of constrained nonlocal interaction, in which the interaction potential W is purely attractive
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and the role of repulsion is played by a “hard height constraint” on the density [19]. Informally, the
model is given by {
∂tρ = ∇ · (∇(W ∗ ρ)ρ) if ρ < 1,
ρ ≤ 1 always.
Rigorously, the model is posed as the Wasserstein gradient flow of the constrained nonlocal interaction
energy
W∞(µ) :=
{
1
2
∫
µ(x)W ∗ µ(x)dx if ‖µ‖∞ ≤ 1,
+∞ otherwise. (54)
Similar models have been studied in Wasserstein gradient flow context by Maury, Roudneff-Chupin,
Samtambrogio, and Venel [31,32] and Me´sza´ros and Santabrogio [35] when the nonlocal interaction term
W ∗µ(x) is replaced by a local potential V (x). In the case that V ∈ C2(Rd) satisfies D2V (x) ≥ λIdd×d
for all x ∈ Rd—i.e. is semiconvex as a function on Euclidean space— Alexander, Kim, and Yao showed
that the corresponding Wasserstein gradient flows could be approximated by viscosity solutions of
related partial differential equations. Specifically, they used Ambrosio, Gigli, and Savare´’s quantitative
estimates on the convergence of the discrete gradient flow for semiconvex energies to show that solutions
of the porous medium equation with drift
∂tρ = ∇ · (∇V ρ) + ∆ρm, m ≥ 1.
converge as m→∞ to the gradient flow of the constrained potential energy
V∞(µ) :=
{
1
2
∫
µ(x)V (x)dx if ‖µ‖∞ ≤ 1,
+∞ otherwise.
Using this connection between viscosity solutions and gradient flows, Alexander, Kim, and Yao were
then able to characterize solutions of the gradient flow of E∞ with characteristic function initial data
in terms of a Hele-Shaw type free boundary problem, thus providing a concrete PDE characterization
of what had previously been an abstract Wasserstein gradient flow.
A key challenge in adapting these results on constrained potential energies to constrained nonlocal
interaction energies was the absence of quantitative estimates on the rate of convergence of the discrete
gradient flow outside of the semiconvex case. In particular, the author, Kim, and Yao were interested
in the case when W (x) was given by the Newtonian potential,
W (x) =
{
1
2pi log |x| for d = 2,
1
d(2−d)αd |x|2−d for d ≥ 3,
(55)
for which the corresponding constrained nonlocal interaction energy (54) fell outside the scope of the
existing semiconvex theory.
This obstacle inspired the present work. In spite of its lack of semiconvexity, the constrained nonlocal
interaction energy, with W (x) given by (55), is ω-convex for a log-Lipschitz modulus of convexity, and
by Theorems 3.8 and 3.11 and Examples 2.19 (ii) and 3.10, the discrete gradient flow converges to the
unique solution of the gradient flow with rate
(
n−1/2 log(n)
)C
, where C > 0 depends on the dimension
and the time interval on which solutions are considered. With these results in hand, the author, Kim,
and Yao were then able to give a PDE characterization of the congested aggregation model and study
its long-time behavior.
In this section, we show that our previous results on well-posedness of Wasserstein gradient flow and
convergence of the discrete gradient flow apply to a range of constrained nonlocal interaction energies
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and nonconvex drift diffusion energies of the following forms:
Wp(µ) :=
{
1
2
∫
µ(x)W ∗ µ(x)dx if ‖µ‖p ≤ Cp,
+∞ otherwise, (56)
Vm(µ) :=
{∫
Rd
µ(x)V (x)dx + 1m−1
∫
µm(x)dx if µ≪ Ld,
+∞ otherwise. (57)
We allow m = +∞ in the drift diffusion energy Vm by replacing the second term by
I∞(µ) :=
{
0 if ‖µ‖∞ ≤ 1,
+∞ otherwise.
In particular, we consider W, p, V, and m that satisfy the following properties:
Assumption 4.1 (constrained nonlocal interaction energy). There exist C,C′ > 0 so that
(i) W− ∗ µ(x) ≤ C′ for all µ ∈ D(Wp).
(ii) For any µ, ν ∈ P2(Rd) with ‖µ‖p ≤ Cp, ‖∇W ∗ µ‖L2(ν) ≤ C′.
(iii) For any µ with ‖µ‖p ≤ Cp, W ∗ µ(x) is continuously differentiable, and there exists a continuous,
nondecreasing, concave function ψ : [0,+∞) → [0,+∞) satisfying ψ(0) = 0, ψ(x) ≥ x, and∫ 1
0
dx
ψ(x) = +∞ so that
|∇W ∗ µ(x)−∇W ∗ µ(y)|2 ≤ C2ψ(|x − y|2).
(iv) 1 < p ≤ +∞.
(v) For any µ, ν, ρ with ‖µ‖p, ‖ν‖p, ‖ρ‖p ≤ Cp, we have ‖∇W ∗ µ−∇W ∗ ν‖L2(ρ) ≤ CW2(µ, ν).
(vi) W : Rd → [−∞,+∞] is lower semicontinuous.
Assumption 4.2 (drift diffusion energy). There exist C,C′ > 0 so that
(i) V (x) ≥ −C′.
(ii) For any µ ∈ D(Vm), ‖∇V ‖L2(µ) < C′.
(iii) V (x) is continuously differentiable and there exists a continuous, nondecreasing, concave function
ψ : [0,+∞)→ [0,+∞) satisfying ψ(0) = 0, ψ(x) ≥ x, and ∫ 1
0
dx
ψ(x) = +∞ so that
|∇V (x) −∇V (y)|2 ≤ 4C2ψ(|x− y|2)
(iv) 1 < m ≤ +∞ .
These assumptions ensure the following properties of the corresponding constrained interaction and
drift diffusion energies:
• Assumption (i) ensures that the energies are bounded below.
• Assumptions (i) and (vi) for the interaction energy (resp. (i) and (iii) for the drift diffusion
energy) ensure energies are lower semicontinuous.
• Assumptions (ii), (iii), and (v) for the interaction energy (resp. (ii) and (iii) for the drift
diffusion energy) are used to prove an “above the tangent line” inequality for the energies, from
which we deduce they are ω-convex.
• Assumption (iv) allows us to show that there exists τ∗ > 0 so that for all µ ∈ P2(Rd) and
0 ≤ τ < τ∗, Jτ (µ) 6= ∅, so that the discrete gradient flow sequence exists.
In the case of interaction energies, assumption (iii) is a generalization of a classical potential theory
result originally proved by Yudovich in the case that W is the Newtonian potential, µ ∈ L∞(Rd), and
ψ is a log-Lipschitz modulus of continuity [28, Lemma 2.1]. This type of continuity assumption has
appeared in previous works on gradient flows of nonlocal interaction energies with Newtonian repulsion
or attraction by Ambrosio and Serfaty [4] and Carrillo, Lisini, and Mainini [13].
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Assumption (v) is a generalization of a result originally proved by Loeper in the case of Newtonian
interaction of bounded densities [30, Theorem 2.7]. Such an assumption has also appeared in previous
works on uniqueness of Wasserstein gradient flows of interaction energies [4, 6, 13, 15].
The main result of this section is that energies with the above properties fall within the scope of the
Wasserstein gradient flow theory for ω-convex functions developed in sections 2 and 3, so that their
gradient flows are well-posed and their discrete gradient flows converge with explicit rate.
Theorem 4.3. Suppose Wp and Vm are given by (56) and (57), with W , p, V , and m satisfying
assumptions 4.1 and 4.2. Then both energies satisfy assumption 2.18 with ω(x) =
√
xψ(x), λω = 4C,
and τ∗ = +∞.
4.1. Constrained interaction via Riesz and Newtonian potentials. Before turning to the proof
of Theorem 4.3, we first provide a few examples of W, p, V , and m that satisfy assumptions 4.1 and
4.2. In particular, if W (x) is a Newtonian or Riesz potential and p is sufficiently large, depending on
the singularity of W (x), then Wp is ω-convex.
Proposition 4.4. The following choices of W and p satisfy assumption 4.1
(a) W (x) = ±c|x|α−d for 2 ≤ α < d, p ≥ d/(α− 2), c > 0, and d ≥ 3,
(b) W (x) = c log(|x|) for p = +∞, c > 0, and d = 2,
with C,C′ > 0 depending on α, d, and p, and
ψ(x) :=
{
x(log x)2 if 0 ≤ x ≤ e−1−
√
2,
x+ 2(1 +
√
2)e−1−
√
2 if x > e−1−
√
2.
(58)
Furthermore, if V (x) = W ∗ ρ(x), m = p, and ρ ∈ Lp(Rd), with W and p as above, then V and m
satisfy assumption 4.2 with C,C′ > 0 depending on α, d, and p and ψ(x) as above.
In our proof of this proposition, we will use a few well-known properties of the pth power of the
Lp(Rd) norm as a functional on the space of probability measures:
µ 7→ ‖µ‖pp :=
{
‖µ‖pp if µ≪ Ld,
+∞ otherwise.
For 1 ≤ p < +∞, this functional is lower semicontinuous with respect to the weak-* topology (hence
with respect to the Wasserstein metric) and convex along generalized geodesics [2, Proposition 9.3.9] [34,
Lemma 3.4]. Consequently, for a generalized geodesic µα from µ0 to µ1,
‖µα‖p ≤ max{‖µ0‖p, ‖µ1‖p}, for all 1 ≤ p < +∞. (59)
Sending p→ +∞, we likewise obtain,
‖µα‖∞ ≤ max{‖µ0‖∞, ‖µ1‖∞}. (60)
With this, we prove Proposition 4.4.
Proof of Proposition 4.4. We show that W (x) and p satisfy assumption 4.1. The result for V (x) and
m follows analogously. Let C = Cα,d,p > 0, where the value of this constant may increase from line to
line. Note that, in part (a) when α = 2 and in part (b), W (x) is a constant multiple of the Newtonian
potential. Otherwise, W (x) is a constant multiple of a Riesz potential.
We begin by showing (i). Let 1/p+ 1/p′ = 1. Since p ≥ d/(α− 2), p′ ≤ d/(d− (α− 2)) < d/(d−α),
and W (x) ∈ Lp′loc. Furthermore, if B = B1(0), then x ∈ Rd \B implies |W−(x)| ≤ c. Therefore,
|W− ∗ µ(x)| ≤ |(W−1B) ∗ µ(x)|+ |(W−1Rd\B) ∗ µ(x)| ≤ ‖W−‖Lp′(B)‖µ‖Lp(Rd) + c‖µ‖L1(Rd) ≤ C.
Now we show part (ii). As before, since p ≥ d/(α− 2), p′ ≤ d/(d− (α − 2)) < d/(d − (α − 1)), and
∇W (x) ∈ Lp′loc. We also have x ∈ Rd \ B implies |∇W (x)| ≤ c, so as before, |∇W ∗ µ(x)| ≤ C, which
gives the result, since ν ∈ P2(Rd).
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We now prove part (iii). When W (x) is the Newtonian potential and p = +∞, this is a classical
potential theory estimate (c.f. [28, Lemma 2.1], [13, Proposition 2.1]) For Riesz potentials and p ≥
d/(α− 2), see Garg and Spector [23, Theorem A].
Next, we turn to part (v).When W (x) is the Newtonian potential and p = +∞, this inequality is due
to Loeper [30, Theorem 2.7]. For the general case, we follow an argument similar to Bertozzi, Laurent,
and Rosado, in their proof of uniqueness of Lp solutions to the aggregation equation [6, Theorem 3.2].
By classical singular integral estimates (c.f. [25, Theorem 9.9], [39, Theorem V.1]),
‖D2W ∗ µ‖q ≤ Cα,d,q‖µ‖r, r := dq
d+ q(α− 2) , for 1 < q < +∞ and r > 1. (61)
Define p∗ := d/(α − 2) and p′∗ := d/(d − (α − 2)). Note that if ‖ρ‖p ≤ Cp, we also have ‖ρ‖p∗ ≤ C,
since ‖ρ‖1 = 1. Then, if µβ := ((1 − β)id+ βtνµ)#µ is the geodesic from µ to ν ,
‖∇W ∗ µ−∇W ∗ ν‖L2(ρ) ≤ ‖ρ‖1/2p∗ ‖∇W ∗ µ−∇W ∗ ν‖2p′∗ = C
∥∥∥∥
∫ 1
0
d
dβ
∇W ∗ µβdβ
∥∥∥∥
2p′
∗
.
We then apply Minkowski’s integral inequality to bound this term by∫ 1
0
∥∥∥∥ ddβ∇W ∗ µβ
∥∥∥∥
2p′
∗
dβ =
∫ 1
0
∥∥D2W (· − (1− β)y − βtµ1µ0 (y))(tµ1µ0(y)− y)dµ0(y)∥∥2p′
∗
dβ
=
∫ 1
0
∥∥∥D2W (· − y)(tµ1µβ (y)− tµ0µβ (y))dµβ(y)∥∥∥2p′
∗
dβ =
∫ 1
0
∥∥∥D2W ∗ [(tµ1µβ − tµ0µβ )µβ ]∥∥∥2p′
∗
dβ.
By inequality (61) with q = 2p′∗ and Ho¨lder’s inequality,∥∥∥D2W ∗ [(tµ1µβ − tµ0µβ )µβ ]∥∥∥2p′ ≤ C‖(tµ1µβ − tµ0µβ )µβ‖r ≤ CW2(µ0, µ1)‖µβ‖1/2p∗ .
Therefore, combining the above inequalities, we obtain,
‖∇W ∗ µ−∇W ∗ ν‖L2(ρ) ≤ C‖µβ‖1/2p∗ W2(µ0, µ1) ≤ CW2(µ0, µ1),
where the third inequality uses (59) and (60).
Finally, part (vi) follows if we adopt the convention that W (x) = +c|x|α−d satisfies W (0) = 0 and
for the remaining choices of W (x), we take W (0) = −∞. 
4.2. ω-convexity of constrained interaction and drift diffusion. We now prove Theorem 4.3,
beginning by showing that both energies are lower semicontinuous.
Proposition 4.5. The energies Wp and Vm in Theorem 4.3 are lower semicontinuous with respect to
weak-* convergence of probability measures.
Proof of Lemma 4.5. The lower semicontinuity of Vm with respect to weak-* convergence is an imme-
diate consequence of the fact µ 7→ ‖µ‖mm is lower semicontinuous with respect to the weak-* topol-
ogy [34, Lemma 3.4] and that V (x) is continuous and bounded below [2, Equation 5.1.15]. Thus, it
remains to show the result for Wp.
First, we show that, for any c > 0, {µ ∈ P2,ν0(Rd) : ‖µ‖p ≤ c} is closed in the weak-* topology. For
1 ≤ p < +∞, this is an immediate consequence of the fact that ‖·‖pp is lower semicontinuous with respect
to this topology. In the case p = +∞, since limp→∞ ‖µ‖p = ‖µ‖∞ and ‖µ‖p ≤ ‖µ‖(p−1)/p∞ ‖µ‖1/p1 =
‖µ‖(p−1)/p∞ , we have
{µ : ‖µ‖L∞ ≤ c} =
⋂
1<p<+∞
{µ : ‖µ‖p ≤ c(p−1)/p}, (62)
which is also closed.
Now, we use this to prove the lower semicontinuity of Wp. Suppose µn ∗⇀ µ. If lim infnWp(µn) =
+∞, the result holds trivially, so we may assume that lim infnWp(µn) = C˜ < +∞. Choose a subse-
quence µ˜n so that limnWp(µ˜n) = C˜ and ‖µ˜n‖p ≤ c. Since {µ : ‖µ‖p ≤ c} is closed, ‖µ‖p ≤ c. By
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part (i) of assumption 4.1, W−(x − y) is uniformly integrable with respect to µ˜n × µ˜n. Therefore,
by [2, Lemma 5.1.7],
lim inf
n→∞
∫∫
W (x− y)dµn(x)dµn(y) = lim
n→∞
∫∫
W (x− y)dµ˜n(x)dµ˜n(y) ≥
∫∫
W (x − y)dµ(x)dµ(y),
which gives the rsult 
Next, we characterize the directional derivatives of the energy Wp and the directional derivative of
the drift portion of the energy Vm. For the latter, this is the ω-convex analogue of Ambrosio, Gigli,
and Savare´’s characterization of the subdifferential for semiconvex functions [2, Equation 10.1.7]. For
the former, our result does not offer a characterization of the subdifferential, since we only compute the
directional derivative of Wp along curves that lie in the domain of Wp.
Proposition 4.6. Suppose Wp is as in Theorem 4.3, µ0, µ1 ∈ D(Wp), and γ ∈ Γ(µ0, µ1) is such that
µα(x) = ((1 − α)π1 + απ2)#γ satisfies ‖µα‖p ≤ Cp for all α ∈ [0, 1]. Then Wp(µα) is continuously
differentiable, ddαWp(µα)
∣∣
α=0
=
∫∫ 〈∇W ∗ µ0(x), y − x〉 dγ, and for ω(x) :=√xψ(x),
∣∣∣∣Wp(µ0)−Wp(µ1) + ddαWp(µα)
∣∣∣∣
α=0
∣∣∣∣ ≤ 2Cω (‖x− y‖2L2(γ)) .
Proof. Let πβ = ((1− β)π1 + βπ2). First, we compute
d
dα
Wp(µα) = lim
h→0
1
h
[Wp(µα+h)−Wp(µα)]
= lim
h→0
1
2h
[∫
W ∗ µαdµα+h −
∫
W ∗ µαdµα
]
+
1
2h
[∫
W ∗ µα+hdµα+h −
∫
W ∗ µα+hdµα
]
= lim
h→0
1
2h
∫∫
[(W ∗ µα) ◦ πα+h − (W ∗ µα) ◦ πα]dγ + 1
2h
∫∫
[(W ∗ µα+h) ◦ πα+h − (W ∗ µα+h) ◦ πα]dγ
= lim
h→0
1
2h
∫∫
kα ◦ πα+h − kα ◦ παdγ + 1
2h
∫∫
kα+h ◦ πα+h − kα+h ◦ παdγ, (63)
where kα˜(x) := W ∗ µα˜(x). We consider both terms simultaneously by taking α˜ = α or α + h. Since
πβ(x) is continuously differentiable in β and, by assumption 4.1 (iii), kα˜(x) is continuously differentiable
with respect to x,
kα˜ ◦ πα+h − kα˜ ◦ πα =
∫ α+h
α
d
dβ
kα˜ ◦ πβdβ =
∫ α+h
α
〈∇W ∗ µα˜ ◦ πβ , π2 − π1〉 dβ.
Furthermore, since ‖µα˜‖p, ‖µβ‖p ≤ Cp, assumption 4.1 (ii) ensures ‖∇W ∗ µα˜‖L2(dµβ) ≤ C′. Conse-
quently, we may interchange the order of integration in (63) and add and subtract to obtain
d
dα
Wp(µα) = lim
h→0
1
h
∫ α+h
α
∫∫
Rd×Rd
〈∇W ∗ µα ◦ πβ , π2 − π1〉 dγdβ (64)
+
1
2h
∫ α+h
α
∫∫
Rd×Rd
〈∇W ∗ µα+h ◦ πβ −∇W ∗ µα ◦ πβ , π2 − π1〉 dγdβ.
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In order to compute the limits on the right hand side, note that for any α, α˜, β, β˜ ∈ [0, 1],∫∫
|∇W ∗ µα˜ ◦ πβ˜ −∇W ∗ µα ◦ πβ ||π2 − π1|dγ (65)
≤
∫∫ [
|∇W ∗ µα˜ ◦ πβ˜ −∇W ∗ µα˜ ◦ πβ |+ |∇W ∗ µα˜ ◦ πβ −∇W ∗ µα ◦ πβ |
]
|π2 − π1|dγ
≤
[
‖∇W ∗ µα˜ ◦ πβ˜ −∇W ∗ µα˜ ◦ πβ‖L2(dγ) + ‖∇W ∗ µα˜ −∇W ∗ µα‖L2(dµβ)
]
‖π1 − π2‖L2(dγ)
≤
[
C
√
‖ψ(|πβ˜ − πβ |2)‖L1(dγ) + ‖∇W ∗ µα˜ −∇W ∗ µα‖L2(dx)
]
‖π1 − π2‖L2(dγ)
≤
[
C
√
ψ(‖|πβ˜ − πβ |2‖L1(dγ)) + CW2(µα˜, µα)
]
‖x− y‖L2(dγ)
=
[
C
√
ψ(|β˜ − β|2‖x− y‖2L2(dγ)) + C|α˜− α|‖x− y‖L2(dγ)
]
‖x− y‖L2(dγ),
where in the third inequality, we use assumption 4.1 (iii), and in the fourth inequality we Jensen’s
inequality for the concave function ψ(x) and assumption 4.1 (v). When α = α˜, this estimate ensures
β 7→
∫∫
〈∇W ∗ µα ◦ πβ , π2 − π1〉 dγ
is continuous, so that the first term in (64) converges to
∫∫ 〈∇W ∗ µα ◦ πα, π2 − π1〉 dγ. Likewise, when
β = β˜, this estimate guarantees that the second term in (64) is bounded by
lim
h→0
1
2h
∫ α+h
α
h‖x− y‖2L2(dγ)dβ = 0.
Therefore, we conclude
d
dα
Wp(µα) =
∫∫
〈∇W ∗ µα ◦ πα, π2 − π1〉 dγ. (66)
By (65) again, ddαWp(µα) is continuous for α ∈ [0, 1]. Therefore,
Wp(µ1) =Wp(µ0) +
∫ 1
0
d
dα
Wp(µα)dα
=Wp(µ0) + d
dα
Wp(µα)
∣∣∣∣
α=0
+
∫ 1
0
∫∫
Rd×Rd
〈∇W ∗ µα ◦ πα −∇W ∗ µ0, π2 − π1〉 dγdα.
To prove the result, it suffices bound the third term by 2Cω
(
‖x− y‖2L2(γ)
)
, where ω(x) =
√
xψ(x).
This follows by combining inequality (65) with assumption 4.1 (iii), which ensures ψ(x) ≥ x,∫ 1
0
[
C
√
ψ(α2‖x− y‖2L2(dγ)) + C|α|‖x− y‖L2(dγ)
]
‖x− y‖L2(dγ)dα ≤ 2Cω
(
‖x− y‖2L2(dγ)
)
.

Proposition 4.7. Suppose V (x) is as in Theorem 4.3, µ0, µ1 ∈ P2(Rd), and γ ∈ Γ(µ0, µ1). Then∫
V dµα is continuously differentiable,
d
dα
∫
V dµα
∣∣
α=0
=
∫∫ 〈∇V (x), y − x〉 dγ, and for ω(x) :=√xψ(x),∫
V dµ0 −
∫
V dµ1 +
d
dα
∫
V dµα
∣∣∣∣
α=0
≤ 2Cω
(
‖x− y‖2L2(γ)
)
.
Proof. By assumption 4.2 (iii), V (x) is continuously differentiable. Let πα := ((1− α)π1 + απ2). Then,
d
dα
∫
V dµα = lim
h→0
1
h
[∫∫
V ◦ πα+hdγ −
∫∫
V ◦ παdγ
]
=
∫∫
〈∇V ◦ πα, y − x〉 dγ,
is continuous in α. Therefore,∫
V µ1 =
∫
V µ0 +
d
dα
∫
V dµα
∣∣∣∣
α=0
+
∫∫ ∫ 1
0
〈∇V ((1− α)x + αy)−∇V (x), y − x〉 dαdγ
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It suffices to show that the last term is bounded by 2Cω
(
‖x− y‖2L2(γ)
)
. This follows from Holder’s
inequality, assumption 4.2 (iii), and Jensen’s inequality for the concave function ψ(x),∫∫
|∇V ◦ πα −∇V (x)| |y − x| dγ(x, y) ≤ ‖∇V ◦ πα −∇V ‖L2(dγ)‖x− y‖L2(γ)
≤ 2C
√
‖ψ(|πα − π0|2)‖L1(dγ)‖x− y‖L2(dγ) ≤ 2C
√
ψ(‖|πα − π0|2‖L1(dγ))‖x− y‖L2(dγ)
= 2C
√
ψ(α2‖π1 − π0‖2L2(dγ))‖x− y‖L2(dγ) ≤ 2Cω(‖x− y‖2L2(γ)).

We now combine these results to prove Theorem 4.3.
Proof of Theorem 4.3. By assumption 4.1 (iii) and assumption 4.2 (iii), W (x) and V (x) are continuous,
so if µ is continuous and compactly supported Wp(µ) < +∞ and Vm(µ) < +∞, hence the energies are
proper. Proposition 4.5 ensures that both energies are lower semicontinuous with respect to weak-* con-
vergence of probability measures, hence they are lower semicontinuous with respect to the Wasserstein
metric.
We now show that for all µ ∈ P2(Rd) and τ > 0, Jτµ 6= ∅, so that we may take τ∗ = +∞. By
assumption 4.1 (i) and assumption 4.2 (i), the energies are bounded below, and Proposition 4.5 ensures
they are lower semicontinuous with respect to the weak-* topology. Therefore, by [2, Corollary 2.2.2],
it suffices to show that everyW2-bounded set contained in a sublevel of Wp or Vm is relatively compact
with respect to the weak-* topology.
If µn is a W2 bounded sequence contained in a sublevel of Wp, then there exists C˜ > Cp so that∫ |x|2µn ≤ C˜ and ‖µn‖p ≤ C˜ for all n. On the other hand, if µn is a W2 bounded sequence contained
in a sublevel of V , then there exists C˜ > 0 so that ∫ |x|2µn ≤ C˜ and ‖µn‖m ≤ C˜ for all n, since V (x)
is bounded below. The remainder of the argument is identical for both energies, so we restrict our
attention to Wp. By assumption 4.1 (iv), 1 < p ≤ +∞, so there exists a subsequence µ˜n and a function
µ ∈ Lp(Rd) so that for any h ∈ Lp′(Rd), ∫ h(µ˜n − µ) → 0. Therefore, for any bounded, continuous
function f , if BR is the ball of radius R > 0 centered at the origin and 1BR is the characteristic function
on that ball, ∣∣∣∣
∫
fµ˜n −
∫
fµ
∣∣∣∣ ≤
∣∣∣∣
∫
BR
fµ˜n − fµ
∣∣∣∣+
∫
Bc
R
|f |(µ˜n + µ). (67)
Since
∫ |x|2µ˜n ≤ C˜, ∫
Bc
R
|f |µ˜n ≤ ‖f‖∞
R2
∫
|x|2µ˜n ≤ C˜‖f‖∞
R2
.
Therefore, we may choose R > 0 sufficiently large, uniformly in n, so that the second term in (67) is
arbitrarily small uniformly in n. Sending n→∞ then shows that µ˜n ∗⇀ µ.
Finally, we show that Wp and V are ω-convex along generalized geodesics, where ω(x) is an Osgood
modulus of convexity and ω˜(x) = o(
√
x) as x → 0. Wp is ω-convex along generalized geodesics with
λω = 4C and ω(x) =
√
xψ(x) by Propostions 2.7 and 4.6. Likewise, Vm is ω-convex along generalized
geodesics for λω = 4C and ω(x) =
√
xψ(x) since µ 7→ ‖µ‖mm is convex and µ 7→
∫
V dµ is ω-convex by
Propositions 2.7 and 4.7. By assumptions 4.1 (iii) and 4.2 (iii), ψ : [0,+∞) → [0,+∞) is continuous,
nondecreasing, and concave and ψ(0) = 0. Therefore, ω(x) =
√
xψ(x) has the same properties. In
particular, to see that ω(x) is concave, note that for any x, y ≥ 0 and α ∈ [0, 1],
ω(αx + (1− α)y)2 = (αx+ (1− α)y)ψ(αx + (1− α)y)
≥ (αx + (1− α)y)(αψ(x) + (1− α)ψ(y)) = α2xψ(x) + (1− α)2yψ(y) + α(1− α)(xψ(y) + yψ(x))
≥ α2xψ(x) + (1− α)2yψ(y) + 2α(1 − α)
√
xyψ(x)ψ(y) = (αω(x) + (1 − α)ω(y))2 ,
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where the first inequality follows from the fact that ψ(x) is concave and the second next inequality uses
that 2ab ≤ a2 + b2. Consequently, by the subadditivity of concave functions,
|ω(x)− ω(y)| ≤ ω(|x− y|),
and since
∫ 1
0
dx
ω(x) = +∞, ω(x) is an Osgood modulus of continuity with ω˜(x) = ω(x). Finally, by
definition of ω(x) =
√
xψ(x) and the fact that limx→0+ ψ(x) = 0, we have ω(x) = o(
√
x) as x→ 0. 
Appendix A.
A.1. Further examples of ω-convex energies. In this section, we show that any energy that is φ-
uniformly convex, in the sense of Carrillo, McCann, and Villani [14] and differentiable along geodesics is
also ω-convex along geodesics, where ω(x) is an Osgood modulus of convexity satisfying ω˜(x) = o(
√
x)
as x→ 0.
Proposition A.1. Suppose E : P2(Rd)→ R ∪ {+∞} is lower semicontinuous and, for all generalized
geodesics µα with µ0, µ1 ∈ D(E), E(µα) is differentiable for α ∈ [0, 1] and ddαE(µα) ∈ L1([0, 1]).
Then if E is φ-uniformly convex along generalized geodesics, in the sense of [14, Definition 2], for
φ satisfying [14, Assumptions (φ0)-(φ2)], E is ω-convex along generalized geodesics for an Osgood
modulus of convexity satisfying ω˜(x) = o(
√
x) as x→ 0. Furthermore, if E merely satisfies the previous
assumptions along geodesics, then E is ω-convex along geodesics.
Proof. We prove the result for ω-convexity along generalized geodesics. The proof for ω-convexity along
geodesics is analogous.
By [14, Lemma 2], for any generalized geodesic µα with µ0, µ1 ∈ D(E) and for any β ∈ (0, 1),
d
dα
E(µα)
∣∣∣∣
α=β
− d
dα
E(µα)
∣∣∣∣
α=0
≥ φ(βW2,ν(µ0, µ1))W2,ν(µ0, µ1).
By [14, Assumption (φ0)], either φ ≥ 0, in which case let λω = 1, or φ ≤ 0, in which case let λω = −1.
Define ω1(x) :=
2
λω
∫ √x
0 φ(s)ds and integrate the above inequality from β = 0 to β = 1 to obtain
E(µ1)− E(µ0)− d
dα
E(µα)
∣∣∣∣
α=0
≥
∫ 1
0
φ(βW2,ν(µ0, µ1))W2,ν(µ0, µ1)dβ =
λω
2
ω1(W
2
2,ν(µ0, µ1)).
By Lemma 2.7, this ensures that E is ω1-convex along generalized geodesics.
We now consider the cases φ ≥ 0 and φ ≤ 0 separately to show that E is ω-convex along generalized
geodesics for an Osgood modulus of convexity ω(x) satisfying ω˜(x) = o(
√
x) as x → 0. If φ ≥ 0, then
λω > 0 and the fact that E is ω1-convex ensures E is also ω-convex for any ω ≤ ω1. In particular, the
condition holds for
ω(x) :=
{
2
λω
∫ √x
0 φ(s)ds if 0 ≤ x ≤ 1,
2
λω
∫ 1
0
φ(s)ds if x > 1.
By [14, Assumption (φ0)], φ(x) is continuous, hence ω(x) is continuous, nondecreasing, and vanishes
only at zero. By [14, Assumption (φ2)], φ(x) is superadditive, hence increasing. Consequently, if
x ∈ (0, 1], there exists n ∈ N so that 1/(n+ 1) ≤ x ≤ 1/n and
φ(x) ≤ φ
(
1
n
)
≤ 1
n
φ(1) =
1
n+ 1
n+ 1
n
φ(1) ≤ 2φ(1)x.
Therefore,
|ω(x)− ω(y)| ≤


2
λω
∣∣∣∫√y√x φ(s)ds∣∣∣ if x, y ∈ [0, 1]
2
λω
∫ 1
min{√x,√y,1} φ(s)ds otherwise

 ≤ 2φ(1)λω |y − x|.
Since ω˜(x) := 2φ(1)λω x is an Osgood modulus of continuity for ω(x) and ω˜(x) = o(
√
x) as x → 0, this
concludes our proof in the case φ ≥ 0.
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We now consider the case φ ≤ 0, so λω < 0. By [14, Assumption (φ2)], φ(x) ≥ −kx for some
k ∈ (0,+∞). Therefore,
|ω1(x)− ω1(y)| ≤
∣∣∣∣∣ 2λω
∫ √y
√
x
φ(s)ds
∣∣∣∣∣ ≤ 2|λω |
∣∣∣∣∣
∫ √y
√
x
ksds
∣∣∣∣∣ ≤ k|λω| |y − x|.
Since ω˜(x) := k|λω |x is an Osgood modulus of continuity for ω1(x) and ω˜(x) = o(
√
x) as x → 0, this
concludes our proof for φ ≤ 0. 
A.2. Properties of the ordinary differential equation associated to ω. In this section we prove
a few elementary properties of the ordinary differential equation (14) and its approximation by the
explicit Euler method, which we used in our proof of the convergence of the discrete gradient flow.
Proof of Proposition 2.24. The result holds trivially for λω = 0, so assume λω 6= 0. By definition of
Ft(x), for any m ∈ N, h > 0, and mh < T ,
Fmh(x) − F(m−1)h(x) =
∫ mh
(m−1)h
λωω(Fs(x))ds.
Therefore, if y ≥ 0,
|Fmh(x) − fh(y)| ≤ |F(m−1)h(x)− y|+ |λω |
∫ mh
(m−1)h
|ω(Fs(x)) − ω(y)|ds (68)
Consequently, if we define
F¯s,h(x) := f
(i)
h (x) for ih ≤ s < (i + 1)h,
then, taking y = f
(m−1)
h (x) in inequality (68) and using that ω(x) has modulus of continuity ω˜(x),
|Fmh(x)− F¯mh,h(x)| ≤ |F(m−1)h(x) − F¯(m−1)h,h(x)| + |λω |
∫ mh
(m−1)h
ω˜(|Fs(x) − F¯s,h(x)|)ds.
Setting gh(s) := |Fs(x)− F¯s,h(x)|, we may iterate this to obtain
gh(mh) ≤ gh((m− 1)h) + |λω |
∫ mh
(m−1)h
ω˜(gh(s))ds ≤ |λω|
∫ mh
0
ω˜(gh(s))ds.
Given t < T , define m := ⌊ th⌋. Then
gh(t) = |Ft(x)− F¯t,h(x)| = |Ft(x)− Fmh(x)|+ gh(mh) ≤ |λω|
∫ t
mh
ω(Fs(x))ds + |λω|
∫ t
0
ω˜(gh(s))ds
≤
{
|λω|hω(Ft(x)) + |λω|
∫ t
0
ω˜(gh(s))ds if λω > 0,
|λω|hω(x) + |λω |
∫ t
0 ω˜(gh(s))ds if λω < 0,
where the last inequality follows since ω(x) is nondecreasing and Ft(x) is either increasing in t (if
λω > 0) or decreasing in t (if λω < 0). Then Bihari’s inequality [7] implies
gh(t) ≤
{
F˜|λω |t(|λω |hω(Ft(x))) if λω > 0,
F˜|λω |t(|λω |hω(x)) if λω < 0.
.
Finally, taking h = t/m gives the result. 
Proof of Lemma 2.25. First, we show (i). When λω ≥ 0, the result is an immediate consequence of the
fact that ω is nondecreasing. Now suppose λω < 0 and 0 ≤ x ≤ y ≤ r. Since ω has an Osgood modulus
of continuity ω˜(x),
fτ (x) − fτ (y) = (x− y) + λωτ(ω(x) − ω(y)) ≤ −|x− y|+ |λω|τω˜(|x− y|). (69)
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Let δ = |x − y|. If |λω |τω˜(δ) ≤ δ, then the right hand side of (69) is negative, and (i) holds. There-
fore, assume that |λω|τω˜(δ) ≥ δ. Since
√
δ ≤ |λω |τω˜(δ)/
√
δ, we have δ ≤ λ2ωc2rτ2, and since ω˜ is
nonincreasing, substituting this into (69) shows
fτ (x)− fτ (y) ≤ |λω |τω˜
(
λ2ωc
2
rτ
2
) ≤ λ2ωc2rτ2.
Now we consider (ii). If λω ≤ 0, by the monotonicity of ω,
fτ (x+ y) = x+ y + λωτω(x + y) ≤ x+ y + λωτω(x) = fτ (x) + y.
If λω > 0, we use the fact that ω has modulus of continuity ω˜ to conclude
fτ (x+ y) = x+ y + λωτω(x+ y) = fτ (x) + y + λωτ(ω(x + y)− ω(x)) ≤ fτ (x) + y + λωτω˜(y).

A.3. Time-dependent energy functionals. In this section, we describe how our previous results on
the convergence of the discrete gradient flow may be adapted to prove the convergence of the discrete
gradient flow of a time-dependent energy. Specifically, we consider discrete gradient flow sequences of
the following form:
µnτ ∈ argmin
ν∈P2(Rd)
{
1
2τ
W 22 (µ
n−1
τ , ν) + E
n
τ (ν)
}
. (70)
Similar discrete gradient flow sequences of time-dependent energies were previously studied by Petrelli
and Tudorascu [37], without explicit rates of convergence. Provided that Enτ (ν) possesses sufficient
continuity with respect to nτ and is uniformly ω-convex as n and τ vary, our previous arguments may
be adapted quantify the rate of convergence in this case.
We consider energies satisfying the following assumption:
Assumption A.2 (assumption on time dependent energy). Suppose that E0τ = E
0
h for all τ, h > 0,
and abbreviate this initial energy by E0. Suppose that for any µ ∈ D(E0) and T > 0, there exists
C(µ, T ) > 0 so that
(i) Enτ satisfies assumption 2.18, with the same choice of ω(x), λω, and τ∗ for all τ > 0, n ∈ N;
(ii) E0τ (µ)− Enτ (µnτ ) ≤ C(µ, T ), W2(µn−1τ , µnτ ) ≤
√
2τC(µ, T ), and W2(µ, µ
n
τ ) ≤
√
2nτC(µ, T ) for all
0 ≤ τ < τ∗ and n ∈ N so that nτ ≤ T ;
(iii) there exists a continuous, nondecreasing, concave function σ : [0,+∞)→ [0,+∞), vanishing only
at zero so that for all m,n ∈ N and 0 ≤ h ≤ τ < τ∗ with mh, nτ ≤ T ,
|Enτ (µiτ )− Emh (µiτ )| ≤ C(µ, T )
(
σ((nτ −mh)2) + c(τ)) for all 1 ≤ i ≤ n,
where c(τ)
τ→0−−−→ 0.
Item (ii) is the analogue of inequalities (8), (9), and (10) in the time varying case.
Theorem A.3 (convergence of discrete gradient flow). Suppose Enτ satisfies assumption A.2. Then for
all 0 ≤ t ≤ T ,
F˜2t(W
2
2 (µ
n
t/n, µ(t)) ≤ C¯
[
t/
√
n+ tω˜(
√
t/n)
]
+ 4R2t
(
σ(t2/n)) + c(τ)
)
as n→ +∞,
where R and C¯ depend on ω˜, λω˜ , C(µ, T ), T , and τ∗.
Proof. We consider the case λω ≤ 0, since this is all that is needed to prove the above theorem. In
section 3.1, Proposition 3.1 remains unchanged, as it only depends on the behavior of the energy at one
step of the discrete gradient flow. The contraction inequality, Theorem 3.2, changes slightly, since µτ
and ντ may correspond to the energy at different times. Suppose that
µτ ∈ argmin
ρ
{
1
2τ
W 22 (µ, ρ) + E
n
τ (ν)
}
and ντ ∈ argmin
ρ
{
1
2τ
W 22 (ν, ρ) + E
m
h (ρ)
}
.
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Then the energies in (23) are Enτ and the energies in (24) are E
m
h . Consequently, when they are added
together to obtain inequality (25), we must replace the first term on the right hand side by
2τ(Emh (µ)− Enτ (µτ ) + Enτ (ντ )− Emh (ντ )). (71)
Thus, for 0 ≤ τ < min{1, τ∗, (crλω)−1, C(µ, T )/2, C(ν, T )/2}, the theorem holds with the third term on
the right hand side of the inequality replaced by (71).
We now consider section 3.2, in which we prove the convergence of the discrete gradient flow. The
Asymmetric Recursive Inequality, Theorem 3.4, requires similar modifications as did the contraction
inequality. In particular, we take R := max{√2(4T + 1)C(µ, T ), 3}. Then, as ν → νh corresponds to
the energy Enτ , we modify inequality (32) by replacing the third term on the right hand side by
2h(Enτ (µ
m−1)− Emh (µn) + Emh (µn)− Enτ (µn)).
Likewise, the claim continues to hold, replacing the 2τ(E(µm−1)− E(µm)) term by
2τ(Enτ (µ
m−1)− Emh (µm) + Emh (µn)− Enτ (µn)).
Thus, for m,n sufficiently large, the error estimate in Theorem 3.4 becomes
C¯
[
hω˜(
√
τ) + h2 + ω˜(h2)
]
+ 2h(Emh (µ
m−1)− Emh (µm)) + 4R2h
(
σ((nτ −mh)2) + c(τ))
with C¯ as in (40).
Now, we consider Theorem 3.6, quantifying the distance between two discrete gradient flows with
the same initial conditions. We claim that the result continues to hold with the last term on the right
hand side replaced by
2h(E0(µ)− Emh (µm)) + 4R2hm
(
σ
(
(nτ −mh)2 + τ2n)+ σ (h2)+ c(τ)) .
with R := max{√2(4T + 1)C(µ, T ), 3}. The proof proceeds as before, replacing inequality (45) by
f˜
(2(m+1))
h (W
2
2 (µ
n
τ , µ
m+1
h ))
≤ h
τ
C¯
√
((n− 1)τ −mh)2 + τ2(n− 1) + τ − h
τ
C¯
√
(nτ −mh)2 + τ2n
+ 4R2hm
(
h
τ
σ(((n − 1)τ −mh)2 + τ2(n− 1)) + τ − h
τ
σ((nτ −mh)2 + τ2n) + σ(h2) + c(τ)
)
+ C¯
[
hmω˜(
√
τ ) + h2m+ ω˜(h2)m
]
+ 2h(E0(µ)− Emh (µm))
+ C¯
[
hω˜(
√
τ ) + h2 + ω˜(h2)
]
+ 2h(Em+1h (µ
m)− Em+1h (µm+1)) + 4R2h
(
σ
(
(nτ − (m+ 1)h)2)+ c(τ))
By the concavity of
√· and σ(·) and the fact that 2h(Em+1h (µm) − Emh (µm)) ≤ 4Rhσ(h2), we may
bound the right hand side of the above inequality by
C¯
√
(nτ − (m+ 1)h)2 + τ2n+ 4R2h(m+ 1) (σ ((nτ − (m+ 1)h)2 + τ2n)+ σ (h2)+ c(τ))
+ C¯
[
h(m+ 1)ω˜(
√
τ) + h2(m+ 1) + ω˜(h2)(m+ 1)
]
+ 2h(E0(µ)− Em+1h (µm+1)),
which gives the result.
Finally, we come to the exponential formula, Theorem 3.8. Taking τ = t/n and h = t/m in Theorem
3.6, with the modifications described above, we obtain
f˜
(2m)
h (W
2
2 (µ
n
t/n, µ
m
t/m)) ≤ C¯
[
t/
√
n+ tω˜(
√
t/n) + t2/m+ ω˜(t2/m2)m
]
+ 2(t/m)(E0(µ)− Emh (µm))
+ 4Rt
(
σ(t2/n) + σ(t2/m2) + c(τ)
)
.
Consequently, Proposition 2.24 and item (ii) ensure
F˜2t(W
2
2 (µ
n
t/n, µ
m
t/m)) ≤ C¯
[
t/
√
n+ tω˜(
√
t/n) + t2/m+ ω˜(t2/m2)m
]
+R2(t/m)
+ 4R2t
(
σ(t2/n) + σ(t2/m2) + c(τ))
)
+ F˜λ−ω 2t
(
λ−ω 2tω˜(R
2)
m
)
. (72)
Therefore, µnt/n is Cauchy, hence converges to a limit µ(t). Sending m→ +∞ in (72) gives the result.
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