In this paper, we discuss a fuzzy classifier with polyhedral regions. First, we generate an initial convex hull with the maximum dimension using the data, included in a class, in the general positions. Next, we modify the convex hull using one training datum at a time by the dynamic convex hull generation method. Finally, for each convex hull we define a membership function using the minimum operator and tune the slopes of the membership functions using the training data. We demonstrate the effectiveness of our method using two benchmark data sets.
Introduction
Class regions are usually approximated by hyperboxes [l] . But since performance of fuzzy classifiers is determined by how class regions are approximated, to improve generalization ability, ellipsoids [2, 31 or polyhedrons [4] are used. In approximating class regions by polyhedrons, in [4] , first the multilayer neural network is trained and the separating hyperplanes are extracted from the trained network and class regions are approximated by shifting the separating hyperplanes. In [5] , a class region is approximated by a convex hull that is the minimum convex region that includes the training data belonging to the class. But this is intended for clustering.
In this paper we approximate class regions by convex hulls, define a membership function for each convex hull, and tune the membership functions. We generate a convex hull, using the dynamic convex hull generation method developed for generating the Lyapunov function [6] . To use the dynamic convex hull generation method, we need to generate an initial convex hull whose dimension is the same with that of the convex hull including the training data for that class. Then starting from the initial convex hull, we expand the convex hull adding a training datum one at a time.
0-7803-7044-9/01/$10.00 02001 IEEE 1350 In the following, in Section 2, we explain the method for generating the initial convex hull and the dynamic convex hull generation method. In addition, we explain the method for defining the membership function for the convex hull. In Section 3, we compared the classification performance of the proposed method with that of the fuzzy classifier with ellipsoidal regions using the iris data [7] and thyroid data [8] .
Polyhedral Fuzzy Rules
In this section we generate a convex hull, using the dynamic convex hull generation method [6] developed for generating the Lyapunov function. To use the dynamic convex hull generation method, we need to generate an initial convex hull whose dimension is the same with that of the convex hull including the training data for that class. Then starting from the initial convex hull, we expand the convex hull adding a training datum one at a time. If the training datum is in the convex hull, we do nothing. But if it is outside of the convex hull, we modify the facets, which are the surfaces of the convex hull, in front of the training datum.
In the following, in Section 2.1, we explain a general procedure for generating a convex hull, and in Section 2.2 we discuss a procedure for generating an initial convex hull. In Section 2.3 we explain the dynamic convex hull generation method. In Section 2.4, we explain how to define a membership function for a convex hull.
Generation of a Convex Hull
We generate a convex hull using N d-dimensional input vectors PO, p', . . . , pN-' . To avoid confusion, we do not affix class labels to the input vectors. Let the convex hull generated by 1 input vectors pol p', . . . , pZ-'
where conv {.} denotes the convex hull generated by the set of points in {e}. Namely, we call the linear combination of the set consisting of 1 points {PO, p', . . . , pl-l}: . . , n -1) input axes used to generate the ( n -1)-dimensional convex hull, calculate the following vectors: 
Using qk, calculate the vector orthogonal to the
( n -1)-dimensional convex hull:
where x is the outer product operator and (6) 5. Calculate the distance of pin(z,
where b is calculated by substituting po into the equation of the hyperplane including the (n -1)-dimensional convex hull:
If d(pZ-) # 0, the convex hull is expandable, and go to Step 6. Otherwise, go to Step 7. 6. Store pzn and d, to generate the n-dimensional convex hull and go to Step 8. 7. Repeat Steps 4 and 5 for the input axes other than mk (k = 1,. . . , n -1). If the convex hull is not expandable for all the dimensions, do the Steps 4 and 5 for the remaining points.
8. If for all the points and the remaining input axes the convex hull is not expandable, terminate the algorithm and store the final dimension
not zero, a one-dimensional convex hull is generated. Store pal and m l , and go to Step 3.
2.
If all the one-dimensional distances between po and pzl are zero, the two points are identical. Thus read another point Pi" and repeat
Step until a one-dimensional convex hull is generated.
Generation of an n-dimensional convex hull

Dynamic Convex Hull Generation
Let the dimension of the convex hull P ( N ) generated Step 2, according to the location of pn against the facets, the set of facets of the d,-
Here if Pdc+' is included in P(d, + a),
where the superscripts B , R, and Y denote that the associated facets are painted blue, red, and yellow, respectively. Now consider how to modify the facets. The facets included in FdB,-l(P(n-l)) are not seen from p". And thus, we need not modify the facets. Namely, and thus we need not modify the convex hull. But if
Pdc+' is not included in Pdc, we need to modify Pdc.
In the following, according to [6] , we explain how to generate P ( n ) = conv{P(n -l ) , p"} by adding p" to the d,-dimensional convex hull P ( n -1). 1. We calculate the vector orthogonal to facet Fi E Fd--l(P(n -l)), ai, by the outer product of two linearly independent vectors on the facet. Calculating the outer product of edge vectors bi and ci in facet Fi, we get
e -l ( P ( 4 ) = e -l ( P ( n -1)).
Next, the facets included in .F2-1(P(n -1)) are seen from p". Thus, these facets need to be modified to be the convex hull F z -l ( P ( n ) ) including p" and the faces that connect blue and red facets: (12)
We need to set a i so that a i is in the outer direction. To determine the direction of the orthogonal vector, we use the point d that is not on Fi and modify ai as follows: 
{ Blue Red
Finally, p" is on the extension of the facets included in .Fx-l(P(n-1)). Thus the modified set of facets, FIc-l(P(n)), are given by Using (15) to (18), we modify the convex hull.
5.
We set n c n + 1 and if n 5 N go back to Step 1. Otherwise, we stop the algorithm.
Definition of Membership Functions
For the convex hull belonging to class c we define the membership function as follows: the degree of a membership of x at the center of the convex hull is 1, and it decreases as x move away from the center (see Fig.1 ).
Namely, we define the center of a convex hull by the center of the training data that are included in the convex hull: 1 -
IXCI P€X, c, = - 
The membership function m,i(p) is given by mcz(p) = exp (-hcz(P))
where h,i(p) is the tuned distance, a, is a parameter to tune the slope of the membership function, and dCi(p) is the weighted distance in the outer orthogonal direction from a center c, to p:
Here a,i is the outer orthogonal vector of facet Fci and w,i is the distance from F,i to c,.
We define the multi-dimensional membership function mc(p) using the minimum operator for m,i(p). Then m,(p) is given by
where M P ) = mgxhci(P).
(23)
Instead of using the membership function given by (22), we can use hc(p).
Tuning of Slopes
In this section we consider maximizing the recognition rate of the training data by changing a, (c = 1,. . . , n)
where n is the number of classes. If we increase a,, the degree of membership m , ( x ) (the tuned distance h,(x)) increases (decreases), and if we decrease it, the degree of membership (the tuned distance) decreases (increases). Thus we can improve the recognition rate by iterate tuning a, one at a time without allowing new misclassification. By tuning membership functions successively without allowing new misclassification, the recognition rate is improved monotonically and reaches a maximum. This is, however, a local maximum. Thus to avoid trapping into a local maximum, we allow new misclassification during tuning. Then the next task is to find which interval the maximum recognition rate. To limit the search space, we introduce the maximum 2, i.e., ZM. Let 
( L , ( 1 ) ,~~( 1 ) )
be the interval that gives the maximum recognition rate of the training data among 1,. . ., 1 M .
Then even if we set any value in the interval to a,, the recognition rate of the training data does not change but the recognition rate of the test data may change.
To control the generalization ability, we set a, as fol- The thyroid data included 16 discrete input variables among 21 input variables. And when we generated convex hulls using the thyroid data, a large number of facets were generated. Then to reduce the number of facets, we selected 5 relevant features, namely, 3rd, 17th, 18th, 19th, 21st features, from the 21 original features using the feature selection method discussed in [9] . Table 3 shows the results for the proposed method and the fuzzy classifier with ellipsoidal regions. In the table, "Initial" and "Final" columns show the recognition rates of the test (training) data when the membership functions were not tuned and tuned, respectively. "Ellipsoid" column shows the best recognition rates by the fuzzy classifier with ellipsoidal regions.
For the iris data, the recognition rate of the test data reached loo%, and tuning membership functions did not improve the recognition rate. But for the thyroid data, by tuning, the recognition rate of the training data improved by 1.44% and so did that of the test data by 0.12%.
Although the recognition rates of the iris data are almost the same for both methods, those of the thyroid data by the proposed method are better than those of the fuzzy classifier with ellipsoidal regions. Figures 2   and 3 shows the change of the recognition rates of the iris and thyroid data, respectively, as facets are generated. The horizontal axis denotes the number of facets and the vertical axis denotes the recognition rate. From the figures, it is seen that the recognition rates fluctuate as the facets are generated. This may be caused by generating facets by selecting the data that are far away from the convex hull. 
Conclusions
In this paper, we discussed the training method of a fuzzy classifier with polyhedral regions. Namely, first, we generate an initial convex hull with the maximum dimension using the data in the general positions. Next, we modify the convex hull using one training datum at a time by the dynamic convex hull generation method. Finally, for each convex hull we define a membership function using the minimum operator and tune the slopes of the membership functions using the training data. Using two benchmark data sets, we show that our method is comparable to or better than that of the fuzzy classifier with ellipsoidal regions.
