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Abstract
Energy harvesting (EH), which refers to replenishing energy from the environment, is demon-
strated to be a promising approach in reducing the operational expenses (OPEX) and in-
creasing the network lifetime of emerging wireless communication technologies by eliminating
the need for frequent battery replacing or recharging of wireless devices. Among various am-
bient energy sources, the focus of this dissertation is on wireless power transfer (WPT)
considering the unique characteristic of radio frequency (RF) signals; that is, they inher-
ently carry both information and energy. A particularly interesting scenario arises when
sources support simultaneous wireless information and power transfer (SWIPT) to provide
a remote, controllable, and on-demand energy source. In this context, one of the promis-
ing deployment approaches is SWIPT-enabled cognitive radio networks (CRNs), which offer
significant gains in terms of spectral and energy efficiencies. One of the practical scenarios
of RF-powered CRN is deploying a number of distributed cognitive sensor nodes, equipped
with RF EH modules, to sense a specific area and send the sensed data to an access point
while coexisting with a primary licensed network. However, exploiting the full potentials of
SWIPT-enabled CRNs is subject to carefully aligning the requirements of the EH unlicensed
secondary receivers (SRs) with those of the legitimate primary receivers (PRs). In light of
this, the first contribution of this thesis focuses on investigating the problem of beamforming
for the downlink of multi-user multiple-input single-output (MU-MISO) CRNs. With the
objective of minimising the transmission power of the secondary base station (SBS), optimal
and suboptimal solutions for the formulated optimisation problem are provided by jointly
optimising the transmit beamforming vector at the SBS and adjusting the parameters of the
energy harvesters at the SRs. It is shown that the obtained solutions are efficient in meeting
the EH and quality-of-service (QoS) requirements of the SRs and the levels of interference
accepted by the PRs. Apart from SWIPT-enabled CRNs, relay-assisted SWIPT networks
are envisioned to be a promising framework offering extended coverage, diversity gains, and
enhanced energy efficiency. In this case, the relay network itself can benefit from the relayed
transmissions in terms of saving energy, and the harvested energy can be used to charge
relay nodes and extend their lifetime as compensation for their role of data forwarding.
Nonetheless, a concrete performance analysis on the impact of the involved system param-
eters such as, the energy conversion efficiency and the location of the EH relay terminal,
on the trade-off between the achievable information transfer efficiency and the harvested
energy level is crucial for the successful implementation of SWIPT in this context. This
inspired the research work in the next two contributions with the main focus on developing
novel comprehensive analytical frameworks for the investigation and evaluation of SWIPT
relaying systems. Specifically, the second contribution is dedicated to examining the ap-
i
plication of noncoherent modulation, which is recognised as an energy efficient modulation
scheme for SWIPT, due to its ability to eliminate the need of instantaneous channel state
information (CSI) estimation/tracking. Through adopting a moments-based approach, novel
expressions are derived for the outage probability, achievable throughput, and average sym-
bol error rate (ASER) of dual-hop SWIPT relaying systems. Furthermore, new asymptotic
analytical results are derived for the high SNR regime and are then utilised to analytically
quantify the achievable diversity order. The proposed mathematical tools are demonstrated
to be an accurate and efficient means by which one can conduct a thorough analysis on
the system performance without the burden of Monte Carlo simulations. Finally, the third
contribution focuses on SWIPT relaying systems operating in the presence of impulsive non-
Gaussian noise, which is typical in several practical scenarios. Several studies show sufficient
evidences that impulse man-made noise is encountered in various metropolitan, indoor, and
underwater wireless applications. Examples of these sources include automotive ignition,
electronic devices, household appliances, medical equipment, and industrial equipment. To
characterise the behavior of the system performance under this type of noise, an efficient
analytical framework is developed where novel closed-form expressions for the pairwise error
probability (PEP) are derived for two relaying schemes, namely, blind relaying and CSI-
assisted relaying, employed under two assumptions imposed on the deployed EH process;
namely, instantaneous EH (IEH) and average EH (AEH). Apart from being accurate, the
derived expressions are shown to be efficient in quantifying the diversity order of the system
and providing a comprehensive study on the impact of the severity of impulsive noise on the
behavior of the system.
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Chapter 1
Introduction
Energy efficiency is envisioned to be a fundamental requirement for future green wireless tech-
nologies [1]. The term refers to techniques that aim to potentially reduce the operational
expenses (OPEXs), such as those associated with frequent battery recharging/replacement in
wireless nodes [2]. To this end, wireless energy harvesting (WEH), broadly known as wireless
power transfer (WPT), has been flagged as a powerful means to address the conflicting de-
sign goals of perpetual lifetime, uninterrupted network performance, and minimised OPEXs.
WPT is the process of exploiting the received radio frequency (RF) signal in powering up
wireless terminals [3]. The interdisciplinary nature of WPT unfolds several technical chal-
lenges, and calls for integrating the advancements in microelectronics with the design of
wireless communication networks relying on harvested energy. A major concern in WPT
systems is the low WPT efficiency achieved over long distances, and the complex nature of
joint wireless information and power transfer within the same network. With long prop-
agation ranges and support of mobility and multicasting, WPT appears to be a plausible
approach if the two main challenges, “high propagation loss” and “safety concerns”, can
be overcome [4–6]. Henceforth, designing and implementing WPT systems successfully are
subject to analysing the impact of the WPT parameters on the system performance for var-
ious operational setups and characterising the trade-off between the achievable information
transfer efficiency and the harvested energy level. Moreover, to meet the joint requirements
of the service criteria and the levels of energy harvested by each node in a WPT network,
the design of efficient transmission mechanisms and communication protocols is an essential
proposition to unlock the full potentials of this emerging technology.
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1.1 Scope and Motivation
Smart world is envisioned as an era in which objects, such as wearables, sensors, smart ap-
pliances, washing machines, tablets, smart-phones, smart transportation systems, and other
entities are connected to a common interface with the ability to automatically and intel-
ligently serve people in a collaborative-aware manner [7, 8]. The basis of this vision is to
connect a massive number of low-power devices that incorporate sensing, computation and
communication capabilities. Such devices are required to perform frequent updates to the
cloud with low end-to-end cost, seamless connectivity, high availability, and reliability. In
this regard, several fundamental considerations need to be taken into account, in order to
successfully support various requirements, such as low deployment cost, long battery life,
low device cost, extended coverage, self-sustainability, and enhanced spectrum utilisation
that meets the demands for data exchange in large amounts. Maintaining these features
may not only be impossible in certain scenarios, such as in toxic, hostile or inaccessible envi-
ronments, but also may impel the need for frequent battery replacement or charging which
incur high operational costs. Meanwhile, aiming at reducing the overall carbon footprint of
information and communication technology, the focus of research studies is positioned to-
wards investigating green energy efficient procedures [1]. This practical need calls for a new
technology by which wireless devices can replenish themselves with energy from alternative
energy sources without human intervention. The rapid advancements in radio transceivers,
wireless transceivers and sensors are becoming more power efficient and smaller in size. This
achievement combined with emerging energy harvesting (EH) communications create un-
precedented opportunities in the application of wireless communication systems, that were
impossible in the past. However, major research efforts are still needed to transform the
resulting vision into a coherent and realistic proposition.
Capitalising on this, an upsurge of research studies have been directed towards investigat-
ing the performance of communication systems that rely on conventional renewable energy
resources. In this context, the EH technique refers to the process of scavenging energy from
environments, such as solar power, wind energy, thermoelectric sources, and vibrations, to
convert them into electrical energy [9]. However, due to the intermittent and unpredictable
nature of these external energy sources and the fact that they may not even be accessible by
wireless nodes in certain deployments, such as in remote areas and hazardous industrial en-
vironments, communication systems employing the conventional EH technique cannot guar-
antee the delivery of reliable and uninterrupted communication services. Those difficulties
motivate the recently developed concept of WPT which leverages the broadcasting nature of
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ambient RF signals. WPT is capable of delivering a feasible means for powering wireless ter-
minals remotely with consistent availability. Besides, WPT has a full control over its power
transfer, where the transmit power, waveforms, and occupied time/frequency dimensions, are
all tunable for providing stable energy supply under different physical conditions and service
requirements [5]. Moreover, WPT systems can be built in a cost-effective manner in small
dimensions. This feature is indispensable when manufacturing small and low cost wireless
communication devices, such as sensor nodes. Due to the aforementioned advantages that
WPT enjoys, it is deemed as a promising new paradigm in the design and implementation
of future wireless communication systems.
In an attempt to exploit the dual use of RF signals to jointly transfer information and
energy, the efforts of both academic and industrial research communities have been focused
on unifying the information and energy transmission processes. This unification creates the
building block of simultaneous wireless information and power transfer (SWIPT). SWIPT,
which exploits the same emitted electromagnetic wave field to power up wireless terminals
as well as deliver information, is one of the main enabling mechanisms of WPT [10]. In
light of its inherent characteristics, SWIPT can be regarded as a promising solution to the
power constraints of emerging wireless communication systems, achieving perpetual network
lifetime without the need of wired battery recharge or battery replacement. This is due to
the fact that wireless terminals can harvest power through SWIPT as they communicate
with one another. SWIPT communication systems are regarded as a revolutionary technol-
ogy leading to new dimensions for connecting the global world in a seamless manner, and
reshaping several aspects of everyday-life and business applications.
1.2 SWIPT Challenges
Despite the potential performance improvements brought by SWIPT, certain shortcomings
need to be addressed to exploit the full potentials of this emerging technology. In this section,
we discuss some of these challenges.
1.2.1 Pathloss and Channel Fading Effects
There are two crucial factors affecting the amount of energy harvested from RF signals. The
first is the power supplied by an RF source which is typically restricted by both health and
safety regulations. The second is the wireless propagation channel between the transmitter
and the harvesting receiver which suffers from pathloss, shadowing, and multipath fading
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and substantially reduces the average received RF power. The problem is more pronounced
by the wide dynamic range of the power sensitivity for EH (10 dBm) and information de-
coding (ID) (60 dBm) [11]) and the sharply decreasing RF-to-DC conversion efficiency at
low receiver powers. As a result, the combined effects of the above factors introduce a per-
formance trade-off between information and energy transfer in wireless networks that does
not exist in conventional non-EH systems.
This necessitates carrying out thorough performance analysis studies in order to under-
stand the limitations of a SWIPT system and investigate its behavior for various practical
scenarios. It is highlighted that this step is essential for facilitating the design of efficient
enabling mechanisms.
1.2.2 Half-Duplex Constraint
Due to hardware limitations in the receivers, EH and information transmission cannot be
performed simultaneously. At present, the circuit of an energy harvester is designed to har-
ness RF energy and convert it to DC voltage, but cannot perform functionalities related to
ID, such as down-conversion, analog-digital conversion, and demodulation. Hence, a receiver
that is in the receiving mode is not able to harvest energy [12]. It is noted that the defi-
nition of the half-duplex constraint here differs from that which appears in the context of
conventional half-duplex communications, which prohibits a device from transmitting and
receiving at the same time.
Accordingly, two practical receiver architectures were proposed to tackle this physical limita-
tion, namely, the power splitting (PS) receiver and the time switching (TS) receiver [13]. A
PS receiver divides the received signal into two portions, one for EH and the other for infor-
mation decoding, while a TS receiver allocates portion of the time slot to EH and dedicates
the rest for data processing. Meanwhile, it is important to understand that the efficiency of
power transfer is determined by the received signal power while the reliability of information
transfer depends on the receive signal-to-noise ratio (SNR).
Given the fact that the time resource for time switching and the power resource for power
splitting are constrained, and since there exists a balance or trade-off between information
transmission and power transfer, it is crucial to select the two tasks based on a certain net-
work optimisation objective. More specifically, assuming a point-to-point communication
system, when the quality-of-service (QoS) is maximised the harvested energy becomes zero,
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since all the signal’s power or duration of the block is utilised for information transmission.
The opposite happens when the aim is to maximise the harvested energy. This leads the for-
mulation of constrained optimisation problems that aim to maximise specific metrics subject
to several service criteria to be non-convex generally.
1.2.3 Power Constraint
Another confining factor that distinguishes a SWIPT system from its conventional non-
RF powered counterpart is that RF-powered devices have a stringent power constraint.
Therefore, it is infeasible to employ algorithms that require high computational power which
would result in high power consumption. Therefore, all modulation techniques, channel
coding, routing protocols and receiver operation policies need to be redesigned for RF-
powered communication networks [14].
1.2.4 SWIPT Relaying
Although implementing RF-powered relays could significantly retain diversity gain, the har-
vested energy of an RF-powered relay is consumed immediately within a transmission cycle.
This stems from the causality notion in SWIPT systems, which refers to the fact that the
energy harvested at present can only be used in future transmissions. Consequently, the
power available at the relay node for transmission is often limited due to severe propagation
losses and low energy conversion efficiency as a result of SWIPT [12]. Therefore, the relays
must be optimally placed to meet a certain trade-off between EH and information transmis-
sion between the source and the destination node. Furthermore, selecting the PS and TS
portion of the received signal for PS and TS receiver architectures, respectively, is a major
concern in SWIPT relaying networks. Specifically, the end-to-end quality of communication
in a two-hop relaying system with a relay that employs a PS receiver is dependent on how
much of the received power is allocated to the EH and detection circuit [6]. This is also the
case for a relay employing the TS receiver, where the end-to-end quality of communication
is dependent on how much of the total time is allocated to the EH or information detection.
1.2.5 SWIPT-enabled Cognitive Radio Networks (CRNs)
In practical scenarios, SWIPT is likely to be deployed with other existing communication
networks where they can cause harmful co-channel interference when operating simultane-
ously in the same frequency band. To overcome this issue and to address the limitation in
the operating spectrum, SWIPT can be made cognitive [15–17]. Another key concern for
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SWIPT is the decay in energy transfer efficiency with the increase of transmission distance
due to propagation pathloss. One of the potential solutions to tackle this is to exploit multi-
antenna techniques since it is well established that multi-antenna techniques are used to
combat fading channels and concurrently support multiple streams of information through
spatial beamforming and multiplexing techniques, achieving extra spectral efficiency gains.
Integrating the capability of EH into the functionality of cognitive radio devices infer non-
trivial challenges on their design. Therefore, it is crucial that the operation of the system
is optimised in order to improve the survival of the system and for the better utilisation of
the underlying RF energy source, taking into account the characteristics of the considered
CRN [17]. Several factors that do not exist in non-RF-powered CRNs impose fundamental
limitations on their performance. For example, in multi-user CRNs where a multi-antenna
secondary base station (SBS) serves multiple secondary receivers (SRs), beamforming design
in this case becomes challenging due to conflicting design goals for information and power
transfer [18]. Specifically, for information transfer, the beams should be designed to mitigate
inter-user interference. On the other hand, for power transfer, the inter-user interference can
increase the received energy at SRs, however will cause excessive interference to the licensed
primary network. This implies the need to redesign existing beamforming techniques to
account for these conflicting objectives, which often leads to an optimisation problem with
intractable solution(s), due to the non-convexity of the formulated problem.
1.2.6 Impulsive Noise
The well-known additive white Gaussian noise (AWGN) is motivated by the fact that the
transmitted data is corrupted by thermal noise present in every real physical receiver. How-
ever, many practical communication channels are additionally impaired by impulsive man-
made electromagnetic interference or atmospheric noise. Several studies show sufficient ev-
idences that impulse man-made noise is encountered in various metropolitan and indoor
wireless applications [19–22]. Examples of impulsive noise sources include automotive ig-
nition, electronic devices, household appliances, medical equipment, and industrial equip-
ment [20–22]. A practical foreseen scenario of such a situation is future Internet-of-Things
(IoTs) nodes, for instance, which can be implanted in environments that are susceptible to
impulsive noise such as in industrial locations or in fields close to power lines. Although these
nodes are envisioned to be powered by RF energy through SWIPT in certain applications to
achieve the advantages brought by SWIPT, such as, dual use of RF signals for information
and power transfer, extended network lifetime, etc., their performance is not yet studied
when impulsive noise is considered [23]. Nonetheless, it is considered as a prevalent source
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of performance degradation. It has been demonstrated in [24] that communication systems
designed under the AWGN assumption typically suffer from severe performance degradations
when exposed to impulsive noise. This elevates the need for studying the performance of
SWIPT systems, which are not only disturbed by multipath fading, but also by impulsive
(non-Gaussian) noise, in order to provide pragmatic information for the system designer.
1.3 Problem Statement and Objectives
To provision sustainable network operations in the coming era of smart world, hundreds of
EH wireless sensor devices are envisioned to operate based on a number of enabling wireless
communication technologies at the same time. For example, by incorporating cognitive radio
and relaying capabilities together, emerging wireless networks are expected to enjoy improved
data transmissions efficiency and reliability by setting up intermediate network nodes to re-
lay data in a cooperative manner while addressing the spectrum scarcity problem through
spectrum sharing. However, paving the way towards enabling SWIPT cognitive radio relay
frameworks is tied with addressing several design principles and obtaining a concrete perfor-
mance analysis of the system to understand the relation between its parameters. Towards
achieving a thorough understanding of SWIPT cognitive relay networks, in this thesis, we
focus on examining one framework at a time. Specifically, we first consider SWIPT-enabled
CRNs separately, then direct the attention towards studying relay-assisted SWIPT networks.
We will pursue investigating SWIPT cognitive relay networks as part of our future work. To
this effect, in what follows, we present the problems highlighted in this thesis and discuss
the main objectives put forward towards addressing the presented problems.
1.3.1 Problem Statement
1.3.1.1 SWIPT-enabled CRNs
When CRNs are deployed in multi-user multiple-input single-output (MU-MISO) scenarios,
a multi-antenna SBS transmits simultaneously to multiple single-antenna SRs each of which
implements EH and ID enabled by WPT. This could be done through transferring energy
and information for energy and information receiving nodes, respectively, via separate chan-
nels. Current research work mainly concentrates on designing beamforming schemes when
the SRs either perform EH or ID but not both [25, 26]. However, when the SBS sends
both information and energy at the same time to SRs enabling SWIPT, the two tasks of
energy and information transfer pose conflicting constraints on the design of such networks,
especially when existing with the licensed primary network. As a result, there is a need to
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properly design beamforming weights so as to balance the trade-offs between information
and energy broadcasting for SRs and to ensure that the level of interference incurred at the
primary network is tolerable. Nonetheless, finding the optimal beamforming strategy be-
comes intractable due to the non-convexity of the formulated optimisation problem which is
constrained by the the QoS and EH requirements of each SR and the stringent requirements
of the primary network in terms of the accepted interference levels.
1.3.1.2 Relay-assisted SWIPT
Unlocking the full potentials that relaying transmissions could bring to SWIPT systems is
subject to several crucial factors:
 The power constraint imposed on RF-powered relays: Since the only source of power
available at the relay is due to the energy harvested from the received source signal,
coherent modulation schemes that are based on performing channel station information
(CSI) estimation are infeasible. This stems from the fact that CSI-based modulation
schemes result in increased signaling overhead and processing burden. This, in turn,
increases the amount of power consumption at the relay node and, hence, poses a prac-
tical hindrance in the performance of SWIPT relay networks. On the contrary, with
noncoherent modulation schemes, the receiver is designed not to make any attempt
at estimating the CSI at all. For this case, detection techniques are based on the ab-
sence of any knowledge of the received CSI [27]. Examples of noncoherent modulation
schemes include M -ary differential phase shit keying (MDPSK) and noncoherent M -
ary frequency shift keying (MFSK). Hence, there is a need to investigate noncoherent
modulation schemes, that eliminate the need of CSI estimation, and to analyse their
impact on major performance measures.
 The effect of impulsive noise: Relay nodes enabled with SWIPT are envisaged to be de-
ployed in environments impaired by impulsive man-made electromagnetic interference
or atmospheric noise. Although, existing receivers designed to operate over AWGN
noise fail to achieve the system requirements when exposed to impulsive noise, a com-
prehensive performance analysis examining the behavior of SWIPT relaying systems
in such severe conditions does not exist in literature. Hence, there is a need to de-
velop theoretical performance analysis frameworks to facilitate the design of efficient
receivers which are robust to impulsive noise.
Designing and developing relay-assisted SWIPT communications systems that address the
above-mentioned factors call for a profound insight of important metrics characterising the
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system. However, it is widely acknowledged that field measurements for performance evalua-
tion purposes are not cost-effective. Meanwhile, Monte Carlo simulations are time inefficient.
1.3.2 Objectives
To address the aforementioned technical problems, the aim of this thesis is described in the
following objectives:
 Investigate beamforming strategies for a SWIPT MU-MISO underlay CRN that con-
sider the constraints on the downlink transmission power of the SBS and the stringent
performance requirements of the secondary and the primary networks.
 Provide an accurate comprehensive analytical framework to enable a cost-effective
and time-efficient examination of noncoherent modulation schemes when adopted in
SWIPT relaying systems. This is done to possibly offer useful insights for improving
the communication link quality and system spectral efficiency.
 Develop efficient and accurate mathematical models to investigate the performance of
SWIPT relaying systems operating in the presence of impulsive noise and consequently,
to enable obtaining a thorough analysis on the relationship between the system param-
eters and the impact of changing their settings on mitigating the detrimental effects of
impulsive noise.
1.4 Contributions and Research Outcome
Based on the aforementioned objectives, this research aims to propose efficient optimisation
tools and develop novel analytical frameworks for the investigation and evaluation of wireless
communication systems enabled with SWIPT. In particular, the main contributions and
research outcomes of this thesis are presented in this section.
1.4.1 Contributions
The main contributions of this thesis are summarised as follows:
 Analytic optimal and suboptimal downlink transmit beamforming solutions are devel-
oped for underlay MU-MISO RF-powered CRNs. With the focus on the objective of
minimising the transmit power at the SBS, an optimisation problem is formulated to
jointly optimise its transmit beamforming vector and the PS ratios at the SRs while
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guaranteeing that the required EH and QoS constraints at the SRs and the interference
constraints at the primary receivers (PRs) are met.
 A comprehensive analytical framework for the analysis of TS and PS receiver architec-
tures for noncoherent modulation in SWIPT relay networks is proposed. The derived
theoretical system performance expressions are shown to be useful in evaluating the
several performance metrics of a dual-hop amplify-and-forward (AF) relaying SWIPT
system. These metrics include, but are not limited to, amount-of-fading, outage prob-
ability, throughput, and average symbol error rate (ASER) of the considered system.
 An analytical framework is developed to characterise the effect of impulsive noise on the
behavior of a dual-hop AF relay-assisted SWIPT system, embedded with a PS receiver
architecture. Specifically, by deriving novel closed-form expressions for the pairwise
error probability (PEP), the diversity order of the considered system is described and
the impact of practical system parameters on the system performance is analysed.
1.4.2 Research Outcome
The work accomplished in this dissertation has led to the following publications:
1. L. Mohjazi, M. Dianati, G. Karagiannidis, S. Muhaidat, and M. Al-Qutayri, “RF-
powered cognitive radio networks: technical challenges and limitations,” IEEE Com-
mun. Mag., vol. 53, no. 4, pp. 94-100, Apr. 2015.
2. L. Mohjazi, I. Ahmed, S. Muhaidat, M. Dianati, and M. Al-Qutayri, “Downlink
beamforming for SWIPT multi-user MISO underlay cognitive radio networks,” IEEE
Commun. Lett., vol. 21, no. 2, pp. 434-437, Oct. 2017.
3. L. Mohjazi, S. Muhaidat, and M. Dianati, “Performance analysis of differential mod-
ulation in SWIPT cooperative networks,” IEEE Signal Process. Lett., vol. 23, no. 5,
pp. 620-624, Feb. 2016.
4. L. Mohjazi, S. Muhaidat, M. Dianati, and M. Al-Qutayri, “Performance analysis of
SWIPT relay networks with noncoherent modulation”, accepted in IEEE Trans. Green
Commun. Netw.
5. L. Mohjazi, S. Muhaidat, M. Dianati, and M. Al-Qutayri, “Performance analysis
of SWIPT relaying systems in the presence of impulsive noise”, submitted to IEEE
Access.
6. L. Mohjazi, D. Dawoud, P. C. Sofotasios, S. Muhaidat, M. Dianati, M. Valkama, and
G. K. Karagiannidis, “Unified analysis of cooperative spectrum sensing over generalised
multipath fading channels”, in Proc. IEEE Int. Symp. on Pers., Indoor, Mobile Radio
Commun. (PIMRC’15), Hong Kong, China, Aug. 2015, pp. 370-375.
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7. L. Mohjazi, S. Muhaidat, M. Dianati, and M. Al-Qutayri, “Outage probability and
throughput of SWIPT relay networks with dierential modulation”, in Proc. IEEE Veh.
Technol. Conf. (VTC Fall’17), Toronto, ON, Canada, Sept. 2017, pp. 1-6.
1.5 Thesis Outline
The rest of this dissertation is organised as follows. Chapter 2 presents an overview on
SWIPT technology. Chapter 3 examines downlink transmit beamforming strategies for MU
MISO RF-powered CRNs. Chapter 4 focuses on examining the performance of noncoherent
modulation schemes in SWIPT relay networks. Chapter 5 is dedicated to analysing the
impact of impulsive noise on the performance of SWIPT relaying systems for four distinct
relaying protocols. Finally, Chapter 6 concludes the dissertation and presents some possible
future extensions. The details of these chapters are described below.
1.5.1 Chapter 2: Background
In this chapter, a history background of WPT is presented. In addition, the design principles
of WPT are introduced. Then the classification of RF EH are described. Finally, light is shed
on some communication technologies enabled by SWIPT and a number of their applications
and industrial interest are detailed.
1.5.2 Chapter 3: SWIPT in MISO Cognitive Radio Networks
In this chapter, analytic optimal and suboptimal downlink transmit beamforming solutions
are developed for underlay MU-MISO RF-powered CRNs. This is performed by considering
the PS integrated receiver architecture for SWIPT, where the received signal is split with
an adjustable PS ratio to enable simultaneous EH and ID. More precisely, the transmit
beamforming vector at the SBS and the PS ratios at the SRs are jointly optimised with the
objective of minimising the transmit power at the SBS and under the constraints that the
required EH and QoS constraints at the SRs and the interference constraints at the PRs are
met. Since the underlying optimisation problem is non-convex, we first resort to semidefi-
nite programming (SDP) relaxation to handle this non-convex optimisation problem and we
analytically prove that following this approach is indeed tight and does not incur any loss in
optimality. Second, we exploit the structure of the relaxed problem to provide a closed-form
expression for the optimal solution by exploiting the Karush-Kuhn-Tucker (KKT) conditions
of the relaxed problem. We demonstrate the ability of the proposed technique to efficiently
control the requirements of both the secondary and the primary networks and show that it
is useful in revealing useful performance insights.
The work of this chapter resulted in producing the research outcomes (1) and (2) of Section
1.4.2.
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1.5.3 Chapter 4: SWIPT Relay Networks with Noncoherent Mod-
ulation
In this chapter, we propose a comprehensive analytical framework to investigate the per-
formance of TS and PS receiver architectures for noncoherent modulation in SWIPT relay
networks. First, for a dual-hop AF relaying SWIPT system, we adopt the moments-based
approach to derive novel expressions for the outage probability, achievable throughput, and
ASER of a SWIPT relay system for two noncoherent modulation schemes, namely, MDPSK
and noncoherent MFSK. Second, we derive new asymptotic analytical results for the outage
probability and ASER in the high SNR regime and we analytically quantify the achievable
diversity order of the considered system. An extensive Monte Carlo simulation study is pre-
sented to corroborate the proposed analytical model. We exploit the developed framework to
analyse the impact of several system parameters, involving the energy conversion efficiency
and TS and PS ratio assumptions, imposed on the EH relay terminal.
The work of this chapter resulted in producing the research outcomes (3), (4) and (7) of
Section 1.4.2.
1.5.4 Chapter 5: SWIPT Relaying Systems with Impulsive Noise
In this chapter, we develop an analytical framework to characterise the effect of impulsive
noise on the behavior of a dual-hop AF relay-assisted SWIPT system, embedded with a PS
receiver architecture. Specifically, considering Alamouti space time codes, we derive novel
closed-form expressions for the PEP considering two variants based on the availability of
CSI; namely, blind AF and CSI-assisted AF, and two variants based on the deployed EH
process; namely, instantaneous EH (IEH) and average EH (AEH). Extensive Monte Carlo
simulations are presented to validate the accuracy of the proposed analytical model. Then,
the derived expressions are exploited to describe the diversity order and quantitatively iden-
tify the influences of practical system parameters, involving the relays’ locations and PS ratio
assumptions, on the system performance of the different relaying techniques considered.
The work of this chapter resulted in producing the research outcome (5) of Section 1.4.2.
1.5.5 Chapter 6: Conclusions and Future Work
This chapter concludes the thesis, where the main conclusions of the presented research are
drawn. Furthermore, possible future extensions of this work are also proposed.
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Chapter 2
Background
In this chapter we present an overview on the history, design principles, and categories of
WPT. We also discuss few wireless communication systems enabled with SWIPT and list
some of the major industrial interests in this technology.
2.1 WPT
2.1.1 History of WPT
Fig. 2.1 presents the history of WPT and MPT. Specifically, the theoretical basis of WPT,
which refers to transmitting electrical energy from a power source by means of electromag-
neticfields to an electrical component or a portion of a circuit that consumes electrical power
without a wired interconnection, dates back to 1862 when Maxwell’s equations were for-
mulated describing the radio wave as an energy flow [Fig. 2.1(1)]. Building on this theory,
Nikola Tesla carried out the first WPT experiments at the end of 1890s, in which he tried
to transmit approximately 300 KW power via 150 KHz radio waves [28] [Fig. 2.1(2)]. His
experiments failed due to the diffusion of the wireless power (low power density), which
depends on the frequency of operation and the size of the transmitting antenna, and the
high power requirements by the receiving terminals/users. After Tesla’s failure, the path
of radiowave development focused on wireless communication and remote sensing technolo-
gies [Fig. 2.1(3)] rather than WPT. However, the advancements of wireless communication
and remote sensing technologies helped the development of new WPT techniques. The ma-
jor development paths of WPT and radiowave applications are given in red and blue solid
lines, respectively, while the links between the two paths are given in dashed lines in Fig. 2.1.
The WPT experiments restarted with the use of microwave power transmission (MPT) in
1960s by William C. Brown with high efficiency microwave technologies based on the wire-
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less communications and radar remote sensing technology developed during World War II
[Fig. 2.1(4)]. Specifically, he carried out many kinds of MPT experiments with 2.45 GHz mi-
crowave tubes [Fig. 2.1(5)]. He first invented a rectifying antenna which he called ”rectenna”
for receiving and rectifying microwaves. He succeeded to achieve a 50 percent efficiency at
an output power of 4 W (direct current) DC and 40 percent with output power of 7W DC.
It is highlighted that the efficiency in this context is the conversion efficiency of the rectify-
ing circuits. More details about the rectifying circuit will be presented in Section 2.1.2.2.1.
Then, with the major innovation of the rectenna, Brown and his team succeeded in sev-
eral MPT experiments with their largest demonstration being in 1975 when a rectified DC
power of 30 KW with rectifying efficiency 82.5 percent was achieved from a 450 KW power
transmitted over a frequency of 2.388 GHz over a 1.6 km transmission distance. Despite the
success of these experiments, the required system size and cost was too big for any realisable
practical application, preventing the WPT technology to be in a commercialised form.
The solar power satellite (SPS) technology, developed by Peter Glaser in 1968 [Fig. 2.1(6)]
overcame some of the drawbacks of MPT, since the SPS supplied approximately ten times
more electric power than solar cells on the ground because it was in a geostationary orbit
in space where power generation in 24/7. After the 1980s, many MPT experiments were
carried out in Japan [Fig. 2.1(7)] using the phased array technique. In one of their field
experiments, they transmitted approximately 20 W of microwave power towards a target
150 km away with a phased array. Even though they could not receive the microwave power,
which depends on distance and antenna aperture, the transmission scheme formed the basis
for follow-on work. In the 2000s, advances in microwave technologies pushed WPT back into
consideration for commercial applications. With the development of mobile communications
technologies, the required power of wireless receivers decreases for WPT [Fig. 2.1(8)]. This
means that enough power can be received via microwaves, just as with a wireless communi-
cation signal [Fig. 2.1(9)], giving rise to the terms EH and MPT [28].
The other recent trend in WPT started from the use of resonant coupling by Massachusetts
Institute of Technology (MIT) in 2006. The resonant coupler is well known as a microwave
filter [Fig. 2.1(10) and (11)]. With this technique, a large amount of power (from watts to
kilowatts) can be transmitted without any radiation over mid-length distances (more than
a few meters) at low frequencies (less than 10 MHz) using simple resonant circuits [28]. It
then became evident that the resonant coupling of WPT is more suitable for commercial
needs. A complete review of the history of the WPT technology can be found in [28].
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Figure 2.1: History of wireless power transmission and microwave power transmission [28].
2.1.2 Near-Field and Far-Field
The electromagnetic (EM) fields generated by an antenna display different characteristics
depending on the distance from the antenna at which they are measured [29]. It is customary
to divide the space surrounding the antenna into three zones, in which the EM fields possess
different distinguishable properties as shown in Fig. 2.2. As above-mentioned, according to
short-distance or long-distance applications, the WPT techniques can be divided into two
categories: near-field (non-radiative) and far-field (radiating), respectively. The hierarchy of
the WPT classification is illustrated in Fig. 2.3.
2.1.2.1 Near-field WPT
In near-field applications, the generated electric power is based on either inductive coupling,
capacitive coupling, or resonant inductive coupling, which can be applied to wirelessly power
devices in the range of tenths of Watts [14]. In this case, power leaves the transmitter only
when the distance between it and the receiving device is within the wavelength of the emitted
signal. Therefore, the power transmitted decreases exponentially with the distance between
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Figure 2.2: Graphical illustration of the different field regions.
the transmitter and receiver, i.e., if the distance between transmitter and receiver is larger
than the wavelength of the transmitted signal, very little power can be harvested. It was
demonstrated that 40 percent of PTE can be achieved at a distance of 2 m using coupled
antennas at the resonant frequency [14].
Recently, research and development in WPT have seen tremendous growth [30]. Induc-
tive coupling is the most widely used wireless technology. Its applications include charging
handheld devices like phones and electric tooth brushes, RF identification (RFID) tags, and
chargers for implantable medical devices like artificial cardiac pacemakers, or electric vehi-
cles. We highlight that near-field WPT is out of the scope of this dissertation, which focuses
on far-field WPT.
2.1.2.1.1 Typical Efficiencies In near-field applications, the PTE depends on the cou-
pling coefficient, which depends on the distance between the two coils/resonators [31]. It
has been reported that efficiencies of resonant inductive coupling can range between 5.81
to 57.2 percent when the resonant frequency varies from 16.2 kHz to 508 kHz for distances
ranging from a few millimeters to a few centimeters [31]. It has been also demonstrated that
with magnetic resonance coupling the PTE can range between 30-90 percent for distances
ranging between 2.25 m to 0.75 m [31].
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2.1.2.2 Far-field WPT
In this technique, the amount of power emitted as electromagnetic waves by an antenna
depends on the ratio of the antenna size (diameter) to the wavelength of the waves, which is
determined by the frequency of the transmitted signal. Therefore, far-field methods achieve
longer ranges, often multiple kilometer ranges, where the distance between the transmitter
and receiver is much greater than the diameter of the transmitting antenna. In this case, the
electromagnetic radiation appears in the form of RF/microwave signals, and can be received
by antennas and then converted to power by rectifier circuits. The RF/microwave sources
could be ambient electromagnetic radiations from the surroundings or beamforming signals
emitted by a known transmitter [32]. Power transmissions in this field has enabled energy
to be transferred over greater distances without using a wired electrical network. The most
well-known forms of electromagnetic radiation used for far-field WPT are microwaves and
laser beams. RF energy transmission in the microwave frequency band is the most recently
focused technique. In such frequencies, the wavelength of the RF signal is very small and
the WPT system does not require calibration and alignment of the coils and resonators at
the transmitter and receiver sides [33]. This renders the technique as a suitable solution
to power a large number of small wireless mobile devices over a wide geographical area.
Meanwhile, towards fulfilling the feasibility requirements of WPT, an outstanding progress
has been made in the research and development of RF energy harvesting circuits in general,
and rectenna designs in particular [34–38] and the references therein.
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Before proceeding further, it is worth mentioning that RF, microwave, and laser WPT tech-
niques posses different typic PTE values. For example, it was reported in [39] that PTE
efficiency was only about 1.5 percent when a receiver is 30 cm away from the RF transmit-
ter. Also, it has been demonstrated in [40] that the laser PTE is about 40 percent at a
distance of 10 m. Furthermore, it was shown in [41] that the PTE of a SPS system over
36,000 km is approximately 45 percent.
The mechanisms by which RF energy is obtained in the far-field region can be mainly
classified into two categories: non-intended RF energy harvesting and intended RF energy
harvesting. In the following, we provide an overview of these two categories.
a) Non-intended RF energy harvesting Non-intended RF signals are ambient RF
sources not originally intended for energy transfer. This includes signals radiated due to
wireless telecommunication services, such as cellular systems, mobile devices, and Wireless
Local Area Networks (WLANs), or from public broadcasting systems, such as TV and radio.
These ambient signals, if not received by their intended receivers, are dissipated as heat,
resulting in a waste of energy. Instead, they could be used as a sustainable and low-cost
source to harvest energy from [34]. A device that harvests energy from ambient RF sources
can have separate antennas or antenna array for RF transceiver and RF energy harvester.
Harvesting energy by this means is subject to long-term and short-term fluctuations due to
radio tower service schedules, nodes mobility and activity patterns, and fading. It has been
demonstrated experimentally that a power of 5.5. µW was harvested at a distance of 15 m
from a source power of 4 W at an operating frequency between 902-928 MHz [42].
b) Intended RF energy harvesting This method can be divided into two types. In
the first, the receiver obtains wireless power transferred from a dedicated source that only
delivers power without transmitting information to it such as directive power beamforming1.
With the Powercaster transmitter [43] operating on 915 MHz frequency and a 3 W transmit
power, a harvested power of 189 µW and 1 µW is achieved at a distance of 5 m and 11 m,
respectively. The second method uses the same emitted RF signal to transport energy and
information simultaneously, known as SWIPT [10].
2.1.2.2.1 Design Principles We provide in this section basic foundational knowledge
on the design principles of an RF energy harvester circuit. Although the works related to
1Powercast transmitter is one example that is already commercialised. Interested readers may learn more
at [43].
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Figure 2.4: Block diagram of a typical power scavenging module powering a communication
transceiver [5].
circuit design and electronics for RF EH is beyond the scope of this thesis, this background
is essential to better understand the far-field WPT techniques.
A wireless power scavenger module consists of the following components: a receiver an-
tenna or antenna array, a matching network and a RF to DC converter or rectifier [14]. The
schematic of this module is presented in Fig. 2.4.
a) Antenna Design Antenna is the device in the RF-EH circuit that is responsible for
capturing RF signals. The successful operation of the RF-EH system is constrained with the
antenna efficiency which depends on the operating frequency. Another key goal for antenna
technology in the context of RF-EH is to achieve high antenna gain with miniaturized size.
The process of correctly arranging antennas with the same matching circuit and power man-
agement or operating antennas at different frequencies plays a central role in increasing the
amount of the harvested energy. RF antennas can harvest energy from a variety of sources
such as mobile phones (900-950 MHz), local area networks (2.4 GHz - 5.8 GHz), Wi-Fi sig-
nals and broadcast Ultra High Frequency (UHF) TV signals. However, this also comes with
several challenges such as pathloss and shadowing [14].
b) Matching Network The captured RF signals from the antenna are then fed to a
matching network. Its main functionality is to increase the input voltage of the rectifier
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and to minimise the transmission loss from the antenna to the rectier. Impedance matching
is crucial for maximum power transfer and is achieved when the impedance of the loads and
the impedance at the antenna output are matched together.
c) Rectifier The main function of the rectifier is to convert the captured RF signals to
the DC voltage levels. One of the most important challenges of the rectifier design is to
generate a considerable voltage (battery-like voltage) from the received RF power. The ef-
ficiency of RF to DC conversion is determined by the diode in the circuit of the rectifier.
Therefore, the diode is recognised as the main component of the rectifier circuit. In general,
a higher rectifying efficiency can be achieved by using a diode with a lower voltage [44].
2.1.2.2.2 Typical Efficiencies The end-to-end far-field WPT efficiency is equal to the
product of three efficiencies [2]:
1. The DC-to-RF power conversion efficiency at the transmitter side.
2. The beam efficiency defined as the ratio between the received and radiated powers and
depends on the apertures of the transmit and receive antennas, the wavelength of the
carrier frequency, and the propagation distance.
3. RF-to-DC power conversion efficiency of the rectenna at the receiver side.
Based on the three different efficiencies mentioned above, it is worth highlighting the fact
that the overall PTE does not only depend on the distance, but rather, on all the parameters
involved in computing these three efficiencies. Since one of the major challenges of WPT
is to generate a battery-like voltage from very low input RF power, researchers has paid
tremendous amount of attention on enhancing the conversion efficiency, which depends on
the circuit design of RF EH devices. It has been reported in [31] that an efficiency of
83 percent can be achieved at an input power of -1 dBm with an operating frequency of
2.45 GHz. Also, it has been reported that a conversion efficiency of 75 percent can be
achieved for an input power of -10 dBm at an operation frequency of 900 MHz [31].
2.1.2.2.3 RF Energy Propagation Models The amount of power that can be har-
vested by an RF energy harvester can be calculated based on a number of models. Some of
the most popular ones are as follows:
1. Free-Space Model: This model is based on the Friis equation [29] as
PR = PT
GRGTλ20
(4pidTR)2L
, (2.1)
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where PR is the received power, PT is the output power of the transmitting antenna,
GR and GT denote the gains of the receiving and transmitting antennas, respectively,
λ0 is the wavelength of the RF signal, L is the pathloss factor, and dTR is the distance
between the transmit antenna and the receiver antenna. This free-space model has the
assumption that there is only one singly path between a transmitter and a receiver.
2. Two Ray Ground Model: Due to RF scattering and reflection, an EH node can
harness RF energy from an RF source from multiple paths. The two ray ground model
captures this phenomenon by considering that RF signals propagate not only through
a line-of-sight path, but through a reflected path as well [29]. According to this model,
the harvested RF power from a transmitter can be calculated as
PR = PT
GRGTh2th2r
d4TRL
, (2.2)
where ht and hr are the heights of the transmit and receive antennas, respectively.
3. Rayleigh Model: Unlike the previous two models which are deterministic, the Rayleigh
model is a probabilistic model whose parameters are drawn from a Rayleigh distribu-
tion and which presents a more practical scenario for characterising the RF propa-
gation [29]. This model assumes the situation when there is no line-of-sight channel
between a transmitter and receiver. Accordingly, the amount of received RF power is
given as
PR = P
det
R × 10L × log(1− unif(0, 1)), (2.3)
where P detR represents the received RF power calculate by a deterministic model, the
pathloss factor is defined as L = −αlog10(dTR/d0), where d0 is a reference distance, and
unif(0, 1) denotes a random number generated between 0 and 1 following a uniform
distribution.
2.1.3 Industrial Interest
The continued collaboration between academia and technology companies on EH and WPT
wireless devices resonates well with the interest from industry. We list in the following some
of the involved companies:
 LaserMotive works on developing technologies for efficiently transmitting power via
lasers, a form of wireless energy transfer commonly, for unmanned aerial vehicles
(UAVs) [45].
21
 Wi-Charge manufactured a novel system for WPT in whereby power is delivered be-
tween transmitter and receivers using focused, safe beams of infrared light (IR) [46].
 PowerbyProxi and Humavox focus on the power transfer through resonant inductive
coupling to power wireless sensors over a short range [47,48].
 PowerCast developed transmitter and receivers that operate as an end-to-end system
over short-range and long-range to wirelessly trickle charge batteries or operate battery-
free devices for commercial and industrial applications [43].
 Philips is also exploring solutions for WPT, considering rotational system with high
power WPT, remote sensing applications, etc [49].
2.2 SWIPT
As sensors and wireless transceivers are becoming more energy-efficient, that can be at-
tributed to recent advancements in both antenna technologies and power electronics, their
energy and information transmission aspects are envisioned to be unified. The concept of
superposing information and power transfer has led to the novel architecture of SWIPT.
Due to this concept, which does not exist in other WPT mechanism, wireless sensor nodes,
for example, can be charged with the control signals they receive from the access point.
Therefore, SWIPT-enabled systems are expected to provide significant gains in terms of
spectral efficiency, time delay, energy consumption, and interference management [14] and
henceforth, a tremendous upsurge in research activities have focused on developing enabling
schemes for SWIPT which constitutes a particular interest in applications where low-power
low-cost sensors are deployed and when charging their batteries incurs either high risk or
high cost.
The concept of transporting power and information simultaneously was first proposed by
Varshney in [10], where the notion of the fundamental rate-energy trade-off was introduced
for SWIPT in single-input single-output (SISO) AWGN channels. In [50], Grover and Sa-
hai extended [10] to the more generalised case of SISO frequency-selective fading channels.
The concept of SWIPT has been reported in various scenarios such as MIMO commu-
nication systems [2, 51–53], orthogonal frequency division multiple access (OFDMA) [25],
CRNs [17,54,55], and relaying networks [56–59].
2.2.1 Strategies
In accordance to all these pioneering works, a practical receiver circuit cannot perform two
functions at the same time, namely, EH and ID. To address this problem, two receiver
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architectures have been proposed for single-antenna EH nodes, i.e., TS and PS [60]. A
power splitting block divides the received signal into two portions, one for EH and the other
for information decoding, while TS allocates dedicated time slots to EH and the rest for
data processing. By employing this approach, controllable and efficient on-demand wireless
information and energy can be simultaneously provided. This permits a low-cost alternative
for sustainable wireless systems without further hardware modifications on the transmitter
side. On the other hand, when MIMO configurations are used with multi-antenna EH
nodes, apart from TS and PS, SWIPT can also be achieved using antenna switching (AS) or
spatial switching (SS). However, it is noted that MIMO configurations are out of the cope
of this thesis. A general schematic of the aforementioned SWIPT transmission techniques is
presented in Fig 2.5.
Figure 2.5: SWIPT transmission techniques in different domains: a) time; b) power; c) antenna;
d) space. [11].
2.2.1.1 Time Switching
In a SWIPT system enabled with TS, the receiver of an EH node switches between ID and
EH, as shown in Fig 2.5a and Fig. 2.6. Therefore, signal splitting is performed in the time
domain and as a result, the entire power of the received signal is utilised either for ID or EH.
We highlight the fact that, although this technique requires simple hardware implementation,
accurate time synchronization and scheduling are crucial for its successful operation.
2.2.1.2 Power Splitting
In the PS scheme, the received signal power is split into two streams of different power levels
using a PS module to enable ID and EH from the same received signal with a ratio 1−θ
θ
, θ is
the power fraction used for EH. As shown in Fig 2.5b and Fig. 2.7, the first signal stream is
sent to the rectenna circuit for EH, and the second is converted to baseband for information
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decoding.
In comparing the implementation complexity of these two receivers, the TS mechanism
can be readily used with off-the-shelf devices but requires accurate time synchronization and
information/energy scheduling to instantly and periodically switch the receiver operation
between harvesting energy and decoding information. On the other hand, the PS technique
entails higher receiver complexity compared to TS since it requires an efficient power split-
ter to achieve instantaneous EH and ID simultaneously. Therefore, PS appears to be more
suitable for applications with critical information/energy or delay constraints [12]. Fig. 2.8
presents a comparison between the TS and PS protocols in power and time domains.
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Figure 2.8: Comparison between TS and PS protocols in power and time domains [13].
2.2.1.3 Antenna Switching
Typically, antenna arrays are used to generate DC power for reliable device operation. In-
spired by this approach, the AS technique dynamically switches each antenna element be-
tween decoding/rectifying to achieve SWIPT in the antenna domain [11]. In the AS scheme,
the receiving antennas are divided into two groups where one group is used for ID and the
other group for EH as shown in Fig 2.5c. The AS technique requires the solution of an op-
timisation problem in each communication frame in order to decide the optimal assignment
of the antenna elements for ID and EH.
2.2.1.4 Spatial Switching
The SS technique can be applied in MIMO configurations and achieves SWIPT in the spatial
domain by exploiting the multiple degrees of freedom of the interference channel [11]. Based
on the singular value decomposition (SVD) of the MIMO channel, the communication link
is transformed into parallel eigen channels that can convey either information or energy as
shown in Fig 2.5d. At the output of each eigen channel there is a switch that drives the
channel output to either the conventional decoding circuit or the rectification circuit.
2.2.2 Wireless Communication Scenarios
As the name implies, SWIPT-enabled devices feature the dual functionality of decoding
information and harvesting energy from the same stream of signals simultaneously, and ac-
cordingly, SWIPT provides the advantage of delivering controllable and efficient on-demand
wireless information and energy concurrently. Triggered by this and the fact that SWIPT
offers a low-cost option for sustainable operations of wireless systems without hardware mod-
ification on the transmitter side, SWIPT, is likely to be enabled in myriad commercial and
industrial applications [31]. In this subsection, we list several SWIPT emerging wireless
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communication systems and their practical applications. In order to realise efficient, reli-
able, secure, and long-distance SWIPT, various advanced technologies have been identified
for existing wireless communication systems to accommodate the requirements of SWIPT
systems. We discuss a few of them in what follows.
2.2.2.1 Multi-Antenna SWIPT Systems
Multi-antenna techniques can be employed for SWIPT to improve the performance of the
system from the information transmission standpoint. In addition, beamforming designs can
be used in SWIPT to steer the RF signals toward the target receivers with energy harvesting
requirements and thereby, boosting the energy efficiency for power transfer without addi-
tional bandwidth or increased transmit power [13, 61–64]. In particular, a good trade-off
between spectral and energy efficiencies can be achieved by designing appropriate spatial
beams for information and power transfer [65]. In addition, beamforming techniques have
been explored to ensure secure communication in SWIPT systems [66].
2.2.2.2 Multi-User SWIPT Systems
Initially, SWIPT was investigated for MIMO links where two terminals with multiple an-
tennas to are assumed to communicate with each other. The focus is now shifted towards
multi-user MIMO systems, where a base station or an access point having multiple antennas
concurrently serves a group of single-antenna users with both information and power trans-
fer, since this scenario is often seen practically [62,63]. Different from conventional multi-user
enabling technologies, new criteria related to energy harvesting requirements of the energy-
constrained receivers in multi-user SWIPT systems needs to be taken into account. Several
issues related to user scheduling, fairness, security, and multi-user interference have been
studied to maintain the expected QoS of the system.
2.2.2.3 Relaying SWIPT Systems
In typical relay networks, intermediate relay nodes are deployed to overcome fading and
attenuation when the transmitter and receiver nodes are not sufficiently close to each other
or to assist in data transmission when a line-of-sight between the transmitter and receiver
nodes is infeasible due to several urban, climatic or geographical reasons. When a direct
link between the transmitter and receiver nodes is present, relay terminals can be deployed
to provide additional diversity gains for the system, offering significant improvements in
the efficiency and reliability of data transmissions. Built upon the advantages that relay-
ing transmission offer, notable contributions to the development of SWIPT in wireless relay
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networks have been reported in literature. Specifically, several design issues associated with
SWIPT relaying networks have been investigated, including power allocation and relay se-
lection [58,59,67,68]. Moreover, research studied have been devoted to proposing theoretical
and analytical tools to analyse the performance of SWIPT relay networks and understand
its limitations under several fading and operational scenarios [56,57,69].
2.2.2.4 SWIPT-enabled CRNs
A CRN refers to a system that is aware of its surrounding radio environment and is able
to take decisions intelligently to use available resources. This is performed by changing its
modes of operation, including operating frequency, modulation scheme, waveform, trans-
mitting power, etc., via software and hardware manipulations [70]. Not only SWIPT can
benefit from opportunities brought by CRNs for enhancing the spectrum utilisation, but
also SWIPT appears to be a notable candidate to prolong the lifetime of CRNs, since the
opportunistic and dynamic operation of CRNs comes at high energy consumption levels
to be experienced by the CRN nodes. Therefore, integration of SWIPT and CRNs can
provide not only spectrum efficiency, but also energy efficiency to wireless communication
systems [16,17].
2.2.2.5 SWIPT in Internet of Things (IoTs):
The technology of the IoTs, which comprises an enormous number of connected heteroge-
neous smart devices has emerged to fulll the vision of a smart world [23, 71]. IoT is viewed
as a global infrastructure for the information society, constituting of wireless sensors as its
main entity which communicate based on the machine-to-machine (M2M) communication,
a means of data communication between heterogeneous devices without human interven-
tion [72]. A major bottleneck for the IoT technology, is the short period of time in which the
network can be functional, since sensors are typically powered by batteries. To this effect,
SWIPT has been identified as an ultimate solution to provide perpetual lifetime of IoTs
without the need of frequent battery replacements, consequently, offering reliable commu-
nication with low cost [2]. The M2M traffic is different from conventional communication
networks and has its unique pattern due to its special functionalities. As a result, research
studies are tuned towards analysing the performance of such networks and exploring new EH
design techniques in the context of SWIPT. This includes, available energy, computational
power, power storage capacity and the varying power requirement of the associate devices.
In the broader context, IoT may be embraced in several scenarios using different wireless
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communication technologies. For example, wireless relaying has been flagged as a solution to
minimise the length of wireless data path and extend the coverage of IoTs which is a major
design requirement for connectivity in IoTs [1, 73, 74]. Moreover, since IoT applications are
expected to introduce massive data into the network, the framework of IoT embedded in
CRNs is proposed to improve the spectral efficiency of the network. Specifically, the main
operation of CRNs is based upon using or sharing the licensed spectrum in an opportunistic
manner, embedding CR capabilities in IoTs are envisioned to address the concerns of range,
data bandwidth support, and availability of spectrum [75–77].
2.2.3 Practical Applications
Inspired by the different wireless communication topologies by which SWIPT could be em-
ployed and given recent advances in circuit design and ubiquitous computing, SWIPT tech-
nologies have found their applications quickly in various forms [8]. Especially that one of
the essential features of IoTs, as discussed above, is their ability to connect wireless sen-
sors to collect information from the immediate surrounding environment and transmit it to
other nodes in the network. Accordingly, SWIPT can be expected to play a critical role
in extending the network life time due to the fact that sensors can harvest power through
SWIPT as they communicate with one another and is expected to be deployed in a number
of IoT-enabled applications as will be discussed below.
2.2.3.1 Intelligent Transportation Systems
Intelligent transportation systems (ITS) are designed to ensure that efficient monitoring and
control are implemented in transportation networks [78]. The operation of ITS is based on
exploiting the following network components including vehicle subsystem (which are global
position system (GPS), radio frequency RFID reader, on board unit (OBU), and communi-
cation), ITS monitoring unit, station subsystems (such as road-side equipment) and security
subsystems, all of which are equipped with wireless sensors to ensure that system reliability,
availability, efficiency and safety of the transportation network are maintained. For example,
using a GPS, a person’s location can be continuously uploaded to a server that instantly
returns the best route to the person’s travel destination, keeping the person from getting
stuck in traffic [2].
2.2.3.2 Smart Cities
The quality and lifestyle for city residents are envisaged to improve and enhance through
an extensive number of applications (called ubiquitous services), which rely on gathering
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relevant information to the needs of the residents [79]. This will enable smart technologies
to be interconnected in order to ensure that basic services required by residents are provided
including (transportation, health, homes and buildings etc.,) which fall under this category,
with the most popular being environmental monitoring, smart grid, traffic congestion (which
includes vehicle to vehicle communication) and waste management system, amongst others.
Communication devices in these applications are meant for low power operation but can also
be spread out over very large areas. Therefore, empowering these applications with SWIPT
has been introduced as a viable solution to accommodate these requirements [79].
2.2.3.3 Industry
High data reliability in the industrial sector is crucial for the successful operation as opposed
to smart cities counterpart [80]. For wireless communication in industrial environments,
data is usually deterministic as it has strict time constraints, and is characterised by low
latency and jitter for applications like motion control for instance. Therefore, the medium
access control (MAC) layer in industrial wireless networks usually makes use of time division
multiple access (TDMA) such that medium access by sensor nodes is deterministic. Two of
the major issues that have hindered the realisation of intelligent industrial systems include
the inability of low-power wireless networks to meet the requirements of high reliability and
small energy consumption. In this context, SWIPT can be conveniently used to provide
uninterrupted communications with low-power [80].
2.2.3.4 Smart Healthcare
SWIPT is expected to strongly impact and influence the medical and healthcare systems [81].
Recent developments in wirelessly powered wearables arena have opened up opportunities
for connected healthcare, where advanced sensor devices are attached to patients to collect
medical data and vital signs (including blood pressure, body temperature, cholesterol level,
heart rate etc.,) from a patient and be able to diagnose conditions, track progress and indicate
anomalies directly to the healthcare provider, without significant human involvement [81].
This simplifies the process of collecting patient data and providing a tremendous amount
of data that can play a key role in scientific advancements in disease cures, diagnosis, etc.,
where low power wearables equipped with sensors serve as data sourcing platforms for doctors
and service providers. In this field, SWIPT appears to be a potential candidate to provide
perpetual life for these wearables.
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Chapter 3
SWIPT in MISO Cognitive Radio
Networks
In this chapter the attention is focused on enabling transmission techniques for SWIPT-
enabled CRNs. In particular, a background on RF-powered CRNs and the related technical
challenges are first presented. Then, downlink beamforming for SWIPT in MU-MISO under-
lay CRNs is investigated. Under the assumption of the integrated PS receiver architecture
at the SRs, an optimisation problem, which is based on jointly optimising the beamforming
vectors and the PS ratios, is formulated aiming at minimising the total transmission power
from the SBS. This yields to a non-convex optimisation problem which is efficiently handled
by SDP relaxation. The structure of the relaxed problem is exploited not only to prove
that the relaxation does not incur any loss in optimality, but also to provide a closed-form
expression for the optimal solution.
3.1 Background on RF-powered CRNs
In this section, we review the state-of-the-art of RF-powered CRNs and survey the enabling
techniques that have been proposed in recent years.
Recently, wireless EH has been flagged as a potential source of energy for CRNs [55]. The
operation of CRNs requires periodical sensing and continuous decision-makings on the avail-
ability of spectrum for the secondary users (SUs) in the system. This process along with
subsequent signal processing and data transmissions result in high energy consumption by
CRN nodes. Thus, it is desirable to find techniques that can help prolong the lifetime of
CRNs. To this end, deploying RF energy harvesting becomes a notable candidate for CRNs,
aiming at improving both energy and spectral efficiency of communication networks. In
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this approach, in addition to the identification of spectrum holes for information transfer,
a SU may exploit the ambient RF power to supply an auxiliary source of energy for the
CRN nodes. Furthermore, when EH is regarded as the significant source of energy for the
operation of CRN nodes, it is crucial that the operation of the system is optimised in order
to improve survival of the system, taking into account the characteristics of the considered
energy source. This necessitates the need for redesigning the existing techniques in CRNs
in order to simultaneously optimise the EH function and to better utilise of the underlying
RF energy source [17].
There has been recent interest in exploitation of RF based EH for CRNs. As it is the
main focus of this work, in the following, we elaborate on this application with further de-
tails. A general block diagram of the functions performed by a cognitive radio node with
RF energy harvesting capability is illustrated in Fig. 3.1 [17]. The role of each component
is described related to the major functions of a cognitive cycle, i.e., observing, learning,
orienting, planning, deciding and acting, as follows:
 Wireless transceiver: a software-defined radio for data transmission and reception.
 Energy storage: this could be a battery or capacitor to store the harvested energy.
 Power management unit: decides whether the harvested energy should be stored in
energy storage or forwarded to other components.
 RF energy harvester: replenishes RF signals and converts them to electricity.
 Spectrum analyser: provides instantaneous analysis of the activity of spectrum usage.
 Knowledge extraction unit: maintains a record about the spectrum access environment.
 Decision making unit: decides on spectrum access.
 Node equipment: implements device applications.
 A/D converter: digitises the analog signal produced by the node equipment.
 Power controller: processes the output of the A/D converter for network applications.
One of the general architectures proposed for RF-powered CRN is the one illustrated in
Fig. 3.2, where a CRN is powered by either ambient RF signals, energy transmitted from
an intended RF source or via SWIPT. Under this setup, which is considered in [55], the
area surrounding the primary base station can be divided into three zones, which are defined
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Figure 3.1: RF-Powered CRN Node Operation Cycle Block Diagram [17].
based on the EH SUs’ activities and their proximity from the primary base station. More
specifically, SUs that are not fully charged and are located in the EH zone can harvest energy
from the RF signals received from the primary base station or nearby primary users (PUs).
SUs which are located inside the interference zone cannot transmit unless the spectrum is
unoccupied by the PUs. Furthermore, it can be seen from Fig. 3.2 that the secondary network
can also harvest ambient RF energy. RF-powered CRNs can adopt either an infrastructure-
based or an infrastructure-less communication architecture.
3.2 Technical Challenges of RF-powered CRNs
As discussed in the previous section, CRN nodes may be powered by two different categories
of RF energy sources. In this section, we provide an overview on the technical challenges
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Figure 3.2: A general architecture of an RF-powered CRN.
arise in both scenarios.
In the scenario where a cognitive radio node harvests energy from non-intended RF en-
ergy, the energy available randomly varies over the time, i.e., a random process, known as
the energy profile, which can be described by certain mathematical models [82]. This in-
herent randomness of the energy source is a major factor that affects the performance of
an EH node. On the other hand, an SU can also receive RF energy either from ambient
transmissions of the primary network or from a particular PU with activity known to the
SU. In this case, the cognitive operation of the SU is powered solely by the RF energy from
the PU. Therefore, both the occupied and the idle spectrum are essential for the operation
of a SU. In the context of CRN, a spectrum opportunity is determined by the communica-
tion activities of PUs rather than that of SUs. Failed communications caused by collisions
among secondary users disqualify a channel from being an opportunity for SUs to access
the spectrum of PUs. Therefore, the performance of a RF-powered CRN is restricted by
the collision constraint, which requires that the probability of the collisions between the
secondary and the primary transmissions is always kept below a predefined threshold [82].
When a SU operates in a time-slotted manner, its frame structure is divided into several
time slots to perform different cognitive radio tasks. The performance of each of them is
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directly affected by the available energy at the time when it is to be executed. The total
consumed energy should be equal to or less than the total harvested energy, this is called the
EH constraint [55]. Putting those two constraints together imply fundamental limitations
on the throughput of an EH CRN.
Several studies focused on exploring the impact of EH on CRNs. A seminal work in this area
is [55] that proposes a novel framework, enabling SUs to opportunistically harvest ambient
RF energy as well as reuse the spectrum of PUs. Also, the transmission probability of SUs
and the resulting system throughput of the CRN were derived in [55]. when a stochastic-
geometry model is considered. The results presented in [55] revealed key insights about
the optimal network design. Moreover, the authors in [83] derived the upper bound on the
achievable throughput as a function of the energy arrival rate, the temporal correlation of
the primary traffic, and the detection threshold for a spectrum sensor.
We aim in this section to discuss conventional techniques in CRNs that should be revis-
ited for RF-powered CRNs in order to optimise system configurations to accommodate for
the newly introduced requirements of EH. In addition, we review the relevant solutions
proposed in literature.
3.2.1 Mode Selection
A SU harvesting ambient RF energy usually operates either in an active or a sleep mode. In
the former, it performs spectrum sensing and then data transmission, if the detector decides
that the primary user is absent. In the latter, the SU remains silent and only harvests energy.
On the other hard, when a SU needs to exploit the existence of the PU to harvest RF energy,
it selects either the spectrum access mode (including sensing the idle spectrum then trans-
mission, or sensing the occupied spectrum then harvesting) or the harvesting mode that only
incorporates the process of EH. There is a trade-off for each node between utilisation of the
spectrum and exploitation of RF energy. The more a node spends time to sense spectrum
holes and use the opportunities for transmission the higher is the energy consumption rate
and the fewer the opportunities for EH. Therefore, in order to simultaneously enhance the
network performance and the energy utilisation, an optimal mode selection policy may be
investigated. Motivated by this trade-off, the work in [84] considers a cognitive radio sensor
network where SUs performs either RF energy harvesting or opportunistic spectrum access
at a time. Under this assumption, the authors developed an optimal mode selection policy
in the framework of a partially observable Markov decision process (POMDP). Built on the
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concept of hybrid underlay-overlay spectrum access, the work carried out in [85] proposed a
mode selection strategy where the SU can be in one of three states, i.e., transmission mode
(either underlay or overlay), sleep mode, and EH mode. The objective is to find a balance
between the system throughput and the harvested energy for future use.
Since the transmitted power attenuates according to the reciprocal of the distance, to ensure
a certain EH efficiency, the decision to select the harvesting mode has to consider both the
availability of the PU and its distance from the SU, as studied in [55].
3.2.2 Sensing Duration
The main question here is to determine how the duration of spectrum access is constrained
by the sensing process, which is crucial to system performance. Longer sensing duration
results in higher probability of true detections of the spectrum and thus lower interference
caused to PUs. However, it simultaneously decreases the chances of the SU in accessing
the spectrum. The total energy consumption behavior varies from one frame to the other
according to the variation in the sensing duration. This behavior not only depends on the
sensing duration, it is also affected by the sensing-to-transmission power ratio. Both, the
opportunities of accessing the idle spectrum and the energy consumed by sensing increase
as the sensing duration increases. This also elevates the energy consumed by more frequent
data transmissions. Nonetheless, if the sensing duration is too long, the time left for trans-
mission becomes short and accordingly, the total amount of energy consumption (sensing
plus transmission energies) is reduced, due to the decreased opportunity of data transmis-
sion. The aforementioned conflicting factors collectively imply coming up with an optimal
sensing duration, that would take into account the available energy and the effect on the
performance of both CRN and primary networks. In [86] for example, the authors derived
a mechanism that jointly optimises the harvesting, sensing, and transmitting durations and
the number of sensed channels based on mixed-integer non-linear programming with max-
imizing the achievable throughput serving as the objective function. Recently, the study
of [87] suggested a new policy for determining both the sensing duration and the detection
threshold that maximises the average throughput. The proposed technique aims to find an
optimal pair of sensing duration and detection threshold that can increase the spectrum
access opportunities within the permissible range of collision probability for a given average
harvested energy.
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3.2.3 Detection Threshold
The performance of detecting the existence of primary signals is linked to the chosen value
of the detection threshold. The choice of this value becomes even more crucial when the
SU is an EH node [88]. In general, a high detection threshold increases the probability
of detecting the spectrum as idle and leads to more frequent spectrum access. This does
not only increase the probability of colliding with the PU transmissions, but also cause a
large waste of energy resulting from more transmissions. On the contrary, a low detection
threshold alleviates unnecessary energy waste and the probability of accessing the occupied
spectrum, but may in turn refrains the SU from transmitting data, even when the spectrum
is idle. In [88], the authors propose a technique by which an optimal detection threshold
is derived, using the probability of accessing the idle spectrum and the probability of ac-
cessing the occupied spectrum to maximise the expected total throughput while satisfying
both the EH and the collision constraints. They have also demonstrated that, depending on
the selected threshold, the system can be characterised as a spectrum-limited regime and an
energy-limited regime. In the first, the harvested energy enables continuous spectrum access,
while in the second, the amount of harvested energy restricts the number of spectrum access
attempts. This work was followed by the one presented in [82] where they have extended the
problem in [88] to a joint optimisation problem of a spectrum sensing policy and a detection
threshold subject to the EH and collision constraints. In the framework of a POMDP, this
strategy is able to achieve efficient usage of the harvested energy by exploiting the temporal
correlation of the primary traffic. In addition to deriving the upper bound on the achievable
throughput in [83], the authors have also explored a new technique that is able to find the
optimal detection threshold that maximises the derived upper bound.
If a SU employs SWIPT in order to simultaneously use the received RF signal to store
energy and detect the presence of the PU, it is challenging to choose the optimal detection
threshold. For example, in the PS approach, where the received signal at the SU is split
into two portions, one for EH and the other for energy detection, the value of the detection
threshold used in a non-EH SU receiver will not be viable. The reason is that, the minimum
acceptable signal energy at the input of the energy detector is divided according to the PS
ratio. Hence, the detection threshold should correspond to the value of the received power
after being split. This raises the question about the choice of the energy threshold in the
occasion where the PS ratio is varying.
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3.2.4 Energy Management
A careful allocation of power over sensing and data transmission slots is of high importance,
due to its effect on the system throughput, capacity, and outage probability. In a CRN pow-
ered by ambient RF energy, the energy available at the beginning of a time slot is divided
between the spectrum sensing and data transmission phases. Therefore, the harvested energy
has to be efficiently expended over a specific number of time slots, in order to enhance the
system performance. The mechanism proposed in [89], for instance, enables an EH cognitive
radio node to optimise its sensing and transmit energies while accounting for the detection
reliability-throughput trade-off. Another method to achieve energy management is via the
knowledge of the previous or current statistics of the energy arrival rate, the statistical de-
scription of PUs’s activity, or the CSI. For example, in [90], the proposed scheme allocates
more energy for transmission when the channel state is good in a particular time slot. In
contrast, less or no energy is allocated to a transmission slot, in which the probability that
the PU occupies the spectrum is anticipated to be relatively high.
The problem of energy management in a CRN powered by a dedicated RF source via SWIPT
differs from that in CRN powered opportunistically by ambient RF. In the latter case, en-
ergy management techniques depend on the randomness of the energy arrival rate from RF
sources or on the statistical description of PUs’ activities. In the former case, since the CRN
is powered by a dedicated source through a specific SWIPT technique. i.e., PS or TS, then
the PS or TS ratio immediately affects the available energy at the cognitive radio node and
should be optimised in order to meet a certain energy management requirement. In this
situation, it is challenging to optimise the parameters of the SU receiver, such that energy is
distributed spontaneously and efficiently between the different tasks of the cognitive cycle.
3.2.5 Channel Selection
Traditional channel selection schemes, which mainly aim at identifying the idle channels
with high quality, may not be effective anymore for RF-powered CRNs. In particular, if
the energy level available at the SU is low, it might select the channel which tends to be
occupied by a PU and has a strong RF signal to harvest. On the other hand, if the SU
has a high energy level and there is a need for data packets transmission, it should identify
the channel, which is likely to be idle with a favorable channel quality. The research work
reported in [16] studied a channel selection criterion that maximises the average spectral
efficiency of a SU. The proposed method jointly exploits the knowledge of the PU occupancy
and channel conditions, and the dependency of the decision of the SU to sense and access
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the PU spectrum on the probabilistic availability of energy at the SU. Similarly, in [17],
the authors developed a channel selection policy used by the SU that maps the SU’s state
(i.e. number of packets in the data queue and the energy level of the energy storage) to the
channel to be selected. This is done prior to sensing the channel and is based on statistical
information such as probabilities of channel to be idle and busy, the probability of successful
packet transmission if the channel is idle, and the probability of successful EH if the channel
is busy.
3.2.6 CRNs with Multiple Antennas
Multiple antennas in CRNs can be utilised to provide the secondary transmitter with more
degrees of freedom in space in addition to time and frequency. Multi-antenna CRNs gained
attention specially in the underlay spectrum sharing scheme, where SU and PU transmissions
can be concurrent [91]. In line with this, it is known that higher wireless energy transfer
efficiency can be achieved when multiple antennas are employed. Furthermore, in a multi-
antenna RF-powered CRN, beamforming techniques can be exploited by the SU transmitter
to steer RF signals towards multiple SU receivers having different information and/or EH
requirements. For, example, the problem of minimising the downlink transmit power in the
CRN subject to both the interference caused to the primary network and the secondary re-
ceiver power constraints is critical. Therefore, beamforming techniques should be redesigned
to consider these conflicting objectives.
Table 3.1 shows a summary of existing configuration policies for RF-powered CRNs.
3.3 Introduction to SWIPT-enabled CRNs
Exploiting the CRNs operating in SWIPT systems has opened up a new dimension towards
releasing the wireless communication networks from the imposed spectral and energy con-
straints [76]. Considerable research efforts have been recently devoted to developing SWIPT
techniques for CRNs, where the RF signal transmitted from a dedicated source is simulta-
neously used to transport energy and information [10].
Recently it was demonstrated that downlink beamforming schemes provide significant en-
hancements in the performance of multi-antenna/multi-user SWIPT systems [61,64,92–94].
In these research studies, it was shown that, not only the design of the optimal transmission
strategy is critical for the system performance, but also optimising the receiver parameters,
such as PS or TS ratios, to meet certain received requirements, is equally important. Nev-
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Table 3.1: Summary of Proposed Techniques for RF-Powered CRNs
Configuration
Element
Literature
EH Model Constraints Objective Framework
Mode Selection
[84]
Opportunistic
EH of RF signals
from primary
network
1) Residual energy at the SU
2) Spectrum occupancy state par-
tially observable to the sensor node
Maximize expected total
throughput delivered by a
SU sensor node over a time
slot
POMDP
[85]
Stochastic EH of
RF signals from
primary network
and ambient RF
sources
1) Residual energy at the SU
2) Required transmission energy
3) Spectrum occupancy state par-
tially observable
Enhance throughput of the
SU and obtain QoS of pri-
mary network by selecting
overlay or underlay trans-
mission mode
POMDP
Sensing Duration
[86] EH from ambient
RF sources
1) EH rate of the SU
2) Collision constraint to the pri-
mary network
3) Channel sensing energy cost
Optimize saving-sensing-
transmitting structure that
maximizes the achievable
throughput of the SU
Mixed-integer non-linear
programming
[87]
EH from ambient
RF and other en-
ergy sources
1) Channel sensing and data trans-
mission energy cost with respect to
the residual energy at the SU
2) Collision constraint to the pri-
mary network
Maximize expected aver-
age throughput of the sec-
ondary network
Several optimization prob-
lems are formulated to
give an insight on the
joint configuration of sens-
ing duration and threshold
Detection Threshold
[88]
EH from ambient
RF and other en-
ergy sources
1) Energy arrival rate
2) Channel sensing and data trans-
mission energy cost with respect to
the residual energy at the SU
3) Collision constraint to the pri-
mary network
Maximize expected total
throughput of the sec-
ondary network
Deriving the probability of
accessing the idle spec-
trum and the probability
of accessing the occupied
spectrum and their bounds
[82]
EH from ambient
RF and other en-
ergy sources
1) Spectrum occupancy state par-
tially observable
2) Energy arrival rate
3) Temporal correlation of the pri-
mary traffic
4) Collision constraint to the pri-
mary network
Maximize the upper bound
of the probability of access-
ing the idle spectrum
Unconstrained POMDP
[83]
EH from ambient
RF and other en-
ergy sources
1) Energy arrival rate
2) Channel sensing and data trans-
mission energy cost with respect to
the residual energy at the SU
3) Temporal correlation of the pri-
mary traffic
4) Collision constraint to the pri-
mary network
Maximize the upper bound
of the achievable through-
put
Several optimization prob-
lems are formulated to give
an insight on the joint con-
figuration of spectrum ac-
cess policy and detection
threshold
Energy Management
[89]
EH from ambient
RF and other en-
ergy sources
1) Energy arrival rate
2) Residual energy at the SU
Maximize expected total
throughput of the sec-
ondary network
Markovian decision pro-
cess
[90]
EH from ambient
RF and other en-
ergy sources
1) Observed information (harvested
energy, fading CSI, spectrum oc-
cupancy state ) in the past and
present only
Maximize expected total
throughput of the sec-
ondary network
Sliding window approach
Channel Selection
[16]
EH from ambient
RF and other en-
ergy sources
1) Probabilistic availability of en-
ergy at SU
2) Channel conditions
3) Primary network belief state
Maximize expected total
throughput of the sec-
ondary network
POMDP
[17]
EH from RF sig-
nals of primary
network
1) Number of packets in the data
queue
2) Residual energy at the SU
Maximize the long-term
average throughput of the
SU
Markovian decision pro-
cess
ertheless, the problem formulations in [61, 64, 92–94] do not capture the spectrum sharing
aspect of CRN. In [95–98], the authors investigated downlink beamforming strategies for
multi-antenna multi-user MISO CRNs. However, the problem formulations therein do not
take into account the possibility of RF EH at the SRs.
In a general MU-MISO system where beamforming is performed, finding the optimal so-
lution/s of the optimisation problem becomes intractable due to its non-convexity. Several
works have adapted and extended existing downlink beamforming techniques from conven-
tional non-EH CRNs [95–98] to RF-powered underlay CRNs employing SWIPT [25, 26, 99].
In [25, 26, 99], the authors developed various resource allocation strategies through beam-
forming for MU-MISO underlay CRNs where it is assumed that there exist two physically
separated groups of SRs; namely, secondary energy receivers, that receive only energy from
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the SBS for EH, and secondary information receivers that receive only information from the
SBS for ID. To the best of our knowledge, none of the available research work in literature
investigated downlink beamforming strategies for RF-powered MU-MISO underlay CRNs
where SWIPT is enabled by the integrated receiver architecture, such as, PS and TS re-
ceivers. In such architecture, the circuit for RF to baseband conversion in the conventional
information receiver is integrated to the front end of energy receiver via a rectifier, thus,
achieving simultaneous EH and ID.
Motivated by this, in our work, we consider SWIPT in MU-MISO underlay CRNs and focus
in our setup on the PS integrated receiver architecture, where the received signal is split with
an adjustable PS ratio to enable simultaneous EH and ID. More specifically, we assume that
each SR receives information and energy simultaneously from the SBS continuously at all
time and employs the PS mechanism for simultaneous EH and ID. As afore-mentioned, this
assumption is not studied in the work of [25, 26, 99] and makes the design of the downlink
beamforming vector a challenging task since both the EH and QoS constraints of each SR
must be met concurrently, while not causing excessive interference to the PRs. Specifically,
given that the CRN is assumed to operate based on the underlay spectrum sharing mech-
anism (i.e., secondary transmissions are concurrent with primary transmissions), then on
one hand, the SBS should transmit with high power to facilitate energy transfer to the EH
receivers and ID of information receivers for every single SR to achieve a targeted QoS. On
the other hand, the SBS should transmit with low power to cause minimal interference at
the PRs. This renders the problem formulation of downlink beamforming optimisation to
be different than those in [25, 26, 99]. Although the QoS and minimum energy constraints
are contradictory to the interference constraint from the concept of a generalised network,
the joint consideration of these constraints is fundamental for CRNs.
Although our setup differs from that in [25], as mentioned above, the authors in [25]
have studied three downlink beamforming strategies for resource allocation in RF-powered
underlay CRN, namely, minimising the total transmit power, maximising the total harvested
power, and minimisimg the interference power caused at the primary network. In their re-
sults, they have demonstrated that maximum harvested power is achieved at the expense of
high interference power leakage to the primary network and high transmit power at the SBS.
In particular, in order to maximise the total harvested power, the SBS has to transmit with
full power in every time instant. It was also shown in [25] that a resource allocation policy
which minimises the total transmit power can also reduce the total interference power leakage
effectively and vice versa. These results indicate that minimising the transmit power at the
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SBS can potentially meet the operation requirements of both the SRs and PRs. Capitalising
on this result, we adopt the objective of minimising the transmit power at the SBS by jointly
optimising its transmit beamforming vector and the PS ratios at the SRs while guaranteeing
that the required EH and QoS constraints at the SRs and the interference constraints at
the PRs are met. It is worth highlighing that other resource allocation strategies meeting
different design objectives can be pursued in future.
SBS
PBS
SR1
PR1
PRLp
SRKs
Energy Harvester
Information Decoder
𝑀𝑎 Antennas
Figure 3.3: Block diagram of a SWIPT-enabled MU-MISO CRN.
3.4 System Model
The system model consists of an SBS equipped with Ma antennas that transmit simultane-
ously to Ks SRs as depicted in Fig. 3.3. In this setup, we assume that Ma ≥ Ks and that each
SR is equipped with a single antenna and employs a PS receiver architecture that exploits
the received signal for both ID and EH, simultaneously. The primary network includes a
multi-antenna primary base station (PBS) that communicates with Lp single-antenna PRs.
The focus here is on the underlay cognitive radio scheme, where the SRs and PRs concur-
rently transmit on the same frequency band. Therefore, the received signals at the PRs may
be interfered by the secondary transmissions. Assuming perfect channel knowledge between
the SBS and the PRs and SRs, power control through downlink beamforming techniques can
be performed at the SBS to ensure that the constraints imposed on the SRs and PRs are
met.
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At a certain time instant t, the SBS transmits an Ma× 1 complex signal vector given as [94]
x(t) =
Ks∑
k=1
vksk(t), (3.1)
where sk(t) and vk ∈ CMa×1 denote the transmitted data symbol and the transmit beam-
forming vector, respectively for user SRk. Assume that sk(t), k = 1, .., Ks are uncorrelated
with each other, i.e., E[sj(t)s∗k(t)] = 0 for all k 6= j, where E[·] and (·)∗ denote the expectation
and the conjugate operations, respectively. Assuming normalised power, i.e., E[|sk(t)|2] = 1,
the received signal at the k-th SR can be then given as [94]
yk(t) = h
H
k
Ks∑
j=1
vjsj(t) + n
k
a(t), (3.2)
where, following [94], we assume the quasi-static flat-fading channel for all SRs and denote hk
as the conjugated complex channel vector from the SBS to SRk considering the availability
of CSI at the SBS side, where (·)H denotes the Hermitian transpose operation. Furthermore,
nka(t) is the antenna noise at SRk assumed to be zero-mean circularly symmetric complex
Gaussian (CSCG) with variance σ2a,k, i.e., n
k
a(t) ∼ CN (0, σ2a,k).
At the receiver side, the received signal yk(t) is split into two parts; the first portion is
forwarded to the information decoder for signal processing and the second one is directed
towards an energy harvester. Accordingly, the input signal to the former can be expressed
as [94]
yIk(t) =
√
1− θkyk(t)
=
√
1− θk
(
hHk
Ks∑
j=1
vjsj(t) + n
k
a(t)
)
+ nkc (t), (3.3)
where θk ∈ (0, 1) is the PS ratio at SRk, and nkc (t) ∼ CN (0, σ2c,k) is the RF to baseband
signal conversion noise at SRk. The received signal-to-noise plus interference ratio (SINR)
of SRk can then be expressed as [94]
γ0k =
(1− θk)vHk hkhHk vk
(1− θk)
∑
j 6=k v
H
j hkh
H
k vj + (1− θk)σ2a,k + σ2c,k
. (3.4)
Note that, the interference from the primary network is considered as noise at the SRs and,
thus, is lumped together with the nka(t) term [95, 96]. Furthermore, the signal split to the
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energy harvester can be given as [94]
yEk (t) =
√
θkyk(t). (3.5)
If the power conversion efficiency of the energy harvester circuit in SRk is 0 < ηk ≤ 1, the
amount of harvested power is [94]
Pk = ηkθk
(
Ks∑
j=1
vHj hkh
H
k vj + σ
2
a,k
)
. (3.6)
We recall that while the SRs are assumed to be EH nodes powered by the RF signals trans-
mitted from the SBS, all PRs are considered to be conventional non-EH nodes. Therefore,
the interference power exhibited at PRl, due to transmissions radiated from the SBS, can be
expressed as [95,96]
I l =
Ks∑
k=1
vHk glg
H
l vk, (3.7)
where gl ∈ CMa×1 is the channel vector from the SBS to PRl.
3.5 Transmit Power Beamforming
In this section, we formulate the problem of minimising the transmit power at the SBS by
jointly optimising the downlink beamforming vectors and PS ratios at SRs based on the
constraints as follows:
1. C1: Maintain the QoS requirement for all SRs in the form of SINR above a predeter-
mined acceptable lower limit γthk , k = 1, ..., Ks, [94].
2. C2: Preserve the interference power at each PR below a predefined upper bound I lth,
l = 1, ..., Lp so that the presence of secondary devices goes unnoticed [95].
3. C3: Guarantee the minimum amount of harvested power, pthk , which is required to trig-
ger the rectenna’s input of each SRk, k = 1, ..., Ks [94]. The harvested power constraint
represents the minimum amount of power that should trigger the rectenna’s input of
each SR in order to ensure a sufficient amount of power harvested in each transmission
time. As a result the associated amount of harvested power maintains operability and
fully powers the equipment for generating/decoding signals, the power amplifiers, the
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antennas as well as all the devices that are involved in a radio transmission/reception
process [94].
4. C4: The value of the PS ratio of each SR is between 0 and 1 [94].
Considering the above-mentioned constraints, we aim to minimise the total transmission
power at SBS by jointly optimising the transmit beamforming vectors, v = [v1, ...,vk, ...vKs ],
and receive PS ratios, θ = [θ1, ..., θk, ..., θKs ], at all SRs, i.e.,
min
v,θ
Ks∑
k=1
‖ vk ‖2 (3.8a)
s.t. C1 :
vHk hkh
H
k vk∑
j 6=k v
H
j hkh
H
k vj + σ
2
a,k +
σ2c,k
1−θk
≥ γthk ,∀k, (3.8b)
C2 : ηkθk
(
Ks∑
j=1
vHj hkh
H
k vj + σ
2
a,k
)
≥ pthk ;∀k, (3.8c)
C3 :
Ks∑
j=1
vHk glg
H
l vk ≤ I lth,∀l, (3.8d)
C4 : 0 < θk < 1,∀k, (3.8e)
where ||.|| denotes the Euclidean norm of a complex vector. The optimisation problem in
(3.8a)-(3.8e) belongs to the class of non-convex quadratically constrained quadratic pro-
gramming (QCQP), since the objective function as well as the constraints C1-C3 which
involve {vk} are all quadratic. By introducing the matrices Vk = vkvkH , Rhk = hkhHk ,
and Rgl = glg
H
l , and exploiting the fact vRv
H = Tr[RvvH ] = Tr[RV ], where Tr[.] de-
notes the trace of a matrix [100], the optimisation problem can be reformulated into a
SDP [101] which is written based on the optimisation variables V = [V 1, ...,V k, ...V Ks ] and
θ = [θ1, ..., θk, ..., θKs ], as follows:
min
V ,θ
Ks∑
k=1
Tr(V k) (3.9a)
s.t. C1 :
Tr[RhkV k]∑
j 6=k Tr[RhkV j] + σ
2
a,k +
σ2c,k
1−θk
≥ γthk ;∀k, (3.9b)
C2 : ηkθk
(
Ks∑
j=1
Tr[RhkV j] + σ
2
a,k
)
≥ pthk ;∀k, (3.9c)
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C3 :
Ks∑
k=1
Tr[RglV k] ≤ I lth; ∀l, (3.9d)
C4 : 0 < θk < 1;∀k, (3.9e)
C5 : V k  0;∀k, (3.9f)
C6 : rank[V k] = 1; ∀k, (3.9g)
where constraint C5 ensures that V k is a positive semidefinite matrix. It should be noted that
with the additional rank constraint, C6, problem (3.9a)-(3.9g) is equivalent to (3.8a)-(3.8e).
However, problem (3.9a)-(3.9g) is still non-convex in its current form since both the SINR
constraint, C1, and the harvested power constraint, C2, involve coupled V k’s and θk’s and
the the rank constraint, C6, is non-convex. To handle this problem, the rank constraint
can be dropped using the SDP relaxation method [101] and constraints C1 and C2 can be
rearranged. Consequently, problem (3.9a)-(3.9g) becomes convex, and can be rewritten as
the following problem [94].
min
V ,θ
Ks∑
k=1
Tr(V k) (3.10a)
s.t. C1 : Tr[RhkV k]−
∑
j 6=k
Tr[RhkV j] ≥ γthk σ2a,k +
γthk σ
2
c,k
1− θk ;∀k, (3.10b)
C2 :
Ks∑
j=1
Tr[RhkV j] ≥
pthk
ηkθk
− σ2a,k;∀k, (3.10c)
C3 :
Ks∑
k=1
Tr[RglV k] ≤ I lth;∀l, (3.10d)
C4 : 0 < θk < 1;∀k, (3.10e)
C5 : V k  0; ∀k, . (3.10f)
For a convex optimisation problem, the objective function and the constraints should be
convex. In this new formulation, the objective
∑Ks
k=1 Tr(V k) is an affine function in terms
of V k. Affine functions are both convex and concave. Since we minimise the cost, it can be
treated as convex [101,102]. Also, constraints C1 and C2 are convex since both 1
θk
and 1
1−θk
are convex functions over θk with 0 < θk < 1 [94]. Constraint C3 is affine and defines the
domain of the convex sets [95]. Constraint C4 is a box constraint [101]. Finally, constraint
C5 is a positive semidefinite cone and it is a convex constraint [101].
Let V o and θo denote the optimal solution to problem (3.10a)-(3.10f). If V o satisfies
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rank[V ok] = 1,∀k, then the optimal beamforming solution vo to problem (3.8a)-(3.8e) can be
obtained from the eigenvalue decomposition (EVD) of V ok, k = 1, ..., Ks, and the optimal PS
ratio solution is also given by the associated θok’s. Otherwise, if there exists any k such that
rank[V ok] > 1, then in general the solution V
o and θo of problem (3.10a)-(3.10f) is not nec-
essarily optimal for problem (3.8a)-(3.8e) [101]. In [94], the authors proved that SDP relax-
ation of a downlink beamforming optimisation problem of a SWIPT multiuser MISO system
always leads to a rank-one optimal solution for V . Although their investigated optimisation
problem is partially similar to problem (3.10a)-(3.10f) in terms of the objective function and
constraints C1, C2, C4, and C5, they did not consider C3 for a spectrum sharing system. On
the other hand, it has been demonstrated in [95] that the SDP relaxation of a beamforming
optimisation problem for a non-EH CRN is tight and provides the optimal solution to the
original problem, i.e., the rank of the optimal solution V o is one. However, they did not
consider the constraints associated with EH. However, we prove in the following proposition
that problems (3.8a)-(3.8e) and (3.10a)-(3.10f) are identical and lead to the optimal solution.
Proposition 3.5.1: The SDP relaxation applied to (3.8a)-(3.8e) is tight and therefore, any
solution provided by problem (3.10a)-(3.10f) is an optimal solution to problem (3.8).
Proof. See Appendix A. 
Proposition 3.5.1 represents the fact that the rank relaxation on V k’s in problem (3.10a)-(3.10f)
results in no loss of optimality to problem (3.8a)-(3.8e). Accordingly, the optimal solution to
problem (3.8a)-(3.8e) can be obtained by solving problem (3.10a)-(3.10f) numerically through
the interior-point algorithm solvers, such as CVX [103].
Let V ok and θ
o
k denote the optimal solutions of V k and θk, respectively, in problem (3.10a)-(3.10f),
then we have the following proposition.
Proposition 3.5.2: The optimal solution V ok can be expressed as
V ok =
Ma−r∑
x=1
a˜κxκ
H
x + b˜uu
H ,∀k, (3.11)
while the optimal solution θok can be obtained by solving the following set of equations
Ekγthk σ2c,k
1− θk +
Wkpk
ηk(θk)2
= Pk, ∀k. (3.12)
Proof. See Appendix B 
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The Lagrange multipliers can be solved by using the subgradient approach [101]. Alterna-
tively, problem (3.10) can be efficiently solved with the aid of interior-point method-based
solvers, such as CVX [103]. We highlight that according to Proposition 3.5.1 the obtained
V ok is of rank = 1, ∀k.
A potential implementation of the above-studied optimisation problem requires that the
optimisation is performed in a central processing unit/controller, which collects from the
SBS all the downlink channels then communicates the optimal parameters (beamforming
vectors, transmit powers, PS factors) to the system; a similar centralised implementation
has been proposed in [25,51,94–96].
3.6 Simulation Results
In this section, we evaluate the performance of the proposed beamforming and PS algorithm
for the considered CRN system and we analyse its ability in providing a trade-off between
minimising the transmit power at the SBS and meeting the SRs and PRs constraints. Fur-
thermore, we asses the impact of the SRs harvested energy and PRs interference thresholds
on the required transmit power. We assume that Ma = Ks and that all SRs have the same
set of parameters, i.e., γthk = γth, p
th
k = pth, ηk = η, σ
2
a,k = σ
2
a, and σ
2
c,k = σ
2
c . In all our
simulations, we set η = 0.7, σ2a = −60 dBm, and σ2c = −50 dBm [94]. Furthermore, the
channel vectors between the SBS and SRs are randomly generated from independent and
identically distributed (i.i.d.) Rayleigh fading with zero mean and average power equal to
0 dB. Similarly, we assume that all PRs have equal interference thresholds, i.e., I lth = Ith, and
that the channel vectors between PBS and PRs are randomly generated from i.i.d. Rayleigh
fading with zero mean and average power equal to 0 dB. In both Figs. 3.4 and 3.5, each
point on the presented curves is the total instantaneous transmit power averaged over 1000
problem instances when a specific parameter combination is considered.
In Fig. 3.4, the average total transmit power versus the SINR threshold of the SRs is shown
to examine the relative performance of the proposed beamforming strategy in terms of op-
timality. This is done by illustrating the results obtained from the optimal solution of
(3.10) against those of a benchmark scheme, where the optimisation of the variable θk is
not considered. Instead, in the benchmark scheme, the optimisation is performed only for
the beamforming weights, while the values of the PS parameters are assumed to be fixed to
θk = θ = 0.5. We highlight the fact that, to the best of our knowledge, downlink beamform-
ing for SWIPT in CRNs with the PS receiver architecture is not considered in the current
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Figure 3.4: Total transmit power versus SINR threshold of the CRN, pth = −5 dBm and Ks = 4.
literature. We set the harvested power constraint pth =-5 dBm while the PRs interference
constraint Ith and the number of PRs are increased from -15 dB to -5 dB and from 2 to
4, respectively. It can be clearly noted that for all values of γth, the minimum transmit
power achieved by the developed scheme, when both beamforming weights and PS ratios are
optimised, is significantly smaller than that achieved by the benchmark scheme. It exem-
plifies the fact that optimising the parameters alone from the transmitter (i.e., the transmit
beamforming vectors) side cannot yield the optimum performance of an RF-EH system and
that the EH receiver parameters, which are entailed by the PS ratios of the SRs, need to be
optimised as well.
Fig. 3.4 also demonstrates the effect of increasing the number of PRs and their interfer-
ence threshold on the total transmit power. We observe that when Ith increases from -15 dB
to -5 dB in case of small values of γth, there exists a negligible performance gap between these
two cases. Interestingly, for higher values of γth, i.e., for high SINR requirements, constraint
(8d) dominates in minimising the transmit power. Hence, the transmit power required for
Ith = −5 dB is significantly higher than that required for Ith = −15 dB. However, increasing
the number of PRs does not provide any impact on transmit power requirement for the SBS
as long as the interference threshold remains the same. Mathematically, if a higher level
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Figure 3.5: Total transmit power versus SINR threshold of the CRN, Ith = −10 dB and Lp = 2.
of interference is allowed, the feasible set of the proposed power minimisation beamforming
problem expands, thus, giving an opportunity to further decrease the objective function [95].
However, since it is assumed that the tolerable amount of interference of all PRs is equal,
then varying the number of PRs does not affect the optimal value. The aforementioned
comparison between the three scenarios suggests that the proposed beamforming strategy
is effective in minimising the transmit power of the SBS while meeting the requirements of
both the SRs and the PRs.
In Fig. 3.5, we investigate the effect of the EH threshold and the number of SRs on the
minimum required transmit power. It can be seen that when the number of SRs, Ks, is
equal to 4, as the harvested power target, pth, decreases from -5 dBm to -10 dBm, their
is a notable decrease in the required transmit power in low values for the SINR threshold.
However, the gap in the performance between the two cases becomes smaller as γth increases.
In fact, even for a small energy requirement, the SRs cannot prevent spending more energy
at SBS when the data requirement is high for cognitive network. However, increasing the
number of SRs (changing Ks = 4 to Ks = 6) leads to an increase in the transmit power at
SBS as both the data rate and the energy requirement at the receiver side increase.
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3.7 Summary
In this chapter, a downlink beamforming scheme has been proposed for underlay CRNs in
MU-MISO SWIPT systems. With the focus on minimising the transmit power at the SBS, we
have investigated joint optimisation of the transmit beamforming vectors and the PS ratios
subject to individual SRs and PRs constraints. To handle this non-convex optimisation
problem, we have proposed an SDP relaxation method and have proved that following this
approach does not incur any loss in optimality. Additionally, we have exploited the KKT
conditions of the relaxed problem to provide a closed-form expression for the optimal solution.
It has been shown that not only the transmit parameters need to be optimised to achieve a
balance between the CRN and primary network requirements, but also optimising the receive
parameters of the CRN nodes is crucial to obtain an optimised system performance.
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Chapter 4
SWIPT Relay Networks with
Noncoherent Modulation
After investigating SWIPT-enabled CRNs, we emphasise now on investigating SWIPT relay
systems in order to pave the way for studying SWIPT cognitive relay networks. In this
chapter, the application of noncoherent modulation is examined since it is recognised as an
energy efficient modulation scheme that avoids the need of instantaneous CSI estimation/
tracking. Particularly, a comprehensive analytical framework is proposed for the analysis of
TS and PS receiver architectures with the AF relaying protocol. A moments-based approach
is adopted to derive novel expressions for the outage probability, achievable throughput,
and ASER of a dual-hop SWIPT relay system. Furthermore, new asymptotic analytical
results for the outage probability and ASER in the high SNR regime are derived and the
achievable diversity order of the considered system is analytically quantified. The impact of
several system parameters, involving the energy conversion efficiency and TS and PS ratio
assumptions, imposed on the EH relay terminal, are analysed.
4.1 Introduction
WPT techniques in relaying protocols present a particularly appropriate scenario that offers
benefits in twofold [58, 59, 67, 68]. First, the network itself can benefit from the relays in
cooperative data transmissions providing coverage range extension. Second, the harvested
energy can be used to charge the relay nodes. In this way, the relay nodes can be self-powered
and the overall power consumption of the network may be considerably reduced while avoid-
ing the need to replace/charge the relays’ batteries [56, 57, 69]. From this perspective, the
theoretical and implementation aspects of SWIPT relay networks have been areas of active
research interest [104–107] and the references therein. A SWIPT-enabled relay terminal har-
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vests energy from the signal transmitted from the source node to forward the information
to a destination node. Owing to practical hardware limitations, a relay node is unable to
perform the two functions of EH and information processing simultaneously. To address this
problem, two practically realisable SWIPT relaying protocols were proposed in [56], namely,
TS and PS relaying protocols. In the former, the relay switches over time between EH and
information processing, whereas, in the latter, the relay uses portion of the received power
for EH and the remaining for information processing. Due to the unique characteristics
inherent in such energy-constrained relay nodes, minimising the total energy consumption is
crucial for the design of SWIPT relay systems.
Towards achieving this, an energy-efficient modulation scheme with a low-complexity im-
plementation that is still robust enough to provide the desired service has to be appropri-
ately devised. Although there has been a growing literature on SWIPT, particularly, in the
context of relay networks, see e.g., [104–107] and the references therein, all research studies
were built upon the assumption of perfect channel state CSI knowledge to allow for coher-
ent information delivery. However, in such scenarios, the source is required to periodically
send training symbols which are then forwarded to the destination through the relay node.
Additionally, in some cases, the relay may need to estimate the source-relay channels.
Although CSI-based relaying systems are expected to outperform those that depend on
the absence of CSI, this improvement comes at the inevitable cost of increased signaling
overhead and processing burden. This, in turn, increases the amount of power consumption
at the relay node and, hence, poses a practical hindrance in the performance of SWIPT
relay networks. Thus, eliminating the need of CSI estimation appears to be an interesting
proposition in this context.
Recently, noncoherent modulation techniques for SWIPT relay systems have been proposed
in [108–111] to circumvent channel estimation. In particular, in [108] and [109], maximum-
likelihood detectors were obtained based on TS and PS SWIPT receiver architectures, for
AF and decode-and-forward (DF) relaying, respectively. The performance of the proposed
receivers in terms of their average ASER was studied via Monte Carlo simulations only.
Furthermore, noncoherent modulation for two-way relay networks was investigated in [110].
In [111], the authors investigated the error rate performance of SWIPT based differential AF
relaying in the presence of Nakagami-m fading and a direct link. The derived expressions
for the average bit error rate (ABER) are applicable only for the case of binary differential
phase-shift keying (BDPSK).
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Although analysing the performance and understanding the limitations of noncoherent SWIPT
relay networks in various operational conditions are essential for their design, implementa-
tion, testing and deployment stages, to the best of our knowledge, none of the previous works
provided a comprehensive and unified analytical treatment to efficiently evaluate the perfor-
mance of such systems.
Due to the implementation simplicity of the AF relaying mechanism [56], and motivated
by the above considerations and that the Monte Carlo approach often becomes intractable
because of the prohibitive amount of simulation time required to achieve accurate estimates,
the aim of this work is, therefore, to fill this research gap by developing a comprehen-
sive mathematical framework to analytically study the performance of arbitrary MFSK and
MDPSK in dual-hop AF relaying protocols with TS and PS SWIPT schemes. Unlike the
work in [111], where the analysis therein is limited to the ABER, in this work we adopt the
moments-based approach to evaluate various performance metrics that quantify the opera-
tion of SWIPT relay networks. This includes, but is not limited to, the outage probability,
the achievable throughput, the ASER, and the diversity order.
Specifically, the main contributions and results of this work are summarised as follows:
 We derive a computationally effective exact closed-form expression for the moments of
the receive SNR when the channels of the two hops are subject to Rayleigh fading. To
the best of our knowledge, this result is novel in literature.
 We employ the Pade´ approximation (PA) technique to obtain an accurate approxi-
mate closed-form rational expression of the corresponding moment generating function
(MGF) of the system based on the knowledge of its moments [112].
 The derived moments and MGF expressions are utilised to evaluate fundamental per-
formance metrics such as, the average SNR (ASNR), the amount-of-fading (AoF), the
outage probability, the achievable throughput, and the ASER for the cases of arbitrary
MFSK and MDPSK.
 We derive new asymptotic expressions for the outage probability and the ASER.
 Through the derived outage probability expression, we demonstrate that the achievable
diversity order of the considered system model is less than 1 and further demonstrate
that the second hop is indeed the performance bottleneck for the relaying path.
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 The accuracy of all developed analytical models are verified via computer-based Monte
Carlo simulations.
DS
R
Figure 4.1: Schematic representation pf relay-assisted transmission.
4.2 System Model
Consider an AF wireless relay system where a source node, S, communicates with a desti-
nation node, D, via an intermediate relay node, R, as illustrated in Fig. 4.1. Let hsr and
hrd denote the channel coefficients of the first and the second hops, respectively. The source
and the destination nodes are assumed to be energy unconstrained nodes powered by either
a battery or a power grid. Furthermore, the source transmits its message using a constant
transmit power, Ps. On the other hand, the relay node has no dedicated power supply and
it harvests energy from the received signal of S, which is then used as a transmit power over
the second hop. Our study considers two wireless EH protocols, namely, PS and TS, and
assumes that all nodes are equipped with a single antenna. We further consider that a direct
link does not exist between S and D. To avoid interference, data transmission from S and R
are performed over orthogonal channels in either frequency or time. All nodes are assumed
to operate in half-duplex mode, i.e., they cannot transmit and receive simultaneously in any
given frequency band. Furthermore, the signal transmission from S to D is completed in
two phases. In Phase-1, the source to relay information transmission takes place. During
Phase-2, S remains silent, whereas R uses the energy harvested during Phase-1 to amplify
the received signal and forward it to D.
In our setup, hij, ij ∈ {sr, rd}, denotes the small-scale fading coefficient of the channel
between transmitter i and receiver j, and is modelled as independent complex Gaussian
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Figure 4.2: Block diagram of the relay receiver architecture with the PS relaying protocol.
random variable, hij ∼ CN (0, σ2ij). We further assume that σ2ij = 1 giving rise to a Rayleigh
fading channel. Moreover, we assume that the instantaneous CSIs of hij are unknown to
any terminal. Furthermore, we consider that all links are subject to large-scale fading in
which the received power is inversely proportional to dαij, where dij is the distance between
transmitter i and receiver j, and α > 2 denotes the pathloss exponent. We also assume that
information transfer is performed using noncoherent signalings such as MFSK or MDPSK,
where M is the constellation size.
4.2.1 Power Splitting-based Relaying
The block diagram of the employed PS relaying protocol for SWIPT is depicted in Fig. 4.2.
The total transmission time, T , is divided equally into two consecutive phases, each of
duration T/2 (sec) [56, 66]. Specifically, during Phase-1, the source broadcasts its signal
xm, where E[|xm(n)|2] = 1, with power Ps (watts) according to one of the two following
noncoherent modulation schemes.
4.2.1.1 PS with MDPSK
In this case, the information symbols, v(n) = ej2pim/M for m = 0, 1, ...,M − 1, are encoded
based on the difference of two consecutive signal phases. Consequently, the source transmit-
ted signal, xm,m = 0, 1, ...,M − 1, can be expressed as
xm(n) = xm(n− 1)v(n), n = 1, 2, ...Nf , (4.1)
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where the initial reference modulated symbol is xm(0) = 1, and Nf is the frame length [113].
More specifically, in the first time slot, the signal received at R can be expressed as
yr(n) =
√
Ps√
dαsr
hsrxm(n) + nra(n). (4.2)
Here, nra(n) ∼ CN (0, σ2ra) represents the AWGN associated with the n-th symbol, accounting
for the receive antenna noise at R. At the end of Phase-1, R splits the received signal into
two streams, as shown in Fig. 4.2, one is forwarded to the energy harvester and the other to
the information receiver (IR) for information processing. Thus, the signal received at IR of
R can be given by
yIr (n) =
√
κyr(n) =
√
κPs√
dαsr
hsrxm(n) +
√
κnra(n) + nrc(n), (4.3)
where κ = (1 − θ) and θ stands for the PS ratio at R. In this work, it is considered that
0 < θ < 1, corresponding to a general SWIPT system featuring both wireless information
transfer and wireless EH. Furthermore, nrc(n) ∼ CN (0, σ2rc) is the AWGN at R due to the
RF to baseband signal conversion.
The remaining portion of the received signal at R is forwarded to the energy harvester,
i.e. yEHr (n) =
√
θyr(n), hence, the overall energy harvested during Phase-1 can be expressed
as
Er =
ηrθPs|hsr|2
dαsr
(T/2), (4.4)
with 0 < ηr < 1 denoting the energy conversion efficiency factor. Moreover, since both the
noise terms nra(n) and nrc(n) have constant power for all the fading states and σ
2
ra and σ
2
rc
are typically very small to perform EH, they are ignored in the expression (4.4). A sim-
ilar assumption is also considered in [56,114] (and the references therein) and is followed
throughout the thesis.
Since R communicates with D for T/2 sec., the power available at R at the end of Phase-1
is Pr = Er/(T/2).
During Phase-2 and to simplify the analysis, R uses the whole portion of the harvested
energy to amplify the received signal (4.3) and transmit it to D. At the end of Phase-2, the
destination implementes different decoding to recover the data symbols from the received
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signal, which can be expressed as
yd(n) =
1√
dαrd
hrdsr(n) + nd(n), (4.5)
where nd(n) ∼ CN (0, σ2d) is the overall AWGN at D. In addition, nra(n), nrc(n), and
nd(n) are statistically independent. In (4.5), sr(n) represents the signal transmitted from
the relay after proper amplification. To ensure that the average transmit power of R is Pr,
the relay normalises the signal to be transmitted by the variance of (4.3) and sr(n) can be
correspondingly, given as
sr(n) =
√
Pr
1
dαsr
κPsσ2sr + κσ
2
ra + σ
2
rc
yIr (n). (4.6)
We note that, the power scaling factor in (4.6), i.e., ( 1
dαsr
κPsσ
2
sr + κσ
2
ra + σ
2
rc)
1/2 ensures that
the average transmission power for data relaying in Phase-2 is fixed to Pr and relies solely
on the variance of the channel hsr without requiring the knowledge of its CSI at the relay
terminal [56,66]. It should be further noted that the EH process at R is independent of the
power scaling process and it is assumed that EH is performed instantaneously. We would
like to point out that the harvested instantaneous energy depends on the instantaneous
power gain, namely, |hsr|2 , but it does not require the knowledge of CSI. The harvested
instantaneous energy is simply used as a transmit power in the second phase of transmission.
Note that the assumption of instantaneous EH was adopted in [56]1. Finally, substituting
(4.3) and (4.6) in (4.5) yields
yd(n) =
√
κηrθ|hsr|2Pshsrhrdxm(n)√
dαsrd
α
rd
√
κPsσ2sr + d
α
srσ
2
r︸ ︷︷ ︸
Signal Part
+
√
ηrθPs|hsr|2hrdnr(n)√
dαrd
√
κPsσ2sr + d
α
srσ
2
r
+ nd(n)︸ ︷︷ ︸
Noise Part
, (4.7)
where nr(n) =
√
κnra(n) + nrc(n) is the overall noise at R with variance σ
2
r = κσ
2
ra + σ
2
rc.
Based on (4.7), the instantaneous received SNR at D, γeq, can be given by
γeq =
abρsrρrd|hsr|4|hrd|2
bρrd|hsr|2|hrd|2 + aρsrσ2sr + 1
, (4.8)
where a = κ
dαsr
, b = ηrθ
dαsrd
α
rd
, ρsr =
Ps
σ2r
and ρrd =
Ps
σ2d
.
1An example of a commercialised power harvester that is able to directly power a low power battery-less
device is that of Powercast’s [43].
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4.2.1.2 PS with noncoherent MFSK
For noncoherent MFSK modulation, the source transmits the message, xm(n), over the m-th
orthogonal carrier chosen from an M set of carriers where m = 0, 1, ...,M − 1. Since at the
destination, the source message is detected based on M received symbols, it is convenient
to represent xm(n) as a column vector im+1 with 1 at its m-th entry and 0 elsewhere.
Moreover, the destination employs noncoherent reception using a bank of M noncoherent
correlators to make a decision as to which of the M symbols was transmitted [113]. The
baseband equivalent signal at any receiving terminal, j is denoted by an M × 1 vector
yj , [yj(1), ..., yj(M)]T . As a result, the signal model for PS relaying employing noncoherent
MFSK can be represented as
yIr(n) =
√
κPs√
dαsr
hsrim+1(n) +
√
κnra(n) + nrc(n), (4.9)
yd(n) =
1√
dαrd
hrdsr(n) + nd(n), (4.10)
where nra(n) ∼ CN (0, σ2raIM) and nrc(n) ∼ CN (0, σ2rcIM) are the receive antenna and RF
to baseband signal conversion AWGNs at R, respectively, and nd(n) ∼ CN (0, σ2dIM) is
the overall AWGN due to both the receive antenna and RF to baseband signal conversion
at D. Furthermore, sr(n) represents the signal transmitted from R during Phase-2 after
normalisation, where the amplification gain is chosen to ensure that the average transmission
power at R is fixed to Pr and thus, sr(n) can be expressed as
sr(n) =
√
Pr
1
dαsr
κPsσ2sr +M [κσ
2
ra + σ
2
rc]
yIr(n). (4.11)
By substituting (4.11) in (4.10), the signal received at D is given as
yd(n) =
√
κηrθ|hsr|2Pshsrhrdim+1(n)√
dαsrd
α
rd
√
κPsσ2sr +Md
α
srσ
2
r︸ ︷︷ ︸
Signal Part
+
√
ηrθPs|hsr|2hrdnr(n)√
dαrd
√
κPsσ2sr +Md
α
srσ
2
r
+ nd(n)︸ ︷︷ ︸
Noise Part
, (4.12)
where nr(n) =
√
κnra(n) + nrc(n) is the overall noise at R with variance σ
2
r = κσ
2
ra + σ
2
rc.
Consequently, the instantaneous received SNR at D can be expressed as
γeq =
abρsrρrd|hsr|4|hrd|2
bρrd|hsr|2|hrd|2 + aρsrσ2sr +M
, (4.13)
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where a = κ
dαsr
, b = ηrθ
dαsrd
α
rd
, ρsr =
Ps
σ2r
and ρrd =
Ps
σ2d
. In the aforementioned noncoherent modu-
lation schemes, it is assumed that all waveforms within one symbol interval are equiprobable
and have the same energy Ps.
Note that the SNR expressions in (4.8) and (4.13) differ from the one in [56] for coherent
modulation, which is given by
γeq =
abρsrρrd|hsr|4|hrd|2
bρrd|hsr|2|hrd|2 + aρsr|hsr|2 + 1 ,
and that can be simplified when the SNR of the S → R channel is sufficiently high to
γeq =
abρsrρrd|hsr|2|hrd|2
bρrd|hrd|2 + aρsr ,
yielding to a tractable performance analysis.
4.2.2 Time Switching-based Relaying
The key parameters in the TS relaying protocol for EH and information processing at R are
depicted in Fig. 4.3a. A certain block of information is transmitted from S to D during a
total time of T (sec). Under this protocol, β is the portion of the total time in which the
relay harvests energy from the source signal, where 0 < β < 1. Following the same setup as
in [56,66] for TS, the information transmission is performed in the remaining block time, i.e.,
(1− β)T , such that half of the fraction of the time, (1− β)T/2, denoted as Phase-1, is used
for the source to relay transmission, while the remaining fraction of the time, i.e., (1−β)T/2,
denoted as Phase-2, is used by the relay to forward the information to the destination as
shown in Fig. 4.3b . Based on that, the energy harvested at R is given by
Er =
ηrPs|hsr|2
dαsr
(βT ). (4.14)
Based on the fact that R communicates with D for the time (1 − β)T/2, the transmitted
power from the relay node is given by
Pr =
Er
(1− β)T/2 =
2ηrPs|hsr|2β
dαsr(1− β)
. (4.15)
In the following, we present the details of the signal model when noncoherent MDPSK and
MFSK are employed with TS-based relaying.
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Figure 4.3: (a) Illustration of the time frame of SWIPT relaying employing the TS protocol (b)
Block diagram of the relay receiver architecture with the TS relaying protocol.
4.2.2.1 TS with MDPSK
At the end of Phase-1, the signal received from S is used solely for information processing
at R, i.e., no PS is involved and accordingly, the baseband equivalent signal model with
MDPSK is given as
yIr (n) =
√
Ps√
dαsr
hsrxm(n) + nra(n) + nrc(n), (4.16)
yd(n) =
1√
dαrd
hrdsr(n) + nd(n), (4.17)
where nra(n) ∼ CN (0, σ2ra) and nrc(n) ∼ CN (0, σ2rc) are the receive antenna and RF to
baseband signal conversion AWGNs at R and nd(n) ∼ CN (0, σ2d) is the overall AWGN due
to the receive antenna and RF to baseband signal conversion at D, respectively. To ensure
that the power of the transmitted signal from R for TS-based relaying with MDPSK is set
to Pr, the signal forwarded from the relay node, sr(n) is given by
sr(n) =
√
Pr
1
dαsr
Psσ2sr + σ
2
ra + σ
2
rc
yIr (n). (4.18)
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By setting nr(n) = nra(n) + nrc(n), σ
2
r = σ
2
ra + σ
2
rc, and upon substituting (4.18) and (4.15)
into (4.17), the received signal at D, yd(n), in terms of Ps, ηr, β, d
α
sr, and d
α
rd, can be rewritten
as
yd(n) =
√
2ηrβ|hsr|2Pshsrhrdxm(n)√
(1− β)dαsrdαrd
√
Psσ2sr + d
α
srσ
2
r︸ ︷︷ ︸
Signal Part
+
√
2ηrβPs|hsr|2hrdnr(n)√
(1− β)dαrd
√
Psσ2sr + d
α
srσ
2
r
+ nd(n)︸ ︷︷ ︸
Noise Part
. (4.19)
From (4.19), the instantaneous received SNR of the relay path, γeq, can be expressed as (4.8)
with a = 1
dαsr
, b = 2ηrβ
dαsrd
α
rd(1−β)
, ρsr =
Ps
σ2r
, and ρrd =
Ps
σ2d
.
4.2.2.2 TS with noncoherent MFSK
When noncoherent MFSK signaling is employed, the signals received at R at the end of
Phase-1 and at D at the end of Phase-2 can be respectively modeled as
yIr(n) =
√
Ps√
dαsr
hsrim+1(n) + nra(n) + nrc(n), (4.20)
yd(n) =
1√
dαrd
hrdsr(n) + nd(n), (4.21)
where nra(n) ∼ CN (0, σ2raIM) and nrc(n) ∼ CN (0, σ2rcIM) are the receive antenna and RF
to baseband signal conversion AWGN at R, respectively, and nd(n) ∼ CN (0, σ2dIM) is the
overall AWGNs due to the receive antenna and RF to baseband signal conversion at D. The
signal received at R in Phase-1 is amplified or scaled to meet an average power constraint
Pr and thus, the transmitted signal, sr(n), is specified as
sr(n) =
√
Pr
1
dαsr
Psσ2sr +M [σ
2
ra + σ
2
rc]
yIr(n). (4.22)
Combining (4.15) and (4.22), followed by a substitution of (4.22) back into (4.21), yields the
signal received at D as
yd(n) =
√
2ηrβ|hsr|2Pshsrhrdim+1(n)√
(1− β)dαsrdαrd
√
Psσ2sr +Md
α
srσ
2
r︸ ︷︷ ︸
Signal Part
+
√
2ηrβPs|hsr|2hrdnr(n)√
(1− β)dαrd
√
Psσ2sr +Md
α
srσ
2
r
+ nd(n)︸ ︷︷ ︸
Noise Part
,
(4.23)
where nr(n) = nra(n) + nrc(n) is the overall noise at R with variance σ
2
r = σ
2
ra + σ
2
rc. Based
on (4.23), the instantaneous received SNR of the relay link, when TS relaying is employed
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with noncoherent MFSK, is expressed as (4.13) with a = 1
dαsr
, b = 2ηrβ
dαsrd
α
rd(1−β)
, ρsr =
Ps
σ2r
, and
ρrd =
Ps
σ2d
.
4.2.3 Ideal Relay Receiver
For the completeness of the work, we investigate in this section the ideal relay receiver.
Specifically, when the RF-powered relay is enabled by an ideal receiver, the same received
signal is used for information processing and EH [115]; although, this cannot be realised by
practical circuits, it is considered here as a benchmark scheme. As a result, during Phase-1,
the relay node harvests energy and processes the information from the source signal and
during Phase-2, it uses the harvested energy to forward the source signal to the destination.
Consequently, the available power at the relay due to EH is given by Pr =
ηrPs|hsr|2
dαsr
. Using
this value of Pr in the relay amplification gain and following the same steps as in Sections
4.2.1 and 4.2.2, the instantaneous received SNR expression for the ideal relaying receiver can
be obtained and written as will be shown in the next section.
Table 4.1: Instantaneous Received SNR Expression Parameters for PS, TS, and Ideal Relay Receiver
Relaying Protocol PS Protocol TS Protocol Ideal Relay Receiver
aˆ aˆ = κ
dαsr
ρsr aˆ =
1
dαsr
ρsr aˆ =
1
dαsr
ρsr
bˆ bˆ = ηrθ
dαsrd
α
rd
ρrd bˆ =
2ηrβ
dαsrd
α
rd(1−β)
ρrd bˆ =
ηr
dαsrd
α
rd
ρrd
ρsr ρsr = Ps/σ
2
r ρsr = Ps/σ
2
r ρsr = Ps/σ
2
r
ρrd ρrd = Ps/σ
2
d ρrd = Ps/σ
2
d ρrd = Ps/σ
2
d
σ2r σ
2
r = κσ
2
ra + σ
2
rc σ
2
r = σ
2
ra + σ
2
rc σ
2
r = σ
2
ra + σ
2
rc
4.3 Unified System Model
For the convenience of the ensuing analysis, the instantaneous received SNR expressions for
the PS, TS, and ideal relay receiver protocols, considering M -DPSK and M -FSK modula-
tions, can be written in one unified general form as
γeq =
aˆbˆ|hsr|4|hrd|2
bˆ|hsr|2|hrd|2 + aˆσ2sr + Ψ
, (4.24)
where the constants aˆ and bˆ differ in the PS, TS, and ideal relay receiver protocols and are
defined in Table 4.1. Furthermore, Ψ is set to 1 for M -DPSK, and M for M -FSK.
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Remark 1: Note that the SNR expression in (4.24) differs from the one in [56] for coherent
modulation, which is given by
γeq =
aˆbˆ|hsr|4|hrd|2
bˆ|hsr|2|hrd|2 + aˆ|hsr|2 + 1
.
It is notable that the random variable (RV) |hsr|2 appears in the second term of the de-
nominator of the SNR expressions for coherent modulation while it does not in (4.24). Ac-
cordingly, their associated probability density functions (PDFs), cumulative distribution
functions (CDFs), n-th order moments, MGFs, and other channel statistics, are also differ-
ent, rendering the analytical results for ASER, outage probability, and throughput to be also
different.
One of the classical ways in the performance analysis of communication networks in terms of
ASER, outage probability, and throughput, is to average the conditional ASER and outage
probability expressions over the PDF of the instantaneous received SNR expression involv-
ing the RVs of the channel. However, in our considered noncoherent SWIPT relay system,
the PDF of the instantaneous received SNR expressions given in (4.24) is mathematically
intractable and does not lend itself to a closed-form expression, preventing one from ob-
taining closed-form expressions for the underlying performance metrics. In this work, we
addressed this challenge by deriving the n-th moment of the generalised instantaneous SNR
expression in (4.24), which will be then exploited to evaluate the ASER, outage probability,
and throughput.
4.4 The Moments and MGF of the Receive SNR
In this section, we derive an exact closed-form expression for the moments of the receive
SNR, γeq in (4.24), and then employ it to approximate its MGF.
4.4.1 Moments of the Receive SNR
The moments, specified as µn = E[γneq], can be derived in the following theorem.
Theorem 4.4.1: Assuming that both S → R and R → D links undergo independent and
identically distributed (i.i.d) Rayleigh fading conditions, the nth-order moment of the instan-
taneous end-to-end SNR of dual-hop AF relaying in noncoherent SWIPT systems is given
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by
µn = E[γneq] =
aˆnC
bˆΓ(n)
G3,11,3
[
bˆ
C
∣∣∣ 1, 1− n, 2
n+ 1
]
, (4.25)
where G.,..,.[.|.] is the Meijer G-function as defined in [116, Eq. (8.2.1.1)].
Proof. See Appendix C. 
To the best of our knowledge, this result is novel. It is worth noting that (4.25) is simple and
incorporates the Meijer G-function which is a standard built-in function in most of the well-
known mathematical software packages, such as Mathematica©, Matlab©, and MapleTM,
and can therefore, be easily and efficiently evaluated. Theorem 4.4.1 turns out to be useful
beyond the scope of this work. Knowing (4.25), one can establish the MGF, AoF, ASNR,
outage probability, achievable throughput, and ASER of the system, as will be presented
in the subsequent section. Nonetheless, the result in (4.25) can be further applied to study
other metrics, such as the kurtosis and the skewness that characterise the distribution of the
receive SNR and the ergodic capacity of the system.
4.4.2 MGF of the Receive SNR
By definition, the MGF of γeq is Mγeq(s) = E [e−sγeq ] and can be represented as a formal
power series (e.g., Taylor) as
Mγeq(s) =
∞∑
n=0
(−1)n
n!
E
[
γneq
]
sn =
∞∑
n=0
(−1)n
n!
µns
n. (4.26)
Despite the fact that the moments of all orders, µn, can be computed in closed-form using the
analysis of the preceding subsection, in many cases, we cannot conclude where and whether
the power series in (4.26) is convergent or not. Hence, in practice, only a finite number W
can be used, truncating the series (4.26) as
Mγeq(s) =
W∑
n=0
(−1)n
n!
µns
n +O(sW+1), (4.27)
with O(sW+1) denoting the terms of order higher than W after the truncation. Having
(4.27) in hand, one has to obtain the best approximation to the unknown underlying func-
tion Mγeq(s) by evaluating only a finite number of the moments. It is demonstrated in
[117] and [118] that the series, presented in (4.26), can be efficiently and accurately approx-
imated using the PA method. PA is a well-known method that is applied to approximate
infinite power series that are either not guaranteed to converge, converge very slowly or for
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which a limited number of coefficients is known [117]. The approximation is given in terms of
a simple closed-form rational function of arbitrary order X for the numerator and arbitrary
order Y for the denominator, and whose power series expansion agrees with the W -th-order
(W = X + Y ) power expansion of Mγeq(s) [117]. Consequently, the rational function,
P[X/Y ](s) ,
∑X
i=0 xis
i
1 +
∑Y
i=1 yis
i
, (4.28)
is said to be a PA to the series (4.26), if
P[X/Y ](s) ∼=
W∑
n=0
(−1)n
n!
µns
n +O(sW+1). (4.29)
It is straight forward to see from (4.28) that the moments µn, n = 1, ...,W need to be eval-
uated to construct the approximant, P[X/Y ](s). Also, the coefficients xi and yi can be easily
obtained by matching the coefficients of like powers on both sides. Several issues concerning
approximants and the method to determine their coefficients are included in [117] and [118].
Pade´ approximants are available as built-in functions in off-the-shelf mathematical software
packages, such as Mathematica©, Matlab©, and MapleTM. In this work, we apply the
subdiagonal PA, P[X/X+1](s), to approximate Mγeq(s), since it is only for such order of
approximants that the convergence rate and the uniqueness can be assured [118].
4.5 Performance Analysis
In this section we exploit the mathematical tools presented in the previous section to de-
rive a number of important performance measures for SWIPT relay networks employing
noncoherent modulation.
4.5.1 Receive Average SNR
The ASNR is the most common and well understood performance measure characterising a
digital communication system, owing to its ease of evaluation. It also serves as an excellent
indicator of the overall fidelity of the system [27]. The ASNR corresponds to the first
moment, µ1 = E[γeq], which can be computed by setting n = 1 in (4.25).
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4.5.2 Amount of Fading
Since the variance of the instantaneous SNR is totally ignored in the computation of the
ASNR, this metric lacks the ability to capture all the diversity benefits and therefore, can-
not be efficiently associated with the error performance of diversity combining mechanisms.
In fact, if the diversity advantages were limited to an ASNR gain, then this could be achieved
by simply increasing the transmitter power [27]. What is of more importance is the ability
of diversity systems to reduce the fading-induced fluctuations or equivalently in statistical
terms, to reduce the relative variance of the signal envelope that cannot be achieved by
just increasing the transmitter power [27]. Therefore, in order to capture this effect, other
performance measures that take into account higher moments of the combiner output SNR
are considered. Amongst these measures is the AoF, which is another performance measure
that is simple to compute and requires the knowledge of only the first and second moments
of the instantaneous SNR, γeq and is often used in describing the behavior of systems with
arbitrary combining techniques and channel statistics and thus can be used as an alternative
performance criterion whenever convenient.
For the instantaneous receive SNR, γeq, the AoF is defined as [27]
AoFγeq =
E[γ2eq]
(E[γeq])2
− 1, (4.30)
which can be calculated by using (4.25) to calculate the first and second moments of γeq,
i.e., γ1eq and γ
2
eq, respectively, then substituting the results back in (4.30). Because the AoF
defined in (4.30) is usually computed at the output of the combiner, its evaluation will reflect
the behavior of the particular diversity combining technique as well as the statistics of the
fading channel and thus, as mentioned above, is a measure of the performance of the entire
system [27].
4.5.3 Outage Probability
The outage probability Pout is another standard performance criterion of wireless systems
operating over fading channels. It is defined as the probability that the instantaneous SNR
γeq of the S → R→ D at D falls below a certain predefined threshold γdth, namely,
Pout , Fγeq(γdth) = Pr(γeq ≤ γdth), (4.31)
66
where γdth = 2
RT − 1, RT is the transmission rate, and Fγeq(.) is the CDF of γeq, and can be
evaluated by [119]
Pout , Fγeq(γdth) =
[
L−1
(Mγeq(s)
s
)]
s=γdth
, (4.32)
where Mγeq(s) is the MGF expression pertaining to γsr, and L−1(.) denotes the inverse
Laplace transform. Herein, to evaluate the outage probability, we follow the well-known
MGF approach which is achieved by substituting the MGF expression given in (4.28) into
(4.32), and applying the accurate Euler numerical technique for the inversion of the Laplace
transform presented in [119]. Following the steps illustrated therein, the outage probability
of the S → R→ D link of noncohernt SWIPT systems can be calculated according to
Pout =
2−QeA/2
γdth
Q∑
q=0
(
Q
q
)N+q∑
n=0
(−1)n
βn
<
{Mγeq(A+2pijn2γdth )
A+2pijn
2γdth
}
+ E(A,N,Q), (4.33)
with βn = 2 when n = 0 and βn = 1 when n = 1, 2, ..., Nf , and A,Q and N denote
the truncation parameters. Furthermore, E(A,N,Q) denotes the overall discretisation and
truncation error term which can be approximately bounded by [119]
|E(A,N,Q)| ' e
−A
1− e−A +
∣∣∣2−QeA/2
γdth
Q∑
q=0
(−1)N+1+q
(
Q
q
)
<
Mγeq(
A+2pij(N+q+1)
2γdth
)
A+2pij(N+q+1)
2γdth
∣∣∣. (4.34)
4.5.4 Throughput Analysis
The next figure of merit is the throughput, which measures the number of bits that are
successfully decoded per unit time per unit bandwidth at the destination node given a fixed
transmission rate RT . This data may be delivered over a physical or logical link, or pass
through a certain network node. The throughput is usually measured in bits per second
(bit/s/Hz or bps/Hz), and sometimes in data packets per second or data packets per time
slot. The system throughput or aggregate throughput is the sum of the data rates that are
delivered to all terminals in a network [27]. In the context of SWIPT, it can be expressed
for the TS and PS relaying protocols as
τTS =
(1− Pout)RT (1− β)
2
, (4.35)
and
τPS =
(1− Pout)RT
2
, (4.36)
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respectively, [56]. To quickly assess the throughput performance of the TS and PS receivers
we recall that the outage probability is the probability that the received SNR at the desti-
nation node falls below the required threshold γdth = 2
RT − 1 for correct data detection, then
according to (4.35) and (4.36), the factor (1− β) that appeared in the throughput expres-
sion of TS suggests that TS performs worse than PS at high SNR. This will be justified by
simulations in Section 4.7.
4.5.5 Average Symbol Error Rate
The aim of this subsection is to analyse the final performance criterion of the underlying
SWIPT relaying scheme. By exploiting the PA method described in Section 4.4.2, and the
well-known MGF-based unified approach to the ASER analysis for noncoherent and dif-
ferential modulation over fading channels [27], the ASER of arbitrary M -ary noncoherent
modulation schemes can be readily evaluated as follows.
The unconditional ASER of the proposed system under MFSK modulation scheme is given
by [120]
P seMFSK =
M−1∑
m=1
(−1)m+1
(
M − 1
m
)
1
m+ 1
Mγeq
(
m
m+ 1
)
. (4.37)
When MDPSK is employed for SWIPT relaying, the ASER is expressed as [120]
P seMDPSK =
1
pi
∫ (M−1)pi/M
0
Mγeq
(
g
1 +
√
1− gcosφ
)
dφ, (4.38)
where g , sin2(pi/M).
Although a closed-form expression cannot be obtained, (4.38) can be easily computed numer-
ically since it presents a finite-range summation and integral involving integrands composed
of closed-form approximations. By substituting (4.28) in (4.37) and (4.38), the ASER per-
formance of noncoherent MFSK and MDPSK modulation schemes can be evaluated for the
desired relaying protocol.
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4.6 Asymptotic Analysis
Although the expressions in (4.33), (4.37), and (4.38) are based on a very tight approximation
of the MGF of the receive SNR, they do not provide useful insights into the system perfor-
mance. Consequently, in this section, we derive further asymptotic expressions which can
be used to provide deep insights into the system performance of the considered system model.
Specifically, considering (4.24), we can alternatively write it as
γeq =
γhop1γhop2
γhop2 + γhop1 + ε
, (4.39)
where, γhop1 = aˆγsr, γhop2 = bˆγsrγrd, and γhop1 = aˆσ
2
sr. Examining (4.39), we note that
two SNRs, namely, γhop1 and γhop2 , parameterise the performance. Allowing the two SNRs
to become large does not simplify the analysis further; therefore, we allow only γhop1 to
approach infinity, which could be justified when the relay is placed very close to the source.
In particular, as γhop1 →∞, (4.39) can be expressed as
γeq ∼= bˆγ2srγrd, (4.40)
which follows by recalling that for a Rayleigh fading channel, σ2sr is set to 1. In the following,
we derive asymptotic expressions for the outage probability and the ASER of the system as
follows.
4.6.1 Asymptotic Outage Probability
The asymptotic outage probability of (4.33) is given in the following proposition.
Proposition 4.6.1: The asymptotic outage probability of a noncoherent dual-hop SWIPT
AF relay network, when the average SNR of the first hop; S → R, approaches ∞+, can be
given as
P∞out,1 ∼= 1−
1√
pi
G0,33,0
[
4bˆ
γdth
∣∣∣ 0, 0.5, 1−
]
. (4.41)
Proof. See Appendix D. 
By knowing the mathematical behavior of the Meijer G-function and recalling that bˆ =
ηrθ
dαsrd
α
rd
ρrd for PS-based relaying and bˆ =
2ηrβ
dαsrd
α
rd(1−β)
ρrd for TS-based relaying, where ρrd =
Ps
σ2d
,
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we can note from Proposition 4.6.1 that as bˆ increases, corresponding to increasing the aver-
age SNR of the second hop, the second term in (4.41) increases and the outage probability
decreases. This suggests that when the average SNR of the first hop is very high, the outage
probability of the system decreases regardless of the PS or TS ratios, i.e., θ or β in PS-based
or TS-based relaying, respectively, This will be confirmed in the numerical and simulation
results shown in Section 4.7.
Special Case: when bˆ → ∞, corresponding to the case when the average SNR of the
second hop; R → D, grows large, we apply the asymptotic representation of the Meijer G-
function given in [121, Eq. (41)] to derive the outage probability in terms of basic elementary
functions as
P∞out,2 ∼= 1−
1√
pi
γdth4bˆ Γ(−0.5)︸ ︷︷ ︸
t1
+
1
2
√
γdth
bˆ
Γ(0.5)Γ(−0.5)︸ ︷︷ ︸
t2
+Γ(0.5)
 , (4.42)
It is straightforward to notice from (4.42) that as bˆ→∞ the term t2 dominates over t1. In
other words, the convergence of t2 to zero is slower compared to t1, and accordingly, P
∞
out1,2
can be reduced to
P∞out,2 ∼= −
1
2
√
γdth
pibˆ
Γ(0.5)Γ(−0.5). (4.43)
We focus now on investigating the diversity order to gain further insight into the impact
of EH on noncoherent relaying systems. Setting SNR = bˆ, a careful examination of (4.43)
reveals that the outage probability of the considered SWIPT relay system for a given rate,
RT , for both PS and TS relaying schemes, behaves as P
∞
out2 ∝ SNR −
1
2 at high SNR. This
leads the diversity order to be evaluated as
d = lim
SNR→∞
(
− log10 (Pout)
log10 (SNR)
)
= − log10 (P
∞
out2)
log10 (SNR)
= 0.5. (4.44)
It is therefore, easy to see from the previous discussion that the obtained diversity order for
the considered noncoherent SWIPT system is less than 1. It can also be concluded that the
system performance is limited by the second hop; R→ D, which is the weaker hop, since it
is subject to the cascaded fading effect, resulting from EH at the relay node.
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4.6.2 Asymptotic Average Symbol Error Rate
In order to derive the asymptotic ASER, we utilise the asymptotic CDF, i.e., F∞γeq(γ
d
th) ob-
tained in (4.41) to derive the asymptotic MGF in the following proposition.
Proposition 4.6.2: The asymptotic MGF of the approximate receive SNR of a noncoher-
ent dual-hop SWIPT AF relay network when the average SNR of the first hop, S → R,
approaches ∞+, can be given as
M∞γeq ,1(s) ∼= 1−
1√
pi
G1,33,1
[
4bˆs
∣∣∣ 0, 0.5, 1
1
]
. (4.45)
Proof. The proof follows by recalling the definition of the MGF, Mγeq(s) = E[e−sγeq ], then
using integration by parts to express the MGF in terms of the CDF as
M∞γeq ,1(s) = s
∫ ∞
0
e−sγFγeq(γ)dγ. (4.46)
By substituting the asymptotic CDF of (4.41) into (4.46), then applying the transformation
[116, Eq. (8.2.2.14)], followed by some mathematical manipulations and finally with the aid
of [122, Eq. (7.813.2)], the desired result is obtained. 
Special Case: when bˆ → ∞, corresponding to the scenario when the average SNR of the
second hop; R → D, grows large, we apply the asymptotic representation of the Meijer G-
function given in [121, Eq. (41)] to derive the MGF in terms of basic elementary functions
as
M∞γeq ,2(s) ∼= 1−
1√
pi
[
1
4bˆs
Γ(−0.5) + 1
2
√
bˆs
Γ(0.5)Γ(−0.5)Γ(1.5) + Γ(0.5)
]
, (4.47)
Similar to (4.42), (4.47) can be further reduced to
M∞γeq ,2(s) ∼= −
1
2
√
pibˆs
Γ(0.5)Γ(−0.5)Γ(1.5). (4.48)
Capitalising on the previously derived asymptotic MGF expressions, the evaluation of the
ASER of MFSK and MDPSK is discussed in the following Corollary.
Corollary 4.6.2.1: The asymptotic ASER of MFSK and MDPSK for noncoherent SWIPT
relaying systems can be evaluated by substituting (4.45) in (4.37) and (4.38), respectively.
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Alternatively, the asymptotic ASER of MFSK and MDPSK for noncoherent SWIPT relay-
ing systems can be evaluated by substituting (4.48) in (4.37) and (4.38), respectively. For
the special cases of binary FSK (BFSK) and BDPSK, the asymptotic ASERs can be ob-
tained in closed-forms by substituting either (4.45) or (4.48) in P
∞
seBFSK
∼= 0.5M∞γeq(0.5) and
P
∞
seBDPSK
∼= 0.5M∞γeq(1), respectively [120].
Proposition 4.6.2 and Corollary 4.6.2.1 reveals that as bˆ increases, corresponding to increasing
the average SNR of the second hop, the second term in (4.45) increases and P
∞
seBFSK
and
P
∞
seBDPSK
decrease. This suggests that when the average SNR of the first hop is very high,
the ASER of the system decreases regardless of the PS or TS ratios, i.e., θ in PS-based or
or β in TS-based relaying, respectively.
4.7 Numerical and Simulation Results
In this section, we provide numerical and simulation results to illustrate and validate the
accuracy of the proposed analytical framework.
Unless otherwise stated, we set the source transmission rate to RT = 3 bits/sec/Hz, the
EH efficiency ηr = 1, the source transmission power Ps = 1 Watt and pathloss α = 2.7 [56].
We assume that σ2n , σ2r = σ2d and for simplicity, we assume that the antenna noise and in-
formation receiver circuit noise at the relay node have equal variances, i.e., σ2ra = σ
2
rc , σ2n/2.
Since the only energy supplied to the whole network is the transmit power, Ps, applied to
the source, the performance of the whole system is parametrised by SNR , Ps/σ2n. Further-
more, the distances dsr and drd are normalised to unity. The simulation results are based
on evaluating the expressions in (4.24), (4.31), (4.35), and (4.36), and averaging the results
over 105 random realisations of the Rayleigh fading channels hsr and hrd.
Following the parameter values used in [119], in our simulation results, we consider A = 23
and parameters Q and N are set to 15 and 21, respectively, so as to ensure a discretisation
error less that 10−10. However, the overall resulting error is negligible compared to the actual
outage probability value.
In Fig. 4.4, the analytical closed-form expression obtained for the receive ASNR of nonco-
herent SWIPT is shown and verified through simulations for both the TS and PS protocols
where 0 < β < 1 for the TS protocol and 0 < θ < 1 for the PS protocol2. It is observed that
2It is recalled that the value of θ and β is never equal to 0 or 1, which allows for the EH and information
transfer operations to take place simultaneously.
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Figure 4.4: Receive ASNR of noncoherent SWIPT at D with respect to β for the TS protocol and
θ for the PS protocol for SNR = 5, 15, 25 dB. ηr = 1, Ps = 1 Watt, and dsr = drd = 1.
the analytical and the simulation results match for all possible values of β and θ for low as
well as high SNR regimes. Fig. 4.4 also demonstrates that the PS protocol has a specific
value of θ = 0.4 that maximises the ASNR, however, such a value does not exist for the TS
protocol which outperforms the PS protocol in this performance metric. The reason is that
as β increases from 0 to 1, the time spent on EH increases and therefore, the power avail-
able for relay transmissions over the R→ D link increases, resulting the ASNR to increase.
While, in the PS protocol, as θ increases beyond its optimal value, the ASNR decreases
because less signal energy is used for information processing at R. As a consequence, there
exists an optimum value of θ, lying between 0 and 1, that balances the operation of EH
and information processing. As expected, the overall ASNR for both the TS and the PS
protocols increases as the SNR value increases from 5 to 25 dB.
Fig. 4.5 demonstrates the effect of varying the EH conversion efficiency on the receive
ASNR. It is not surprising to observe that the ASNR increases as the EH conversion effi-
ciency increases which corresponds to increasing the power available at the relay. This in
turn increases the SNR of the R→ D link and consequently, increases the overall receive
ASNR.
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Figure 4.5: Receive ASNR of noncoherent SWIPT at D with respect to the EH efficiency ηr.
β = 0.5 for the TS protocol and θ = 0.5 for the PS protocol, Ps = 1 Watt, SNR =20 dB, and
dsr = drd = 1.
In Fig. 4.6, we study the effect of varying the transmit SNR on the receive ASNR for a
SWIPT-enabled relaying system with TS or PS protocols. We have also included the receive
ASNR result of a non-EH relaying system [123] as a benchmark. It can be noticed that the
SWIPT-enabled system outperforms the non-EH relaying system for the studied SNR range.
As expected, as the SNR value increases the receive ASNR value increases too.
To examine the impact of varying the S → R distance, dsr, on the receive ASNR, Fig. 4.7
depicts the ASNR as a function of dsr for a SWIPT-enabled relaying system and a non-
EH relaying system [123], which is considered as a benchmark. The R→ D distance can
be given as drd = d− dsr, following the assumption in [56]. For our simulations, we set
d to 10 m, which is a reasonable value for short-range communications. Remarkably, as
dsr increases, the ASNR decreases, since both the harvested energy and the received signal
strength at the relay decrease due to the increased pathloss. Importantly, it can be observed
from Fig. 4.7 that the ASNR increases slightly as the relay is located farther from the source
and closer to the destination. That is because, as the relay node becomes closer to the
destination node, lower pathloss values are experienced in R→ D transmissions and, hence,
lower values of the harvested energy are sufficient to guarantee a reliable communication
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Figure 4.6: Receive ASNR of noncoherent SWIPT at D with respect to the transmit SNR for both
a SWIPT-enabled relaying system and a non-EH relaying system [123]. β = 0.5 for the TS protocol
and θ = 0.5 for the PS protocol, ηr = 1, Ps = 1 Watt, and dsr = drd = 1.
between the relay and destination nodes. This result suggests that the optimal location of
the relay in a SWIPT-enabled relaying system is close to the source and is independent from
the EH mechanism whether it is PS or TS. This is different from the result presented in
[123] where EH is not considered at the relay and the best performance is obtained when
the relay node is placed mid-way between the source and the destination nodes.
Fig. 4.8 illustrates the AoF vs. β and θ for the TS and PS protocols, respectively, while
changing the SNR value between 5, 15, and 25 dB. As it is clear, the results presented in
Fig. 4.8 demonstrate that the TS protocol outperforms the PS protocol for all SNR values.
However, when the SNR value is set to 15 and 25 dB, the performance gap between the two
schemes decreases as the value of β or θ approaches 1.
In Figs. 4.9 and 4.10, we analyse the impact of β and θ on the outage probability, Pout,
and the achievable throughput of the system, when the SNR is fixed to 20 dB. As it can
be seen from Figs. 4.9 and 4.10, there is a perfect match between the simulation and the
analytical results for the entire range of the values of β or θ, indicating the high accuracy of
the PA method applied to approximate the MGF of the receive SNR. It can be also observed
75
0 1 2 3 4 5 6 7 8 9 10
-5
0
5
10
15
20
25
30
35
40
45
PS relaying, analytical
TS relaying, analytical
Non-EH relaying [125]
Simulation
Figure 4.7: Receive ASNR of noncoherent SWIPT at D with respect to the S → R distance, dsr,
for both a SWIPT-enabled relaying system and a non-EH relaying system [123]. β = 0.5 for the
TS protocol and θ = 0.5 for the PS protocol, ηr = 1, SNR = 30 dB, and Ps = 1 Watt.
that unlike the TS protocol, the PS protocol has an optimal value for θ that minimises
the outage probability. While Fig. 4.10 demonstrates that there exists an optimal value for
β and θ maximising the throughput. This is because, for the PS protocol, as θ increases
from 0 to an optimal value, (θ = 0.631), more power is exploited for EH and consequently,
the relay node transmits with a higher power. Therefore, the outage probability is reduced
and, yielding higher values of throughput to be observed at the destination. However, as
θ increases from its optimal value, more power is consumed on EH and less power is left
for source to relay information processing. As a result of weak signal strength received at
the relay, the relay amplifies the noisy signal and forwards it to the destination, leading to
a higher outage probability and smaller throughput to occur at the destination node. On
the contrary, as β increases from 0 to 1 for the TS protocol, more time is spent on EH and,
thus, higher power is available at the relay and less outage probability is observed at the
destination node as a result of a higher receive SNR. However, the performance of the system
in terms of the throughput has a similar trend to that marked for the PS protocol. In par-
ticular, as β increases from 0 to an optimal value (β = 0.221), more time is allocated for EH
causing higher power to be available for information relaying and, thus, higher throughput
is observed at the destination node. On the other hand, as β increases above its optimal
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Figure 4.8: AoF of noncoherent SWIPT with respect to β for the TS protocol and θ for the PS
protocol for SNR = 5, 15, 25 dB. ηr = 1, Ps = 1 Watt, and dsr = drd = 1.
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Figure 4.9: Outage probability, Pout with respect to β for the TS protocol and θ for the PS protocol
for SNR = 20 dB. ηr = 1, Ps = 1 Watt, and dsr = drd = 1.
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Figure 4.10: Throughput at D with respect to β for the TS protocol and θ for the PS protocol for
SNR = 20 dB. ηr = 1, Ps = 1 Watt, and dsr = drd = 1.
value, less time is available for information transmission due to a smaller value of (1− β)/2,
and as a consequence, the throughput observed at the destination node decreases.
Remark 1: In order to carry out a fair performance comparison between the TS and the PS
protocols, it is desirable to find the values of β and θ that maximises/minimises the value
of the performance metric, i.e., throughput or ASER. Due to the PA approximation of the
MGF of the receive SNR, the task of finding closed-form expressions for the optimal values
of β and θ seems intractable. Nevertheless, the optimisation can be done oﬄine by numer-
ically computing the optimal values of β and θ that maximises/minimises the value of the
throughput/ASER, for certain given system parameters, including, EH efficiency ηr, source
transmission rate RT , source power Ps, S → R distance dsr, R→ D distance, drd, and SNR
value.
Fig. 4.11 demonstrates the effect of varying the S → R distance on the outage probabil-
ity of a SWIPT-enabled relaying system and the non-EH relaying system as a benchmark
[123]. The relay to destination distance, drd is set to drd = 10− dsr and the SNR is kept
fixed, i.e., SNR = 30 dB. It can be observed that for both the TS and the PS protocols, the
outage probability τ increases as dsr increases, i.e., as the distance between source node and
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Figure 4.11: Outage probability with respect to the S → R distance, dsr, for both a SWIPT-enabled
relaying system and a non-EH relaying system [123]. β = 0.5 for the TS protocol and θ = 0.5 for
the PS protocol, ηr = 1, SNR = 30 dB, and Ps = 1 Watt.
the relay node increases up to an optimal distance dsr value. This is because by increasing
dsr, both the energy harvested for the PS protocol defined in (4.4) and for the TS protocol
defined in (4.14) and the received signal strength at the relay node decrease due to the larger
pathloss. Consequently, the received signal strength at the destination node is poor and the
outage probability decreases. However, the outage probability decreases again by increasing
dsr beyond its optimal value for the PS and TS protocols. This is because as the relay node
gets closer to the destination, lesser values of harvested energy suffice for reliable commu-
nication between the relay and the destination nodes due to smaller values of the relay to
destination pathloss. It is important to note that, as illustrated in Fig. 4.11, the optimal
relay location with energy harvesting is close to the source node. This is different from the
general case where energy harvesting is not considered at the relay [123] and the minimum
outage probability is achieved when the relay is located around mid-way between the source
and the destination nodes.
In Figs. 4.12 and 4.13, we plot the asymptotic outage probability results derived in (4.41),
(4.42), and (4.43) against the SNR, for the TS (β = 0.5) and PS (θ = 0.5) relaying protocols,
respectively. It is observed that all three asymptotic results perfectly match the simulation
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Figure 4.12: Outage probability asymptotic results for the TS Protocol with respect to SNR, ηr = 1,
Ps = 1 Watt, RT = 3 bps/Hz, and dsr = drd = 1.
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Figure 4.13: Outage probability asymptotic results for the PS Protocol with respect to SNR, ηr = 1,
Ps = 1 Watt, RT = 3 bps/Hz, and dsr = drd = 1.
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Figure 4.14: Optimal throughput for the TS and PS protocols with respect to SNR. ηr = 1,
Ps = 1 Watt, RT = 3 bps/Hz, and dsr = drd = 1.
results in the high SNR regime, proving their high accuracy and significant simplicity in
computing the outage probability in this region.
In order to further observe the effect of the PS coefficient, θ, and EH time ratio, β, on
the two relaying protocols, in Fig. 4.14, we examine the optimal throughput for different
values of SNR such that the performance gain of one relaying scheme over the other can be
quantified at any target throughput. Furthermore, the conventional grid-powered non-EH
relaying system is plot as a benchmark [123]3. Fig. 4.14 shows that at lower SNR values
(from 0 to 15 dB) both TS and PS schemes outperform the conventional non-EH AF relaying
protocol, assuming that noncoherent modulation is applied. This stems from the fact that
the SWIPT relaying system is able to boost its overall performance over the non-EH system
by allowing the relay to harness extra energy from the source RF signals while accounting for
the energy-rate trade-off. However, it can be also noticed that the non-EH relaying scheme
outperforms the two SWIPT relaying protocols as the SNR exceeds 15 dB. This is due to
the effect of cascaded fading resulting from instantaneous EH as shown in the numerator of
3The powers applied to a conventional relay non-EH system are Ps/2 at S and Ps/2 at R. This ensures
a fair comparison with the EH system and that the total energy supply of both networks remains the same
and equal to that of the noncooperative non-EH scheme.
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Figure 4.15: Optimal throughput for the ideal receiver, the TR and the PR protocols for different
values of antenna noise variance σ2ra and σ
2
rc = 0.01 (fixed). Other parameters: RT = 3 bps/Hz,
Ps = 1 Watt, ηr = 1, and dsr = drd = 1.
the receive SNR expression in (4.24). Comparing the TS and the PS protocols, Fig. 4.14
illustrates that the TS protocol is superior to the PS protocol in achieving higher values
of the throughput in the low SNR regime. This result is consistent with the one presented
in [56] for coherent modulation in SWIPT relaying systems, where the same instantaneous
EH assumption is considered for a single relay.
Figs. 4.15 and 4.16 plot the optimal throughput for the ideal relay receiver, the TS and
the PS protocols for different values of antenna noise variance, σ2ra (see Fig. 4.15 for fixed
σ2rc = 0.01) and different values of conversion noise variance, σ
2
rc (see Fig. 4.16 for fixed
σ2ra = 0.01). As expected, the performance of the ideal receiver outperforms the TS and PS
protocols for different values of the noise variances, since it is based on the assumption of
processing information and extracting power from the same received signal. It is interesting
to note that the throughput performance gap between the TS protocol and the ideal receiver
becomes constant, as noise variances, σ2ra or σ
2
rc approach 0. On the other hand, Fig. 4.16
shows that the throughput performance gap between the PS protocol and the ideal receiver
decreases, as conversion noise variance σ2rc approaches 0.
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Figure 4.16: Optimal throughput for the ideal receiver, the TR and the PR protocols for different
values of conversion noise variance σ2rc and σ
2
ra = 0.01 (fixed). Other parameters: RT = 3 bps/Hz,
Ps = 1 Watt, ηr = 1, and dsr = drd = 1.
Fig. 4.17 presents the optimal throughput for both the TS and the PS protocols with respect
to the EH efficiency, ηr, for three different values of the SNR, i.e., SNR = 10, 15, and 20 dB.
It can be observed that at a high SNR value (SNR = 20 dB), the PS protocol outperforms
the TS protocol for the entire range, while it is vice versa at a low SNR value (SNR =
10 dB). However, at SNR = 15 dB, which is the intersection point shown in Fig. 4.14, the
TS protocol outperforms the PS protocol when ηr ≤ 0.6 and as ηr increases beyond 0.6, the
throughput performance gap between the two protocols becomes almost insignificant.
Fig. 4.18 demonstrates the effect of varying the S → R distance on the achievable through-
put of a SWIPT-enabled relaying system and the non-EH relaying system as a benchmark
[123]. The relay to destination distance, drd is set to drd = 10− dsr and the SNR is kept
fixed, i.e., SNR = 30 dB. It can be observed that for both the TS and the PS protocols,
the optimal throughput τ decreases as dsr increases, i.e., as the distance between source
node and the relay node increases up to an optimal distance dsr value. This is because by
increasing dsr, both the energy harvested for the PS protocol defined in (4.4) and for the TS
protocol defined in (4.14) and the received signal strength at the relay node decrease due
to the larger pathloss. Consequently, the received signal strength at the destination node
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is poor and the achievable throughput decreases. However, the throughput increases again
by increasing dsr beyond its optimal value for the PS and TS protocols. This is because
as the relay node gets closer to the destination, lesser values of harvested energy suffice for
reliable communication between the relay and the destination nodes due to smaller values of
the relay to destination pathloss. It is important to note that, as illustrated in Fig. 4.18, the
optimal relay location with energy harvesting is close to the source node. This is different
from the general case where energy harvesting is not considered at the relay [123] and the
maximum throughput is achieved when the relay is located mid-way between the source and
the destination nodes.
Fig. 4.19 plots the optimal throughput τ for the SWIPT-enabled relaying with TS or the
PS protocols and for non-EH relaying with different values of the source transmission rate,
RT . The SNR is kept fixed, i.e., SNR = 20 dB. Fig. 4.19 shows that the optimal throughput
increases as the rate increases to a certain value but then starts decreasing for larger values
of the rate. This is because the throughput depends on the rate and thus, at relatively low
transmission rates, the throughput decreases. On the other hand, for larger transmission
rates, the receiver fails to correctly decode the large amount of data in the limited time.
Thus, the probability of outage increases and the throughput decreases. It can be observed
from Fig. 4.19 that the PS protocol results in more throughput than the TS protocol at rela-
tively low transmission rates but is still outperformed by the non-EH relaying. On the other
hand, when transmitting at larger rates, the TS protocol renders larger values of throughput
compared to the PS protocol. It can be also observed that at relatively high rates, SWIPT-
enabled relaying outperforms non-EH relaying.
Fig. 4.20 presents the ASER performance of BDPSK and binary FSK (BFSK) vs. β and θ
for the TS and the PS protocols, respectively, while fixing the SNR at 20 dB. The analytical
results are obtained by computing (4.38) and (4.37) for BDPSK and BFSK, respectively
(M = 2). Several important performance insights can be extracted from Fig. 4.20. First,
it is observed that the TS protocol outperforms the PS protocol across the entire range of
β or θ values. Second, it can be noticed that for binary signaling, the performance of the
noncoherent BFSK scheme is inferior to the BDPSK scheme for both TS and PS protocols.
Third, Fig. 4.20 demonstrates that there exists a unique optimum value for the PS protocol
at which the ASER value is minimised, while such an optimum value does not exist for the
TS protocol. To examine the impact of higher constellation sizes M > 2 on the ASER per-
formance of the adopted noncoherent MDPSK and MFSK signalings, we depict in Figs. 4.21
and 4.22, the ASER performance of the TS and PS protocols for 4-DPSK and 4-FSK, and
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Figure 4.17: Optimal throughput with respect to the EH efficiency, ηr, for the TS and PS protocols
at SNR = 10, 15, and 20 dB. Ps = 1 Watt, RT = 3 bps/Hz, and dsr = drd = 1.
8-DPSK and 8-FSK, respectively, when the SNR is fixed to 20 dB. For the case of M = 4,
Fig. 4.21 illustrates that 4-DPSK slightly outperforms 4-FSK, irrespective of the SWIPT
relaying protocol, i.e., TS or PS. As M is increased from 4 to 8, it can be observed from
Fig. 4.22 that 8-FSK significantly outperforms 8-DPSK, irrespective of the SWIPT relaying
protocol. The preceding results suggest that when M ≥ 8, MFSK becomes more energy
efficient in terms of energy consumption than MDPSK. This is also reported in [66].
Finally, in Figs. 4.23 and 4.24 we present the asymptotic ASER results derived using the
MGF asymptotic expressions in (4.45), (4.47), and (4.46) with respect to the SNR for the TS
(β = 0.5) and PS (θ = 0.5) relaying protocols, respectively, considering BFSK and BDPSK.
It is shown that all asymptotic results fully coincide with the simulation results in the high
SNR regime. This verifies the accuracy and efficiency of these results in quantifying the
ASER performance of the system in this region.
4.8 Summary
In this chapter, we have presented analytical expressions for the moments and the MGF of
the end-to-end SNR of a noncoherent SWIPT dual-hop relay system, adopting the TS or the
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Figure 4.18: Optimal throughput with respect to the S → R distance, dsr, for both a SWIPT-
enabled relaying system and a non-EH relaying system [123]. RT = 3 bps/Hz, ηr = 1, SNR =
30 dB, and Ps = 1 Watt.
PS as the receiver architecture at the relay node. Capitalising on these expressions, we have
proposed new unified formulas for various performance metrics, including the outage proba-
bility, achievable throughput, and ASER of two noncoherent modulation schemes. Further,
we have derived and presented novel asymptotic expressions for the outage probability and
ASER. Additionally, we have analytically demonstrated that the diversity order of the con-
sidered system is less than 1. The accuracy of the presented analysis has been corroborated
by means of Monte Carlo simulations. Our results have demonstrated that there is a unique
value for the PS ratio that minimises the outage probability of the system, while such a
value does not exist for the TS protocol. We have also showed that, considering the system
throughput, the TS relaying scheme is superior to the PS relaying scheme at lower SNR val-
ues. In general, the proposed mathematical framework in this contribution can be regarded
as an efficient and accurate means for analysing the behavior of SWIPT relaying systems
considering a multitude of performance metrics which enables system design engineers to
extract the insights necessary for developing compensation mechanisms.
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Figure 4.20: ASER with respect to β or θ for TS or PS protocols, respectively, employing BDPSK
and BFSK at SNR = 20 dB. ηr = 1, Ps = 1 Watt, RT = 3 bps/Hz, and dsr = drd = 1.
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Figure 4.21: ASER with respect to β or θ for TS or PS protocols, respectively, employing 4-DPSK
and 4-FSK.
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Figure 4.22: ASER with respect to β or θ for TS or PS protocols, respectively, employing 8-DPSK
and 8-FSK. For both (a) and (b) SNR = 20 dB, ηr = 1, Ps = 1 Watt, RT = 3 bps/Hz, and
dsr = drd = 1.
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Figure 4.23: ASER asymptotic results for the TS Protocol with respect to SNR, ηr = 1, Ps =
1 Watt, RT = 3 bps/Hz, and dsr = drd = 1.
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Figure 4.24: ASER asymptotic results for the PS Protocol with respect to SNR, ηr = 1, Ps =
1 Watt, RT = 3 bps/Hz, and dsr = drd = 1.
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Chapter 5
SWIPT Relaying Systems with
Impulsive Noise
The work in the previous chapter was dedicated to understanding the behavior of SWIPT
relaying systems when noncoherent modulation is employed to transmit data from a source
node to a destination node through one relay link only under the assumption of AWGN.
However, in order to provide a more realistic and general study, in this chapter we will
direct the attention towards examining the behavior of a SWIPT relaying system under
the assumption of impulsive noise, which is a more realistic environment. Furthermore,
to generalise the study, we consider that a direct link exists between the source node and
the destination node and that data relaying is performed using Alamouti coding with the
assistance of two relay nodes. Unlike the work presented in the previous chapter where the
relay node is assumed to harvest energy based on the instantaneous CSI of the source-relay
channel, in this chapter, to provide a more comprehensive study, we consider the two cases
of instantaneous and average EH mechanisms. To this effect, in this chapter, we develop
an analytical framework to characterise the effect of impulsive noise on the behavior of a
dual-hop AF relay-assisted SWIPT system. The PEP constitutes the stepping stone for the
derivation of union bounds to the error probability. It is widely used in the literature to
analyse the achievable diversity order, when closed-form error probability expressions are
unavailable. Consequently, assuming Rayleigh fading channels, we derive novel closed-form
expressions for the PEP considering two variants based on the availability of CSI namely,
blind AF and CSI-assisted AF. The derived expressions are exploited to characterise the
diversity order and analyse the impact of several system parameters, involving the relays’
locations and PS ratio assumptions, on the performance of the different relaying techniques
considered.
90
5.1 Introduction
Although there has been a growing literature on SWIPT, particularly, in the context of re-
lay networks [104–107] and the references therein, all research studies were built upon the
classical assumption of AWGN, which is motivated by the fact that the transmitted data is
corrupted by thermal noise present in every real physical receiver. However, many practical
communication channels are additionally impaired by impulsive man-made electromagnetic
interference or atmospheric noise. Several studies show sufficient evidences that impulse
man-made noise is encountered in various metropolitan, indoor, and underwater wireless ap-
plications. Examples of these sources include automotive ignition, electronic devices, house-
hold appliances, medical equipment, industrial equipment, etc. [20–22]. Impulsive noise is
not included in the AWGN model, nonetheless, it is considered as a prevalent source of
performance degradation. It has been demonstrated in [24] that communication systems de-
signed under the AWGN assumption typically suffer from severe performance degradations
when exposed to impulsive noise. This elevates the need for studying the performance of the
SWIPT relaying system, which is not only disturbed by multipath fading, but also by impul-
sive (non-Gaussian) noise, in order to provide pragmatic information for the system designer.
Several statistical models developed to approximate the behaviour of impulsive noise, such
as Bernoulli-Gauss [124], the symmetric alpha stable distribution [125], and the Middleton’s
models [19,126]. The latter has been widely accepted to model the effects of impulse noise in
communications systems due to its accuracy in approximating the behavior of this noise over
many communication channels and since its validity was confirmed by many measurement
campaigns. In [19], Middleton introduced three distinct noise model categories, namely,
Class-A, Class-B, and Class-C. The derivation of the models is based on the mathematical
analysis of the physical, noise-generating process. The derivation incorporates many simpli-
fications, but numerous examples have shown the excellent agreement of the models with
measured data from both natural and man-made noise environments. According to Middle-
ton’s theory, these classes are distinguished as follows [19]: 1) Class A: Defined so that the
bandwidth of the noise is comparable to, or less than, the bandwidth of the receiving sys-
tem, 2) Class B: The bandwidth of the noise is greater than the bandwidth of the receiving
system, 3) Class C: A linear sum of Class A and Class B. However, due to its simplicity and
wide applicability, the so-called Middleton Class-A (MCA) noise model is the most popular
amongst these three models and has become the cornerstone of impulse noise modelling [127]
and the references therein.
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While most of the current literature on SWIPT systems are built upon the assumption of
the classical AWGN noise assumption, there have been recent results [128,129] which study
the performance of a point-to-point SWIPT system under the assumption of impulsive noise
following the Bernoulli-Gauss model. To the best of our knowledge, none of the previous
works provided a comprehensive analytical treatment to efficiently evaluate the performance
of SWIPT relaying networks in the presence of impulsive noise. Aiming to fulfill this research
gap, this work is devoted to proposing an accurate analytical framework based on the error
performance of SWIPT relaying systems over Rayleigh fading channels subject to MCA. The
developed mathematical model enables one to efficiently analyse the performance of SWIPT
relaying networks and understand their operational limitations when subject to impulsive
noise. This step is essential for the design, implementation, testing and deployment stages
of such systems.
In this work we consider the problem of SWIPT in AF wireless relaying systems since AF
is a simple-to-implement relaying scheme. However, this study can be extended to analyse
SWIPT in DF systems in future work. In our study we consider two AF relaying schemes
depending on the availability of CSI, at the relay terminal, namely, CSI-assisted relaying
scheme and blind relaying scheme. In the first method, i.e., CSI-assisted relaying, the relay
exploits the instantaneous CSI of the first-hop channel to scale its received signal before
forwarding it to the destination [130]. This scheme allows for coherent information delivery
and requires a continuous estimate of the instantaneous first-hop channel amplitude, thus
resulting in heavy training overhead. On the other hand, in the blind relaying scheme, it is
assumed that the relay node does not have access to the instantaneous CSI and employs a
fixed power constraint which appears to be an attractive scheme in noncoherent information
delivery. CSI-assisted relaying systems are expected to outperform those that depend on the
absence of CSI [130]. This improvement comes at the inevitable cost of increased signaling
overhead and processing burden. Moreover, in our work we consider the implementation of
distributed Alamouti space time block code (STBC).
Besides the relaying technique, another design choice in SWIPT relaying systems is the
EH technique which can be classified into two types: AEH [131] and instantaneous IEH
[56]. In IEH, the amount of the harvested energy depends on the instantaneous CSI of
the first-hop link1. In AEH, the harvested energy depends only on the average CSI of the
1An example of a commercialised power harvester that is able to directly power a low power battery-less
device is that of Powercast’s [43].
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first-hop link2. Considering the above-mentioned relaying and EH techniques, in this work
we investigate the effect of MCA noise for various scenarios which involve relay location, PS
factor, impulsiveness severity levels, and the spatial dependency of the interfering sources.
Specifically, we consider a two-relay cooperative network employing Alamouti space time
code in a distributed fashion, following the so-called Protocol II of [132], and establish a
novel mathematical framework for the derivations of PEP expressions for CSI-assisted and
blind relaying schemes. The derived expressions are then exploited to quantify the impact
of IEH and AEH techniques on the diversity order for each of the relaying methods under
the MCA noise consideration and to explore the associated limiting factors of the underlying
SWIPT relaying system.
We should further emphasise that our transmission model is built upon the distributed
Alamouti code (distributed STBC with two relays), in order to realise receive diversity in
a distributed manner and since it was demonstrated in [127] that distributed STBC out-
performs the conventional repetition code in terms of error performance of relay networks
operating under impulsive noise. However, extensions to other STBCs are straightforward.
The main contributions and results of this work are summarised as follows:
 We propose novel exact closed-form PEP expressions for a two-relay dual-hop relaying
SWIPT system for blind and CSI-assisted relaying schemes employing AEH or IEH.
 Through the derived PEP expressions, we demonstrate that CSI-assisted relaying,
when AEH is employed, is superior to the other three relaying techniques achieving
the highest diversity order of 3. We further demonstrate that the lowest diversity
order of 2 is obtained by the blind relaying scheme employing IEH which suffers from
cascaded fading resulting from IEH.
 We demonstrate that as the impulsiveness severity is increased, the convergence to full
spatial diversity becomes slower and that the associated performance loss increases as
the diversity order increases.
 We further demonstrate that for all the considered relaying techniques, the best PEP
performance is achieved when the two relays are close to the source and establish the
conclusion that the optimal location of the relays is independent from the noise type,
i.e., MCA or AWGN.
 Our results clearly point out that the location of the relays is crucial for the system per-
formance under MCA noise. By taking advantage of the fact that the performance of
2This EH technique is suitable for a relay node equipped with a battery.
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Figure 5.1: Schematic representation of relay-assisted transmission.
a SWIPT relaying system is governed by the transmit power of the source, we demon-
strate that placing the two relays close to the source causes a significant improvement
in the PEP performance under MCA noise and that the flat region experienced by
the PEP performance in the case of a highly impulsive noise is notably diminished.
This finding opposes to the conventional non-EH relaying system where the flat region
exists even when locating the relays close to the source.
 Finally, a comprehensive computer-based Monte Carlo simulation study is presented
to verify the accuracy of all developed analytical models and to further investigate
several design choices within the considered relay-assisted transmission scenarios.
5.2 System Model
We consider a dual-hop AF SWIPT relay system presented in Fig. 5.1, where a source node,
S, communicates with a destination node, D, via two intermediate relay nodes, R1 and
R2. The source and the destination nodes are assumed to be energy unconstrained nodes
powered by either a battery or a power grid. On the other hand, the relay nodes have no
dedicated power supply and harvest energy from the received signal of S, which is then used
as transmit power over the second hop. In our study, we assume that a direct link exists
between the source and destination nodes. We consider the PS protocol for wireless EH, and
assume that all nodes are equipped with a single antenna. We also assume that all terminals
operate in the presence of impulsive noise. In what follows, we introduce the considered
noise model and transmission model.
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5.2.1 Noise Model
We assume that each noise sample at the receiver of any of the nodes is given by
n = nG + nI , (5.1)
where ng and ni denote the background zero-mean Complex-valued Gaussian noise with
variance σ2G and the impulsive noise with variance σ
2
I , respectively. Considering that active
interfering sources emit independently and that their number, i.e., MI , is large enough, the
occurrences of interferences follow a Poisson distribution, i.e.,
P (MI = m) = α
m
I =
e−AIAmI
m!
, (5.2)
where AI is the impulsive index that describes the average number of impulses during the
interference time [133], which results in a highly structured and more impulsive noise for
small values, i.e., AI → 0, and a near-Gaussian noise when AI is large, i.e., AI → ∞. We
assume that the impulsive noise under consideration is modelled by MCA wherein the PDF
of the complex-valued noise at the receiver can be expressed as [133]
fn(x) =
∞∑
m=0
P (MI = m)fn|MI=m(x|m)
=
∞∑
m=0
αmI
piσ2m
exp
(
−|n|
2
σ2m
)
, (5.3)
where σ2m is the conditional variance given that m impulses are affecting the receiver and is
calculated as σ2m = σ
2
nβm, where σ
2
n indicates the mean variance of impulsive noise n and is
equal to σ2 and βmI is given by
βmI =
(
mA−1I + δ
1 + δ
)
. (5.4)
In (5.4), the integer random variable m can be interpreted as the state of the noise indicating
whether there is no impulse (m = 0), or whether impulses are present (m > 0) in the current
bit interval. Furthermore, δ = σ2G/σ
2
I is the Gaussian factor, which resembles the ratio of the
variance of the background Gaussian component to the impulsive component. Accordingly,
(5.3) reduces to the Gaussian distribution when δ →∞ while it tends to be more impulsive
when δ → 0. The PDF of a real-valued random variable following MCA model with different
values of AI and δ is depicted in Fig. 5.2.
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Figure 5.2: Probability density function of Middleton Class A noise model.
Throughout this work, we assume that δ > 0 denoting that the Gaussian noise compo-
nent is always present. As clearly seen from (5.3), the noise n is not Gaussian, however, can
be viewed as conditionally Gaussian. Therefore, when conditioned on the Poisson random
variable m with parameter AI , n is Gaussian with a zero-mean and variance given by σ
2
m.
Although the distribution of MCA includes an infinite summation, it is completely charac-
terised by two parameters, namely, AI and δ. In this work, we assume that AI , δ, and σ
2
n
are perfectly known at the receiver. In practice, these parameters can be estimated using
the expectation maximisation (EMA) method proposed in [134]. In the analysis hereafter,
we truncate the sum in (5.3) to MI terms, which is necessary for implementation and does
not compromise the accuracy of the performance as long as MI is chosen to be large enough
since the probability of a very large number of interferences is negligible and for this case
the Poisson distribution approaches zero [127].
In our work, we consider that the impulsive noise samples are temporally dependent during
a transmission frame, following the widely used assumption in literature, and which is well
justified through experimental observations on impulsive noise [135]. Furthermore, from the
perspective of spatial dimension, we consider two models, namely, dependent and indepen-
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Figure 5.3: Transmission allocation of the source node, S, and the two relay nodes, R1 and R2 over
the two-Phase transmission scheme with each phase consisting of time slots.
dent impulsive noise models. In Model I, which assumes spatially dependent noise samples,
the same set of interfering sources affects the destination and relay nodes together. This
scenario is applicable when the destination and relay nodes observe relatively the same dis-
tance to the interfering sources [90, 127]. On the contrary, in Model II, which assumes the
spatially independent noise samples, each of the destination and relay nodes are affected by
different sets of interfering sources.
5.2.2 Transmission Model
We consider a wireless communication scenario where the source terminal S transmits infor-
mation to the destination terminal D with the assistance of two EH relay terminals R1 and
R2 (see Fig. 5.1). We adopt the so-called Protocol II of [132, 136] as the relaying protocol,
which is completed over two signalling intervals, namely, Phase-1 and Phase-2 as illustrated
in Fig. 5.3. We further assume that the source terminal communicates with the two relays
and destination terminals relying on Alamouti’s scheme [137]. Specifically, the transmission
of two Alamouti coded symbols is performed over four time slots t = 1, ..., 4. During Phase-1,
spanning two time slots (t¯ = 1, t¯ = 2), the source terminal communicates with the relays
and destination terminals. In Phase-2, spanning two time slots (t¯ = 3 and t¯ = 4), the source
remains silent, whereas the two relays employ AF relaying technique to retransmit a scaled
version of their received signals to the destination using Alamouti coding3. Protocol II is
logical in a scenario where the source terminal engages in data reception from another termi-
nal in the network over the second time slot, thereby rendering it unable to transmit [132].
It is assumed that the relays harvest energy from the received source signals during Phase-1,
which is then used to forward the information to the destination in Phase-2. Moreover, it is
assumed that the S,R1, R2, and D terminals are all equipped with single antennas and that
3This protocol realises a maximum degree of broadcasting and exhibits no receive collision [132].
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perfect synchronisation is assumed among the relay terminals.
We further categorise the adopted AF relaying based on the applied amplifying coefficient at
the relay terminal, referred to as blind relaying [138,139] and CSI-assisted [130] relaying. In
the former scheme, the relay does have access to instantaneous CSI of the S → R link and
hence, employs a fixed amplifying coefficient, which ensures that an average output power is
maintained [138]. While in the latter, the relay uses the receive CSI of the S → R to ensure
that the output power is maintained to the power available at the relay, and therefore, a
constant power is maintained for each realisation.
Let hsd, hsr,n and hrd,n, respectively denote the complex small-scale fading coefficients over
S → D link, S → Rn link from source to the n-th relay, n ∈ {1, 2}, and Rn → D link
from the n-th relay to the destination. These channel coefficients are modelled as indepen-
dent and identically distributed (i.i.d) zero-mean complex Gaussian with variance equal to
1, leading to the well-known Rayleigh fading channel model [27]. It is also assumed that
all channel coefficients remain constant over the block time and vary independently and
identically from one block to another. Besides the small-scale fading, we further consider
that all links are subject to large-scale pathloss that reflects the effect of the relative relays’
locations on the performance of the system. Under this assumption, the received power is
inversely proportional to dαij, where dij is the propagation distance between transmitter i and
receiver j and α > 2 denotes the pathloss exponent. We let the reference distance equal to
the distance from the source to the destination and assume it is equal to unity, and hence,
dsr,n = 1 − drd,n, n ∈ {1, 2}. Consequently, the relative gain of S → Rn and Rn → D links
are defined as Lsr,n = (dsr,n/dsd)
α and Lrd,n = (drd,n/dsd)
α, where n ∈ {1, 2}.
Let the two consecutive signals transmitted by the source in Phase-1 be denoted as s1 and
s2. We assume BPSK with normalised energy for the signals i.e., E[|sp|2] = 1, p ∈ {1, 2}.
More specifically, during the first phase, the received signals at the destination are given by
ypd =
√
Pshsdsp + n
p
d, p = 1, 2, (5.5)
where Ps is the source transmit power and sp is the symbol sent from the source in the p-th
time interval. Also, npd represents the overall background and impulsive noise at the desti-
nation node with conditional variance σ2m,d = β
m
I,dσ
2
d, associated with the p-th symbol. It is
recalled that the parameter βmI,d depends on the occurrence of a particular random impulsive
state m with probability αmI,d, which follows a Poisson distribution.
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During Phase-1, the n-th relay terminal assigns a portion θn (called PS ratio) of the re-
ceived signal power in the p-th symbol interval for EH, and the remaining power (1 − θn)
is assigned for information processing at the information receiver. Accordingly, the received
signal at its information receiver is given by
ypr,n =
√
κnPs√
Lsr,n
hsr,nsp + nr,n, (5.6)
where κn = (1−θn). In this work, it is considered that 0 < θn < 1, corresponding to a general
SWIPT system featuring both wireless information transfer and wireless EH. Furthermore,
nr,n is the overall background and impulsive noise at the n-th relay terminal associated with
the pth symbol, which is given by nr,n =
√
κnnra,n + nrc,n, such that nra,n and nrc,n are the
receive antenna noise and the noise due to the RF to baseband signal conversion at the n-th
relay, respectively, with mean variance σ2ra,n and σ
2
rc,n, respectively. Therefore, the condi-
tional variance of nr,n is σ
2
m,r,n = β
m
I,r,n(κnσ
2
ra,n+σ
2
rc,n). For simplicity of the ensuing analysis,
we assume that σ2ra,n = σ
2
rc,n = σ
2. As explained in detail in [24], (5.5) and (5.6) allow the
interpretation that the received signals ypd and y
p
r,n can be considered as conditional Gaussian
random variables conditioned on the conditional noise variances σ2m,d and σ
2
m,r,n, respectively.
The remaining portion of the received signal at Rn in the p-th time slot is forwarded to
the energy harvester, hence, the power available at Rn at the end of each of the two symbol
intervals of the first phase can be expressed as
Pr,n =
ηnθnPs|hsr,n|2
Lsr,n
, (5.7)
with 0 < ηn < 1 denoting the energy conversion efficiency factor at Rn. Moreover, since
both the noise terms nra,n and nrc,n have constant power for all the fading states and σ
2
ra,n
and σ2rc,n are typically very small to perform EH, they are ignored in the expression (5.7).
A similar assumption is also considered in [56,114] and the references therein. It should be
noted that the EH process at Rn is independent of the power scaling process and it is as-
sumed that EH is performed instantaneously. The harvested instantaneous energy is simply
used as a transmit power in the second phase of transmission. Note that the assumption of
instantaneous EH was adopted in [56].
During Phase-2 spanning two symbol intervals, the received signals are properly scaled
at the relay terminals then applied to a space-time block encoder [127,136]. The resulting
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signals are then forwarded to the destination terminal using energy harvested in Phase-1.
Specifically, the signals received at the destination through the Rn → D links over time slots
t¯ = 3 and t¯ = 4 are given by
y3d =
√
κ1Pr,1Ps
Gr,1
√
Lrd,1Lsr,1
hsr,1hrd,1s1 +
√
κ2Pr,2Ps
Gr,2
√
Lrd,2Lsr,2
hsr,2hrd,2s2 + nˆ
3
d, (5.8)
and
y4d = −
√
κ1Pr,1Ps
Gr,1
√
Lrd,1Lsr,1
h∗sr,1hrd,1s
∗
2 +
√
κ2Pr,2Ps
Gr,2
√
Lrd,2Lsr,2
h∗sr,2hrd,2s
∗
1 + nˆ
4
d, (5.9)
respectively. In (5.8) and (5.9), Gr,n, n ∈ {1, 2} is the scaling term at the n-th relay which
depends on the type of amplifying coefficient deployed at Rn (i.e. blind relaying or CSI-
assisted) and which will be discussed in details in the following. This normalisation does not
alter the SNR but simplifies the ensuing presentation [132]. Furthermore, nˆ3d and nˆ
4
d are the
effective noise terms associated with the third and fourth symbols, respectively, defined as
nˆ3d =
√
Pr,1
Gr,1
√
Lrd,1
hrd,1nr,1 +
√
Pr,2
Gr,2
√
Lrd,2
hrd,2nr,2 + n
3
d, (5.10)
and
nˆ4d = −
√
Pr,1
Gr,1
√
Lrd,1
hrd,1n
∗
r,1 +
√
Pr,2
Gr,2
√
Lrd,2
hrd,2n
∗
r,2 + n
3
d. (5.11)
Assuming the so-called average power scaling (APS) [127], the destination terminal nor-
malises the received signals given by (5.8) and (5.9) with
Ω =
(
η1θ1Ps(κ1 + 1)
Lsr,1Lrd,1E[|Gr,1|2] +
η2θ2Ps(κ2 + 1)
Lsr,2Lrd,2E[|Gr,2|2] + 1
)1/2
, (5.12)
resulting in
y˜3d =
y3d
Ω
=
√
κ1Pr,1Ps
ΩGr,1
√
Lrd,1Lsr,1
hsr,1hrd,1s1 +
√
κ2Pr,2Ps
ΩGr,2
√
Lrd,2Lsr,2
hsr,2hrd,2s2 +
nˆ3d
Ω
, (5.13)
and
y˜4d =
y34
Ω
= −
√
κ1Pr,1Ps
ΩGr,1
√
Lrd,1Lsr,1
h∗sr,1hrd,1s
∗
2 +
√
κ2Pr,2Ps
ΩGr,2
√
Lrd,2Lsr,2
h∗sr,2hrd,2s
∗
1 +
nˆ4d
Ω
, (5.14)
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respectively. With the aforementioned signal models in mind, by letting n˜qd = nˆ
q
d/Ω, q ∈
{3, 4}, the received signal vector over four time slots is expressed as
yd =

y1d
y2d
y3d
y4d
 =

√
Pshsds1 + n
1
d√
Pshsds2 + n
2
d√
κ1Pr,1Ps
ΩGr,1
√
Lrd,1Lsr,1
hsr,1hrd,1s1 +
√
κ2Pr,2Ps
ΩGr,2
√
Lrd,2Lsr,2
hsr,2hrd,2s2 + n˜
3
d
−
√
κ1Pr,1Ps
ΩGr,1
√
Lrd,1Lsr,1
h∗sr,1hrd,1s
∗
2 +
√
κ2Pr,2Ps
ΩGr,2
√
Lrd,2Lsr,2
h∗sr,2hrd,2s
∗
1 + n˜
4
d

. (5.15)
Introducing h = [
√
Pshsd,
√
Pshsd, D1h
∗
sr,1hrd,1, D2h
∗
sr,2hrd,2], where h
∗
sr,n is chosen as hsr,n or
h∗sr,n based on the code matrix S given by
S =

s1 0 0 0
0 s2 0 0
0 0 s1 −s∗2
0 0 s2 s
∗
1
 , (5.16)
and n = [n1d, n
2
d, n
3
d, n
4
d], the received signal vector ove the whole observation period can be
obtained as
yd = hS + n. (5.17)
After setting up the relay-assisted transmission model given by (5.15) and (5.17), we will
now introduce the details of the signal models for blind and CSI-assisted relaying techniques.
5.2.3 Blind Relaying
Under this relaying technique, it is assumed that the n-th relay terminal does not have the
knowledge of its relative S → Rn fading coefficient, therefore it scales the received signal
ypr,n by a factor of Gr,n =
√
E[|yr,n|2] =
√
(κnPs/Lsr,n) + σ2r,n) to ensure the unity of average
energy [138]4. Replacing the scaling term Gr,n, Pr,1, and Pr,2 of (5.15), we can rewrite the
vector form of the received signal model yd as
yd =

√
Pshsds1 + n
1
d√
Pshsds2 + n
2
d
Φ1|hsr,1|hsr,1hrd,1s1 + Φ2|hsr,2|hsr,2hrd,2s2 + n˜3d
−Φ1|hsr,1|h∗sr,1hrd,1s∗2 + Φ2|hsr,2|h∗sr,2hrd,2s∗1 + n˜4d
 , (5.18)
4This power constraint is called fixed gain relaying in [139]
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where Φ21 and Φ
2
2 are given as
Φ21 =
η1θ1κ1Ps(Ps/σ
2
r,1)
Ω2L2sr,1Lrd,1[(κ1/Lsr,1)(Ps/σ
2
r,1) + 1]
, (5.19)
and
Φ22 =
η2θ2κ2Ps(Ps/σ
2
r,2)
Ω2L2sr,2Lrd,2[(κ2/Lsr,2)(Ps/σ
2
r,2) + 1]
, (5.20)
respectively.
5.2.4 CSI-assisted Relaying
Under this relaying technique, it is assumed that the relays R1 and R2 have knowledge about
the CSI of their relative S → Rn link and accordingly, the scaling factor of the n-th relay
becomes Gr,n =
√
(κnPs/Lsr,n)|hsr,n|2 + βmI,r,nσ2r,n. Replacing the scaling term Gr,n, Pr,1, and
Pr,2 of (5.15), we can rewrite the vector form of the received signal at the destination as
(5.18), where Φ21 and Φ
2
2 are now written as
Φ21 =
η1θ1κ1Ps(Ps/(β
m
I,r,1σ
2
r,1))
Ω2L2sr,1Lrd,1[(κ1/Lsr,1)(Ps/(β
m
I,r,1σ
2
r,1))|hsr,1|2 + 1]
, (5.21)
and
Φ22 =
η2θ2κ2Ps(Ps/(β
m
I,r,2σ
2
r,1))
Ω2L2sr,2Lrd,2[(κ2/Lsr,2)(Ps/(β
m
I,r,2σ
2
r,2))|hsr,2|2 + 1]
, (5.22)
respectively. To simplify the ensuing analysis, we assume that σ2 , σ2sr,1 = σ2sr,2 = σ2d.
5.3 Pairwise Error Probability Analysis
Based on the specified noise and transmission models in the preceding section, we proceed to
investigate the performance of the SWIPT relay system for each of the considered relaying
techniques through the derivation of the PEP expression for noise models I and II.
5.3.1 Performance Under Noise Model I
We start by considering the spatially dependent impulsive noise model and investigate its
relative effect on the above-mentioned receivers. Specifically, under Model I, the number
of impulses affecting R1, R2, and D is statistically dependent and follow the same Poisson
random variable C0, i.e., α
m
I,d = α
m
I,r,1 = α
m
I,r,2 =α
m
I .
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We will assume minimum distance decoding with perfect knowledge of the individual CSIs
of the S → Rn, Rn → D, and S → D links at the receiver. This decoding scheme is consid-
ered to be optimal when the noise is Gaussian, but is suboptimal over the impulsive noise
channel [90]. However, since the minimum distance receiver (MDR) is practical and offers a
low-complexity detection technique, we are motivated to derive its PEP performance which
is mathematically tractable.
Let s and sˆ denote the originally transmitted codeword, s = [s1, s2], and the erroneously-
decoded codeword, sˆ = [sˆ1, sˆ2], vectors at the destination, respectively. Recalling that for
the spatially dependent case, βmI,d = β
m
I,r,1 = β
m
I,r,2 = β
m
I , after normalising (5.8) and (5.9) by
Ω, then conditioned on the conditional noise variance βmI , n˜
q
d, q ∈ {3, 4}, turns out to be a
zero-mean complex Gaussian random variable with variance βmI σ
2. Accordingly, the exact
conditional PEP is obtained following the derivation of the conditional PEP in the Gaussian
noise case as
P (s→ sˆ|h) =
MI−1∑
m=0
αmI Q
(√
d2(s, sˆ)
2βmσ2
)
, (5.23)
where all possible realisations of the Poisson random variable C0 are considered. Also, Q(.)
is the Gaussian-Q function [122] and d2(s, sˆ) is the Euclidean distance between s and sˆ, and
can be written as
d2(s, sˆ) = d2S→D(s, sˆ) + d
2
S→R1→D(s, sˆ) + d
2
S→R2→D(s, sˆ). (5.24)
Applying the standard Chernoff bound on the Q(.) function in (5.23), the conditional PEP
can be upper bounded by [140]
P (s→ sˆ|h) ≤
MI−1∑
m=0
αmI exp
(−d2(s, sˆ)
4βmσ2
)
. (5.25)
5.3.1.1 PEP for Blind Relaying
The Euclidean distance for the blind relaying scheme can be written as
d2(s, sˆ) = h(S− Sˆ)(S− Sˆ)HhH
= ∆Ps|hsd|2 + 1Φ21|hsr,1|4|hrd,1|2 + Φ22|hsr,2|4|hrd,2|2. (5.26)
where Φ1 and Φ2 were defined in (5.19) and (5.20), respectively, ∆ = |s1− sˆ1|2 + |s2− sˆ2|2 and
n denote the eigenvalues of the codeworde difference matrix (S − Sˆ)(S − Sˆ)H . It is worth
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noting that the term |hsrn|4, n ∈ {1, 2}, appears due to the process of instantaneous EH
taking place at the n-th relay. Substituting (5.26) in (5.25), the PEP expression is obtained
in the following proposition.
Proposition 5.3.1: The PEP performance of the considered SWIPT blind relaying system
in the presence of impulsive noise can be expressed in a closed-form as
P (s→ sˆ) ≤
MI−1∑
m=0
αmI
(
∆Ps
4βmσ2
+ 1
)−1 2∏
n=1
1√
pi
G1,33,1
[
nΦ
2
n
βmI σ
2
∣∣∣∣ 0.5, 0, 00
]
, (5.27)
where Gm,np,q [.|.] is the Meijer G-function defined in [116, Eq. (8.2.1.1)]. Furthermore, αmI and
βmI can be calculated through (5.2) and (5.4), respectively. Note that the Meijer G-function
in (5.27) can be easily and accurately computed by standard mathematical software packages
such as Mathematica©, Matlab©, and MapleTM.
Proof. See Appendix E. 
Special Case: (AEH performed at R1 and R2) We assume that R1 and R2 perform average
EH which corresponds to a practical scenario where relay terminals are equipped with a
battery. Under this assumption, (5.7) which represents the power available at the n-th relay
at the end of Phase-1 is written as
Pr,n =
ηnθnPs
Lsr,n
. (5.28)
Replacing (5.28) in (5.15), the vector form of the received signal model yd is now given as
yd =

√
Pshsds1 + n
1
d√
Pshsds2 + n
2
d
Φ1hsr,1hrd,1s1 + Φ2hsr,2hrd,2s2 + n˜
3
d
−Φ1h∗sr,1hrd,1s∗2 + Φ2h∗sr,2hrd,2s∗1 + n˜4d
 . (5.29)
Under this scenario, d2(s, sˆ) is given by
d2(s, sˆ) = ∆Ps|hsd|2 + 1Φ21|hsr,1|2|hrd,1|2 + 2Φ22|hsr,2|2|hrd,2|2. (5.30)
It can be easily verified that (5.30) has a similar form to that in [141, Eq. (31)] and [127, Eq.
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(26)] for the conventional non-EH case. Therefore, the PEP is found as
P (s→ sˆ) ≤
MI−1∑
m=0
αmI
(
∆Ps
4βmσ2
+ 1
)−1 2∏
n=1
(
nΦ
2
n
4βmσ2
)−1
exp
(
4βmI σ
2
nΦ2n
)
Γ
(
0,
4βmσ
2
nΦ2n
)
,
(5.31)
where Γ(a, b) =
∫∞
b
xa−1exp(−x)dx [122] denotes the upper incomplete gamma function.
5.3.1.2 PEP for CSI-assisted Relaying
The Euclidean distance for the CSI-assisted relaying scheme can be written as (5.26) where
Φ21 and Φ
2
2 are now given by (5.21) and (5.22), respectively. Note that, unlike (5.19) and
(5.20) for the blind relaying case, (5.21) and (5.22) are functions of |hsr,1|2 and |hsr,1|2,
respectively. To this effect, substituting (5.21) and (5.22) in (5.26), we can write d2(s, sˆ) as
d2(s, sˆ) = ∆Ps|hsd|2 + 1ζ1 |hsr,1|
4|hrd,1|2
ξ1|hsr,1|2 + 1 + 2ζ2
|hsr,2|4|hrd,2|2
ξ2|hsr,2|2 + 1
= ∆Ps|hsd|2 + 1ζ1 X
2
1Y1
ξ1X1 + 1
+ 2ζ2
X22Y2
ξ2X2 + 1
, (5.32)
where ξn = [(κn/Lsr,n)(Ps/(β
m
I σ
2))], ζn is given as
ζn =
ηrnθnκnPs(Ps/(β
m
I σ
2))
Ω2L2sr,nLrd,n
, n ∈ {1, 2}, (5.33)
and Xn , |hsr,n|2, Yn , |hrd,n|2. To obtain an expression for the PEP for the CSI-assisted
relaying, we let Zn = Un/Vn, where Un = X
2
nYn and Vn = ξnXn + 1, n ∈ {1, 2}. Then, one
could obtain the unconditional PEP by taking the expectation of (5.25) with respect to the
random variables (RVs) |hsd|2, Z1 and Z2. To this effect, we derive the exact unconditional
PEP expression in the following proposition.
Proposition 5.3.2: The exact PEP performance of the considered SWIPT CSI-assisted
relaying system in the presence of impulsive noise can be expressed as
P (s→ sˆ) ≤
MI−1∑
m=0
αmI
(
∆Ps
4βmσ2
+ 1
)−1
×
2∏
n=1
1
2Bnψn
[
exp(Λn)Ei(Λn)(−ξ2n − ξnψn + 2Bn) + exp(Ψn)Ei(Ψn)(ξ2n − ξnψm − 2Bn)
]
,
(5.34)
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where Ei(.) is the exponential integral function [116], ψ =
√
ξ2n − 4Bn where ξn is defined
before (5.33), and Λn and ψn are given by
Λn =
ξn + ψn
2Bn
, (5.35)
and
Ψn =
ξn − ψn
2Bn
, (5.36)
respectively.
Proof. See Appendix F. 
Although the integration in (5.34) cannot be further simplified, in what follows we consider
the high SNR assumption and derive an approximate closed-form expression to evaluate the
PEP performance.
Under the high SNR assumption, i.e., ξ → ∞. In other words, the second factor in the
denominators of (5.32) can be negligible. Consequently, d2(s, sˆ) in (5.32) is reduced to
(5.30), yielding the PEP expression to be given as (5.31)
Special Case: (AEH performed at R1 and R2) Similar to the blind-relaying scenario, we
assume here that R1 and R2 perform average EH. Under this assumption, the power available
at the n-th relay at the end of Phase-1 can be given by (5.28). Owing to this, we get
d2(s, sˆ) = ∆Ps|hsd|2 + 1ζ1 |hsr,1|
2|hrd,1|2
ξ1|hsr,1|2 + 1 + 2ζ2
|hsr,2|2|hrd,2|2
ξ2|hsr,2|2 + 1 , (5.37)
where ξn and ζn are given below (5.32). Substituting (5.37) in (5.25), followed by taking the
expectation with respect to |hsd|2, |hsr,1|2, |hsr,2|2, |hrd,1|2 and |hrd,2|2, the unconditional PEP
is given in the following proposition.
Proposition 5.3.3: The exact PEP performance of the considered SWIPT CSI-assisted
relaying system under the assumption of average EH can be expressed as
P (s→ sˆ) ≤
MI−1∑
m=0
αIm
(
∆Ps
4βmσ2
+ 1
)−1 2∏
n=1
[(
nζn
4βmσ2
+ ξn
)−1
G1,22,1
[
nζn
4βmσ2
+ ξn
∣∣∣∣ 1, 11
]
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+ξn
(
nζn
4βmσ2
+ ξn
)−2
G1,22,1
[
nζn
4βmσ2
+ ξn
∣∣∣∣ 1, 22
]]
.
(5.38)
Proof. See Appendix G. 
It is noted from each of (5.27), (5.31), (5.34), and (5.38) that these expressions include
the conventional AWGN assumption as a special case. It is recalled from (5.4) that as
δ → ∞, βmI converges to 1. Therefore, the summation in (5.27), (5.31), (5.34), and (5.38)
will be equal to 1, yielding these expressions to be reduced to the PEP expressions for the
conventional AWGN case. It is worth mentioning that due to the presence of the summation
term, as a result of impulsive noise, in the above-mentioned expressions, the convergence to
asymptotical diversity order when impulsive noise exits is slower compared to the AWGN
case.
5.3.2 Performance Under Noise Model II
In the following, we will study the performance of the considered SWIPT relay system
under the assumption of spatially independent impulsive noise model, where R1, R2, and D
nodes are affected by statistically independent number of impulses, following Poisson random
variables Cr,1, Cr,2, and Cd, respectively, i.e., α
m
I,d, α
m
I,r,1, and α
m
I,r,2 may not necessarily be
equal. In particular, the conditional variances βmI,r,1, β
m
I,r,2, and β
m
I,d are not necessarily equal.
In order to address the independency in the number of impulses occurring at R1, R2, and
D, the PEP expression has to be averaged over all possible realisations of each of Cr,1, Cr,2,
and Cd, and thus, the condition PEP is given by (5.39) at the top of next page.
P (s→ sˆ|h) =
MI−1∑
m,r,1=0
MI−1∑
m,r,2=0
MI−1∑
m,d=0
(
3∏
k=1
αmk
)
×Q
(
d2(s, sˆ)√
2 [∆Ps|hsd|2βm,d + 1Φ1|hsr,1|4|hrd,1|2βm,r,1 + 2Φ2|hsr,2|4|hrd,2|2βm,r,2]σ2
)
.
(5.39)
To evaluate the unconditional exact PEP for each of the relaying schemes described in
Section II, the expression in (5.39) has to be averaged over fading coefficients h. Doing so
is mathematically intractable. However, we could obtain an approximate expression for the
conditional PEP in (5.39) by setting βmI,r,1 = β
m
I,r,2 = β
m
I,d = ϕ¯, which denotes the average
number of impulses affecting R1, R2, D nodes during a transmission frame and is given
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by [127]
ϕ¯ =
2(βmI,r,1 + β
m
I,r,2) + 4β
m
I,d
8
. (5.40)
Then by using the Chernoff upper bound, taking the expectation over the fading coefficients
h, and following the same line of analysis performed in the derivation of the PEP expressions
of the blind and CSI-assisted relaying schemes under noise Model I, the PEP performance
under noise Model II can be evaluated.
5.4 Numerical and Simulation Results
In this section, we provide a variety of numerical and Monte Carlo simulation results to
validate the accuracy of the proposed analytical framework and to compare the performance
of the considered blind and CSI-assisted relaying techniques employed for a SWIPT relaying
system over MCA noise Models I and II. We assume that the relays employ Alamouti coding
and employ binary phase shift keying (BPSK) modulation scheme as a result. The term
Monte Carlo simulations refers to the use of actual fading channel variates with a number of
repetitions of 106 trials. We further assume that the two relays are located on the straight
line between the source and the destination nodes. Unless otherwise specified, in order to
study various impulsiveness degrees, we use three sets of values for the impulsive noise pa-
rameters AI and T : (AI , T ) = (1, 0.1), (AI , T ) = (0.1, 0.1), and (AI , T ) = (0.001, 0.1) to
represent near-Gaussian (NG), moderately impulsive (MI), and highly impulsive (HI) noise
channels, respectively, which fit well within the practical range of AI and T values [135].
Unless otherwise stated, we set the EH efficiency factor η1 = η2 = 0.3 as a worst case,
capturing the effects of low-cost hardware, the PS factors θ1 = θ2 = 0.5, the normalised dis-
tances of both relays for their respective S → Rn links are set to dsr,1 = dsr,2 = 0.5, the
source transmission power Ps = 1 Watt and the pathloss α = 2.7 [56]. Since the only energy
supplied to the whole network is the transmit power, Ps, applied to the source, the perfor-
mance of the whole system is parametrised by SNR , Ps/σ2.
In . 5.4, we compare the PEP performance of the blind and CSI-assisted relaying tech-
niques when IEH or AEH are considered under three MCA noise environments, namely, HI,
MI, and NG, for noise Model I. Also to evaluate the accuracy of our mathematical mod-
els presented in (5.27), (5.31), (5.34), and (5.38), we present in Fig. 5.4 the corresponding
Monte Carlo simulation results. It is observed that the analytical PEP curves are in full
agreement with the simulation results over the whole SNR operating range. This finding
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Figure 5.4: PEP performance with respect to SNR for blind and CSI-assisted relaying techniques
over Rayleigh fading channels in the presence of HI, MI, and NG MCA noise for Model I.
directly reflects the accuracy of our proposed mathematical framework and its effectiveness
in quantifying the performance of the considered relaying techniques under MCA noise. It
is illustrated in Fig. 5.4 that for all the studied relaying techniques, namely, blind relaying
with IEH or AEH and CSI-assisted relaying with IEH or AEH, the PEP curves undergo
a flattening when the SNR is between 5 - 20 dB under the HI noise environment, which
dramatically differs from those of the NG noise environment. This behavior is also reported
for non-EH systems cooperative systems [127,142] and is due to the fact that the tails of the
PDF of the MCA noise becomes wider as the impulsive index AI decreases. However, as AI
increases, the tails of the MCA density asymptotically approach those of a Gaussian den-
sity, resulting in the behavior observed for the PEP performance. Moreover, for the three
noise scenarios, it is shown that the performance evidenced by the CSI-assisted relaying,
when AEH is employed, is superior to that of the other three relaying techniques. Although
intuitively, CSI-assisted relaying schemes are expected to outperform their blind relaying
counterparts, our results show that the CSI-assisted relaying technique with IEH and blind
relaying technique with AEH experience identical PEP performance. This indicates that
extra power consumption, resulting from CSI estimation, can be avoided without causing
performance loss. However, this comes at the expense of requiring a battery to perform AEH.
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Figure 5.5: PEP performance with respect to SNR for blind and CSI-assisted relaying techniques
over Rayleigh fading channels in the presence of HI and NG MCA noise for Model I for EH and
non-EH relaying systems.
In Fig. 5.5, we compare the PEP performance of the four relaying schemes for the considered
SWIPT-enable relaying system and the non-EH relaying system as a benchmark [127] under
NG and HI impulsive noise cases. It can be observed that under both NG and HI impulsive
noise cases, the SWIPT relaying system enabled by the blind-AEH mechanism and that
enabled by the CSI-assisted AEH relaying outperform their non-EH relaying counterparts.
The gap in the performance can be clearly noticed in the SNR range between 15-30 dB for
the HI impulsive noise case. This interesting finding indicates that SWIPT-enabled relaying
systems are more robust towards impulsive noise. This is due to the fact that the EH relay
nodes can boost their transmission powers by harvesting the power received from the source
node.
In an attempt to gain more insights about the performance of the considered relaying tech-
niques, we investigate the achievable diversity order. Specifically, in Fig. 5.6, we exploit the
expressions obtained in (5.27), (5.31), (5.34), and (5.38) to calculate the diversity order,
defined as the negative of the asymptotic slope of the PEP on a log-log scale [140]. The
achievable diversity order in the presence of the well-known AWGN case is included as a
benchmark. Fig. 5.6 demonstrates that the CSI-assisted relaying scheme, employing AEH,
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enables the distributed Alamouti code based AF SWIPT system to achieve the highest di-
versity order (d = 3, at NG), whereas the lowest (d = 2, at NG) is obtained by the blind
relaying scheme employing IEH, where the performance is severely degraded. This is due
to the effect of cascaded fading resulting from IEH. Meanwhile, the attainable diversity or-
der for both the blind relaying with AEH and CSI-assisted relaying with IEH is identical
(d = 2.85, at NG). In Table 5.1, we present the achievable diversity order values observed
by the investigated four relaying techniques under the three MCA noise environments, along
with the corresponding AWGN case. It is noted that for all the studied relaying techniques:
as the impulsive index AI becomes smaller, (i.e., the noise becomes highly impulsive), the
convergence to full spatial diversity, represented by the AWGN case, becomes slower. This
can be attributed to the performance loss introduced by the impulsive nature of the noise
incurred by the MDR. Additionally, the full diversity order of all relaying techniques in the
MCA noise environments is not extracted due to the impulsiveness severity. Interestingly, as
the impulsiveness level increases from NG to HI, the associated performance loss increases
with the diversity order. This result is consistent with the conclusion reported in [90] for a
non-cooperative non-EH wireless communication system.
Table 5.1: Achievable diversity order under MCA noise and AWGN.
Relaying Technique
MCA Noise
AWGN
HI MI NG
Blind IEH 1.86 1.96 1.99 2
Blind AEH 2.59 2.78 2.85 2.87
CSI-assisted IEH 2.59 2.78 2.85 2.87
CSI-assisted AEH 2.38 2.86 3 3
In order to explore the effect of the relays’ location on the PEP performance of the considered
blind and CSI-assisted relaying techniques with IEH, we illustrate in Fig. 5.7 the performance
of the Alamouti-based scheme, under the assumption of HI MCA noise. This study is
conducted for six distinct scenarios of the geometrical layout of the two relays:
 Scenario 1: dsr,1=0.8 and dsr,2=0.8,
 Scenario 2: dsr,1=0.5 and dsr,2=0.8,
 Scenario 3: dsr,1=0.2 and dsr,2=0.8,
 Scenario 4: dsr,1=0.5 and dsr,2=0.5,
 Scenario 5: dsr,1=0.5 and dsr,2=0.2,
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Figure 5.6: Diversity order of blind and CSI-assisted relaying schemes in the presence of HI, MI,
and NG noise for Model I.
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Figure 5.7: PEP performance with respect to SNR for various relay locations over HI noise under
Model I.
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Figure 5.8: PEP performance with respect to the normalised distances dsr,n, n ∈ {1, 2} over NG
and HI noise under Model I.
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Figure 5.9: PEP performance with respect to the distances dsr,n, n ∈ {1, 2} in meters over HI noise
under Model I and SNR=25 dB.
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Figure 5.10: PEP performance with respect to the distances dsr,n, n ∈ {1, 2} in meters over HI
noise under Model I and SNR=40 dB.
 Scenario 6: dsr,1=0.2 and dsr,2=0.2.
It is shown in Fig. 5.7 that the best performance for both blind and CSI-assisted relaying
schemes, employing IEH, is exhibited by scenario 6, where both relays are close to the source,
while locating the two relays close to the destination represented by scenario 1 leads to the
worst performance. This is expected, since the power available at the relay nodes result-
ing from EH during Phase-1, as defined in (5.7), is inversely proportional to the distance
between the source and the relay node. Specifically, as dsr,n, n ∈ {1, 2} increases, both the
harvested energy and the received signal strength at the relay node decrease due to the in-
creased pathloss, and consequently, deteriorating the performance. A similar result is noted
for both of the relaying techniques when AEH is employed, however their performance is not
plotted to avoid repetition.
This observation suggests the support for the conclusion in [56] for a SWIPT wireless coop-
erative systems under the general AWGN noise assumption. On the contrary, this finding is
different from the conventional case where EH is not considered at the relays [127], wherein
the best performance is attained in scenario 4, where both relays are equidistant from the
source and destination nodes and the worst performance is observed in scenario 3 where
one of the relays is placed closer to the source node and the other is placed closer to the
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destination node. The aforementioned result along with the ones reported in [56] and [127]
allows for an interesting statement about the optimal location of EH relays. We conclude
that the optimal position of the relays in a SWIPT relaying system may be independent
from the type of the channel noise.
Remarkably, for both blind and CSI-assisted relaying techniques, as the two relays become
closer to the source the flat region observed in the case of HI noise is significantly diminished,
thereby, considerably outperforming the non-EH case presented in [127] from this perspec-
tive. Therefore, the results revealed in this examination are two fold. On one fold it is
noted that EH relaying systems are more robust towards impulsive noise. On the second,
the location of the relays plays a crucial role in the underlying system performance. Further
examinations of the impact of the relays’ location on the system performance are carried out
in Fig. 5.8.
Fig. 5.8 depicts the PEP performance of blind and CSI-assisted relaying for both IEH and
AEH as a function of the normalised S → Rn link distances of R1 and R2. The study is car-
ried out for the NG and HI noise environments, considering Model I, under the assumption
of both low (15 dB) and high (40 dB) SNR regimes. As it can be readily observed for all four
relaying schemes, in general, the PEP increases as dsr,1 and dsr,2 increase, i.e., the distance
between the source and the two relays increases. As explained earlier, this is because the far-
ther away the two relay nodes are from the source node, the larger the experienced pathloss
is, leading to less signal power to be received at Rn. Accordingly, the received signal power
at the destinations node is poor, yielding to inferior PEP performance. Moreover, we notice
that in the case of low SNR regime (SNR=15 dB), which is included in the flat region of the
PEP performance under the HI noise, the PEP performance does not notably change with
the change in the distance and that the performance is irrespective of the adopted relaying
schemes. However, a rather more noticeable change is observed at high SNR regime. This
is opposing to the NG noise environment case, where more rapid improvements can be seen
at both low and high SNR regimes as the relays move closer to the source.
Therefore, it turns out that moving the relays closer to the source is more rewarding in
the NG noise environment. It can be further deduced from Fig. 5.8 that the performance
gap between the four analysed relaying schemes is more pronounced in the NG noise envi-
ronment in the high SNR scenario. Finally, one can observe that the PEP performance does
not notably change by increasing dsr,1 and dsr,2 beyond a certain value (dsr,n > 0.8), since
as the relays get closer to the destination, smaller values of harvested energy are required
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to support the reliable communication through the Rn → D link. A similar conclusion can
be drawn for all the presented relaying technique for EH relays which are solely powered
by the source. This suggests that the harvested energy at the relay nodes is the dominant
performance limiting factor, rendering the Rn → D link to be the bottleneck of the system
performance.
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Figure 5.11: PEP performance with respect to the PS factor θ1 at relay R1 over NG and HI noise
under Model I when θ2 = θ1.
In Figs. 5.9 and 5.10, the effect of varying the distance in meters between the source and
the nth-relay is investigated for the HI noise level and for moderate and high SNR values,
i.e., SNR=25 and 40 dB, respectively. It can be observed that for the moderate SNR value,
the PEP performance does not vary significantly. This is due to the detrimental effect of
impulsive noise in this SNR region as shown in Fig. 5.4. It can be also observed that the
CSI-assisted scheme with AEH outperforms the other three schemes which exhibit equal
performances. This is due to the fact that with the CSI-assisted scheme the relay nodes
make use of the availability of CSI to scale their signal before forwarding it to the destina-
tion node. Moreover, the cascaded fading phenomena that appears when IEH is employed
does not exist when AEH is considered. However, as the SNR value increases to 40 dB, the
PEP performance decreases as the distance between the source node and the two relay nodes
decreases below 3 meters. When the distance is beyond 3 meters, the PEP performance does
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Figure 5.12: PEP performance with respect to the PS factor θ1 at relay R1 over NG and HI noise
under Model I when θ2 = 1− θ1.
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Figure 5.13: PEP performance over NG and HI noise under Model I and Model II.
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not change significantly, since the only source of power of the relay nodes is the relay.
In Fig. 5.11 we investigate the impact of the PS factor θn at the relays on the associated
PEP performance of the competing relaying techniques for NG and HI noise environments
under Model I. The examination is carried out for low and high SNR regimes. Furthermore,
in our study, we consider two scenarios for the PS factor of the two relays. The first scenario
is depicted in Fig. 5.11, where we plot the PEP performance as a function of the PS factor
of relay R1, θ1, and we set the PS factor at the second relay R2 to be θ2 = θ1. In the second
scenarios, illustrated in Fig. 5.12, we set θ2 = 1 − θ1. This is done to provide a deeper
understanding on the behaviour of the system when equal or different power settings are
imposed on the two relays. Interestingly, one can deduce the same observation on the PEP
performance from Figs. 5.11 and 5.12. Specifically, it is noted that the PEP performance
is insensitive to the change in the value of the PS factors at the two relays in the HI noise
environment under the low SNR assumption due to the detrimental effects of the impulsive
noise. On the contrary, it is demonstrated that for the other three scenarios (low SNR with
NG noise and low and high SNR with NG and HI noise), there exists an optimal value for
the PS factor that minimises the PEP. For the scenario in Fig. 5.11, this stems from the fact
that when the value of θn, n ∈ {1, 2} is smaller than the optimal, there is less power available
for EH. Consequently, less transmission power is available at the two relay nodes causing
the performance to deteriorate gradually. On the other hand, as the value of θn increases
beyond the optimal value, more power is spent on EH at the expense of the power available
for data transmission which considerably degrades the PEP performance. This phenomenon
is expected, since the performance of dual-hop systems is constrained by the quality of the
weakest hop [143].
Comparing the two setups, we observe from Fig. 5.11 that the minimum PEP performance is
attained when θ1 = θ2 = 0.22. However, when the PS factors are different, we observe from
Fig. 5.12 that the minimum PEP is achieved for θ1 = θ2 = 0.5. This finding suggests that
allocating equal PS factors displays a performance gain gap over the nonequal PS factors at
the two relays. A final observation for both Figs. 5.11 and 5.12 is that when blind relaying
is adopted with IEH, varying θn only makes a rather small change to the PEP performance.
This trend is similar for all the examined noise and SNR scenarios. The aforementioned two
scenarios imply that the PS factor for EH must be optimised for best performance.
In order to address the effect of the spatial independence, we plot in Fig. 5.13 the PEP
performance for Models I and II under both NG and HI noise environments against the
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AWGN benchmark case. It is recalled that Model I refers to the case when the same set of
interfering sources affects the relay and destination nodes together, while Model II refers to
the case when different sets of interfering sources affect the relay and destination nodes. Fig.
5.13 illustrates that when the noise is HI, Model I outperforms Model II in the sufficiently
low SNR regime (SNR < 22 dB). This behavior is reversed in the higher SNR region and
the performance over Model II becomes superior to that exhibited by Model I. On the other
hand, both models exhibit a similar performance in the NG noise over the whole inspected
SNR region. These results are in accordance with the ones reported in [127].
5.5 Summary
In this work we have investigated the performance of distributed Alamouti codes for SWIPT
AF relaying systems in the presence of MCA noise. We have derived novel closed-form PEP
expressions which have been then exploited to provide a detailed performance comparisons
among the four relaying techniques under consideration. Besides the fact that our results
have been demonstrated to be accurate and mathematically tractable, they provide efficient
means for the design and evaluation of SWIPT relaying networks in practical scenarios where
impulsive noise is present, indicating that the burden of Monte Carlo simulations to evaluate
the PEP performance can be avoided. For example, it has been shown that the performance
loss incurred by the severity of impulsiveness increases as the diversity order increases. Also,
significant performance gains have been observed by locating the relays close to the source,
offering a potential solution to mitigate the deleterious effect of MCA noise.
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Chapter 6
Conclusions and Future Work
This chapter sums up the conclusions drawn from each part of this research, while it also
presents some possible future extensions.
6.1 Concluding Remarks
In Chapter 3, it has been shown that optimising the receivers’ parameters represented by
the PS ratios is equally important to optimising the transmit parameters for an optimum
performance of SWIPT-enabled CRNs. This has been demonstrated through investigating
downlink optimal and suboptimal beamforming strategies for underlay CRNs in MU-MISO
SWIPT systems. By focusing on minimising the downlink transmit power at the SBS and
jointly optimising the beamforming vectors and the PS ratios at the SRs, it has been demon-
strated that the developed beamforming scheme is able to achieve the minimum transmit
power for all the studied range of the SNR while simultaneously taking into account the in-
dividual SRs and PRs constraints. This has been performed by proposing an SDP relaxation
method to suboptimally solve the formulated non-convex optimisation problem. The subop-
timal solution has been then exploited to provide a closed-form expression for the optimal
solution by exploiting the KKT conditions of the relaxed problem.
In Chapter 4, a comprehensive analytical framework has been developed to examine nonco-
herent modulation schemes employed in SWIPT dual-hop AF relaying networks. This has
been performed by resorting to the moments-based approach to derive new unified formu-
las for various major performance metrics in wireless communications, including the outage
probability, achievable throughput, and ASER. Through performing Monte Carlo simula-
tions, the mathematical models have been demonstrated to be accurate and useful in provid-
ing insightful discussions related to the system behavior considering the TS and PS receiver
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architectures. For example, it has been demonstrated that there is a unique value for the PS
ratio that minimises the outage probability of the system, while such a value does not exist
for the TS protocol. It has been also shown that, the TS relaying scheme is superior to the
PS relaying scheme at lower SNR values, in terms of the system throughput. Furthermore,
it has been analytically demonstrated that the diversity order of the considered system is
less than 1 and that the second hop is the performance bottleneck. This has been done by
presenting novel asymptotic expressions for the outage probability and ASER. The offered
unified asymptotic results are applicable beyond the scope of this work and open the door
for simple further analysis of a wide array of other scenarios and performance metrics, such
as ergodic capacity.
In Chapter 5, an accurate and efficient mathematical model has been developed to provide a
detailed performance comparison among CSI-assisted and blind relaying schemes employed
for SWIPT dual-hop relaying systems operating in the presence of impulsive MCA noise.
Specifically, through the derivation of novel and accurate closed-form PEP expressions, the
diversity gain of blind AF and CSI-assisted AF schemes considering AEH and IEH has been
studied where it has been illustrated that the performance of CSI-assisted relaying, employ-
ing AEH is superior to that exhibited by the other three relaying techniques, achieving the
highest diversity order of 3. It has been also demonstrated that the performance loss in-
curred by the severity of impulsiveness increases as the diversity order increases and that
the performance of the system in lower SNR regions depends on the impulsive nature of the
noise, yielding to different diversity orders to dominate the performance in low and medium
SNR regimes. It has been also shown that significant performance gains can be achieved by
locating the relays close to the source, offering a potential solution to mitigate the deleterious
effect of MCA noise.
Overall, the work in this thesis have revealed several key findings as follows:
 For a multiuser MISO SWIPT CRNs, there exists an interesting dependence among
the harvested power, the required minimum downlink power, the interference which is
imposed on the PRs, and the SINR achieved by the SRs. More specifically, the results
have showed that it is not sufficient to optimise the beamforming vectors of the SBS
only to enable SWIPT in underlay multi-user MISO CRNs. But it is necessary to opti-
mise as well the PS ratio parameters of the SRs in order to maintain the requirements
of both the PRs and SRs. The results have also revealed that the minimum transmit
power is affected by the number of the served SRs, while it is not dependent on the
number of existing PRs.
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 Enabling SWIPT in relay networks can potentially increase the lifetime of the system
and achieve a performance that is close to that of a non-EH relaying system. However,
the selection of the implemented SWIPT scheme, i.e., PS or TS, in relaying networks is
crucial for the system performance and depends on several factors including the trans-
mit power of the source node which characterises the transmit SNR, Ps/σ
2
n, and the
capability of the relay receiver circuitry which characterises the EH efficiency value, ηr.
Furthermore, the results have demonstrated that the choice of the noncoherent modu-
lation scheme, whether it is MDPSK or MFSK, depends on the employed modulation
size.
 For a SWIPT relaying network deployed in environments susceptible to impulsive noise, the
choice of the effective relaying and EH schemes depends on several factors including, the
level of impulsiveness, the transmit power of the source node, the availability of a storage
device, such as a battery, in the relay node, and the ability of the relay to estimate the CSI
or not.
6.2 Future Work
The field of WPT is a vastly rich research area with potential applications yet to be studied.
The contributions presented in this thesis are only first steps towards multi research directions
in the analysis of WPT. In this section, we highlight few interesting research topics that we
particularly deem worth investigating.
6.2.1 Extention to Realistic Channel Models
It is well-known that the link quality in communication systems undergoes changes since the
transmitted signal might be reflected, diffracted, or scattered from objects present in the
propagation path. The effect of these changes are called fading which can be classified into
two main groups known as small-scale fading and large-scale fading. The large-scale fading is
the result of signal attenuation due to signal propagation over large distances and diffraction
around large objects in the propagation path and includes pathloss and shadowing. The for-
mer describes the signal attenuation due to distance in free space. The latter is the result of
the signal being blocked by large objects in the propagation path which are typically distant
objects in the environment such as, buildings or mountains. The small-scale fading is used
to describe the signal level at the receiver after encountering obstacles near the receiver and
causes power fluctuations, due to multipath propagation [27].
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In this thesis, all the studied system models are based on the assumption of the pathloss
and multipath Rayleigh fading channel, which is used to describe the rapid amplitude fluc-
tuations where there is no direct path between the transmitter and the receiver. However,
in realistic radio propagation environments, the received signal is not only affected by mul-
tipath fading and pathloss but also by the shadowing effect. This phenomenon is called
composite multipath/shadowed fading and in this case, the small-scale fading results in very
rapid fluctuations around the mean signal level, while shadowing gives rise to relatively slow
variations of the mean signal level. This scenario is encountered in congested indoor and
outdoor areas [27], which may be typical examples of IoT deployment environments. There-
fore, built on the results presented in this thesis, it would be worthwhile to investigate the
performance of SWIPT relaying systems over composite fading channels.
Furthermore, future directions can include investigating SWIPT systems under the assump-
tion of more realistic multipath fading channels, such as the Rician channel. In Rician fading,
a line of sight (LOS) signal is much stronger than the others and is suitable for practical
SWIPT applications in IoTs where small-sized wireless sensors are in close proximity to each
other and a LOS exists between them.
6.2.2 SWIPT in Cognitive Radio Relay Networks
In this thesis, the first contribution has been dedicated to SWIPT-enabled CRNs, while
the second and third contributions have focused on SWIPT relay network. Meanwhile, it
was demonstrated in [18,75,76] that the primary-secondary cooperation in cognitive relay
networks is a promising transmission mechanism where SUs share the spectrum with PUs
under the premise of acting as relays to assist the PUs to improve their data transmission,
resulting in a win-win solution for both PUs and SUs. Therefore, combining SWIPT in
cognitive radio relay networks is an attractive solution to provide a spectrum-efficient and
energy-efficient transmission paradigm. Accordingly, investigating the performance of such
systems and analysing the associated spectral efficiency, energy efficiency, and transmission
rate trade-offs creates a natural extension for the work that has been provided in this thesis.
6.2.3 SWIPT in MIMO systems
It is well-known that incorporating multi-antenna in SWIPT systems can potentially improve
the performance of the system. In order to generalise the results of this thesis, in our future
work, we will address the case of SWIPT-enabled CRNs or/and SWIPT relaying networks
with MIMO configurations. However, the performance of a MIMO channel is vulnerable
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to the spatial correlation of the antenna elements of each node within the system. Spatial
correlation is the correlation between the antenna elements of a node in space. Therefore, in
an attempt to pursue a more realistic study, in our future work, we will investigate SWIPT
MIMO systems under the assumption of spatial correlation.
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Appendix A
Proof of Proposition 3.5.1
To prove the proposition, we follow the same line of proof provided in [95]. More specif-
ically, we will first show that the original problem (3.8a)-(3.8e) and the relaxed problem
(3.10a)-(3.10f) have the same dual problems. Let E,W ,K, and P be the non-negative La-
grangian multipliers associated with constraints C1, C2, C3, and C4, respectively. Then the
Lagrangian of the original problem in (3.8a)-(3.8e) can be written as
L1(v,θ,E,W ,K,P ) =
Ks∑
k=1
vHk vk
−
Ks∑
k=1
Ek
(
vHk hkh
H
k vk − γthk
∑
j 6=k
vHj hkh
H
k vj − γthk σ2a,k −
γthk σ
2
c,k
1− θk
)
−
Ks∑
k=1
Wk
(
Ks∑
k=1
vHk hkh
H
k vk + σ
2
a,k −
pk
ηkθk
)
+
Lp∑
l=1
Kl
(
Ks∑
k=1
vHk glg
H
l vk − I lth
)
+
Ks∑
k=1
Pk(θk − 1), (A.1)
which can be rewritten as
L1(v,θ,E,W ,K,P ) =
Ks∑
k=1
vHk vk
−
Ks∑
k=1
(
Ekγ
k
thσ
2
a,k −Wkσ2a,k − Pk
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KlI
l
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. (A.2)
With the Lagrangian function, the dual function of problem (3.8a)-(3.8e) is given by [101,
Section (5.7.12)] and [144]
max
E,W ,K,P
Ks∑
k=1
Πk −
Lp∑
l=1
KlI
l
th +
Ks∑
k=1
Fk
s.t. Ak  0, k = 1, ..., Ks, (A.3)
where
Πk = Ekγ
k
thσ
2
a,k −Wkσ2n,k − Pk, (A.4)
Fk =
Ekγ
k
thσ
2
c,k
1− θk +
Wkpk
ηkθk
+ Pkθk, (A.5)
and
Ak = I − EkRhk −
∑
j 6=k
Ekγ
k
thRhk −
Ks∑
j=1
WjRhk +
Lp∑
l=1
KlRgl . (A.6)
Similarly, the Lagrangian of the relaxed problem in (3.10a)-(3.10f) can be derived as
L2(V ,θ,E,W ,K,P ) =
Ks∑
k=1
Tr[V k]
−
Ks∑
k=1
Ek
(
Tr[RhkV k]− γthk
∑
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)
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+
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where Zk is a positive semidefinite matrix associated with constraint C5 in (3.10a)-(3.10f).
The Lagrangian of the relaxed problem can be rewritten as
L2(v,θ,E,W ,K,P ) =
Ks∑
k=1
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thσ
2
a,k −Wkσ2a,k − Pk
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Since Zk is a positive semidefinite matrix, the dual problem can be stated as follows
max
E,W ,K,P
Ks∑
k=1
Πk −
Lp∑
l=1
KlI
l
th +
Ks∑
k=1
Fk
s.t. Ak  0, k = 1, ..., Ks, (A.9)
where
Ak = I − EkRhk −
∑
j 6=k
Ekγ
k
thRhk −
Ks∑
j=1
WjRhk +
Lp∑
l=1
KlRgl . (A.10)
From both the dual problems in (A.3) and (A.9), it is shown that both the original and
the relaxed problems have the same dual problem. Since the relaxed problem is convex and
satisfies Slater’s condition, a strong duality holds between the relaxed problem (3.10a)-(3.10f)
and its dual problem (A.9) [101]. According to the result in [144, Theorem 2.1], provided
that the Hessian matrix of the Lagrangian of the original problem is positive semidefinite
with respect to the optimisation variables, i.e., 52
vkv
H
k ,θk
L1(vo,θo,Eo,W o,Ko,P o)  0, k =
1, ..., Ks, where E
o, W o, Ko, and P o are the Lagrangian multipliers associated with the
optimal solutions vo and θo, a strong duality exists between the original problem (3.8a)-
(3.8e) and its dual (A.3). Next we derive the Hessian matrix of the Lagrangian of the
original problem with respect to vk as
5vHk vkL1(v
o,Eo,W o,Ko) =
Ks∑
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Aok
=
Ks∑
k=1
(I − EokRhk −
∑
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Eokγ
k
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l=1
KolRgl).
(A.11)
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Provided that the relaxed problem as in (3.10a)-(3.10f) is feasible, the constraint obtained
from the dual problem of (3.10a)-(3.10f) as in (A.9) will be satisfied [95], i.e., Ak  0, k =
1, ..., Ks. Also, since the relaxed problem is convex and satisfies the Karush KKT conditions,
its Hessian (which is equal to (A.11)) is positive semidefinite. It immediately follows that
(A.11) is positive semidefinite. A formal proof showing that
∑Ks
k=1A
o
k is positive semidefinite
is provided in [94, Appendix C]. We will next show that the second derivative of Fk is positive.
Recall that
Fk =
Ekγ
k
thσ
2
c,k
1− θk +
Wkpk
ηkθk
+ Pkθk, (A.12)
then
∂Fk
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thσ
2
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, (A.13)
and
∂2Fk
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2
c,k
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2Wkpk
ηkθ3k
. (A.14)
It is straightforward to see from (A.14) that ∂
2Fk
∂θ2k
> 0 for k = 1, ..., Ks.
As θk and vk are disjoint, then according to the result in [144], provided the Hessian is
positive semidefinite, strong duality exists between the original problem and its dual. The
previous results suggest that the SDP is tight and thus, the optimal solution obtained from
(3.10a)-(3.10f) is the global optimal solution to (3.8a)-(3.8e). This completes the proof.
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Appendix B
Proof of Proposition 3.5.2
For a given set of Lagrange multipliers, we can optimise the Lagrangian of problem (3.10),
given in (A.8), as follows
min
V k≥0, 0≤θk≤1
L2(E ,W ,K,P) (B.1)
= min
V k≥0, 0≤θk≤1
Ks∑
k=1
Tr[BkV k] +
Ks∑
k=1
Πk −
Lp∑
l=1
KlI lth +
Ks∑
k=1
Fk. (B.2)
Therefore, for a given set of Lagrange multipliers, V k and θk can be solved separately as
follows [101]
min
V k≥0
Tr[BkV k] (B.3)
and
min
0≤θk≤1
Fk, (B.4)
respectively. In order to guarantee a bounded dual optimal value, Bk ≥ 0, ∀k. Therefore,
the optimal solution of problem (B.3) is Tr[BkV k] = 0,∀k. However, in order to satisfy
constraint (9b), V k 6= 0. Thus, from the complementary slackness condition B∗kV ok = 0, we
conclude that Bk ≥ 0 [101]. Now, by exploiting Proposition 4.1 in [145], we can obtain V ok
as
V ok =
Ma−r∑
x=1
a˜κxκ
H
x + b˜uu
H , (B.5)
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where r = rank[V ok], κx denotes the x-th column of the orthonormal basis of the null space
of B∗k, a˜ ≥ 0, b˜ > 0, and u has a unit norm.
We can obtain the optimal θk by solving (B.4). Exploiting the KKT conditions, we can
obtain θok by numerically solving the following set of equations
Ekγkthσ2c,k
θ2k
+
Wkpk
ηk(1− θk)2 = Pk,∀k. (B.6)
This completes the proof.
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Appendix C
Proof of Theorem 4.4.1
Let γsr = |hsr|2, γrd = |hrd|2, C = aˆσ2sr + Ψ. The nth-order moment of the receive SNR in
(4.24) can be calculated as
µn =
∫ ∞
0
∫ ∞
0
(
aˆbˆγ2srγrd
bˆγsrγrd + C
)n
fγsr(γsr)fγrd(γrd) dγsrdγrd (C.1a)
=
∫ ∞
0
∫ ∞
0
(
aˆbˆγ2srγrd
bˆγsrγrd + C
)n
exp (−γsr) dγsr︸ ︷︷ ︸
I1
exp (−γrd) dγrd (C.1b)
= aˆn
∫ ∞
0
∫ ∞
0
γnsr
(
1 +
C
bˆγsrγrd
)−n
exp (−γsr) dγsr︸ ︷︷ ︸
I1
exp (−γrd) dγrd (C.1c)
=
an
Γ(n)
∫ ∞
0
∫ ∞
0
γnsrG
1,1
1,1
[
bˆγsrγrd
C
∣∣∣ 1
n
]
G1,00,1
[
γsr
∣∣∣∣ −0
]
dγsr︸ ︷︷ ︸
I1
exp (−γrd) dγrd (C.1d)
=
aˆn
Γ(n)
(
bˆ
C
)−n−1 ∫ ∞
0
γ−n−1rd G
1,2
2,1
[
bˆγrd
C
∣∣∣ 1, n+ 2
2n+ 1
]
exp (−γrd) dγrd, (C.1e)
where C = aˆσ2sr + ε and Γ(.) is the Gamma function [122, Eq. (8.310.1)]. Hereby, (C.1b)
follows because fγsr(γsr) and fγrd(γrd) are the PDFs of the exponential random variables γsr
and γrd, both with mean = 1. Furthermore, (C.1d) is obtained by expressing the integrands of
I1 in (C.1c) in terms of their Meijer G-function representations, respectively. Specifically, the
second integrand of I1 can be expressed as
1
Γ(n)
G1,11,1
[
bˆγsrγrd
C
| 1
n
]
, where the equality in [116,
Eq. (8.4.2.5)] is used followed by applying the transformation [116, Eq. (8.2.2.14)]. Also,
the third integrand is rewritten by making use of the equality e−γsr = G1,00,1
[
γsr | −0
]
[116,
Eq. (8.4.3.1)]. Then, by exploiting the integral identity [116, Eq. (2.24.1.1)] followed by
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performing some algebraic manipulations, I1 can be derived in a closed-form as in (C.1e).
Finally, by expressing e−γrd = G1,00,1
[
γrd | −0
]
and using again the aid of [116, Eq. (2.24.1.1)],
the desired result in (4.25) is reached.
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Appendix D
Proof of Proposition 4.6.1
The outage probability of the approximated γeq can be expressed as
P∞out,1 ∼= Pr
(
bˆγ2srγrd ≤ γdth
)
(D.1a)
∼= Pr
(
γrd ≤ γ
d
th
bˆγ2sr
)
(D.1b)
∼=
∫ ∞
0
fγsr(γsr)
(
1− exp
(
− γ
d
th
bˆγ2sr
))
dγsr (D.1c)
∼= 1−
∫ ∞
0
exp (−γsr) exp
(
− γ
d
th
bˆγ2sr
)
dγsr (D.1d)
∼= 1−
∫ ∞
0
exp (−γsr)G0,11,0
[
bˆγ2sr
γdth
∣∣∣ 1−
]
dγsr, (D.1e)
where (D.1d) follows from (D.1c) because fγsr(γsr) is the PDF of the exponential random
variable γsr. Moreover, (D.1e) is obtained by using the identity [116, Eq. (8.4.3.1)] to
express the second integrand of (D.1d) in terms of its Meijer G-function representation
whose arguments are then inverted by applying the transformation [116, Eq. (8.2.2.14)].
Finally, by making use of the identity in [122, Eq. (7.813.2)], we derive the desired result in
(4.41).
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Appendix E
Proof of Proposition 5.3.1
Starting from the conditional PEP expression in (5.25), we take the expectation with respect
to fading coefficient |hsd|2, |hr1d|2, and |hr2d|2, which follow an exponential distribution,
resulting in
P (S→ Sˆ||hsr1|4, |hsr2 |4) ≤
M∑
m=0
Iαm
(
∆s
4βmσ2
+ 1
)−1
×
(
1Φ
2
1
4βmσ2
|hsr1|4 + 1
)−1(
2Φ
2
2
4βmσ2
|hsr2|4 + 1
)−1
. (E.1)
Performing an expectation with respect to the random variables |hsr1|4, |hsr2|4, which also
follow an exponential distribution, yields the unconditional PEP, which is written as
P (s→ sˆ) ≤
MI−1∑
m=0
αmI
(
∆Ps
4βmσ2
+ 1
)−1 2∏
n=1
∫ ∞
0
(
nΦ
2
n
4βmσ2
t2 + 1
)−1
exp(−t)dt, (E.2)
where t is the integration variable and n ∈ {1, 2}. Using the equality in [116, Eq. (8.4.2.5)]
to express the first integrand of (G.2) as(
nΦ
2
n
4βmσ2
t2 + 1
)−1
= G1,11,1
[
nΦ
2
n
4βmσ2
t2
∣∣∣∣ 00
]
, n ∈ {1, 2}, (E.3)
then making use of the equality e−t = G1,00,1
[
t | −
0
]
[116, Eq. (8.4.3.1)] to rewrite the second
integrand in (G.2), the unconditional PEP can be derived in a closed-form as in (5.27) by
exploiting the integral identity [116, Eq. (2.24.1.2)].
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Appendix F
Proof of Proposition 5.3.2
In order to derive the PEP expression, we first obtain the exact PDF of the RV Zn. It is
recalled that RVs X and Y 1 are indepedent RVs drawn from the exponential distribution.
Therefore, their joint PDF is expressed as fX,Y = e
−x−y [146]. Expressing X and Y in terms
of U and V as X = (V − 1)/ξ and Y = Uξ2/(V − 1)2, then with the help of the Jacobian
transformation method [146], (X, Y ) are transformed to (U, V ). Consequently, the PDF of
(U, V ) is obtained as
fU,V = JdfX,Y
(
(v − 1)
ξ
,
ub2
(v − 1)2
)
, (F.1)
where Jd = −ξ/(V − 1)2 is the Jacobian of the transformation. Then using [146, Eq. (6.60)]
and (F.1), and aftre some algebraic manipulations, the exact PDF of Z is derived as
f(z) =
∫ ∞
1
vfU,V (vz, v)dv
= −
∫ ∞
0
ξ(t+ 1)
t2
fX,Y
(
t
ξ
,
(t+ 1)zξ2
t2
)
dt
= −
∫ ∞
0
ξ(t+ 1)
t2
exp
(
− t
ξ
− ξ
2(t+ 1)z
t2
)
dt, (F.2)
where the second equality in (F.2) stems from the fact that v > 1, as shown in (F.1). To the
best of the authors’ knowledge, the integral in (F.2) does not lend itself to a closed-form.
However, we can obtain the exact PEP expression in a closed-form by substituting (5.32)
in the conditional PEP expression given in (5.25). Then, the desired unconditional PEP
expression is deduced in (5.34) by taking the expectation with respect to the RVs |hsd|2, Z1
and Z2, where we used the fact that the PDF of |hsd|2 follows the exponential distribution
1We drop in the proof the index n for the convenience of analysis.
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and that the PDF of each of Z1 and Z2 is computed using (F.2), yielding
P (s→ sˆ) ≤
MI−1∑
m=0
αIm
(
∆Ps
4βmN0
+ 1
)−1
× (−1)
2∏
n=1
∫ ∞
0
ξn(t+ 1)t
−2
(
ξ2n(t+ 1)
t2
+Bn
)−1
exp
(−t
ξn
)
dt︸ ︷︷ ︸
I0
, (F.3)
where Bn = (nζn)/(4βmN0). Finally, by rewriting I0 as
I0 = −ξn
B
∫ ∞
0
exp
(
−t
ξn
)
dt(
t+
(
ξ2n+ξn
√
ξ2n−4B
2B
))(
t+
(
ξ2n−ξn
√
ξ2n−4B
2B
))
−ξn
B
∫ ∞
0
t exp
(
−t
ξn
)
dt(
t+
(
ξ2n+ξn
√
ξ2n−4B
2B
))(
t+
(
ξ2n−ξn
√
ξ2n−4B
2B
)) , (F.4)
followed by some algebraic manipulations, and invoking [122, Eq. (3.354.3)] and [122, Eq.
(3.354.4)], the integral in (F.3) is obtained in a closed-form as in (5.34).
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Appendix G
Proof of Proposition 5.3.3
Substituting (5.37) in the conditional PEP expression in (5.25), then taking the expectation
with respect to fading coefficient |hsd|2, |hr1d|2, and |hr2d|2, which follow an exponential
distribution, to yield
P (s→ sˆ||hsr1|2, |hsr2|2) ≤
M∑
m=0
Iαm
(
∆s
4βmσ2
+ 1
)−1
×
(
1ζ1/(4βmσ
2))|hsr1|2
ξ1|hsr1|2 + 1
+ 1
)−1(
(2ζ2/(4βmσ
2))|hsr2|2
ξ1|hsr2 |2 + 1
+ 1
)−1
. (G.1)
Performing an expectation with respect to the random variables |hsr1|2, |hsr2|2, which also
follow an exponential distribution, yields to the unconditional PEP which is written as
P (s→ sˆ) ≤
MI−1∑
m=0
αIm
(
∆Ps
4βmσ2
+ 1
)−1 2∏
n=1
∫ ∞
0
(
(1ζ1/(4βmσ
2))|hsr1|2
ξ1|hsr1|2 + 1
+ 1
)−1
exp(−t)dt︸ ︷︷ ︸
Υ
,
(G.2)
where t is the integration variable and n ∈ {1, 2}. To solve the integral Υ, we perform simple
algebraic manipulations to get
Υ =
∫ ∞
0
(ξnt+ 1)
((
nζn
4βmσ2
+ ξn
)
t+ 1
)−1
exp(−t)dt (G.3a)
=
∫ ∞
0
((
nζn
4βmσ2
+ ξn
)
t+ 1
)−1
exp(−t)dt︸ ︷︷ ︸
I1
+ ξn
∫ ∞
0
t
((
nζn
4βmσ2
+ ξn
)
t+ 1
)−1
exp(−t)dt︸ ︷︷ ︸
I2
(G.3b)
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=∫ ∞
0
G1,11,1
[(
nζn
4βmσ2
+ ξn
)
t
∣∣∣∣ 00
]
G1,00,1
[
t
∣∣∣∣ −0
]
dt
(G.3c)
+ ξn
∫ ∞
0
tG1,11,1
[(
nζn
4βmσ2
+ ξn
)
t
∣∣∣∣ 00
]
G1,00,1
[
t
∣∣∣∣ −0
]
dt (G.3d)
(G.3e)
=
(
nζn
4βmσ2
+ ξn
)−1
G1,22,1
[
nζn
4βmσ2
+ ξn
∣∣∣∣ 1, 11
]
(G.3f)
+ ξn
(
nζn
4βmσ2
+ ξn
)−2
G1,22,1
[
nζn
4βmσ2
+ ξn
∣∣∣∣ 1, 22
]
, (G.3g)
where we obtained (G.3d) by expressing the first and second integrads of I1 and I2, respec-
tively, in terms of their Meijer G-function representations. Specifically, with the aid of the
equality in [116, Eq. (8.4.2.5)], followed by applying the transformation [116, Eq. (8.2.2.14)],
they are rewritten as((
nζn
4βmσ2
+ ξn
)
t+ 1
)−1
= G1,11,1
[
1
( nζn
4βmσ2
+ ξn)t
∣∣∣∣ 11
]
. (G.4)
Similarly, the second and third integrands of I1 and I2, respectively, are rewritten by making
use of the equality e−t = G1,00,1
[
t | −
0
]
[116, Eq. (8.4.3.1)]. Then, by exploiting the integral
identity [116, Eq. (3.356.4)], followed by performing some algebraic manipulations, Υ can be
derived in a closed-form as in (G.3g). Finally, after substituting (G.3g) in (G.2), the desired
result in (5.38) is derived.
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