This paper reports the results of a study designed to examine if any firm-specific characteristics explain the cross-sectional variation in stock returns using Fama and Macbeth's methodology. It was found that size (measured by market capitalization), market leverage, price-to-book value, and earnings-to-price ratio were highly correlated with stock returns. While size and price-to-book-value were negatively correlated with stock returns, earningsto-price ratio and market leverage were found to be positively correlated with stock returns. The study also found a flat relationship between returns and beta. However, variables other than size did not have any incremental explanatory power, once the size effect had been adjusted for. On splitting the sample period into pre-95 and post-95 sub-periods, it was found that the above effects were predominant in the post-95 sub-period compared to the pre-1995 one. In the entire sample period, small firms generated an annualized excess return of 70 per cent over the large firms.
There is now considerable evidence in the US that firm-specific characteristics such as size, price-tobook value, price-to-earnings ratio, leverage, etc. can explain the cross-sectional variation in stock returns. Banz (1981) and Keim (1983) find that small stocks outperform large stocks even after adjusting for systematic risk (measured by beta). Reinganum (1981 a) reports that the excess return accruing to small stocks continues even after price-earnings effect has been adjusted for. Stattman (1980) and Rosenberg, Reid and Lanstein (1985) observe that, in the US, stock return is negatively related to the firm's price-to-book value ratio. The leverage of a company as measured by the market value of debt-to-equity is a proxy for risk. However, risk is captured by beta and after adjustment for beta, leverage should not have any additional explanatory power. Bhandari (1988) , however, finds that leverage explains the cross-section of average stock returns in the US in asset pricing tests that include size as well as beta. Basu (1983) shows that stocks with low price-to-earnings ratios have outperformed stocks with high price-to-earnings ratio even after size and beta adjustment. Lakonishok, Shleifer and Vishny (1994) observe that, in the US, value strategies based on price to sales per share and price to cash flow per share yield risk adjusted excess returns compared to growth strategies.
These findings have cast doubts on the empirical validity of asset pricing models like the capital pricing model of Sharpe (1964) , Lintner (1965) , and Black (1972) because in almost all the above studies, the firm-specific characteristics have explanatory power even after adjustment for beta. In a related paper, Reinganum (1981b) finds that size can explain the cross-sectional variation in stock returns even after adjustment for factor risk premia along the line of arbitrage pricing theory of Ross (1976) .
In related papers, Fama and French (1992 ,1993 ,1996 find that cross-sectional variations in US stock returns can be explained by price-tobook value (PBV) and size. Davis, Fama and French (2000) find that for the sample period 1929-97, three factors -market risk premium, book-to-market, and Vol. 27, No. 3, July-September 2002 27 Vikalpa size -capture the common variation in stock returns in the US.
Though there is agreement that firm-specific characteristics can explain cross-sectional variation in stock returns, there is no consensus regarding the actual causes of the size or the PBV effect. Chan and Chen (1991) argue that small companies yield higher returns because they are fundamentally riskier. French (1993, 1995) argue that price-to-book value and size are proxies for distress and observe that high book-to-market signals sustained low earnings on book equity. Controlling for book-to-market, small stocks tend to have lower earnings on book equity than do large stocks. Perez-Quiros and Timmermann (2000) observe that small firms display the highest degree of asymmetry in their conditional return distribution across recession and expansion states. These asymmetries produce sizeable variations in small firms' expected returns. This reflects the comparatively higher risk of smaller firms.
There are others, however, who argue that such findings represent market inefficiency. Lakonishok, Shleifer and Vishny (1994) argue that the high returns associated with high book-to-market stocks are generated by investors who incorrectly extrapolate the past earnings growth of the firms. La Porta et al. (1997) also come to the same conclusion by studying market reaction to earnings announcements of value and glamour stocks.
If the contention of Fama and French (1993) that size and price-to-book-value are proxies for risk is correct, the two variables must be able to explain the cross-sectional variation in stock returns in any country including India. This view motivates our paper. We, therefore, make an attempt to see if any of these variables can explain the cross-sectional variation of stock returns in India. Using the Fama and Macbeth (FM) (1973) regression, it is found that, used alone as the independent variable, size, market leverage, price-to-book value, and earnings-to-price are related to the cross-section of stock returns. However, in the multivariate FM regression, once size is added as an explanatory variable, the other variables do not have any incremental explanatory power. Size appears to capture the effects of these variables in the Indian stock market in the period 1991-2000. Considering that the Indian stock market has undergone transformation since 1994-95, we repeat the experiment in two non-overlapping subperiods: 1991-94 and 1995-2000 . We find that the size effect is the most dominant in the post-1995 subVol. 27, No. 3, July-September 2002 period. One of the most interesting results that we obtain is that average returns and beta are not significantly related at all. When we divide the stocks into five quintiles based on size, we find that the mean difference between the returns of the stocks in the first quintile and the stocks in the last quintile is roughly 4 per cent a month. This difference is both economically and statistically significant.
Data and Methodology Theoretical Background
Here we briefly discuss the theoretical relationship between the different variables we use in the FM regression and stock returns. It is important to note in the very beginning that there is no consensus among academicians about the exact way these variables influence stock returns. We present a brief literature review on this important issue.
Earnings-to-Price (EP) Ratio
There is no consensus among academicians about the exact relationship between EP and stock returns. Graham, Dodd and Cottle (1962) , Boatsman and Baslcin (1981) , and Alford (1992) interpret PE (inverse of EP) as the earnings capitalization rate. If one uses the Gordon's valuation method (1962) , one will realize that this interpretation is correct only if the net present value of growth opportunities for a firm is equal to zero. This condition gets satisfied if the actual growth rate is zero or if the firm is earning no economic profit. Ball (1978) gives a very similar interpretation when he uses PE as a risk measure. This interpretation is consistent with Gordon's valuation model, and it does not impose a restrictive assumption that the growth opportunities for a firm do not add value. Litzenberger and Rao (1971) and Cragg and Malkiel (1982) interpret PE as the earnings growth rate. This is similar in spirit to the Lynch ratio where analysts compare the PE ratio with the growth rate in earnings per share before recommending purchase of any stock. Penman (1996) shows that under clean surplus accounting, this is the actual interpretation of PE ratio.
1 Basu (1977) and Jaffe, Keim and Westerfield (1989) have interpreted PE as an indicator of mispricing of shares.
If we look at these possible interpretations of PE, we can realize that the theoretical relationship between PE and stock returns is not unambiguous.
' One can also find a similar interpretation in Fairfield (1994) . Graham, Dodd, and Cottle (1962) interpret PBV as an indicator of expected return on equity. This follows directly from Gordon's valuation model. They also interpret PBV as being determined by the leverage of a company. If we divide the market leverage ratio with the book leverage ratio of any company, we directly get PBV. Rosenberg, Reid and Lanstein (1985) interpret PBV as a measure of mispricing of securities. Penman (1996) interprets it as a measure of the future growth in (cum-dividend) book value per share. Kay (1976) and Brief and Lawson (1992) interpret it as an indicator of the future growth prospects of a company. This is very similar to the interpretation of PE. If we look at these interpretations, we cannot arrive at any unambiguous relationship between PBV and stock returns. Beta Perhaps no other relationship in financial economics has generated as much research interest as the one between beta and expected/realized stock returns. Following the seminal work by Sharpe (1964) , Lintner (1965), and Black (1972) it is by now well known that there should be a positive relationship between expected stock returns and beta. Though nobody disagrees that there should be a positive relationship between beta and expected stock returns, there is some disagreement regarding whether this relationship can at all be established empirically. Roll (1977) , for example, observes that the test of CAPM is also a test of the mean-variance efficiency of the market proxy used to estimate beta.
Vikalpa
Another interesting point about the relationship between beta and expected stock returns is that if CAPM is the right return-generating model, the relationship between stock returns and beta will be exact, and, therefore, there will be no scope for any other variable explaining the cross-sectional variation in stock returns if beta is also included in the crosssectional regression. Conversely, if the market proxy is mean-variance inefficient, we may find spurious correlation between stock returns and variables like PBV, EP, etc. Size Fama and French (1993) interpret size (defined as the natural logarithm of market capitalization) as a proxy for some unknown source of risk. In a related paper, Fama and French (1995) find that, after controlling for PBV, small stocks tend to have lower earnings on book equity than big stocks. Berk (1995) shows that size is negatively correlated with expected return. His logic is based on the fact that, between two firms with similar cash flows, riskier firms will have lower market values and consequently higher expected returns. Garza-Gomez, Hodoshima and Kunimura (1998) argue that since size is related to both cash flow and risk, it is difficult to determine whether it is a proxy for risk or not. They suggest using a proxy for cash flow before doing any empirical test on whether size is indeed a proxy for risk. Chan and Chen (1991) and Perez-Quiros and Timmermann (2000) argue that size is a proxy for risk.
We observe that almost all these explanations are unanimous in saying that size is indeed a proxy for risk. One should, therefore, observe a negative correlation between size and return. Leverage
Starting from the classic work of Miller (1958,1963) , there is ample evidence to suggest that leverage is a measure of risk for a firm. From the celebrated proposition I of Modigliani and Miller (1963) , Hamda (1972) derives a direct relationship between the beta of a firm and leverage. However, since this relationship is direct, one should not find any additional contribution of leverage in explaining cross-sectional return variation after the effect of beta is adjusted for. Bhandari (1988) , however, observes that excess returns accrue to high-leveraged stocks even after beta adjustment and hence he interprets leverage as a measure of mispricing of stocks.
Price-to-Sales per Share Ratio
Using the Gordon's model, one can directly find that the price-to-sales ratio can be used as a proxy for the operating margin of a firm (Damodaran, 1994) . Lakonishok, Shleifer and Vishny (1994) interpret it as a measure of mispricing of securities. Price-to-Cash Flow per Share Ratio Lakonishok, Shleifer and Vishny (1994) interpret this ratio as a measure of mispricing of securities. . 27, No. 3, July-September 2002 29 Vikalpa 
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Sample and Variable Definition
In this paper, we use data from the Indian stock market. The sample has been restricted to the period September 1991 to March 2000. Data on all the companies have been collected from the Prowess database of CMIE. All the companies for which the relevant information is available in the Prowess database have been included in the sample. The number of companies varies from 762 in 1991 to 1971 in 1999 with a maximum of 3270 in 1997.
For purposes of FM regression, finance companies have been excluded because leverage for such companies does not have the same meaning as for non-finance firms. However, finance companies have been included in subsequent analysis because leverage does not have any significant explanatory power in explaining the cross-section of stock returns after adjustment for size has been done. We have considered only those companies whose accounting year ends in March. In a few cases, the Prowess database does not give the figure for the number of shares. Such companies have also been excluded.
Under Section 210 of the Companies Act of India, it is the duty of the board of directors to lay before the annual general meeting the balance sheet and the profit and loss account of the company within six months of the accounting year-end. Hence it has been assumed in this paper that all the accounting data for the year ending March of year t are available by September of year t. Therefore, the accounting data for the year ending March of year / have been matched with stock returns from September of year t to August of year t+l.
Following Fama and French (1992) , the market equity of the firm at the end of March of year t has been used to compute the book-to-market ratio, market leverage, and earnings-to-price ratio. The market equity at the end of September of year / has been used to estimate size. We define the variables this way to ensure that an investor can actually implement the trading strategy based on these variables. This ensures that the accounting variables are known before the ratios they are used to explain. We, therefore, match the accounting data for the year t with returns for September of year t to August of year t+l. We define size somewhat differently following from Fama and French (1992) . Table 1 gives the exact definitions of the different variables. Ratio of total book assets and total book equity computed at the end .pf March of year t. While computing book assets, the revaluation reserve has been excluded. We do not include non-interest bearing liabilities in either debt or total assets. Market Leverage (MLEV)
Ratio of market value of assets and market value of equity computed at the end of March of year t. Market value of assets has been defined as the sum of market value of equity and the book value of debt. Price to Sales (PS)
Ratio of closing stock price as on March of year t and the sales per share for the year ending March of year t. In India, companies include excise duties and other indirect taxes in the sales. Here, all indirect taxes have been deducted from sales to compute net sales per share. Price to Cash Flow (PCF)
Ratio of closing price as on March of year t and the cash flow per share for the year ending March of year t. Cash flow is defined as the sum of net profit and depreciation and other non-cash expenses. Here we do not adjust for either changes in working capital or capital expenditure. We have adopted this definition from Lakonishok, Shleifer and Vishny (1994) .
Methodology
Since size, earnings-to-price ratio, book and market leverage^ price-to-book value ratio, price to cash flow ratio, and price-to-sales ratio can be measured accurately for each individual company, the Fama and Macbeth (FM) regression is used to test for the impact of these variables on the cross-section of stock returns. Each month, the cross-section of returns on stocks is regressed on different variables. For t = 1, ..., T, the following regression is run using ordinary least squares (OLS) regression:
N f is the number of firms in period t, R t t is the realized return of stock i in period /, and F is the number of risk factors considered in the given regression equation. xjit is the actual value of the risk factor j for company i for the period t. In FM regression, we test the null hypothesis that the time series average of the monthly regression slope coefficient is zero. The average slope coefficients will indicate which variables have non-zero expected premia during the sample period.
Given a time-series of α and ß, we can test the relationship between different variables through the usual J-test. The distribution of t is Student's / with T-1 degrees of freedom and is asymptotically normal.
We have also included beta in our FM regression. Roll and Ross (1994) argue that the true crosssectional expected return-beta relation is exact when the index is efficient, so no variable other than beta can explain any part of the true cross-section of expected returns. Conversely, if the index is not efficient, any variable that happens to be crosssectionally related to expected returns can have discernible power when the index proxy is ex-ante inefficient. Similarly, Kandel and Stambaugh (1995) show that expected returns can display essentially no correlation with betas computed against an index portfolio that has an expected return arbitrarily close to that of the efficient portfolio with the same variance. Alternatively, expected returns can display a nearly perfect linear relation to betas computed against an index portfolio that is grossly inefficient. Hence, if beta gets included in the regression, we will be actually doing a joint hypothesis testing, namely, the market proxy is mean-variance efficient and that firm-specific variables explain the variation in stock returns. However, we include beta in our cross-sectional regression because this will make our findings comparable with those of Fama and French (1992) .
We use the Fama and French (1992) methodology to estimate beta. We first divide our portfolio into five quintiles based on their market capitalization at the end of September of every year. Each sizesorted portfolio has been further sub-divided into five quintiles based on the pre-ranking betas. The preranking betas are estimated based on the last 36 months of data for each stock. Though our original sample period is 1991-2000, we have to restrict our sample period to 1994-2000 because of the above restriction. Thus, for example, in 1994, we first sort the stocks into five quintiles based on the size of the stocks. Then we further sub-divide the stocks into five quintiles based on their pre-ranking betas (estimated for 1991-94). This is to ensure that the variability of betas is independent of that of size and to avoid the multicollinearity problem that one faces in such empirical studies.
Once we create the 25 portfolios, we estimate the portfolio betas based on the post-ranking data, i.e., from 1994-2000. We use monthly return data to estimate the beta and Sensex as our market proxy. Since the FM regressions have been run on individual stocks, we assign the portfolio beta (estimated based on post-ranking data) to individual stocks. This follows the treatment used in Fama and French (1992) .
2
Since most of the stocks are not traded frequently in India, the betas estimated may be underestimated for small-sized stocks. The problem of infrequent trading is not expected to have substantial impact as we use monthly data to estimate beta. Nevertheless, in order to address this problem, we decide to adjust for the illiquidity of the stocks using the Scholes and Williams (SW) (1977) method. The SWadjusted beta is computed as follows. 2 Since estimates of market betas are more precise for portfolios than for stocks, usually the FM regression is run on portfolios rather than on individual stocks. However, since the other variables are properly defined for each stock, we assign portfolio beta to individual stocks. 1 In general, one can regress stock returns on market returns with i-period leads/lags. We restrict the value of k to 1 in the present study. We run the SW regression with one period lead and lag. The average values of beta changed (increased) by almost 12 per cent after the adjustment. The change is most dramatic in the case of stocks belonging to small-sized companies where the average value of beta increases by 28 per cent. The average value of beta for large stocks decreases by about 6 per cent.
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Results of the Univariate and Multivariate FM Regression
As in Fama and French (1992) , we conduct the FM regression in two phases. Initially, we regress the monthly returns on the different variables, taking each variable one at a time. Then we take the average of the time series slope coefficients for the 103 months. For each year t, we regress the monthly returns from September of year t to August of year <+1 on the different explanatory variables computed at the end of March of year t. Following Fama and French (1992) , we compute size using prices at the end of September of year t. The sample period ranges from September of 1991 to March of 2000. There are altogether 103 months in the sample. Table 2 presents the average of these 103 slope coeffecients. We have used data for 67 months only to find the average of FM slope for beta. The table also shows the time-series average of the slopes from the monthby-month FM regressions of stock returns on different variables used to explain the average returns. We can see that, used alone, size, market leverage, earnings-to-price ratio, and price-to-book value ratio are related to the cross-section of stock returns. Size is more than 4 standard errors away from zero. Market leverage is more than 3.7 standard errors away from zero.
The interesting point to be noted is that in the Fama and French (1992) study too, these four variables turn out to be statistically significant in the US. Each of these variables depends on the market value of equity. It is, therefore, possible that they capture the same information. In order to arrive at a parsimonious model, we must know if the information contained in one variable can be captured from another variable. As in Fama and French (1992) , we also find that returns are not related to beta. However, the relationship is more significant compared to that in the US.
Like Fama and French (1992) , we run the multivariate FM regression for each of the 103 months. In each month, we regress the average return on two variables at a time. Then we take the average of the time series slope coefficients. For size and beta, we run the FM regression by taking data for 67 months only 4 (Table 3) .
Two major inferences can be drawn here. Once size is included in the regression, other variables, namely, price-to-book value ratio, earnings-to-price ratio, and market leverage do not have any incremental explanatory power. This of course does not mean that they are not related to the stock returns. But their apparent role is captured by size.
4 Though beta is not significant even when used alone, we nevertheless include it in the multivariate regression to make our study comparable with that of Fama and French (1992) . Secondly, in the Fama and French (1992) study, PBV turns out to be the most significant variable. They find that both size and PBV are necessary to explain the cross-section of stock returns. However, in India, the results are different. What is more, Fama and French (1992) conjecture that both size and PBV are proxies for some unknown risk factors. If that is the case, then PBV must also be statistically significant in India.
5 However, after adjustment for size, PBV is only 0.79 standard errors from zero. This possibly means that PBV is probably not a proxy for any risk factor. It is also possible that PBV and size are highly correlated and, hence, in the regression that also includes size, PBV is statistically insignificant. For, in the bivariate regression, PBV is 3 standard errors away from zero. We have used data for a period of only 103 months. It is, therefore, perfectly possible that PBV is in fact a proxy for some risk factor but we are not able to capture it because of multicollinearity in the sample.
We must make an attempt to see the marginal contribution of each variable towards explaining the cross-sectional variation in stock returns. It is not possible to find the incremental contribution of a variable directly using the FM method. One has to use the Black, Jensen and Scholes (1972) method to test this. We have nevertheless made an attempt to find the incremental impact of a variable on the stock return by comparing the average adjusted R 2 in two series of regressions; Thus, for example, we first compute the average of the adjusted R 2 in the FM regression of stock returns on size. Subsequently, we compute the average of adjusted R 2 in the FM regression of stock returns on size and PBV (size 0 There is absolutely no reason why PBV will be a proxy for risk only in the US and not in any other country. and EP, size and MLEV). By comparing the two average adjusted R 2 figures, we can get some idea about the incremental contribution of PBV and other variables on stock returns after adjusting for size (Table 4) .
We see that size alone explains about 34 per cent of the cross-sectional variation in stock returns. This does not improve much after adding other variables to the FM regression. EP explains about 21 per cent of the variation in stock returns. However, when we add size to the regression, this number improves to 38.4 per cent. This is not, however, insignificant compared to the variation that size alone can explain.
FM Regression in Two Sub-periods
Our sample period consists of ten years of data from 1991 till 1999. The Indian stock market has undergone significant changes in between. Foreign institutional investors (FIIs) have been allowed to invest in India since 1993. The National Stock Exchange of India started its operations on November 3, 1994. The arrival of FIIs also brings with it professional equity research practices. It is, therefore, possible that the behaviour of stock prices is different in the pre-1995 period and the post-1995 period. It will certainly be interesting to find out whether we get similar results in both sub-periods. We repeat the FM regression in both the above sub-periods (Table 5) .
We can see that the cross-sectional relationship between different variables and stock returns is more pronounced in the post-1995 period than in the pre-1995 period. The actual direction of relationship is same for all variables in both sub-periods. However, the strength of the relationship has improved in the post-1995 sub-period.
Robustness of Results
To get additional evidence on size effect, we independently sort stocks into quintiles based on size, PBV, EP, and market leverage. For example, each year, based on the market value of equity as at the end of September of year t, we divide the stocks into five quintiles. The first quintile consists of the smallest stocks. The fifth quintile consists of the largest stocks. Similarly, based on the closing stock price figures as on April of year t and the accounting data based on the annual report for the year ending year t, we sort the stocks based on PBV, EP, and market leverage.
We then look at the intersections of independent sorts of size and PBV, size and EP, and size and market leverage. Table 6 presents the returns generated by the 25 portfolios created at the intersections of the independent sorts of size and PBV, size and market leverage, and size and EP.
We see that returns to size-sorted portfolios are decreasing almost monotonically as we move from the smallest to largest stocks. However, there is no clear pattern as far as PBV-sorted portfolios are it is clear that low PBV stocks have generated higher stock returns compared to large PBV stocks. However, once the size effect is taken into account, PBV has no major incremental contribution in explaining the cross-section of stock returns. This result is consistent with the result we obtained using the FM regression.
If we look at the 25 portfolios at the intersection of the independent sorts on the basis of size and leverage, we will get very similar findings. In fact, one can see that, for the middle-sized companies, the average stock returns decrease as the leverage increases. One can see that, as leverage increases, the average return also increases. But this pattern is not clear once stocks are divided on the basis of size. However, one can see that the effect of size is very clear across all leverage-sorted portfolios. This is again consistent with our earlier findings that, once size effect is controlled for, leverage has no incremental impact on the cross-section of stock returns.
Finally, if we look at the returns of the 25 portfolios (created by the intersections of independent sorts of size and EP), we can find that, once the size effect is controlled for, EP has no incremental explanatory power. These results do not imply that PBV, EP or market leverage does not have any relationship with stock returns. However, size is capturing their apparent impact on the returns.
If stocks are divided into five groups based on size alone, the lowest quintile gives an average monthly return of 5.85 per cent. This is significant both economically and statistically. The corresponding figure for the highest quintile is 1.82 per cent. The difference between the two returns is more than 70 per cent on an annualized basis. This is significant both economicallyand statistically. Fama and French (1993 , 1995 , 1996 have explained the PBV effect and the size effect by arguing that size and PBV are proxies for some risk factors. If that is really the case, size and PBV must explain the variation in stock returns in any country including India. In this paper, we make an attempt to see if any firm-specific characteristics such as size and PBV can explain the cross-sectional variation in stock returns. Using the FM regression, we find that, size, PBV, market leverage, and earnings-to-price ratio are related to stock returns. However, variables other than size do not have any incremental explanatory power once size is also included in the regression. In the sample period 1991-2000, small-sized stocks have generated an excess return of approximately 70 per cent over large stocks. We also find that size effect is more pronounced in the post-1995 period.
Conclusions
It is possible that size is a proxy for some risk factor and size premium is a price of that risk. It is also possible that size premium is because of market inefficiency. In a related study, we find that size indeed is a proxy for risk. However, that does not explain the entire difference in the return difference between small and large stock portfolios.
Implications
We know that mutual funds usually ignore small stocks because of higher transaction costs. However, if a fund can be created consisting of smaller number of stocks each of (say) all small companies, the fund can generate risk adjusted excess return till at least a point when all funds do it and thereby bring down the excess return to zero. If the fund buys a smaller number of shares of each of the small companies, the impact costs associated with such investments will be minimized.
The FM regressions show that once the effect of size on the stock return is accounted for, there is no additional explanatory power of PBV. This implies that PBV does not capture any sensitivity to risk. But, if the contention of Fama and French (1993) is accepted, we must understand why PBV is not capturing any risk sensitivity in India because asset pricing models should not have any geographical bias. If a model works in the US, it must work elsewhere unless we can show that the institutional system in a country prevents it from doing so. This requires further research.
