What are standardized literacy and numeracy tests testing? Evidence of the domain-general contributions to students\u27 standardized educational test performance by Howard, Steven J et al.
University of Wollongong
Research Online
Faculty of Social Sciences - Papers Faculty of Social Sciences
2017
What are standardized literacy and numeracy tests
testing? Evidence of the domain-general
contributions to students' standardized educational
test performance
Steven J. Howard






University of Wollongong, saharb@uow.edu.au
Research Online is the open access institutional repository for the University of Wollongong. For further information contact the UOW Library:
research-pubs@uow.edu.au
Publication Details
Howard, S. J., Woodcock, S., Ehrich, J. & Bokosmaty, S. (2017). What are standardized literacy and numeracy tests testing? Evidence
of the domain-general contributions to students' standardized educational test performance. British Journal of Educational
Psychology, 87 (1), 108-122.
What are standardized literacy and numeracy tests testing? Evidence of the
domain-general contributions to students' standardized educational test
performance
Abstract
Background: A fundamental aim of standardized educational assessment is to achieve reliable discrimination
between students differing in the knowledge, skills and abilities assessed. However, questions of the purity
with which these tests index students' genuine abilities have arisen. Specifically, literacy and numeracy
assessments may also engage unintentionally assessed capacities. Aims: The current study investigated the
extent to which domain-general processes - working memory (WM) and non-verbal reasoning - contribute to
students' standardized test performance and the pathway(s) through which they exert this influence. Sample
Participants were 91 Grade 2 students recruited from five regional and metropolitan primary schools in
Australia. Methods: Participants completed measures of WM and non-verbal reasoning, as well as literacy and
numeracy subtests of a national standardized educational assessment. Results: Path analysis of Rasch-derived
ability estimates and residuals with domain-general cognitive abilities indicated: (1) a consistent indirect
pathway from WM to literacy and numeracy ability, through non-verbal reasoning; (2) direct paths from
phonological WM and literacy ability to numeracy ability estimates; and (3) a direct path from WM to
spelling test residuals. Conclusions: Results suggest that the constitution of this nationwide standardized
assessment confounded non-targeted abilities with those that were the target of assessment. This appears to
extend beyond the effect of WM on learning more generally, to the demands of different assessment types and
methods. This has implications for students' abilities to demonstrate genuine competency in assessed areas
and the educational supports and provisions they are provided on the basis of these results.
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Background. A fundamental aim of standardised educational assessment is to achieve 
reliable discrimination between students differing in the knowledge, skills and abilities 
assessed. However, questions of the purity with which these tests index students’ genuine 
abilities have arisen. Specifically, literacy and numeracy assessments may also engage 
unintentionally assessed capacities. Aims. The current study investigated the extent to which 
domain-general processes–working memory and non-verbal reasoning–contribute to 
students’ standardised test performance and the pathway(s) through which they exert this 
influence. Sample. Participants were 91 Grade 2 students recruited from five regional and 
metropolitan primary schools in Australia. Methods. Participants completed measures of 
working memory and non-verbal reasoning, as well as literacy and numeracy sub-tests of a 
national standardised educational assessment. Results. Path analysis of Rasch-derived ability 
estimates and residuals with domain-general cognitive abilities indicated: (1) a consistent 
indirect pathway from working memory to literacy and numeracy ability, through non-verbal 
reasoning; (2) direct paths from phonological working memory and literacy ability to 
numeracy ability estimates; and (3) a direct path from working memory to spelling test 
residuals. Conclusions. Results suggest that the constitution of this nation-wide standardised 
assessment confounded non-targeted abilities with those that were the target of assessment. 
This appears to extend beyond the effect of working memory on learning more generally, to 
the demands of different assessment types and methods. This has implications for students’ 
abilities to demonstrate genuine competency in assessed areas and the educational supports 
and provisions they are provided on the basis of these results. 




What are Standardised Literacy and Numeracy Tests Testing? Evidence of the Domain-
General Contributions to Students’ Standardised Educational Test Performance 
Standardised educational assessments are measurement instruments designed to quantify 
test-takers’ abilities in areas such as literacy and numeracy. Their fundamental aim is to 
achieve reliable discrimination between students who differ in the degree to which they 
possess the knowledge, skills and abilities assessed. With this information, educational 
policymakers can determine the extent to which prescribed educational standards are being 
met and can provide supports to districts, schools and individuals to better meet these 
standards. As a result, such tests have increasingly been used to make significant decisions 
related to students, teachers, administrations, communities and schools (Madaus, 1988). 
These programs of testing, however, are not without contention. For instance, despite 
their strong psychometric properties, questions of the purity with which standardised 
educational assessments genuinely index students’ abilities have arisen (Howard et al., 2015; 
Vilenius-Tuohimaa, Aunola, & Nurmi, 2008; Vista, 2012; Willet & Gardiner, 2009). 
Specifically, it has been argued that, in the attempt to assess domain-specific literacy and 
numeracy abilities, standardised assessments may also assess domain-general cognitive 
capacities (e.g., working memory, non-verbal reasoning; Howard et al., 2015; Willet & 
Gardiner, 2009). In such cases, it is unclear whether students’ results reflect their genuine 
literacy and numeracy competencies or whether their test scores are constrained by limits in 
their domain-general cognitive resources (e.g., the approach, method, or phrasing of items 
overloading students’ working memory capacity; e.g., Howard et al., 2015). For example, 
cognitive load researchers highlight how the complexity of information and its method of 
presentation can overwhelm children’s limited working memory capacity (e.g., Sweller, 
2016; Sweller, van Merrienboer, & Paas, 1998). Thus, it may follow that greater domain-
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general cognitive demands associated with testing may limit students’ ability to demonstrate 
their emerging academic competencies. 
This potential test impurity problem, and by extension the uncertain accuracy of 
students’ test scores, may not initially appear to be a pressing issue given that test results, 
rankings and reactions nearly always derive from within an assessment. That is, systematic 
bias within a test may skew students’ individual results, but as long as it introduces this 
measurement error consistently across students it should not impede relative comparisons 
between years, regions, schools, or students. That said, to identify student needs and provide 
directed educational support on the basis of standardised assessment results – a fundamental 
aim of educational assessment – requires that test-takers’ strengths and difficulties be truly 
captured. If students’ test scores are instead constrained by non-targeted abilities, educational 
supports and pathways can be misdirected. As a simple case, a student who fails a numeracy 
test because of insufficient literacy abilities – rather than a lack of numeracy knowledge or 
skill – is unlikely to benefit from numeracy remediation. Similarly, if non-verbal reasoning or 
working memory limit assessment performance, this may not necessarily denote the absence 
of requisite literacy or numeracy knowledge, or that remediation in this content area will 
yield assessment gains. There is at least preliminary support for this possibility from research 
showing that: working memory training can improve numeracy abilities amongst those with 
low numeracy levels (Kroesbergen, van‘t Noordende, & Kolkman, 2014); and children with 
numeracy-related disabilities who do not improve with remediation tend to show immature 
memory and reasoning strategies (Geary, 1990).  
Working Memory, Non-Verbal Reasoning and Standardised Test Performance 
One of the most commonly implicated domain-general cognitive abilities in educational 
assessments is working memory (WM). WM is involved in holding and working with 
information in mind (Diamond, 2016), which some theoretical accounts separate into verbal 
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(i.e., phonological) and visual-spatial WM systems (Baddeley, 2002; Jonides, 2000). WM is 
strongly implicated in acquisition and demonstration of academic abilities, which includes 
academic achievement (Alloway & Alloway, 2010; Blair, & Razza, 2007), literacy tasks 
(e.g., Baddeley, 2002; Plaza & Cohen, 2007) and numeracy tasks (e.g., Fuchs et al., 2006; 
Hecht, Torgesen, Wagner, & Rashotte, 2001; Reuhkala, 2001). In fact, Gathercole and 
colleagues (2003) found the relationship between primary school students’ WM and their 
performance on Scholastic Aptitude Tests (involving Science, English and Mathematics) was 
consistently high across all domains (with correlations ranging from .36 to .53). It is therefore 
expected that WM should be associated with test performance, given its role in learning (e.g., 
higher WM capacity is associated with more effective, efficient, or complex learning; Bull, 
Espy, & Wiebe, 2008). Such a relationship would not represent an issue of test impurity, but 
rather an artefact of the academic achievement gap common between those with high versus 
low WM (Alloway & Alloway, 2010). 
The relationship between non-verbal reasoning and academic achievement is also well 
established (Gagné & St Père, 2001; Jensen, 1998; Kaufman, Reynolds, Liu, Kaufman, & 
McGrew, 2012; Rohde & Thompson, 2007). Research indicates that correlations between 
reasoning and school achievement range from .50 to .70 (Jensen, 1998). In investigating the 
predictive power of various traits, abilities and demographics, Gagne and St Père (2001) 
found that reasoning was the strongest predictor of student academic achievement, eclipsing 
even motivation. Similarly, in an Australian context, Carmichael, Macdonald and McFarland-
Piazza (2013) found non-verbal reasoning to be a strong predictor of national standardised 
test performance, explaining 24.2% of the variability in performance.  
Less clear, and more problematic, is the extent to which WM and non-verbal reasoning 
might also be more directly involved as a result of the design, method, or phrasing of the test 
itself. This possibility is suggested by studies indicating that the ability to demonstrate one’s 
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knowledge and skills varies as a function of the type of assessment (e.g., Howard et al., 2015; 
Willet & Gardiner, 2009). For example, Willet and Gardiner (2009) found that 75% of their 
student participants were better able to spell dictated words than were able to correct visually 
presented misspelled words (the latter based on Australia’s method of assessing spelling in its 
national standardised assessment). In addition, Howard et al. (2015) used neuropsychological 
methods to demonstrate experimentally that different modes of assessment can differentially 
engage WM-related neural networks. Rather than exerting an indirect effect via learning, this 
renders WM and non-verbal reasoning an unintentional component of, and direct contributor 
to, students’ test performance. It becomes something the tests assess. Instead, it is preferable 
to maximize variance associated with the underlying abilities of interest, as is the case for all 
measure and test construction. While it is not possible or preferable to create an educational 
assessment that does not rely on WM or reasoning at all, unintended measurement error is 
introduced when domain-general cognitive abilities exert a direct effect on test performance 
beyond that required for demonstrating the target competency. Even more, the unintentional 
direct assessment of these non-targeted abilities would not be expected to exert an influence 
uniformly across the range of test-takers, but instead would enable or constrain performance 
(independent of content-related abilities being assessed) along a gradient of students’ WM 
capacities. 
Estimating Domain-General Contributions to Domain-Specific Assessments 
One opportunity for estimating domain-general cognitive contributions to standardised 
educational assessments derives from the modern test theory approach of Rasch modelling 
(Andrich, 2004). The Rasch model is commonly used in the social and medical sciences for 
purposes of scale and test construction. The Rasch model transforms raw data into two 
independent parameters known as (1) ability estimates and (2) item difficulty estimates. The 
relationship between the two parameters is expressed on a linear scale as a logistic function 
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of the relative distance between a person’s ability and the difficulty of the item (Pallant & 
Tennant, 2007). The fit of the data to the Rasch model is determined by proximity of raw 
score data to the theoretically derived estimates (Pallant & Tennant, 2007).  
In contrast, differences between the raw score or observed data and the theoretically 
derived Rasch estimates are known as residuals. These residuals reflect performance variance 
that cannot be explained by the construct being measured (such as literacy and numeracy), 
and thus represent dimensions/constructs outside the unidimensional construct being 
measured (Tennant & Conaghan, 2007). In a typical Rasch analysis, the standardised person-
item residuals are used to determine the unidimensionality of a test or scale. Usually, 
principal components analysis is conducted on these residuals to identify meaningful patterns 
in the data (Tennant & Conaghan, 2007). Identification of meaningful patterns in the 
standardised person-item residuals, in this context, indicates the presence of multiple 
dimensions being captured (e.g., discrete literacy abilities rather than a singular literacy 
construct and/or some other unintentionally measured abilities).  
The Current Study 
Emulating this approach, we hypothesised that Rasch-derived standardised person-item 
ability estimates and residuals attained from test-takers' standardised test performance could 
provide a method to investigate the extent to which domain-general processes contribute to 
standardised test performance, and the pathway(s) through which they exert this influence. 
Specifically, to evaluate this possibility, Australia’s National Assessment Program – Literacy 
and Numeracy (NAPLAN) was administered to early primary school students, along with a 
battery of domain-general cognitive tasks. NAPLAN is Australia’s nation-wide standardised 
educational assessment, assessing reading, writing, language abilities and numeracy. Given 
the substantial research base establishing the role of domain-general processes for content-
based learning and achievement, it was expected that WM would have indirect (i.e., through 
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general ability) and direct associations with NAPLAN-derived person ability estimates. That 
is, it was expected that: (1) WM would have a significant indirect association with domain-
specific ability estimates through non-verbal reasoning; as well as (2) direct associations with 
Rasch-derived literacy and numeracy ability estimates. Similar results were also expected for 
Rasch residuals, such that we expected WM would have significant direct and indirect paths 
to Rasch-derived test residuals (i.e., the cognitive load of assessment), beyond its effects on 
academic ability. If, as expected, working memory and/or reasoning are strong predictors of 
NAPLAN standardised person-item residuals, it can be argued that domain-general abilities 
also support performance on this test, independent of the literacy and numeracy constructs 
being assessed.  
Methods 
Participants 
Participants were 91 Grade 2 students (7-8 years of age), recruited from five regional (n 
= 3 schools, 29 children) and metropolitan primary schools (n = 2 schools, 63 children) in 
Australia. The sample was comprised of similar numbers of boys and girls (54.4% female). 
Participants were all native speakers of English. Parents of participants provided written 
informed consent as a requirement for participation. 
Measures 
Standardised Educational Assessment. The standardised assessment administered was 
Australia’s National Assessment Program – Literacy and Numeracy (NAPLAN) test, which 
is carried out nation-wide with all students in grades 3, 5, 7 and 9 (ACARA, 2011). First 
established in 2008, NAPLAN assesses students’ numeracy, reading, writing and language 
conventions abilities (i.e., spelling, grammar, punctuation). Annually, students sit this test 
across multiple days, in a group-testing situation. The 2011 NAPLAN test was adopted and 
administered because it was the most recent version of this assessment that had no test items 
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currently in circulation. Specifically, the language conventions (50 written response and 
multiple choice questions) and numeracy subtests (35 written response and multiple choice 
questions) were adopted to ensure consistency in marking with national NAPLAN testing.  
Domain-General Cognitive Tasks. The Mr. Ant visual-spatial working memory task from 
the Early Years Toolbox (EYT; Howard & Melhuish, 2016) asks children to remember the 
spatial locations of “stickers” placed on a cartoon ant and then recall these locations after a 
retention interval. For this task, three trials at each increasing level of difficulty (i.e., Level 1 
with a single sticker to Level 8 with eight stickers) progress as follows: (a) Mr. Ant presented 
with n colored stickers (where n equals the current level) for 5 s; (b) presentation of a blank 
screen for 4 s; and (c) an image of Mr. Ant without the stickers presented until the child’s 
response is complete. That the task is administered via iPad allows for the standardisation of 
timing and scoring. Participants indicate a response by tapping the spatial locations that they 
think previously held stickers. The task continues until the earlier of completion (at Level 8) 
or failure on all three trials at the same level of difficulty. WM capacity was indexed by a 
point score in which: one point is awarded for each consecutive level in which at least two of 
the three trials were performed accurately; plus 1/3 of a point for all correct trials thereafter. 
The Not This phonological working memory task from the Early Years Toolbox (EYT; 
Howard & Melhuish, 2016) asks participants to remember, and then point to, a stimulus that 
is not of a particular color, shape, or size (or some combination of these). The task consists of 
five trials at each level of difficulty (from Level 1 with one stimulus feature to hold in mind 
to Level 8 with eight stimulus features to hold in mind). Each trial proceeds as follows: (a) an 
auditory instruction played against a white screen (e.g., “Find a shape that is not red”), (b) a 3 
s delay against a white screen, and then (c) a 4 × 5 array of differently coloured and sized 
shapes presented until a response is made by tapping the shape(s) that the participant thinks 
fulfil the auditory instruction. Directions referring to multiple stimuli must be carried out in 
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the specified order. The task continues until the earlier of completion (at Level 8) or failure to 
accurately complete at least three of the five trials within the same level. A point score again 
indexed performance, calculated as: one point for each consecutive level in which at least 
three of the five trials were performed accurately; plus 1/5 of a point for all correct trials 
thereafter. 
Raven’s Standard Progressive Matrices (RSPM) is widely considered as a measure of 
non-verbal reasoning and problem solving (Raven, 1976) that is appropriate for both children 
and adults (age range: 6-80 years). In RPSM, participants are presented with abstract patterns 
with a single segment that has been removed. Participants must identify the missing part of 
the pattern from the provided multiple-choice options. The test consists of 60 items (five sets 
of 12 problems), for which unlimited time is given for completion. RSPM has the additional 
benefits of being widely used (O’Leary, Rusch, & Guastello, 1991), purportedly more culture 
fair (Jensen, 1980) and its establishment as a reliable measure of general ability (‘g’; O’Leary 
et al., 1991; Raven, Court, & Raven, 1983). 
Procedure 
All assessments were conducted in quiet rooms of the child’s school that were open to 
visual supervision by school staff. Cognitive tasks were administered in a single, individual 
testing session, in the following fixed random order to all participants: Raven’s, Mr Ant, Not 
This. Adopting a fixed random task order is consistent with common practice in the cognitive 
literature, and is the current practice in NAPLAN administration. It was also preferable in the 
current study given limited statistical power to control for counter-balanced order. NAPLAN 
was administered in two group sessions per school, one section per day, as follows: language 
conventions, numeracy (paralleling the order in which NAPLAN is administered; BOSTES 
NSW 2015). For most participants these sessions were completed on two days in the same 
week; however, students who were absent for NAPLAN testing completed the missed test on 
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the next available day upon their return. Performance-derived person-ability estimates and 
residuals for each score on NAPLAN were provided by NAPLAN’s governing organisation, 
ACARA, for inclusion in statistical modelling. 
Results 
Initial Data Screening 
Initial data screening indicated that 31 participants had at least one missing data point 
due to absence or early withdrawal. Because exclusion of these participants would have 
resulted in a loss of 34% of the data, compared to only 8% of the data points being missing, 
maximum likelihood estimation (i.e., SPSS’ expectation-maximisation algorithm) was used 
to impute missing data. Imputation did not alter the overall pattern of findings, but allowed 
for generation of fit (i.e., SRMR) and modification indices that require a complete dataset. 
Confirmatory factor analysis (CFA) using AMOS’ maximum likelihood estimation was then 
used to evaluate the absolute and relative fit of the a priori specified models. In accordance 
with Hu and Bentler (1998), absolute fit was determined by chi-square statistics and relative 
fit was assessed using Bentler’s comparative fit index (CFI; values > .90 indicating good fit; 
Smith & McMillan, 2001), standardised root-mean-square residual (SRMR; values < .08 
indicating good fit; Hu & Bentler, 1998), root mean square error of approximation (RMSEA; 
values < .05 indicating good fit; Browne & Cudeck, 1993) and Akaike’s information criterion 
(AIC; lower values indicating comparatively better model fit).  
Path Analysis 
Spelling. First examined was a spelling model reflecting the hypothesised direct and 
indirect associations between WM and Rasch-derived ability estimates and residuals (Figure 
1). However, poor model fit (Table 1) and the prevalence of non-significant pathways (Table 
2) suggested that this model provided poor overall fit to the data. Modification indices for 
Model 1 suggested an important relationship of ability estimates predicting residuals had not 
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been modeled. A subsequent model thus added a direct pathway from ability estimates to 
residuals (Figure 1). While this improved comparative model fit, it still did not yield good 
overall fit to the data. A third model thus removed the non-significant paths (Figure 1), the 
result of which provided good fit to the data. In the final model, both visual-spatial and 
phonological WM were indirectly related to ability levels, through general ability. Visual-
spatial WM and ability estimates both also contributed to prediction of the residuals. Given 
that all paths displayed standardised regression weights of at least .20, and further provided 
good overall explanatory value of the modeled variables (evidenced by all outcome variables 
having an R2 ≤ .15), this model was adopted as providing good absolute and relative fit to the 
data.  
Grammar. The same a priori initial model of direct and indirect associations between 
WM, ability estimates and residuals was again evaluated as the initial model for the Grammar 
data (Figure 1). As with the Spelling model, this model provided poor absolute and relative 
fit to the data (Table 1). Further, numerous non-significant pathways (Table 2) suggested that 
this model was insufficient to characterise the data. Modification indices again suggested a 
relationship of ability estimates predicting residuals, which was subsequently modeled in 
Model 2 (Figure 1). While this improved model fit, the model remained insufficient to 
characterise the data. A third model removed all non-significant paths (Figure 1), which 
provided moderate fit to the data (i.e., CFI, SRMR and AIC indicating good relative fit, 
whereas RMSEA exceeded levels indicative of ‘good’ model fit). Inconsistency across the fit 
statistics further complicated final model selection. Given that a chi-square difference test 
indicated no significant difference in model fit, Χ2(5) = 10.41, p > .05, the more parsimonious 
final model was adopted. In this final model, the indirect effects of WM on grammar ability 
via general ability were maintained (all variables with R2 > .25, suggesting good explanatory 
value). In contrast, the only predictor of NAPLAN grammar residuals was Rasch-derived 
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ability estimates (with residuals displaying an R2 = .12, suggesting the limited explanatory 
value of this model for explaining these residuals).  
Numeracy. This same modeling sequence was implemented for the NAPLAN Numeracy 
data. The a priori model (Figure 1) again provided poor model fit (Table 1) and frequent non-
significant pathways (Table 2). A second model with a direct pathway from ability estimates 
to residuals (Figure 1) improved model fit, but still did not provide good fit to the data. A 
third model removing the non-significant paths (Figure 1) provided enhanced model fit 
(albeit falling marginally short of ‘good’ model fit on RMSEA and SRMR indices). In 
parallel to the first two models, the indirect pathway from WM to numeracy ability estimates 
persisted. In contrast to the earlier models, however, phonological WM provided additional 
direct predictive value for ability estimates. As in the Grammar final model, only Rasch 
ability estimates predicted residuals. All paths in this final model showed standardised 
regression weights of at least .19, and further provided good overall explanatory value 
(indicated by all variables having an R2 ≤ .25), thus suggesting good fit to the data.  
As a final step, to evaluate the potential for additional literacy demands associated with 
numeracy test performance (as suggested by the relation of phonological working memory), 
spelling and grammar ability estimates were additionally modeled as also contributing to 
numeracy ability estimates (Figure 2). While this model did not provide particularly good 
overall fit to the data – χ2 (13) = 39.93, p < .001, CFI = .893, RMSEA = .152, SRMR = .159 
– these model fit statistics should be considered in the context of the inclusion of additional 
pathways without an accompanying increase in sample size. Rather, when considering size 
and significance of the model’s pathways, there was clear evidence of spelling and grammar 
ability contributing to numeracy ability estimates (Figure 2), supporting the suggestion of 
literacy’s role in the numeracy assessment. 
Discussion 
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The current study aimed to determine the direct and indirect contributions of domain-
general cognition to performance on Australia’s NAPLAN standardised assessment. Results 
supported the well-replicated relationship between WM and academic performance; however, 
our results suggest this association was mediated by non-verbal reasoning. These associations 
were consistent across NAPLAN’s spelling, grammar and numeracy assessments. Further, 
our results also suggested a more-direct influence of phonological WM on numeracy ability 
and visual-spatial WM on spelling residuals (over and above that explained by ability levels). 
Subsequent modeling further showed the influence of literacy abilities on numeracy. Taken 
together, these results suggest that the students’ NAPLAN performance was a product of not 
only the core competencies being assessed, but likely also of a range of non-targeted abilities. 
This has important implications for whether appropriate educational pathways and supports 
can be accurately and consistently provided to students on the basis of these assessment 
results. 
A particularly robust finding in the current study was a replication of the well-established 
effect of WM on learning (Baddeley, 2002) and, by extension, academic performance. In 
contrast to much of this previous work, however, our results suggest that this effect was 
mediated by non-verbal reasoning across all of the assessed content domains. Phonological 
WM also provided additional, direct predictive value for explaining numeracy ability. The 
fact that phonological WM predicted ability levels only for numeracy might be due to the 
additional literacy demands of the NAPLAN numeracy assessment. That is, NAPLAN’s 
numeracy questions all questions involve, to some extent, a requirement to unpack a word-
based question in order to determine the numeracy concepts that must be applied.  
In fact, subsequent modeling to explain this relationship indicated the predictive strength 
of spelling and grammar abilities on numeracy ability, over and above contributions of WM 
and reasoning. The association between phonological WM and numeracy ability estimates 
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thus may be related to the section’s literacy demands – a result that is consistent with findings 
of a predictive relationship between phonological WM and the retrieval, representation and 
execution of mathematical knowledge and procedures (Geary, 1993), and computation skills 
(Hecht et al., 2001). While other studies have been unable to replicate this relationship (e.g., 
Passolunghi, Vercelloni, & Schadee, 2007), these studies often looked at numerical problems 
directly rather than numeracy more broadly (involving a wider range of numerical concepts, 
often in the context of worded questions). 
As this association with phonological WM was not evident for the spelling or grammar 
sections, its presence in the numeracy model may be due to the unique literacy demands of 
this approach to numeracy assessment (that were not present in the literacy assessments). For 
instance, amongst literacy sub-tests, the spelling test required correction of a misspelt word in 
which sentence comprehension had little bearing (e.g., there were no homonyms). In contrast, 
numeracy questions often required decoding and comprehension of complex word problems 
to extract numerical information prior to being able to generating a response. Similarly, while 
grammar questions might be expected to impose the greatest literacy demands (QCA, 1998), 
the fact that these questions all involved multiple choice responses meant that performance 
required accurate identification of a grammatically correct sentence (instead of generating or 
copyediting a grammatically correct sentence). As such, it could be argued that the numeracy 
assessment imposed some of the highest literacy demands, resulting in specific involvement 
of phonological working memory that could not be accounted for strictly through non-verbal 
reasoning ability. 
Suggestion of the importance of question type was further evident in the association of 
visual-spatial WM with spelling residuals, but not grammar residuals. That is, visual-spatial 
WM predicted spelling residual variance that could not be accounted for by spelling ability. 
In line with previous research (Howard et al., 2015) showing WM is differentially engaged 
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across test question types, even when holding question difficulty constant, this finding may 
also be a product of the question type mediating its complexity. Specifically, research has 
found that WM is more highly engaged during proofreading-type spelling questions relative 
to spelling a word that is verbally provided (Howard et al., 2015). While that research was 
limited to spelling assessment, it is notable that NAPLAN’s grammar section entailed use of 
only a multiple-choice format, while the spelling section involved proofreading-type spelling 
questions. As such, the unique and direct involvement of visual-spatial WM for NAPLAN’s 
spelling performance may be related to additional complexities introduced in proofreading 
(e.g., identification of a misspelled word, overcoming the provided ‘cognitive set’ to correct 
the misspelled word).  
This association between WM and spelling residuals further suggests that NAPLAN’s 
proofreading requirement may be peripheral to measuring students’ spelling ability. In fact, 
similar results have been found in the context of reading assessment, which led Rauch and 
Hartig (2010) to conclude that, given typical practices of attempting to assess higher-level 
processes through open response formats (in contrast to adopting a closed-choice format to 
assess basic precursor skills), “response format and assessed skills and cognitive processes 
are very likely to be confounded in applied assessment” (p. 370). To be clear, the aim is not 
to eliminate WM demands in standardised educational assessment (or explain 100% of the 
variance in test performance), nor would it be possible to do so. Rather, indirect effects of 
WM on academic performance are expected, given the essential role of WM in learning. So 
too are direct associations between WM and student academic performance expected, when 
ability estimates are not statistically accounted for. In such cases, WM is a central component 
of the target abilities (e.g., proofreading requires that students concurrently consider intent, 
meaning, language conventions, etc.) and test items engage WM in a consistent manner. To 
the extent that WM explains test residuals, however, these domain-general cognitive abilities 
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have become a dimension that was directly assessed, yet is peripheral to the target abilities. 
An important area for further research in educational assessment, beyond typical 
psychometric evaluation, is therefore to evaluate the extent to which different modes of 
assessment engage WM in a manner that is essential for the underlying ability of interest and 
is thus engaged consistently across items. 
Given that the current and previous studies are often limited in sample size and by their 
commonly correlational nature, further research involving experimental research can provide 
additional clarity around the effect of question type. Specifically, experimental manipulations 
of existing assessments could provide opportunities for examination of: (1) the acute effects 
of question type on performance amongst questions that differ only in their literacy demand 
and response format; (2) latent variable approaches to determine whether questions load more 
highly on an ability factor on the basis of the skill being assessed or the question type; and (3) 
a longitudinal approach identifying which question types better predict real-world academic 
and life outcomes, across ages and content areas. Given the prevailing assumption that a core 
purpose of assessment is to index students’ point-in-time performance along their academic 
trajectories, which themselves are important to ensure positive later-life outcomes, this form 
of experimental research could validate the sorts of question types that predict the outcomes 
that are of interest to parents, practitioners, and policy-makers (a causal relationship that is 
often assumed, but rarely evaluated at the design-level of education assessment).  
Research should also consider various existing assessments across the schooling years, to 
evaluate the extent to which these relationships may change with age, learning and familiarity 
with standardised educational assessment. The current study’s administration of the Grade 3 
NAPLAN test to Grade 2 students, for instance, may have inflated the degree to which WM 
was engaged during the students’ performance of this test. While this would not be expected 
to influence the overall pattern of associations, and had the benefit of engaging students naïve 
	 18	
to formal standardised testing, it is important to examine these associations across the school 
years. This research would also benefit from considering a broader range of factors that may 
account for students’ standardised test performance. While the current study highlights the 
domain-general cognitive factors that can contribute to performance, there remained a fair 
degree of unexplained ‘error’ variance. Factors such as student motivation and test anxiety, 
for example, may account for at least some of this unexplained error variance (Mavilidi, 
Hoogerheide, & Pass, 2014; Wolf & Smith, 1995). 
The current study provides preliminary evidence of the contributions of WM and non-
verbal reasoning to students’ NAPLAN performance – Australia’s annual and nation-wide 
standardised educational assessment. Specifically, our results suggest that this method of 
assessment confounded non-targeted abilities with those that were the target of assessment. 
This appears to extend beyond indirect associations with ability levels as a result of WM’s 
influence on learning, but also to the demands placed by the assessment type and method. 
This has implications for students’ abilities to demonstrate genuine competency in the 
assessed areas, with follow-on effects for the educational supports and provisions they are 
provided on the basis of these results. While the general aims of standardised assessment are 
laudable, undertaking this program of assessment carries additional responsibility to ensure 
the accurate capture of students’ abilities. If assessments fail in this regard, practitioners may 
spend time focusing on fostering proficiency in areas that are less likely to influence student 
outcomes and students may be misconstrued as requiring supports that do not address their 
true underlying needs. The current study suggests the importance of further work to identify 
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Path Analysis Model Fit Indices 
Model df χ2 RMSEA CFI AIC SRMR 
Spelling Model 
1. Initial model 2 53.15* .533 .517 89.15 .154 
2. Add Ability -> Residual 1 4.46* .196 .967 42.46 .066 
3. N/S Paths Removed 5 7.15 .069 .980 37.15 .072 
Grammar Model       
1. Initial model 2 50.25* .518 .454 86.25 .161 
2. Add Ability -> Residual 1 4.46* .196 .961 42.46 .063 
3. N/S Paths Removed 6 14.87* .128 .900 42.87 .105 
Numeracy Model 
1. Initial model 2 65.48* .594 .574 101.48 .151 
2. Add Ability -> Residual 1 4.46* .196 .977 42.46 .069 
3. N/S Paths Removed 5 8.52 .088 .976 38.52 .093 
Note. Model fit is considered as good/comparatively better if: χ2 is lower and non-significant; 





Factor Loadings for SEM Numeracy Models  
 Spelling Grammar Numeracy 
Path            Model # 1  2  3 1 2 3 1  2  3 
VWM -> Reason. .30 .30 .30 .30 .30 .30 .30 .30 .30 
PWM -> Reason. .41 .41 .41 .41 .41 .41 .41 .41 .41 
Reason. -> Ability .41 .41 .43 .42 .42 .35 .43 .43 .48 
Reason. -> Residual  -.22 .05 - -.10 .18 - -.30 .05 - 
VWM -> Ability -.04 -.04 - -.15 -.15 - .17 .17 - 
PWM -> Ability .08 .08 - -.05 -.05 - .19 .19 .19 
VWM -> Residual .24 .22 .21 .10 .00 - -.11 .02 - 
PWM -> Residual -.17 -.12 - .14 -.10 - -.12 .03 - 
Ability -> Residual - -.67 -.68 - -.68 -.60 - -.80 -.76 
Note. All factor loadings are standardised regression weights. VWM = visual-spatial working 
memory (Mr. Ant). PWM = phonological working memory (Not This). G = general ability 
(Raven’s). Ability = Rasch-derived person-ability estimates (NAPLAN). Residual = Rasch-




Figure 1. Depicted are Model 1 for all three academic outcomes (top left), Model 2 for all 
three academic outcomes (top right), and then (in order from top to bottom) Model 3 for 




Figure 2. Exploratory numeracy model incorporating spelling and grammar ability estimates. 
Path loadings are standardised regression weights. 
