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Approximate Bayesian computation (ABC) provides us with a way to infer parameters of models,
for which the likelihood function is not available, from an observation. Using ABC, which depends on
many simulations from the considered model, we develop an inferential framework to learn parameters
of a stochastic numerical simulator of volcanic eruption. Moreover, the model itself is parallelized using
Message Passing Interface (MPI). Thus, we develop a nested-parallelized MPI communicator to handle
the expensive numerical model with ABC algorithms. ABC usually relies on summary statistics of the
data in order to measure the discrepancy model output and observation. However, informative summary
statistics cannot be found for the considered model. We therefore develop a technique to learn a dis-
tance between model outputs based on deep metric-learning. We use this framework to learn the plume
characteristics (eg. initial plume velocity) of the volcanic eruption from the tephra deposits collected by
field-work associated with the 2450 BP Pululagua (Ecuador) volcanic eruption.
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1 Introduction
In recent centuries, developments in science and technology have allowed us to explore the expanding
universe, discover unknown particles and find out how and why a society interacts and reacts. To explain
the fascinating phenomena of nature, natural scientists develop complex ‘mechanistic models’ of stochas-
tic nature, though the likelihood functions for these models are not easily tractable or available. Hence
the hard question is how to choose the best model or how to calibrate these models given the data. The
generation of data, given a configuration of parameters for these mechanistic models, is relatively easy
(although computationally expensive).
The main bottleneck of the inference for mechanistic models is the intractability of the likelihood
function of the data generating process. Widely applicable frequentist or Bayesian inferential techniques
cannot be directly applied for these models due to the absence of the likelihood function. To deal with
models where likelihood calculations fail, other techniques have been developed which are collectively
referred to as likelihood-free inference or approximate Bayesian computation (ABC) (Lintusaari et al.,
2017). In a nutshell, ABC algorithms are able to sample from an approximate posterior distribution of the
parameters by finding values which yield simulated ‘fake’ data resembling the observed data to a suffi-
cient degree. To quantify the resemblance, we need to find a discrepancy measure between the simulated
and observed dataset. The two main difficulties in application of ABC methods are the choice of the ‘dis-
crepancy measure’ and performing inference for ‘computationally expensive’ models. In this manuscript,
we use ‘metric-learning’ (Sua´rez et al., 2018) and ‘deep metric-learning’ (see for instance (Ge, 2018)) to
learn a discrepancy measure between datasets and develop a ‘nested-parallelization’ scheme based on the
message passing interface (MPI) (MPIForum, 2017) to deal with the expensive mechanistic models.
We use ABC in conjunction with ‘deep metric-learning’ and ‘nested-parallelization’ to calibrate an
expensive geo-scientific model of volcanic eruption using ABC. By looking at the volcanic depositions
obtained from field work, geologists usually want to know the plume characteristics (velocity profile,
radius profile, total height etc.) of a volcanic eruption. To do so, here we consider a numerical model
of volcanic eruption suggested in Ku¨nzli et al. (2016) and infer the plume characteristics from field
observations using ABC. As a result of applying ABC to this context, not only we can automatically and
efficiently estimate the model parameters, but we can also perform parameter uncertainty quantification
in a rigorous manner. This also provides us with a way to validate the numerical model. We illustrate
the performance of the developed inferential scheme for a simulated dataset and a real data collected
from field observation of ground tephra depositions at 72 ground locations associated with the 2450 BP
Pululagua (Ecuador) volcanic eruption (Volentik et al., 2010).
In Sections 2 and 3, we describe the volcanic eruption model and approximate Bayesian computation
correspondingly. The ‘metric-learning and ‘deep metric-learning’ for ABC are described in Section 3.2,
while the nested-parallelization’ scheme is detailed in Section 3.5. We apply the developed inferential
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Figure 1: Strong Plume: Representation of the main features of a strong plume.
scheme to learn plume characteristics for a simulated and a real volcanic eruption dataset in Section 4,
concluding in Section 5.
2 Model for volcanic eruption
During explosive volcanic eruptions, a hot mixture of particles and volcanic gases is typically ejected with
an initial density several times larger than the atmosphere, and rises due to momentum. As the ejected
material enters ambient air, the mixture density drastically decreases and an eruptive plume starts rising
due to buoyancy. In the absence of wind (under the assumption of velocity of plume being much larger
than the horizontal wind velocity), the volcanic plume buoyantly rises up to the neutral buoyancy level
where it starts spreading laterally as a gravity current (umbrella cloud) [Figure 1].
The physics of plume dynamics is described through volcanic ash transport and dispersal models
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(Degruyter and Bonadonna, 2012), which typically describe particle motion via a turbulent velocity field.
Particles are advected inside this field from the moment they leave the vent of the volcano until they
deposit on the ground. Several techniques exist to simulate particles in an advection field such as finite
difference Eulerian, Lagrangian-puff or pure Lagrangian techniques. In this manuscript, we consider a
model developed using a new numerically stable and easily parallelizable simulation tool called TETRAS
(TEphra TRAnsport Simulator) based on a hybrid Eulerian-Lagrangian model developed in Ku¨nzli et al.
(2016). The authors also provide a parallelization scheme on a distributed memory using MPI architecture
since these models are computationally intensive to simulate. It also allows the computation of particle
atmospheric concentration or ground mass load at any given time.
The main model parameters include the initial plume velocity U0, radius of the plume at the vent of
volcano R0, initial temperature T0 and the initial mass fraction of exsolved volatiles n0. Depending on
their size and density, particles are transported upward by the volcanic plume and, if sufficiently small,
might be entrained within the umbrella cloud and sediment according to their terminal velocity. In partic-
ular, information on the Total Grain-Size Distribution (TGSD), namely the size distribution of particles
injected into the atmosphere, combined with particle density is necessary to initialize the model. Tur-
bulent effects, which play an important role in this model, are represented through a diffusion process.
Different diffusion coefficients are applied in the atmosphere (Da) and in the plume (Dp), the latter co-
efficient being usually several times larger. In the numerical model, the diffusion process is simulated
by applying a random walk on particles (a random velocity is chosen for each particle at each iteration).
The norm of the velocity and its direction are respectively chosen from a Gaussian distribution with given
variance and a uniform distribution, to simulate a diffusion process with the prescribed diffusion coeffi-
cient. This procedure makes the model inherently stochastic. We refer the reader to Ku¨nzli et al. (2016)
for more explanation on the mathematical model.
The model forward-simulates a volcanic eruption by injecting particles at the vent into the domain
and waiting for particles to either deposit on the ground or leave the domain. We consider the ground
deposits of the volcanic plumes as the observed output of the volcanic eruption model, which can be
measured through geo-scientific field work. A simulation of volcanic plumes by the model is illustrated
in Figure 2 over 15 minutes. Further, we will consider the field observation of ground tephra depositions
at 72 ground locations associated with the 2450 BP Pululagua (Ecuador) volcano dataset (Volentik et al.,
2010). Assuming the center of the volcano located at the same position as 2450 BP Pululagua (Ecuador)
volcano, we consider the ground deposits at those 72 ground locations as the output of the volcanic
eruption model.
For the purpose of the present study, the modelM is parametrized in terms of two of the parameters
introduced above, namely the initial plume velocity U0 and the radius of the plume at the vent of volcano
R0, collectively defined as θ = (U0,R0). In this work, we assume the initial temperature, the initial mass
fraction of exsolved volatiles and the diffusion coefficients to be known. However, the model could also
4
(a) t = 330 sec. (b) t = 500 sec.
(c) t = 700 sec. (d) t = 930 sec.
Figure 2: Simulation of a volcanic plume: A volcanic plume is simulated by the numerical model over
15 minutes with parameters U0 = 250[ms ] and R0 = 50[m]. Colors represent size of particles. Grain size
ranges from φ = −7 (blue) to φ = 10 (red), φ = − log[2](d) where d is the diameter of the particle in
mm.
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be parametrized in terms of those parameters.
Initial temperature T0 and initial mass fraction of exsolved volatiles n0 have an influence on plume
height. They where chosen in a previous work (Ku¨nzli et al., 2016) to produce a given plume height and
have been kept constant as acceptable value for this work. Their values are respectively T0 = 1256[K]
and n0 ≈ 0.01. Diffusion in atmosphere Da and diffusion in plume Dp have been empirically chosen as
Da = 300 m2/s and Dp = 1500 m2/s.
By assuming that M is true, then we can simulate the deposition of tephra at those 72 locations,
denoted as xsim. If we have observed dataset x0, can we quantify the uncertainty or estimate the model
parameters? As the model described above (Ku¨nzli et al., 2016), is stochastic in nature, the observed data
set could have been simulated using whole spectrum of values for θ with different likelihood. To quantify
this stochastic uncertainty in the parameters simulating the observed data set, we develop a likelihood-free
approximate Bayesian inference scheme in Section 3.
3 Likelihood free inference
We can quantify the uncertainty of the parameter θ by its posterior distribution p(θ |x) given the ob-
served dataset x = x0. The posterior distribution is obtained by Bayes’ theorem as p(θ |x0) = pi(θ)p(x0|θ)m(x0) ,
where pi(θ), p(x0|θ) and m(x0) = ∫ pi(θ)p(x0|θ)dθ are, correspondingly, the prior distribution on the
parameter θ , the likelihood function, and the marginal likelihood. If the likelihood function could be
evaluated, at least up to a normalizing constant, then the posterior distribution could be approximated
by drawing a representative sample of parameter values from it using (Markov chain) Monte Carlo sam-
pling schemes (Robert and Casella, 2005). Unfortunately, the likelihood function induced by the volcanic
eruption model is analytically intractable. In this setting, approximate Bayesian computation (ABC) (Lin-
tusaari et al., 2017) offers a way to sample from an approximate posterior distribution and opens up the
possibility of sound statistical inference on the parameter θ . In this paper we only focus on parameter
estimation/calibration and uncertainty quantification but we stress that ABC easily allows us to perform
parameter hypothesis testing and model selection as well.
3.1 Approximate Bayesian computation (ABC)
The fundamental ABC rejection sampling scheme iterates the following steps:
1. Draw θ from the prior pi(θ).
2. Simulate a synthetic dataset xsim from the simulator-based modelM (θ).
3. Accept the parameter value θ if d(xsim,x0)< γ . Otherwise, reject θ .
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Figure 3: ABC rejection sampling: having observed data x0 provided by nature (the blue dot), we
sample parameter values and generate observations through the simulator, that are then accepted (green)
or rejected (red) according to their distance from the observation. The visualization is in a 2-dimensional
data space.
See Figure 3 for a visualization of the above algorithm.
Here, the metric on the dataspace d(xsim,x0) measures the closeness between xsim and x0. The
accepted (θ ,xsim) pairs are thus jointly sampled from a distribution proportional to pi(θ)pd,γ(x0|θ),
where pd,γ(x0|θ) is an approximation to the likelihood function p(x0|θ):
pd,γ(x0|θ) =
∫
p(xsim|θ)Kγ(d(xsim,x0))dxsim, (1)
where Kγ(d(xsim,x0)) is in this case a probability density function proportional to 1(d(xsim,x0)< γ)1.
Besides this choice for Kγ(d(xsim,x0)), that has been exploited in several ABC algorithms (for instance
Beaumont (2010); Drovandi and Pettitt (2011); Del Moral et al. (2012); Lenormand et al. (2013)), ABC
algorithms relying on different choices exist, for instance being proportional to exp(−d(xsim,x0)/γ)
in simulated-annealing ABC (SABC) (Albert et al., 2015). In general, Kγ(·) needs to be a probability
density function with a large concentration of mass near 0, in which the parameter γ denotes the amount of
concentration (the smaller γ , the more concentrated the density is). This guarantees that, in principle, the
above approximate likelihood converges to the true one when γ → 0. Of course, decreasing the threshold
increases the computational cost, as less simulations will be accepted.
More advanced algorithms than the simple rejection scheme detailed above are possible, for instance
ones based on Sequential Monte Carlo (Del Moral et al., 2012; Lenormand et al., 2013), in which various
parameter-data pairs are considered at a time and are evolved over several generations, while γ is de-
creased towards 0 at each generation to improve the approximation of the likelihood function, so that you
are able to approximately sample from the true posterior distribution. Alternative statistical methods for
calibrating models from observations exist; however, the ABC framework has the advantage of both being
applicable to stochastic models and of providing the user with a rigorous uncertainty quantification. For
1
1(·) is used as an indicator function.
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instance, methods based on Gaussian Process (GP) emulation, and subsequent use of the emulators for
calibration, have been proved to work well (O’Hagan, 2006), but mostly for deterministic models. Note
also that some efforts of combining the versatility of ABC with the computational savings of using GP
emulation have started appearing in the literature, see for instance Meeds and Welling (2014), in which
a GP is used to emulate the simulator and the need for new model runs is determined according to the
uncertainty of the emulator; however, this relies on an ad-hoc algorithm. See also Wilkinson (2014) and
Gutmann and Corander (2016) for examples of using GPs to emulate respectively the likelihood function
and the discrepancy function. Another possibility is the use of an Ensemble Kalman Filter approach Igle-
sias et al. (2013) to get an estimate of model parameters from an observation, but this does not provide
an estimate of the uncertainty.
For the inference of parameters of the volcanic eruption model, here we choose the adaptive popula-
tion Monte Carlo approximate Bayesian computation (APMCABC) algorithm, proposed in Lenormand
et al. (2013), based on its suitability to high performance computing systems (Dutta et al., 2017a). At the
first step of this algorithm, Nsample-many parameter values are randomly drawn from the prior distribu-
tion and the value of γ is decreased adaptively depending on the pseudo data simulated from the model
using those randomly sampled parameter values. In the next step, we produce Nsample-many parameter
values approximately distributed from the distribution pd,γ(θ |x0), for the adapted γ value from last step
and again decrease the γ depending on the new samples. This procedure is continued Nstep many times
or until some stopping criterion is reached. We note that the adapted γ values at each step are strictly
decreasing and converge to zero, therefore improving the approximation to the posterior distribution. We
finally note that this algorithm is extremely suitable to parallelization, as at each step, we always need
to run the same number of forward simulations from the model; therefore, we can simply use a number
of samples equal to the available workers, or choose the number of workers to allocate according to the
number of samples we want to use.
3.2 Distance learning
Traditionally, distance between xsim and x0 are defined by summing over Euclidean distances between
all possible pairs composed of one simulated and one observed datapoint in the corresponding datasets.
Recently, distances for ABC has also been defined through accuracy of possible classification of xsim and
x0 (Gutmann et al., 2017) or by Wasserstein distance (Bernton et al., 2019), under the assumption that
the datapoints in each datasets are identical and independently distributed and they are present in a large
number in both xsim and x0. We notice here that we only have a one datapoint in the observed dataset
for a volcanic eruption field study and also due to the very expensive simulation model we can only have
few datapoints in the simulated dataset. Hence, here we concentrate on the definition of distances through
Euclidean distance while we only have one datapoint in both xsim and x0.
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While performing ABC for inference, problems may arise in cases where the data x is high-dimensional.
In fact the number of simulations needed before you get close enough to the observation increases with the
dimension of the data space. Therefore, a common practice in ABC literature is to define d as Euclidean
distance between a lower-dimensional summary statistics S : xsim 7→ S(xsim), so that d(xsim,x0) < γ
would be replaced by
d(S(xsim),S(x0))< γ
in Eq. (1), boiling down to obtaining an approximation to the following likelihood function:
pd,γ(S(x0)|θ) =
∫
p(xsim|θ)Kγ(d(S(xsim),S(x0))< γ)dxsim, (2)
so that now (θ ,xsim) are jointly sampled from a distribution proportional to pi(θ)pd,γ(S(x0)|θ) when
performing ABC inference.
Reducing the data to suitably chosen summary statistics may also yield more robust inference with
respect to noise in the data. Moreover, if the statistics is sufficient, then the above modification provides
us with a consistent posterior approximation (Didelot et al., 2011), meaning that we are still guaranteed
to converge to the true posterior in the limit γ → 0. As sufficient summary statistics are not known for
most of the complex models, the choice of summary statistics remains a problem (Csille´ry et al., 2010)
and they have been previously chosen in a problem-specific manner (Blum et al., 2013; Fearnhead and
Prangle, 2012; Gutmann et al., 2018). For volcanic eruption model, y can not be easily transformed into
summary statistics S(y) as there is a complex spatial dependence involved between the deposited tephra
at each locations. Hence, here we consider two possible ways of learning a distance directly between two
datasets x1 and x2 rather than between the extracted summary statistics. The first entails constructing a
Mahalanobis distance,
dM(x1,x2) =
√
(x1− x2)T M(x1− x2) (3)
where M is a d×d positive semi-definite matrix.
The second approach uses instead a neural network to transform non-linearly the dataset in a new
space; this is usually referred to as deep metric-learning and is a well developed field in the computer
vision literature (Ge, 2018). The learned distance is the Euclidean distance between the learned embed-
dings:
dNN(x1,x2) = ||gw(x1)−gw(x2)||2, (4)
where gw(·) denotes the transformation applied by the network with weights w and || · ||2 denotes the L2
norm.
In both cases, we aim to learn a distance function between data pairs approximating, in the best
possible way, the Euclidean distance between the pair of parameters that generated them. Using a very
good approximation of the Euclidean distance between the pair of parameters would be highly beneficial
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for ABC, as in this way the algorithm would be able to accept a simulated parameter value if and only if
it is actually close to the parameter value generating the observation.
This intuition can be better explained by first considering a deterministic model for which the map
θ 7→ x is bijective. In this case, it is theoretically possible to learn a distance in data space that is exactly the
same as the distance in parameter space. It would be in fact enough to apply the inverse model to the data,
getting the parameter values generating them, and then compute the distance between the latter (although
we stress that even finding the inverse of a deterministic model may be infeasible in practice). Note that,
in this setting, the true posterior distribution of the parameters given the observation is degenerate in a
single point, which would be a Dirac delta function at the parameter value generating the observation
itself. Therefore using the above learned distance would be optimal in the ABC inference scheme, as the
accepted values of θ would actually concentrate around the parameter value generating the observation
and, as γ → 0, we would get back the Dirac delta function.
For the case of a deterministic model with non-bijective map θ 7→ x, the previous justification does not
hold anymore, as a given observation could have been originated by more than a single parameter value.
It is therefore theoretically impossible to build a distance function between a pair of data samples that has
the same value as the Euclidean distance between the parameters generating them (say ‘true distance’).
However, a reasonable model would generate a given observation for parameter values that are relatively
close by, eg. constituting a closed (and relatively small) patch in parameter space. Therefore, excluding
unlikely scenarios, we argue that the distance learning approach would still be able to provide meaningful
information, as it would be able to find some approximation of the true distance.
Finally, for the more general case of a stochastic model, the same argument as before still holds. In
this case, in fact, the map θ 7→ x is non-bijective again; also, due to random noise, two observations
generated from the same parameter value are likely to be at a positive distance, according to the learned
measure. However, we argue that finding the closest distance function to the true distance is still useful,
as it captures the stochastic part in the data dependent on the parameters. In fact, we expect that two
samples generated from the same parameter value are assigned smaller (even if non-zero) distance than
two samples generated by far apart parameter values. These heuristic justification still lacks theoretical
guarantees and rigor; however, this goes beyond the scope of this work, therefore we will leave the
investigation of this aspect for future works.
Finally, we note that for the two cases discussed above, learning of the distance function corresponds
to learning a transformation of the data. This can be immediately seen for the neural network based
distance, where we consider the Euclidean distance between the transformed data using the transformation
x 7→ gw(x). In the Mahalanobis distance case, instead, it is sufficient to recall that for each positive
semidefinite matrix M there exists a square matrix L such that M = LT L. Therefore, we can write Eq.3 in
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the following way:
dM(x1,x2) =
√
(x1− x2)T LT L(x1− x2) =
√
(L(x1− x2))T L(x1− x2) = ‖L(x1− x2)‖2, (5)
from which it is clear that the above corresponds to learning the transformation x 7→ Lx and then comput-
ing the Euclidean distance between the transformed data.
However, we stress that our focus is different from the usual approaches of learning summary statis-
tics as described in Section 3.3; in fact, we are motivated directly by the distance measure between pair of
samples while, to the best of our knowledge, summary statistics learning is usually unrelated to the dis-
tance measure; see for instance Prangle (2015) for a review. For this reason, distance learning techniques
consider several samples at a time (pairs, triplets or, possible, even more), while the summary statistics
learning techniques mostly consider separately each (parameter-data) sample (see for instance the linear
regression technique by Fearnhead and Prangle (2012)).
3.2.1 Learning the distance from the data
We now discuss practical ways to learn the matrix M and the weights of the network. Following the
discussion in the previous section, we consider here the assumption that the geometry induced in data
space by these distances should be similar to the geometry in the corresponding parameter space induced
by Euclidean distance (dE).
We proceed therefore in the following way: we simulate a set of n datasets {x1, . . . ,xn} from n parame-
ters {θ1, . . . ,θn} correspondingly. In order to capture the information about the geometry of the parameter
space, we define two complementary sets of pairwise similarity constraints S= {(xi,x j)|xi and x j are similar}
and dissimilarity constraintsD= {(xi,x j)|xi and x j are dissimilar}, where xi and x j are considered similar
if dE(θi,θ j)< ε and dissimilar otherwise, for some ε > 0.
Learning Mahalanobis distance: We describe now how to learn a Mahalanobis distance, as in Equa-
tion 3 under the above similarity and dissimilarity constraints. This setup falls under a well-developed
field of research in metric-learning (Sua´rez et al., 2018). Here, we consider a l1-penalized log-determinant
regularization on M (Ravikumar et al., 2011), which reduces the above distance learning problem to a l1-
penalized log-det optimization problem to find M:
min
M
tr(M−10 M)− log detM+λ∑
i 6= j
Mi j +η
n
∑
i, j=1
(
xTi Mxi− xTi Mx j
)
Ki j (6)
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such that M ≥ 0 (is a positive semidefinite matrix) and
Ki, j =
+1, if (xi,x j) ∈ S−1, if (xi,x j) ∈ D. (7)
In 6, the first term can pushes the matrix M to be similar to the inverse of M0, that can be thought of as the
inverse of the prior on the final M. Moreover, the second term is a spectral regularization on the matrix,
while the third one is enforcing sparsity in the off-diagonal elements of M, with λ controlling the amount
of sparsity. Finally the fourth term is the one encoding the information coming from the similarity and
dissimilarity sets; the trade-off between the latter and the previous terms is tuned by η . This algorithm is
called Sparse Distance metric-learning (SDML) (Qi et al., 2009).
Deep metric-learning: For the second approach, to learn the weights of the neural networks, here we
consider the contrastive (Hadsell et al., 2006) and triplet (Schroff et al., 2015) losses defined on the same
similarity/dissimilarity constraints as above. The learned distances will be called correspondingly con-
trastive loss distance and triplet loss distance. The contrastive loss considers all possible pairs of samples
and penalizes a large embedding distance for similar samples while, for dissimilar ones, it penalizes them
for being too close, and pushes them to be further apart than a fixed margin α . Specifically, we can write
it in the following form:
L =
2
n(n−1)
n
∑
i=1
n
∑
j=i+1
{
yi j · ||gw(xi)−gw(x j)||22+(1− yi j) · [α−||gw(xi)−gw(x j)||2]2+
}
, (8)
where [·]+ = max(0, ·) and where yi j = 1 ⇐⇒ (xi,x j) ∈ S, yi j = 0 ⇐⇒ (xi,x j) ∈ D.
The triplet loss works instead on three samples at a time: an anchor, a positive, that is deemed similar
to the anchor, and a negative, that is on the contrary dissimilar. Essentially, the loss pushes the network
to find an embedding such that the distance between the anchor and the negative is larger than the one
between the anchor and the positive plus a margin, that is defined a priori. By denoting (x(i)a ,x
(i)
p ,x
(i)
n ) the
anchor, positive and negative of the i-th triplet, and by denoting as N the number of all possible triplets
built in this way, we can write the loss in the following way:
L =
1
N
N
∑
i
[
||gw(x(i)a )−gw(x(i)p )||22−||gw(x(i)a )−gw(x(i)n )||22+α
]
+
, (9)
where α ∈ R denotes again the margin. We optimize this loss with stochastic gradient descent over the
parameters of the network, by drawing random triplets.
While defining the similarity and dissimilarity constraints, ε was chosen to be the 10-th percentile of
the pairwise distances between the n parameters {θ1, . . . ,θn}, for both SDML and deep metric-learning.
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To optimize SDML, we use an iterative optimization scheme from (Qi et al., 2009) implemented in the
metric-learn Python package (de Vazelhes et al., 2019), with M0 chosen to be the sample covariance
matrix, η = 0.15, λ = 0.01 and n = 400. For deep-metric-learning, we have used a 4-layers fully con-
nected network, with 72 input neurons and 15 outputs, and with hidden layers of size 100, 80 and 40.
We used ReLU non-linearity between the layers, α = 1 and Stochastic Gradient Descent for both losses,
drawing random pairs or triplets. Note that the size of the embedding, 15 has been hand-tuned based on
some pilot runs and sensitivity analysis. A more rigorous data-driven choice of size of embedding is left
for future work.
We stress that the network we used is very small compared to the ones usually considered in computer
vision applications, in which these techniques were firstly developed; also, another conceptual difference
exists: in computer vision, the deep metric-learning techniques are used in a supervised setting, in which
every image is assigned a label and similar pairs consist of images of the same class. Our case, instead, is
what may be called a weakly-supervised context, in which the only information we have is the similarity
set. Note that, in the former case, (x1,x2),(x2,x3) ∈ S =⇒ (x1,x3) ∈ S, while this is not true in the
weakly-supervised case.
Loss Number of epochs Batch size Margin α
Contrastive 400 32 1
Triplet 800 16 1
Semiautomatic NN 400 2 n.a.
Table 1: Settings for neural network training.
Please refer to Table 1 for the number of epochs and batch size used for deep metric-learning. At
each epoch, we iterate over all samples and draw another random element, in the contrastive case, or a
random positive and random negative in the triplet case. For the contrastive loss, as the similar pairs are
fewer than the dissimilar ones, a random pair would be more probably dissimilar than similar. In order to
enhance the training, we therefore sample with probability p= 0.4 a similar sample to the considered one,
and with remaining probability a dissimilar sample; in this way, the fraction of positive pairs on which
the network is trained is larger than what it would be by naively sampling another random element.
In Figure 4, we compare the Euclidean distance between the parameters generating the datasets (‘true
distance’) with the learned distance functions on the corresponding datasets, namely the Mahalanobis one
with SDML algorithm and the contrastive and triplet loss distances; we also report the Euclidean distance
between outputs of the model. The comparison is done in the following way: 400 parameters-simulation
pairs have been generated, with parameters drawn uniformly on the interval (30,100) [m] for R0 and
(100,300) [m/s] for U0. This dataset is split into a training one (with 300 samples) and a test one (with
100 samples). We learn the distances on the training set, and then compute all the distances between
a chosen element in the training set x0 and the 99 remaining samples in the same test set (‘reference
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samples’); we then plot the learned distances in parameter space, by using the corresponding parameter
value for each observation. x0 was simulated using θ0 = (173.87 m/s,84.55 m). We see that the minimum
values of the distances are much more concentrated around the true parameter value for the contrastive and
triplet loss distance in comparison to the SDML one and the Euclidean. Note also that the neural network
based ones are able to partially reproduce the behavior of the distance between the true parameter values.
However, it is not clear from this visualization which one between contrastive and triplet performs better.
We therefore perform a more rigorous comparative study in the next Section, in order to find out which is
the best between the two deep metric learning techniques and to evaluate different choices of ε .
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Figure 4: Comparison of metrics: We compare Euclidean distance dE and the distances learned with
the discussed techniques on the 300 elements of the training set, computing them between an observation
point x0 and the other 99 samples in the test set, taken to be a reference. x0 was simulated using U0 =
173.87 m/s, R0 = 84.55 m [Red point]. All the distances are scaled between [0,1]. The black small points
denote the position of the reference data, from which the contour plot is obtained by triangulation. For
reference, the Euclidean distance between the true value of the parameters is also reported.
As a side remark, we note that the number of possible pairs and triplets grows respectively quadrati-
cally and cubically with the number of training samples. This implies, for the triplet case, the number of
triplets that is seen by the network during the training is smaller than the total number of them, for our
chosen number of epochs. However, the network is still capable of reproducing the behavior of the true
distance, and further training did not seem to produce any improvement. Of course, these techniques are
extremely inefficient when the number of samples is large; techniques have been developed in order for
the network to focus on hard pairs and triplets only. However, as our training size is quite small (300) we
do not discuss these in detail here, and we refer to Liu et al. (2019) and Hermans et al. (2017).
3.2.2 Comparison using Kullback-Leibler divergence
In order to obtain a quantitative comparison between different distance learning techniques discussed and
different choices of ε , we estimated the Kullback–Leibler (KL) divergence between a distribution induced
by the learned distance function on parameter space (with respect to some reference point), and the
distribution induced in the same way by the true distance. Specifically, we first learn a distance with one
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of the methods described above on the train set, and then compute the distances of all reference samples in
the test set with respect to another simulated dataset x0 corresponding to parameter θ0 (the ‘observation’),
as done in the previous Section. Then, after scaling the distances to [0,1] in the considered region, we
consider a Gibbs density defined on the reference values of parameters θi to be p(θi)∝ e−β ·d(xi,x0)
2
, where
d(xi,x0) is the learned distance function; we assume that the above distribution exists on all the parameter
space (neglecting the fact that the map from θ to x is stochastic), but that we can evaluate it only on
the reference points. We consider also the distribution defined by the true distance between reference
values of parameters and the observation one: p∗(θi) ∝ e−β ·dE(θi,θ0)
2/c, where c is a constant rescaling
the distance to [0,1] in the considered region. Now, as we can evaluate the learned distance only on the
reference points, we estimate the KL divergence using an importance sampling approach, that is described
below; we apply this technique on the same set of n = 400 simulations with the same train-test split that
we discussed above, the parameters of which were drawn independently according to a uniform on the
interval (30,100) [m] for R0 and (100,300) [m/s] for U0.
Recall now the definition of the KL divergence:
DKL(P||P∗) =
∫
p(θ) log
(
p(θ)
p∗(θ)
)
dθ =
∫
q(θ)
p(θ)
q(θ)
log
(
p(θ)
p∗(θ)
)
dθ ,
where we denoted as q the density according to which the parameters are drawn (uniform in our case),
and where P (respectively P∗) denotes the distribution with density p (p∗). As we do not know the nor-
malization constants of the above densities, we need to estimate them from the data. We define therefore
the unnormalized densities p(θ) = p˜(θ)/Z and p∗(θ) = p˜∗(θ)/Z∗. Then, we can estimate the divergence
by:
DˆKL(P||P∗) =
n
∑
i=1
wi · log
(
p˜(θ)/Zˆ
p˜∗(θ)/Zˆ∗
)
, wi =
p(θi)/q(θi)
∑nj=1 p(θ j)/q(θ j)
=
p˜(θi)/q(θi)
∑nj=1 p˜(θ j)/q(θ j)
, θi ∼ q.
where Zˆ = 1n∑
n
i=1
p˜(θi)
q(θi)
is a consistent estimator of Z, and similarly for Zˆ∗.
Overall, we are then left with the following consistent estimator:
DˆKL(P||P∗) =
n
∑
i=1
p˜(θi)/q(θi)
Zˆ
·
(
log
Zˆ∗
Zˆ
+β
(
dE(θi)
c
−d(θi)
))
,
where we have used the explicit dependence of p and p∗ on the distance function.
In order to have better statistics for the performance of each distance learning technique, we perform
Leave-One-Out cross validation on the test set: after having learned the distance on the training set, for
each of the samples (x j,θ j) in the test set in turn, we consider it as an observation point in the computation
described above, while all the other elements in the test set are taken as the reference {θ1, . . . ,θn} and
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Figure 5: Boxplot for the estimated KL divergence for different choices of the quantile defining the
pairwise similarity sets. Darker bars represent median over 100 realizations. The same train-test split
and the same settings for the network as in Section 3.2.1 have been used.
used to estimate the KL divergence. In this way, we are able to obtain a statistics of the estimated KL
divergence on 100 realizations.
We repeat this evaluation over the range of quantiles defining the similarity set over which the dis-
tances are learned. For each quantile value and technique we draw a boxplot, representing the spread of
the histogram; the results can be found in Figure 5. Recall that the KL divergence between two distri-
butions is 0 if and only if they are the same, and can never be negative. Note that the SDML algorithm
is quite unstable and was not able to converge for some of the ε values. Also, the deep metric-learning
techniques algorithms are not applicable for quantiles larger than 0.74, as in this case there is at least
a training sample which is considered to be similar to all the other training samples, and the training
routines are not designed to operate in this case.
From the results, you can see that the triplet loss performs consistently better than the contrastive
one, as the estimated KL divergence spans smaller values. Also, SDML is always worse than both of
them and its performance does not show a clear trend with respect to the quantile. Regarding the deep
metric-learning techniques, they capture more information with a quite large quantile value, i.e. in the
case where a large fraction of all possible sample pairs are considered to be similar; this result is quite
surprising. Finally, we note that the numerical value of the estimated KL divergence depends strongly on
the choice of β , but the ranking between the different techniques remains the same; the results in Figure 5
was obtained with β = 1.
We choose as best distance learning technique the one which is able to achieve the smallest median
of the KL histogram obtained over the possible 100 splits. Therefore, the best distance is found to be the
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triplet loss one trained by using the 60th percentile as threshold for defining the similarity set.
3.3 Semiautomatic summary statistics selection
We compare now the results of the distance learning approaches with the semiautomatic summary statis-
tics learning schemes (Fearnhead and Prangle, 2012; Jiang et al., 2017). In this approach, the parameter
values are regressed using some function of the corresponding simulation outputs. Namely, you assume
the following model:
θ = E(θ |x)+ ε = fβ (x)+ ε, (10)
where ε is a 0-mean noise and fβ (x) is a function of data parametrized by β . The authors of Jiang et al.
(2017) parametrize fβ (·) by using a Neural Network. This regression approach was first introduced in
Fearnhead and Prangle (2012) with a linearity assumpton on fβ , reducing it to a simple linear regression.
We focus here on on the neural network formulation as this was shown to outperform the linear regression
by Jiang et al. (2017).
In practice, before performing ABC inference, the procedure amounts to the following steps:
• We simulate Nss data-parameter pairs (θi,xi)Nssi=1, θi ∼ pi(θ), xi ∼M (θi)
• We then fit the statistical model given by Eq. (10).
• Finally, we fix S(·) = fβ (·) in the chosen ABC inference algorithm (in Eq. (2)).
In Theorem 3 of Fearnhead and Prangle (2012), the authors provide a rationale for the above proce-
dure; namely, they show that, by using S(x0) = E(θ |x0) as summary statistics, the posterior mean of the
ABC approximate posterior is the best possible estimator of the true parameter value with respect to the
quadratic error loss, in the limit of γ→ 0 in the ABC inference scheme (Eq. (2)). Of course, the posterior
mean with respect to the true posterior E(θ |x0) is not available, and hence the regression approach was
proposed.
However, we highlight that the latter is only able to learn an approximation of the “ideal” summary
statistics, so that the theoretical justification is not conclusive. Therefore, we believe that directly focusing
on learning the distance, as described in the previous Sections, may actually perform better than the
regression approach in Eq. (10) in learning the best summary statistics. Intuitively, we think that the
distance learning approach is able of modeling the correlations between different parameter values, as it
relies on considering pairs or triplets of samples at a time. Again, we leave theoretical guarantees of the
above intuitions for future work, and we simply rely on empirical studies to make our point here.
We fit this model on the same set of datasets and simulation pairs that we used for the distance learning
approach, using similar train and test split. As said above, we use a neural network to parametrize the
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function fβ (·), and that was trained by stochastic gradient descent using the loss corresponding to the
regression in Eq.(10):
1
N
N
∑
i=1
|| fβ (xi)−θi||22. (11)
The neural network is composed of 4 fully connected layers, with 72 input neurons and 2 outputs,
and with hidden layers of size 80, 40 and 15, with ReLU non-linearity. We remark that, in this case, the
output dimension of the network (i.e. the dimension of the summary statistics) must match the number of
parameters. Further details on the training settings may be found in Table 1.
We compared the performance of this technique with the best distance learning approach that we
were able to find, namely the triplet loss one trained over the similarity set defined by using a threshold
corresponding to the 60th percentile. In Figure 6, we show both the distance contour plot for the same
observation point used in Figure 4 and the histogram of the estimated KL divergence over the 100 possible
splits of the test validation test. For comparison, we also show the histogram of the estimated KL diver-
gence for the Euclidean distance between model outputs. Although the contour plots look very similar,
the triplet loss distance is found to slightly outperform the Semiautomatic summary selection technique
with neural network according to the KL divergence measure.
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Figure 6: Comparison between distance learning and summary statistics learning. We considered
the best performing distance learning algorithm according to our analysis, meaning the triplet loss trained
over the similarity set corresponding to quantile 0.6. Although the better performance of triplet loss
is not evident from this distance contour plot, it results in being better according to the estimated KL
divergence. The inset in the histogram plot reports the median m, the mean µ and the standard deviation
σ of the estimated KL divergence over the 100 splits.
Having demonstrated the stronger performance of the distance learning approach with the triplet loss,
we will focus only on that in performing the subsequent ABC inference.
3.4 Computational considerations
We stress that ABC with distance or summary statistics learning comes at the expense of a larger com-
putational cost with respect to directly using the Euclidean distance between model outputs in ABC, case
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in which no training step would be needed. When applying the learning approach, instead, you need to
generate the training data, and this is quite expensive given the model we are considering, and then need
to perform the training. Note that, once the training data is generated, the SDML technique requires a
much shorter time for fitting than the time required for training the neural network in the other cases.
However, in the overall balance, when compared with data generation time and the ABC inference time,
the training step has a much smaller cost no matter the chosen method, and has to be performed only
once. Therefore, it does not make sense to prefer a distance learning method over another just because of
a shorter training time.
During inference, the computation of the new distance only requires multiplying output of the mech-
anistic model by some matrices with all distance learning techniques (as transforming some data with a
neural network simply consists of matrix multiplications and the application of element-wise non-linearity
functions). Therefore, the impact of distance learning on the computational complexity of the inference
is very small, comparable to the use of hand-chosen summary statistics.
In general, the larger computational cost is balanced by a more efficient ABC inference scheme and a
better approximation of the true posterior, given the same computational budget to the inference itself. We
also remark that our approach can be thought of as a pre-processing technique, as it can be used with any
ABC algorithm. Also, once the training has been performed, the same learned distance can be exploited
for inference on several observations of the same physical process.
3.5 Nested parallelization
For inference, we use the python package ABCpy (Dutta et al., 2017b), which implements some of the
most advanced ABC algorithms. The algorithms are implemented such that the computation can be highly
parallelized. This is in particular useful for computationally complex models since the time to solution
for all ABC algorithms is dominated by the models forward simulation time. To be more precise, the
inference algorithms usually need to start forward simulations with a lot of different model parameters to
obtain an accurate posterior distribution.
ABCpy’s backends for parallelization are based on the map-reduce principle. In the map phase a set of
parameters are distributed to a cluster of machines (nodes) and each node runs forward simulations on the
parameters assigned to it. In the reduce phase the results are collected from the cluster to a single master
node for a next iteration of forward simulations or further processing. Modern cluster nodes usually
have multiple cores and by default ABCpy runs one forward simulation per core. However, if the model
supports multi-threading (basic operating system threads), the backend can be configured accordingly.
ABCpy provides two different implementations of the map-reduce backend, one based on Apache
Spark and the other based on the message passing interface (MPI) (MPIForum, 2017). The decision for
these technologies was made to cover a broad user base, since Apache Spark is often used in industry
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Figure 7: Nested parallelization: Description of the communication architecture of the nested MPI
parallelization for ABCpy.
and MPI has its user base mainly in academia. Nevertheless, MPI has its application beyond scientific
communities in case high throughput and low-latency communication is required. Sufficiently complex
models, as for example in the domains of meteorology, finite elements, and fluid dynamics, are often
parallized using MPI.
However, previous versions of ABCpy did not support models that were parallelized using MPI,
which is the case for the studied volcano model. The challenge in enabling MPI model support is the fact
that MPI code uses an object called MPI communicator to control communication. In the Apache Spark
backend, this communicator is just not available due to the standard system setup and thus not usable in
standard installations. In the MPI backend, the communicator is available but used by the backend itself
that has to coordinate the parameter distribution and forward simulations. Thus, we contribute code to
ABCpy that enabled support for MPI parallelized models, broadening the field of applications beyond the
volcanic model discussed here.
The communication architecture of the nested MPI parallelization is depicted in Figure 7. Technically,
ABCpy creates two types of communicators : The team communicators and the scheduler communicator.
Team communicators are used by the forward simulation models as their main communicator and one
process of each team communicator is part of the scheduler communicator. This allows one process, the
scheduler, to provides work to the forward models as long as there are model parameters to explore.
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3.6 Posterior Inference
To draw Z samples approximating the posterior distribution p(θ |x0), we keep all the tuning parameters
for the APMCABC fixed at the default values suggested in ABCpy package, except the acceptance rate
cutoff, which was chosen to be 0.03. Different number of steps and samples are used for the inference
on the simulated and real data; check Section 4 for more details. We consider independent Uniform prior
distributions for the parameters with a pre-specified range for each of them, U0 ∼ U(100,300) [m/s],
R0 ∼U(30,100) [m]. To explore the parameter space of θ = (U0,R0), we use a two-dimensional trun-
cated multivariate Gaussian distribution as the perturbation kernel. APMCABC inference scheme centers
the perturbation kernel at the sample it is perturbing and updates the variance-covariance matrix of the
perturbation kernel based on the samples learned from the previous step.
For this work, we used supercomputing facilities in the Swiss supercomputing center (CSCS), namely
the Piz Daint supercomputer, where each compute node consisted of 36 Intel Broadwell Xeon E5-2695
v4 @ 2.10GHz cores. Each forward MPI simulation was run on one node, resulting in the use of Z cores.
With this setup, it is possible to run the APMCABC algorithm with the previously described settings in 2
hours.
3.7 Parameter estimation
Given an observed dataset x0, our main interest is to estimate the corresponding θ . In decision theory,
Bayes estimator minimizes the posterior expected loss, Ep(θ |x0)(L (θ ,•)|x0) for an already chosen loss-
function L . If we have Z samples (θi)Zi=1 from the posterior distribution p(θ |x0), the Bayes estimator
can be approximated as:
θˆB = argmin
θ
1
Z
Z
∑
i=1
L (θi,θ). (12)
As we consider the Euclidean loss-function L (θ ,θ ′) = (θ −θ ′)2, the Bayes estimator can be shown to
be the posterior mean Ep(θ |x0)(θ |x0), corresponding to an approximate one θˆ ≈ 1Z ∑Zi=1θi.
4 Results
To validate the performance of the inference scheme described in Section 3, we first try to infer the
posterior distribution (using Z = 100 samples and 12 iterations of APMCABC scheme) and the Bayes
estimate of the parameters given a dataset which was simulated from M (θ) using a known parameter
configuration, θ ∗ = (173.87 m/s,84.55 m). In Figure 8, we plot the approximate posterior distribution
inferred by APMCABC using the triple distance learned with best value of ε according to the above
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Figure 8: Inference on Simulated Data: Approximate posterior contour plot obtained through kernel
density (bandwith=0.8) estimate from Z = 100 samples after 12 iterations of APMCABC scheme from the
approximate posterior itself and Bayes estimate (black-cross) of the parameters given a dataset which was
simulated fromM (θ) using a known parameter configuration, θ ∗ = (173.87 m/s,84.55 m) (blue-cross).
The prior on the parameters was chosen to be uniform on the region represented in the plot.
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investigation, and the Bayes estimate for θ . We see the true parameter value θ ∗ = (173.87 m/s,84.55 m)
falls in a region with high posterior probability and the Bayes estimate θˆ = (172.09 m/s,86.92 m) being
close to the true value.
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Figure 9: Inference on Real Data: Approximate posterior contour plot obtained through kernel density
(bandwith=0.8) estimate from Z = 500 samples after 6 iterations of APMCABC scheme from the approx-
imate posterior itself and Bayes estimate (black-cross) of the parameters given the tephra deposits at 72
ground locations associated with the 2450 BP Pululagua volcanic eruption (Volentik et al., 2010). The
prior on the parameters was chosen to be uniform on the region represented in the plot.
After the validation of our inference scheme for a simulated dataset, we perform inference to learn
the posterior distribution (using Z = 500 samples and 6 iterations of APMCABC scheme) and the Bayes
estimate of the parameters given the tephra deposits at 72 ground locations associated with the 2450 BP
Pululagua (Ecuador) volcanic eruption (Volentik et al., 2010) in Figure 9. The Bayes estimate of θ and
the posterior correlation between (U0,R0) are correspondingly θˆ = (Uˆ0, Rˆ0) = (123.84 m/s,56.78 m) and
Corrpost(U0,R0) = −0.79, indicating that the similar deposition of tephras could have been caused by
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combinations of higher injection velocity and narrower vent radius or a lower injection velocity and wider
vent radius.
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Figure 10: Posterior Prediction Check: To validate the numerical volcano model and the inference
scheme we perform a posterior prediction check by simulating 100 datasets, each using a different param-
eter sample drawn from the posterior distribution. Here, we plot the tephra deposit from field-observation
(black) used for inference, the boxplot of the empirical predictive distribution (white-patch) and the mean
predicted dataset (red) at each locations
Next we do a posterior predictive check to validate our model and inference scheme. The main goal
here is to analyze the degree to which the observed data deviate from the data generated from the inferred
posterior distribution of the parameters. Hence we want to generate data from the model using parameters
drawn from the posterior distribution. To do so, we first draw 100 parameter samples from the inferred
approximate posterior distribution and simulate 100 data sets, each using a different parameter sample.
We call this simulated dataset as the predicted dataset from our inferred posterior distribution and present
the mean predicted dataset (red) compared with observed dataset (black) in Figure 10. Note that since
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we are dealing with the posterior distribution, we can also quantify uncertainty in our predictions. We
plot the boxplot of the empirical predictive distribution (white-patch) at each locations to get a sense
of uncertainty in the prediction. This shows a good prediction performance of the numerical model of
volcanic deposition and the proposed inference scheme. The discrepancies in some of the locations can
mainly be explained by the inability of the numerical model in providing a complete description of the
process of volcanic eruption (eg. the model used in this paper do not consider the variability in deposition
due to flow of air). Also, note that some measurement error probably occurred when the data was collected
on the field, but that was not reported. However, by taking this into account we would probably be able
to reduce the discrepancies.
5 Conclusions
In this manuscript we provide an inferential framework to calibrate a numerical model of volcanic erup-
tion using ABC. To handle the expensive MPI-parallelized volcanic eruption model, we develop a com-
munication architecture of the nested MPI parallelization for ABC algorithms, implemented in ABCpy.
Further we learn a new distance measure to be used in ABC, in a data-driven manner by a deep metric-
learning algorithm.
The present manuscript explored two of the possible techniques for learning a distance exploiting the
embedding capabilities of neural networks. Many other techniques have been developed in the computer
vision field, and we plan to develop this methodology by adapting more advanced techniques to the ABC
setting, in which the training samples do not belong to discrete classes, as it is customary for images, but
are only associated to parameter values. Also, we leave the theoretical investigation of the consistency
and rate of convergence of the ABC algorithms, using this learned distances, for future work.
In our knowledge, this is the first attempt to use ABC-based inferential schemes for such an expensive
stochastic model, which could not be achieved without the development of the nested-parallelization
and distance learning. We first validated the inference scheme, by learning the posterior distribution
and Bayes estimate for a simulated dataset with a known parameter configuration. Then we applied the
inferential framework for a real data consisting of tephra deposits collected in field-observations at 72
ground locations associated with the 2450 BP Pululagua (Ecuador) volcanic eruption (Volentik et al.,
2010). The developed framework also provides us a framework to quantify prediction uncertainty of this
model.
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