Exotic magnetic structures such as magnetic skyrmions and domain walls are emerging interest in nitrogenvacancy center scanning magnetometer studies. However, a systematic imaging approach to map stray fields with fluctuation of several milliteslas generated by such structures is not yet available. Here we present a scheme to image the millitesla magnetic field by tracking the magnetic resonance frequency, which is able to record multiple contour lines of a magnetic field. Then the radial basis function algorithm is employed to reconstruct the magnetic field from contour lines. Simulations with shot noise quantitatively confirm the high quality of the reconstruction algorithm. The method is validated by imaging the stray field of a frustrated magnet. Our scheme accomplished a maximum detectable magnetic field gradient of 0.86 mT per pixel, which enables an efficient maging of millitesla magnetic fields.
I. INTRODUCTION
Imaging the magnetic field generated by spins and currents is a powerful method to study materials and devices.
In recent years a scanning magnetometer based on the nitrogen-vacancy color center (NV center) in diamond is emerging, which enables magnetic field imaging with high sensitivity and nanoscale spatial resolution 1,2 . Measuring the Zeeman splitting of energy levels of NV centers can determine the magnetic field and quantum interference schemes can be applied to improve sensitivity 1, 3 . After the first experiment that demonstrates potential nanoscale imaging magnetometry 4 , NV center-based microscope has been recently adopted to study non-collinear antiferromagnetic order 5 , magnetic skyrmions [6] [7] [8] and magnetism in two-dimensional materials 9 .
In magnetism studies, fluctuation ranges of stray fields generated by many magnetic structures are usually up to several milliteslas 6, [10] [11] [12] [13] . Although the magnetic field with fluctuation less than 1 mT is convenient to measure by the optically detected magnetic resonance (ODMR) spectrum, there is a gap for large-fluctuation range magnetic fields because it is beyond the range covered by the linewidth of a spectrum. To image a magnetic field with a large fluctuation range, either expanding the microwave (MW) frequency sweeping range or adjusting a) Electronic mail: wpf@ustc.edu.cn b) Electronic mail: ckduan@ustc.edu.cn c) Electronic mail: djf@ustc.edu.cn the range during scanning is required. However, a largerange sweeping is time-consuming and it could be laborious in adjusting the sweeping range with noise. Hence, an efficient scanning scheme providing the ability to map a magnetic field with fluctuation of several milliteslas is still lacking. A protocol optimized the control pulse to achieve a high-dynamic-range imaging 14 . But the reconstruction of magnetic fields could be impossible if the change of the magnetic field among adjacent pixels is larger than the frequency gap of the grating pulse. This ability can be defined by the maximum detectable derivative of magnetic fields with respect to space and hence the acutance of the imaging method. Although the lock-in technology 15 is also constrained by the linewidth, tracking the fluctuation of magnetic fields can accomplish a high-acutance and high-dynamic-range imaging. Besides, there still lacks a reconstruction algorithm.
In this work, we develop and demonstrate a magnetic field tracking method and a reconstruction algorithm, which enables efficient and robust imaging of millitesla magnetic fields. The magnetic field tracking was accomplished by adjusting MW frequencies according to PL at three frequencies and the algorithm utilized radial basis functions (RBF) to reconstruct magnetic fields from the magnetic resonance fringe image.
II. METHODS AND RECONSTRUCTION ALGORITHM
Firstly, we realized magnetic field tracking during scanning. PL is recorded while an MW field is applied with a fixed frequency like the iso-magnetic field method 4,16,17 , but this was performed three times with different fre- quencies f 0 , f − and f + for each pixel and PL is denoted as C 0 , C − and C + , respectively. C 0 was recorded as the signal to form the magnetic resonance fringe image and C − and C + were used to detect changes of the resonant frequency from f 0 [ Fig. 1(b) ]. f 0 was the resonance frequency determined with a full spectrum for the first pixel and f ± = f 0 ±δ, where δ was a fixed offset. δ can roughly assigned as the full width at half maximum (FWHM) of the spectrum as shown in Fig. 1 (b) and could be adjusted according to the estimated gradient of the magnetic field to be measured. C 0 was compared with min{C − , C + } and then all three frequencies f 0 , f ± would decrease (increase) by δ for the next pixel if C − (C + ) was less than C 0 . A threshold k was introduced to reduce the effect of PL fluctuation and other noise. In detail, the decision to change frequencies was made by comparing the ratio of C 0 to C ± with k instead of comparing C 0 with C ± (see supplementary material for a flowchart). There is a tradeoff where k gives resistance against noise at the cost of delay in tracking the resonance frequency.
Through the above procedure, three maps of C 0 , C − and C + and one map of f 0 were recorded. The image of resonance fringes, i.e. normalized PL, was calculated:
Here the maximum between C − and C + was used as a reference to reduce the influence of PL fluctuation. This is because f − or f + could be in the range of the spectrum and thus C − or C + could be smaller than reference PL (dashed line in Fig. 1(b) ). To increase the number of valid data, we exchanged the value of C 0 with the value of C − (C + ) for some pixels and changed the value of f 0 correspondingly, right after which frequencies has decreased (increased), by post processing. The RBF algorithm was employed to reconstruct the magnetic field from contour lines of a magnetic field. RBF is widely used to reconstruct surfaces with scattered data because it is easy to calculate and has good reconstruction quality [18] [19] [20] . This algorithm utilizes the sum of radial basis functions to approximate target data and one commonly used basis function is the thin plate spline (TPS). Let S i denote the target data value at location (x i , y i ) in a map, with i = 1, 2, · · · , n. The TPS function has the form:
where · denotes the usual Euclidean norm and a 1 , a 2 , a 3 and b i are coefficients to be determined. a 1 , a 2 , a 3 can be determined by linear fitting at first. The TPS corresponds to the radial basis kernel φ(r) = r 2 log r.
Here the TPS function represents the map of resonance frequencies.
The fitting was accomplished by minimizing the following energy function while retaining square integrability of second derivatives of f (x, y) 18
) and λ is a positive scalar to control the smoothness (the second term). The value of λ may be assigned according to the noise distribution. The function g(x) is the line-shape function of the ODMR spectrum (Gaussian function in this work) and parameters could be fitted by the spectrum measured for the first pixel.
We then introduced a weight w i = 3−2.5S i to rank the data and guide the search. The weight was constructed as a monotonically decreasing function of S i to rank the maximum contrast above zero contrast. A convenient choice of a linear function was employed, and the parameters was determined to make the data with zero contrast weigh half of those with the maximum contrast for a typical contrast range of 0.8-1. Consequently, the new energy function to be minimized is:
As an optimization problem, the coefficients can be computed with quasi-Newton method. Thus the map of resonance frequency is recovered using the TPS function (Eq. 2) and the magnetic field can be calculated from the resonance frequency 1 . In addition, less coefficients could be used in the TPS function (Eq. 2) to save computation time with slight influence on reconstruction quality.
III. SIMULATIONS AND EXPERIMENTAL RESULTS
In order to examine the reconstruction quality, a simulation experiment was performed on a dipole-like field [ Fig. 2(a) ]. Parameters of the simulation dipolar field were chosen to obtain a typical magnetic field in stud-ies. Other parameters for simulation were chosen the same as the following experiments. As the following experiments, a bias field of 5.5 mT aligned with NV axis was applied to measure the magnetic field component along the NV axis from one resonance frequency of the splitting two energy levels 1 . In the simulation resonance fringe image as shown in Fig. 2(b) , the frequency used to excite each fringe is exactly known. Moreover, the reconstructed magnetic field [Fig. 2(c) ] is in line with the original dipolar field except slight distortions in corners, which is a boundary effect and could be suppressed. The absolute deviations of the reconstructed field from the original field in Fig. 2(d) demonstrate reconstruction quality quantitatively. As can be seen, the maximum deviation is about 0.04 mT except corners and deviations are less than 0.03 mT in most pixels. Considering that the magnetic field ranges from 0.4 mT to 1.1 mT in most pixels, we come to a conclusion that the reconstruction field is in line with the original field quantitatively. Additional simulation experiments were performed with different photon counts (see supplementary material), which indicates that the reconstruction algorithm is less sensitive to noise.
In fact, excitation frequency maps such as Fig. 3 (b) provide rough contour lines of magnetic fields because magnetic field tracking ensures that f 0 is close to the magnetic resonance frequency. As a result, magnetic fields can always be reconstructed as long as no complete tracking loss has happened during scanning, which has a low probability because tracking loss is suppressed by the threshold k and could probably be corrected during following scanning. Having examined the magnetic field tracking and reconstruction algorithm, we applied this scheme to image the stray field of Fe 3 Sn 2 . Fe 3 Sn 2 is a frustrated magnet with various spin textures 21 so that its stray field is suitable to test our scheme in experiments. The experiment setup is shown in Fig. 1(a) where the Fe 3 Sn 2 thin film was attached to a resin platform 22 . A tuning fork, as an atomic force microscope tip, carried the magnet to approach NV centers and move. The resonance fringe image was acquired by scanning the sample over an NV center while recording PL. We used a software control to track the resonant frequency during scanning in this work.
The resonance fringe image from experiment is shown in Fig. 3(a) and parameters in the scanning procedure were chosen as δ = 12 MHz and k = 0.96. λ in the reconstruction algorithm was assigned to minimize the deviation of the calculated PL [ Fig. 3(d) ] from the normalized PL in experiments. λ = 1 × 10 −9 in this work can be used as a default value with the scanning scope normalized to 1 × 1. The resonance fringe image demonstrates a sketch of magnetic field in association with the map of f 0 [ Fig. 3(b) ]. There are no obvious distortions in reconstructed field as shown in Fig. 3(c) . Furthermore, the resonance fringe image calculated from the reconstructed field is in good agreement with the original one qualitatively, which validates the reconstructed field. 
IV. DISCUSSIONS AND CONCLUSION
We now discuss the performance of our scheme. First, the maximal sensitivity can be evaluated in the same way as that of ODMR spectrum because the measurement of our scheme is based on ODMR spectrum. The only difference is that the measurement duration is 1.5 times the one in the ODMR spectrum because one of C − and C + is not utilized when calculating the normalized PL. Therefore, the sensitivity is 1.6 µT/ √ Hz in this work as a result of the utility of pulsed spectrum 23 . Since δ is assigned as the FWHM and the maximum slope locates in the range of FWHM in either Gaussian or Lorentz lineshape, PL can be measured at the maximum slope in the spectrum before changing MW frequencies. Second, the acutance is determined by magnetic field difference per step in a tracking approach. In our scheme, the maximum detectable magnetic field gradient is twice of δ per pixel. Hence, 0.86 mT per pixel is achieved in our experiment. As a tracking method, it is convenient to accomplish a high-dynamic-range imaging as well. A magnetic field with a fluctuation range of 10 mT is measured in a simulation (see supplementary material). We noted that the off-axis magnetic field could lead to a reduction in ODMR contrast and this effect could be well handled for the off-axis component less than 10 mT (see supple-mentary material). However, any measurement based on the ODMR spectrum, including our scheme, would be invalid for larger off-axis magnetic fields. In this regime, the quenching method 7,16,24 could be more appropriate. Third, the speed of our scanning scheme could be pretty fast. The acquisition time for an image of 4096 pixels is about 5 min, taking typical values in measurements (200 photons per ms and integration time of 25 ms per pixel at a frequency). Given that the sensitivity is not improved, our scheme provides an alternative to image millitesla magnetic fields efficiently with compromise on precision.
In conclusion, we have demonstrated a magnetic field tracking method to map multiple contour lines of a magnetic field and used TPS algorithm to reconstruct the magnetic field. Simulations show that the reconstructed field agrees well with the original magnetic field. Experimentally, contour line images of the stray field of a frustrated magnet are measured and the reconstructed magnetic field is validated qualitatively. Our scheme accomplishes a maximum detectable magnetic field gradient beyond the linewidth of the ODMR spectrum without compromise on speed or robustness. These advantages and features of our approach make it more efficient in imaging millitesla magnetic fields, which will facilitate the studies based on NV magnetic microscopy.
SUPPLEMENTARY MATERIAL
See supplementary material for the flowchart of the tracking method, additional simulations and diamond sensor preparation.
