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ABSTRACT
As energy becomes an increasingly important issue for generations to come, it is crucial to
develop tools for valuing and understanding energy projects from an economic perspective
since ultimately only economically viable solutions will be pushed forward. A model is
developed for valuing a generic offshore floating wind farm from a corporate finance
perspective. The model is used to value the project based on multiple valuation metrics and to
generate sensitivity analyses on multiple important technical, cost and financial parameters. It
is found that offshore wind projects can be economically viable under current conditions
contingent on high annual mean wind speed and government support. In addition, it is also
found that financial parameters prove to be equally or even more important than technical
parameters in affecting the overall project value. Furthermore, the wind speed and power
output are modeled using a mean reverting Ornstein - Uhlenbeck process whereby it is found
that while wind speed is positively autocorrelated, the averaging period plays an important role
in determining the nature and extent of the autocorrelation. Finally, the valuation is extended
and generalized to a Black-Scholes option based valuation of any project whose underlying
asset follows a mean reverting process, whereby a model is developed to find the debt and
equity values under the assumption of time independence. The tools developed for this
purpose can prove to be useful in other applications besides energy, such as shipping and
commodities, as the underlying characteristics of energy projects are often similar across other
markets.
Thesis Supervisor: Paul D. Sclavounos
Tile: Professor of Mechanical Engineering and Naval Architecture
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A. INTRODUCTION
The Wind Energy Market
Wind energy is one of the world's fastest growing renewable energy technologies. In
2009, wind power grew at a rate of 31.7% (World Wind Energy Report 2010) and in 2010 had a
growth rate of 23.6%, which was the lowest growth rate since 2004 and the second lowest in
the past decade (World Wind Energy Report 2011). As can be seen from the graphs below,
while the new installed capacity may have stopped increasing, it remains positive and world
total installed capacity has been increasing for the past ten years:
World Total Installed Capacity [MW]
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Figure 1: World Total Installed Wind Power Capacity (World Wind Energy Report 2011)
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Figure 2: World New Installed Wind Power Capacity (World Wind Energy Report 2011)
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On the global wind market, for 2010, Asia accounted for the largest share (54.6%) of
new installations, with China surpassing the USA as the country with the largest total wind
power capacity, as it added approximately 19,000 MW within one year, which accounted for
more than 50% of new global installed wind capacity (World Wind Energy Report 2011). For
2011, the equivalent numbers are shown in the figure below:
Top 10 cumulative capacity Dec 2011
Rest of the world PR Ohna
Portugal
SCanada
UK
Ind
Spain
Germany USA
counvy ?4W %SHARE
PR China 62 364 262
USA 46,919 19.7
Guman 29060 122
Spain 21,674 9.1
india 16,084 6.8
France* 6,800 2.9
ttaty 6,737 2is
UK 6,540 27
Canaida 5,265 22
Portugal 4,083 11
Restoftheword 32,143 135
Total TOP 10 205,526 86-5
worid Total 237,669 100.0
Top 10 new installed capacity Jan-Dec 2011
somme C"C a Atf~ure Some G"C
Figure 3: Total and New Installed Capacity by Region (Annual Market Update 2011)
Looking at the figure above, which includes total and new installed capacity by region
for 2011, it can be seen that while China is indeed the leader in both total and new capacity,
neither the USA nor Europe (cumulatively looking at the EU-27) can be neglected as
insignificant forces in the global wind energy market. According to a report by the U.S
Department of Energy, the case is made that 20% of US electricity can be produced by wind
energy by 2030 (20% Wind Energy by 2030 2008). Consequently, it can be argued that there are
19
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strong fundamentals behind the push towards wind energy projects and the use, globally, of
wind energy as a component of the world's energy profile.
Offshore Floating Wind Energy
In the effort to establish wind as a reliable energy alternative, wind technology and the
wind market have been pushing towards new boundaries and have been exploring ways to
increase the technology's impact while trying to remain or reach economic competitiveness. At
the forefront of this effort is the implementation of offshore wind energy. Offshore wind
energy has been itself growing rapidly. In 2010 there was a total installed offshore capacity of
about 3,100 MW, of which about 1,150 MW was added in 2010 (World Wind Energy Report
2011). Therefore, while the total share of offshore wind in global capacity is quite low (about
1.6% in 2010) and its share of new installed capacity is also low (3.1% in 2010) it is a fairly new
sector of the wind industry that has recently grown significantly to reach this number (World
Wind Energy Report 2011).
As can be seen in figure 4 and table 5, undoubtedly the region with the highest share
and interest in offshore wind energy currently is Europe. However, despite the currently
stronger focus of Europe in offshore wind technology, the USA has no lack of interest in this
technology as can be seen from the efforts to complete significant offshore wind projects such
as the Cape Wind project off the coast of Massachusetts (Cape Wind 2012).
20
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Figure 4: Offshore Wind Capacity and Growth by Region (World Wind Energy Report 2011)
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Figure 5: Top 5 Countries in Offshore Wind Energy in 2010 (World Wind Energy Report 2011)
Offshore wind has been at the forefront of the wind industry and floating offshore
technology is at the forefront of offshore wind, thus rendering floating wind energy the latest
effort of the wind industry to develop a competitive edge. Promising floating wind turbine
21
concepts are the Tension Leg Platform (TLP) designs and Taught Leg Buoy (TLB) designs, as
shown in the figures below (Scalvounos, et al. 2010):
I
Figure 6: Tension Leg Platform (left) and Taught Leg Buoy (right) Supporting Wind Turbines
(Scalvounos, et al. 2010)
The TLP designs can have different forms. One such design includes the support of a
standard three-bladed horizontal axis turbine, which includes the tower, hub, nacelle and
blades, connected to a cylindrical buoy by a transition piece, which supports three equally
spaced, horizontal outriggers or braces that are connected by vertical mooring lines to anchors
(Luypaert 2012), (Sclavounos, Tracy and Lee 2008). The whole structure is kept in position by
being connected to anchors in the seabed with pre-tensioned mooring lines that compensate
for the excess buoyancy of the buoy and maintain a static vertical equilibrium (Luypaert 2012):
22
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5
1. Blades
2. Nacelle + Hub
3. Tower
4. Transition piece
5. Buoy
6. Braces
7. Mooring lines
7 ' I 7
Figure 7: Components of the Wind Turbine and Platform (Luypaert 2012)
The effort to include offshore wind energy as a viable solution to the energy profile of
any country includes the creation of offshore wind farms comprised of multiple wind turbines
supported in structures like the one described above. In order to integrate such farms to the
existing grid, electrical infrastructure has to be built which would include offshore substations
and underwater cables connecting the farm to the grid.'
The Appendix, section A.1, includes a picture of an offshore substation.
23
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Wind energy is not without its uncertainties. While onshore wind technology is
relatively well established, offshore and especially floating offshore wind technology has been
characterized by question marks. One of the major uncertainties over offshore wind is the
economic viability of such projects. There have been criticisms made towards the nature and
level of costs associated with offshore wind turbines, especially focused on seafloor mounted
turbines that have already been installed (Twidell and Gaudiosi 2009). As for floating wind
turbines, since they are still in the development phase, there is great uncertainty over the
overall practicality and viability of floating offshore wind stemming mostly from economic woes
(Twidell and Gaudiosi 2009).
Motivation
Wind energy is growing all over the globe and offshore floating wind technology is
technologically, at the forefront of this industry. Looking at the fundamentals surrounding
offshore wind technology it is easy to realize that there is a strong potential for development.
The tables below outline certain characteristics of offshore wind technology and compare them
to the trends and characteristics of the more established onshore wind technology:
OFFSHORE WIND TECHNOLOGY
Advantages Drawbacks
Higher wind-speeds compared to Higher costs due to specialized
onshore installation, support structure and
maintenance
Greater area available for building wind- More difficult operating conditions:
farms necessity for corrosion and fatigue
prevention
Lower wind shear Difficult access
Lower wind turbulence More difficult connection to the grid
Proximity to cities and other load centers Sustain higher wind and wave forces
No negative visual effect
No noise effect
Table 1: General overview of advantages and disadvantages of offshore wind
24
Factor Onshore, land-based, trends Offshore, marine based, trends
Large Turbine Delivery by road becomes difficult Delivery by barge or ship is
Size relatively easy
Wind Strength Reduced over land, unless high sites; Stronger and less turbulent over
land and structure-induced sea. Hence significantly increased
turbulence capacity factor
Array Size of More than ~ 1km "length" leads to Single "state ownership" of seabed
Wind Farm land ownership complexity and local and national planning allows large
planning objections arrays
Wind Farm < 50 MW likely > 100 MW (conceptually 1000
Capacity MW)
Experience Considerable Limited
Logistics Straightforward Complex and specialized
Foundations Straightforward and relatively cheap Complex and expensive
Erection Easy, but requires large land cranes Straightforward with techniques
and cranes from offshore oil & gas
rigs
Electrical Straightforward. Grid connection may Complex; plus need for
Connection be near strengthened land line to grid
transmission
Maintenance Straightforward Complex and very weather
dependent
Table 2: Generalized comparison between Onshore and Offshore Installation for Large Wind
Turbines (Twidell and Gaudiosi 2009)
Looking at the tables above it can be seen that offshore wind technology is worth exploring
given that it offers a chance to explore the potential of higher wind speeds and better quality wind. In
addition, floating wind enables countries to take advantage of the abundant, as can be seen in the figure
below, offshore wind resource:2
2 Also, see figure 13 for an offshore wind map of the USA showing the prevailing high average wind speeds
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Figure 8: Available Offshore Area (km2) for Wind Energy Farms within National Jurisdictions -
Europe (European Environmental Agency 2009)
Unfortunately, one of the major drawbacks in pursuing such projects and taking
advantage of this abundant resource is the uncertainty around the costs involved in such
projects which in turn are connected to regulatory uncertainties (Hartland 2003). These
uncertainties in tandem with the financial crisis of 2008 and its aftermath, especially in Europe,
have created an unfavorable climate for such investments as debt markets remain weak
(Annual Market Update 2011). To exacerbate this situation, as can be seen from the figure
below, much needed government support towards wind and clean energy in general is
projected to decline:
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Figure 9: Global Stimulus Spending on Clean Energy, $ billions (Annual Market Update 2011)
Given this environment, it is crucial to expand our understanding of the economics of
offshore floating wind energy and potentially de-mystify or confirm worries about its economic
viability. A deeper and comprehensive understanding not only of the level of the costs but also
an understanding of the sensitivity of the project value to such costs and to other parameters
such as financial variables and markets will potentially allow for such projects to find the
necessary financing they need and contribute to the world's energy problem. To achieve this,
flexible and practical valuation models need to be added to the complex technical models in
order to combine the engineering feasibility of such projects with economic viability.
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Objectives
The main objectives of this thesis include the construction of flexible valuation models
targeted to offshore floating wind farm projects initially but also towards developing general
valuation techniques for valuing projects whose value stems from mean reverting stochastic
processes. Therefore, besides the energy industry, the material presented in this thesis could
have applications in commodity or shipping markets. Specifically the main objectives of this
thesis are:
e Develop a flexible model for the valuation of a generic offshore floating wind farm
based on classical corporate finance valuation techniques
" Use the model to investigate and present a sensitivity analysis of the project value to
key parameters ranging from technical parameters to financial parameters
* Understand which are the most important factors affecting the value of the project in
order to inform decisions ranging from research and development to capital structure
and financing decisions
e Develop a generic statistical framework for modeling wind speed and wind power
production based on stochastic calculus
e Develop a framework for relating the model parameters to measurable quantities thus
allowing for the fitting of such a model to any location essentially on a turn-key basis
* Based on the modeling of wind power develop a framework for valuing assets whose
value is mean reverting, using a Black-Scholes framework
Outline
In section B of this thesis we present the model developed to value offshore floating
wind projects in a corporate finance framework and conduct a sensitivity analysis to certain key
parameters, reaching conclusions about what factors seem to affect the value of such projects
the most. Section C, develops a framework for modeling wind power production through a
mean reverting stochastic process, specifically an Ornstein - Uhlenbeck mean reverting process.
In section D, we develop the framework for deriving the Black-Scholes equation for a mean
reverting process relating option pricing to the valuation of debt and equity. Subsequently, in
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section E we present a method for valuing debt and equity by solving the Black-Scholes
differential equation for a mean reverting process when there is no time dependency, that is,
when the corresponding debt has a long or no maturity. Finally, in section F of this thesis we
summarize the major points of our analysis and make suggestions about the further
investigation of these topics.
B. CORPORATE FINANCE VALUATION
Valuation Theory
In this section of our analysis, the wind farm project is valued under the standard
framework of corporate finance. In financial theory, the value of a firm or project is equal to the
sum of the value of the debt and the value of the equity it can raise. There are three basic
methods for measuring the value of a project: the Weighted Average Cost of Capital (WACC)
method, the Flow to Equity method and the Adjusted Present Value method. Depending on the
underlying assumptions and the characteristics of the project, each method is more or less
suitable for the valuation, with each method having its merits and weaknesses. While the
model developed allowed for the implementation of all three methods, in order to avoid
overwhelming the reader, only the results based on the WACC valuation are presented, as it is
the most common valuation method and at the same time was pertinent to the chosen
assumptions. Nevertheless, in order to be comprehensive, all three methods are explained in
the following section.
a. The Weighted Average Cost of Capital (WACC)
The value of a project at time t under the WACC framework is given by the value of the
discounted Free Cash Flow to capital (FCFc) at time t plus the value of the project at time t+1:
FCFCt VPt+1  (1.1)VP' = F
1~ +WACC
If one substitutes iteratively for the value of VFt+1 the value of the project at time t is then
given by:
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T FCFC
=Pt (1+ WACC)t
t=o
T C
Vpt= (1 + W -AC)t (Initial Investment)
t=1
where:
FCFt: is the Free Cash Flow to capital of the project at time t
(1.2)
(1.3)
WACC: is the Weighted Average Cost of Capital, given by the following formula (Koller,
Goedhart and Wessels 2005):
WACC = rwAcc = VD kD
VD + VE
r c DrWACC V kD
+ DE E
V +VEE
+ -kE rwAcc = DkD + EkEVP
D_ VD VD
VD+VE VP
: is the value of the debt over the total value of the project, that is, the
leverage of the firm expressed as a percentage (of the total value of the firm)
E = VE = 1
VD+VE VP
- D : is the value of equity over the total value of the project
kD = (1 - tax)r = (1 - r)r : is the after-tax cost of debt, with r being the tax rate and r being
the pre-tax borrowing rate for the project or firm
3 For a more detailed understanding of how the Free Cash Flow to Capital, FCFc, is computed see Koller, Goedhart
and Wessels (2005)
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Where:
(1.4)
(1.5)
kE : is the project's cost of equity, that is, the return expected to be earned by people investing
in the project's stock
While the above parameters are often easy to observe, the cost of equity is often hard
to determine. Therefore, in order to determine the value of kE the Capital Asset Pricing Model
(CAPM) is used. Specifically, the cost of equity for a company that is public, that is, its stock is a
tradable asset, can be determined by:
kE = rf+frM-rf) (1.6)
Where:
rr : is considered to be the risk free rate (often taken as the current yield on the 10-year US
Treasury bond)
rM : is the expected market rate of return (often taken as the expected return on the S&P 500)
rM - rf : is the market risk premium, that is, the expected return of the market over the risk
free rate
= cov(rM) : is equal to the covariance of the return on asset or project i and the return on
the market, over the variance of the return on the market. That is, R is a measure of the risk of
the stock relative to the market and can be computed by regressing a time series of the returns
of asset i to the market returns (for the same holding period)
Often however, the project or firm equity may not be tradable, that is, the firm might be
private. In such a case, one may use the 0 of a comparable or a series of comparable companies
in which case the beta must be adjusted for the leverage of the project at hand relative to the
leverage of the comparable company or project. Specifically, the S of the project can then be
estimated by:
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Pcomparble X Ecomparable (1.7)
Eprivate
As described until now, in order to find the WACC of a project one needs to estimate the
value of the cost of equity. Yet, for the case of an offshore wind energy project, it is most often
the case that neither method for estimating the cost of equity can be used because such
projects do not have publicly traded stock and most probably have no comparable companies
from which to infer the project beta. A useful relationship for estimating the WACC for a
project has been developed by Miles and Ezzell (Miles and Ezzell 1980). As derived by Miles and
Ezzell, the WACC can be related to the unlevered cost of equity, po, the tax rate, T, the pre-tax
cost of debt (borrowing rate), r, and the leverage of the project D. Specifically, under the
assumption that the leverage of the project is constant throughout its life, an assumption that
could be limiting but not necessarily unrealistic for a project on the balance sheet of a large
company, the WACC is given by the following equation (Miles and Ezzell 1980):
TWACC:p =pO-TrD (+r (1.8)
Where:
p*: is the WACC as computed by the Miles and Ezzell formula, that is, as a function of the
unlevered cost of equity, po
Under this relationship, it is not the levered but the unlevered cost of equity that needs
to be estimated. The unlevered cost of equity is the discount rate that investors would require
should the project be financed completely by equity, that is, no debt was raised.4 Although the
methodology does not eliminate the need to estimate a parameter, the unlevered cost of
equity can be directly linked to the risk associated with the project as it is not affected by the
targeted leverage. Therefore, the unlevered cost of equity depends only on the risks attached
4 The Appendix, section B.1, includes an analysis based on (Koller, Goedhart and Wessels 2005) that shows how the
unlevered cost of equity is related to the cost of equity
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to the investment and therefore is purely project related. Consequently, while using this
methodology one does not avoid trying to determine a parameter that is hard to estimate, it
allows one to avoid estimating betas (which requires good quality data and good judgment in
determining the comparables) and relates the valuation to a more fundamental quantity.
b. Adjusted Present Value (APV)
The Adjusted Present Value (APV) method (Myers 1974), is more suitable in valuing a
project that is characterized by a variable capital structure, where the leverage of the firm
changes significantly during the project's lifetime. The value of a project under the APV
framework is given by the sum of the value of the unlevered firm, Vp, that is, if the firm is fully
financed by equity, and the present value of the interest tax shields (ITS) arising from any
financing coming from issued debt:
Vpt = V1U + PV(ITS) (1.9)
The valuation of the unlevered project is the same as that under the WACC framework,
that is, the sum of the discounted free cash flows to capital, yet as there is no debt the rwAcc is
replaced by the unlevered cost of equity, po . The present value of the interest tax shields is
found by discounting each tax shield by the corresponding yield to maturity of the debt for
which it is earned. Therefore, the total value of the project is given by:
T
y + rTVD (1.10)
p , t ( 1 p t ( 1 t
t=o
Where:
T: is the tax rate
y : is the yield to maturity of the corresponding debt issuance
po : is the unlevered cost of equity
33
VD: is the principal value of debt
r : is the interest rate on the debt issued
In evaluating the present value of the interest tax shields one may have to take into
account the fact that there may be more than one layer of debt, consequently each layer's tax
shields should be discounted separately with its corresponding yield and then added to the
other layers. In the case of several debt tranches the present value of the ITS becomes:
T L
PV(ITS) = ririVi1 (1.11)
t=1 tayer=1 + y1)t
However, in order to simplify the calculation of the APV there are two changes that can
be made to the rate used to discount the tax shields. Firstly, by assuming that the risk of the tax
shields is of the same level as that of the operating assets, one may discount the tax shields
with the unlevered cost of equity as opposed to the debt yield to maturity. With this change the
equation for the present value of the ITS and the total value of the project is given by:
T
Z FCFt + T It
VPt = P(
(1+ po)t
Where:
It : is the interest expense for year t
Alternatively, if one assumes that the risk associated with the tax shields is similar to
that of the risk of the debt, one may discount the tax shields by the cost of debt. In that case
the equation for the value of the project becomes:
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FCFt T t (1.13)
Vpt = (1+ p0 )t + Yi (1+ r)t
t=0 1+ O t=0
According to Koller (Koller, Goedhart and Wessels 2005), the choice between each
simplified method depends on the assumptions made about the project capital structure. If it is
assumed that the debt-to-value ratio will remain constant throughout the life of the project,
then it is more sensible to assume that the risk of the tax shields is similar to that of the
unlevered cost of equity. Otherwise, if it assumed that the debt to equity ratio varies, then it is
more sensible to assume that the risk associated with the tax shields is of the same level as the
risk of the debt. Consequently, depending on the level of accuracy desired and the underlying
assumptions about the project one may apply either simplification.
c. Flow to Equity (FTE)
The Flow to Equity (FTE) method is preferred when the project is highly levered. While
in the APV and WACC method the debt and equity flows are lumped together and the value of
equity is calculated as a residual, the flow to equity takes explicit account of the flows to the
stockholders. Therefore, the value of the project according to the FTE is given by the sum of
the discounted Free Cash Flows to equity (FCFE), where the cash flows are discounted by the
levered cost of equity:5
TFCFEt FCF , t{
Vp+t = , t = % IkE't - (Initial Investment) (1.14)(1 + kgt (1 + kgt
t=0 t=1
Assumptions and Methodology
As aforementioned, while all three valuation methods described in the previous section
were explored in the analysis of the offshore wind farm, only the results of the WACC analysis
are presented. In order to allow for the investigation of the characteristics of offshore wind
5 EFor a more detailed understanding of how the Free Cash Flow to Equity, FCF , is computed see Koller, Goedhart
and Wessels (2005).
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technology as a whole and avoid over specifying our analysis, the base case of the analysis
included a generic offshore wind farm which was used as the basic framework upon which the
sensitivity analysis was done. The assumptions underlining the base case used are presented in
the following section. The assumptions upon which the basic framework of this analysis was
built are comprised of three important categories: Wind and Wind Farm Characteristics, Costs
and Financial Parameters. The following sections present each category separately.
a. Wind and Wind Farm Characteristics
The base case scenario assumed a 300 MW wind farm comprised of 100 turbines rated
at 3 MW. In the base case, the wind farm was assumed to be at a distance of 20 km offshore,
with a lifetime (years of operation) equal to 20 years and a construction time of 2 years. The
wind turbines used in this analysis were assumed to have an idealized power curve as shown in
the figure below:6
Turbine Power Curve3.5
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Figure 10 : The Assumed Wind Turbine Power Curve
Based on the prevailing ideas in the wind energy literature, the power curve is
characterized by 3 important points on the wind speed axis. These points, as described in
Manwell, are (Manwell, McGowan and Rogers 2009):
6 The power curve depicts the power output as a function of the wind speed at hub-height.
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- Cut-in speed: the minimum wind speed at which the turbine starts to deliver power
- Rated speed: the first point on the wind speed axis at which the maximum power output of
the turbine, the rated power, is produced
- Cut-out speed: the maximum wind speed at which the turbine produces power beyond
which no power is produced
Each wind turbine has a characteristic power curve depending on its manufacturer, who
is usually the provider of such curves. However, as can be seen from the figure below, the
general pattern of wind turbine power curves is common across curves irrespective of the
turbines' manufacturer:
Generated power (kW)
2 500-1
2
1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
Windspeed (m/s)
- -P_nom = 2.0_3 -a- RPnom = 2.0_4 - * - Pnom = 15_1 -- m. P_~no =1.5_2
Figure 11: Power Curves for 4 existing wind turbines: two with Prated = 1.5 MW and P = 2 MW
(European Environmental Agency 2009)
Therefore, comparing the actual power curves to the base case power curve used, it is
understood that the one used is an idealized approximation of actual manufacturer power
7 The Appendix in section B.2 includes a figure of the power curve for a Vestas V90 (3 MW) wind turbine
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curves, exhibiting the overall pattern expected by such curves. The base case power curve in
our analysis had the characteristics listed in the table below:8
Characteristic Value (m/s) Corresponding Power Output (MW)
Cut-in wind speed 3 Pmin = 0.0533
Rated wind speed 11.5 Prated = 3
Cut-out wind speed 25
Table 3 : Power Curve Parameters
The power available from wind follows a cubic function given by (Manwell, McGowan
and Rogers 2009):
(1.15)
PwinaV) = pAv3
Where:
p = 1.225 kg/m 3 is the density of air
A = 7854 m2 is the rotorswept area (assumed rotor diameter was Drotor = 100 m)
v : is the hub-height wind speed in m/s
Consequently, the power produced by the wind turbine between the cut-in and rated
speed is assumed to follow this cubic production function multiplied by the parameter, Cp,
which captures the efficiency of the turbine (Manwell, McGowan and Rogers 2009):9
(1.16)
Pturbine(V) = (pACr 
Where:
a The parameter values were chosen based on information provided by Alstom Wind in order to approximate a
generic power curve for a 3 MW turbine.
9 The power coefficient C, was inferred based on available power curve graphs so as to fit the assumed power
curve to actual power curves provided.
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Rotor Power Output Pwin 1.17)
Power Available in Wind Ptubine
Therefore, given the information presented above, the power curve used in our analysis
is given by the following equation:
0 for v < Vut-in
P(v1) = {-pACpv3 for vcut-in < v ! Vratea (1.18)
Prated for Vrated < V < Vcut-out
0 for veut-out < v
In order to model the power output of a wind turbine and consequently a wind farm it is
necessary to make an assumption about the wind speed probability distribution. In our analysis,
we assumed that the wind speed follows a 2-parameter Weibull distribution, which is the most
widely-used distribution for the characterization of 10-minute average wind speeds (Morgan, et
al. 2011).10 The Weibull distribution, f,(v), is given by the following formula:
k ( ) -e-(Ic)k v >0 (1.19)
0 v<0
Which has a cumulative distribution function (cdf) given by:
F,(v; k, c) = 1 - e-()k (1.20)
The Weibull probability density function (pdf) is a function of two parameters: a shape
parameter, k, and a scale parameter, c (k = 2 corresponds to a Rayleigh distribution). The
parameters k and c are adjusted so that the shape of the Weibull distribution fits the data
gathered in a particular location so as to render the pdf as representative as possible (Prasad,
Bansal and Sauturaga 2009). Consequently the shape of the Weibull distribution depends on
10 10-minute average wind speed is the most commonly applied measurement period stemming from engineering
applications (International Electrotechnical commission (IEC) 2005-08)
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both the location of interest and the time horizon of interest, for example monthly averaged
versus daily averaged wind speed (Bechrakis, Deane and McKegoh 2004). For the purpose of
this part of our analysis, the valuation is done so as to find the cash-flows on a yearly basis and
so the parameters k and c correspond to a yearly time interval, that is, k and c are the yearly k
and c.
The base case value chosen for the Weibull shape parameter was k = 2, a value that has
been shown to be consistent with yearly distributions of wind speed (Bechrakis, Deane and
McKegoh 2004). This value implies that the base case Weibull distribution is essentially a
Rayleigh distribution. With an assumed value for the shape parameter k, the scale parameter, c,
can then be derived after assuming a value for the mean wind speed, i , based on the
approximate formula presented below, valid for 1 ; k < 10 (Manwell, McGowan and Rogers
2009).
C ~ (1.21)
I'(1+ 1/k)
Where:
# = p, : is the yearly average wind speed for the given site
r(x) : is the gamma function given by:
F(x) = fett-ldt (1.22)
In the base case, the assumed value for the mean yearly wind speed was: - = y=
10 m/s. Consequently, based on the above formula the base case value for the scale
parameter, c, was: = 11.28 . Given these base assumptions for the two parameters of the
Weibull distribution and the mean yearly wind speed the base case Weibull distribution
describing the pdf of the yearly wind speed is shown in the plot below:
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Figure 12: Weibull Distribution (k =2) for Yearly Wind Speed
Like the scale parameter, the shape parameter, k, can also be determined given
assumptions about the mean wind speed and the volatility of wind based on the following
relationship (Manwell, McGowan and Rogers 2009):
(1.23)k = R1. 08 6
Where:
a, : is the standard deviation or volatility of wind speed which can also be computed, if k is
given, by the following formula (Manwell, McGowan and Rogers 2009):
(1.24)
= 2 -[(1+ 2/k)
- 2(1+ 2/k)
Ultimately, there exists an empirical relationship which has been used to relate three
parameters: the Weibull shape parameter, k, the Weibull scale parameter, c, and the mean
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wind speed, 0, for a specific location and given time interval, At (Manwell, McGowan and
Rogers 2009). This relationship is given below:
c 0.433 (1.25)
- = (0.568 + )~1k
1v k
With the stated assumptions about the wind turbine power curve and the wind speed
probability distribution it was possible to determine the wind farm capacity factor. The capacity
factor is defined as:
Turbine Mean Power Produced
Capacity Factor =Rated Power
OR
Actual power output over a year
Capacity Factor = Yearly power output if production is Prated always
Based on the model assumptions the mean power produced is given simply by the
power curve multiplied by the corresponding probability distribution:
Mean Power = E[P(v)] = Pmean = P(v)f,(v)dv (1.26)
Pmean = 1.65 MW
Consequently, the implied capacity factor (C.F) is: C.F = 55%." In order to calculate the
yearly energy production of the wind farm, it is necessary to assume an additional loss factor
due to the wake effects caused by one turbine over the other within the wind farm on top of
the efficiency limitation inherent in the wind turbine, which is captured through the power
" This value for the capacity factor does not take into account any mechanical and electrical losses on the power
curve model. The only losses taken into account are losses due to wake effects from other turbines in the overall
production of the wind farm. Although the chosen base case number is quite high relative to other values found in
the wind energy literature, the capacity factor has been confirmed by industry communications to approach values
around 55% for offshore locations (Wind Energy Industry, private communication).
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coefficient, C, (Manwell, McGowan and Rogers 2009). Thus, in addition to the given value for
the capacity factor, the base case assumed that the spacing between wind turbines was 10
rotor diameters (Johnson and Thomas 2009), which lead to a loss factor due to wake effects on
the overall wind farm power output of the order of 10% (Lissaman, Zadays and Gyatt 1982).
Based on these values, we were able to compute a base case yearly energy production of: 1.3
GWh.
At this point, it is important to stress that the derived value for the capacity factor is
aggressive compared to established beliefs about the possible range of values (Renewable
Energy Laboratory - Amherst 2008), (The British Wind Energy Association 2005). Consequently,
the yearly energy production is also aggressive as a result of the high value for the capacity
factor. However, it is important to understand that the high value for the capacity factor, as an
inferred number, was itself caused due to two important factors: the value of the yearly
average wind speed (p, = 10m/s) and the value of the wind turbine power coefficient
(Cp = 41%). Based on research done on offshore wind speeds, it has been shown that yearly
average wind speed are higher offshore than onshore (Archer and Jacobson 2003). In addition,
looking at the wind map of the figure below it can be seen that a yearly average offshore wind
speed of M, = 10m/s is not unreasonable:
Wind Sp6.d at 90 m
Figure 13: U.s Wind Map with Average Annual Wind Speeds at 90m above the surface
(Schwartz, et al. 2010)
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In regards to the choice of the power coefficient,C,, the value chosen was a direct
results of fitting the model power curve to available data provided by the industry (Wind
Energy Industry, private communication). Consequently, while the power coefficient itself may
be slightly higher than standard values used in the industry, the overall shape of the power
curve correctly reflects actual outputs (Burton, et al. 2001).
The summarized base case assumptions made for the wind turbine, wind resource and
wind farm are found in the table below:
Wind Resource Wind Turbine Wind Farm
pV (m/s) 10 m/s Rated Power 3 MW No. of Turbines 100
Shape Factor k 2 Cut-in Speed 3 m/s Capacity Factor 55%
Scale Factor c 11.28 Rated Speed 11.5 m/s Loss Factor 10%
Cut-out Speed 25 m/s Lifetime 20 years
Cp 41% Distance in sea 20 km
Construction 2 years
Farm Size 300 MW
Yearly Output 1,297 GWh
Table 4: Summary of Base Case Assumptions regarding the Wind Resource, Turbines and the Wind Farm
b. Costs
In calculating the cash flows for the valuation of the offshore wind farm it is necessary
to properly take into account the costs associated with this process. Especially in the case of
offshore wind technology, the costs have been at the heart of concerns about the technology's
potential viability (Heptonstall, et al. 2012). The project involves initial capital costs during the
construction period and operation and maintenance (O&M) yearly costs throughout the
lifetime. For the purposes of this analysis, the fixed (capital) costs are divided into two
categories: wind turbine and platform costs and the electrical infrastructure costs (including the
interconnection costs). The platform is composed of four components: the buoy, the transition
piece, the gravity anchors and the mooring lines. In turn, the buoy is composed of the cylinder,
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the stiffeners and the fairlead arms alternatively called outriggers or braces. These components
are shown in figure 7 of section A.
Based on our technical analysis we were able to compute the mass requirements for
each component. In order to compute the total costs of each component we then assumed the
following prices for each component, expressed in C/ton (Wind Energy Industry, private
communication):
COMPONENT COST MASS (tons)
Wind Turbine 1,000 f/kW 395
Buoy 3,284 f/ton (weighted average) 325
Cylinder 3,200 f/ton 194
Stiffeners 1,100 f/ton 19
Fairlead Arms/Outriggers 3,800 C/ton 112
Transition Piece 3,200 f/ton 105
Anchors 500 C/ton 250
Mooring Lines (100m) 6,900 f/ton 80
Assembly, Transportation and 83,333 C/day (weighted average)
Installation (AT&l)
Assembly 100,000 C/day
Transportation 50,000 C/day
Installation 100,000 C/day
Table 5: Cost and Mass Assumptions for Wind Turbine and Platform
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The table below summarizes the assumptions made about the costs of the wind turbine
and platform:
COMPONENT TOTAL COST (per turbine)
Turbine (Prated = 3 MW) £3,000,000
Buoy C1,067,300
Cylinder C620,800
Stiffeners £20,900
Fairlead Arms/Outriggers £425,600
Transition Piece £336,000
Anchors C125,000
Mooring Lines (100m) £552,000
Assembly, Transportation £500,000
and Installation (AT&l)
TOTAL COST (one turbine) £5,580,300
Total Cost per kw installed 1,860 £/kW
TOTAL COST (platform only) £2,5080,300
Table 6: Summary of Total Cost Assumed for Platform and Turbine
Looking at the above table, one can see that with the current design considerations the
cost ratio between the turbine and the platform is below one, indicating that the turbine
comprises the largest cost component.
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Based on these costs assumptions the figures below shows the decomposition of the
costs and of the mass of the offshore floating wind turbine:
Figure 14: Cost Composition of the Wind Turbine and Platform
Decomposition of Total Mass
6.93%
* Wind Turbine
* Buoy (Cylinder)
* Stiffeners
N Fairlead Arms
N Transition Piece
* Anchors
* Mooring Lines
1.65%
Figure 15: Mass Decomposition of the Wind Turbine and Platform
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Decomposition of Total Turbine Cost
0 Turbine
2.24%A N Buoy (cylinderstiffeners,outriggers)
N Transition Piece
U Anchors
E Mooring lines
N AT&I
Excluding the turbine cost, which is the largest cost component, the platform cost
composition is given by the figure below:
Decomposition of Total Platform Cost (ex
Turbine) N Buoy
(cylinderstiffeners,outriggers)
N Transition Piece
Figure 16: Cost Composition of the Platform
Another important component to the initial capital costs is the electrical infrastructure
and interconnection costs. In our model, the electrical infrastructure is comprised of the
transmission cables, the internal cables within the wind farm and the offshore substations. In
turn, the substations are comprised of the transformer, the switch gear, the compensator and
the platform needed to support the substation itself. The layout of the electrical infrastructure
is outlined in the figure below:
Shore
OnshoreCollecting Substation(s) Transformer GreGridPoint or Converter
I<- Collector System Bok Offshore Transmission System
Figure 17: Outline of the Electrical Infrastructure (Twidell and Gaudiosi 2009)
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The setup and costs of the electrical infrastructure in our model were based on the
analysis done by Ackermann et al. (Ackermann, et al. 2005). In regards to the transmission
cables and the substation, the model assumed the need of one 132kV high voltage AC (HVAC)
cable and one substation for every 150MW installed capacity. Consequently, for the base case
scenario, which dealt with a 300 MW wind farm, it was assumed that two cables and two
substations were needed. In regards to the platform needed to support each substation, it was
assumed that the mass of the platform changes linearly with the mass of the entity it supports.
Consequently, given that the substation was assumed to have a mass of 700 tons we
extrapolated the mass of the platform needed for the substation from the analysis done for the
wind turbine platform. In addition, the connection cables within the wind farm were assumed
to be high voltage DC (HVDC) cables, with the cost per km (including installation) given by the
following relationship (Lazaridis 2005) and (Martinez de Alegria, et al. 2009):
CHVDC cabie = 1.148 x Prated + 156 (1.27)
Where:
CHVDC cable: is the cost of the cable in (1000/km
Prated: is the system rated power in MW
Based on this cost assumption and the fact that the distance between wind turbines is
10 rotor diameters, the total cost of the internal transmission cables were calculated. The
following table summarizes the base case cost assumptions for each component of the
electrical infrastructure:
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COMPONENT COST
Transmission Cables (per 150 MW) 1,600,000 C/km
Purchase 1,500,000 C/km
Installation 100,000 C/km
Internal Cables 160,000 C/km
Substation
Transformer C3,000,000
Switch Gear C12,400
Compensator12  £2,000,000
Substation Platform13  Same costs per ton as for turbine
Table 7: Cost Assumptions for Electrical Infrastructure Components
12 The compensator was assumed, based on (Martinez de Alegria, et al. 2009) to be 2/3 of the cost of the
transformer.
13 The platform costs per ton was assumed to be the same for each component, namely the buoy, the transition
piece, the anchors, the mooring lines and the AT&I.
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The following table summarizes the (rounded) total cost assumptions for each
component in the base case scenario regarding the electrical infrastructure based on the above
prices:
COMPONENT COST (per turbine)
Transmission Cables (per 150 MW) C64,000,000
Internal Cables 18,000,000
Substation C5,012,400
Transformer C3,000,000
Switch Gear C12,400
Compensator C2,000,000
Substation Platform (per 150 MW)14  £4,686,000
Buoy 1,891,000
Transition Piece C595,000
Anchors C222,000
Mooring Lines C978,000
AT&lis £1,000,000
TOTAL COST OF ELECTRICAL INFRASTRUCTURE £100,100,000
Total Cost per kw installed 2,197 C/kW
TOTAL COST (one substation) £9,700,000
Table 8: Summary of Total Cost Assumptions (rounded) for the Base Case Scenario
14 The mass of each component was assumed such that the ratio (mass of component for substation)/(mass of
substation) is the same as (mass of component for wind turbine)/(mass of wind turbine)
is AT&I was assumed to be two time the cost of AT&I for a wind turbine
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Looking at the cost assumptions above, once again it can be seen that the ratio of the
substation cost to the substation's platform cost is below one, suggesting that the substation is
more expensive than the offshore platform. However, in this case, the highest costs component
of the electrical infrastructure is the transmission cables.
The figure below shows a decomposition of the electrical infrastructure costs, where it
can be seen that the transmission cables compose about 64% of the tota.l electrical
infrastructure costs:
Figure 18: Decomposition of the Total Electrical Infrastructure Costs
Furthermore, taking a closer look at the total costs of the substation only, that is of the
electrical components (transformer, switch gear and compensator) and the substation platform
(buoy, transition piece, anchors, mooring lines and AT&l) shown in the figure below, one can
see that the highest cost component of the substation is the transformer:
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Decomposition of Total Electrical
Infrastructure Cost
N Tranmission Cables
* Internal Cables
* 2 Substations (electrical
components)
N 2 Substation Platforms
Figure 19: Decomposition of the Cost of the Substation (Electrical Components & Platform)
Besides the fixed capital costs, the project also includes the O&M costs, which are yearly
variable costs from the first year of operation to the end of the project lifetime and are
assumed to grow, in the base case scenario, with an inflation rate of 3%. The O&M costs for the
first year are expressed in two forms. The first is in C/MWh per year, that is, in the form of cost
per energy produced per year. The second expresses the total O&M costs (that is for the whole
lifetime of the project) as a percentage of total capital cost for the wind turbines only, that is,
as a percentage of the total capital cost of all the turbines in the wind farm excluding other
capital costs such as the electrical infrastructure and the offshore platforms. Subsequently, the
O&M costs for the first year are assumed to be equal to the total O&M costs divided by the
lifetime of the project. For the following year, the costs grow with the inflation rate.
Consequently, with the second method the O&M costs are found by:
Total O&M Cost = x/o X (Cost of Turbine only) x (# of Turbines in Farm)
Total O&M Costs
Yearly O&M Costs =
Lifetime of Project in Years
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Decomposition of Total Substation Cost
*Transformer
" Switch Gear
" Compensator
2.28% U Buoy
" Transition Piece
* Anchors
* Mooring Lines
0.13%
" AT&I
Where:
x%: is the chosen value for the fraction of O&M costs over the total turbine costs
Yearly O&M Costs: is the adjusted for inflation costs per year, that is, if the first year of
operation is year t = 2 (i.e. construction time is 2 years) then the costs are adjusted for 2 years
of inflation
The base case value for the O&M costs is 23.12 C/MWh per year or equivalently x = 10%
of the total turbine cost which translated into 30,000,000 f/year for year t = 0. The reason for
expressing the O&M costs as a percentage of the total turbine costs only is that typically
turbine O&M costs comprise the highest cost component of the O&M costs of a typical wind
farm (European Wind Energy Association (EWEA) 2006). Consequently, other O&M costs would
be less significant compared to the costs needed to run and maintain the wind turbines. Finally,
it should be noted that the model has the capability of including a warranty period offered by
the manufacturer. However, in the base case scenario it was assumed to be zero.
c. Financial Parameters
The final components needed to value and analyze the offshore wind farm project are
the assumptions concerning the financial parameters. Often, such assumptions are as
important as or more important than the technical assumptions presented previously, as they
may have important effects on the valuation of the project. The financial parameters comprise
any assumptions related to the revenue, financing and discounting of the project. Regarding the
revenue and calculation of the cash flows of the project, the model assumes the existence of a
Power Purchase Agreement (PPA) that remains constant throughout the life of the project and
grows with inflation. In the base case scenario the PPA is assumed to be equal to 10 cents/kWh.
The base case inflation rate, as aforementioned, is assumed to be 3% per annum. Furthermore,
the tax rate is assumed to be 30% and while the model includes the option of a tax break, in the
base case it is considered to be zero and therefore the effective tax rate is also 30%. In regards
to the depreciation of assets, this is assumed to last the whole lifetime of the project, that is, 20
years in the base case scenario, and is assumed to be linear. In order to be consistent with the
usual assumption of the WACC valuation for a constant leverage, in the base case scenario we
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also assume a constant leverage of 70%. Specifically, the assumption made is that the debt
financing of the project is done by issuing a bond with a maturity, T, of 20 years (i.e. equal to
the life of the project) and annual coupon payments equal to the borrowing rate, r. This
assumption is consistent with the idea that such an offshore wind farm project is in the balance
sheet of a large company and therefore there is the capability of holding leverage constant and
issuing a bond with 20 year maturity.
PARAMETER VALUE (Base Case)
Revenue
Power Purchase Agreement - PPA 10 cents/kWh
Inflation - i 3%
Tax Rate -T 30%
Tax Break 0%
Depreciation (linear) 20 years
Financing
Cost of Debt - rD 10%
Leverage 70%
Debt Maturity 20 years
Debt Type Bond
Discounting
Levered Cost of Equity - kE 20%
Unlevered Cost of Equity - po 15%
WACC16  10.9%
Miles WACC -p* 12.8%
Table 9: Summary of Base Case Assumptions for Financial Parameters
16 Based on the equation by Miles and Ezzell (equation 1.8), if we solve for the unlevered cost of equity this value
off the WACC corresponds to a value of: po = 13.06%
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Based on the above assumptions about the financial parameters, costs and technical
parameters the total costs of the base case scenario are presented (3 s.f.) in the table below:
VALUE
Total Capital Investment C659,000,000
Debt E461,000,000 (70%)
Equity C198,000,000
Total O&M Costs (lifetime) C600,000,000
Yearly O&M Costs (not inflation adjusted) E30,000,000
Table 10: Summary Values for the Total Investment (including Debt and Equity) and the Total
and Yearly O&M Costs for the Base Case Scenario
d. Methodology
This analysis was focused on investigating the parameters that mostly affect the value of
an offshore wind farm project. Therefore, although absolute numbers do have some value, it is
the relative values and sensitivity to certain variables that comprise the most important
outcome of this analysis. The most common method of evaluating an investment decision is the
Net Present Value (NPV), that is, a discounted cash flow analysis. The choice of the discount
factor however, as discussed in a previous section, might have important implications on the
outcome of the valuation.
In addition, in order to maintain a broader view of the "value" of the investment
decisions, two other metrics were used to evaluate the investment decision: the internal rate of
return (IRR) or otherwise stated breakeven discount rate, rIRR, and the breakeven PPA. The
former, irrespective of the discounting method used (e.g. WACC versus FTE), is essentially the
constant (applied to all years) discount rate or yield which would render the NPV = 0, that is, a
discount rate lower than that value, r < rRR, would imply a positive NPV while one above this
value, r > rIRR, would imply a negative NPV. Similarly, the breakeven PPA is the PPA price of
electricity (which by definition is constant and by assumption lasts for the whole lifetime of the
project) for which the NPV of the project is zero, NPV = 0.
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In order to find the most important parameters affecting the value of the project we
conducted a thorough sensitivity analysis while applying different valuing methods. The two
basic valuation methods applied were the WACC method and the method developed by Miles
and Ezzell (Miles and Ezzell 1980) whereby the discount rate was the WACC yet it was
expressed as a function of the unlevered cost of equity. Consequently, the two basic discount
rates used were given by the following equations:
Classic WACC:
rwAcc = DkD + EkE (1.28)
WACC as derived by Miles & Ezzell:
Miles - * - rD 1+ po (1.29)
rWAcc 
- Po ~- 1+ r
As can be understood, the WACC and the method by Miles are essentially the same but
simply differ in the way the same discount rate is found, that is, the discount rate is expressed
as a function of different parameters. Therefore, the break-even discount rate, rRR, or IRR is
the same between the two methods since the cash-flows are calculated in the same way. In
order to produce another valuation metric for each valuation method, the implied breakeven
return on equity, kbreakeren, and implied breakeven unlevered cost of equity, p reakeven , were
calculated for the WACC and Miles method respectively. Specifically, for the WACC method we
re-arranged equation 1.28 and solved for the return on equity kE, where we replaced the value
for rwAcc with the breakeven discount rate we computed previously, rIRR. Consequently, this
expression gave us the return on equity that would be consistent with this breakeven discount
rate keeping all other assumptions (e.g. cost of debt, r, and leverage, L) constant. Similarly, for
the Miles method we re-arranged equation 1.29 and solved for the unlevered cost of equity, po,
replacing the Miles WACC, p*, with the breakeven discount rate. Therefore, in this case we
computed the breakeven unlevered cost of equity, that is, the unlevered cost of equity that is
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consistent with the computed IRR keeping all other assumptions constant. The formulas for
computing the breakeven cost of equity (from the WACC method) and the breakeven unlevered
cost of equity (from the Miles method) are shown below:
rwACC - DkD (.0
rWACC = DkD + EkE => kE = EE
k Breake(en (rIRR - D(1 - r)r) (1.31)E 1 - D
*= {rD 1 + p (1+ r)p* + rrD (1.32)p=- r i L+r / 1 + r(1 - TD)
Breakeven _ IRR + r (1.33)Po 1+ r(1 
-TD)
Where:
rIRR: is the breakeven discount rate (IRR), common for both WACC and the Miles method, that
yields NPV = 0
r : is the pre-tax cost of debt (project borrowing rate)
kreakeven: is the breakeven cost of equity, that is, the cost of equity that for the given
assumptions will yield a breakeven WACCrWACC, of TIRR
PBreakeven: is the breakeven unlevered cost of equity, that is, the unlevered cost equity that for
the given assumptions will yield a breakeven Miles WACC, p*, of rIRR
The sensitivity analysis was conducted by changing a certain parameter while keeping all
other variables constant and observing the effects of these changes on the metrics described
above, namely: the NPV of the project, the breakeven discount rate, rIRR, the break-even PPA
and depending on the valuation method used, the breakeven cost of equity (WACC method) or
the breakeven unlevered cost of equity (Miles method). In order to present the results of the
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sensitivity analysis, 2D plots were constructed, whereby the aforementioned metrics were on
the y-axis and the variables of interest, that is, the variables for which we wanted to see how
and if they affect the project, were pon the x-axis.
A sensitivity analysis can essentially be done on any variable of the problem. However, it
was important to focus on two separate categories of variables: controversial variables, that is,
variables for which there is not a lot of information available and therefore their value can be
questioned, important variables, that is, variables for which a small change in value may cause a
significant change in the value of the project (measured by some are all the metrics under
investigation). Therefore, based on the categorization of the assumptions, the variables for
which a sensitivity analysis was conducted are presented in the table below:
Technical Parameters Costs Financial Parameters
Mean Wind Speed - pv Turbine Cost (C/MW) PPA
Weibull Shape factor - k Cost of Buoy + Outriggers Leverage - D
Weibull Scale factor - c Cost of Transition Piece Cost of Debt - r
Capacity Factor Cost of Anchors Corporate tax rate - T
Farm Loss Factor Cost of Mooring Lines
Total Cost of Platform
Total Cost of Electrical Infrastructure
O&M Yearly Cost
Table 11 : List of variables for which Sensitivity Analysis was done
Based on the nature of the variable in question, a chosen valuation metric (e.g. NPV or
breakeven PPA), may be irrelevant to the sensitivity analysis of that specific variable, namely,
that variable may not affect that particular metric but may affect another metric. Consequently,
the use of more than one valuation metric, for example NPV, allows for both a more spherical
view of the valuation and for a more spherical view of the effects of that variable. The
following section presents the results and sensitivity analyses stemming from the developed
model.
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Sensitivity Analysis and Results
This section presents the results of the sensitivity analysis done based on the classic
WACC valuation method. Both the classic WACC method and the WACC method based on the
derivation by Miels and Ezzell are essentially the same; as long as rwAcc = p* each method
should yield the same result. Therefore, we will present the set of results associated with the
more traditional WACC valuation method and will only include the breakeven unlevered cost of
equity (stemming from the Miles method) as one of the valuation metrics we looked at. Based
on the base case values of rwAcc and p* stemming from the corresponding assumptions for the
unlevered and levered cost of equity, the results from both analyses are not exactly the same.
Yet, should the value of either kE or po be set such that rwAcc = p* then the results would
have been the same. Therefore, to avoid overwhelming the reader but at the same analyze the
project from a broad point of view, we do not present all the results of the Miles method but
do present values for the breakeven cost of equity,k"reakeren, (coming from the WACC
method) and the breakeven unlevered cost of equity, poBreakeen, (coming from the Miles and
Ezzell method). Consequently, the following section includes the sensitivity of these metrics to
the chosen parameters. The first set of parameters that were investigated were the Technical
Parameters, namely the parameters related to the wind quality and wind farm production
capability.
a. Technical Parameters
The following results present the sensitivity analysis of the technical parameters based
on the classic WACC valuation method. Below is the sensitivity analysis done on the annual
average wind speed, pv, of the location in question:
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Figure 20: Sensitivity of NPV to Yearly Mean Wind Speed - WACC
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Figure 21: Sensitivity of Breakeven Cost of Debt (IRR) to Yearly Mean Wind Speed - WACC
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Figure 22: Sensitivity of Breakeven PPA to Yearly Mean Wind Speed - WACC
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Figure 23: Sensitivity of Breakeven Cost of Equity to the Yearly Mean Wind Speed - WACC
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Figure 24: Sensitivity of Breakeven Unlevered Cost of Equity to the Yearly Mean Wind Speed -
WACC Miles
Looking at the effects of the average annual wind speed, we see that through any
measure, this parameter is of crucial importance for the economic viability of the project.
Specifically, there is a nonlinear relationship between the yearly wind speed average and all the
chosen metrics with a diminishing marginal benefit of increased annual wind speed (for a given
wind turbine). All the plots show that while for lower values of average wind speed there are
significant benefits to finding location with higher annual mean wind speed, these benefits
seem to decrease in size as yv increases where at some point they seem to reach a plateau. It
is worthy to note that while the NPV metric seems to plateau later, all other metrics show that
going significantly above 11 m/s annual mean wind speed offers reduced benefits from an
economic point of view, especially in light of the fact that such offshore locations are hard to
find (for example see figure 13). However, an important point that needs to be made is that the
aforementioned observations hold while keeping the rated power constant, that is, for a given
wind turbine of 3 MW.' 7 Consequently, it becomes sensible to consider that as the mean yearly
wind speed increases one should consider installing wind turbines with higher rated power,
17 Based on the way the sensitivity analysis was conducted, namely vary one parameter while holding all others
constant, the turbine rated power was assumed to be constant.
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which may allow one to take advantage of these speeds and not reach the plateau discussed
above.
Besides the annual mean wind speed, two other parameters that deserve to be
investigated are the shape parameter, k, and the scale parameter, c. The following figures and
discussion present the sensitivity of the valuation to these parameters:
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Figure 25: Sensitivity of the NPV to the Shape Parameter k - WACC
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Figure 26: Sensitivity of the NPV to the Scale Parameter c - WACC
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Figure 27: Sensitivity of the Breakeven Discount Rate (IRR) to the Shape Parameter k - WACC
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Figure 28: Sensitivity of the Breakeven Discount Rate (IRR) to the Scale Parameter c - WACC
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Figure 29: Sensitivity of the Breakeven PPA to the Shape Parameter k - WACC
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Figure 30: Sensitivity of the Breakeven PPA to the Scale Parameter c - WACC
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Figure 31: Sensitivity of the Breakeven Cost of Equity to the Shape Parameter k - WACC
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Figure 32: Sensitivity of the Breakeven Cost of Equity to the Scale Parameter c - WACC
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Figure 33: Sensitivity of the Breakeven Unlevered Cost of Equity to the Shape Parameter k -
WACC Miles
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Figure 34: Sensitivity of the Breakeven Unlevered Cost of Equity to the Scale Parameter c -
WACC Miles
The graphs above show that the effects of the shape and scale parameters are of similar
nature, both with each other and with the annual mean wind speed. Like in the case of the
mean wind speed there is a non-linear relationship of these parameters with the chosen
metrics, showing a diminishing marginal return to an increase in either the shape or the scale
parameter. It can be seen that the slope of the graphs for the scale parameter have a steeper
slope than those of the shape parameter, k, indicating that changes in the scale parameter, for
given values of pyv and k, cause higher changes to the value of the project than changes in the
shape parameter.
For these particular parameters, the scale factor, c, and the shape factor, k, along with
the mean wind speed,yv, it is insightful to look at another metric which is not directly related to
the valuation but is crucial to the energy production and consequently the revenue: the
capacity factor. The figures below show the plots of the sensitivity of the capacity factor to the
aforementioned parameters:
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Figure 35: Sensitivity of the Capacity Factor to the Yearly Average Wind Speed - WACC
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Figure 36: Sensitivity of the Capacity Factor to the Shape Factor k - WACC
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Figure 37: Sensitivity of the Capacity Factor to the Scale Parameter c - WACC
Looking at the graphs above it is clear that all three parameters have a nonlinear
relationship to the capacity factor. In addition, it can be seen that their value has significant
effects on the capacity factor as, for the given range of parameter values, the capacity factor
changes about 15% for the case of the shape factor, 25% for the case of the mean wind speed
and 30% for the case of the scale parameter. In addition, the relationships seem to be
characterized by diminishing marginal returns for each parameter, with the effects of the shape
factor and the mean wind speed seemingly reaching a constant level for the given range, unlike
those of the scale parameter which do not seem to do so. However, it should be kept in mind
that due to the relationship of these variables with each other, if two of the three variables are
given, the third is determined. Therefore, since the sensitivity analysis involves keeping all other
variables constant, the previous statement sets some limitations as to how insightful the above
analysis is. Namely, although the Weibull pdf is only a model of the wind speed, we must keep
in mind that for given values of k and yv the value of c cannot be too far off from what
equation 1.21 stipulates.
Finishing with the presentation of the sensitivity to technical parameters, the following
graphs present the sensitivity of the project value to parameters affecting the energy
production of the whole wind farm, namely, the capacity factor and the wind farm loss factor:
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Figure 38: Sensitivity of the NPV to the Capacity Factor - WACC
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Figure 39: Sensitivity of the NPV to the Wind Farm Loss Factor - WACC
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Figure 40: Sensitivity of the Breakeven Discount Rate (IRR) to the Capacity Factor - WACC
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Figure 41: Sensitivity of the Breakeven Discount Rate (IRR) to the Wind Farm Loss Factor -
WACC
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Figure 42: Sensitivity of the Breakeven PPA to the Capacity Factor - WACC
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Figure 43: Sensitivity of the Breakeven PPA to the Wind Farm Loss Factor - WACC
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Figure 44: Sensitivity of the Breakeven Cost of Equity to the Capacity Factor - WACC
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Figure 45: Sensitivity of the Breakeven Cost of Equity to the Wind Farm Loss Factor - WACC
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Figure 46: Sensitivity of the Breakeven Unlevered Cost of Equity to the Capacity Factor -WACC
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Figure 47: Sensitivity of the Breakeven Unlevered Cost of Equity to the Wind Farm Loss Factor -
WACC Miles
Looking at the behavior of the graphs above it can be seen that for all metrics but the
Breakeven PPA the relationship seems to be linear. This fact implies that unlike the previous
parameters, there are constant marginal returns to an increase in the capacity factor or a
decrease in the loss factor. Namely, it is sensible from an economic point of view to aim for an
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improvement of the value of either parameter with the same intensity irrespective of where
one project is on the curve. Furthermore, it should be noted that overall the slope of the
capacity factor graphs is higher than those of the loss factor, indicating that the capacity factor
has a higher effect on the value of the wind farm and consequently it would be sensible to seek
to improve it rather than the overall loss factor if only one of the two can be improved. Looking
at any metric, we see that the effect of both parameters is significant since they cause
noteworthy changes in all metrics. Interestingly, there are diminishing benefits to improving the
capacity factor in terms of the breakeven PPA which seems to flatten as the capacity factor
increases while such a behavior is not evident for the case of the loss factor.
b. Costs
Following the technical parameters, another group of parameters that is of economic
importance when it comes to the valuation of an offshore wind farm project are the costs. In
this section we present the sensitivity analysis done on a series of cost parameters. Often, due
to the high level of variability of the costs associated with a project, especially one that
implements a pioneering technology such as floating wind turbines, it is hard to estimate the
exact value of such costs. Besides variability, such costs also are expected to exhibit a
downward trend as the technology matures, thus, it is reasonable to investigate the extent of
the benefit from such reductions in order to inform the decisions needed to realize them
(Manwell, McGowan and Rogers 2009). Given the nature of the project at hand, all costs
associated with the technology fall into the aforementioned category, namely the turbine costs,
platform costs and electrical infrastructure costs. The following figures display the sensitivity of
the chosen metrics to the cost of the wind turbine, measured in currency per MW:
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Figure 48: Sensitivity of the NPV to the Wind Turbine Cost - WACC
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Figure 49: Sensitivity of the Breakeven Discount Rate (IRR) to the Wind Turbine Cost - WACC
78
20 Baseline Value = 1000000 EUR/MW
18
16
a. 14
12
O 10
8
500,000 C 700,000 C 900,000 C 1,100,000 C 1,300,000 C 1,500,000 C
Turbine cost per MW (EUR/MW)
- L = 70%, r = 10%, t = 30%, Farm Size = 300 MW, Cap. Fac. = 54.9%
Figure 50: Sensitivity of the Breakeven PPA to the Wind Turbine Cost - WACC
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Figure 51: Sensitivity of the Breakeven Cost of Equity to the Wind Turbine Cost - WACC
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Figure 52: Sensitivity of the Breakeven Unlevered Cost of Equity to the Wind Turbine Cost -
WACC Miles
The sensitivity of the value of the project as measured by NPV, as expected is linear. The
slope of the graph indicates that the cost of the wind turbine indeed has important effects on
the overall value of the project as measured by the NPV. It is worthy to note that while in
regards to the other metrics the relationship is not linear, it is close to linear, in that the returns
to lowering the cost are relatively constant (constant slope). This fact stresses the importance
of having wind turbine manufacturers investing to lower the cost of wind turbines in order to
make wind energy project as economically attractive as possible and managing to make the
wind energy market competitive with fossil fuel alternatives. To this end, it should be noted
looking at the sensitivity of breakeven PPA value, that for cost values below 700,000 f/MW the
breakeven PPA is below 8 c/kWh which falls within the range of the feed-in tariffs in many
European countries (Europe's Energy Portal 2010).
In addition to the wind turbine cost, another important component of the total cost of
the wind farm is the cost of the offshore platform. Based on the categorization made in table
11, the sub-component costs associated with the overall cost of the platform, which itself is a
parameter, are the cost of the buoy and outriggers, the cost of the transition piece, the cost of
the anchors, the cost of the mooring lines and the cost of the AT&I. Since each of the
aforementioned parameters is a sub-component of the total platform cost (the sum of all these
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parameters comprises the total platform cost) it is understood that the effect of these
parameters on the overall value of the project and the valuation metrics chosen will be simply
of the same nature as the effect of total platform cost yet of smaller magnitude. Consequently,
based on the graph of figure 15, we present the sensitivity of the valuation metrics to the total
platform cost and to its most important component, the buoy and outriggers, in the figures
below:
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Figure 53: Sensitivity of the NPV to the Total Cost of the Platform - WACC
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Figure 54: Sensitivity of the Breakeven Discount Rate (IRR) to the Total Cost of the Platform -
WACC
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Figure 55: Sensitivity of the Breakeven PPA to the Total Cost of the Platform - WACC
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Figure 56: Sensitivity of the Breakeven Cost of Equity to the Total Cost of the Platform - WACC
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Figure 57: Sensitivity of the Breakeven Unlevered Cost of Equity to the Total Cost of the
Platform - WACC Miles
83
200 Baseline Value = 1067300 EUR
0 150
100
50
LU 0
L 500, C 700,000 C 900,000 f 1,100,000 C 1,300,000 C 1,500,000 C
z-50
-100
-150
-200
Total Cost of Buoy + Outriggers (EUR)
- L = 70%, r = 10%, T = 30%, Buoy & Outriggers = 325 tons
Figure 58: Sensitivity of the NPV to the Total Cost of the Buoy & Outriggers - WACC
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Figure 59: Sensitivity of the Breakeven Discount Rate (IRR) to the Total
Outriggers - WACC
Cost of the Buoy&
84
20 Baseline Value = 1067300 EUR
18 -
16
a. 14
12
0 10
8
500,000 ( 700,000 C 900,000 C 1,100,000 C 1,300,000 ( 1,500,000 C
Total Cost of Buoy + Outriggers (EUR)
-L = 70%, r = 10%, T = 30%, Buoy & Outriggers = 325 tons
Figure 60: Sensitivity of the Breakeven PPA to the Total Cost of the Buoy & Outriggers - WACC
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Figure 61: Sensitivity of the Breakeven Cost of Equity to the Total Cost of the Buoy & Outriggers
- WACC
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Figure 62: Sensitivity of the Breakeven Unlevered Cost of Equity to the Total Cost of the Buoy &
Outriggers - WACC Miles
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Similar to the sensitivity of the metrics to the cost of the wind turbine, the sensitivity to
both the total platform cost and the buoy and outrigger cost seems to be linear. As expected
the effects of changes to the total platform cost are bigger than those of the buoy cost, as can
be seen from the changes in any value metric for a given change in cost. The difference is
Breakeven
mostly obvious in the case of the breakeven unlevered cost of equity, por , where while
for the case of the total platform cost there is a noticeable increase when costs decrease, for
the case of the buoy costs poreakeen seems to be relatively constant. Therefore, from a pure
riskiness point of view, as captured by the unlevered cost of equity, improving the cost of the
buoy does not have significant benefits, in contrast to the total platform cost.
The final two components of the costs that were analyzed and are presented in the
figures below are the total electrical infrastructure (which according to the base case
assumption and the values of tables 8 and 10 comprise about 15% of the total capital cost of
the project) and the yearly O&M costs:m
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Figure 63: Sensitivity of the NPV to the Total Cost of Electrical Infrastructure - WACC
1 The "Yearly O&M costs" refer to the O&M costs in year t = 0. Consequently, subsequent O&M yearly cost are
multiplied by the corresponding inflation adjustment, which is: (1 + i)t where i is the inflation rate and t are the
years since beginning of the operation.
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Figure 64: Sensitivity of the Breakeven Discount Rate (IRR) to the Total Cost of Electrical
Infrastructure - WACC
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Figure 65: Sensitivity of the Breakeven PPA to the Total Cost of Electrical Infrastructure - WACC
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Figure 66: Sensitivity of the Breakeven Cost of Equity to the Total Cost of Electrical
Infrastructure - WACC
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Figure 67: Sensitivity of the Breakeven Unlevered Cost of Equity to the Total Cost of Electrical
Infrastructure - WACC Miles
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Figure 68: Sensitivity of the NPV to Yearly O&M Costs (expressed in EUR/MWh) - WACC
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Figure 69: Sensitivity of the Breakeven Discount Rate (IRR) to Yearly O&M Costs (expressed in
EUR/MWh) - WACC
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Figure 70: Sensitivity of the Breakeven PPA to Yearly O&M Costs (expressed in EUR/MWh) -
WACC
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Figure 71: Sensitivity of the Breakeven Cost of Equity to Yearly O&M Costs (expressed in
EUR/MWh) - WACC
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Figure 72: Sensitivity of the Breakeven Unlevered Cost of Equity to Yearly O&M Costs
(expressed in EUR/MWh) - WACC Miles
Looking at the graphs above it can be seen that as expected the value of the electrical
infrastructure does indeed play an important role in determining the economic viability of the
offshore project. Given that there is great uncertainty, the above graphs have significant value
in understanding what ranges of the electrical infrastructure cost render such projects
economically attractive. From an NPV and IRR perspective it seems that values above C200
million are not economically attractive. Therefore, prior to undertaking such a project it is
important, even if the precise cost of the electrical infrastructure is unknown, to understand
the "elasticity" of the project to changes in such cost.
In regards to the O&M costs, a point that should be made is that while all other costs
were capital costs incurred at the beginning of the project, the O&M costs are recurring costs
each year. Therefore, the value of the inflation rate as well as the discount rate chosen to
compute their NPV may severely affect the decision about their importance. To avoid the bias
from these parameters, we look at the sensitivity of the project to the yearly cost prior to
inflation and time adjustment. As O&M costs, especially in the case of offshore wind farms, is a
highly controversial value that for many will render the offshore wind energy option a solution
or a dead-end, it is quite important to look at the sensitivity of the project to this parameter.
Looking at the graph of the NPV, while in most ranges for the given assumptions there is a
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positive NPV, one can argue, looking at the other metrics as corroborating evidence, that a
value of the O&M costs below 20 f/MWh render the project quite attractive and competitive
from an economics point of view. Comparing this sensitivity and looking at the graph of the
figure below (Tibdall, et al. 2010), and observing the reported trend for the levels of the O&M
costs for offshore wind energy projects, it can be seen that indeed economically attractive
offshore wind projects are possible within the next 20 years.
Wind (afshore)
$10
$140 -Du
020"
Figure 73: Capital and O&M Costs for Offshore Wind Energy based on different sources (Tibdall,
et al. 2010)
c. Financial Parameters
The final set of parameters for which a sensitivity analysis was done was the set of
financial parameters shown in table 11. As can be understood, by their nature certain
parameters do not affect the valuation metrics that have been chosen to be on the y-axis of
each graph. For example, the leverage, D, and the cost of debt, r, do not affect the value of the
breakeven discount rate (IRR), rRR, since the IRR is the constant discount rate for which the
NPV = 0. The leverage and cost of debt affect the valuation through their effect on the discount
rate (in this case the WACC), however, it is precisely the discount rate that we are solving for in
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this particular instance. Consequently, varying levels of leverage and cost of debt do not affect
the IRR. Metrics that remain constant by construction when any of the financial parameters
varies will be simply ignored in the following results. The first set of results presents the
sensitivity of the chosen metrics to varying levels of the PPA:
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Figure 74: Sensitivity of the NPV to the PPA - WACC
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Figure 75: Sensitivity of the Breakeven Discount Rate (IRR) to the PPA - WACC
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Figure 76: Sensitivity of the Breakeven Cost of Equity to the PPA - WACC
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Figure 77: Sensitivity of the Breakeven Unlevered Cost of Equity to the PPA - WACC Miles
From a first observation of the above graphs it is quite clear that the PPA has significant
effects on the value of the offshore wind farm project. The slope of all the graphs is high
showing how there are important benefits to be enjoyed from striking a good purchasing power
agreement. One point that should be made is that the model has assumed that the PPA agreed
lasts for the whole lifetime of the project (20 year) or equivalently that the average PPA is 10
95
cents/kWh (inflation adjusted) and so the average value is the one shown above. Looking at the
NPV graph, we notice that for values above 9 cents/MWh the NPV is positive. Given the level of
feed-in tariff in multiple European countries (Europe's Energy Portal 2010) this fact suggests
that already, depending on the level of the feed-in tariffs offshore floating wind energy projects
are economically attractive. For such levels of a feed-in tariff, namely above 9 cents/MWh, the
returns for equity holders are also attractive, approaching levels around 20% and above,
therefore rendering the financing through equity reasonably possible. In addition, this result
has important implications about the potential role of the government in supporting wind
projects via feed-in tariffs.
The other component of financing is the issuance of debt. The following graphs present
the sensitivity of the valuation to the leverage, D:
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Figure 78: Sensitivity of the NPV to Leverage - WACC
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Figure 79: Sensitivity of the Breakeven PPA to Leverage - WACC
34.0% ""J I I Ul -
32.0%
-W 30.0%
- 28.0%
.Z- 26.0%
5 24.0%
I 22.0%
U 20.0%
18.0%
- 16.0%
' 14.0%
12.0%
10.0%
50% 55% 60% 65% 70% 75% 80% 85% 90% 95%
Leverage
- r =10%,T= 30%
Figure 80: Sensitivity of the Breakeven Cost of Equity to Leverage - WACC
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Figure 81: Sensitivity of the Breakeven Unlevered Cost of Equity to Leverage - WACC Miles
Looking at the levels of leverage that sustain an attractive investment it seems that for
levels around 70%, the NPV is positive. In addition, levels around 70% indicate a relatively
competitive breakeven PPA, therefore, there is evidence to suggest that indeed, given the
attractive returns to equity and the fact that leverage levels remain around 70% financing for
such a project would be within reasonable boundaries. In order to complete the analysis in
regards to the viability of the project in terms of financing it is important to see the sensitivity
of the project to the levels of the cost of debt, that is, the return of debt holders. For the base
case scenario the assumed cost of debt was 10%, which especially in light of the interest rate
levels of 2012 whereby the long dated US Treasury rates are at all-time lows, is already quite
attractive as a return to the debt-holders. Should the project show economic viability at values
around this value, namely 10%, an argument can be made that financing for this project is
viable. The following graphs show the sensitivity of the project to the cost of debt, r:
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Figure 82: Sensitivity of the NPV to the Cost of Debt - WACC
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Figure 83: Sensitivity of the Breakeven Discount Rate to the Cost of Debt - WACC
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Figure 84: Sensitivity of the Breakeven Cost of Equity to the Cost of Debt - WACC
Figure 85: Sensitivity of the Breakeven Unlevered Cost of Equity to the Cost of
Miles
Debt - WACC
The graphs above indicate that indeed the project value, as measured by any metric, is
sensitive to the cost of debt. However, looking at the metric values for a cost of debt above
10%, we see that the economics still remain attractive. Consequently, this fact, in tandem with
the behavior shown in the previous graphs show that indeed an offshore floating wind farm
with the characteristics of our model is indeed an attractive investment. The sensitivity of the
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value of the project to the cost of debt fact comes to suggest that from a practical point of
view, with regard to financing and economic viability, the realization of a wind farm project is
not only viable but is economically attractive in that all involved parties stand to benefit and
earn attractive returns.
A final component that should be examined is the role of government. While looking at
the sensitivity to the PPA did indeed show a high degree of dependence of the project on the
price of electricity and consequently, in the current environment, on the feed-in tariffs, another
component that should also be investigated is the tax level. The graphs below show the
sensitivity of the project to the corporate tax rate, r:
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Figure 86: Sensitivity of the NPV to the Corporate Tax Rate - WACC
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Figure 87: Sensitivity of the Breakeven Discount Rate (IRR) to the Corporate Tax Rate - WACC
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Figure 88: Sensitivity of the Breakeven PPA to the Corporate Tax Rate - WACC
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Figure 89: Sensitivity of the Breakeven Cost of Equity to the Corporate Tax Rate - WACC
Figure 90: Sensitivity of the Breakeven Unlevered Cost of Equity to the Corporate Tax Rate -
WACC Miles
It should be kept in mind that instead of a feed-in tariff another form of government
support could come in the form of a tax break. Under a regime of a 30% tax rate, a 10% tax
break would lead to an effective tax rate of 20%. Therefore, the above graphs can also be used
to judge the potential benefits from government support in the form of tax breaks. Looking at
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the graphs one can realize that indeed the tax rate has important effects on the value of the
project, measured in any metric. However, from a comparison to the graphs for the PPA, it can
be seen that the PPA has more significant effects, as judged by the difference in slope.
Approximately, for a 20% increase from the base case PPA in the NPV graph, NPV increased by
about (200 million, whereas for a 20% drop from the base case tax rate of 30% the benefit is
about (100 million. This fact should inform investors and governments as to what is the most
effective mechanism of supporting renewable energy projects.
Conclusions
Looking at the sensitivity analyses presented above, it can be seen that while all the
parameters analyzed have significant effects on the overall value of the project as measured by
the NPV, parameters such as the PPA, the leverage, the capacity factor and the total cost of the
electrical infrastructure seem to have slightly more important roles in determining the overall
value of the project. In addition, it should be mentioned that around the base case scenario
values for most parameters, the NPV was indeed positive, which suggests that even if values
are not extremely accurate, there is a case that can be made that indeed offshore floating wind
energy is an investment that should be pursued. An important constraint to this observation is
the existence of a high quality wind site which allows for a high capacity factor as well as
potential support from the government which allows for attractive electricity prices. 19
Looking at the range of the breakeven discount rate (IRR), one may notice that, in terms
of this metric, the investment is indeed attractive. This observation is supported by the fact that
even for parameters that significantly affect the value of the project, such as the PPA, the IRR
values were between 9% and 15%, which in certain conditions may be characterized as
attractive. A similar argument can be made for the case of the breakeven unlevered and
19 One point that should be made concerning the capacity factor is that relating to the correlation of wind power to
electricity demand for the particular area of interest. It may be the case that while the capacity factor at a
particular location is high, the power coming from wind is produced in hours during which it is not needed. In that
case, the existence and improvement of energy storage technologies as well as the support by the government
both in terms of capital and in terms of planning may prove to be crucial in the effort combining storage with wind
production to create a reliable "plant." Consequently, although ceteris paribus higher a higher capacity factor is
beneficial it is important to also look at the correlation of power supply (generation by wind) and power demand.
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levered cost of equity. For the former the observed ranges were around the base case value of
15% for most cases while for the latter they were around and usually above the base case value
of 20%. These two facts tend to suggest that an argument can be made that from a risk return
perspective, such energy projects might indeed be worth it.
At this point it is important to mention that there seems to be a significant dependence
on government support as can be seen through the sensitivity of the project value (measured in
all metrics) to the PPA. Nevertheless, looking at the breakeven PPA as a metric, as was stated in
the previous section, for almost all values of the parameters around the base case values, it was
seen that with current levels of feed-in tariffs such projects can be sustained. Therefore, this
fact suggests that although there is strong dependence on government support, under the
current environment, offshore floating wind farms could potentially be economically viable.
The sensitivity analysis presented in the previous section indicated that there are many
benefits from conducting such an analysis, even if the actual numbers might be slightly
different in reality, as one is able to draw very insightful conclusions about the dynamics of the
problem. In addition, by looking at which parameters affect the value of the project the most,
one is able to prioritize the areas of focus as it pertains to the economic viability of an offshore
floating wind energy project. To this point, it must be stressed that looking at the behavior of
the value of the project showed how investors and engineers need not to focus all their
attention on technical or engineering parameters such as increasing the capacity factor or
reducing costs. While such actions are indeed beneficial, one very important conclusion that
can be drawn from this analysis is that financial parameters prove to be as important if not
more important than certain technical parameters. Therefore, this comes to suggest that
potentially focusing on a capital intensive effort to reduce the cost of a particular component,
for example the transition piece, might prove far less beneficial than focusing on the less capital
intensive effort of conducting a thorough and comprehensive valuation of the project which
may allow for a much better agreement for the cost of debt, to give an example. The benefits of
doing so, as has been shown, can prove to be both time and capital saving. Therefore, given
that the opportunity cost of improving some technical parameters might be very high while at
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the same time the actual cost of conducting a thorough valuation of the project might be very
low, it makes sense for companies involved in such project to invest time and effort in
developing models to properly evaluate such their projects. To this end, sections C and D of this
document seek to show how such a flexible model can be developed.
C. WIND AND WIND POWER STATISTICS
The Ornstein- Uhlenbeck Process
The first step in creating a model to evaluate wind energy projects, or to that end, any
projects whose value stems from a mean reverting process, is to create a model for the
underlying process itself. In our case the underlying process is wind, which is then converted to
power, from which essentially value is derived through its sale.
To create our model we made the assumption that wind follows an Ornstein -
Uhlenbeck (OU) stochastic process. The OU process is stationary, Gaussian, Markovian and
mean-reverting, that is, the process tends to drift towards its long-term mean (Pinsky and Karlin
2010).20 The stochastic differential equation describing the process is given by (Benth, Benth
and Koekebakker 2008):21
dst = L(y - st)dt + udWt (2)
where:
X: is the mean reversion rate, measuring the rate by which the variable reverts to the mean
p1: is the mean of the process
a: is the volatility around the mean
dWt: is Gaussian white noise
20 The process can also be considered as the continuous time analogue of the discrete time AR(1) process
(Gourieroux and Jasiak 2001).
21 The process can equivalently be written as: dst = (cp - Ast)dt + o-dW, where < = Xp based on the form used by
Gourieroux (Gourieroux and Jasiak 2001).
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Solving the Differential Equation
In order to be able to develop the model, the first step was finding the solution to the
above differential equation. To simplify the problem and develop some intuition, we firstly look
at the situation in which the volatility, a, is zero.
a. Assuming a = 0 (i.e. volatility is zero)
Under the assumption that the volatility is zero one gets the following deterministic
solution:
dst = A(it - st)dt =>(2.1)
s(t) = s(t')e-A(t-t') + y[1 - e-(t-t')] => (2.2)
s(t) = y + (s(t') - p)e A(t-t') (2.3)
Where t' is an arbitrary starting point, it could be that: t' = 0.
Under these assumptions, if the drift is zero (i.e. X = 0) we would have the following equation
and corresponding solution:
dst = pdt => s(t) = s(t') + p(t - t') (2.4)
where:
<b: is Aqi since as A -+ 0, pt --+ oo in order to have a constant
Looking at the previously derived solution above, we must see how the solution to the diffusion
equation behaves when A -> 0:
(e~t-t')
The Taylor series expansion of e-"(t-t ) is: 1- (t - t') + 2 thus equation 2.3
becomes:
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s(t) = s(t')e t-t') +p[ - e-1(t-t')] (2.5)
s(t) = s(t') + 11[1 - 1 + A(t - t')] => (2.6)
s(t) = s(t') + gyt(t - t') = s(t') + p(t - t') (2.7)
b. Assuming a > 0 (i.e. that volatility is positive)
Under the assumption that the volatility is positive we get the following solution
(Gourieroux and Jasiak 2001):
s(t) = s(t')e -(t-t') + y[i - e-A(t-t')] + o e-(t-u)dW(u) (2.8)
ft'I
In continuing with our analysis we choose a target time interval At = t - t' = T. In our case, we
chose this target time interval to be one day.
The solution can be written as:
s(t) = s(t')e -(At) + p14 - e~a(t)] + 9t (2.9)
where:
it: is the "error" term and is given by: it = o ft, e-(t-u)dW(u)
With the alternative notation whereby the diffusion equation is written as:
dst = (< - Ast)dt + rdWt (2.10)
The solution can be expressed as:
s(t) = s(t')e -(t-t') + e[ - (t-t')] + e-A(tu)dW (u) (2.11)
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The variables f, e-(tu)dW(u) are independent and Gaussian with a mean of 0 and a
variance given by (Gourieroux and Jasiak 2001):22
(2.12)2 2-1(1 - 2IAt)Variance = o.2 e-2(-u)du = -(1 - e- t
Consequently we can normalize the "error" term and express the solution as (Gourieroux and
Jasiak 2001):
s(t) = s)(1 - e-2"t) 1/
2
st) s(t')e-;LAA + y1-e-A(A^)|+ a itA
(2.13)
Where:
9t: is a Gaussian white noise with unitary variance
For X > 0 the discrete time process S(t) is a Gaussian autoregressive process
mean p., autoregressive coefficient p = e~A and innovation variance
(Gourieroux and Jasiak 2001). Consequently the solution can be expressed as:
St = p(l - p) + Pst-1 +?1]Et
of order 1, with
C(1 
-e-2At)
(2.14)
Therefore, this process and its solution can be related to a time series, something which
depending on the existence or not of data can prove to be extremely useful.
With the given assumptions this is the variance corresponding to a time interval At = t - t' = r.
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Calculating the Diffusion Parameters
Based on the diffusion equation used to model wind (equation 2) there are three
parameters that need to be calculated in order to have a proper description of the wind speed:
the mean, i, the volatility, a, and the mean reversion rate, A.
a. Calculating the mean, p:
From the wind probability distribution (Weibull) and the corresponding power curve, we
can compute the expected value for the mean cash-flow (which would simply involve
multiplying with the mean power by a constant, the PPA) using the standard expression for the
expected value of a function f(x):
Mean Power = E[P(v)] = P(v)f(v)dv
Corresponding to At
(2.15)
Mean Cash Flow = E[S(t)] = y = PPA -At f P(v)f,(v)di
Where:
PPA: is a constant capturing the power purchase agreement expressed in $/kWh
At = T: is the chosen time interval
f,(v): is the probability distribution of wind (Weibull)
P(v): is the power curve of the wind turbine
(2.16)
As mentioned in a previous section, the Weibull distribution at a certain location is a
function of two parameters: a shape parameter, k, and a scale parameter, c. Implicit in the
definition of the probability density function and in particular in the parameters k and c is the
time interval At that has been chosen as the target interval for this analysis. For the purposes of
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this section of our analysis k and c correspond to the time interval At, which in our case is a
daily time interval.
b. Calculating the volatility, a:
The variance of the power output can be computed by the following formula (based on
the formula for computing the variance):
Var (P(v)) = (p - y)2fp(p)dp (2.17)
Where:
i: is the mean power output
fp(p): is the probability distribution of the power output.
To find the probability distribution of the power we can apply the following formula to the
probability distribution of the wind as the power output is simply a function of the wind speed:
If x is a random variable and g(x) is a function of the real variable x, with y = g(x), we can use the
equation below to calculate the probability distribution of y = g(x) (Papoulis and Pillai 2002):
fp(P) _ I ( I fU (g (p)) (2.18)
g' (g M())
Where g' is the derivative and g- is the inverse function
In our case, the random variable of interest is wind speed, v, and the variable P = g(v) is
the wind power, P, generated, with g(x) the power curve of the specific turbine in question.
Therefore, given the probability distribution of wind (Weibull), fv(v), and the power curve, g(v),
we can derive the probability distribution of wind power (Villanueva and Feijoo 2010):
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(1 + e(V ct)k - e- c k) 6(p)
0
k k
(7k p (G-1 -(P-)3
3ctC3 cC 3 e ctc'
( Ee A -)k Ec )k S(P - Pmax)
0
for p = 0
f or 0 < p -; Pmin
for Pmin < p < Pmax
for p = Pmax
for Pmax < P
where:
ct= 1/2 AEp
p: is the output power
Pmax: is the rated power
Pmin: is the power produced at veut-in
Subsequently, from the solution to the diffusion equation we also have an expression
for the variance, which is true for a given At = T, therefore combining equations 2.12 and 2.16
give us the following relationship:
co 2
(p - M)2fp (p)dp = (1 - e-2At) (2.20)
However, another, less cumbersome way to compute the variance, which does not
involve estimating the probability distribution of the power output, is to apply the following
formula (which is simply the application of the expectation formula):
Var (P (v)) = E [(P (v) - v dv(Pv0 (2.21)
112
(2.19)
where:
P(v): is the power curve
lip: is the mean power output for the given time interval At (calculated previously)
f,(v): is the wind probability density function (i.e. the Weibull distribution) with k,c for the
given time interval At
Therefore, now combining equations 2.12 and 2.21 we get the following
and A :23
I
equation relating a
Weibull,
corresponding to At
(P(v) - p)2f = - e-2t) (2.22)
c. Calculating the mean reversion rate, A:
One more equation is needed to calculate the values of the diffusion parameters. As
previously stated there is a relationship between the autocorrelation coefficient p and the
mean-reversion rate A, which is (Gourieroux and Jasiak 2001):
ps = e A => A = -ln(p,) (2.23)
where:
ps: is the correlation coefficient for power (more precisely for the cash-flows i.e. power
multiplied by the PPA) at time t and at time t'
23 The Appendix, section C.1, includes another approximate way in which the variance of the power could be
computed
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The correlation coefficient is given by dividing the covariance of the two variables by the
standard deviation of each variable:
cotV(X, Y) E [(X - px)(Y - py)]
Px, = corr(X,Y) == (2.24)
where the covariance is given by:
cov(X,Y) = E[(X - E[X])(Y -E[Y])] = E[XY] -pxy (2.25)
where: px and py are the expected values (means) of X and Y respectively, ax and ay are the
standard deviations of X and Y respectively. The autocorrelation coefficient for a given time
interval, T, is given by the following formula:
-E [(X - p)(Xe- - ) coV [P(t)P(t + -)]
where:
P(t): is the power curve
02: is the variance of power (which has been previously computed)
R(T): is the autocorrelation function for the time interval At =1
(2.26)
In general, the covariance function,Bx(t1,t 2), of the values of a function at two
different points in time, X(ti) and X(t 2) is given by (Vanmarcke 1983):
BX(t 1 , t2) = CoV[X(t 1 )X(t 2)] = E[X(t 1 )X(t 2)] - 94t1 t2) (2.27)
where pi and p2 are the means of the function at time ti and t2 .
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If we assume that the function is stationary and therefore has a constant mean then we have:
pt 1 ) = y(t 2) = 12
Likewise, we can then define the correlation function,Rx(ti, t 2), which is given by:
Bx(t1 , t2 ) (.8p(t 1, t2) = Px(t1, t 2) = Px(T) = Rx(T) = t1t2)(2.28)a(t 1 )aUt 2)
Px(r) = Rx(T) = Bx(t, t + r) (2.29)o(t)U(t +T)
Where: T is the time interval from ti to t2 i.e. t2 - tl = T.
Again, if we assume that the function is stationary, the following is true: (ti) = a-(t 2) = a2 so
we then get:
Bx(t, t + r) (2.30)
EX
To calculate the autocorrelation function for the power (which we can subsequently
translate into the autocorrelation of the cash flows) for the chosen time difference -, we need
to find the corresponding covariance and variance. The variance of power can be calculated
based on the method(s) described previously.
i. Calculation of the covariance of power
The covariance of power is given by the following formula (Bendat 1998):
00
cov(P(t), P(t + r)) = ff P(v1 )P(v 2 )fv(v 1 ,'v2 )dv 1 dv 2 - PtMt+T (2.31)
0
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Note: Here we made the important assumption that the wind at time t (vi) and the wind at
time t + T (v2) are jointly Gaussian, with a bivariate probability distribution given by fv(vI,v 2 ).24
where:
pt: is the mean power output at time t
yt+r: is the mean power output at time t+T
v1= v(t) is the wind at time t
V2= v(t+ -) is the wind at time t + T
P(vi) is the power curve for vi and v2 (this function changes depending on the wind turbine
assumed. A generic version of the function is given previously)
f,(vi,v 2 ) is the joint distribution of vi and v2 which is assumed to be Gaussian and is given by:25
f,(V1,V2) = exP ( -l) 2
2rot-2 l-pV2 2(1 - V g
2 pv(v1I - p11)(V2 - p2) (-2 -12) 2
~0 2 2
(2.32)
24 For details about how valid this assumption is and how it affects the values calculated see the Appendix, section
C.3
2s When the Weibull shape parameter, k, approaches values around 3 and higher, the differences between a
Weibull and a Normal distribution diminish. Consequently given the existence of locations with such shape
parameters and the similarity between the Weibull and Gaussian distributions under these conditions, the
assumption made is not very far from the truth (Bergeles 2005).
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where:
o-: is the standard deviation (of wind) vi (and in this case we may assume 01 = 02
pi: is the mean of vi measured at the hub height for the chosen time interval At (and we assume
that the mean is the same 11= p2)
p,: is the correlation coefficient between vi and v2, namely between wind
timet + T
For a Weibull distribution the variance and mean are given by the
(Weisstein, Wolfram Web Resource 2012):
Mean = yWeibutl = c ( 1 +
Variance = UWeibull = c2 ( + - MWveibuit
at time t and wind at
following equations
(2.33)
(2.34)
Where:
r: is the gamma function, k is the Weibull shape parameter and c is the Weibull scale parameter
Therefore, we can relate o-i and pj of the bivariate normal distribution above to these
equations, giving us:
Mean wind speed pi = y = cF( 1 +)
Vrac o2 1 =)Variance of wind speed = U . =C cr ( _, 2
(2.35)
(2.36)
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ii. Calculation of the autocorrelation coefficient of Wind
In order to have all the necessary parameters for the bivariate Gaussian distribution
assumed for the wind speed, we need to calculate the correlation coefficient of wind for the
time interval r, which is an input to the bivariate normal distribution. To calculate the
correlation coefficient we can use the relation of the wind covariance function to the power
spectral density function of wind (as measured in 10-minute intervals). The spectral density
function is the Fourier Transform of the covariance function and the covariance function is the
inverse Fourier Transform of the Spectral Density (Vanmarcke 1983):
B(T) = f-S(co)ei"dco (2.37)
S(o) = B(r)e-"Tdr (2.38)
OR
B(T) = fS(f)e i21frdf (2.39)
S(f) = B(r)e-i21rTdT (2.40)
Where:
B(...): is the covariance function
S(...): is the two-sided spectral density function
w: is the angular speed in rad/sec and w = 2nf
f: is the frequency in Hertz f = w/2n
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Another useful relationship is that relating the variance to the spectral density function:
a2 = S(w)do (2.41)
It should be noted that since B(T) = B(-T), it should be true that S(w) = S(-w) and that S(w)
is symmetric about w = 0 and is an even function. From the fact that S(w) is symmetric about w
= 0, we can define the one-sided spectral density function, G(w) defined for w 0 only, such
that (Vanmarcke 1983):
G(o) = 2S(co), & 0 (2.42)
In addition, to simplify the expressions above, since both B(T) and S(w) are even functions and
since:
ei"T = cos(co) + isin(wor) (2.43)
It follows that:
B(T) = Soje*d
( -r) (2 .4 4 )
=J S(av) cos(or) do +
So then, using the definition of G(w) the above relationships become (Vanmarcke 1983):
B(r) = G(o)cos or)do (2.45)
G() = 2 B(r)cos(or)dr (2.46)
1r Jo
119
and taking T = 0 in the first equation:2
a2 = B(O) = fG(to)do (2.47)
Therefore, from equations 2.45 and 2.47 we see that the wind autocorrelation function is given
by:
B,(t 1 , t 2 ) stationary B,(t, t +-) (2.48)
p , R , c(tq)a (t 2 ) R 2
R,( =0 G(o)cos(wtr)do (2.49)
j' G(to)dt
However, the wind spectral density function most commonly available is that over a 10-
minute interval, which is used in engineering applications (International Electrotechnical
Commission (IEC) 2005-08). Therefore, it is required to find the spectral density function (sdf)
that corresponds to the chosen time interval At = T. From a continuous parameter stationary
random process X(t) with mean p and variance a2, a family of moving average processes XT(t)
may be obtained as follows (Vanmarcke 1983):
XT(t) = f J X(u)du (2.50)
T t-T/2
where:
T: denotes the averaging time
26 To remain consistent, we will be working with functions expressed in terms of w. Even if a function is expressed
in terms of the frequency f, we will convert it so that it is in terms of w.
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Therefore to go from the 10-minute interval to a chosen averaging period T we can use
the following formula which relates the generic spectral density, in our case the 10-minute
spectral density, to the T-averaged spectral density function (Vanmarcke 1983):
GT(O) = G(w) [sin(coT/ 2 ) ]2 (2.51)jT /2
where: Generic s.d.f (10-minute)
GT(O): is the s.d.f corresponding to the time interval T
G(w): is the generic s.d.f generated for engineering purposes i.e. the s.d.f corresponding to the
10-minute interval
T: is the chosen averaging period
It can be seen from the above equation, that when T-> 0, the equation becomes:2 7
1
G() =G(w) sin(wT/2 = G G(w) (2.52)
That is, when the averaging period becomes zero the spectral density function becomes the
original (generic) sdf.
So then, the autocorrelation function corresponding to an averaging period T, evaluated for a
time lag r becomes:
- (,r - GT(w)cos(wr)do (2.53)fo7 GT(co)dw
2 Following simple l'H6pital's rule it can be shown how sin r/2) -- 1, as T -* 0
c1T/2
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Above T refers to the averaging period regarding the power spectral density function,
that is given the fundamental spectral density function (in our case the 10-minute wind) we
have chosen an averaging period T for which we want to find the spectral density function, that
function is: GT(w) (we are centering our averaging period around a time t, thus we have t+ T/2
and t - T/2 as our averaging period).
Subsequently, we want to look at the autocorrelation (i.e. the correlation of the signal
with itself) of the signal now and the signal a period T later, where in our case the signal is wind
speed. Specifically, we want to find the autocorrelation coefficient corresponding to a time lag
T. However, since our averaging period is T, in order to look at the correlation between two
consecutive time periods (as chosen by the averaging period T) it must be true that T T and
specifically , since we want two consecutive time periods we want: T = T. Thus the equation
above becomes:
00 Gr wcs dp( R() -+ p(T) = R,(T) = T(co)cos(jT)dw (2.54)
fj' GT(w)do
It can be seen from the equation above, that when T-+ 0, the equation becomes:
f" GT(O)c d 3 fZGT (w) d__ _PV'1 R(T ) = 0 - => PV'1 RCT )1 =00=
= ( GT(o.)dw f( G=d
That is, when the time interval becomes zero, the correlation obviously becomes 1 as it is the
correlation of a point in time with itself.
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A power spectrum often used to model wind in wind energy engineering applications is
the Kaimal spectral model which is given by (International Electrotechnical Commission (IEC)
2005-08):
fG(f) 2.4f5
2 5 (2.55)
4-
=>G) => (2.56)
1+ 6f4ok Lk
G(f) = s (2.57)
1 +6fk3
1+3 3 k
Where:
G(...): is the single-sided velocity component spectrum
f: is the frequency in Hertz and (f = w/2n, where w is expressed in rad/sec)
oG: is the velocity component standard deviation
Lk: is the velocity component integral scale parameter
The turbulence spectral parameters are given in the following table (International
Electrotechnical Commission (IEC) 2005-08):
Velocity component index (k)
1 2 3
Standard Deviation ok 01 0.801 0.501
Integral Scale Lk 8.1A1 2.7A1 0.66A1
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A,: is the longitudinal turbulence scale parameter, which at hub height z is given by (IEC 2005):
(2.58)A, 0.7z for z 60m1 (42m for z > 60m
k: is the index referring to the velocity component direction (1= longitudinal, 2 = lateral, 3 =
vertical). In our case we are interested in the longitudinal direction i.e. k = 1
From equation 2.47 it should be the case that the integral of the above spectrum from
zero to infinity should yield the variance of the signal. Therefore, it should be true that
(International Electrotechnical Commission (IEC) 2005-08):21
o = fG(f)df (2.59)
Equivalently, if we express G(f) in terms of w, so then we get G(w), and we take into account
that: w = 2nf => df = dw/2rT, the same results should hold, that is:
2
= G(t)dw (2.60)
Indeed:
1 *1c * 2Lk Lk= 4 *f G(w)dw = VdA 4 uk2A 1 d__=
1 + 3 xL 31+3)37y, 7 i
002o2A 1 + 3-A) 'da)= -- 2(~A 1 1+3-6) +
28 See the Appendix, section C.2 for the calculation of this results
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2o- (1)( (-A) 2 )] ((3))
r _/ (1+ 3- - -) -T -2)1+3-Tr A=
20-k 
2 0 (+)=o
With this function as the generic spectral density function G(w), we can find the sdf
corresponding to an averaging period T by applying equation 2.51. Thus we get:
Generic sdf (10 minute)
G(w) = G()sin(wT/2) (2.61)
22
G (2) - 2 Lk - sin(ofT/2) 2 (.2
G Tw LV 5/3 . 'I'/ 2
1+3 3 k
where:
-k2: is the variance corresponding to the generic spectral density function (that is to the 10-
minute sdf). This variance can be calculated from the variance of the Weibull distribution, that
is:
- = ou = C20minF 1 + 2 - I1omin (2.63)
Uk 10mk10mini
where:
ciomin : is the scale parameter corresponding to the 10-minute (generic) Weibull distribution
k1omin: is the shape parameter corresponding to the 10-minute (generic) Weibull distribution
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Ljiomin: is the 10-minute average wind speed. Since we have assumed a stationary process:
piomin = i, that is the 10-minute mean is equal to the general mean wind speed.
Therefore, with the spectral density function for an averaging period T, GT(w), we can compute
the autocorrelation function by plugging equation 2.62 into the expression below: 2 9
fo Gr (CO) cos (wT ) dco
p,(T) = Rv(T) = f G co)dw (2.64)
Generic s.d.f (10-minute) GT (Co)
x om in s T 120O 
.
L1 s/ (oT/ 2 ) cos(wT)dw (2.65)
1 + 3 =)
p,(T) = fI COfo' G (to) dc
Consequently, the wind autocorrelation coefficient corresponding to the chosen time interval
At = T = T i.e. the autocorrelation coefficient corresponding to period t and period t + T is given
by:
CO 1mn sin(wT/2)2
fo 1+3m&j L [1 s/3' nT2 cos(oT) dco
p,(T) - LV-) (2.66)
x Amin $v [sin(&T/ 2) 2
f0 5 1 /3' wT|2 d
Since we converted the Kaimal spectrum from G(f) to G(w)
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This expression can be used to compute the wind autocorrelation function which can
then be plugged in the bivariate Gaussian distribution, f,(vi,v2 ) which in turn allows for the
calculation of the power covariance and autocorrelation functions. As shown in equation 2.31
the covariance function of the power function can be derived using the following formula:
Bp(P(t1 ),P(t2)) = cov(P(t),P(t + 'r))
00 (2.67)
=J P(V1)P(v 2)f (V 1, v 2 )dv 1 dv 2 - h-t/lt+(
0
where:
ti and t 2 being two points in time such that: t 2 - t1 =
Then we also know that the autocorrelation function is given by:
pp () = Rp(r) - Bp(P(t), P(t + r))
Ot t+r
Since we have made the stationarity assumption, it is the case that pt= pt+ = p and at = at.= a,
so then the covariance and autocorrelation functions become:
Bp (P(t 1 ), P(t 2 )) = if P(V 1 )P(v 2 )A (v1 ,v 2 )dv 1 dv 2 - (2.68)
0
B,(P(t), P(t + r)) (2.69)pp() = R,()= 2=
Up2
=ff P(vt)P(Vt+T)fV(vt,vt+T)dvtdvt+r ~ Pp (2.70)
O-2
127
where:
- pj: is the mean of the power:
Mean Power = E [P(v)] = pp = P(v)f(v)dv
Gaussian,
- o-p: is the variance of the power: corresponding 
to AT
Var(P(v)) = E[(P(v) - p))2] = C.2 = (P(V) - pp)2f dv
NOTE: In order to be consistent with the definition of the autocorrelation coefficient (which is
always strictly between -1 and 1 (in this case 0 and 1) and the important assumption made that
wind at time t and at time t + T follow a bivariate normal distribution, the variance of power
needs to be computed assuming a Gaussian distribution for wind. The mean 1,, and standard
deviation, av, are found from the Weibull distribution assumed for wind.3 0
-fv(vt,vta+): is the bivariate pdf, assumed to be bivariate Gaussian and given by:
S 21 1 (v 1 - pi)2  2p,(vi - I)(V2 - Y2)
& (v2(1, p2) = XP -2 -2rolo-21 - p2 21-2 2 o
+ (V2 -12)2]+2
U2
- P(...): is the power curve and is given by:
30 To be consistent with the Gaussian assumption one option was to assume that the mean power p, is also
Gaussian. However, it was assumed it was Weibull to remain consistent with the Wind Industry assumptions. To
see the difference in values under the Gaussian assumption compared to the Weibull assumption applied to the
mean and variance of wind see section C.3 of the Appendix.
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0 for v < Veut-in
1
P(v) = 2 p v3  for Vcut-in < V : Vrated
Prated f or Vrated < V ! Veut-out
0 for vcut-out V
Therefore, by finding the value for the autocorrelation coefficient of power we can use
equation 2.23 in order to find the mean reversion rate. Having found this equation we have
three unknowns, i, a and A in our diffusion process and three equations 2.15, 2.22 and 2.23.
Therefore, we can compute the values of all parameters without having time series data. The
following section shows how the parameters could be estimated using time series data.
Estimating Parameters Using Time Series
Based on the analysis by Gourieroux and Jasiak (Gourieroux and Jasiak 2001), the
following analysis shows how one can estimate the diffusion parameters using time series data,
should it be available for a particular location.
a. Estimating the Diffusion Parameters Using Maximum Likelihood (ML) Estimation
Another method of estimating the diffusion parameters is through the existence of a
time series (of data). With such data available, the maximum likelihood estimators can be
computed based on the following representation of the diffusion equation (continuous AR(1)
process):
St = I(1 - p) + pst-1 + 7-t (2.71)
The ML estimators of the parameters pi, p and r are asymptotically independent and equivalent
to (Gourieroux and Jasiak 2001):
T
1 _ (2.72)
Ir = st = ST
t=1
129
PT
where the residuals, Et, are defined as:
Et = St - 5 T - Pr(st-1 - ST) (2.75)
The asymptotic variances of the estimators are given by (Gourieroux and Jasiak 2001):
Varay(fT) = T(1-p 2 )
1
Varasy(p^) = (1 - p2)V a T (
Var.,y(^r) = 2n
(2.76)
(2.77)
(2.78)
Subsequently, from the ML estimators we can infer the ML estimators of the diffusion
parameters from the following relations (Gourieroux and Jasiak 2001):
AT = -ln(pT)
e,2 2ln(p^7)2ToP 2
~T 1 gAT2
(2.79)
(2.80)
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1(st - ST)(St-1 
- ST)
T -)
7 T I=1(st -T5)2
T
77T
t=1
(2.73)
(2.74)
In order to keep our model as generic as possible and therefore present results that are
not inherently related to a particular location we chose to analyze and present results for the
method of estimating parameters using their definitions. Had we used time series data, then
our analysis would have been relevant only to the location that produced such data. In addition,
the use of the more generic method allows potentially for the formation of useful insights for
the behavior of the wind speed under the constraints of a mean reverting model.
Calculations and Results
The power curve and Weibull pdf for the wind speed have already been presented in
figures 10 and 12 of section B. For both functions, the underlying assumptions such as wind
turbine swept area, A, power coefficient, Cp, and average wind speed, iy, are the same as
before.
a. Mean Power and Variance of Power
In order to find the diffusion parameters it was necessary to use numerical integration.
This was done using MATLAB. Specifically, in order to compute the mean power output and the
variance of power we had to integrate the following equations:
Function for Mean (windpdf*powercure)
0 5 10 15 20 25 30
Wind Speed v (m/s)
Figure 91: Integrand for the Numerical Integration of the Mean Power - jvmtout P(v)f,(v)dv
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Function for Varaince (windp&*(powercurve-niup)2)
3,
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Figure 92: Integrand Decomposition for the Numerical Integration of the Variance of Power -
VCut~ut(p(v) 
- p) 2 f,(v)dv
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Given these graphs the computation yielded the following results for a 3MW wind turbine of
the kind described in section B:
PARAMETER VALUE
Wind
Mean Wind Speed (by assumption) 10 m/s
Variance of Wind Speed 27.32 (m/s) 2
Standard Deviation (Volatility) of Wind Speed 5.23 rn/s
Power (Weibull assumption for wind)
Mean Power 1.65 MW
Variance of Power 1.77 MW 2
Standard Deviation (Volatility) of Power 1.44 MW
Table 12: Summary of Results of Numerical Integration
b. The Wind Autocorrelation Coefficient
Prior to computing the final diffusion parameter, the mean reversion rate, A, the wind
autocorrelation coefficient, p,, must be calculated, based on the analysis done in a prior
section. As aforementioned the assumed spectral density function for the generic 10-min wind
is the Kaimal spectrum, which is consistent with industry assumptions (International
Electrotechnical Commission (IEC) 2005-08). The Kaimal spectrum for the given assumptions is
given by the following equation and is shown in the figure below:
40 2 Lk
(k +
o L1+3 3
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Spectral Density Function for Wind (Kaimal)
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Figure 93: Spectral Density Function (SDF) for Wind - Kaimal Spectrum
Following the steps outlined previously, in order to compute the autocorrelation
coefficient for an averaging period different from the generic 10-minutes we must find the
"new" spectral density function, that is, the sdf that corresponds to the averaging period T. The
averaging period is measured in units of time corresponding to the generic sdf. Therefore, since
the generic sdf corresponds to a 10-minute averaging period, for example an averaging period
of one day is measured as the number of 10-minute intervals present in a day. Consequently,
for a daily averaging period: T = 144. Below is the function and plot of the spectral density
function corresponding to an averaging period of T, the integral of which yields the variance
corresponding to that averaging period:
crksin(jT /2)Gr(w) = [sn(T/-]
(1+ 5/3 T/2
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Spectral Density Function for Wind for aeraging period T
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w (rad's)
Figure 94: The Wind Spectral Density Function for an Averaging Period of T = Daily
The next step needed for the calculation of the wind covariance function,By(vt,Vt+T), is
to integrate expression below, which also graphed for a daily averaging period in the figure
below:
oo0 (40mi n  sin(&T/2) 2
co(wT) dco
f(1 + 3 L)S/ &T2
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Function for Wind autocorrelation coefficient (T = 144)
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Figure 95: Integrand for Computation of Wind Autocorrelation Coefficient Function for an
Averaging Period of T = Daily
Having numerically integrated the above expression, the wind autocorrelation
coefficient, which was needed as an input to the bivariate Gaussian distribution (assumed for
wind), was able to be calculated based on the equation below:
B,(t,t+-r) fo7 G(w)cos(cor)dw
P,'(T) = 2 -R(-r) = 000~2 fo G(t)dw
The wind autocorrelation coefficient pv is a function of the averaging period T and of the
time interval T. The value for the wind autocorrelation coefficient was computed for different
averaging periods T and for different time intervals T. The results of these calculations are
shown in the graphs below:
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Hourly averaging:
Wind Autocorrelation Coefficient Variation with the
Time Interval t for a Given Averaging Period T = 6
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Figure 96: Variation of the Wind Autocorrelation Coefficient for T
for the time interval T)
Hourly (two different scales
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Daily averaging:
Wind Autocorrelation Coefficient Variation with the
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Figure 97: Variation of Wind Autocorrelation Coefficient for T =
the time interval T)
Daily (two different scales for
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Weekly Averaging:
Wind Autocorrelation Coefficient Variation with the
Time Interval T for a Given Averaging Period T =1008
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Figure 98: Variation of Wind Autocorrelation Coefficient for T = Weekly
Monthly Averaging:
Wind Autocorrelation Coefficient Variation with the
Time Interval r for a Given Averaging Period T = 4320
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Figure 99: Variation of Wind Autocorrelation Coefficient for T = Monthly
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Looking at the behavior of the wind autocorrelation coefficient it can be seen that as the
averaging period increases, for the same relative time interval, that is for T = T with T = daily,
weekly, monthly etc., the drop in the magnitude of the wind autocorrelation coefficient
becomes larger. Namely, the correlation between two consecutive hours is much higher than
the correlation between two consecutive weeks. This result seems to be consistent to what one
would reasonably expect given the behavior of the wind. Another important observation that
should be made is that as the averaging period increases, for the same absolute time interval,
that is, for T = constant, then the autocorrelation coefficient corresponding to the larger
averaging period has a higher magnitude. In other words, for a time interval of a day, the hourly
averaged wind is less correlated to the hourly averaged wind one day later than the monthly
averaged wind to the monthly averaged wind one day later.
c. The Bivariate Gaussian Distribution
After computing the wind autocorrelation coefficient, and having measured the wind
mean and computed the wind variance and standard deviation we can construct the two-
variable Gaussian distribution based on equation:
1 1. (v - 1)2 2pv(vi - 1)(V2 - M2) (v2 - /2)2
,v= -2(1p2) l
2no1a2dl - P2 21 F) o 1U2 U2
Having this formula we can investigate how the value of the wind autocorrelation
coefficient, pv, for given p's and 's , changes the form of the bivariate Gaussian distribution
and consequently the power autocorrelation coefficient. Below we present graphs with
different values of pv:
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Bivariate normal distribuiton (rhov = 0.5)
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Figure 100: Variation of the Bivariate Normal Distribution with pv -pv = 0. 5
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Figure 101: Variation of the Bivariate Normal Distribution with pv - pv = 0.9
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Looking at the variation of the bivariate normal distribution for increasing numbers of
the wind autocorrelation coefficient, that is for values of - -+ 0 for a given T, we notice that the
plot tends to align across the y = x line, therefore, the numerical calculations are rendered less
accurate and reliable (Wilks 2005).
d. Power Autocorrelation Coefficient
With the given values for the wind autocorrelation coefficient,p, calculated, we were
then able to compute values for the power autocorrelation coefficient,pp, which we then easily
translated into values for the mean reversion rate, A, based on equation 2.23. The following
tables and graphs show how the power autocorrelation coefficient,pp, and the mean reversion
rate, A, vary with the averaging period, T, and the time interval, T:
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Averaging Period: Hourly (T = 6)
r (# of T's) T (# of 10mins) PV sigmaT pp
5T 30 0.33364303 140.95 0.238170559 1.434768
2T 12 0.5977393 140.95 0.458525627 0.779739
1.5T 9 0.67918703 140.95 0.538938421 0.618154
T 6 0.78772275 140.95 0.660688574 0.414473
T/2 3 0.92530574 140.95 0.852092508 0.16006
T/4 1.5 0.97799821 140.95 0.94628789 0.055208
T/6 1 0.98962109 140.95 0.971051961 0.029375
Table 13: Summary of Parameter Values for Varying time intervals - T = Hourly
T = 6 (1 hour)
1.6
1.4'
1.2
1
0.8
0.6
0.4
0.2
0
0 5 10 15 20 25 30 35
Time interval x (# of 10-minute intervals)
*ppower EX
Figure 104: Variation of the Power Autocorrelation Coefficient and Mean Reversion Rate with
the time interval -T = Hourly
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Averaging Period: Daily (T = 144)
t (# of T's) T (# of 10mins) PV sigma ppA
5T 720 0.00831673 46.712063 0.007785894 4.855442
2T 288 0.05242454 46.712063 0.038032075 3.269325
1.5T 216 0.09468522 46.712063 0.067122687 2.701233
T 144 0.23372386 46.712063 0.164741418 1.803378
T/2 72 0.67152615 46.712063 0.531025805 0.632945
T/4 36 0.88521409 46.712063 0.790403195 0.235212
T/6 24 0.94105628 46.712063 0.878270941 0.1298
Table 14: Summary of Parameter Values for Varying time intervals -T = Daily
T = 144 (1 day)
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Figure 105: Variation of the Power Autocorrelation Coefficient and Mean Reversion Rate with
the time interval - T = Daily
145
* -U
U-
U-
U -
I *I1
Averaging Period: Weekly (T = 1008)
1 (# of T's) T (# of 10mins) PV sigma4 pP A31
5T 5040 7.97E-04 10.14 0.002634333 5.939125*
2T 2016 0.00560131 10.14 0.005925485 5.128493
1.5T 1512 0.01138108 10.14 0.009885429 4.616693
T 1008 0.05789554 10.14 0.041790014 3.175098
T/2 504 0.55006192 10.1401749 0.414801034 0.879956
T/4 252 0.80508135 10.14 0.682122715 0.382546
T/6 168 0.88476907 10.1401749 0.789750223 0.236039
Table 15: Summary of Parameter Values for Varying time intervals - T = Weekly
T= 1008 (1 week)
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Figure 106: Variation of the Power Autocorrelation Coefficient and Mean Reversion Rate with
the time interval - T = Weekly
Values with a "" sign indicate that the numerical computation's accuracy is questioned.
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Averaging Period: Monthly (T = 4320)
x (# of T's) T (# of 10mins) PV sigmar pp 2
5T 21600 0.00017011 2.59 0.002204568 6.117224*
2T 8640 0.00119626 2.59 0.00290758 5.840434*
1.5T 6480 0.0024434 2.59 0.003761991 5.582807*
T 4320 0.01836397 2.59 0.014670304 4.22193*
T/2 2160 0.51667871 2.5937663 0.385422734 0.953415
T/4 1080 0.77061791 2.59 0.64015838 0.44604
T/6 720 0.85398374 2.5937663 0.746170171 0.292802
Table 16: Summary of Parameter Values for Varying time intervals - T = Monthly
T= 4320 (1 month)
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Figure 107: Variation of the Power Autocorrelation Coefficient and Mean Reversion Rate with
the time interval - T = Monthly
32 Values with a "*" sign indicate that the numerical computation's accuracy is questioned.
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Looking at the previous graphs, we notice a similar pattern as that exhibited by the wind
autocorrelation coefficient (as expected). For absolute time intervals, the autocorrelation coefficient
with the longer averaging period dies out more slowly, while for relative time intervals, longer averaged
coefficients die out more quickly. The decrease in the magnitude of the power autocorrelation
coefficient is highly nonlinear, and seems to be exponential, whereby there is a decreasing rate of the
decrease in magnitude for the autocorrelation coefficient. Due to the nature of the relationship
between p and X, the mean reversion rate has the exact opposite behavior, whereby it increases quickly
for low values of T and reaches a plateau for larger values.
Conclusions
Looking at the results of this analysis, it can be understood that the averaging period of the wind
speed has an important effect when calculating the autocorrelation coefficients of either wind or power.
Nevertheless, it can be said that wind and power do not have very strong memories since within one
averaging period, that is t = T, the correlation has in most cases fallen to relatively low levels. At the
same time however, the stochastic model developed above may prove very useful in the short term
operation of the wind farm. The predictability captured by the model can be combined with dynamic
programming algorithms in order to enable the optimal (in terms of output and fatigue) operations of
the wind turbine. Consequently, these results are important in understanding the behavior of wind from
both an engineering and an economic perspective.
In addition, relating the diffusion parameters to their fundamental equations allows for a more
generic analysis of wind and also creates a turn-key model whereby the parameters such as the mean
wind speed, the shape and scale parameters and the wind turbine characteristics are adjusted, and then
the diffusion parameters can be estimated.
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D. DERIVATION OF THE BLACK-SCHOLES EQUATION
Theory: Debt and Equity as an Option
Fischer Black, Myron Scholes and Robert Merton showed how corporate liabilities may
be viewed as options (Black and Scholes 1973), (Merton 1973). In their famous 1973 paper,
Black and Scholes offer a simple example of a company which has bonds and common stock
outstanding. The assumption is made that the company's only assets are shares of common
stock of another company and that the outstanding bonds are zero-coupon bonds, namely they
pay no coupon and only receive a fixed amount of money, if the company can pay it, equal to
the face value after 10 years (i.e. the bonds' maturity, T, is 10 years). A further restriction is
made whereby the company cannot pay any dividends unless the bonds have been paid off.
The final assumption is that at maturity the company will sell the stock it holds and pay off the
bond holders (if possible) and will subsequently pay any remaining money to the stockholders
as a liquidating dividend.
In the scenario described, it can be seen that stockholders are essentially holders of an
option on their company's assets. In turn, bond holders (i.e. owners of debt) essentially own
the company's assets but have given options to the stockholders to buy the assets back (Black
and Scholes 1973). As firstly stipulated by Modigliani and Miller in the absence of taxes, the
value of the firm is equal to the sum of the total value of the debt and the total value of the
common stock (Modigliani and Miller 1958). Therefore, the value of the common stock is the
greatest between the value of the company's assets minus the face value of all the company
debt and zero. This payoff structure directly suggests that the stockholders essentially hold a
call option on the value of the firm's assets (limited downside, benefit from the upside). In turn,
the bondholders receive whatever the firm's assets are worth, with a maximum equal to the
face value of their bonds. This payoff structure suggests that the debt-holders own the firm's
assets and have written a call option to the shareholders. The payoff diagrams of the stock and
bond holders are depicted in the graph below, where V is the value of the assets and A is the
face value of the debt:
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Payoffs to the holders of debt and equity
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Figure 108: The Payoffs to the Bondholders and Stockholders as a Function of Firm Assets'
Value
The payoffs for the stockholders, Vstock, and the bondholders, Vbond, are given by the
expressions below:
Vstock = Max(0, V - A) (3)
Vbona = Min(A, V) (3.1)
The consolidated picture of the whole firm, that is for an entity holding both stock and
bonds, is shown in the graph above. The payoffs shown reflect how there is an embedded
conflict of interest between bondholders and stockholders. After a given debt is outstanding,
stockholders have the incentive to take risks which could potentially increase the upside of the
firm (in which they but not the bondholders participate in) but would also increase the
probability of default, that is take actions that benefit themselves at the expense of
bondholders. Consequently, the goals of maximizing the value of the firm and the value of the
equity are not identical. Such conflicts may arise in issues like dividend payout, asset
substitution and claim dilution (Breeden, Nonlinearities, Skewness and the Credit Option:
Corporate Bonds, Bank Loans and Bank Stocks 2011).
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Looking at the payoffs above, it can be understood that holding a corporate bond or
extending a loan to a company has nonlinear characteristics stemming from the credit risk of
the position. To hedge against such risk, the holder of the bond would ideally want to hold a
put option on the value of the company's assets. However, since such puts are essentially non-
existent as companies usually have an array of different types of assets, the cost or "fair rate"
of the loan should essentially reflect the cost of hedging it. When option costs are high, for
example during periods of high volatility, the cost of hedging the credit risk is higher and
consequently loan rates must be high. Equivalently, when options costs are low, then loan rates
should theoretically be lower (Breeden, Bank Risk Management 1990).
It can be understood that the returns of corporate bonds have an inherent characteristic
whereby they have limited upside and larger downside. This suggests that they possess
negative skewness, coming from the credit option written to the firm stockholders. That is, in
general, one would expect that lower credit quality bonds (that is bonds issued by companies of
lower credit quality) should exhibit greater variation or co-movement with the market, as those
firms are more closely related to developments in the markets through their higher credit risk.
In addition, one should also expect that during periods of stressed economic conditions or
higher risk in the markets, corporate bonds returns would be more influenced than during
"normal" times, that is they would exhibit higher co-movement during bad times and lower
during good times (limited upside, more downside). Such behavior should be most evident in
bonds of the lowest credit quality (Breeden, Convexity and Empirical Option Costs of Mortgage
Securities 1997).
Model
It is assumed that wind speed has mean reverting characteristics, that is, it fluctuates
around some long term mean, which may not necessarily be constant and is dependent on
geographic and other physical parameters specific to a location. Consequently, the wind power
harnessed has the same characteristics, that is, it is also mean reverting, since essentially wind
power is a function of the wind speed.
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To describe the behavior of the wind power we will assume that it follows an Ornstein -
Uhlenbeck (OU) process.3 3 The OU process is stationary, Gaussian and Markovian and it is a
mean reverting process, that is, over time the process drifts towards its long-term mean.
Assuming that we have a wind farm operator who has reached a long term Purchasing Power
Agreement (PPA), that is, he receives a fixed payment, p, in $/kWh for the energy he produces,
we can define the value, P, of the cash flows received as simply the power produced times that
PPA. Therefore, the value P of the cash flows is a constant multiple of the power produced and
consequently it also follows an OU process. Specifically the value of the cash flows, P, is
assumed to be described by the following process:
dP = A(pp - P)dt + -dZ (3.2)
where:
A: is the mean reversion rate
ip: is the long term mean or drift parameter
a: is the volatility of the process
dZ: is a Wiener process (or standard Brownian motion)
However, as stated in Goldstein (Goldstein, Nengjiu and Leland 2001), it can be shown
that if the representative agent of the economy has a power-function utility, then the risk
premium p and the risk-free rate r supported by this economy are constants. Then, any asset of
the economy can be priced by discounting expected cash flows under the risk-neutral measure.
Consequently, the value of the claim to the entire payout flow, that is, in our case the value, V,
of the firm, which will receive the payout flow described above for the life of the project, is
given by (Goldstein, Nengjiu and Leland 2001):
33 Further details on the origins of the Ornstein-Uhlenbeck process are in (Ornstein and Uhlenbeck 1930)
3 A Markovian process is one with the property that: "any prediction of the next value of the sequence (x,),
knowing the preceding states (xi, x2, ..., xn- 1), may be based on the last state (x. 1 ) alone. That is, the future value
of such a variable is independent of its past history," (Enyclopedia Britannica Online n.d.)
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(3.3)V(t) = EQ [f Pse-rsds = Pt]
1.t r - y1
where:
p = (p, - pg) is the risk neutral drift of the payout flow rate:
dP = A(p - P)dt + -dZQ (3.4)
Since r and p are constants, both V and P share the same dynamics, therefore the value of the
firm is described by the following stochastic differential equation:
dV = A(p -V)dt + -dZQ (3.5)
Any derivative, like a claim on the firm (e.g. debt or equity) is a function of the stochastic
variables underlying the derivative, in this case the value of the firm, and time. Consequently
the derivative in the case of a debt or equity claim is described by F(V,t), where the underlying
is the value of the firm, V.
In 1951, the Japanese mathematician Kiyoshi Ito put forward an important result in
stochastic calculus, now famously known as Ito's lemma (Ito 1951). In a general case, one may
assume that the underlying asset, x, follows the following process:3s
dx = a(x,t)dt + b(x,t)dZ (3.6)
where:
a,b: are functions of x and t
dZ: again is a Wiener process
3s This process is also known as the Ito process
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According to Ito's lemma, a function G of x and t, G(x, t), follows the process (Kishimoto 2008):
(aG aG a 2G2 aG
dG = -a+ - -b dt+-bdZ (3-7)
ax at 2ax 2  ax
Consequently, since a claim on the firm is simply a function of an underlying and time, it follows
from Ito's lemma that for F(Vt) the following is true (Oksendal 2002):
[aF aF 1a 2F 1 aF
dF= -A(p -V)+-+-c 2 dt+-dZ (3.8)
av at 2aV2  yV
OR
dF = A~y -V)F,+ Ft + 1F,c.2 dt + FadZ (3.9)
OF aF a 2 F
where for convenience: F, = , F= , F, =
Given that dV is described by equation 3.5, the above expression can be modified to:
dF = FdV + (Ft +2 az F )dt (3.10)
Derivation of the Black - Scholes Equation
The capital asset pricing model (CAPM), which was developed in the 1960s, states that
there is a linear relationship between the expected return on a risky asset with the return on
the market (Sharpe 1964). Specifically, it states that the return on the risky asset is proportional
to the market risk premium, defined as the return on the market minus the risk free rate, and
the constant of proportionality is the asset's beta, 3. An asset's beta is defined as the
covariance of the return on the asset with the return on the market, divided by the variance of
the return on the market. Therefore the return on a risky asset is given by:
E(ri) - r = pl(E[rm] - r) (3.11)
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where:
ri : is the return on the asset i
rM: is the return on the market portfolio
r: is the risk free rate
1i: is asset i's beta defined as: = Cov(rM)var(rM)
In addition, from equation 3.10 one can compute the covariance of the returns on a
risky underlying asset and the market and the covariance of the derivative of that underlying
and the market, namely (Black and Scholes 1973):
dF VF, dV 1 12 (3.12)
y=-p-+-(Ft+l oVF dtF F V F\2/
whereby it follows that:
dF VF, dV
CcV y-F I rM F (3.13)
a. Case 1: Risk Neutral
Based on the analysis done by Black and Scholes (Black and Scholes 1973), combining
the basic concepts from the CAPM and the result above, relating the asset return to the
derivative return, one can be led to the following relationship between the equilibrium
expected return on any of the individual securities of the firm, dF/F, and the (exogenously
determined) equilibrium expected return on the value of the firm, dV/V:
VFr dVI \ (3.14)E [FI- rdt = F E 
-
-V rdt)
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From our assumption about the process V, if follows that the return on the cash flows coming
from the wind power production are equal to the drift 4:
E - rdt = pdt
E[dV] = rVdt + IVdt
Therefore equation 3.14 becomes:
EF - rdt = (u+r -r)dt =>
E [dF] = rFdt + FVydt
Subsequently, the expectation of equation 3.10:
E[dF] = FE [dV] + E [Fe + 2F,) dtj =>
E[dF] = FvE [dV] + (Ft + V2F,) dt
and using equation 3.15, the above equation becomes:
(3.15)
(3.16)
(3.17)
(3.18)
(3.19)
(3.20)
E[dF] = FrVdt + FpVdt + (Ft
Comparing equations 3.18 and 3.21 we see that:
rFd4 +-FpPdt = FrVd4t+-FpVd4 + Ft
+ 2 F dt
1 2FrF = Ft+-F~ "+ FrV
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(3.21)
+ 4r2FV44 =
(3.22)
The above equation is the Black- Scholes differential equation under the situation where the
underlying asset follows an Ornstein-Uhlenbeck stochastic process (instead of a random walk).
b. Case 2: Spread by Investors
It could be plausible to assume that investors wish to demand a spread, s, in addition to
the risk-free expected returns of the cash flows to shield themselves from possible risks
embedded in the wind power technology. " In this case equation 3.14 becomes:
ldF VFv [ dV1 (3.23)
E - -rdt = F E I - rdt) + sdt
Consequently, after replacing the expectation of dV/V based on equation 3.15 which remains
unchanged and multiplying by F the above equation becomes:
[dF (324)
E - =rFdt+ FVydt+sFdt
The rest of the analysis remains the same and thus when we compare equations 3.21 and 3.24
we get:
FrVdt + FyVdt + + dt =rFdt + FVlydt + sFdt =
1 F (3.25)
rF + sF = Ft + o aTF + FrV
Therefore, with the addition of an exogenous risk premium demanded by the investors the
Black Scholes (BS) equation includes an additional term: sF.
3 There is no reason for which the spread, s, should be considered to be fixed. On the contrary it could be
assumed to be a function of time or the value of the cash flows V, that is the spread could be given by s(Vt).
Nevertheless, to simplify the thought process the spread is taken as constant in the analysis above.
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c. Case 3: Existence of Dividends
In order to be more comprehensive, it is sensible to investigate if and how the preceding
analysis changes when there are payouts paid to the claimholders. To do so, we define the
term, by, which represents the payouts made by the firm to the claimholders.37 Specifically,
when positive, the term represents the total dollar payouts by the firm per unit time to either
its shareholders (dividend) or to its bondholders (interest payments), whereas when negative, it
represents the net dollars received by the firm from new financing (Merton 1973). In this case it
can be shown that the BS equation becomes (Cox and Ross 1976):
rF=Ft+-o2 F +F,[rV-b] (3.26)
21 )
Looking at the above equation, one can notice that the choice of risk-neutral
preferences is not affected by the existence of payouts. Under risk neutrality, the instantaneous
mean total return on the underlying assets is rV, while the consistent mean price change is
p.(V,t) = rV - b(Vt) (Cox and Ross 1976).
At this point, in order to generalize, it is important to make a distinction between the
payout made by the firm and the payouts made by the security. To do so, there is need to
introduce another term, BF, which represents the dollar payout per unit time to this security
(Merton 1973). Again, this payout could be of the form B(V,t), that is, be a function of the
underlying and time. With the addition of this term, the description now becomes
comprehensive as it deals with any form of payout made to claimholders. The comprehensive
BS equation now is (Ingresoll Jr. 1987):
1 (3.27)rF = Ft + o2 F +FV[rV - b] + B
37 The payout, b, can be a function of both the value of the firm and time therefore be of the form b(V,t) and thus
is not necessarily constant.
3 To make this point clearer it is worthwhile describing the above conditions in a more common setting. In the
usual framework of using the BS equation to price options on stocks, the conditions corresponding to the situation
described above would be the stock paying dividend (bv) and the option paying a form of "dividend" (BF)
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d. Case 4: Combining Dividends with the Spread
The combination of the two latest versions of the model, that is, the one including a
spread by investors and the other involving the generalized case of the existence of dividends
yields the following differential equation:
(r + s)F = Ft + o-F, + F,[rV - b(V,t)] + B(V,t) (3.28)2"
To keep the analysis as general as possible the dividends terms have been made
functions of both the value of the firm and time. However, this should not always be the case,
as dividends might be time or value independent or even constant.
Assumptions
The typical analysis of the total value of the firm assumes that the total value of the firm
is comprised of the sum of the value of the debt and the value of the equity. However, besides
the capital structure, the bond indenture conditions importantly affect both the form of the BS
equation and the boundary conditions constraining it, therefore changing the solution. For
example, the existence or absence of coupon payments or dividends affects our analysis. In
previous investigations multiple scenarios have been described in which several forms of
indentures have appeared. To remain consistent in our effort to be as general as possible we
will deal with the situation in which there is a single issuance of bonds with a promised final
payment of P at the maturity date, T, of the bonds and a periodic interest payments of c, such
that = Pe't' , where t' is the interval between payments (Black and Cox 1976). The existence of
distinct coupon payments or continuous coupon payments is an issue that is easily handled by
changing the corresponding term in the BS equation (Merton 1973). Interest payments and any
dividend payments must be financed by issuing new securities, which are either equity or
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subordinated bonds (Brennan and Schwartz 1978)." Under these described assumptions the
equations governing the claims to the firm are of the following form:
The valuation equation for the bonds is (Merton 1973), (Black and Cox 1976):
Continuous coupons:
Ft +- 2 F+ FrV-b] -rF +B = 0 (3.29)
Discrete coupons:
Ft+ F +F[r -b] -rF+ c;(t-tj)=0 (3.30)
j=1
where:
B: is the rate of continuous coupon payments per unit time
cj: is the jth interest payment
tj: is the time at which the jth interest payment is made
n: is the total number of interest payments
5(-): is the Dirac delta function
The valuation equation for the equity is (Black and Cox 1976):
ft+ 2 f,+ frV-d] - rf + D =0 (3.31)
D:is a continuous dividend payment
39 In his paper, Robert C. Merton (1973) does not make this assumption.
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Boundary Conditions
As aforementioned bond indenture conditions affect, besides the form of the BS
equation, the boundary conditions constraining it. In this section we analyze different
assumptions for the bond indenture provisions and look at their effect on the boundary
conditions of the corresponding differential equations.
a. Case 1: Safety Covenants
Based on the description by Black and Cox (Black and Cox 1976), safety covenants are
contractual agreements that give liability-holders the right to force a restructuring or a
bankruptcy of the firm if it fails certain standards set by the contractual agreement.
i. Nonpayment = Default
Merton defines default as failure to make an interest or principal payment. Based on
this premise, he sets the following boundary conditions (Merton 1973):
For bonds:
1)
F(0, r) = 0 (3.32)
where: t = T - t is the length of time until maturity
2)
F(0,T) !5 V F(0, ) (3.33)
3)
F(V, 0) = min(V, P + c) (3.34)
where: P is the promised payment to the debtholders at T
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For equity:
1)
F(O,r) = 0 (3.35)
2)
<1 () (3.36)F(0 r s = -
3)
F(V, 0) = max(V - (P + c), 0) (3.37)
ii. Setting a Constant Level of Default
While the failure by the firm to make an interest payment can be considered such a
covenant, it is rendered pointless if the equity-holders are allowed and able to sell firm assets
to meet those payments. Therefore, it is reasonable to consider the case of a safety covenant of
the following nature: if the value of the firm falls to a specified (by the contract) level then
liability-holders have the right to seize the firm's assets. Let us denote as Vdefault the level of
asset value at which bankruptcy is declared. It should be noted that this level should not be
necessarily constant but may change over time.
Brennan and Schwartz also deal with the generalized case in which both coupon and
dividend payments are made (Brennan and Schwartz 1978). They also assume that "the firm
will become bankrupt if, on a coupon date, the value of its assets [...] is less than some critical
value. The lowest conceivable critical value is (1 - -r)cP, the net interest obligation; a more
reasonable one, [and the one adopted], is the par value of the outstanding bonds, P, so that the
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firm is assumed to become bankrupt when its value falls to the par value of its outstanding
bonds (Brennan and Schwartz 1978)." It can be understood that this assumption can be
extended to any arbitrary constant value K (with K > P or K < P) with the only constrain being
that: K (1 - r)cP, where T is the tax rate, c is the interest payment and P is the notional
bond value. With these assumptions and the assumption that there are discrete payments of
dividends and coupons on the same date, Brennan and Schwartz define the following BCs
(Brennan and Schwartz 1978):
1)
(3.38)F(V T= V for V PV - BC(V) for V < P
where BC(V) are the bankruptcy costs
On a dividend date the following should be true:
(3.39)
Where:
t- and t+: are the instants before and after the dividend/coupon payments respectively
D: represents the constant dividend paid
On a coupon payment date the following should be true:
F(V,t-) = F(V, t+)+ cP - (1- cP
F (V, t-) = F (V, t+) + T cP
where:
T: is the tax rate, c: is the coupon rate, P: is the bond notional
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(3.40)
(3.41)
F(V, t~) = F(V - D, t+) + D
Therefore, assuming that the coupon and dividend payment dates coincide the BC becomes:
F(V, t-) = F(V - D, t+) + D + TcP (3.42)
The above condition, combined with the fact that default has been defined when F(V, T) ; P
gives us the other boundary condition:
2)
FV, t-)= F(V-D,t+)+D+ TcP forV ;>P
FV - BC(V) for V < P
It should be noted that an additional BC is required:
3)
lim Fy = 1
V-00
(3.43)
(3.44)
That is, as the value of the levered firm becomes indefinitely large for a given debt level, the
probability of default becomes arbitrarily small
iii. Setting a Time Varying Level of Default
Black and Cox define default as the situation in which the firm value reaches a level
Cddeault (Black and Cox 1976), which they choose to be time dependent such that the following
expression holds:
Vaef ault = Ce-Y(T-) (3.45)
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Therefore their corresponding boundary conditions are:
For bonds:
1)
F(V, T) = min(V, P + c)
2)
F(Cdefault,t) = Ce-Y(T-0
For equity:
1)
F(V, T) = max(V - (P + c), 0)
F(Vdefault, t) = 0
2)
iv. Setting a Constant Level of Default with Time Independent Debt
At this point it is worth noting the approach taken by Leland (Leland 1994). He states
that the total value of the firm is comprised of three components:
Firm Asset Value + Value of Tax Deduction of Coupon Payments - Bankruptcy Costs
v(V) = V + TB(V) - BC(V) (3.50)
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(3.46)
(3.47)
(3.48)
(3.49)
Returning to the point about an arbitrary "default" level, he defines Vdeeauit as the level
of asset value at which bankruptcy is declared. He also expresses another way of thinking about
bankruptcy costs. He stipulates that if bankruptcy occurs, a fraction 0 a ! 1 of value will be
lost to bankruptcy costs, so debt-holders are left with a value of:
F(V, t) = (1 - a)Vdefault for V Vuefault (3.51)
In addition, he also recognizes that bankruptcy becomes irrelevant as the value of the firm
grows indefinitely:
asC0 (3.52)F (V, t) -+as V -+ o(.2
r
In the case where there is a spread, s, is applied by investors this condition becomes:
as-C (3.53)F (V, t) -> - as V -> o(.3
r + s
He then recognizes that debt issuance affects the total value of the firm in two ways:
a) It reduces firm value because of possible bankruptcy costs
b) It increases firm value due to the tax deductibility of the interest payments
Consequently, both these effects are dependent on time and the value of the firm V, so they
are securities.
We consider a security that pays no coupon, yet when V = Vdefault has a value of aVdeeault.
Consequently, this security should have a market value reflecting the claim to aVdefauit should
default take place. The boundary conditions for the value of Bankruptcy Costs, BC(V) (Leland
1994):
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BC(V) = aVderault at V = Vdefault
BC(V) -> 0 as V -> oo (3.55)
The tax benefits TB(V) are like a security that pays a constant coupon equal to the tax
shield value of the interest payments as long as there is no default, in which case it pays
nothing. The boundary conditions for the value of Tax Benefits, TB(V) (Leland 1994):
TB(V) = 0 at V = Vdefault
TB(V) --> -C/r as V -4 00
(3.56)
(3.57)
Again when a spread is applied by investors the last boundary condition becomes:
TB(V) = Tc/(r + s) as V -> oo (3.58)
Having made these distinctions, Leland finally defines equity as the total firm value less the
value of debt (Leland 1994):
fequity(V) = Total Firm Value - Fdebt(V) =
E(V) = v(V) - D(V) (3.59)
Consistent with the above assumptions the boundary conditions for the value of Equity are:
f (V, t) = 0 f or V Vdefault (3.60)
167
(3.54)
c cf(V, t)->- OR f(V, t)- as V -* oo (3.61)
r (r+s)
f(V) = V as V -> oo (3.62)
For the final BC, as the value of the firm becomes indefinitely large, the fraction of debt
value becomes increasingly smaller and thus the equity captures essentially the whole value of
the firm.
b. Case 2: Endogenous Default
Leland also deals with the case in which there is no explicit default covenants made,
whereby bankruptcy occurs when the firm cannot meet the required coupon payments by
issuing additional equity i.e. when equity value goes to zero (Leland 1994). Therefore, Leland
presents the case in which the firm chooses Vdefault. Although total firm value is maximized
when Vdefault is set as low as possible, it is also true that the value of equity should be
nonnegative, E(V) > 0, for all values of V Vdefault. It is thus shown that the lowest possible
value for Vdefault such that this is true is such the following condition is true too:
dE
Vvjej. = 0
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E. SOLUTION TO THE BLACK-SCHOLES DIFFERENTIAL EQUATION
Setup
In this section we solve the Black-Scholes differential equation for the case of time
independent securities (i.e. Ft = 0) and having assumed that the underlying asset follows a
mean reverting Ornstein - Uhlenbeck process. The general form of the Black-Scholes
differential equation including dividends, coupon payments and a spread by the investors is:
1 2F(4)
pF = Ft + a2FV,+ (rV - SV)F,+C to < t < r
Where:
p = r + s , with s being a spread over the risk free rate, r
C: is the coupon payments made to the debt-holders
a: is the volatility of the underlying
6: is the dividend yield paid to investors
For the purposes of this analysis we assume for now that C = 0 and in general that Ft = 0,
that is, that the value of any security written on the underlying is independent of time. For the
case of debt this translates into a debt with no maturity or slightly less realistically with a
maturity that is very long with respect to the model time scale. Thus, we need to find the
solution to the following homogeneous equation:
1
-pF + 1 2 F,,+ (rV - SV)F, = 0 =2
12
.2 F+ (r - 8)VF, - pF = 0 =
2
F,v + yV F, - KcF = 0(41
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(r - 8)
1 2
(r +s) p
1 2 2
(4.2)
(4.3)
Therefore, y can be either negative or positive depending on the relations between the
risk free rate, r, and the dividend yield, 6 , while the parameter k is always positive since the
risk return required by investors, p, and the volatility, a, are always positive. Therefore, "-k" is
always negative.
In turn, with some manipulation the above differential equation can be transformed to an
equation with the following form:
d 2 y dy
dx2 dx (4.4)
where R is a constant
Specifically, looking at equation 4.1 we can make the following transformation in order to
eliminate the constant y by setting:
x = cV (4.5)
where c is a constant
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Where:
Therefore:
1
V =-Ix (4.6)
dV =-dx => dx = cdV (4.7)
C
Consequently, equation 4.1 can be written as:
d2 F dF
-+yV -kF =0 =
d 2F 1 dF d 2 F dF
+y-x -kF = 0 = c 2 -+yx - kF= 0
( dx dx) c 1 dx dx 2  dx
Divide by c2
d 2F y dF k (4.8)
+ x 2 F = 0dx 2 c 2 dx c 2
At this point it is important to differentiate between the cases in which y is positive or negative
(depending on the relative magnitude of the risk free rate, r, and the dividend yield, 6.
a. Case 1: y >0 (r > 6)
We need to eliminate y, so:
Y = 1 = c2 Y
C2
C = , -~ (4.9)
171
Note: choose +Vyf as opposed to -/Jyf since we want: x> 0 when V> 0
So for c = . and y > 0 the original equation becomes:
d 2F y dF k
=2 0 =dx 2 y dx y
d2 F dF
-- + xT-PF=0dx2 dx
Where:
k k p
72 = y (r -)
(4.10)
(4.11)
Therefore, looking at the constant beta, R, we realize that depending on the relative
magnitudes of r and 6, beta might be either positive or negative. However, as stated above the
assumption made is that y is positive (under Case 1).
b. Case 2: y < 0 (r <6)
We need to eliminate y so (and want c to be real and positive):
-ri = 1 => II =c
c2
c = JI (4.12)
So for c2 = VIA and v < 0 the original equation becomes:
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d2F |y| dF k
dx2 | ,dx F =
d2F dF (4.13)
dx2 dx
Where:
k k P (4.14)
cz |y| |r-S|
Therefore, looking at the constant beta, @, we realize that in this case @ is always positive since
we are dividing with the absolute value of r - 6.
c. Case 3:y=O(r =6)
In the case where the risk free rate, r, is equal to the dividend yield, 6, then the problem is
simplified significantly and the differential equation is of the form:
1 d 2F 2p
a F,-pF = 0 => = F =>
d2F 2P dV2 (4.15)
F =2
The complete homogeneous solution to this differential equation is:
piv p V (4.16)
F(V)=C 1e a +C2 e a
In the above solution, the parameters Ci and C2 are constants to be determined by the
boundary conditions.
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While the differential equation simplifies significantly in the case of r = 5, this is not the
case for the case in which: r # 8. In order to find the homogeneous solutions for the cases in
which y * 0 a more elaborate analysis is needed. This is done in the following sections.
Parabolic Cylinder Differential Equation
According to Abramowitz and Stegun the Parabolic Cylinder Functions*4 are solutions to
the generalized differential equation (Abramowitz and Stegun 1964):
+ (ax2 + bx + c)y=O (4.17)
which has two real and distinct standard forms given below:
d 2  ( 4 2 + d (4.18)
+ x2 - d) y= 0 'dy 1
d2Y+( )2-dY=O (4.19)
d2 4
An equivalent form of the parabolic cylinder differential equation, which is given by Zhang and
Jin, is shown below (Zhang and Jn 1996):
d 2 y dy 1 a+(.0
dx2  dx ( +) y = 0 (4.20)
By comparing this equation (4.20) to the differential equations derived previously (4.10 and
4.13), for each case of y, we see that with some adjustments they are the same. Specifically:
40 For further details on the Parabolic Cylinder Function see (Weisstein, Wolfram Web Resource 2012)
174
a. Case 1: y >0 (r > 6)
Original Equation:
d2F dF p
-- +x-fF=0 withdx2  dx ~(r-8)
Parabolic Cylinder Differential Equation:
d 2y dy a1 0
--+x a+-y=0
dx 2  dx 2)
The differential equations become identical if we set:
k / 1\
p 1
- ) a + 2(- ) 2
(r 
- 8) 2
(4.21)
OR
ki1
a = - -
y 2
(4.22)
Based on the analysis done by Zhang and Jin the parabolic cylinder differential equation
(equation 4.20) can be converted to the standard form of equation 4.18 by introducing the
following transformation (Zhang and Jn 1996):
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1 2
y(x) = e-X u(x)
With the transformation above we get the following results:
dy 1 2 1 1 2
-x = e 4 u(x)' - -xe V"u(x)dx 2 = U' -
( 1 1 r 1 2U -- u--Xxu e42 2/ + u' 1 \1x2(- -xu iei"-22
( t 1 1 1 2 2U 2u-xu' 4 ex2u -x
So equation 4.10 now becomes (after dividing by e . 24
( 14
- a+)u = 0 =>
u" - u -x-u + x2U + xuL- x2u - au - U = 0 =>2 4 2 2
u"f ~x 2 u-uau = 0 =4
(4.24)u"- (x2 +(a+ 1))u = 0
Which is in the standard form of equation 4.18 when we set:
d = a + 1 (4.25)
where the "a" term is the same a as that in the parabolic cylinder differential equation 4.20
Consequently, our derived differential equation (equation 4.24) can be linked to the
standard form of the Parabolic Cylinder Differential Equation given by Abramowitz and Stegun
by following the steps below:
176
(4.23)
d2y
22
- xu
Step 1: x = cV where c = Vy
Step 2: F(x) = y(x) = e7 u(x)
and by setting:
I#
1 a
=a + => a (r - 8) 2 => d
d= a+ 1
p 1 
=(r -6) 2
( - 1
d=(r -) 2-
(4.26)
Or equivalently by setting:
kl1
d = - + 1 =>
y 2
1ak 1
+ a =- y 2 >
d~y+1
ki1
d =-+-
y 2
(4.27)
b. Case 2: y < 0 (r <6)
Similarly for the case in which y < 0, to find the solution we can follow the process described
below:
Original Equation:
d2F dF
dx2 d X
k p
with#= - r-|y| |rI- |
Parabolic Cylinder Differential Equation:
d2y dy
- dx (a + y = 0
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The differential equations become identical if we set:
k / 1
p 1
= a + 2
a = 1 2 *
|y|8 2
OR
(4.28)
(4.29)
Like before, we can transform the above equation to the standard form using the following
transformations:
(4.30)y(x) = eigx2 u(x)
With the transformation above we get the following results:
dy 12 1 12
= ei u(x)' + 2xerX u(x) = lu' 1. 12+ 2xu) eVs
d 2y =_ 1 1 1 2 2( u" + u+ 2xu') eix + u' + 2xu e ( x) = u" + u + xu' 1 1 2+ x2 U) e 4x
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So equation 4.13 now becomes (after dividing by e 2
u" + u + xu' + x2U - ( _+x) a + 1)u = 0 =>
4r 1 1 -1
u" +±U + *i+ 4x2U - * - 2 - au -u = 0 =>
u" - x2u - au = 0=4
u ( x2 + a) u = 0 (4.31)
Which is in the standard form of equation 4.18 when we set:
d = a (4.32)
where the "a" term is the same a as that in the original parabolic cylinder differential equation
4.20
Consequently, our derived differential equation (equation 4.31) can be linked to the
standard form of the Parabolic Cylinder Differential Equation given by Abramowitz and Stegun
by following the steps below:
Step 1: x = cV where c = 
Step 2: F(x) = y(x) = e+4u(x)
and by setting:
(P=a + => a -r-S|2
d p - 1 (4.33)|r- 8| 2
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Or equivalently by setting:
a 
= a
d= a
1
k 1
d = 2 _ -
(4.34)
Solution to Parabolic Cylinder Differential Equation
The two linearly independent solutions of equation 4.18 (first standard form of Parabolic
Cylinder Differential Equation) are given below (Abramowitz and Stegun 1964), (Zhang and Jn
1996):
12 1 1 1 1
ui=e M (d+42, =>
2
u 2 = xe 2 d + , P x2 =>
fx + (d
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(4.35)
u,= e-4 f1+ (d
2) 4
(4.36)
(4.37)
(4.38)1 =e 2u, =e4 + +
+ d+ (d +
where: M(a,b,z) is the Confluent Hypergeometric Function or Kummer's Function, which arises
as the solution to the Confluent Hypergeometric Equation or Kummer's differential equation.
The Confluent Hypergeometric differential equation and function are shown below (Zhang and
Jin 1996):
Kummer's Differential Equation:
d 2 f df (4.39)
z d2 +(y -z)L af= 0d3dz
Kummer Function:
M(a, b, z) = (a)k k (4.40)
1k! (b)k
k=0
The solutions zi and z2 can also be expressed in the form of power series, as given by
Abramowitz and Stegun and Zhang and Jin (Abramowitz and Stegun 1964), (Zhang and Jn
1996).Despite the fact that equations 4.35 and 4.37, expressed in either format, provide two
linearly independent solutions whose combination yields the general solution to the parabolic
cylinder differential equation, in order for the asymptotic expansions to have the desired
behavior, the standard solution to equation 4.18 is usally defined in different forms, presented
below (see (Abramowitz and Stegun 1964) and (Zhang and Jin 1996)):
41 For further details on the Confluent Hypergeometric Function please see (Weisstein, Wolfram Web Resource
2012)
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The first solution of 4.18 is defined as follows: 4 2
(4.41)G(d, x) = cos n
The second solution of 4.18 is defined as:4 3
W(d,x)= sin (1+ d)) U
2 -4a2 (4.42)
+Cos ( + d)) U21
where:
(4.43)
sec n+ d2
2,-61 1 + d
with ui as defined above in equation 4.35
(4.44)csc nrQ + 1d)
U2 = d) 1 1U2
2I~ 4r T +7
42 In textbooks this equation is usually denoted as U(a,x) (Abramowitz and Stegun 1964), however to avoid
confusion with the variables the letter G has been chosen.
43 Again, usually this equation is denoted as V(a,x) (Abramowitz and Stegun 1964), yet to avoid confusion this
equation with the value V of the underlying asset the letter W was chosen.
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+ d) U1 - sin nI + d) U2
with u2 as defined above in equation 4.37 and:
F(x) = (x - 1)! or F(x) = ftx-le-tdt (4.45)
F(d) is the gamma function, expressed in terms of the factorial or as a definite integral
(Weisstein, Wolfram Web Resource 2012)
The linear combination of the two independent solutions, expressed as shown above,
gives the solution to the homogeneous Parabolic Cylinder Differential Equation as expressed in
equation 4.18. Therefore, the general solution is given by:
u(d,x) = C1G(d,x) + C2 W(d,x) (4.46)
where Ci and C2 are constants determined by the boundary conditions of the problem
At this point, is should be noted that based on the sign of the parameter gamma,y, of
the original differential equation, that is based on the relative magnitude of the risk free rate, r,
and the dividend yield, 6, the parameter "d" in equation 4.18 is defined differently and
consequently, the solutions G(d,x) and W(d,x) and ultimately the general solution varies.
Therefore:
For y > 0 the general solution is:
u(dy>o, x) = C1G(dy>o,x) + C2 W(dy> 0 , x) (4.47)
With:
S +P - (4.48)(r - S) 2
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For y < 0 the general solution is:
u(dy<o, x) = C1G(dy< 0, x) + C2 W(dyg<, x)
d go = d = 1_ i| r - -5| 2
With:
(4.49)
(4.50)
Solution to Original Differential Equation
The previous section dealt with the solution to the parabolic cylinder differential
equation. However, the ultimate problem that needs to be solved is finding the solution to the
original differential equation. Based on the analysis done previously the original differential
equation is related to the standard form of the parabolic cylinder differential equation via a
series of transformations. Therefore the solution to the parabolic cylinder differential equation
is related to the solution of the original equation as follows:
Original Differential Equation:
F,, + yVF - KF = 0
Step 1: Eliminated y term by transforming V:
For y>0(r>6):
d2 F dF pFrom: F,,+yVF-KF=0 -+ +x-- F with f=
dx 2  dx (r-S)
By setting: x = cV where c =
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Therefore, general solution becomes:
u(dy>o, jyV) = C1 G(dy>O, #V) + C2 W(dy>o, JfV)
For y < 0 (r <6):
From: F+yVF,-KF =0
d2F dF
j- wdw -F
p
with I =
By setting: x = cV where c = 5|
Therefore, general solution becomes:
u(dy<O, /1y I V) = C1G(dy<o, fVI V) + C2W(dy<o, /yI V)
Step 2: Converted equation to standard form:
Fory >0 (r > 6):
d2F dF
From: - x F= +Frm:+ xy-- fl   0*dx
d 2y dy
dx dx
- (a -+U - x2 + (a + 1)) = 0
12
By setting: F(V) = eX u(d,x) where x = SV
Therefore, general solution finally becomes:
F(V) = e -4(Gv)2 u(dy>, jV) =
12 12
F(x) = Cie-X G(dy>o,x) + C2e -X W (dy>o,x) where x
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(4.51)
(4.52)
(4.53)
(4.54)
For y < 0 (r <5):
d 2F
From:
dF
-x-xfF=0 -
Sx2By setting: F(V) = e~ u(d, x) where x = Jj~jV
Therefore, general solution finally becomes:
F(V) = e+ (flv) 2u(dy<o,.V /w) =>
F(x) = Ce V G(dy<o,x) + C2 ex W (dy<o,x)
(4.55)
(4.56)where x
= JWv
Consequently, to summarize, the general solution of the homogeneous differential equation is
of the form:
(4.57)
(4.58)
(4.59)
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d2 yd2 y dydx ( =0 -+u" x2 +a)u = 0
F(x) = CF,(x) + C2F2 (x)
with:
F1(x) = e ±X2G(d, x)
F1V2F2 (x) =e 4 W(d, x)
(a
12
Where depending on the relationship between r and 6 the parameters: e i X =
Vf7V or V.jyIV and d vary. That is in terms of V the general homogeneous solution becomes:
F(V) = C1 F1 (V) + C2 F2 (V)
with:
e ) = {v2G(d, V)
F e(V) = *ylIG(dV) if y > 0
if y < 0
(4.60)
where G (d, V) is like equation 4.41 yet with x = cV
F1 (V)= e*yv2W(d,V) if y > 0{e *\ylV 2 W (d,V ) if y < 0
where W(d, V) is like equation 4.42 yet with x = cV
With:
C =y -Yif Y > 0iIy if y<0
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(4.61)
(4.62)
Adding Coupon Payments to the General Form of the B-S Equation
The general form of the Black-Scholes differential equation including dividends, coupon
payments and a spread by the investors is:
pF =Ft +-aF+(V6VF+C ,t0 <t<r2
(4.63)
Now we are going to assume that there exists a coupon payment to bondholders, that is:
C* * 0, while we keep the assumption that Ft = 0, therefore the coupon payments become
perpetual. Therefore, the differential equation of which we are trying to find the solution is of
the form:
1
pF = 012F,, + (rV - SV)F, + C
1 2
-pF+ + yVF pF+ C = 0 =
2
F, +yVFv -KF +C* = 0 =>
F,+ yVF, -KF = -C* (4.64)
Where:
(r - 6)
U2
and k = (rs) p
2 2
C
0 2
(4.65)
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With C being the coupon payment
It can be seen that the above equation is the same as the one analyzed previously, with
the addition of a constant forcing term C. Therefore, the general solution to this differential
equation is given by:
F(V) = Fh(V) + F (V) = C1F1(V) + C2F2 (V) + F (V) (4.66)
Where: Fh is the homogeneous solution, found in the previous analysis, and F, is the particular
or inhomogeneous solution, in this case specific to the constant forcing term C.
Since the forcing term is simply a constant, the process of finding the general solution is
simplified. If it assumed that the general solution is of the form:
F(V) = Fh(V) + F(V) = Fh(V) + A (4.67)
where A is an undetermined constant it follows that:
F = Fh + A
F' F = F+ 0 = Fh
(4.68)
(4.69)
(4.70)F" = Fv = F'
Therefore, if we plug in this solution to the differential equation we get:
F, + yVFV - KF = -C* -* FA' + yV Fi - k(Fh + A) = -C* =>
Fh' + yVF - kF - kA = -C*
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If we set A such that:
-kA = -C* = A =- k
C
P
C
P
(4.71)
Then the differential equation is solved by definition since Fh is the homogeneous solution
(which was found in the previous section):
FA' + yVFhf - kFh = 0
Where:
FM(V) = C1F1(V) + C2F2(V) with F1and F2 as defined previously
Therefore, the general solution of the inhomogeneous differential equation is:
F(V) = Fh(V) + F(V) = C1F1 (V) + C2 F2 (V) + -
P
(4.72)
The same argument is true for the case in which r = S. Specifically the inhomogeneous
equation is now of the form:
-c. 2 F, -pF+C = 02
(4.73)
Setting F = Fh + A we get:
Cr.2F' - pFh - pA + C = 0
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Again by setting A = C we get the homogeneous differential equation which is solved by
p
definition by Fh:
o.2Fh' - pFh = 0
Valuation of Debt
In order to find the complete general solution to the differential equation at hand we
need to apply the appropriate boundary conditions. As shown in a previous section, the
boundary conditions for the value of debt under a situation of no Ft term are as follows (Leland
1994):
F(V) = D(V) -> as V -oo (4.74)
P
F(V) = D (V) = (1 - a) )Vdefault for V < Vdefault = VB (4.75)
Looking at the first boundary condition and at the behavior of the homogeneous
solutions as V --+ o we can deduce the value of one of the parameters Ci or C2 . Specifically, as
one solution grows to infinity while the other solution diminishes to zero as V -+ 00 it is quite
clear that the parameter "Ci" in front of the solution that grows indefinitely should be zero.
To investigate the behavior of the homogeneous solutions as V -+ 0o it is pertinent to
look at the sign of the parameter "d". Based on the sign of this parameter, the functions
G(d, V) and W(d, V) and consequently the solutions F1 and F2 behave differently (Zhang and
Jn 1996). Therefore, it is sensible to investigate the sign of the parameter "d" under each case
under investigation:
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For y > 0 (r > 6):
p 1
d y > o = r - 8P(- 6) + 2
Based on the notation by Zhang and Jn the parameter of importance is defined as (Zhang and
Jn 1996):
v = - (d +
Vd>O = (( + 2 + 2) =-((r) + (4.76)1)
By definition, r > 6 and so:
(r- ) / \(r-8) /
va>O < 0
For y < 0 (r <6):
dy<O = d = 8| i
Thus, the parameter v is given by:
Vd<o = - - +
\|r - 1| 2
-P-
j r - |
Vd<O < 0
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(4.77)
Based on the above analysis and the notation of Zhang and Jin the parameter "v" is
negative in both cases (Zhang and Jn 1996). Therefore, to see the overall behavior of the
solutions Fi and F2 we must see how the functions G(d, V) and W(d, V) behave for "v"
negative.
For a negative coefficient "v" (in the notation of Zhang and Jn the function G(d, V) -+ 0
and the function W(d,V) -> o as V -+ co (Zhang and Jin 1996). Consequently, the solutions
F1(V) -+ 0 and the function F2 (V) -+ o as V -+ oo. With this behavior in mind, one can look at
the general solutions of the differential equation as well as the first boundary condition and
determine the value of the parameters.
For y > 0 (r > 6):
The general solution when y >0 is:
1 1 2
F(V) = Cie-yv G (dy>o, jV) + C2e-zliyv W(dy> 0 , JfV)
(4.78)
P
OR
1 21 2 C
F(x) = Ce~$ G(dy> 0,x) + C2e-X W(dy>0,x)+ P
(4.79)
Where:
x = cV = jV
p - 1do (r - )+ 2
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Applying the first boundary condition we can see that C2 =0 since F1 = e71x2 G(dy>o,x) -+ 0
and F2 = e x2 W(dy>o, x) -+ oo as -+ 00 . This boundary condition also confirms the value of
the particular solution found previously. Therefore the solution now becomes:
(4.80)1 CF (V) = Ce -yv 2G(dy>o, #V) + _
P
Looking at the second boundary condition, the parameter C1 is given by:
F(VB) = (1 - a)V = Cie~{VBG (dy>o, VB) +-=> C1
(1 - a)VB 
- -
C1 = Pezyvy
G(dy>o, VB)
C(1 - a)VB --
e 1 o =>
e -:yvh G(d y>0, VB)
(4.81)
Therefore, after applying the boundary condition the general solution for the value of debt
becomes:
12 C
D(V) = C1e- V2G(dy>o,V) +- =>
P
(1 - a)V - C
D(V)= e/V E e :yv2G(dy>o,Gey4,s i 4 G(>O
C
V)+_ P
(4.82)
OR
(1 - a)V - -
D~x) G(dy>1 , VB) e BV) e 2G(dy>O,x)+ Cp
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(4.83)
Where:
x = JV
p 1
dyo=(r- 8) 2
For y < 0 (r <6):
The general solution when y <0 is:
F(V) = Cie~l yG (d<O, j V)
C
± C2 e IlyIV2W (dy<0 , 1iV)
p
OR
F(x) = Cie :x2G(dy< 0,x) + C2 e 2W(dy<o,x) + Cp
Where:
x = cV = -Iy~V
p 1d <O = d= |r- 8| 2
Like in the case of y > 0, an analysis of the boundary condition shows that the parameters Ci ( i
= 1,2) are given by:
195
(4.84)
(4.85)
=(1 - a)VB 
e
G (d y<o,VB)
C2 = 0
And the general solution for the value of debt is:
D(V) = Cie tv2G(dy<O, V) + -=
p
(1 - a)V( -
D(V ) = (d<, B e
Where:
X = JyV
d y< = d = pIr - 6I
1
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(4.86)
(4.87)
(4.88)
OR
~ $1) e :Iyiv2 G (dy<O, V) C
p
2
e 2G(dygo, x) + p
P
(4.89)
For y = 0 (r = 5):
The general solution when y = 0 is:
C Jz2v fip v c
F(V)=C 1 F1 +C 2F2 +-=C1 e~ a +Cze 5 +-P P
(4.90)
Similar to the previous analysis, for the first boundary condition to hold, the following must be
true:
C2 = 0
Since F1 -+ oo as V -+ oo while F2 -+ 0 as V -* oo
Then, looking at the second boundary condition we can find the value of the parameter C1 :
F(VB) = (1
Vi2VB C
-a)VB=Cle a+-=>C1=
P
C1= (1 -
(4.91)
a)VB- C)e a
Thus the general solution in the case where y = 0 is:
D(V) = ((1 (4.92)- )VB - - P P
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Valuation of Tax Benefits
As mentioned previously, if we consider the tax benefits (TB) received by a firm through
debt financing, they can be viewed as a security that pays a "coupon" of size TC, where C is the
debt interest payment and t is the firm tax rate (Leland 1994). Essentially, the coupon is equal
to the tax-deducting value of the interest payments. These coupon payments are made as long
as the company does not go bankrupt, in which case no more coupon payments are made and
the value of the security is zero. It can be understood that this security's value is independent
of time (as it depends on the debt of the firm which is also independent of time) and therefore,
like debt, it also must satisfy equation 4.0, yet with different boundary conditions. Specifically,
as mentioned in a previous section, the boundary conditions that need to be satisfied by the
tax-benefit "security" are:
TB(V) -+ as V -+ oo (4.93)
P
TB(VB) = 0 at V = Vdefault = VB (4.94)
The first boundary condition stems from the fact that as the value of the firm, V,
becomes indefinitely large, bankruptcy becomes irrelevant and the value of the security
approaches the value of the capitalized coupon payment (Leland 1994). Regarding the second
boundary condition, when bankruptcy occurs, namely if the value of the firm V hits the
bankruptcy threshold VB, then the value of the tax benefits becomes zero since there are no
more interest payments made and so no more tax benefits to be earned.
The analysis done for the case of debt regarding the particular solution is the same for
the value of the tax benefit, TB(V) yet the coupon now TC instead of C. Consequently the
general solution is of the form:
TB(V) = TBh(V) + TBy(V) = C1TB 1 (V) + C2TB 2 (V) + TC (4.95)
P
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Where, depending on the value of y:
OR
1 2
TB 1 (V) = e _iy G(d, V)
TB1 (V) = e+4v G(d, V)
TB 2 (V) = e-4j:v2 W(d, V)
OR
TB 2 (V) e+ qv2W(d, V) (4.99)
Subsequently, we apply the boundary conditions to determine the value of the
parameters C1 and C2. Looking at the first boundary condition we realize that like in the
previous analysis in both cases of y > 0, and y < 0, the parameter C2 = 0 since TB, -+ 0 and
TB 2 -* oo as V - oo. Therefore, the general solution takes the following form:
(4.100)TB(V) = C1 TB1(V) +- P
Applying the second boundary condition we see that:
TrC x2 2 G~~)+TC =0=TB(VB)=0 =>CTB(V)+- =Ce4 G(d,x)+-=0 =
P P
(r 1
C, = - C 1 
P e: zG(d, x))
(4.101)
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(4.96)
(4.97)
(4.98)
Where:
x= V or x = /VB depending on the value of y
At this point we must differentiate between the case when y > 0 and y <0:
For y > 0 (r > 6):
In this case the parameter C1 becomes:
C, =>
rC 1
p, \ G(dywo, VB)) e!
Therefore, the general solution yielding the value of the tax benefits is:
(G(dy>O,VB)) 12 TCe B ) TB 1(V)+-=>p
e-4Yv) eIY2G(dy>o,v) =>
-d1 2eyv)
\G(dy,>O, VB }~~v
e-Iyv2 G(dy> 0,
Where:
dyyo- 
-
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(4.102)
TBCTB (V)= 
-
TBV) 1
P (
V)) (4.103)
TB(V) ='r - (iC 1
p \ p G(d y>o, VB
For y < 0 (r <6):
In this case the parameter Ci becomes:
C1=-TC 1
C (e+{yv2 G(dy<o,VB))
=, P p(G(dy<o,V B)) eI4
Therefore, the general solution is of the form:
TB (V)= TC 1 e_-y1 TB1 (V)+ =P\ G(dy<o,VB) / p
TB (V)= - G(dy<o, VB -{vB ev2G (dy<O, V)=
( ( 1 e-yv \G dy<0 , VB) eyv2 G(dyo, V))
dy<O=d =r 
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(4.104)
TB(V) = 1
p (
Where:
(4.105)
For y = 0 (r = 6):
Now the general solution is of the form:
C -zpV
TB(V) = C1 TB1 + C2 TB2 +- = C1e 5- +p C2e e +- P
(4.106)
Like in the analysis for the other cases, for the first boundary condition to hold: C2 = 0 and
again the particular solution is of the form: F, = -.
P
Then, looking at the second boundary condition we can find the value of the parameter C1 :
TB(VB) =0= C1 e 5- +-
c C
P
e a
Thus the general solution is:
TC dzPV__ _/7_V TC
TB(V) -- e a e a +
P p
TC -IC
TB(V)=-- 
-
TB (V)
TP
e ae a =>
e Or e a
e 
z P 
-
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rc
TC
PB
a )
(4.107)
(4.108)
Valuation of Bankruptcy Costs
Similarly to tax benefits, bankruptcy costs can be viewed as a security, whose payoffs
are dependent on the value of the firm and is not dependent on time, therefore must satisfy
equation 4.1 (Leland 1994). Specifically, the bankruptcy-costs security pays no coupon, but has
a single payment equal to the bankruptcy costs aVB at V = VB. If we denote the value of
bankruptcy costs as BC(V), consistent with the notation by Leland, then this security has the
following boundary conditions (Leland 1994):
BC(V) -+ 0 as V -oo (4.109)
BC(VB) = aVdefault = aVB at V = Vdefauit = VB (4.110)
As the value of the firm becomes indefinitely large, the value of bankruptcy costs
becomes zero as we move away from the threshold of V = VB- In the case when bankruptcy
does occur when the value of the firm V, hits the threshold VB, then the security is "worth" aVB
, namely the fraction a of the value VB lost to bankruptcy costs (from the previous definition of
a).
Since there are no coupon payments, the value of the bankruptcy costs must satisfy the
homogenous differential equation and so the general solution is of the form:
BC(V) = C1BC1 (V) + C2BC2 (V) (4.111)
Where, depending on the value of y:
BC1(V) = e 'G(d, V) (4.112)
OR
BV(V) = e+ 4Jv2G(d, V) (4.113)
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BC 2 (V) =e 4iv2W (d, V)
OR
(4BC2(V) e+{ iv2W (d,V) (4
Applying the first boundary condition, and given the behavior of G(d, V) and W(d, V) as
V -* 00, it can be seen that similarly to the previous cases:
C2 = 0
~.114)
.115)
Therefore, the general solution becomes:
BC(x) = C1BC1 (x) = C1e-4 G(d, x) (4.116)
Where:
x = JV or x = ,FV depending on the value of y
Applying the second boundary condition we find that:
BC(VB) = aVB > C1 e2 G(d,V B) = aVB =>
aVB
C= B!x
e4 G(d,x)
(4.117)
Where:
or x = FyVB depending on the value of y
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At this point we must differentiate between the case when y >0 and y <0:
For y>O (r>6):
In this case the parameter Ci and the general solution are:
1 aVB
e Viy G(dy>, VB)
BC(V) = aVB -
( G(dy>o,VB) e
v) eyzG(dy>OV)
p1
(r -8) 2
For y < 0 (r <6):
Now the parameter Ci and the general solution are:
aVB
e: ''vG(dy<O, VB)
BC(V/) = aVB e
(G(dy<o,VB) e
d yz= d =
- YV \) elv2 G (dy<O, v)
p
|r - 8|
1
2i
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(4.118)
Where:
(4.119)
(4.120)
Where:
(4.121)
For y = 0 (r = 5):
Now the parameter C1 is given by (while C2 must be zero again):
BC(V) = aVB = Cle a =>
V2-VB
C1 = aVBe a
(4.122)
And the general solution is:
(4.123)BC(V) = (aVBe V e
Valuation of Equity
The value of the firm, v(V) is given by three components: the value of the assets of the
firm, the value of the tax benefits minus the value of the bankruptcy costs (Leland 1994):
v(V) = V + TB(V) - BC(V) (4.124)
It follows that the there is no need to calculate the value of equity explicitly since it can
be deduced from the total value of the firm and the value of debt. Specifically, the value of
equity, E(V), is equal to the total value of the firm, v(V), less the value of the debt , D(V)
(Leland 1994):
E(V) = v(V) - D(V) (4.125)
At this point we must differentiating between cases where y >0 and y < 0:
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For y > 0 (r > 6):
In this case the total value of the firm and the value of equity become:
1~~~ ~~ - V -yzGd B,
p (G (dy>o,VB) e }47V) e--4yV2 G (dy>0 , v))
- e {yvB -{yv2G(d y>o,V)G(dy>O, VB)
v(V) =V+
TC
V(V) =V+- (1-
-c e -yv2G(dy>o,V) TC
1 G- 
G +
eyv2G(dy>O, VB)P
-1
e -yV2 G(dy>O, V)
e-4YvBG(dy>o,VB)
-1 2
e ~TY G(dy>o,V)
-aVB 1
e-yv G(dy>o, VB)
E(C
E (V) =V +- 1-
p (
1 1
G(d>, Y e-yvG(dy>o,V)
-( aVB e _ eVG(dy>O, V)
\G(dy>o,VB) /
(1 - a)VB - 1
- e4 v
G (d y>0 , VB)
1
e--:yvz G(d y>O,
1 V(1 - )C (1 - )C e--yvG(dy>o, V)
e~)yvBG (dy>O, VB)
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aVB) =>
(4.126)
E(V)=V
C
p
(4.127)
Where:
y>o p(r-+) 2
For y < 0 (r <6):
Under these conditions the total value of the firm and the value of equity are of the following
form:
TC
v(V)=V+- 1-
p (
1 1 iy2 1 v( e~r ) ee B yvG(dy<o,
G(dy<0 , VB)
aVE e- lylV) e\ylv2G(dy<O, V)(G(dy<O,VB) 
+C e IYlv 2G(dy<o, V)
1
P eilyl EG(dy<o, yE)
C
V(V) =V+- (1 e4\ylv2G(dy<o, V)
- 1 2
eZYB G (dy<O, VB))
e {\yv 2G(dy<o, V)
- aV z1
e:1yv G(dyzo, VB)
( 1
\G(d<O, VB)
aV
\G (dy<o,V B)
YV) e{Yv G(dy<o,
- lyl yv2G(dy<o, V)
(1 - a)VB - 1 12e~ eI l zlyl G(dy<V v
G(d y<o, VE) t)4GdVV
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V))
aVB) =>
(4.128)
E(V)=V+ 1-
p (
V))
C
p
E(V) = V - )C
p
(1 -r)C Se4 G(dy<O, V)VB 
Ge4 BlvG(dO<jVB)
dy<o = d = p 
1
Ir -&1 2
Fory=0(r =5):
The value of equity and the total value of the firm when r = 6 is given by:
vC
V(V) = V+- (1
E(V) =V+ 1- (ev _ v a( e e 
-(aVBe 0' e i'
TC /E(V) =V+ (1
(4.131)
(C\ QJiv, _ v C
-- Ve ea e a --
~pV ) / p
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Where:
(4.129)
(4.130)
C 2vp _V C
a)V -- e a e -- =>PrV - )P
Kpv _2 B _ 2
-e o e 0' - (aVge a e a
- (((l -
F. CONCLUSIONS
Summary of Results
In section B of our analysis we dealt with the valuation of an offshore floating wind farm
from a corporate finance point of view. It was found that indeed with currently realistic
assumptions concerning the technical aspects, costs and financial parameters of the wind farm,
offshore floating wind farms can be economically viable and to some extent attractive yielding
positive NPV, IRR values of around 13% and break-even electricity prices of about 9 C/MWh.
Contingent for such results is the existence of a location with high annual wind speeds of about
10 m/s, which have been shown to exist, as well as support from the government in the form of
tax breaks or feed-in tariffs in order to bring wind energy at par with carbon emitting fossil
fuels. Given the uncertainty over the costs of such projects as well as over the regulatory
framework in which they will operate, the sensitivity analysis also showed that the project
value is indeed most sensitive to factors such as the electrical infrastructure cost and the wind
turbine cost (on the cost side) as well as to the level of the PPA (on the revenue side). The latter
observation sheds light to the potential benefit of government support in the viability of such
projects.
It was also shown by the aforementioned section of our analysis that financial
parameters such as the leverage and the cost of debt are also very important in determining
the economic attractiveness of such projects, often more important than technical aspects. This
observation suggests that despite the improvements that need to be made from an engineering
perspective, such efforts can potentially be overshadowed by improvements made in the
financial engineering of these projects. To this end the thorough understanding of the value
and the sensitivity of the value to certain parameters as well as improvements made in the
financing of such projects may prove vital for the economic viability of such projects.
The modeling of wind done in section C and the subsequent analysis showed that
indeed wind is positively autocorrelated and seems to have some "memory." Similar
observations were made for the derived quantity, power. It was seen that in this process the
averaging period plays a significant role as it affects the level of autocorrelation. Therefore, for
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shorter averaging periods it was shown that wind autocorrelation is indeed positive and drops
gradually to insignificant levels but with a slower rate than longer averaging period.
Consequently, while for smaller time periods, measurements made at periods prior to the one
immediately preceding the last hold some predictable power, as the averaging period grows,
measurements prior to the most recent become irrelevant. Thus, for larger averaging periods it
was shown that the drop in autocorrelation is much quicker, indicating that essentially only the
last measurements are relevant in predicting wind and power outputs. Such observations point
to the potential use of this model or of similar ones, in the dynamic optimization of wind
turbines in the short run both in terms of output and in terms of fatigue.
Finally, it was shown that there exists an explicit model for valuing options written on
mean reverting underlying processes under a Black-Scholes-Merton framework. Specifically, the
assumption made for the underlying process was that it follows an Ornstein - Uhlenbeck
process. It was also shown that, under the assumption that debt has a very long maturity and
consequently claims can be thought to be time independent, this model can be used to value
the debt and equity of any project for which the underlying asset is mean reverting, with
possible applications in the energy, shipping and commodity markets.
Considerations for Future Research
The analysis done in this thesis can be extended and improved in ways that will enable it
to generate even more insightful conclusions and potentially create useful tools in the efforts to
finance energy projects, model wind behavior and value projects for which there is a mean
reverting underlying process. In regards, to the analysis done in section B, it would be pertinent
to investigate multiple specific scenarios that reflect different economic and regulatory
environments and look at which combinations are most attractive and most problematic. Such
an analysis would offer insights to regulators about which policies are most productive and to
investors about what conditions render such projects economically viable. In addition,
depending on the nature of the capital structure it would be pertinent to conduct a similar
analysis based on a Flow to Equity or an Adjusted Present Value valuation method, a capability
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which was possible given the model developed but which was not presented for the purpose of
avoiding to overwhelm the reader.
To extend the analysis done in section C, it would be sensible to conduct an estimation
of the diffusion parameters using data gathered from different locations characterized by
multiple wind regimes, applying the methods described in part 4 of section C. This process
would enable one to double check the findings of this analysis and gage the usefulness of the
developed estimation methods both in regards to the value of the diffusion parameters as well
as the overall pattern observed as the time interval and averaging period vary. Also, following
the estimation of the diffusion parameters the analysis could be completed with the generation
of simulations of the wind speed based on the values computed and the subsequent
comparison to actual wind data gathered from particular location.
Finally, in regards to the model developed in section D and E there are several steps that
can be done to extend the analysis done in this thesis. Firstly, it would be very useful to
generate actual valuations based on realistic parameter values and compare these numbers to
the valuations generated from similar models, that is, with time independence, which do not
have a mean reverting assumption. In addition, it would be useful to investigate the sensitivity
of these valuations to parameters such as the leverage, the coupon payments and the interest
rate in order to answer question such as which is the optimal capital structure and under which
conditions. Furthermore, the model could be embellished with the assumption of time varying
drift or volatility, which would allow one to investigate how these parameters do or do not
affect the valuation levels. Finally, the assumption about time independence could be relaxed in
an effort to generate valuations for mean reverting process in a more realistic framework
whereby debt maturity becomes one more parameter of interest.
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G. APPENDIX
A.1 Offshore Substation
The following figure depicts a picture of an offshore electrical substation in Sweden:
Figure 109: Offshore Electrical Substation of the Lillgrund Wind Farm in Sweden
(www.siemens.com 2008)
B.1 Unlevered Cost of Equity
Calculating the unlevered cost of equity:44 kg = po
Following the derivation and the notation by Koller et al., the cost of equity depends on the
unlevered cost of equity plus a premium for leverage, less a reduction for the tax deductibility
of debt (Koller, Goedhart and Wessels 2005):
VD V
ke = ku + - (ku - r) - - (ku - ktxa)
E VE
" In the notation followed in this report the unlevered cost of equity is represented as po following the use of this
variable by Miles (Miles and Ezzell 1980). However, most commonly the unlevered cost of equity is depicted as ku
(Higgins 2009), (Koller, Goedhart and Wessels 2005)
213
Where:
k,: is the levered cost of equity
k,: is the unlevered cost of equity (previously written as po)
r : cost of debt
ktxa : cost of capital for the company's interest tax shields
Va : is the value of the tax shields
VD : is the value of debt
VE : is the value of equity
Both ku and kaa cannot be observed. Therefore, in order to determine the unlevered cost of
equity we need simplifying assumptions:
1) Assume ka = k, : This assumption should be made if we believe that the risk associated
with the tax shields equals the risk associated with operating assets. With such an
assumption then we get (Koller, Goedhart and Wessels 2005):
VE VD
SVD + VE D + VE
2) Assume kta = kd : This assumption should be made if we believe that the risk associated
with tax shields is comparable to the risk of debt. With such an assumption we get:
VD - Vtxa VE
ktx= r+ keVD - Vtx +E VD- ~txa ~~ VE
In order to find the value of the tax shields, Va, we discount future tax shields at the
cost of debt and then solve for the unlevered cost of equity (Koller, Goedhart and Wessels
2005).
As mentioned in section B, which assumption be made can be decided based on the
following rules (Koller, Goedhart and Wessels 2005):
- If one believes that the company will manage its debt-to-value to a target level (the
company's debt will grow with the business) then use: Assumption 1
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- If one believes that debt to equity ratio will not remain constant, use : Assumption 2
If one knows the unlevered cost of equity and wants to re-lever the cost of equity, that
is, fine the levered cost of equity, one can use the following equations (Koller, Goedhart and
Wessels 2005):
Under Assumption 1:
VE
ke = ku + (ku - r)
VD
Under Assumption 2:
VD Vtxake = ku + V (k - r)
VE
B.2 Power Curve
The figure below depicts the power curve of the Vestas V90 wind turbine with a rated power of
3MW:
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Figure 110: The Power Curve of the Vestas V90 Wind Turbine (3 MW) (Vestas n.d.)
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C.1 Approximate Calculation of Variance
One approximate method for computing the variance of a function, f(x), exists and based on its
Taylor expansion. This method is shown below (Casella and Berger 2001):
Var[f(x)] ~ Var(x) -(f'(E[x])) =X
For the purpose of our case, the function f(x) would be P(v), the power curve of the wind
turbine, so we would get:
Var[P(v)] ~ (f'(;y))2a2
where:
i : is the mean wind speed for the chosen interval At
o,2: is the variance of wind for the chosen interval At
C.2 Variance computation based on Power Spectral Density Function:
The following section shows how indeed the integral of the spectral density function is equal to
the variance of the process, in this case wind, under the particular spectrum assumed in this
report:
o
of = JG(f)df
The Kaimal spectrum assumed in this report to describe wind is given by the following
expression (International Electrotechnical Commission (IEC) 2005-08):
kL~fGU f)V
1+ 6f(L))3
Set - = A and rearrange:
.UV
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G(f) =
(1 + 6fl)-§
JG(f)df = 5 df
0 ((1 + 6fl)-§
= 4aP 1 (1 + 6fA) 3df = 4 oj )(1+ 6fl)( ')j) o
[(1 + 6fa)&)I = T(1+ ( = o(0 + 1) = of
C.3 Comparison of Results under the Weibull and under the Gaussian Assumption:
In order to estimate the wind autocorrelation coefficient as part of the estimation of the
mean reversion rate, X, that is, the diffusion parameters, we made the assumption that wind at
time t and at time t + r is described by a bivariate Gaussian distribution. Thus, in order to
calculate the mean reversion rate X, for this section of the estimation only, we had to assume
that wind follows a Gaussian instead of a Weibull distribution and as a consequence compute
summary statistics for power (e.g. variance). The figures and table below show how the values
and integrands under the Gaussian assumption differ from those under a Weibull assumption:
217
0.08
Weibull Distribution (given k,c)
Wind Speed v (m/s)
Normal Distribution (gien v-bar, sigma-v)
0 5 10 15 20 25 30
Wind Speed v (m/s)
Figure 111: Comparison of the pdf of Wind under a Weibull and under a Gaussian Assumption
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Figure 112: Comparison of the Integrands for the Calculation of the
Weibull and under a Gaussian Assumption
Mean Power under a
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Figure 113: Comparison of the Integrands for the Calculation of the Variance of Power under a
Weibull and under a Gaussian Assumption
For: pv,= 10 m/s
Parameter Assumption Value
Mean (pp) Weibull 1.645597952041091e+003
Gaussian 1.768447465638125e+003
Variance (-2) Weibull 1.444423267347041e+006V n Gaussian 1.341299811885368e+006
Standard Deviation (ap) Weibull 1.201841614917307e+003
Gaussian 1.158144987419696e+003
Wind Autocorrelation (p) Gaussian 0.233719729922269
Power Autocorrelation (pp) Gaussian 0.164741418177245
Figure 114: Comparison of the Summary Statistics of Wind under a Weibull and a Gaussian
Assumption
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