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1. Introduction and Main Results
1.1. Motivation
Covariance structure is of fundamental importance in multivariate analysis and
all kinds of applications. While in classical low-dimensional setting, a usually
unknown covariance structure can be estimated by the sample covariance ma-
trix, in the high-dimensional setting, it is now well understood that the sample
covariance matrix is not a consistent estimator. What is even worse, in many
applications the observations are contaminated, and below we explain one such
setting that motivates this work. Similar situations certainly arise in many other
settings.
Our motivating question arises in the context of estimating the so-called
integrated covariance matrix of high-dimensional diffusion process, with appli-
cations towards the study of stock price processes. More specifically, suppose
that we have p stocks whose (efficient) log price processes are denoted by (Xjt )
for j = 1, . . . , p. Let Xt = (X
1
t , . . . , X
p
t )
T . A widely used model for (Xt) is
dXt = µt dt+ Θt dWt, t ∈ [0, 1], (1.1)
where µt = (µ
1
t , . . . , µ
p
t )
T is a p-dimensional drift process, Θt is a p× p matrix
for any t, and is called the covolatility process, and (Wt) is a p-dimensional
standard Brownian motion. The interval [0, 1] stands for the time period of
interest, say, one day. The integrated covariance (ICV) matrix refers to
ICV :=
∫ 1
0
ΘtΘ
T
t dt.
The ICV matrix, in particular, its spectrum (i.e., its set of eigenvalues) plays
an important role in financial applications such as factor analysis and risk man-
agement.
A classical estimator of the ICV matrix is the so-called realized covariance
(RCV) matrix, which relies on the assumption that one could observe (Xt) at
high frequency. More specifically, suppose that (Xt) could be observed at time
points ti = i/n for i = 0, 1, . . . , n. Then, the RCV matrix is defined as
RCV =
n∑
i=1
∆Xi (∆Xi)
T
, (1.2)
where
∆Xi =
 ∆X
1
i
...
∆Xpi
 :=
 X
1
ti −X1ti−1
...
Xpti −Xpti−1

stands for the vector of log returns over the period [(i−1)/n, i/n]. Consistency as
well as central limit theorems for RCV matrix under such a setting and when the
dimension p is fixed is well unknown, see, for example, Andersen and Bollerslev
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(1998), Andersen et al. (2001), Barndorff-Nielsen and Shephard (2002), Jacod
and Protter (1998), Mykland and Zhang (2006), among others.
However, in practice, the observed prices are always contaminated by the
market microstructure noise. The market microstructure noise is induced by
various frictions in the trading process such as the bid-ask spread, asymmetric
information of traders, the discreteness of price, etc. Despite the small size,
market microstructure noise accumulates at high frequency and affects badly the
inferences about the efficient price processes. In practice, as is pointed out in Liu
et al. (2015) where a careful comparison between various volatility estimators
and the 5-min realized volatility is carried out, when the sampling frequency is
higher than one observation per five minutes, the microstructure noise is usually
no longer negligible, and the following additive model has been widely adopted
in recent studies on volatility estimation:
Yti = Xti + εi, i = 1, · · · , n, (1.3)
where Yti = (Y
1
t , . . . , Y
p
t )
T denote the observations, εi = (ε
1
i , . . . , ε
p
i )
T denote
the noise, which are i.i.d., independent of (Xt), with E(εi) = 0 and certain
covariance matrix Σe.
Observe that under (1.3), the observed log-returns ∆Yti := Yti − Yti−1
relates to the true log-returns ∆Xti by the following equation
∆Yti = ∆Xti + ∆εi, i = 1, · · · , n, (1.4)
where, as usual, ∆εi := εi−εi−1. We are therefore in a noisy observation setting
where the observations are contaminated by additive noise. Such a setting forms
the basis of the current work.
Besides microstructure noise, there is another issue which is due to asyn-
chronous trading. In practice, different stocks are traded at different times, con-
sequently, the tick-by-tick data are not observed synchronously. There are sev-
eral existing methods for synchronizing data, like the refresh times (Barndorff-
Nielsen et al. (2011)) and previous tick method (Zhang (2011)). Compared with
microstructure noise, asynchronicity is less an issue. For example, as is pointed
out in Zhang (2011), asynchronicity does not induce bias in the two-scales es-
timator, and even the asymptotic variance is the same as if there is no asyn-
chronicity. While we do not seek a rigorous proof to avoid the paper being
unnecessarily lengthy, we believe our methods to be introduced below work just
as well for asynchronous data. The reason, roughly speaking, is as follows. Take
the previous tick method for example. Here we choose a (usually equally spaced)
grid of time points 0 = t0 < t1 < . . . < tn = 1, and for each stock j, for each
time ti, let τ
j
i be the latest transaction time before ti. One then acts as if one
observes Y jτi at time ti for stock j. With the original additive model at time τ
j
i :
Y jτi = X
j
τi + ε
j
i ,
we have at time ti,
Y jti := Y
j
τi = X
j
ti +
(
(Xjτi −Xjti) + εji
)
.
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In other words, the asynchronicity induces an additional error (Xjτi −Xjti). The
error is however diminishingly small as the sampling frequency n → ∞ since
Xjτi − Xjti = Op(
√
ti − τ ji ) = op(1). To sum up, even though asynchronicity
induces an additional error, the error is of negligible order compared with the
microstructure noise (εji ). Henceforth we shall stick to the model (1.4).
One striking feature in (1.4) that differs from most noisy observation settings
is that as the observation frequency n goes to infinity, the signal, namely, the
true log-return ∆Xti becomes diminishingly small, while the noise ∆εi remains
of the same order of magnitude, and therefore the signal-to-noise ratio goes to
0. In the next section we will explain a method that fixes this issue. Our first
main result, Theorem 1.1, applies to a general setting where the signal and noise
are of a same order of magnitude.
1.2. Pre-averaging approach
The pre-averaging (PAV) approach is introduced in Jacod et al. (2009), Podol-
skij and Vetter (2009) and Christensen, Kinnebrock and Podolskij (2010) to
deal with microstructure noise. Other approaches include the two-scales esti-
mator (Zhang, Mykland and Aı¨t-Sahalia (2005),Zhang (2011)), realized ker-
nel (Barndorff-Nielsen et al. (2008),Barndorff-Nielsen et al. (2011)) and quasi-
maximum likelihood method (Xiu (2010),Aı¨t-Sahalia et al. (2010)). We shall
use a slight variant of the PAV approach in this work. First, choose a window
length k. Then, group the intervals [(i − 1)/n, i/n], i = 1, . . . , 2k · bn/(2k)c
into m := bn/(2k)c pairs of non-overlapping windows, each of width (2k)/n,
where b·c denotes rounding down to the nearest integer. Introduce the following
notation for any process V = (Vt)t≥0,
∆Vi = Vi/n−V(i−1)/n, Vi = 1
k
k−1∑
j=0
V((i−1)k+j)/n, and ∆V2i = V2i−V2i−1.
With such notation, the observed return based on the pre-averaged price be-
comes
∆Y2i = ∆X2i + ∆ε2i. (1.5)
One key observation is that if k is chosen to be of order
√
n (which is the order
chosen in Jacod et al. (2009), Podolskij and Vetter (2009) and Christensen,
Kinnebrock and Podolskij (2010)), then in (1.5) the “signal” ∆X2i and “noise”
∆ε2i can be shown to be of the same order of magnitude. Our version of PAV
matrix is then just the sample covariance matrix based on these returns:
PAV :=
m∑
i=1
(
∆Y2i
) (
∆Y2i
)T
. (1.6)
imsart-generic ver. 2011/11/15 file: ICV_arXiv_Final.tex date: August 25, 2015
N. Xia and X. Zheng/Inferring spectra of HD Cov based on Noisy Observations 5
1.3. From signal to signal-plus-noise and back
We first recall some concepts in multivariate analysis. For any p× p symmetric
matrix Σ, suppose that its eigenvalues are λ1, . . . , λp, then its empirical spectral
distribution (ESD) is defined as
FΣ(x) :=
1
p
#{j : λj ≤ x}, for x ∈ R.
The limit of ESD as p → ∞, if exists, is referred to as the limiting spectral
distribution, or LSD for short.
The matrix PAV can be viewed as the sample covariance matrix based on
observations ∆X2i + ∆ε2i, which model the situation of information vector
∆X2i being contaminated by additive noise ∆ε2i. Dozier and Silverstein (2007a)
consider such information-plus-noise-type sample covariance matrices as
Sn =
1
n
(An + σεn) (An + σεn)
T
,
where εn is independent of (An)p×n, and consists of i.i.d. entries with zero
mean and unit variance. Write An := AnATn/n. The authors show that if FAn
converges, then so does FSn . They further show how the LSD of Sn depends on
that of An (see equation (1.1) therein).
In this article, we investigate the problem from a different angle. We shall
show how the LSD of An depends on that of Sn. Our motivation for seeking
such a relationship is that, in practice, we are usually interested in making in-
ferences about signals An based on noisy observations An + σεn. Therefore, a
more practically relevant result is a relationship that describes how the LSD of
An depends on that of Sn. Let us mention that inverting the aforementioned re-
lationships is in general notoriously difficult. For example, the Marcˇenko-Pastur
equation, which is very similar to equation (1.1) in Dozier and Silverstein (2007a)
and describes how the LSD of the sample covariance matrix depends on that
of the population covariance matrix, is long-established, but it was only a few
years ago that researchers [El Karoui (2008); Mestre (2008); Bai, Chen and Yao
(2010) etc.] realized how the (unobservable) LSD of the population covariance
matrix can be recovered based on the (observable) LSD of the sample covariance
matrix. Our first result, Theorem 1.1 below, provides an approach that allows
one to derive the LSD of An based on that of Sn.
We first collect some notation that will be used throughout the article. For
any real matrix A, ‖A‖ = √λmax(AAT ) denotes its spectral norm, where
AT is the transpose of A, and λmax denotes the largest eigenvalue. For any
nonnegative definite matrix B, B1/2 denotes its square root matrix. For any
z ∈ C, write <(z) and =(z) as its real and imaginary parts, respectively, and
z¯ as its complex conjugate. For any distribution F , mF (·) denotes its Stieltjes
transform defined as
mF (z) =
∫
1
λ− z dF (λ), for z ∈ C
+:={z ∈ C : =(z) > 0}.
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In particular, for any Hermitian matrix Σ with eigenvalues λ1, . . . , λp, the Stielt-
jes transform of its ESD, denoted by mΣ(·) := mFΣ (·), is given by
mΣ(z) =
tr((Σ − zI)−1)
p
, for z ∈ C+,
where I is the identity matrix. For any vector x, |x| stands for its Euclidean
norm. Finally, “
d
=” stands for “equal in distribution”,
D→ denotes weak conver-
gence,
p−→ means convergence in probability, Yn = Op(f(n)) means that the
sequence (|Yn|/f(n)) is tight, and Yn = op(f(n)) means that Yn/f(n) p−→ 0.
We now present our first result about how the LSD of An depends on that
of Sn.
Theorem 1.1. Suppose that Sn =
1
n
(An + σnεn)(An + σnεn)
T , where
(A.i) An is p×n, independent of εn, and with An = (1/n)AnATn , we have
FAn D→ FA, where FA is a probability distribution with Stieltjes
transform denoted by mA(·);
(A.ii) σn ≥ 0 with limn→∞ σn = σ ∈ [0,∞);
(A.iii) εn = (ij) is p×n with the entries ij being i.i.d. and centered with
unit variance; and
(A.iv) n = n(p) with yn = p/n→ y > 0 as p→∞.
Then, almost surely, the ESD of Sn converges in distribution to a probability
distribution F . Moreover, if F is supported by a finite interval [a, b] with a > 0
and possibly has a point mass at 0, then for all z ∈ C+ such that the integral
on the right hand side of (1.7) below is well-defined, mA(z) is determined by F
in that it uniquely solves the following equation
mA(z) =
∫
dF (τ)
τ
1− yσ2mA(z) − z(1− yσ
2mA(z)) + σ2(y − 1)
(1.7)
in the set
DA := {ξ ∈ C : z(1− yσ2ξ)2 − σ2(y − 1)(1− yσ2ξ) ∈ C+}. (1.8)
Remark 1.1. SincemA(z)→ 0 and zmA(z)→ −1 as =(z)→∞, the imaginary
part of the denominator of the integrand on the right hand side of (1.7) is
asymptotically equivalent to −=(z) as =(z) → ∞, and so the integral is well-
defined for all z with =(z) sufficiently large. Note further that by the uniqueness
theorem for analytic functions, knowing the values of mA(z) for z with =(z)
sufficiently large is sufficient to determine mA(z) for all z ∈ C+.
In practice, as the ESD of Sn is observable, we can replace F with F
Sn and
solve equation (1.7) for mAn(z). Since mAn(z) fully characterizes the ESD of
An, this allows us to make inferences about the covariance structure of the
underlying signals An. In the simulation studies we explain in detail about how
to implement this procedure in practice.
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1.4. Applications to PAV
The term ∆V2i can be written in a more clear form by using the triangular
kernel:
∆V2i =
1
k
k−1∑
j=0
(
V((2i−1)k+j)/n −V((2i−2)k+j)/n
)
=
1
k
k−1∑
j=0
k∑
`=1
∆V(2i−2)k+j+`
=
∑
|j|<k
(
1− |j|
k
)
∆V(2i−1)k+j .
(1.9)
Based on this, one can show that if dimension p is fixed, then
Am :=
m∑
i=1
∆X2i · (∆X2i)T p−→ ICV
3
as n→∞. (1.10)
It is also easy to verify that
∆ε2i
d
=
√
2
k
ei,
where ei’s are i.i.d. random vectors with zero mean and covariance matrix Σe.
The following Corollary is a direct consequence of Theorem 1.1.
Corollary 1.1. Suppose that
(B.i) for all p, (Xt) is a p-dimensional process for some drift process (µt)
and covolatility process (Θt) defined in (1.1);
(B.ii) the ESD of Am converges to a probability distribution FA with
Stieltjes transform denoted by mA(z);
(B.iii) the noise (εi)1≤i≤n are independent of (Xt), and are i.i.d. with
zero mean and covariance matrix Σe = σ
2
pI for some σp > 0 and
σp → σe > 0 as p→∞;
(B.iv) k = bθ√nc for some θ ∈ (0,∞), and m = b n2k c satisfy that
limp→∞ p/m = y > 0.
Then, almost surely, the ESD of PAV defined in (1.6) converges in distribution
of a probability distribution F . Moreover, if F is supported by a finite interval
[a, b] with a > 0 and possibly has a point mass at 0, then for all z ∈ C+ such
that the integral on the right hand side of (1.11) below is well-defined, mA(z)
is determined by F in that it uniquely solves the following equation
mA(z) =
∫
dF (τ)
τ
1− yθ−2σ2emA(z)
− z(1− yθ−2σ2emA(z)) + θ−2σ2e(y − 1)
(1.11)
in the set
D′A := {ξ ∈ C : z(1− yθ−2σ2eξ)2 − θ−2σ2e(y − 1)(1− yθ−2σ2eξ) ∈ C+}.
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Remark 1.2. Although Corollary 1.1 is stated for the case when noise compo-
nents have the same standard deviations, it can readily be applied to the case
when the covariance matrix Σe is a general diagonal matrix, say diag(d
2
1, . . . , d
2
p).
To see this, let d2max = max(d
2
1, . . . , d
2
p). We can then artificially add additional
ε˜i to the original observations, where ε˜i are independent of εi, and are i.i.d. with
zero mean and covariance matrix Σ˜e = diag(d
2
max−d21, . . . , d2max−d2p). The noise
components in the modified observations then have the same standard deviation
dmax, and Corollary 1.1 can be applied. Note that the variances, d
2
1, . . . , d
2
p, can
be consistently estimated, see, for example, Theorem A.1 in Zhang, Mykland
and Aı¨t-Sahalia (2005). A similar remark applies to Theorem 1.1.
1.5. Further inference about ICV
Corollary 1.1 allows us to estimate the ESD of Am. In light of the convergence
(1.10), this would have been sufficient for us to make inferences about the ICV
if the convergence (1.10) held as well in the high-dimensional case. Unfortu-
nately, it is not the case, and a further step to go from Am to ICV is needed.
Such an inference is generally impossible, as can be seen as follows. ICV is an
integral
∫ 1
0
ΘtΘ
T
t dt. In the simple situation where µt ≡ 0 and Θt is determin-
istic, the building blocks in defining Am, ∆Xi, are multivariate normals with
mean 0 and covariance matrices
∫ i/n
(i−1)/nΘtΘ
T
t dt. The bottom line is, all the n
covariance matrices,
∫ i/n
(i−1)/nΘtΘ
T
t dt for i = 1, . . . , n, could be very different
from the ICV! We can easily change the n covariance matrices
∫ i/n
(i−1)/nΘtΘ
T
t dt
and hence the distributions of ∆Xi without changing ICV. And as both the
dimension p and observation frequency n go to infinity, there are just too much
freedom in the underlying distributions which makes the inference about ICV
impossible. Certain structural assumptions are necessary to turn the impossible
into the possible. The simplest one is to assume Θt ≡ Θ, in which case ∆Xi
are i.i.d. The apparent shortcoming about this assumption is that it could not
capture stochastic volatility which is a stylized feature in financial data. The
following class of processes, introduced in Zheng and Li (2011), accommodates
both stochastic volatility and leverage effect and in the meanwhile makes the
inference about ICV still possible (and as we will see soon that the theory is
already much more complicated than the i.i.d. setting).
Definition 1.1. Suppose that (Xt) is a p-dimensional process satisfying (1.1).
We say that (Xt) belongs to Class C if, almost surely, there exist (γt) ∈ D([0, 1];R)
and Λ a p× p matrix satisfying tr(ΛΛT ) = p such that
Θt = γt Λ, (1.12)
where D([0, 1];R) stands for the space of ca`dla`g functions from [0, 1] to R.
Remark 1.3. The convention that tr(ΛΛT ) = p is made to resolve the non-
identifiability built in the formulation (1.12), in which one can multiply (γt) and
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divide Λ by a same constant without modifying the process (Θt). It is thus not
a restriction.
Class C incorporates some widely used models as special cases:
• The simplest case is when the drift (µt) ≡ 0 and (γt) ≡ γ, in which case
the returns ∆Xi are i.i.d. N(0, γ
2/n ·ΛΛT ).
• More generally, again when the drift (µt) ≡ 0 while (γt) is independent
of the underlying Brownian motion (Wt), the returns ∆Xi follow mixed
normal distributions.
– Mixed normal distributions, or their asymptotic equivalent form in
the high-dimensional setting1, elliptic distributions have been widely
used in financial applications. McNeil, Frey and Embrechts (2005)
state that “elliptical distributions ... provided far superior models to
the multivariate normal for daily and weekly US stock-return data”,
and “multivariate return data for groups of returns of a similar type
often look roughly elliptical.”
– More recently, El Karoui in a series of papers (El Karoui (2009),
El Karoui (2010) and El Karoui (2013)) studied the Markowitz op-
timization problem under the setting that the returns follow mixed
normal/elliptic distributions.
• Furthermore, Class C allows the drift (µt) to be non-zero, and more im-
portantly, the (γt) process to be stochastic and even dependent on the
Brownian motion (Wt) that drives the price process, thus featuring the
so-called leverage effect in financial econometrics, which is an important
stylized fact of financial returns and has drawn a lot of attention recent
years, see, for example, Aı¨t-Sahalia, Fan and Li (2013) and Wang and
Mykland (2014).
Observe that if (Xt) belongs to Class C, then the ICV matrix
ICV =
∫ 1
0
γ2t dt · Σ˘, where Σ˘ = ΛΛT . (1.13)
Furthermore, if the drift process µt ≡ 0 and (γt) is independent of (Wt), then,
conditional on (γt) and using (1.9), we have
∆X2i
d
=
√
wi Σ˘
1/2
Zi,
where Zi = (Z
1
i , . . . , Z
p
i )
T consists of independent standard normals, and
wi =
∑
|j|<k
(
1− |j|
k
)2 ∫ (2i−1)k+j
n
(2i−1)k+j−1
n
γ2t dt. (1.14)
1See Section 2 of El Karoui (2013) for the asymptotic equivalence between the mixed
normal distributions and the elliptic distributions in the high-dimensional setting.
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It follows that
Am =
m∑
i=1
∆X2i · (∆X2i)T d=
m∑
i=1
wi Σ˘
1/2
ZiZ
T
i Σ˘
1/2
.
1.5.1. Further inference based on Am
Using Corollary 1.1 and Theorem 1 in Zheng and Li (2011) we establish the
following result concerning the LSD of Am.
We put the following assumptions on the underlying process. They are in-
herited from Proposition 5 of Zheng and Li (2011), and we refer the readers to
that article for some further background and explanations. Observe in particular
that Assumption (C.v) allows the covolatility process to be dependent on the
Brownian motion that drives the price processes. Such a dependence allows us
to capture the so-called leverage effect in financial econometrics. Assumptions
(C.iv) and (C.vi) are about the spectral norm of the ICV matrix. We do not
require the norm to be bounded, allowing, for example, spike eigenvalues.
Assumption C:
(C.i) For all p, (Xt) is a p-dimensional process in Class C for some drift
process µt = (µ
1
t , . . . , µ
p
t )
T and covolatility process (Θt) = (γtΛ);
(C.ii) there exists a C0 < ∞ such that for all p and all j = 1, . . . , p,
|µjt | ≤ C0 for all t ∈ [0, 1) almost surely;
(C.iii) as p → ∞, the ESD of Σ˘ = ΛΛT converges in distribution to a
probability distribution H˘;
(C.iv) there exist C1 < ∞ and κ < 1/6 such that for all p, ‖Σ˘‖ ≤ C1pκ
almost surely;
(C.v) there exists a sequence of index sets Ip satisfying Ip ⊂ {1, . . . , p}
and #Ip = o(p) such that (γt) may depend on (Wt) but only on
(W jt : j ∈ Ip);
(C.vi) there exists a C2 < ∞ such that for all p and for all t ∈ [0, 1),
|γt| ≤ C2 almost surely, and additionally, almost surely, (γt) con-
verges uniformly to a nonzero process (γ∗t ) that is piecewise contin-
uous with finitely many jumps.
Theorem 1.2. Suppose that Assumptions (C.i)-(C.vi) and (B.iv) hold, then as
p→∞,
(i) the ESDs of ICV and Am converge to probability distributions H and FA
respectively, where
H(x) = H˘(x/ζ) for all x ≥ 0 with ζ =
∫ 1
0
(γ∗t )
2 dt; (1.15)
(ii) FA and H are related as follows:
mA(z) = −1
z
∫
ζ
τM(z) + ζ
dH(τ), (1.16)
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where M(z), together with another function m˜(z), uniquely solve the fol-
lowing equations in C+ × C+
M(z) = −1
z
∫ 1
0
(1/3)(γ∗s )
2
1 + ym˜(z)(1/3)(γ∗s )2
ds,
m˜(z) = −1
z
∫
τ
τM(z) + ζ
dH(τ).
(1.17)
Remark 1.4. Based on Corollary 1.1 and Theorem 1.2, we obtain the following
two-step procedure to estimate the ESD of ICV:
Fig 1. A two-step procedure to estimate the ESD of ICV based on Corollary 1.1 and Theorem
1.2.
(i) First, based on Corollary 1.1, plug the ESD of PAV into equation (1.11)
to solve for mA(z);
(ii) With the estimated mA(z) from the first step, use equations (1.16) and
(1.17) in Theorem 1.2 to estimate the ESD of ICV by generalizing the
algorithms in El Karoui (2008), Mestre (2008), and Bai, Chen and Yao
(2010) etc.
See the simulation studies for more detailed explanations about the estimation
procedure.
1.5.2. An alternative estimator
The aforementioned two-step procedure involves the (γ∗s ) which needs to be
estimated in practice. Moreover, equations (1.16) and (1.17) involves three un-
knowns (H,M(z) and (m˜(z))) and the numerical solutions of these equations
may be unstable. Motivated by this consideration, we draw ideas from Zheng
and Li (2011) and propose an alternative estimator that overcomes these chal-
lenges. It is also worth mentioning that the alternative estimator allows for
rather general dependence structures in the noise process, both cross-sectional
and temporal. The temporal dependence between the microstructure noise has
been documented in recent studies, see, for example, Hansen and Lunde (2006),
Ukabata and Oya (2009) and Jocod et al. (2014).
Our alternative estimator is an extension of the time-variation adjusted RCV
matrix introduced in Zheng and Li (2011) to our noisy setting. To start, we fix
an α ∈ (1/2, 1) and θ ∈ (0,∞), and let k = bθnαc and m = bn/(2k)c. The
time-variation adjusted PAV matrix is then defined as
Bm := 3
∑m
i=1 |∆Y2i|2
m
·
m∑
i=1
∆Y2i(∆Y2i)
T
|∆Y2i|2
= 3
∑m
i=1 |∆Y2i|2
p
Σ˜, (1.18)
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where
Σ˜ :=
p
m
m∑
i=1
∆Y2i(∆Y2i)
T
|∆Y2i|2
. (1.19)
Note that here window length k has a higher order than in Theorem 1.2.
The reason is that, after pre-averaging, the underlying returns are Op(
√
k/n)
and the noises are Op(
√
1/k). In Theorem 1.2, we balance the orders of the
two terms by choosing k = O(
√
n) to achieve the optimal convergence rate.
In Theorem 1.3 below, we take k = O(nα) for some α > 1/2 to eliminate the
impact of noise.
We first recall the concept of ρ-mixing coefficients.
Definition 1.2. Suppose that U = (Uk, k ∈ Z) is a stationary time series. For
−∞ ≤ j ≤ ` ≤ ∞, let F`j be the σ-field generated by the random variables
(Uk : j ≤ k ≤ `). The ρ-mixing coefficients are defined as
ρ(r) = sup
f∈L2(F0−∞), g∈L2(F∞r )
|Corr(f, g)| , for r ∈ N,
where for any probability spaceD, L2(D) refers to the space of square-integrable,
D-measurable random variables.
We now introduce a number of assumptions. Observe that Assumption (D.i)
says that we allow for rather general dependence structures in the noise pro-
cess, both cross-sectional and temporal. We actually do not put any restrictions
on the cross-sectional dependence, and even the dependence between the mi-
crostructure noise and the price process is allowed. Note also that Jocod et al.
(2014) provides an approach to estimate the decay rate of the ρ-mixing coeffi-
cients. Assumption (D.ii) is again about the dependence between the covolatility
process and the Brownian motion that drives the price processes. Assumption
(D.iv) is about the boundedness of individual volatilities.
(D.i) For all j = 1, · · · , p, the noises (εji ) is stationary, have mean 0 and
bounded 4`th moments and with ρ-mixing coefficients ρj(r) satisfying
maxj=1,··· ,p ρj(r) = O(r−`) for some integer ` ≥ 2 as r →∞;
(D.ii) there exists a 0 ≤ δ1 < 1/2 and a sequence of index sets Ip satisfying
Ip ⊂ {1, . . . , p} and #Ip = O(pδ1) such that (γt) may depend on
(Wt) but only on (W
j
t : j ∈ Ip);
(D.iii) there exists a C1 < ∞ such that for all p, |γt| ∈ (1/C1, C1) for all
t ∈ [0, 1) almost surely;
(D.iv) there exists a C2 <∞ such that for all p and all j, the individual
volatilities σt =
√
(γt)2 ·
∑p
k=1(Λjk)
2 ∈ (1/C2, C2) for all t ∈ [0, 1]
almost surely;
(D.v) there exist C3 <∞ and 0 ≤ δ2 < 1/2 such that for all p, ‖ICV‖ ≤
C3p
δ2 almost surely;
(D.vi) the δ1 in (D.ii) and δ2 in (D.v) satisfy that δ1 + δ2 < 1/2;
(D.vii) k = bθnαc for some θ ∈ (0,∞) and α ∈ [(3 + `)/(2` + 2), 1), and
m = b n2k c satisfy that limp→∞ p/m = y > 0, where ` is the integer
in Assumption (D.i).
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Remark 1.5. Careful readers may have noticed that Assumptions (B.iv) and
(D.vii) are mathematically incompatible as Assumption (B.iv) requires p =
O(
√
n) while Assumption (D.vii) requires p = O(n1−α) for some α ∈ (1/2, 1).
The two assumptions are, however, perfectly compatible in practice when we
deal with finite samples. In fact, take the choices of (p, n, k) in the simulation
studies (Section 2 below) for example. There we take (p, n) = (100, 23, 400).
When applying Corollary 1.1 and Theorem 1.2, we take k = b0.5√nc = 76,
which leads to y = p/bn/2kc ≈ 0.7 in Assumption (B.iv); while when applying
Theorem 1.3 below, we take k = b1.5n0.6c = 627, which gives y = p/bn/2kc ≈
5.6 in Assumption (D.vii).
We have the following convergence result regarding the ESD of the alternative
estimator.
Theorem 1.3. Suppose that for all p, (Xt) is a p-dimensional process in Class C
for some drift process µt = (µ
1
t , . . . , µ
p
t )
T and covolatility process (Θt) = (γtΛ).
Suppose also that Assumptions (C.ii), (C.iii) and (C.vi) in Theorem 1.2 hold.
Under Assumptions (D.i)-(D.vii), we have as p → ∞, the ESDs of ICV and
Bm converge almost surely to probability distributions H and FB, respectively,
where H satisfies (1.15), and FB is determined by H in that the Stieltjes trans-
form of FB, denoted by mB(z), satisfies the following (standard) Marcˇenko-
Pastur equation
mB(z) =
∫
τ∈R
1
τ (1− y(1 + zmB(z)))− z dH(τ), for z ∈ C
+. (1.20)
Remark 1.6. Theorem 1.3 says that the LSDs of ICV and Bm are related via
the Marcˇenko-Pastur equation. Several algorithms have been developed to re-
cover H by inverting the Marcˇenko-Pastur equation, see, for example, El Karoui
(2008); Mestre (2008); Bai, Chen and Yao (2010) etc. We can therefore readily
estimate the ESD of ICV by using these existing algorithms.
Fig 2. Estimate the ESD of ICV based on Theorem 1.3.
The rest of the paper is organized as follows. Section 2 demonstrates how to
implement both the two-step procedure introduced in Remark 1.4 and the more
direct method in Remark 1.6 to estimate the spectral distribution of underlying
covariance matrix based on noisy observations. The proof of Theorem 1.1 is given
in Section 3. Section 4 concludes. The proofs of some lemmas and Theorems 1.2
and 1.3 are given in the Appendix A.
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2. Simulation studies
In this section, we illustrate how to make inferences using Corollary 1.1, Theo-
rems 1.2 and 1.3. In particular, we will show how to estimate the ESD of ICV
by using (1) Corollary 1.1 and Theorem 1.2 based on PAV, and (2) Theorem
1.3 based on the alternative estimator Bm.
We consider a stochastic U-shaped (γt) process as follows:
dγt = −ρ(γt − µt) dt+ σ dW˜t, for t ∈ [0, 1],
where ρ = 10, σ = 0.05,
µt = 2
√
0.0009 + 0.0008 cos(2pit),
and W˜t =
∑p
i=1W
i
t /
√
p with W it being the ith component of the Brownian
motion (Wt) that drives the price process. Observe that such a formulation
makes (γt) to be dependent on all the component of the underlying Brownian
motion, hence Assumptions (C.v) and (D.ii) are actually both violated. However,
we shall see soon that our methods still work well. A sample path of (γt) is given
below.
0.0 0.2 0.4 0.6 0.8 1.0
0.
00
0.
02
0.
04
0.
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0.
08
0.
10
A sample path of γt
t
γ t
Fig 3. A sample path of the process (γt).
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Next, the matrix Σ˘ is taken to be UDUT where U is a random orthogonal
matrix and D is a diagonal matrix whose diagonal entries are drawn indepen-
dently from Beta(1, 3) distribution. With such (γt) and Σ˘, the individual daily
volatilities are around 3%, which is similar to what one observes in practice.
The latent log price process (Xt) follows
dXt = γtΛ dWt, where Λ = Σ˘
1/2
.
Finally, the noise (εi)1≤i≤n are drawn from i.i.d. N(0, 0.0002 I).
In the studies below, the dimension, i.e., the number of assets p is taken to
be 100, and the observation frequency n is set to be 23,400 which corresponds
to one observation per second on a regular trading day.
2.1. Applications of Corollary 1.1 and Theorem 1.2
In this subsection, we illustrate how to estimate the ESD of ICV based on PAV
matrix by using the two-step procedure that we introduced in Remark 1.4.
In the first step, we replace F in equation (1.11) with the ESD of PAV and
solve for mA(z). The window length k in defining PAV is set to be b0.5
√
nc. As
to mA(z) to be solved, we choose a set of z’s whose real and imaginary parts
are equally spaced in the intervals [−20, 0] and [1, 20] respectively. Denote these
z’s by {zj}Jj=1, and the estimated mA(zj) by m̂A(zj). We then need to estimate
the ESD of Am based on {m̂A(zj)}Jj=1, which is done as follows.
Inspired by the nonparametric estimation method proposed in El Karoui
(2008), we approximate FAm with a weighted sum of point masses
FAm ≈
K∑
k=1
wkδxk , (2.1)
where {x1 < x2 < . . . < xK} is a grid of points to be specified, and wk’s are
weights to be estimated. To choose the grid {xk}Kk=1, naturally we would like
[x1, xK ] to cover the support of F
Am which, however, is unknown. To overcome
such a difficulty, note that by the Marcˇenko-Pastur theorem, the support of ESD
of sample covariance matrix always covers that of the population covariance
matrix, and since by Theorem 1.3, our alternative estimator, Bm, satisfies the
same Marcˇenko-Pastur equation as the sample covariance matrix, Bm inherits
such a property with a support covering that of ICV. (Such a feature can be
clearly seen in the first plot in Figure 5.) Thanks to this property, we choose
xk’s be equally spaced between 0 and the largest eigenvalue of Bm, and we are
guaranteed that [x1, xK ] will cover the support of F
Am .
Next we discuss how to estimate the weights {wk}. Observe that the dis-
cretization (2.1) gives an approximated Stieltjes transform of FAm as
∑K
k=1
wk
xk − z .
Let
e
′
j := m̂A(zj)−
K∑
k=1
wk
xk − zj , j = 1, · · · , J
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be the approximation errors. The weights {wk}Kk=1 are then estimated by min-
imizing the approximation errors:
arg min
(w1,...,wk)
max
j=1,2,··· ,J
max{|<(ej)|, |=(ej)|} subject to
K∑
k=1
wk = 1 and wk ≥ 0.
(2.2)
We move on the estimation of the ESD of ICV by using Theorem 1.2. We
first need to estimate two unknowns, M(z) and m˜(z), which we do as follows.
First note that multiplying m˜(z) and M(z) on both sides of the first and second
equations in (1.17) respectively yields
M(z) · m˜(z) = − 1
yz
+
1
yz
∫ 1
0
1
1 + ym˜(z)(1/3)(γ∗s )2
ds,
and
M(z) · m˜(z) = −1
z
∫
τM(z)
τM(z) + ζ
dH(τ) = −1
z
−mA(z),
where the last step is due to equation (1.16). It follows that
− 1
z
−mA(z) = − 1
yz
+
1
yz
∫ 1
0
1
1 + ym˜(z)(1/3)(γ∗s )2
ds, (2.3)
and m˜(z) = −(1/z + mA(z))/M(z). Substituting the last expression of m˜(z)
into equation (2.3) yields∫ 1
0
M(z)
M(z)− (1/3)(γ∗s )2y(z−1 +mA(z))
ds = 1− y − yzmA(z). (2.4)
By plugging the {m̂A(zj)}Jj=1 obtained in the first step and solving equation
(2.4) we get {M̂(zj)}Jj=1.
We are now ready to estimate the ESD of ICV. Similarly as in the first step,
discretize F ICV as
F ICV ≈
K∑
k=1
ckδxk , (2.5)
where ck’s are weights to be estimated. By equation (1.16) we expect that
e
′′
j := m̂A(zj) +
1
zj
·
K∑
k=1
ck
ζ
xkM̂(zj) + ζ
to be small. The ck’s are then estimated by minimizing the approximation errors
e
′′
j just as in (2.2).
Figure 4 below illustrates the estimation procedure. The left plot shows three
ESDs, those of ICV, Am and PAV respectively. The three curves are clearly
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different from each. Keep in mind that we only observe that of PAV, whereas
the ESDs of both ICV and Am are underlying and need to estimated. The
estimation of the ESD of Am is conducted in the first step, and the result is
shown in the middle plot. The second step estimates the ESD of ICV, given in
the right plot. We see in both plots that the estimated ESDs roughly match with
their respective targets, showing that our proposed two-step procedure indeed
works in practice.
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Fig 4. Estimation of the ESDs of Am and ICV based on Corollary 1.1 and Theorem 1.2.
2.2. Application of Theorem 1.3
In this subsection we illustrate how to use our alternative estimator Bm and The-
orem 1.3 to estimate the ESD of ICV. According to Theorem 1.3, asymptotically,
the ESD of Bm is related to that of ICV through the standard Marcˇenko-Pastur
equation. Several algorithms have been developed to estimate the spectra of the
population covariance matrices by inverting the Marcˇenko-Pastur equation, and
in the below we adopt the algorithm proposed in El Karoui (2008). Set the win-
dow length k in defining Bm to be b1.5n0.6c. Discretize the ESD of ICV as (2.5).
According to Theorem 1.3, the Stieltjes transform of the ESD of Bm, denoted
by mBm(z), should approximately satisfy equation (1.20) with H replaced with
the ESD of ICV. In other words, we again expect the approximation errors
e
′′′
j := mBm(zj)−
K∑
k=1
ck
xk(1− y(1 + zjmBm(zj)))− zj
to be small. So again, we estimate the weights ck’s by minimizing the approxi-
mation errors e
′′′
j as in (2.2).
The estimation results are given in Figure 5. Observe that the left plot shows
clearly that the ESD of Bm differs from the (latent unobserved) ESD of ICV,
yet the right plot shows that we can estimate this latent distribution.
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Fig 5. Estimation of the ESDs of ICV based on Theorem 1.3.
3. Proofs
3.1. Proof of Theorem 1.1
Theorem 1.1 is a consequence of the following proposition.
Proposition 3.1. Under the assumptions of Theorem 1.1, there exists a con-
stant K∗ > 0 such that almost surely, for all
z ∈ C∗ := {z ∈ C+ : =(z) > K∗} ,
we have
lim
p→∞
[
1
p
tr
(
1
1 + δn
An − zI
)−1
− 1
p
tr
(
Sn − (z − tnσ2n)I
)−1]
= 0, (3.1)
where for all p large enough, tn is the unique solution to the equation
tn = yn − 1 + yn(z − tnσ2n)
1
p
tr
(
Sn − (z − tnσ2n)I
)−1
, (3.2)
in the set
D :=
{
t ∈ C : 0 ≤ =(t) ≤ =(z)
2(σ + 1)2
}
, (3.3)
and
δn = ynσ
2
n
1
p
tr
(
Sn − (z − tnσ2n)I
)−1
. (3.4)
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The proof of Proposition 3.1 is given in Section 3.1.3 after some preparation
works have been done in Sections 3.1.1 and 3.1.2. In Section 3.1.4 we show how
to establish Theorem 1.1 based on Proposition 3.1.
To prove Proposition 3.1, we shall use the following results from Dozier and
Silverstein (2007a). By Theorem 1.1 therein, the sequence {FSn} converges
weakly to a probability distribution F . Moreover, by using the same trunca-
tion and centralization technique as in Dozier and Silverstein (2007a), we may
assume that
(E.i) |11| ≤ a log(n) for some a > 2,
(E.ii) E11 = 0, E|11|2 = 1, and
(E.iii) ‖(1/n)AnATn‖ ≤ log(n).
In addition to equation (3.2), we shall also study its limiting equation
t = y − 1 + y(z − tσ2)m(z − tσ2), (3.5)
where m(·) is the Stieltjes transform of the probability distribution F .
It is shown in Dozier and Silverstein (2007b) that the distribution F admits
a continuous density on R\{0}. Since we assume that F is supported by a finite
interval [a, b] with a > 0 and possibly has a point mass at 0, we conclude that
F admits a bounded density f supported by a finite interval [a, b] and possibly
a point mass at zero.
3.1.1. Properties of tn and t
Lemma 3.1. There exists a constant K1 > 0 such that for all z ∈ C1 :=
{z = u+ iv : v > K1}, for all n large enough, equation (3.2) admits a unique
solution in D .
Lemma 3.2. Suppose that t solves equation (3.5) for z ∈ C+. Write t = t1 + it2
and z = u+ iv. Then 0 < t2 < v/σ
2; moreover, as v →∞, uniformly in u, one
has t2 → 0 and t1 → −1.
Lemma 3.3. There exists a constant K2 ≥ K1 such that for any z ∈ C2 :=
{z = u+ iv : v > K2}, equation (3.5) admits a unique solution.
Lemma 3.4. There exists a constant K3 ≥ K2 such that the solution t = t(z)
to (3.5) is analytic on C3 := {z = u+ iv : v > K3}.
Lemma 3.5. Suppose that tn solves equation (3.2) for z ∈ C2, then =(tn) > 0
and =(z − tnσ2n) > 0; moreover if tn is the unique solution in the set D , then
with probability one, as n→∞, tn converges to a nonrandom complex number
t which uniquely solves equation (3.5).
The proofs of Lemmas 3.1 - 3.5 are given in the Appendix A.
imsart-generic ver. 2011/11/15 file: ICV_arXiv_Final.tex date: August 25, 2015
N. Xia and X. Zheng/Inferring spectra of HD Cov based on Noisy Observations 20
3.1.2. Some further preliminary results
Let K∗ = max{K1,K2,K3} ( = K3) for K1, K2 and K3 defined in Lemmas
3.1, 3.3 and 3.4, respectively. And define C∗ = {z ∈ C+ : =(z) > K∗}. Below
we work with z ∈ C∗.
Let aj and j , j = 1, . . . , n, be the jth column of An and εn, and let bj =
σnj . Denote ξ j =
1√
n
(aj + bj) so that Sn =
∑n
j=1ξ jξ
T
j . For any complex
number tn such that =(z − tnσ2n) > 0, define
Rn = Sn − (z − tnσ2n)I, δn =
σ2n
n
tr(R−1n ) = ynσ
2
n
1
p
tr(R−1n ),
Snj = Sn − ξjξTj =
∑
k 6=j
ξkξ
T
k , Rnj = Snj − (z − tnσ2n)I, (3.6)
Bn =
1
1 + δn
1
n
AnA
T
n − zI, and βj =
1
1 + ξTj R
−1
nj ξj
.
According to equation (2.2) in Silverstein and Bai (1995), we have
ξTj R
−1
n =
ξTj R
−1
nj
1 + ξTj R
−1
nj ξj
= βjξj
TR−1nj . (3.7)
Thus using the identity A−1 −B−1 = A−1(B−A)B−1, we obtain that
R−1n = R
−1
nj −R−1n ξjξTj R−1nj = R−1nj − βjR−1nj ξjξTj R−1nj . (3.8)
Next we introduce another definition of tn, as the solution to the following
equation
tn = − 1
n
n∑
j=1
βj = − 1
n
n∑
j=1
1
1 + ξTj R
−1
nj ξj
. (3.9)
We claim that the definition of tn in (3.9) is equivalent to the earlier definition
of defining tn to be the solution to equation (3.2). In fact, write
Rn + zI =
n∑
j=1
ξjξ
T
j + tnσ
2
n I.
Right-multiplying both sides by R−1n and using (3.7) yield
I + z R−1n =
n∑
j=1
ξjξ
T
j R
−1
n + tnσ
2
n R
−1
n =
n∑
j=1
ξjξ
T
j R
−1
nj
1 + ξTj R
−1
nj ξj
+ tnσ
2
n R
−1
n .
Taking trace on both sides and dividing by n one gets that
yn + z
1
n
tr(R−1n ) = 1−
1
n
n∑
j=1
1
1 + ξTj R
−1
nj ξj
+ tnσ
2
n
1
n
tr(R−1n )
= 1− 1
n
n∑
j=1
βj + tnσ
2
n
1
n
tr(R−1n ). (3.10)
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This shows that if tn satisfies (3.9), then tn satisfies equation (3.2). On the other
hand, if tn satisfies equation (3.2), from (3.10) we have
− 1
n
n∑
j=1
βj = yn − 1 + (z − tnσ2n)
1
n
tr(Rn)
−1
= tn,
namely, tn satisfies (3.9).
We proceed to analyze the difference in (3.1). Since
Sn − 1
1 + δn
1
n
AnA
T
n =
1
n
n∑
j=1
(aj + bj)(aj + bj)
T − 1
1 + δn
1
n
n∑
j=1
aja
T
j
=
1
n
n∑
j=1
(
δn
1 + δn
aja
T
j + ajb
T
j + bja
T
j + bjb
T
j
)
,
we have
∆ :=
1
p
tr
[(
1
1 + δn
1
n
AnA
T
n − zI
)−1
− (Sn − (z − tnσ2n)I)−1
]
=
1
p
tr
((
1
1 + δn
1
n
AnA
T
n − zI
)−1(
Sn − 1
1 + δn
1
n
AnA
T
n + tnσ
2
nI
)
× (Sn − (z − tnσ2n)I)−1)
=
1
np
n∑
j=1
{
δn
1 + δn
aTj
(
Sn − (z − tnσ2n)I
)−1( 1
n(1 + δn)
AnA
T
n − zI
)−1
aj
+ bTj
(
Sn − (z − tnσ2n)I
)−1( 1
n(1 + δn)
AnA
T
n − zI
)−1
aj
+ aTj
(
Sn − (z − tnσ2n)I
)−1( 1
n(1 + δn)
AnA
T
n − zI
)−1
bj
+ bTj
(
Sn − (z − tnσ2n)I
)−1( 1
n(1 + δn)
AnA
T
n − zI
)−1
bj
}
+
tnσ
2
n
p
tr
((
Sn − (z − tnσ2n)I
)−1( 1
n(1 + δn)
AnA
T
n − zI
)−1)
.
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Recall the definitions of Rn, Rnj , Bn and βj in (3.6). Using (3.8) we have
∆ =
1
np
n∑
j=1
[
δn
1 + δn
aTj R
−1
nj B
−1
n aj −
δn
1 + δn
βj a
T
j R
−1
nj ξjξ
T
j R
−1
nj B
−1
n aj
+ bTj R
−1
nj B
−1
n aj − βj bTj R−1nj ξjξTj R−1nj B−1n aj
+ aTj R
−1
nj B
−1
n bj − βj aTj R−1nj ξjξTj R−1nj B−1n bj
+ bTj R
−1
nj B
−1
n bj − βj bTj R−1nj ξjξTj R−1nj B−1n bj
]
+
tnσ
2
n
p
tr(R−1n B
−1
n ).
Define
ρj =
1
n
aTj R
−1
nj aj , ρˆj =
1
n
aTj R
−1
nj B
−1
n aj ,
wj =
1
n
bTj R
−1
nj bj , wˆj =
1
n
bTj R
−1
nj B
−1
n bj ,
ηj =
1
n
aTj R
−1
nj bj , ηˆj =
1
n
aTj R
−1
nj B
−1
n bj ,
γj =
1
n
bTj R
−1
nj aj , γˆj =
1
n
bTj R
−1
nj B
−1
n aj .
(3.11)
Certainly ηj = γj , but introducing γj makes the computations below more clear.
Recall that ξj = (1/
√
n)(aj + bj), and so β
−1
j = 1 + ρj + wj + ηj + γj . We
can then rewrite ∆ as
∆ =
1
p
n∑
j=1
βj
(
δn
1 + δn
ρˆj(1 + ρj + ηj + γj + wj)− δn
1 + δn
(ρj + ηj)(ρˆj + γˆj)
+γˆj(1 + ρj + ηj + γj + wj)− (γj + wj)(γˆj + ρˆj)
+ηˆj(1 + ρj + ηj + γj + wj)− (ρj + ηj)(ηˆj + wˆj)
+wˆj(1 + ρj + ηj + γj + wj)− (γj + wj)(ηˆj + wˆj)
)
+
tnσ
2
n
p
tr(R−1n B
−1
n )
=
1
p
n∑
j=1
βj
(
1
1 + δn
ρˆj(δn − γj − wj) + γˆj
(
1 +
1
1 + δn
(ρj + ηj)
)
+ ηˆj + wˆj
)
+
tnσ
2
n
p
tr(R−1n B
−1
n )
:= ∆1 + ∆2 + ∆3,
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where
∆1 =
1
p(1 + δn)
n∑
j=1
βj ρˆj(δn − wj)− 1
p(1 + δn)
n∑
j=1
βj ρˆjγj ,
∆2 =
1
p
n∑
j=1
βj γˆj
(
1 +
1
1 + δn
(ρj + ηj)
)
+
1
p
n∑
j=1
βj ηˆj , and (3.12)
∆3 =
1
p
n∑
j=1
βj
(
wˆj − σ
2
n
n
tr(R−1n B
−1
n )
)
,
where in the last equality we used the equivalent definition (3.9) of tn.
Lemma 3.6. Suppose that tn solves equation (3.2) for z = u + iv ∈ C∗, then
for all j = 1, . . . , n, |βj | is bounded by |z − tnσ
2
n|
v −=(tn)σ2n
.
Lemma 3.7. Suppose that tn solves equation (3.2) for z = u + iv ∈ C∗, then
‖B−1n ‖ is bounded by v−1.
Lemma 3.8. Suppose that tn solves equation (3.2) for z = u + iv ∈ C∗, then
the random variables $j satisfy
max
1≤j≤n
E|$j |4 ≤ C(log n)
6
n2(v − tn2σ2n)4
,
where $j can be any of ηj , ηˆj , γj and γˆj defined in (3.11), and C is a constant
independent of n.
Lemma 3.9. Suppose that tn solves equation (3.2) for z = u + iv ∈ C∗, then
the random variables wj and wˆj satisfy
max
1≤j≤n
E
∣∣∣∣wj − σ2nn tr(R−1n )
∣∣∣∣4 ≤ C(log n)8n2(v − tn2σ2n)4 ,
max
1≤j≤n
E
∣∣∣∣wˆj − σ2nn tr(R−1n B−1n )
∣∣∣∣4 ≤ C(log n)8n2v4(v − tn2σ2n)4 .
The proofs of Lemmas 3.6 - 3.9 are also given in the Appendix A.
3.1.3. Proof of Proposition 3.1
Proof. Recall the ∆j , j = 1, 2, 3 defined in (3.12). The proof will be completed
if we show ∆j → 0 almost surely for all j = 1, 2, 3.
By (A.10), (E.iii) and Lemma 3.7, there exists a constant C such that
max
j=1,...,n
|ρj | ≤ C log(n)
v − tn2σ2n
, and max
j=1,...,n
|ρˆj | ≤ C log(n)
v(v − tn2σ2n)
. (3.13)
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Moreover, by Lemmas 3.2, 3.5 and the convergence of {FSn}, we have as p→∞,
δn = ynσnmn(z − tnσ2n) → δ = δ(z) = yσ2m(z − tσ2), (3.14)
and =(δ) > 0. In particular, for all n large enough, we have
1
|1 + δn| ≤
2
lim infn =(δn) <∞. (3.15)
We now show that ∆3 → 0 almost surely. Using Markov’s inequality and
Ho¨lder’s inequality, for any ε > 0, we have
P (|∆3| ≥ ε) ≤ 1
ε4
E
∣∣∣∣∣∣1p
n∑
j=1
βj
(
wˆj − σ
2
n
n
tr(R−1n B
−1
n )
)∣∣∣∣∣∣
4
≤ n
3
p4ε4
n∑
j=1
E|βj |4
∣∣∣∣wˆj − σ2nn tr(R−1n B−1n )
∣∣∣∣4
≤ C(log n)
8
n2ε4v4(v − tn2σ2n)8
· |z − tnσ2n|4,
where the last step follows from Lemmas 3.6 and 3.9. Thus ∆3 → 0 almost
surely by Lemmas 3.5, 3.2 and the Borel-Cantelli Lemma.
Similarly we can prove that ∆j → 0 almost surely for j = 1, 2 by using
Lemmas 3.6, 3.7, 3.8, 3.9 and inequalities (3.13), (3.15).
3.1.4. Proof of Theorem 1.1
Proof. We first show that equation (1.1) in Dozier and Silverstein (2007a) can
be derived from Proposition 3.1.
For any fixed z ∈ C∗, by Proposition 3.1, Lemmas 3.5, 3.2, 3.7, and the
dominated convergence theorem we obtain that
m(z − tσ2) =
∫
1
(1 + δ)−1x− z dF
A(x), (3.16)
where t is the unique solution to equation (3.5) and δ = yσ2m(z−tσ2). Moreover,
if we let γ(z) = z− t(z)σ2, then by the definition (3.5) of t and the convergence
(3.14) we have
t = y − 1 + yγm(γ), δ = yσ2m(γ),
and
z = γ + tσ2 = γ + γyσ2m(γ) + σ2(y − 1).
imsart-generic ver. 2011/11/15 file: ICV_arXiv_Final.tex date: August 25, 2015
N. Xia and X. Zheng/Inferring spectra of HD Cov based on Noisy Observations 25
Substituting the expressions of t, δ and z in terms of γ into equation (3.16)
yields
m(γ) =
∫
dFA(x)
x
1 + yσ2m(γ)
− γ(1 + yσ2m(γ))− σ2(y − 1)
, (3.17)
where γ ∈ Cγ := {γ = z − t(z)σ2 : z ∈ C∗}.
Next we show that (3.17) holds for all γ ∈ C+. In fact, by Lemma 3.4, γ(z)
is analytic on C∗. In particular, for any convergent sequence {z(m)} ⊂ C∗ such
that z(m) → z∞ ∈ C∗ as m → ∞, we have γm := γ(z(m)) → γ∞ := γ(z∞),
all in Cγ ⊆ C+; moreover, γm and γ∞ all satisfy equation (3.17). Noting that
equation (3.17) is well-defined for all γ ∈ C+, by the analyticity of m(γ) on C+
and the uniqueness theorem for analytic functions, we conclude that equation
(3.17) holds for every γ ∈ C+, in other words, equation (1.1) in Dozier and
Silverstein (2007a) holds.
In the following, we will show that equation (1.7) in Theorem 1.1 holds.
For any z ∈ C∗, denote α(z) = z(1+δ(z)), where, recall that, δ(z) = yσ2m(γ)
and γ = z − tσ2. We further define
d(γ) = 1 + yσ2m(γ)(= 1 + δ(z)), and g(α) = 1− yσ2mA(α).
We will show the following facts:
(F.i) g(α) = 1/d(γ),
(F.ii) α = γd2(γ) + σ2(y − 1)d(γ), or γ = αg2(α)− σ2(y − 1)g(α).
In fact, we can rewrite equation (3.16) as
mA (α) = (1 + δ)−1m(γ).
Noting that δ = yσ2m(γ), we have
yσ2mA(α) =
δ
1 + δ
, and hence g(α) =
1
1 + δ
=
1
d(γ)
,
namely, (F.i) holds. Besides, yσ2mA(α) = 1 − 1/(1 + δ) implies α ∈ C+ since
δ = yσ2m(z − tσ2) ∈ C+ by Lemma 3.2.
We now show (F.ii). Let β = tσ2(1 + δ). Then
γ = z − tσ2 = α− β
1 + δ
. (3.18)
By substituting (3.18) and δ = yσ2m(γ) into equation (3.5), we obtain
β
σ2(1 + δ)
= y − 1 + δ(α− β)
σ2(1 + δ)
.
That is,
β = σ2(y − 1) + δ
1 + δ
α.
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Therefore,
γ =
α− β
1 + δ
=
α
(1 + δ)2
− σ
2(y − 1)
1 + δ
= αg2(α)− σ2(y − 1)g(α),
namely, (F.ii) holds.
Next, by (3.17) and the definitions of α and d(γ) and (F.ii), we have
m(γ) = d(γ)
∫
1
x− αdF
A(x).
Using the facts (F.i) and (F.ii) we obtain that
mA(α) =
∫
dFA(x)
x− α =
1
d(γ)
∫
1
τ − γ dF (τ)
=
∫
g(α)
τ − αg2(α) + σ2(y − 1)g(α)dF (τ)
=
∫
1
τ
g(α)
− αg(α) + σ2(y − 1)
dF (τ).
(3.19)
By plugging in the expression of g(α), we see that for all α = α(z) = z(1+δ(z)),
mA(α) satisfies
mA(α) =
∫
dF (τ)
τ
1− yσ2mA(α) − α(1− yσ
2mA(α)) + σ2(y − 1)
.
It follows from the uniqueness theorem for analytic functions that the above
equation holds for all α ∈ C+ such that the integral on the right hand side is
well-defined.
It remains to show that the solution to equation (1.7) is unique in the set DA
defined in (1.8). In fact, suppose otherwise that m1 6= m2 ∈ DA both satisfy
equation (1.7). Define for j = 1, 2,
γj = α(1− yσ2mj)2 − σ2(y − 1)(1− yσ2mj) ∈ C+. (3.20)
By (1.7) and (3.20), we have mj = (1− yσ2mj)m(γj). Hence
m(γj) =
mj
1− yσ2mj , for j = 1, 2. (3.21)
which implies that
1 + yσ2m(γj) =
1
1− yσ2mj , for j = 1, 2. (3.22)
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Using (3.20) and (3.22) we can rewrite α as
α =
γj
(1− yσ2mj)2 +
σ2(y − 1)
1− yσ2mj
= γj(1 + yσ
2m(γj))
2 + σ2(y − 1)(1 + yσ2m(γj)), for j = 1, 2.(3.23)
Observing that the Stieltjes transforms m(γ1) and m(γ2) are uniquely deter-
mined by equation (3.17) at points γ1 and γ2 respectively, together with (3.23),
we obtain
m(γj) =
∫
dFA(x)
x
1 + yσ2m(γj)
− γj(1 + yσ2m(γj))− σ2(y − 1)
= (1 + yσ2m(γj)) ·mA(α), for j = 1, 2.
Therefore
m(γ1)
1 + yσ2m(γ1)
=
m(γ2)
1 + yσ2m(γ2)
,
which implies that m(γ1) = m(γ2). It then follows from (3.21) that m1 = m2, a
contradiction.
4. Conclusion
Motivated by the inference about the spectra of the ICVmatrix based on high-
frequency noisy data,
• we establish an asymptotic relationship that describes how the spectral
distribution of (true) sample covariance matrices depends on that of sam-
ple covariance matrices constructed from noisy observations;
• using further a (generalized) connection between the spectral distribution
of true sample covariance matrices and that of the population covariance
matrix, we propose a two-step procedure to estimate the spectral distri-
bution of ICV for a class of diffusion processes;
• we further develop an alternative estimator which possesses two desirable
properties: it eliminates the impact of microstructure noise, and its lim-
iting spectral distribution depends only on that of the ICV through the
standard Marcˇenko-Pastur equation;
• numerical studies demonstrate that our proposed methods can be used to
estimate the spectra of the underlying covariance matrix based on noisy
observations.
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Appendix A: Proofs
A.1. Proof of Lemmas 3.1 – 3.9
Proof of Lemma 3.1. Rewrite equation (3.2) as
tn + 1 = yn + yn
∫
z − tnσ2n
x− z + tnσ2n
dFSn(x)
= yn
∫
x
x− z + tnσ2n
dFSn(x).
(A.1)
Firstly, under the assumptions of Theorem 1.1, by Theorem 1.1 in Bai and
Silverstein (2012), if we let [an, bn] be an interval containing the support of F
Sn ,
then we may assume that for all large n, bn ≤ b˜ := b+1. Let σ˜ = σ+1, y˜ = y+1
and K1 = 2σ˜
√
y˜b˜. Since σn → σ and yn → y, we have for all large n and for all
t ∈ D ,
σn < σ˜, yn < y˜, and v − t2σ2n ≥ v − t2σ˜2 ≥ v/2 > 0. (A.2)
Define
G(t) = yn
∫
x
x− z + tσ2n
dFSn(x)− 1, for all t ∈ D .
We will apply the Banach fixed point theorem to show that for all n large
enough, there exists a unique point t∗ ∈ D such that G(t∗) = t∗. The desired
conclusion then follows.
Step (i): we prove that the mapping G is defined from D to D . From the
definition of G(t) and that t ∈ D , we have
=(G(t)) = yn
∫ bn
an
x(v − t2σ2n)
(x− u+ t1σ2n)2 + (v − t2σ2n)2
dFSn(x)
=
yn
v − t2σ2n
∫ bn
an
x
1 +
(
x−u+t1σ2n
v−t2σ2n
)2 dFSn(x),
and hence for all n large enough,
0 < =(G(t)) < y˜b˜
v − t2σ˜2 ≤
v
2σ˜2
,
where the last inequality follows from the fact that for any z ∈ C1,
y˜b˜
v − t2σ˜2 −
v
2σ˜2
≤ 2y˜b˜
v
− v
2σ˜2
=
4σ˜2y˜b˜− v2
2σ˜2v
≤ 0.
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Step (ii): we shall show that G : D → D is a contraction mapping. In fact,
for any two points t, t′ ∈ D ,
G(t)−G(t′) = yn
∫ bn
an
(
x
x− z + tσ2n
− x
x− z + t′σ2n
)
dFSn(x)
= (t− t′) ynσ2n
∫ bn
an
−x
(x− z + tσ2n)(x− z + t′σ2n)
dFSn(x)
:= (t− t′) q(t, t′).
Using Cauchy-Schwartz inequality we get that almost surely for all n large
enough, for all t, t′ ∈ D ,
|q(t, t′)|
≤
(∫ bn
an
σ2nynx
|x− z + tσ2n|2
dFSn(x)
)1/2(∫ bn
an
σ2nynx
|x− z + t′σ2n|2
dFSn(x)
)1/2
≤
(
σ2nynbn
(v −=(t)σ2n)2
)1/2(
σ2nynbn
(v −=(t′)σ2n)2
)1/2
<
(
σ˜2y˜b˜
(v −=(t)σ˜2)2
)1/2(
σ˜2y˜b˜
(v −=(t′)σ˜2)2
)1/2
≤
(
σ˜2y˜b˜
v2/4
)1/2(
σ˜2y˜b˜
v2/4
)1/2
,
which is strictly smaller than 1 when z ∈ C1. Therefore the mapping G is
contractive in D , and the Banach fixed point theorem guarantees the existence
of a unique solution to equation (3.2).
Proof of Lemma 3.2. Taking imaginary parts on both sides of equation (3.5)
yields
t2 = y
∫ b
a
x(v − t2σ2)
|x− z + tσ2|2 dF (x). (A.3)
It is then straightforward to verify that t2 > 0 and v − t2σ2 > 0. Furthermore,
since
t2 =
y
v − t2σ2
∫ b
a
x
1 +
(
x− u+ t1σ2
v − t2σ2
)2 dF (x)
≤ yb
v − t2σ2 ,
(A.4)
when v ≥ 2σ√yb, we have
either t2 ≥ v +
√
v2 − 4σ2yb
2σ2
or t2 ≤ v −
√
v2 − 4σ2yb
2σ2
. (A.5)
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Denote w = u − t1σ2 and θ = v − t2σ2. By (A.4), if F admits a bounded
density f and possibly a point mass at 0, then
t2 =
y
θ
∫ b
a
x
1 +
(
x− w
θ
)2 f(x) dx
= y
∫ b−w
θ
a−w
θ
w + θl
1 + l2
f(w + θl) dl.
Since f(w+ θl) is bounded and x = w+ θl ∈ (a, b) when l ∈ (a−wθ , b−wθ ), there
exists a constant C such that
t2 ≤ C
∫ b−w
θ
a−w
θ
1
1 + l2
dl ≤ C
∫ +∞
−∞
dl
1 + l2
= C pi.
This, combined with (A.5), implies that
t2 ≤ v −
√
v2 − 4σ2yb
2σ2
, for all v large enough. (A.6)
In particular, uniformly in u,
t2 → 0 and v − t2σ2 →∞, as v →∞. (A.7)
Moreover, from (3.5) we get
t+ 1 = y + y
∫
z − tσ2
x− z + tσ2 dF (x) = y
∫
x
x− z + tσ2 dF (x).
Thus as v →∞,
|t1 + 1| ≤ |t+ 1| ≤ y
∫ b
a
x
=(x− z + tσ2) dF (x) ≤
C
v − t2σ2 → 0,
also uniformly in u.
Proof of Lemma 3.3. Firstly, by the same proof as for Lemma 3.1, one can show
that for all z = u + iv with v ≥ K1, equation (3.5) admits a unique solution
in D defined in (3.3). Moreover, by Lemma 3.2, if t = t1 + it2 solves (3.5),
then t2 > 0; furthermore, we can find a constant K2 such that if t solves (3.5)
for z with v(= =(z)) ≥ K2, then we must have t2 ≤ v/(2σ˜2). The latter two
properties imply that for all z with v ≥ K2, the solution to (3.5) must lie in
D . Redefining K2 = max(K1,K2) if necessary, we see that for all z ∈ C2, (3.5)
admits a unique solution.
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Proof of Lemma 3.4. Define a function G as
G(z, t) = t−(y−1)−y(z−tσ2)m(z−tσ2), (z, t) ∈ C+×C+ with =(z−tσ2) > 0.
That t(z) solves (3.5) is equivalent to G(z, t(z)) = 0. Write z = u + iv and
t = t1 + it2. By taking the partial derivative with respect to t we get
∂G
∂t
= 1 + yσ2
∫
x
(x− (z − tσ2))2 dF (x).
Note that ∣∣∣∣∣
∫
x
(x− (z − tσ2))2 dF (x)
∣∣∣∣∣ ≤ b(v − t2σ2)2 ,
which, by (A.7), goes to zero as v → ∞. Thus there exists a constant K3 > 0
such that for all z ∈ C3, ∂G/∂t(z, t(z)) 6= 0. It follows from the implicit function
theorem and Lemma 3.2 that t = t(z) is analytic on C3.
Proof of Lemma 3.5. Write z = u+ iv and tn = tn1 + itn2. Similar to the proof
of Lemma 3.2, taking imaginary parts on both sides of equation (3.2), one can
easily show that tn2 > 0 and v − tn2σ2n > 0.
Next we show that {tn} is tight, in other words, for any ε > 0, there exists
C > 0, such that for all n large enough, P (|tn| > C) < ε. Since 0 < tn2 < v/σ2n,
it suffices to show that {|tn1|} is tight.
Let Sn =
1
n
(An+σnεn)
T (An+σnεn), and letmn(z) be the Stieltjes transform
of the ESD FSn . The spectra of Sn and Sn differ by |p − n| number of zero
eigenvalues, hence FSn = (1− yn)I[0,∞) + ynFSn , and
mn(z) = −
1− yn
z
+ ynmn(z). (A.8)
Thus equation (3.2) can also be expressed as
tn = yn − 1 + yn(z − tnσ2n)mn(z − tnσ2n)
= (z − tnσ2n)mn(z − tnσ2n).
Taking real parts on both sides yields
<(tn) =
∫
x(u−<(tn)σ2n)− |z − tnσ2n|2
|x− z + tnσ2n|2
dFSn(x).
Solving for <(tn) yields
<(tn) =
∫
xu− |z − tnσ2n|2
|x− z + tnσ2n|2
dFSn(x)
1 + σ2n
∫
x
|x− z + tnσ2n|2
dFSn(x)
(A.9)
imsart-generic ver. 2011/11/15 file: ICV_arXiv_Final.tex date: August 25, 2015
N. Xia and X. Zheng/Inferring spectra of HD Cov based on Noisy Observations 32
Now suppose that {tn1 = <(tn)} is not tight, then with positive probability,
there exists a subsequence {nk} such that |<(tnk)| → ∞. By (A.9), we have
|<(tnk)| ≤
∫ bnk
ank
x|u|+ |z − tnkσ2nk |2
|x− z + tnkσ2nk |2
dF
Snk (x).
However, as k goes to infinity, if |<(tnk)| → ∞, since {FSnk } is tight and
σnk → σ > 0, one gets that the RHS goes to 1. This contradicts the supposition
that |<(tnk)| → ∞.
Next, for any convergent subsequence {tnk} in set D , by (A.2), for all nk
large enough, we have v −=(tnk)σ2nk ≥ v/2. We can then apply the dominated
convergence theorem to conclude that the limit point of {tnk} must satisfy
equation (3.5). By Lemma 3.3, the solution is unique, hence the whole sequence
{tn} converges to the unique solution to equation (3.5).
Proof of Lemma 3.6. Write tn = tn1 + itn2. Note that
=
{
(z − tnσ2n)ξTj R−1nj ξj
}
= =
{
ξTj
(
1
z − tnσ2n
Snj − I
)−1
ξj
}
=
1
2i
ξTj
[(
1
z − tnσ2n
Snj − I
)−1
−
(
1
z − tnσ2n
Snj − I
)−1]
ξj
=
v − tn2σ2n
|z − tnσ2n|2
ξTj
(
1
z − tnσ2n
Snj − I
)−1
Snj
(
1
z − tnσ2n
Snj − I
)−1
ξj
≥ 0,
where the last inequality is due to Lemma 3.5. Therefore,
|βj | = |z − tnσ
2
n|
|(z − tnσ2n)(1 + ξTj R−1nj ξj)|
≤ |z − tnσ
2
n|
|={(z − tnσ2n)(1 + ξTj R−1nj ξj)}|
≤ |z − tnσ
2
n|
v − tn2σ2n
.
Proof of Lemma 3.7. Any eigenvalue of Bn =
1
n(1 + δn)
AnA
T
n − zI can be
expressed as λB =
1
1 + δn
λ− z, where λ is an eigenvalue of 1
n
AnA
T
n . We have
|λB | ≥ |=(λB)| =
∣∣∣∣ =(δn)|1 + δn|2λ+ v
∣∣∣∣ ≥ v,
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where the last step follows from the fact that =(δn) = ynσ2n=(mn(z−tnσ2n)) > 0,
thanks to Lemma 3.5.
Proof of Lemma 3.8. We shall only establish the inequality for ηj(= γj); the
other two variables ηˆj and γˆj can be handled in a similar way by using Lemma
3.7.
Since for any Hermitian matrix A and z ∈ C+, ‖(A − zI)−1‖ ≤ 1/=(z), we
have by Lemma 3.5 that
‖R−1n ‖ ≤
1
(v − tn2σ2n)
, and max
1≤j≤n
‖R−1nj ‖ ≤
1
(v − tn2σ2n)
. (A.10)
Recall that bj = σnj , and j satisfies E(j
T
j ) = I. The strengthened as-
sumption (E.iii) implies that |aj | ≤ C
√
n log n. Note also that j is independent
of R−1nj and aj . Moreover, using Lemma B.1 in Appendix B, assumption (E.i)
and (A.10), we get
E|ηj |4 = 1
n4
E|aTj R−1nj bj |4 =
σ4n
n4
E|aTj R−1nj j |4
=
σ4n
n4
E
(
Tj R¯
−1
nj aja
T
j R
−1
nj j
)2
≤ 2σ
4
n
n4
(
E|Tj R¯−1nj ajaTj R−1nj j − aTj R−1nj R¯−1nj aj |2 + E(aTj R−1nj R¯−1nj aj)2
)
≤ C
n4
E|11|4 × E
(
aTj R
−1
nj R¯
−1
nj aj
)2
≤ C(log n)
6
n2(v − tn2σ2n)4
.
Proof of Lemma 3.9. Using (E.i), (A.10), Lemmas 3.7 and B.1, and Lemma 2.6
in Silverstein and Bai (1995), we obtain
E
∣∣∣∣wj − σ2nn tr(R−1n )
∣∣∣∣4
≤ C
(
E
∣∣∣∣σ2nn Tj R−1nj j − σ2nn tr(R−1nj )
∣∣∣∣4 + E ∣∣∣∣σ2nn tr(R−1nj −R−1n )
∣∣∣∣4
)
≤ C
n4
∣∣∣E ((log n)4tr (R−1nj R¯−1nj ))2 + (log n)8Etr (R−1nj R¯−1nj )2∣∣∣+ Cn4(v − tn2σ2n)4
≤ C(log n)
8
n2(v − tn2σ2n)4
.
The result for wˆj can be proved similarly.
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A.2. Proof of Theorem 1.2
Proof of Theorem 1.2. The convergence of F ICV follows easily from Assump-
tion (C.iii) and the fact that
F ICV(x) = F Σ˘
(
x∫ 1
0
γ2t dt
)
for all x ≥ 0.
Next, by Theorem 3.2 in Dozier and Silverstein (2007b), the assumption that
F has a bounded support implies that H has a bounded support as well. Thus
Assumption (A.iii′) in Zheng and Li (2011) that H has a finite second moment
is satisfied.
We proceed to show the convergence of Am. As discussed in Subsection 1.5.1,
if the diffusion process (Xt) belongs to Class C, the drift process µt ≡ 0, and
(γt) is independent of (Wt), then conditional on {γt}, we have
∆X2i
d
=
√
wi Σ˘
1/2
Zi, (A.11)
where wi is as in (1.14) and is independent of Zi, and Zi = (Z
1
i , . . . , Z
p
i )
T
consists of independent standard normals. Hence, Am has the same distribution
as A˜m defined as
A˜m =
m∑
i=1
wi Σ˘
1/2
ZiZ
T
i Σ˘
1/2
. (A.12)
Claim 1. Without loss of generality, we can assume that the drift process
µt ≡ 0 and (γt) is independent of (Wt).
In fact, firstly whether the drift term (µt) vanishes or not does not affect the
LSD of Am. To see this, note that ∆X2i = V˜i + Z˜i, where
V˜i =
∑
|j|<k
(
1− |j|
k
)∫ ((2i−1)k+j)/n
((2i−1)k+j−1)/n
µt dt, (A.13)
and
Z˜i = Λ ·
∑
|j|<k
(
1− |j|
k
)∫ ((2i−1)k+j)/n
((2i−1)k+j−1)/n
γt dWt. (A.14)
Since all the entries of V˜i are of order O(k/n) = o(1/
√
p), by Lemma B.2 in
Appendix B, Am and
∑m
i=1 Z˜i(Z˜i)
T have the same LSD.
Next, by the same argument as in the beginning of Proof of Theorem 1 in
Zheng and Li (2011), we can assume without loss of generality that (γt) is
independent of (Wt). It follows that Am and A˜m have the same LSD.
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Claim 2. maxi,n(mwi) is bounded, and there exists a piecewise continuous
process (ws) with finitely many jumps such that
lim
n→∞
m∑
i=1
∫ 2ik/n
((2i−2)k)/n
|mwi − ws| ds = 0. (A.15)
In fact, using the boundedness of (γt) assumed in (C.vi) and that k = bθ
√
nc,
one can easily show that maxi,n(mwi) is bounded.
Next we show that (A.15) is satisfied for ws = (γ
∗
s )
2/3. Define
w∗i =
∑
|j|<k
(
1− |j|
k
)2 ∫ ((2i−1)k+j)/n
((2i−1)k+j−1)/n
(γ∗t )
2 dt.
Suppose that (γ∗t ) has J jumps for J ≥ 1. For each j = 1, . . . , J , there exists
an `j such that the jth jump falls in the interval [(2`j − 2)k/n, (2`jk)/n). Then
m∑
i=1
∫ 2ik/n
((2i−2)k)/n
|mwi − ws| ds
=
∑
`j∈{`1,...,`J}
∫ 2`jk/n
((2`j−2)k)/n
|mw`j − ws| ds
+
∑
i 6∈{`1,...,`J}
∫ 2ik/n
((2i−2)k)/n
|mwi − ws| ds
:= ∆1 + ∆2.
Since (mw`j ) and |γ∗s | are both bounded, for any ε > 0 and for n large enough,
we have
|∆1| ≤ 2k
n
· JC < ε.
For the second term ∆2, since (γ
∗
t ) is continuous in [(2i− 2)k/n, (2ik)/n]
when i 6∈ {`1, . . . , `J}, and by (A.vi), (γt) uniformly converges to (γ∗t ), for any
ε > 0 and for n, p large enough, we have
|γ∗t − γ∗(2i−2)k/n| < ε for all t ∈
[
(2i− 2)k
n
,
2ik
n
]
, and |γt − γ∗t | < ε for all t.
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Moreover, since |γt| ≤ C2, for all large n we have
|∆2|
≤
∑
i
∫ 2ik/n
(2i−2)k/n
|mwi −mw∗i |ds
+
∑
i
∫ 2ik/n
(2i−2)k/n
∣∣∣∣∣∣mw∗i − mn
(
γ∗(2i−2)k/n
)2
·
∑
|j|<k
(
1− |j|
k
)2∣∣∣∣∣∣ ds
+
∑
i
∫ 2ik/n
(2i−2)k/n
∣∣∣∣∣∣mn
(
γ∗(2i−2)k/n
)2
·
∑
|j|<k
(
1− |j|
k
)2
− (γ
∗
s )
2
3
∣∣∣∣∣∣ ds
≤m2 · 2k
n
· 1
k2
(
2k(k + 1)(2k + 1)/6− k2) (2C2ε)
+m2 · 2k
n
· 1
k2
(
2k(k + 1)(2k + 1)/6− k2) (2C2ε)
+
m
nk2
(
2k(k + 1)(2k + 1)/6− k2) ·∑
i
∫ 2ik/n
(2i−2)k/n
∣∣∣∣(γ∗(2i−2)k/n)2 − (γ∗s )2∣∣∣∣2 ds
+ C22 ·m ·
2k
n
·
(
m
nk2
(
2k(k + 1)(2k + 1)/6− k2)− 1
3
)
≤Cε.
This completes the proof of (A.15).
Since F Σ˘ → H˘ and H˘(x/ζ) = H(x) for x ≥ 0, using Claim 2 and applying
Theorem 1 in Zheng and Li (2011) we conclude that the ESD of Am converges
to FA whose Stieltjes transform satisfies
mA(z) = −1
z
∫
1
τM(z) + 1
dH˘(τ)
= −1
z
∫
ζ
τM(z) + ζ
dH(τ), (A.16)
where M(z), together with another function m˜(z), uniquely solve the following
equations in C+ × C+
M(z) = −1
z
∫ 1
0
ws
1 + ym˜(z)ws
ds,
m˜(z) = −1
z
∫
τ
τM(z) + 1
dH˘(τ)= −1
z
∫
τ
τM(z) + ζ
dH(τ).
(A.17)
A.3. Proof of Theorem 1.3
Note that the convergence of the ESD of ICV has been proved in Theorem 1.2.
The rest of Theorem 1.3 is a direct consequence of the following two convergence
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results.
Lemma A.1. Under the assumptions of Theorem 1.3, we have
lim
p→∞ 3
∑m
i=1 |∆Y2i|2
p
= ζ, almost surely.
Proposition A.1. Under the assumptions of Theorem 1.3, F Σ˜ converge almost
surely, and the limit F˜ is determined by H˘ in that its Stieltjes transform mF˜ (z)
satisfies the following equation
mF˜ (z) =
∫
τ∈R
1
τ
(
1− y(1 + zmF˜ (z))
)− z dH˘(τ), for all z ∈ C+. (A.18)
We will prove Proposition A.1 first, and then give the proof of Lemma A.1
afterwards.
Proof of Proposition A.1. We now show the convergence of F Σ˜. The main rea-
son that we choose k in such a way that k/
√
n → ∞ is to make the noise
term negligible. To be more specific, by choosing k = bθnαc for some α ∈
[(3 + `)/(2`+ 2), 1) where ` is the integer as in Assumption (D.i), we shall show
that
Σ˜ = ym
m∑
i=1
∆Y2i(∆Y2i)
T
|∆Y2i|2
and
˜˜
Σ := ym
m∑
i=1
∆X2i(∆X2i)
T
|∆X2i|2
have the same LSD. This will follow if we can show that
max
i=1,...,m
∣∣∣∣ |∆Y2i|2|∆X2i|2 − 1
∣∣∣∣→ 0 almost surely, (A.19)
and
ym
m∑
i=1
∆Y2i(∆Y2i)
T
|∆X2i|2
and
˜˜
Σ have the same LSD. (A.20)
We start with (A.19). Since∣∣∣∣ |∆Y2i|2|∆X2i|2 − 1
∣∣∣∣ = ∣∣∣∣ |∆X2i|2 + |∆ε2i|2 + 2(∆X2i)T (∆ε2i)|∆X2i|2 − 1
∣∣∣∣
≤
( |∆ε2i|
|∆X2i|
)2
+ 2
|∆ε2i|
|∆X2i|
,
in order to prove (A.19), it suffices to show
max
1≤i≤m
|∆ε2i|
|∆X2i|
→ 0 almost surely.
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Below we shall prove the following slightly stronger result:
max
1≤i≤m,1≤j≤p
√
p |∆εj2i|
|∆X2i|
→ 0 almost surely, (A.21)
where for any vector a, aj denotes its jth entry.
Notice further that for (A.20), using Lemma B.2 in Appendix B, to prove
(A.20), it also suffices to show (A.21).
We now prove (A.21). We start with the denominator term ∆X2i. We have
∆X2i = V˜i + Z˜i for V˜i and Z˜i defined in (A.13) and (A.14) respectively. Write
Z˜i as
√
wi ΛZi, where wi is defined in (1.14) and
Zi =
∑
|j|<k
1√
wi
(
1− |j|
k
)∫ ((2i−1)k+j)/n
((2i−1)k+j−1)/n
γt dWt.
By Assumption (D.ii), for all j /∈ Ip, Zji are i.i.d. N(0, 1). By using the same
trick as the proof of (3.34) in Zheng and Li (2011), we have
max
1≤i≤m
∣∣∣∣1p |ΛZi|2 − 1
∣∣∣∣ → 0 almost surely. (A.22)
Note that
|∆X2i|2 = |V˜i + Z˜i|2 ≥ |V˜i|2 + |Z˜i|2 − 2|V˜i||Z˜i|.
Assumption (D.iii) implies that for all i, there exist C˜1 such that
|wi| ≥ C˜1 k
n
.
Therefore by Assumption (D.vii), there exists C > 0 such that
|Z˜i|2 = |wi| |ΛZi|2 ≥ C
p
|ΛZi|2,
which, together with (A.22), implies that there exists δ1 > 0 such that for all n
large enough,
min
1≤i≤m
|Z˜i|2 ≥ δ1.
Moreover, by Assumption (C.ii), |V˜ ji | ≤ Ck/n for all i, j, hence maxi |V˜i| =
O(
√
p × k/n), which, by Assumption (D.vii), is O(√1/m) = o(1). Therefore,
there exists a constant δ > 0 such that, almost surely, for all n large enough,
min
1≤i≤m
|∆X2i|2 ≥ δ. (A.23)
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It remains to prove that
max
1≤i≤m,1≤j≤p
√
p |∆εj2i| → 0, almost surely. (A.24)
Observe that if we can show there exists C > 0 such that
max
1≤i≤m,1≤j≤p
E|∆εj2i|2` ≤ Ck−`, (A.25)
where ` is the integer satisfying ` > (3− 2α)/(2α− 1) as in Assumption (D.vii),
then for any ε > 0, by Markov’s inequality, we have
P
(
max
1≤i≤m,1≤j≤p
√
p |∆εj2i| ≥ ε
)
≤
∑
1≤i≤m,1≤j≤p
p` E|∆εj2i|2`
ε2`
≤ Cmp · p
`
k`ε2`
= O
(
1
n(2+2`)α−2−`
)
,
where the last equation is due to Assumption (D.vii). Since ` > (3−2α)/(2α−1),
we have (2+2`)α−2− ` > 1, hence by the Borel-Cantelli Lemma, (A.24) holds.
We now show (A.25), which is a Marcinkiewicz-Zygmund type inequality. We
will use Theorem 1 in Doukhan and Louhichi (1999) to prove (A.25). For that
we need to verify Cr,2` = O(r
−`), where
Cr,2` := max
j=1,...,p
max
1<M<2`
sup
(i1,··· ,i2`)∈Θr,M,2`
∣∣∣Cov(εji1 · · · εjiM , εjiM+1 · · · εji2`)∣∣∣ ,
where Θr,M,2` = {(i1, · · · , i2`) : i1 ≤ . . . ≤ iM < iM + r ≤ iM+1 ≤ . . . ≤ i2`}.
We now verify that Cr,2` = O(r
−`). For any j and for any (i1, · · · , i2`) ∈
Θr,M,2`, using the definition of ρ-mixing coefficients we have∣∣∣Cov(εji1 · · · εjiM , εjiM+1 · · · εji2`)∣∣∣
≤ ρj(r) ·
√
Var(εji1 · · · εjiM ) ·Var(εjiM+1 · · · εji2`)
≤ ρj(r) ·
√
E((εji1)
2 · · · (εjiM )2) · E((εjiM+1)2 · · · (εji2`)2).
By Ho¨lder’s inequality, we have
E((εji1)
2 · · · (εjiM )2) ≤
(
E(εji1)
2M
)1/M
· · ·
(
E(εjiM )
2M
)1/M
and similarly for E((εjiM+1)
2 · · · (εji2`)2). Since (εji )’s have bounded 4`th moments
according to Assumption (D.i) and maxj=1,··· ,p r`ρj(r) = O(1), we get Cr,2` =
O(r−`).
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Finally, by using a similar argument as in the last part of the proof of Propo-
sition 8 in Zheng and Li (2011) (see pp.3142–3143), we have that
˜˜
Σ has the
same LSD as
S˜ :=
1
m
m∑
i=1
ΛZiZ
T
i Λ
T ,
where Zi consists of independent standard normals. It is well known that the
LSD of S˜ is determined by (A.18), hence by the previous arguments, so does
that of Σ˜.
Now we prove Lemma A.1.
Proof of Lemma A.1. We have
m∑
i=1
|∆Y2i|2 =
m∑
i=1
|∆X2i|2 + 2
m∑
i=1
∆X
T
2i∆ε2i +
m∑
i=1
|∆ε2i|2.
The convergence (A.24) and that p/m → y imply that ∑mi=1 |∆ε2i|2/p → 0
almost surely. To prove the lemma, it then suffices to show that
3
∑m
i=1 |∆X2i|2
p
→ ζ almost surely, (A.26)
and ∑m
i=1 ∆X
T
2i∆ε2i
p
→ 0 almost surely. (A.27)
We start with (A.26). Write ∆X2i = V˜i + Z˜i as in the proof of Proposi-
tion A.1. The convergence (A.22) implies that∑m
i=1 |Z˜i|2
p
=
m∑
i=1
wi + error,
where the error term converges to 0 almost surely. By Riemann integration and
Assumption (C.vi) it is easy to show that
∑m
i=1 wi → ζ/3, so we get
3
∑m
i=1 |Z˜i|2
p
→ ζ almost surely.
Furthermore by using the bound that maxi |V˜i| = O(√p× k/n) one can easily
show that
2
∑m
i=1 |V˜i||Z˜i|+
∑m
i=1 |V˜i|2
p
→ 0 almost surely.
We therefore get (A.26).
Finally, (A.27) follows from (A.24) and (A.26).
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Appendix B: Two lemmas
Lemma B.1. (Lemma 2.7 in Bai and Silverstein (1998) ). Let X = (X1, . . . , Xn)
T
be a vector where the Xi’s are centered i.i.d. random variables with unit vari-
ance. Let A be an n× n deterministic complex matrix. Then, for any p ≥ 2,
E
∣∣XTAX− tr A∣∣p ≤ Cp ((E|X1|4 tr AA∗)p/2 + E|X1|2p tr(AA∗)p/2) .
Lemma B.2. (Lemma 1 in Zheng and Li (2011)). Suppose that for each p,
vl = (v
1
l , . . . , v
p
l )
T and wl = (w
1
l , . . . , w
p
l )
T , l = 1, . . . ,m, are all p-dimensional
vectors. Define
S˜m =
m∑
l=1
(vl + wl)(vl + wl)
T and Sm =
m∑
l=1
wl(wl)
T .
If the following conditions are satisfied:
• m = m(p) with limp→∞ p/m = y > 0;
• there exists a sequence εp = o(1/√p) such that for all p and all l, all the
entries of vl are bounded by εp in absolute value;
• lim supp→∞ tr(Sm)/p <∞ almost surely.
Then L(F S˜m , FSm) → 0 almost surely, where for any two probability distri-
bution functions F and G, L(F,G) denotes the Levy distance between them.
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