Abstract. We are studying an optimal control problem with free initial condition. The initial state of the optimized system is not known exactly, information on initial state is exhausted by inclusions x0 ∈ X0. Accessible controls for optimization of continuous dynamic system are discrete controls defined on quantized axes. The method presented is based on the concepts and operations of the adaptive method [9] of linear programming. The results are illustrated by a fourth order problem, efficiency estimates of proposed methods are given.
Introduction
Problems of optimal control (OC) have been intensively investigated in the world literature for over forty years. During this period, series of fundamental results have been obtained, among which should be noted maximum principle [1] and dynamic programming [2] . For many of the problems of the optimal control theory (OCT) adequate solutions are found [4, 5, 7, 8] . Results of the theory were taken up in various fields of science, engineering, and economics.
The aim of this paper is to solve a problem of optimal with free initial state. The problem has the following sense, the initial state of the optimized system is not known exactly, information on initial state is exhausted by inclusion x 0 ∈ X 0 , by analogy with the theory of filtration, we say that the set X 0 is a priori distribution of the initial state of the control system. The paper has the following structure: In section 2, the canonical OC problem is formulated. And the definition of support is introduced. Primal and dual ways of its dynamical identification are given. In section 3, the value of suboptimality is calculated. For this result is deduced, Optimality and ε-Optimality criteria are formulated in section 4. In section 5, Numerical algorithm for solving the problem ; three procedure can be distinguished in iterative process: change of control, change of a support, final procedure.
Statement of the problem
Let us consider the optimal control problem for a linear system at the time interval T = [0, t * ]:
n is a state of control system (2); u(.) = (u(t), t ∈ t), T = [0, t * ], is a piecewise continuous function;
..., l} are sets of indices. By using the Cauchy formula, we obtain the solution of the system (2) :
where
is defined by the relations:
, we obtain the following equivalent formulation of the problem:
formed of an n−vector z and a piecewise continuous function u(.) is called a generalized control.
A generalized control v = (z, u(.)) is said to be an admissible control if it satisfied the constraints (2)-(4). An admissible control v 0 = (z 0 , u 0 (.)) is said to be an optimal open-loop control if a control criterion reaches its maximal value
Choose an arbitrary subset T B ⊂ T of k ≤ m elements and an arbitrary subset J B ⊂ J of m + l − k elements. Form the matrix
A pair {v, S B } of an admissible control v = (z, u(.)) and a support S B is said to be a support control. A support control {v, S B } is said to be primally not degenerate if
Let us consider another admissible control v = (z, u(.)) = v + ∆v, where z = z + ∆z, u(t) = u(t) + ∆u(t), t ∈ T, and let us calculate the increment of the cost functional
. Since D(I, J)∆z + t∈T ϕ(t)∆u(t) = 0, and G(L, J)∆z = 0, then the increment of the functional equals: 
′ , and a function of cocontrol ∆(.) = (∆(t) = ν ′ u ϕ(t)−c(t), t ∈ T ). By using these notions, the value of the cost of functional increment takes the form:
A support control {v,
Calculation of the value of suboptimality
The new control v(t) is admissible, if it satisfies the constraints:
is called a value of suboptimality of the support control {v, S B }. 
are sufficient, and in the cases of non-degeneracy, they are necessary for the optimality of support control {v, S B }. 
Numerical algorithm for solving the problem
Supposing ε > 0 is a given number and {v, S B } is a known support control that does not satisfy optimality and ε− optimality criterion. The method suggested is iterative, its aim is to construct an ε− solution of problem (1) − (4). As the support will be changing during the iterations together with an admissible control it is natural to consider them as a pair. The iteration of the method is to change initial support control {v, S B } for the "new" {v, S B } so that β(v, S B ) ≤ β(v, S B ). Three procedures can be distinguished in iterative process:
(1) Change of an admissible control v → v. 
Change of control.
Let us consider α 1 > 0, α 2 > 0, h > 0, µ > 0 parameters of the method, and we set up the following sets:
i [, i = 1, N. A new admissible control v = (z, u(t), t ∈ T ) so that:
Here
We introduce the parameter vector: l i = θu i , i = 1, N, h j = κ∆z j , j ∈ J 0 , h K+1 = κ, and define these quantities:
In order to find (h j , l i ), j = 1, K + 1, i = 1, N + 1, we formulate the mathematical programming problem:
Problem (14) is solved by adaptive method. As a result, we obtain an ε− optimal support plan (h
. The new control (z, u(t), t ∈ T ) are constructed according to the rules:
It is clear that J(v) ≥ J(v).
• If K + 1 / ∈ J B and t N +1 / ∈ T B , then we put:
• If not, we would have the following cases:
(1) If K + 1 / ∈ J B and t N +1 ∈ T B , we exclude index N + 1 from the support in the following way: Let be: ∆(t) = ∆(t) + σδ(t), where σ is the maximal dual step and δ(t) the direction . Let us determine i * so that: σ(t i * ) = minσ(t i ), t i ∈ T H , with
Then a new support is:
∈ T B , we exclude index K + 1 from the support in the following way: Let be: ∆ j = ∆ j + σ j δ j , where σ j is the maximal dual step and δ j the direction Let us determine j * so that: σ j * = minσ j , j ∈ J H ,
the new support will be:
At this stage, let us denote the new supportS B , construct the support matrix P (S B ) and check that it is not singular. Let us calculate the new suboptimality estimate β(ṽ,S B ).
• If β(ṽ,S B ) = 0, then v is an optimal control.
• If β(ṽ,S B ) ≤ ε, then v is an ε− optimal control.
• otherwise, we perform either a new iteration with {v,S B }, α 1 < α 1 , α 2 < α 2 , h < h or the procedure change of support.
Change of support.
let us assume that for the new control v, we have β(v,S B ) > ε, then we perform change of support. By using supportS B , let us construct the quasi-controlṽ = (z,ũ(t), t ∈ T ):
where:
Here,ψ(t), t ∈ T , the solution to the adjoint system corresponding toS B . Let us the quasi trajectory corre- Now, we studies the following cases:
• If λ(J B ,T B ) = 0, then the quasi-controlṽ is optimal for the problem (1) − (4).
• If λ(J B ,T B ) > µ, then let us change a supportS B to S B by dual method.
• if λ(J B ,T B ) < µ, then we perform final procedure.
Conclusion
An optimal control problem with free initial condition has been considered. Sufficient and necessary conditions are derived to characterize the optimality of the current solution and an algorithm called the adaptive method is described. This direct method of interior points allows in a finite number of iterations obtaining the approximate or optimal solution. The innovation is the introduction of the final procedure based on the Newton method's, which converges quickly.
