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Abstract
Finite systems are composed of so few particles that the thermodynamical limit cannot
be applied accurately to their analysis and such systems play a crucial role in biological
life and possibly soon as well in electronics. We consider here generalizations of the
statistical methods leading to standard thermodynamics for finite quantum systems and
possible practical implementations of these methods in numerical analysis. The emphasis
is on mathematical rigor and on an estimation of the errors induced by the approximation
schemes we use.
Two statistical approaches have been considered here. One is the use of more general
ensembles than the standard canonical Gibbs ensemble. In particular, we aimed at deriving
more reliable analytical and computational tools for the analysis of finite quantum systems
at an equilibrium state. Microcanonical ensemble is usually employed for this purpose,
but it is computationally difficult to use and not realistic if the energy of the system can
fluctuate.
We consider generalizations of the microcanonical ensemble, such as the so called
Gaussian ensemble, and methods for a practical evaluation of expectation values in these
ensembles. We derive a saddle point approximation which simplifies the evaluation pro-
cess and methods for estimation of the accuracy of the saddle point approximation. The
saddle point approximation leads naturally to the so called canonical Tsallis statistics
which has been developed recently. We discuss briefly how this approximation might
be used in practical applications.
The second approach involves a lattice approximation of quantum mechanical systems.
We prove rigorously that the lattice approximation developed by Feynman converges for a
system composed of non-relativistic bosons and fermions when there is a potential which
prevents the particles from escaping to infinity. The proof contains a generalization of the
Golden-Thompson-Symanzik inequality and this generalization can be used for inspection
of the correlation effects induced by the indistinguishability of the particles. We derive
two sets of lattice operators which can be used for measuring the energy moments of
these systems and we discuss a numerical algorithm which enables an estimation of these
moments and of the density of energy states of these systems.
v
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Chapter 1
About this thesis
1.1 Motivation
The original motivation for this work was given by a discrepancy between the particle
production ratios in relativistic ion collisions and the predictions obtained by using a grand
canonical ensemble of hadrons. This discrepancy can be resolved by including “finite
volume corrections” [1] and exact strangeness and baryon number conservation [2, 3] to
the grand canonical ensemble. Both corrections are motivated by the finite extent of the
system produced in the ion collisions, but apart from that the description relies on the
standard statistical ensembles.
However, the above methods have not been derived from quantum chromodynamics
(QCD) which is the microscopic theory governing the behavior of the constituents of
hadrons, quarks and gluons [4]. Indeed, if one considers the manner in which the use
of thermodynamics and of the grand canonical ensemble are usually justified, it is not
obvious why the grand canonical ensemble should work for hadrons. There is no heat
bath which would fix the temperature of the sample of hadronic matter arising from the
collision. Where are the walls of the box which is used to define the volume and in the
derivation [5, 6] of the finite volume corrections? Why would the sample be in a state
which has a homogeneous particle and energy density, since there are classical systems
which do not have this property1?
Our original aim was to derive numerical methods, relying on quantum chromodynam-
ics, which could be used in a more rigorous analysis of the finite systems produced in the
collisions. Since quantum field theory on a lattice [7, 8] appears to be the most promising
way of rigorously approaching gauge field theories such as QCD2, one particular goal was
1The atmosphere of the Earth provides an example of a classical system which does not have a homogeneous
particle distribution.
2See, for instance, the discussion in chapter 22 of [9].
1
2 CHAPTER 1. ABOUT THIS THESIS
a development of a lattice approximation to the microcanonical ensemble in QCD. This
goal was admittedly quite ambitious and it has not been achieved in this thesis.
Instead of trying to develop physically plausible arguments in a quantum field theoretic
framework, we chose first to address the general problems related to the statistical analysis
of finite quantum systems. Since a complete solution of the spectrum of a multi-particle
Hamiltonian with interaction terms is only known under some very special circumstances,
we first needed to find ways of making computations in the microcanonical ensemble
without assuming that the energy spectrum would be known in advance.
A second step consists of finding practical methods for the evaluation and approxima-
tion of the regularized microcanonical ensemble. The canonical ensemble is often much
simpler to use than the microcanonical ensemble: could we use it to approximate mi-
crocanonical expectation values? As classical physics is easier to grasp intuitively than
quantum physics, would it be possible to employ it in the analysis? Does the canonical
ensemble work in every conceivable physical case and what can we do if it does not?
The second theme of the thesis is mathematical rigor. Precisely since the foundations
of both quantum mechanics and thermodynamics are subject to a lot of philosophical de-
bate and both theories contain concepts which are not intuitive, we have tried to avoid
arguments relying on intuition about how the physical world should behave and we have
chosen to rely on mathematical analysis instead. The drawback of this approach is that
some results need to be derived which are simply proofs of methods and results already
known to physicists. However, strengthening these results by stating precise assumptions
under which they are valid will give a more solid basis for applications.
The physical setup which we have considered in two of the publications considers non-
relativistic particles with a potential which prevents the particles from escaping to infinity.
This is essentially the setup which has been used to study the interactions between atoms
and molecules [10, 11] and general methods for the analysis of such systems would be
useful for chemistry.
1.2 Organization of the thesis
The thesis has been divided into two parts: a general introduction and four research pub-
lications. The introduction is mainly a collection of definitions and well-known results
which have been used in the publications. It serves as a reference material for studying the
publications, but, simultaneously, we try to explain in more detail some issues which have
only been mentioned in the publications.
Throughout this work, a particular challenge has been posed by the mixture of math-
ematics and physics which is at the heart of the chosen approach. In the publications, as
well as in this introductory part, the solution has been a separation of the mathematical
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details from the rest of the argument into an appendix.
The introductory part begins with a review of the basic concepts of classical and quan-
tum mechanics in chapter 2. We begin an inspection of boundary effects there by consid-
ering the definition of a self-adjoint free Hamiltonian and of the momentum operator on a
line segment.
Chapter 3 presents rudimentary thermodynamics and the standard arguments which
allow its derivation from the standard statistical ensembles. Naturally, more focus has
been given to the quantum mechanical ensembles and their definition. A more thorough
discussion on the definition of finite quantum systems and their thermodynamical limit is
postponed until chapter 4.
The final part of the chapter 4 begins the discussion about the methods used in the
publications. The assumptions made in the publications and their physical interpretation
are explained in section 4.3 and the main results of the publications are collected into
section 5.1. We conclude with a brief discussion about the significance of the results and
of future prospects.
Appendix A serves as a collection of definitions, notations and main properties of the
mathematical concepts which we have used here. These have been included mainly for the
benefit of a reader with a physics background. A few special issues whose mathematical
properties might be difficult to come by in the literature or which are otherwise essential to
the discussion are considered in detail: convex extended-real functions, Jensen’s inequal-
ity, Legendre transform and the trace-class and Hilbert-Schmidt operators on a Hilbert
space.
Let us mention here a few of the most often used conventions. A position of a particle
is a vector in a d-dimensional space and it is denoted by a boldface letter in distinction to
other finite-dimensional vectors which denote, for instance, a collection of particle posi-
tions. Usually d = 3 and thus, for example, x 2 R3 . We also use notations common in
physics for the basic quantum mechanical objects: operators on a Hilbert space are dis-
tinguished by a “hat” and we use the Dirac brackets ji and hj for the Hilbert space inner
product and whenever it is necessary to emphasize the difference between vectors and dual
vectors.
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Short introduction to the publications
I This publication presents the main mathematical tools which are used later in III in
a lattice approximation of non-relativistic quantum systems. The main results are
the proof of the convergence of the lattice approximation of canonical expectation
values with a complex temperature parameter and an extension for lattice kernels of
an upper bound for the continuum integral kernel derived by Symanzik [12].
II The second publication introduces a regularization of the microcanonical ensemble,
called the Gaussian ensemble, and presents two approximation schemes for evalu-
ation of Gaussian traces using only the typically much easier canonical ensemble.
These procedures, especially the positive saddle point approximation, and the meth-
ods which are used for the estimation of the accuracy of the approximation provide
a prototype of the more involved methods developed in IV.
III This publication considers the lattice approximation of a system of non-relativistic
particles bounded in a finite region by a rapidly growing potential. The results pre-
sented in I are first extended to allow indistinguishable particles, that is, particles
following either bosonic or fermionic statistics. Then the development of practical
numerical algorithms for computation of the lattice expectation values in the Gaus-
sian and in the canonical ensemble is considered.
IV Here we consider generalizations of the methods presented in publication I for sys-
tems which cannot be analyzed by the usual canonical ensemble. In particular, it is
shown how a generalized Gaussian ensemble provides an approximation to expec-
tation values of observables which are insensitive to a coarse-graining of the energy
spectrum. Approximations by generalized canonical ensembles are considered in
detail, and Tsallis statistics [13] is derived as one such approximation. The use of
the generalized canonical ensembles for building of effective models by a maximum
entropy principle is also discussed briefly.
Chapter 2
Classical and quantum
mechanics
mechanics, n. 1. the science that deals with the action of forces on
bodies and with motion 2. routine methods, procedures, or details
Webster’s dictionary
Mechanics started as a theory which describes the behavior of compact and hard bod-
ies, such as rocks and billiard balls. This theory is now called Newtonian or classical
mechanics.
The Newtonian description, however, is not complete. For instance, it leaves unex-
plained all thermal phenomena and the phenomena involving heat and pressure developed
as a mainly experimental discipline now called thermodynamics. A great conceptual sim-
plification was pioneered by Maxwell, Boltzmann and Gibbs who considered the thermal
properties as arising from a statistical description of a very large system of very small parts,
atoms, whose movement would explain the thermal phenomena. Upon closer inspection,
the description of these atoms by classical electromagnetism and classical mechanics ran
into severe difficulties and the atomic hypotheses was a source of great controversy among
physicists at the end of the 19th century.
Later experiments not only revealed the existence of very small parts composing all
matter, but they also revealed that the atoms needed to have a substructure when the elec-
tron was found. These experiments also revealed that electromagnetism is closely linked
to this substructure. Quantum mechanics is an extension of classical mechanics which
was developed to explain the experimentally measured behavior of atoms and other mi-
croscopic particles.
When experiments with ever finer accuracy were devised, even quantum mechanics
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turned out to be insufficient. The answer was a development of quantum field theory,
which combines both quantum mechanics and the classical field theory describing elec-
tromagnetism. It also included such new phenomena as the creation and annihilation of
particles and a special relativistic description of their movement.
In this chapter we shall briefly introduce the first two of these models of matter. The
omission of quantum field theory from the following discussion is not because it would not
be important, but because it has not yet succumbed to mathematically rigorous analysis
which is one of the main themes of this thesis: alas, even after decades of effort and
ingenious analysis, the interesting interacting quantum field theories with three space- and
one time-like dimension are still in the realm of physically plausible, but mathematically
non-defined, theories [14].
2.1 Classical mechanics
In classical mechanics the matter is idealized as point particles, which move in a three-
dimensional space. To be precise, there is a universal time coordinate t and at every time
the particle is at some position described by a vector x(t) 2 R3 . The particles also have a
property called mass which is a positive constant denoted by m.
The function x(t) is assumed to be continuously differentiable so that the momentum
of the particle,
p(t) = m
d
dt
x(t);
would always be well-defined. In classical mechanics, the momentum satisfies Newton’s
laws of motion:
I The momentum of an isolated particle stays constant.
II The interaction of an particle with its environment is described by the net force F
acting on it,
F(t) =
d
dt
p(t) = m
d
2
dt
2
x(t): (2.1)
III The total momentum of an isolated system composed of many particles stays con-
stant,
d
dt
X
k
p
k
(t) = 0:
The above laws do not fix the behavior of a physical system completely, since they do
not tell how to compute the forces acting on material objects. We thus need some way of
defining the forces and the usual modern way of doing this is by giving either the Lagrange
function L(q; v) or the Hamilton function H(p; q) for a system composed of N particles.
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In the first case, q is a vector representing the generalized coordinates of the system
and v = q0(t) contains the corresponding generalized velocities. Giving the generalized
coordinates at any instant defines the positions of all particles of the system at that mo-
ment and the collection of all possible values of the generalized coordinates is called the
configuration space. The Lagrange function encodes the time evolution of the generalized
coordinates by Lagrange’s equations of motion,
d
dt

@
@v
k
L(q(t); v)



v=q
0
(t)

 
@
@q
k
L(q(t); v)



v=q
0
(t)
= 0, for all k (2.2)
which define k second order differential equations for the function q(t).
The Hamilton function encodes the equations of motion similarly via the two first order
differential equations given by
@
@q
k
H(p; q) =  p
0
k
(t) and @
@p
k
H(p; q) = q
0
k
(t), for all k (2.3)
and a sensible Hamilton function is required to lead to equations which have a unique solu-
tion for all allowed pairs of initial values for q and p. The collection of all possible values
of the generalized momentum is called the momentum space and, when taken together, the
configuration space and the momentum space form the phase space of the system.
When the system is unconstrained, the natural choice for the generalized coordinates
are the Cartesian coordinates for the position of each particle at each instant. Similarly,
the natural definition of the generalized momentum is given by p
k
(t) = m
k
q
0
k
(t), where
m
k
is the mass of the particle to which q
k
refers. For this generalized momentum, the
total kinetic energy T of the system, which is defined as the sum of the individual kinetic
energies, 1
2
m(x
0
(t))
2
, of each particle, can be expressed easily as T =
P
k
1
2m
k
p
2
k
.
Let us also assume that all forces are conservative and depend only on the position
of the particles, i.e. that they can be derived from a potential energy function V (q) by
the equation F
k
(t) =  r
q
k
V(q(t)). If we now define the Hamilton function as the total
energy T + V of the system,
H(p; q) =
X
k
1
2m
k
p
2
k
+ V (q); (2.4)
then Hamilton’s equations of motion (2.3) become equivalent to Newton’s equations of
motion (2.1). In this case, the equivalence of Lagrange’s (2.2) and Newton’s equations of
motion (2.1) is similarly easily established for the choice L = T   V , i.e. when
L(q; v) =
X
k
1
2
m
k
v
2
k
  V (q):
In the above case, the relation between the generalized momentum and velocity is
given simply by p
k
= m
k
v
k
. In general, by the second Hamilton’s equation of motion,
8 CHAPTER 2. CLASSICAL AND QUANTUM MECHANICS
the momentum and velocity are related by
@
@p
k
H(p; q) = v
k
:
Using this, it is easy to see that in the above case the Lagrange and Hamilton function are
Legendre transforms (see appendix A.1.6 for a definition of the Legendre transform) of
each other with v and p serving as the transformation variables. This property, in fact, is
often used as the definition of the other function after one of them has been derived.
The final classical quantity we need here, is the classical action, which is a functional
of all possible paths q(t) of the system, and which is related to the system’s Lagrange
function by
S[q(t)] =
Z
t
1
t
0
dt L(q(t); q
0
(t)):
The action encodes Lagrange’s equations of motion, since any solution to the equations of
motion on the time interval [t
0
; t
1
] is an extremum of the corresponding classical action
and vice versa. A general reference to the above results is found in [15].
2.2 Quantum mechanics
The matter in quantum mechanics is not composed of point particles with continuous tra-
jectories. Instead, the degrees of freedom of a particle are contained in a wave function
 (x) which—by the standard interpretation—encodes the probability of finding the parti-
cle at positionx via a probability distribution j (x)j2. It is thus necessary that 2 L2(R3)
and that its L2-norm satisfies k k = 1. The wave functions are complex-valued, and al-
though the phase of a wave function can be rotated without changing the probability dis-
tribution of the position of the particle, the phase degree of freedom can be essential to the
time-evolution of the distribution.
Quantum mechanical particles also have a new property, called spin, that is absent from
the classical level of description. Spin denotes a special entanglement1 of wave functions
in rotations of the space R3 in which the particles live. The spin can only have half-integer
values 0; 1
2
; 1;
3
2
; : : : and it determines how many degrees of freedom become entangled
in the rotations: if the particle has a spin s, the value of its wave function at a point is not
a complex number, but a (2s+1)-dimensional complex vector.
The state of a system of N particles is composed of tensor products of the wave func-
tions of the individual particles. Quantum mechanical particles can have one more property
which is irrecoverably non-classical: they can be indistinguishable. If they are indistin-
guishable, they are either bosons or fermions. Indistinguishable particles have all the same
1Mathematically, the spin degrees of freedom form a representation of the covering group SU(2) of the 3-
dimensional rotation group O(3).
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physical characteristics (mass, spin, charge, : : : ) and there are restrictions to the allowed
many-particle wave functions: the wave function must be symmetric under the exchange
of two identical bosons and it must be antisymmetric under the exchange of two identical
fermions. It is also true that particles which have an integer spin are bosons and parti-
cles which have a half-integer spin are fermions, although this property gets a satisfactory
explanation only when considered in a quantum field theoretic setup [16, 17].
The above definitions can be generalized into an axiomatic system which is usually
considered to be the definition of a quantum theory:
I The information about the state of the system at any instant is given by a vector in a
Hilbert space H.
II The scalar product of the Hilbert space defines an “overlapping” of these states: the
probability for finding the system in the state  when it is known to be in a state  
is given by
jhj ij
2
hjih j i
: (2.5)
III Physical observables are described by self-adjoint operators on H and the expecta-
tion value for a measurement of an observable bA when the system is in a state  is
given by the formula
h j
b
A i
h j i
:
IV The time-evolution mapping  7!  (t) is unitary: it is linear and leaves the scalar
product constant. It is also assumed that the time-evolution is continuous in the
Hilbert space norm,
k (t)   (0)k ! 0 when t! 0:
In addition to these axioms, there is the problem of quantum measurement: the state
of a quantum system is changed by measurements of observables of the system. In its
strongest form the measurement axiom is given by
V If an observable bA is measured to have a value on the interval ! = (a; b), then the
state of the quantum system projects in the measurement process to the correspond-
ing eigenspace
 7! E(!) 
where E is the resolution of identity related to the self-adjoint operator bA. Thus a
second measurement of the same quantity would yield a value on the same interval.
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The measurement problem has been a source of untold discussions and philosophical de-
bate. We do not want to touch this subject here. Instead, we simply assume that a mea-
surement is a process external to our quantum mechanical description and time-evolution:
if the system is left alone, its state is assumed to develop unitarily according to the axiom
IV.
The above axioms do not refer to the concept of a particle at all and most of the physics
enters only when one specifies the physical interpretation of the Hilbert space and the
Hamiltonian of the system. For non-relativistic massive particles the relevant definitions
are:
3-dimensional quantum mechanics: If a particle has spin s and it moves in the usual 3-
dimensional space, then the wave-function of the particle belongs toL2(R3 ; C 2s+1).
A system of N indistinguishable particles: If the particles are indistinguishable, they all
have the same spin s and the physical Hilbert space H is the subspace of the tensor
product space
N
O
i=1
L
2
(R
3
; C
2s+1
) = L
2
(R
3N
; C
(2s+1)
N
)
which satisfies the symmetry requirement mentioned in the beginning of this section.
The projection operator to the bosonic subspace will be denoted by bP
+
and the
projection operator to the fermionic subspace by bP
 
. These operators have explicit
representations as sums over particle permutations: the i
1
   i
N
-component of the
projected vector is, for all choices of i
j
2 f1; : : : ; 2s+ 1g, given by
[
b
P

 (x
1
; : : : ;x
N
)]
i
1
i
N
=
1
N !
X
2S
N
()

 
i
(1)
i
(N)
(x
(1)
; : : : ;x
(N)
):
Of course, the definition of the projection operator depends on the choice of N and
s, but including this dependence in the notation would lead to intolerably clumsy
expressions. The following notation will also be employed for the bosonic and
fermionic subspaces:
L
2

(R
3N
; C
(2s+1)
N
) =
b
P

L
2
(R
3N
; C
(2s+1)
N
):
General N -particle systems: The Hilbert space for the collection of J groups of indis-
tinguishable particles, each group containingN
j
particles all with a spin s
j
, is given
by the tensor product
H =
J
O
j=1
L
2
( )
2s
j
(R
3N
j
; C
(2s
j
+1)
N
j
):
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The Hilbert space is a subspace of L2(R3N ; C
Q
j
(2s
j
+1)
N
j
) and it is a proper sub-
space unless all particles are distinguishable.
The time-evolution satisfying the axiom IV is given by a family of unitary operators
b
U(t). If we also assume that the time-evolution is invariant under time-translations, i.e.
that the time-evolution depends only on the relative time elapsed, then we must have
b
U(t+ s) =
b
U(t)
b
U(s), for all t > 0 and s > 0
and, naturally, bU(0) = I . These properties can be collected by stating that the time-
evolution operators form a strongly continuous one-parameter semigroup of unitary oper-
ators.
Semigroups of this kind have been studied extensively and they have a wealth of well-
documented nice properties, which can be applied to define the concept of a Hamiltonian
rigorously.
Infinitesimal generator: There is a self-adjoint densely defined operator bH such that
b
U(t) = e
 it
b
H
, for all t; (2.6)
where the exponential is defined by using the spectral decomposition of bH as ex-
plained in appendix A.2.3.
Definition of the generator: Formally, the generator is defined by the equation bH =
b
U
0
(0). The precise definition can be done by using the equation
 i
b
H = lim
"!0
1
"

b
U(")    

(2.7)
and the domain D( bH) consists of all vectors  for which the limit in (2.7) conver-
gences in the Hilbert space norm.
Differential equation: For all  2 D( bH) and for all t,
d
dt
b
U(t) =  i
b
H
b
U(t) =  i
b
U(t)
b
H :
Convergence using difference quotients: For all  2 H and t,
b
U(t) = lim
"!0

exp
h
t
"
(
b
U(")  I)
i
 

;
where the convergence is uniform in t on every compact subset of [0;1). The
operator in the exponent is bounded and the exponential can thus be defined as a
norm-convergent sum in B(H).
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The infinitesimal generator of the time evolution is called the Hamiltonian of the sys-
tem and it will be denoted here by bH . Usually the time evolution is defined by giving the
Hamiltonian2 and then using (2.6). However, in order to get a time-evolution satisfying the
axiom IV, the Hamiltonian has to be a self-adjoint operator in the precise mathematical
sense described in appendix A.2.2.
Since the mathematical definition is a bit involved, it seems to be an unfortunately
common practice in physics textbooks to ignore this issue completely and define Hamil-
tonians only partially by giving their action on some subspace—typically on the space of
smooth functions with a compact support. It is then implicitly hoped that there would be
a unique self-adjoint extension from this subspace. We try to remedy this by giving the
definitions of the Hamiltonians used in the publications in more detail in the following
section.
Of particular interest are operators which commute with every time-evolution operator,
as such observables have time-independent expectation values:
h (t)j
b
A (t)i = h j
b
U(t)
y
b
A
b
U(t) i = h j
b
U(t)
y
b
U(t)
b
A i = h (0)j
b
A (0)i:
The following result classifies these operators nicely: A bounded operator bA commutes
with every bU(t), if and only if it commutes with the Hamiltonian in the sense that
b
A
b
H 
b
H
b
A:
2.2.1 Definition of the standard quantum mechanical observables
In this section, we shall discuss the definition of the standard quantum mechanical observ-
ables, the position operator bx, the momentum operator bp, and the Hamiltonian bH . The
position operator will be the easiest and we shall discuss it first. Next we shall explore,
by way of an explicit example, the complications arising when the momentum operator
and the free Hamiltonian need to be defined in a finite volume. The final part contains two
theorems which can be used for defining the most common Hamiltonians.
Position operator
Let   Rd be any measurable set and let f 2 L2loc(). Define the operator f(bx) on
L
2
() by
(f(
b
x) )(x) = f(x) (x)
with a domain which consists of functions  for which the right hand side defines an L2-
function. For obvious reasons, these operators are called multiplication operators. Since
2In physics, the generator of the time-evolution is given by 1
~
b
H, but we shall use here the so called natural
units which have ~ = 1.
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the domain of f(bx) includes continuous functions with a compact support, the operator is
densely defined. It is also easy to see that it is closed, and that if f is real, it is self-adjoint.
The position operator bx is a collection of d such operators which are defined by the
component projection functions f
i
(x) = x
i
. By the above results, each of these operators
is self-adjoint and thus agrees with our definition of an observable.
Momentum and the free Hamiltonian on a line segment
The free Hamiltonian bH
0
satisfies the differential equation
(
b
H
0
 )(x) =  
1
2
r
2
 (x)
for all smooth functions  with a compact support. The Hamiltonian is thus a self-adjoint
extension of this operator and in L2(Rd ) this extension exists and is unique for any d. It
is also possible to find an extension in L2(
) when 
 is an open bounded subset of Rd ,
but the extension is not unique then. To get an idea what kind of degrees of freedom this
ambiguity allows, let us now go though the definition of the momentum operator and the
free Hamiltonian on a symmetric line segment of length L > 0, denoted by [ L;L].
The momentum operator is formally defined by the formula
bp =  i
d
dx
or by requiring that bp is the generator of space-translations of wave functions,
e
 iybp
 (x) =  (x+ y):
Both definitions are problematic and at least incomplete on a line-segment—the first since
not all L2-functions are differentiable and the second since all translations will move some
points out of the segment.
Let us begin by first defining bp on smooth functions with a compact support in ( L;L)
and then finding the self-adjoint extensions, if there are any, of this operator. Consider the
following dense subspaces of L2([ L;L]),
D
c
= C
1
0
([ L;L]); (2.8)
D
1
=

 2 C([ L;L])


 is AC and  0 2 L2([ L;L])
	
; (2.9)
D
2
= f 2 D
1
j (L) = 0 =  ( L)g ; (2.10)
D
3
=

 2 D
1


 (L) = e
i'
 ( L)
	
; (2.11)
where ' is some fixed real number and AC is a short-hand for absolutely continuous (see
section A.1.3 for the definition).
14 CHAPTER 2. CLASSICAL AND QUANTUM MECHANICS
If we define in each subspace D
a
(a = c; 1; 2; 3) an operator bp
a
by the formula
(bp
a
 )(x) =  i 
0
(x); (2.12)
then bp
c
denotes the operator to be extended and the other bp
i
are its extensions. These
operators have the following properties
 bp
c
is densely defined and symmetric but not closed. The closure of bp
c
is bp
2
which is
also symmetric.
 The other operators are closed and the following relations hold for their adjoints:
bp
y
2
= bp
1
bp
y
1
= bp
2
bp
y
3
= bp
3
and the conclusion is that bp
2
is symmetric but not self-adjoint and that bp
3
is self-
adjoint for all real '. Since bp
1
extends bp
3
, it is not even symmetric.
Thus bp
c
has a one-parameter family of self-adjoint extensions, each of which oper-
ates on functions which are periodic up to a possible phase shift. This result becomes
understandable when we consider the one-parameter unitary group generated by bp
3
:
(e
 iybp
3
 )(x) = e
i'k
 (x+ y   2Lk), where k =

x+ y + L
2L

:
This means that wave functions are translated periodically apart from a phase shift gained
from each pass of a boundary point. If something else would happen at the boundary, the
integral of the absolute value squared would not remain constant. This gives an intuitive
reason why the other boundary conditions do not yield self-adjoint operators—example 1
of section X in [18] gives more details on this and example 13.4 in [19] provides a compact
proof of the above results.
For a definition of the free Hamiltonian, we need to find all self-adjoint extensions of
the operator
(
b
H
c
 )(x) =  
1
2
r
2
 (x) (2.13)
defined on C1
0
([ L;L]). The answer is not simply to take the second power of the self-
adjoint extensions defined in the previous section, but again it is a matter of finding the
correct boundary conditions.
It turns out that bH is a self-adjoint extension of bH
c
if and only if
(
b
H )(x) =  
1
2
r
2
 (x)
for all  2 D( bH) where
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 either there are constants  and  which can be real or infinite and
D(
b
H) =
n
 2 D(
b
H
1
)



 
0
(L) =  (L) and  0( L) =  ( L)
o
;
 or there is a real phase ' and a matrix N 2 SL(2;R) such that
D(
b
H) =
n
 2 D(
b
H
1
)



( (L);  
0
(L)) = e
i'
N( ( L);  
0
( L))
o
:
The details of the argument are included in the appendix, section A.2.6. The physical
interpretation of these boundary conditions is that the wave functions can now be partially
reflected at the boundary while the remainder passes through the boundary periodically
with a possible phase shift.
In practice, the following three boundary conditions are most commonly used:
Dirichlet boundary conditions are given by the condition  (L) = 0 =  ( L), i.e.  =
1 =  in the first case above. Then bH = 1
2
(bp
2
)
y
bp
2
.
Neumann boundary conditions are given by  0(L) = 0 =  0( L), i.e.  = 0 =  in the
first case above. Now clearly bH = 1
2
bp
2
(bp
2
)
y
.
Periodic boundary conditions are defined by requiring both  and  0 to be periodic up to
a phase shift. This corresponds to choosing N = 1 in the second case above. In this
case, bH = 1
2
(bp
3;'
)
2
.
An alternative definition of the free Hamiltonian is by the equation bH = 1
2
bp
2
, where
bp is the generator of translations as explained in the previous section. From the previous
discussion we can conclude that these Hamiltonians need to be defined by the periodic
boundary conditions if bp is assumed to generate unitary translations. We shall come back
to a generalization of these result to bounded sets in Rd in section 4.1.1.
Momentum and the free Hamiltonian on Rd
These difficulties do not arise if one considers the whole real line, i.e. in the limit L!1.
In fact, even in higher dimensions, all of the above ways lead to a unique definition of the
momentum operator and the free Hamiltonian if the whole space is being considered. In
mathematical terms, the subspace C1
0
(R
d
) is a core for the self-adjoint operators bp and
b
H
0
which act on it by the formulae analogous to (2.12) and (2.13),
(
b
p )(x) =  ir (x) and ( bH
0
 )(x) =  
1
2
r
2
 (x):
Note that in this case the momentum operator is really a collection of d operators corre-
sponding to the generators of translations to each of the Cartesian directions.
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In this multidimensional case the precise domains of the self-adjoint operators are
easiest to define using distributions:
D(bp
i
) =

 2 L
2
(R
d
)


@
i
 2 L
2
(R
d
) in the sense of distributions
	
for all i;
D(
b
H
0
) =

 2 L
2
(R
d
)


r
2
 2 L
2
(R
d
) in the sense of distributions
	
and all operators act on their respective domains as distribution derivatives. For example,
if  = bp
i
 , then for all ' 2 C1
0
(R
d
),
h'ji = h i@
i
'j i (2.14)
and, since  2 L2, this condition fixes the function  almost everywhere.
As explained in appendix A.4, Fourier transform is a unitary mapping from L2(Rd) to
itself. The above operators act quite trivially after a Fourier transform, namely
(bp
i
 )(p) = p
i
 (p) and ( bH
0
 )(p) =
1
2
p
2
 (p)
with the domains
D(bp
i
) =

 2 L
2
(R
d
)


p
i
 (p) 2 L
2
(R
d
)
	
for all i;
D(
b
H
0
) =

 2 L
2
(R
d
)


p
2
 (p) 2 L
2
(R
d
)
	
:
Thus bp
i
and bH
0
are multiplication operators on the Fourier-transformed space.
The definition of standard Hamiltonians
The interacting Hamiltonians in the physical case with d = 3N are usually defined by
using one of the following theorems. The Kato-Rellich theorem applies when the addition
of the potential only leads to a perturbation of the free Hamiltonian and its most important
application is in the definition of the atomic Coulomb interaction. The second theorem
was used in the publications, since it applies also when the potential increases at infinity
which is necessary for a definition of well-behaved canonical quantum statistics.
Theorem 2.2.1 (Kato-Rellich) Let each V
k
(x) with k = 1; : : : ;m be a real potential
function which can be represented as a sum of functions in L2(R3) and L1(R3) and let
P
k
be a self-adjoint projection onto some 3-dimensional subspace of R 3N, where N is the
number of particles. Then the operator bH defined by
(
b
H )(x) =  
1
2
r
2
 (x) +
m
X
k=1
V
k
(P
k
x) (x)
is essentially self-adjoint on  2 C1
0
(R
3N
).
2.2. QUANTUM MECHANICS 17
Proof: This is theorem X.16 in [18], where its proof can also be found. The theorem was
originally an application by Kato [20] of Rellich’s result [21] from 1939. 
Since 1=jxj is in L2(R3) when restricted to jxj  1 and the remainder belongs to
L
1
(R
3
), this theorem proves that the atomic Hamiltonian
b
H =  
1
2m
e
N
X
i=1
r
2
x
i
 
N
X
i=1
Ze
2
jx
i
j
+
1
2
N
X
i;j=1
e
2
jx
i
  x
j
j
is essentially self-adjoint on C1
0
(R
3N
). This Hamiltonian is particularly important since
it describes the behavior of N electrons around a nucleus with a total charge Ze located
at x = 0. Here e is the charge of one electron and the first potential term describes the
Coulomb interaction between the nucleus and an electron. The second term describes
Coulombic repulsion between two electrons.
The second theorem applies only for potentials which are bounded from below. Other-
wise, however, the potentials are almost non-restricted, with only local integrability being
required.
Theorem 2.2.2 Let V 2 L1loc(Rd ) be a real potential which is bounded from below and
define bH =  1
2
r
2
+ V as a sum of quadratic forms. Then bH is self-adjoint and bounded
from below and
D(
b
H) =

 2 L
2
(R
d
)




V  2 L
1
loc and ( 
1
2
r
2
 + V  )dist 2 L
2

and the Hamiltonian acts on this domain in the sense of distributions,
b
H = ( 
1
2
r
2
 + V  )dist:
Proof: This is theorem X.32 in [18] and it is an application of Kato’s inequality [22]. The
proof of the theorem is most easily studied from [18]. 
The notation ()dist denotes that the expression should be understood in the sense of distri-
butions which was discussed near (2.14).
The theorem refers to the definition of bH as a sum of quadratic forms and the semi-
boundedness of the potential guarantees that this definition works. The definition itself is
accomplished by taking the closure of the quadratic form defined by
q(;  ) = hj
b
H
0
 i+
Z
d
d
x

(x)V (x) (x)
for all  and  in the form domain3 of bH
0
for which also
p
jV j and
p
jV j are in L2.
This guarantees that the Hamiltonian acts as expected for smooth functions with a compact
3The form domain of a self-adjoint operator bA is the domain of
q
j
b
Aj.
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support—more details can be found from section VII.6 of [23]. In the publications, the-
orem 2.2.2 was used implicitly to define the Hamiltonians of the quantum systems under
inspection.
Chapter 3
Thermodynamics and statistical
mechanics
Everything should be made as simple as possible
Albert Einstein
This chapter introduces the main concepts related to classical thermodynamics as well
as the statistical models which are used to explain these phenomena. Most of the results
presented are text-book material and more thorough discussions can be found e.g. in the
books by Balian [24, 25], Huang [26], Landau and Lifshitz [27] and Ruelle [28]. The main
purpose of this chapter is to give an easy access to the definitions used in the publications.
A more detailed discussion of the most relevant concepts will be given in chapter 4.
3.1 Thermodynamics
Thermodynamics is concerned with the internal property of material objects known as
temperature T . It has a purely experimental historical origin, and the results from these
experiments eventually lead to the statement of the following laws of thermodynamics:
Zeroth law If both of the systems X and Y are in a thermodynamical equilibrium with a
system Z, thenX and Y are also in a thermodynamical equilibrium with each other.
Two systems in thermodynamical equilibrium have the same temperature.
First law Each thermodynamical system possesses a property known as internal energy
E. Heat is a form of energy and the total energy is always conserved: if the system
exchanges a work W and heat Q with the environment or some other system, then
E
nal
  E
initial
=W +Q:
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Second law A thermodynamical system has a property called entropy S which can only
increase in a spontaneous transformation of the system. Let Q(t) denote the heat
transferred into the environment in a reversible transformation. Then the change of
entropy in this transformation is given by
S
nal
  S
initial
=
Z
dQ
T
:
In addition, the sum of the entropies of the system and its environment cannot de-
crease in any transformation of the system.
Third law This is essentially a condition which fixes an additive constant in entropy. It
states that always S  0 and
lim
T!0
+
S = 0:
These laws contain a number of experimentally plausible concepts which need more
precise definitions. The origin of these laws is in the experiments done with heat engines
and the fundamental question which the experimentalists were addressing at the time was
the nature of heat: is heat a substance made of particles, some kind of ether, or perhaps
radiation? In fact, the second law was originally a statement about the efficiency and
working of heat engines and about the optimality of the so called Carnot cycle.
Thermodynamics in the modern sense is applied to many different physical systems,
such as to chemistry and to macroscopic materials. The equilibrium states of a thermo-
dynamical system are labelled by a few parameters which are either local, intensive pa-
rameters, or parameters describing a “bulk” property of the system. The latter parameters
are extensive, in a sense that they are directly proportional to the system size and they are
also usually either conserved quantities or parameters which define what is meant by the
system, such as the particle number or the volume.
The parameters come in pairs, one of which is intensive and the other extensive. One
such pair is given by temperature T and internal energy E and other typical pairs are
pressure p and volume V and, especially in chemistry, chemical potential  and particle
number N .
The system is said to be in a thermodynamical equilibrium when its thermodynamical
parameters stay constant in time. At an equilibrium, the system is homogeneous which
means that, for example, the particle and energy densities are constant in space. Equi-
librium systems are also additive: if two equilibrium systems with the same intensive
parameters and particle composition are joined, then the intensive parameters remain con-
stant and the extensive parameters of the resulting system are a sum of the corresponding
extensive parameters of the subsystems.
Thermodynamical methods can also be applied to systems which are near equilibrium:
any subsystem, which is formed by the particles in some sufficiently small subvolume of
3.1. THERMODYNAMICS 21
the system, is essentially in a thermodynamical equilibrium. The state of the system is
then described by giving the intensive parameters as functions of space and the extensive
parameters as spatial densities. Such systems are typically obtained by introducing an
external perturbation into the system, such as when heating a kettle on a stove, and they
will tend to relax into a thermodynamical equilibrium when the perturbation is removed.
The thermodynamical parameters at an equilibrium state are usually not independent of
each other and an equilibrium state of a particular system might need to satisfy additional
consistency conditions. These conditions are typically expressed in a form of an equation
of state, which is an equation relating different thermodynamical parameters. For example,
an ideal gas has an equation of state
pV = Nk
B
T;
where k
B
= 1:3807  10
 23
Joule=Kelvin is Boltzmann’s constant. In fact, it is very
convenient to always measure the temperature in Joules and in the following the notation
T always refers to the combination k
B
T . In other words, we are using units in which
k
B
= 1.
Thermodynamical systems also have thermodynamic potentials. A thermodynamic
potential is a function of the variables characterizing the state of the system which has
a minimum at the values corresponding to an equilibrium state. The dependence of the
equilibrium values of the thermodynamic potentials can also often be used to obtain the
remaining thermodynamical variables by differentiation. We shall see examples of this in
section 3.2.1.
As the second law implies that  S is minimized at an equilibrium state, entropy gives
rise to a thermodynamic potential which at an equilibrium defines a function S(E;N; V ).
This notation assumes that the equilibrium state of the system is defined by giving the total
energy, particle number and volume and the other parameters can be computed from these
using the equations of state.
At an equilibrium, we thus have a function S(E;N; V ) which is assumed to be differ-
entiable and such that it can be inverted to define the function E(S;N; V ). The change of
energy in a quasistatic transformation then satisfies the following equation:
dE = TdS   p dV +  dN: (3.1)
This equation is a differential form of the fundamental equation of thermodynamics.
The rest of the usual thermodynamic potentials (free energy, enthalpy, Gibbs and grand
potential) are obtained from E or  S by Legendre transforms. The minimizing properties
of these potentials follow from the second law, and they are used since the Legendre trans-
form changes the natural variables of the potential and thus different experimental setups
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are more easily described by one potential than with some other. We do not go into any
further detail here.
In fact, we did stray a bit from the usual nomenclature here. The term thermodynamic
potential is usually reserved only to those potentials which have the dimensions of energy.
The other potentials which follow from entropy are dimensionless and they are called
Massieu potentials—see e.g. chapter 5.6 in [24] for their definition. Most of the Massieu
and energy-type potentials, however, are related by a multiplication by temperature and the
existence of two different types of potentials owes a lot more to history and experimental
practice than to logical necessity.
The above statements are a collection of experimental findings and thus they should be
regarded as a phenomenological model for the behavior of macroscopic objects of matter.
On the other hand, we know now that from the microscopic point of view an object of
matter is a collection of about 1023 atoms which follow the microscopic dynamics. How
can the behavior of a system with such an enormous number of degrees of freedom be
described by about ten macroscopic parameters? What is the microscopic interpretation of
these parameters? Especially, what is the entropy of a microscopic system and how does
the second law arise? An answer is provided by statistical physics which we discuss next.
3.2 Classical statistical mechanics
Suppose the system has N particles which follow the equations of motion given by the
classical Hamilton function H(p; q). An initial data which determines the time-evolution
of this system uniquely is given by a phase space vector (p
0
; q
0
) 2 R
3N
 R
3N
. Any
measurement or preparation of a system with such a large number of degrees of freedom
will leave the state of the system partially or mostly undetermined. This indeterminacy can
be represented by a phase space probability measure d (p; q) from which the expectation
values for an observable A(p; q) can be computed by1
hA(p; q)i(t) =
Z
d (p
0
; q
0
)A(p(t); q(t));
where p(t) and q(t) denote the solutions to the equations of motion with the initial data
p
0
and q
0
. The phase space measure d  is called an ensemble describing the state of the
system.
If there are interactions with the environment, the Hamiltonian might also have an
explicit time-dependence. Similarly, a measurement performed on the system or some
other drastic change in its environment can change the knowledge we have about it and it
1We did not specify what regularity assumptions are made on the measure and the observable. However, if
are interested only in observables which are continuous functions, then it follows from the Riesz representation
theorem (theorem 6.19 in [29]) that we can choose d  as a regular Borel measure.
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might be necessary to include an explicit time-dependence to the phase space probability
measure and use d 
t
(p; q).
Let us assume that d  defines an equilibrium state which we take to mean that all
expectation values are constant in time. One possibility for building such an ensemble is
by assuming that the Hamiltonian does does depend explicitly on time and then defining
d (p; q) = (H(p; q))
d
3N
p d
3N
q
Z[]
where  : R ! [0;1) is a Borel function for which the partition function converges:
Z[] =
Z
d
3N
p d
3N
q (H(p; q)) <1:
That this defines an equilibrium ensemble is easily checked by the change of variables
(q
0
; p
0
) = (q( t); p( t)): now H is a constant of motion and the Lebesgue part of d 
stays invariant by Liouville’s theorem.
The standard ensembles of classical statistical mechanics are obtained by a suitable
choice of the Borel function :
The microcanonical ensemble is defined by the real parameters E and " > 0 by using
the Borel function

mcan
(H) =
("  jH   Ej)
(2~)
3N
N !
where  is the lower semicontinuous step function,
(x) =

0; for x  0
1; for x > 0 :
The parameters need to be chosen so that E is in the allowed energy range and "
is sufficiently small. In fact, sometimes only the limit " ! 0+ is referred to as the
microcanonical ensemble.
The canonical ensemble is defined with aid of a parameter  > 0 and the function

can
(H) =
exp( H)
(2~)
3N
N !
:
When H is of the standard non-relativistic form defined in (2.4), the condition
Z[
can
] <1 is clearly equivalent to
Z
d
3N
q e
 V (q)
<1
which is the same as the “binding” condition used in publications I and III.
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The grand canonical ensemble is defined by two parameters  > 0 and  2 R. It is a
generalization of the canonical ensemble where the particle number is also allowed
to fluctuate. The observables of the ensemble are sequences of observables of the
N -particle systems, (A
N
(p; q)). An expectation value of such a sequence is defined
by
h(A
N
)i
Gcan
;
=
1
Z
Gcan
(; )
1
X
N=0
e
N
Z
can
N
()hA
N
(p; q)i
can

; (3.2)
where Zcan
N
() is the corresponding canonical N -particle partition function, and
Z
Gcan is the grand canonical partition function defined by
Z
Gcan
(; ) =
1
X
N=0
e
N
Z
can
N
() <1: (3.3)
Of course, not all values of  are always allowed and not all sequences ofN -particle
observables are observables in the grand canonical ensemble. In addition, instead of
, one uses often the positive parameter z = e, which is called the fugacity, or the
parameter  = 

, called the chemical potential.
The normalization factors included in the definitions of the functions  are clearly irrel-
evant as far as expectation values of observables are concerned. However, they have been
chosen so that the partition function Z[] would give an approximation to the quantum
mechanical density of states which will be discussed in section 3.3.
In addition, it has been assumed in the above that there are only one kind of (quantum
mechanically) identical particles in the system. In case the system consists of many differ-
ent particle types, the factor N ! needs to be replaced by the product N
1
!   N
j
! where N
i
is the number of particles of type i.
3.2.1 Identification of the thermodynamical parameters
The connection between these standard ensembles and thermodynamics is made by identi-
fying the thermodynamical parameters with the parameters of the ensemble or with certain
expectation values given by it. However, some of the identifications cannot be done com-
pletely satisfactorily using only classical mechanics. For this reason, we give here only
the physical motivation and assumptions which lie behind each of the ensembles. The
standard reference to rigorous results is [28].
Microcanonical ensemble
The microcanonical ensemble applies to isolated systems for which the particle number
and energy stay constant. The constant energy defines the microcanonical parameter E
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and the constant particle number the physical parameter N . The parameter " > 0 is used
mainly for regularization, but if the energy of the system fluctuates, it would be natural to
choose " of the same order as the fluctuations are.
It is also implicitly assumed that at an equilibrium the system occupies a volume V
which does not change appreciably with time. Physically this is achieved either by the
walls of a container, by attractive interactions between the particles or by external forces
such as gravity or the electromagnetic force. As in the publications, we shall assume here
that the “binding potential” has been included in the definition of the Hamiltonian. We
shall discuss the definition of volume more in chapter 4.
The parameters E, N and V are readily identified with their thermodynamical coun-
terparts. The rest will be obtained from entropy after the entropy has been defined as the
function2
S
mcan
(E;N; V ; ") = lnZ
mcan
E;"
(H
N;V
(p; q)) (3.4)
where we have used the shorthand notation Z(H) for Z[(H)].
When " ! 0+, S defined by (3.4) goes to  1 as ln ", and for this reason " needs to
be chosen as some small but non-zero value. In retrospect, it would not make much sense
to decrease " below the microscopical scale, since the correct description on that level is
quantum mechanical, not classical.
In fact, it would have been more consistent to define S by
S(E;N; V ; ") = ln
Z
mcan
E;"
2"
since this value usually has a finite limit when " ! 0+. This value would give an ap-
proximation to the density of the quantum mechanical energy states near the energy E.
However, the addition of the factor ln(2") does not change any of the partial derivatives
of S with respect to the thermodynamical parameters and for this reason both definitions
will lead to the same thermodynamics.
The other thermodynamical parameters are obtained from the entropy function by the
formulae
@S(E;N; V ; ")
@E
=
1
T
;
@S
@V
=
p
T
;
@S
@N
=  

T
:
These choices guarantee that the fundamental equation of thermodynamics (3.1) holds.
To show that the entropy defined here has all of the properties of the thermodynamic
entropy described in 3.1 is the difficult part of the identification process. For this one needs
to consider the thermodynamical limitN !1 and identify the leading term of (3.4) with
the thermodynamical entropy. We shall discuss this more in section 3.2.2.
2Since we have decided to include the Boltzmann factor k
B
in the definition of temperature, the entropy is
a dimensionless quantity. In classical thermodynamics one usually defines instead S = k
B
lnZ which has the
dimensions of energy/temperature.
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Canonical ensemble
Again, N and the Hamiltonian are assumed to be given and the volume V is assumed to
be determined by them. The ensemble has one more parameter  which, as we shall see
later, will define the temperature by the formula
T =
1

: (3.5)
The internal energy E is identified with the ensemble average of energy, hH(p; q)ican

,
which yields a function E(;N; V ).
The canonical entropy function is then computed via the formula
S
can
(;N; V ) = E(;N; V ) + lnZ
can

(H
N;V
(p; q)): (3.6)
The motivation for this definition of entropy comes from the approximation
S
can
(;N; V )  S
mcan
(E(;N; V ); N; V ; ")
which is valid whenever the regularization parameter " is of the same order as the energy
fluctuations in the canonical ensemble as measured by
p
hH
2
i   hHi
2
. Although the
approximation can contain a difference proportional to lnN , the leading terms will be
equal and proportional to N for thermodynamical systems. This is part of the equivalence
of the standard ensembles in the thermodynamical limit.
The definition of temperature by (3.5) is dictated by the assumption that the fundamen-
tal equation of thermodynamics should be valid for changes of the parameter . A simple
differentiation of the definition (3.6) reveals that
@S(;N; V )
@
= E + 
@E
@
  E = 
@E(;N; V )
@
:
This implies that for changes which leave N and V constant, we have dE = 1

dS and the
fundamental equation then requires that T = 1

.
The Helmholtz free energy,
F (;N; V ) = E   TS =  
1

lnZ
can
(;N; V );
defines a thermodynamic potential from which the remaining thermodynamical parameters
can be obtained by differentiation:
p =  
@F (;N; V )
@V
and  = @F (;N; V )
@N
:
These definitions guarantee that the fundamental equation of thermodynamics holds.
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Grand canonical ensemble
Now only the volume of the system is assumed to be fixed, and the particle number and
energy are determined by the parameters  and  as ensemble averages:
E = h(H
N
)i
Gcan
;
N = h(N)i
Gcan
;
;
where the first observable is the sequence (0; H
1
(p; q); H
2
(p; q); : : : ) of the N -particle
energies, and the second is the sequence of particle numbers, (0; 1; 2; : : : ).
The grand canonical entropy function is defined by
S
Gcan
(; ; V ) = E(; ; V )  N(; ; V ) + lnZ
Gcan
;
((H
0
(V ); H
1
(V ); : : : ))
and it can be justified analogously to the canonical entropy by showing that its leading
term in the thermodynamical limit is extensive and coincides with the leading term of the
microcanonical entropy.
By differentiation inside the relevant sums and integrals, one obtains the following
relations:
@S(; ; V )
@
= 
@E(; ; V )
@
  
@N(; ; V )
@
; (3.7)
@S(; ; V )
@
= 
@E(; ; V )
@
  
@N(; ; V )
@
: (3.8)
This can be used to prove that if we define
T =
1

;  =


; p =  
@
(; ; V )
@V
; (3.9)
where 
(; ; V ) is the grand canonical potential,

(; ; V ) = E   TS   N =  
1

lnZ
Gcan
(; ; V );
then the fundamental equation of thermodynamics is satisfied. For this assume that  7!
((); (); V ()) is a differentiable change of the grand canonical parameters. Then the
grand canonical entropy changes by the chain rule as
dS
Gcan
d
=
1
T

@E
@
  
@N
@

d
d
+
1
T

@E
@
  
@N
@

d
d
+
1
T

@E
@V
  
@N
@V
+ p

dV
d
=
1
T
dE
d
 

T
dN
d
+
p
T
dV
d
where we used the equations (3.7–3.9) in the first equality.
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3.2.2 Thermodynamical limit
The physical thermodynamical systems are composed of about N  1023 molecules each
of which occupies a volume with a radius of the order of Ångströms (1 Å = 10 10 m).
More precisely, there is a repulsive interaction between the molecules and only at high ki-
netic energies do the centers of mass of the molecules get any closer than a few Ångströms
from each other. Thus for the systems inspected in classical thermodynamics, one has
N  10
23
; V = Nv; v =
V
N
= microscopic volume:
This motivates the inspection of the thermodynamical limit in the statistical mechanical
approximations: take all extensive quantities (N , V , E, S) to infinity so that their ratios,
as well as all intensive quantities, stay finite and approach a constant. The ratios are
typically obtained by dividing by the volume V and they are then called densities. By
the extensivity assumption this would correspond to increasing the size of the system to
infinity by collecting thermodynamically identical equilibrium systems into ever larger
systems.
Thermodynamical limit is useful since it allows the identification of the thermodynam-
ical parameters starting from the standard ensembles. It also makes it possible to inspect
phase transitions in a mathematically well-defined way. A phase transition can be defined
as a non-analytic behavior of one of the thermodynamic potentials when its natural pa-
rameters are varied analytically. The study of phase transitions is an important branch of
physics, since it is often accompanied by a radical change in the properties of the matter
going through the transition.
Since all the thermodynamic potentials defined earlier are typically analytic functions
of their natural variables, the phase transitions, as defined above, would never happen for
systems with N <1. There will, of course, be qualitative changes in the behavior of the
system even with quite smallN , but these changes do not become points of non-analyticity
before the thermodynamical limit N ! 1 is considered. The theorems of Lee and Yang
[30] show how points of non-analyticity can appear in the thermodynamical limit.
The extensivity of the thermodynamical parameters is a key ingredient in the success-
ful taking of the thermodynamical limit. This is a non-trivial requirement, since a sys-
tem composed of interacting particles is almost never extensive in the strict mathematical
sense.
To see this, consider a system in an external potential U
1
and with a pair interaction
U
2
between the particles. This means that the Hamiltonian of the system can be written as
H
N
(p; q) =
N
X
k=1
1
2m
p
2
k
+
N
X
k=1
U
1
(q
k
) +
N
X
j;k=1 j 6=k
U
2
(q
j
  q
k
): (3.10)
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Choose N
1
and N
2
so that N = N
1
+N
2
, and consider the canonical ensemble. Then the
strict condition of the extensivity of energy would require that for any  > 0,
hH
N
i
can
;N
= hH
N
1
i
can
;N
1
+ hH
N
2
i
can
;N
2
: (3.11)
Since the canonical energy expectation value can be obtained from a derivative of the
partition function, hHi
;N
=  
d
d
lnZ
N
(), equation (3.11) is equivalent to
ln
Z
N
1
()Z
N
2
()
Z
N
()
= constant independent of :
An application of the definition of the canonical partition function shows that
Z
N
1
()Z
N
2
()
Z
N
()
=
N !
N
1
!N
2
!
he
H
1$2
i
can
;N
(3.12)
where H
1$2
is the interaction energy between the subsystems defined by the first N
1
particles and the remaining N
2
particles, i.e.
H
1$2
((p
1
; p
2
); (q
1
; q
2
)) = H
N
((p
1
; p
2
); (q
1
; q
2
)) H
N
1
(p
1
; q
1
) H
N
2
(p
2
; q
2
)
=
N
1
X
j=1
N
X
k=N
1
+1
 
U
2
(q
j
  q
k
) + U
2
(q
k
  q
j
)

:
Now, unless U
2
= 0 almost everywhere, the expectation value in (3.12) is not likely to
be independent of . In fact, if U
2
is bounded from above and there is a  > 0 such that
hU
2
(q
1
 q
2
)i
can
;N
> 0, then Jensen’s inequality can be employed to prove this result; we
skip the details of the argument.
However, we have now also proved that if U
2
 0, then the energy in the canonical en-
semble would be extensive. This gives an intuitive reason for why the energy is expected to
be an extensive quantity in the thermodynamical limit even for interacting particle systems
provided the system has no long range forces.
Suppose that the system is large and sufficiently homogeneous, and let us make the
division of the N particles into the subsystems containing N
1
and N
2
particles each by
an insertion of a smooth “wall” into the system, If the interactions are local, meaning that
U
2
(q) vanishes sufficiently rapidly when jqj ! 1, thenH
1$2
would be typically be only
a vanishing fraction of the total energy. The reason is that then only the particles which are
within the effective range of the interaction from the boundary between the systems would
contribute to H
1$2
and the fraction of the particles which are on this boundary goes to
zero when V !1 and N !1. Thus in this case one would expect
hH
N
1
i
can
;N
1
+ hH
N
2
i
can
;N
2
hH
N
i
can
;N
 1
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for any partitionN = N
1
+N
2
and the energy would be extensive in the thermodynamical
limit.
The final beneficial consequence of the thermodynamical limit is the equivalence of
expectation values in any of the above ensembles. In can be shown that under some phys-
ically plausible assumptions, the proportional fluctuation of the expectation values of the
extensive quantities vanish as 1=
p
N and thus all of the standard ensembles would then
yield the same thermodynamical parameters in the thermodynamical limit. Rigorous re-
sults on this and on local fluctuations of classical systems in the thermodynamical limit
are given in [31, 32].
However, it should be clear from the above arguments that the existence of a ther-
modynamical limit with all of the properties of classical thermodynamics is not a trivial
property of the system. The intuitive picture one can keep in mind, is the requirement that
the interaction between constituent particles should have a sufficiently short range and,
preferably, the interaction should be repulsive at short distances to prevent the formation
of large inhomogeneities.
3.3 Quantum statistical mechanics
Quantum statistical mechanics is a statistical description of a quantum mechanical system.
There are two generally accepted approaches to this problem, one which is used in quan-
tum physics and another which is preferred in mathematically rigorous treatments. We
shall first discuss the approach used in the publications, namely the density operator for-
malism and we shall come back to the second approach involving C-algebras in section
3.3.1.
The density operator formalism arises as an answer to a fundamental problem in quan-
tum mechanics: the axioms of quantum mechanics presume that the state of the system is
at any moment described by a vector in the Hilbert space, but how can we ever know what
this state is? If one accepts the measurement hypothesis in the form described in axiom
V, then one could use a measurement of a complete commuting set of quantum observ-
ables after which the system would be in a known and unique mutual eigenstate of these
observables. This would serve as a preparation of the system into a known state and the
probability distribution for the outcome of any further measurements on the state would
be determined by the rules of quantum mechanics.
However, the flaw in this scenario is the assumption that an experimental apparatus
for measuring a complete set of mutually commuting observables could be built. This
is impossible since it is not really possible to divide the world into the system and the
environment which are completely independent of each other. Because of interactions
with the environment, the state of the system can change unpredictably.
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Of course, unless it would be possible to essentially separate the system from its en-
vironment, the quantum mechanical description of the system alone would not be very
useful. Some degrees of freedom are less susceptible, or can be made to be less suscep-
tible by a suitable experimental apparatus, to outside interference than others. The best
outcome from the preparation is that it produces certain states with a high probability.
Let us then assume that we collect all of our knowledge about the system, whether it
comes from measurements or from a preparation, together into a probability measure  in
the space of quantum states, which we can take to be unit vectors3 of the Hilbert space of
the systemH. Then the expectation value for a measurement of an observable bA would be
given by
h
b
Ai


Z
d[ ]h j
b
A i:
If we also make the technical assumption that  is a Borel measure, then the above
expectation value would be well-defined and finite for any bounded observable bA. More-
over, then the separability of the usual L2-spaces implies that, remarkably, the expectation
values can be computed by using a density operator. A density operator is a bounded
operator b with the following properties:
(1) b is positive and trace-class with Tr b = 1.
(2) The expectation value of a bounded observable bA is defined by the formula
h
b
Ai = Tr (b
b
A):
We have included a proof of the existence of b such that h bAi

= Tr (b
b
A) for all bA 2 B(H)
in the Appendix, section A.2.7.
The time dependence of an expectation value is easily determined by noticing that
h (t)j
b
A (t)i = h j
b
U(t)
y
b
A
b
U(t) i
where bU(t) = e it bH is the time-evolution operator. Thus
h
b
Ai

(t) = Tr (b
b
U(t)
y
b
A
b
U(t)):
If either the observable, or the density operator, commutes with the Hamiltonian, then the
expectation value is clearly time-independent. If the expectation values of all bounded
operators are time-independent, the converse is also true and the density operator will
commute with the Hamiltonian. This is a consequence of the Liouville–von Neumann
equation, but we have also included a proof in A.2.7.
3In fact, we should also assume that  is invariant under any phase rotation  7! ei' , but this restriction
plays no role in the following discussion.
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For the rest of this chapter, we shall assume that the Hamiltonian of the system is
bounded from below and its spectrum consists entirely of eigenvalues of finite multiplicity—
this is the case, for instance, for quantum mechanical Hamiltonians which have a potential
with a polynomial growth at infinity. An equivalent mathematical assumption is that there
is a  > 0 such that exp(  bH) is a compact operator.
An observable which commutes with the Hamiltonian is called a conserved quantity
since its expectation value in any quantum state is time-independent. Since a collection
of mutually commuting observables can be “diagonalized” simultaneously (meaning that
the observables have a mutual resolution of identity on the maximal ideal space of the
algebra), their eigenvalues (or more precisely: a parameterization of the maximal ideal
space) furnish a set of quantum numbers. If the corresponding resolution of identity is
composed only of one-dimensional projections, then the observables define a complete set
of quantum numbers: a complete set of quantum numbers defines a unique quantum state.
If the Hamiltonian is one of these operators, then we have a complete set of conserved
quantities.
Suppose then that the density operator b commutes with the Hamiltonian. Such a
density operator defines an equilibrium state since then the expectation value of any ob-
servable would be time-invariant. All states for which b = f( bH), where f : R ! [0;1)
is a suitable Borel measurable function, are thus equilibrium states by this definition—we
diverge here slightly from the usual nomenclature where the term “equilibrium state” is re-
served to states at thermodynamical equilibrium, meaning that the system is large enough
to be considered to be in the thermodynamical limit and its state can be described by the
standard ensembles given below; time-invariant states are then called static.
States which can be written in the form b = f( bH) are said to have the energy as the
only relevant conserved quantity, since then the probability of finding an energy eigenstate
depends only on its energy and not on the value of other possible conserved quantum
numbers.
We shall now give the generalizations of the three standard classical ensembles to the
quantum statistical case. When the particle number is held fixed, the representation in
terms of a density operator is done as in the classical case by giving a function  such that
b =
(
b
H)
Z[]
;
where the partition function Z enforces the normalization of the density operator,
Z[] = Tr (
b
H):
This leads to the following quantum ensembles:
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The Microcanonical ensemble is defined by the real parameters E and " > 0 by using
the Borel function

mcan
(H) = ("  jH   Ej)
which is the same as in the classical case up to a multiplicative constant. It is, of
course, necessary that there is an energy eigenstate in the interval (E   "; E + "),
otherwise the ensemble is ill-defined.
The Canonical ensemble is defined by using a parameter  > 0 and the function

can
(H) = exp( H)
and this ensemble is well-defined if and only if e  bH is not only compact, but also
a trace-class operator. Again, the function is the same as in the classical case up to
a multiplicative constant.
The thermodynamics given by these ensembles is defined analogously to the classi-
cal case explained in section 3.2.1 simply by replacing all classical expectation values
and partition functions by the corresponding quantum mechanical expectation values and
partition functions. With certain assumptions it can be shown that the extensivity and
differentiability assumptions can then be satisfied [33] in the thermodynamical limit.
In the quantum mechanical case, the thermodynamical limit consists of first restricting
the system to a region with volume V and then taking the limit V ! 1 so that all densi-
ties stay finite. We shall discuss the quantum mechanical thermodynamical limit more in
section 4.1.1.
3.3.1 Fock space and the operator algebraic formalism
For the definition of the grand canonical ensemble, particle number fluctuations need to be
considered. This is usually done by using the Fock space.
The Fock space, denoted here by F , is a direct sum of the N -particle Hilbert-spaces
H
N
, where H
0
= C is spanned by the vacuum vector jvaci. More precisely,
F =
(
( 
0
;  
1
; : : : )





1
X
N=0
k 
N
k
2
N
<1
)
;
which is a Hilbert space when endowed with the scalar product
h ji =
1
X
N=0
h 
N
j
N
i
N
:
It is implicit in the definition of H
N
that we know how the N particles are distributed
among all particle types relevant to the system: for instance, if the system is composed
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entirely of electrons, which are identical spin- 1
2
fermions, then
H
N
= L
2
 
(R
3N
; C
2
N
):
If there are many ways in which this can be done, then H
N
is a direct sum of all of the
Hilbert spaces corresponding to the relevant decompositions of the N -particles.
If one wishes to include also states which haveN =1, then it is necessary to consider
the infinite tensor product space H
1
. The space is defined by using the mapping s :
X X ! C , where X =
Q
1
i=1
H and H is a separable one-particle space, e.g. L2(R3).
The mapping s is defined using the principal branch of logarithm—i.e. the one with ln z =
ln jzj+ i arg z 2 [ 1;1) + i( ; ]—in the formula
s(( 
i
); (
i
)) =

0; when
P
1
i=1
j lnh 
i
j
i
ij =1
exp(
P
1
i=1
lnh 
i
j
i
i) ; otherwise :
A brief computation shows then that s is linear in each of its arguments 
i
separately and
that it satisfies s( ; ) = s(;  ) and s( ;  )  0.
As in the case containing finitely many H, it is then possible to divide X into equiv-
alence classes and define scalar multiplication and sum between the classes so that s be-
comes a scalar product. The completion of the resulting space is denoted by H
1
. The
infinite tensor product space has many unpleasant features, it is non-separable for exam-
ple. Quantum mechanics with such beasts is easier in an operator algebraic formulation of
quantum mechanics than in the Hilbert space formalism discussed so far.
The discussion so far has been in the so called Schrödinger picture, where the states
are vectors in a Hilbert space and contain the time-evolution of the system. Since for any
bounded observable bA its expectation values at state  (t) are computed as
h (t)j
b
A (t)i = h j
b
U(t)
y
b
A
b
U(t) i; (3.13)
it is equivalent to think of the vectors of the Hilbert space as fixed and say that the observ-
ables carry the time evolution
b
A(t) =
b
U(t)
y
b
A
b
U(t): (3.14)
This is called the Heisenberg picture.
Since each bU(t) is unitary, equation (3.14) defines a family of -automorphisms on
the C-algebra B(H). The operator algebraic approach takes this as the definition of
the system and thus it is essentially an axiomatization of the Heisenberg picture quantum
mechanics. The axioms of the operator algebraic approach are:
Observables define a C-algebraA. It has an involution which is in mathematics usually
denoted by , and in physics by y.
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A quantum state is a linear functional w : A ! C which is positive, w( bAy bA)  0 for
all bA 2 A, and for which w(b1 ) = 1.
Time-evolution is expressed by a family 
t
of -automorpishms of the algebra A.
Since every C-algebra is isomorphic to a closed subalgebra of B(H) for some Hilbert
space H, the above formulation does not really extend the Schrödinger picture axioms
much. The main difference is that a state w does not need to be pure: it is not necessary
that there is a vector  2 H such that w( bA) = h j bA i for all bA 2 A. For example, states
given by a density matrix b, w( bA) = Tr (b bA), are equally acceptable.
Apart from its mathematical strengths, the main advantage of this approach is that it
makes it possible to reduce the information needed for a description of an experiment:
suppose that observables bA
i
with i = 1; : : : ; n are measured in an experiment. The C
subalgebra of B(H) generated by these observables is then usually a proper subalgebra
and it may happen that it is isomorphic to a subalgebra of B(H0) where H0 is “smaller”
thanH. This means, that from the point of view of the experiment, the information needed
to describe the probability distribution for the outcome of the experiment can be much
less than what is needed to describe a vector in the original Hilbert space H (consider for
instance H = H
1
which has an uncountable orthonormal basis).
The main disadvantage of this approach is that here it is more difficult to see and give
the physical interpretation for the observables than in the “Schrödinger picture” formalism.
For instance, since there is no Hilbert space, and since bx is not a bounded observable, the
concept of “spatial separation” is not a priori defined in the operator algebraic formalism.
This abstract nature of the basic objects of the formalism makes it also more difficult to
design physically plausible approximation schemes which are needed for most models
describing real experiments.
We did not use the operator algebraic approach in the publications. However, it is used
in the mathematically rigorous treatment of the thermodynamical limit, which explains this
brief discussion here. More details can be found for instance from the books by Bratteli
and Robinson [34, 35] and by Thirring [33, 36].
3.3.2 Grand canonical ensemble
The quantum mechanical grand canonical ensemble is defined by the density matrix
b
Gcan
;
=
1
Z
Gcan
(; )
e

b
N 
b
H
on the Fock space F . The operator bH is the collection of the N -particle Hamiltonians and
b
N is the (unbounded) particle number operator bN( 
N
) = (N 
N
).
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The normalization factor is called the grand canonical partition function and it is de-
fined by
Z
Gcan
(; ) = Tr (e

b
N 
b
H
) =
1
X
N=0
e
N
Tr
N
(e
 
b
H
N
);
where Tr
N
refers to a trace over the N -particle space H
N
. The grand canonical ensemble
is well-defined for those values  > 0 and  2 R for which ZGcan(; ) <1.
Clearly, the definition requires that e  bHN is trace-class for all N . On the other hand,
this condition is not enough, since the ground state energy could go to  1 faster than
N when the particle number increases, in which case the partition function would not
converge for any values of the parameters. Thus it needs to be assumed that there is a
constant  2 R such that
b
H
N
  N
b
1 for all N: (3.15)
If this condition were not satisfied for ordinary matter, it would be likely to collapse.
Consequently, equation (3.15) is called the condition for the stability of matter.
If the partition function converges, then any sequence of bounded observables bA =
(
b
A
N
) which is bounded (sup
N
k
b
A
N
k <1) has a finite expectation value as defined by
h
b
Ai
Gcan
;
= Tr (b
Gcan
b
A) =
1
Z
Gcan
1
X
N=0
e
N
Tr
N
(
b
A
N
e
 
b
H
N
)
=
1
Z
Gcan
1
X
N=0
e
N
Z
can
()h
b
A
N
i
can

:
(3.16)
By comparing (3.16) to the expectation value in the corresponding classical ensemble,
equation (3.2), shows that these ensembles become equivalent, when classical approxima-
tions sufficiently uniform in the particle number can be derived for the quantum canonical
ensemble.
In the publications we have mainly considered systems consisting of massive, non-
relativistic particles. In this quantum mechanical case, particles cannot be created out
of vacuum, and for completely isolated systems, the particle number thus stays constant.
The fluctuations of the particle number then describe an incompleteness of our knowledge
about the system, or a classical exchange of particles where part of the N -particle wave
function moves in or out of the volume under inspection—these matters will be discussed
also in chapter 4.
3.4 Statistical entropy and the second law
The Gibbs-von Neumann statistical entropy is defined as the following functional of a
density operator b:
S[b] =  Tr (b ln b) (3.17)
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where the operator  b ln b is defined by using the spectral decomposition of the density
operator b. Since a density operator is positive and has a unit trace, its spectrum is a subset
of [0; 1]. Thus b ln b is a bounded, positive operator and thus its trace is well-defined and
S[b] 2 [0;1]. Since b is trace-class, the trace in (3.17) can be computed using a complete
orthonormal basis of eigenvectors of b which yields
S[b] =
1
X
i=1;p
i
>0
( p
i
ln p
i
)
where p
i
are the eigenvalues of the density operator.
If the dimension of the Hilbert space is infinite, the statistical entropy is not bounded
from above. This is most easily seen by choosing a countably infinite basis ( 
n
), and then
considering a sequence of density operators defined by
b
D
=
1
D
D
X
n=1
j 
n
ih 
n
j:
Clearly, S[b
D
] = lnD !1 when D !1.
In fact, in an infinite dimensional space, there are also density operators which have an
infinite entropy. Consider, for instance, the density operator
b /
1
X
n=3
1
n(lnn)
2
j 
n
ih 
n
j:
This is a valid density operator, since the trace of the right hand side converges:
Tr

1
X
n=3
1
n(lnn)
2
j 
n
ih 
n
j

=
1
X
n=3
1
n(lnn)
2

Z
1
2
dx
1
x(lnx)
2
=
1
ln 2
<1:
On the other hand, S[b] =1, since
M
X
n=3
ln(n(lnn)
2
)
n(lnn)
2

M
X
n=3
1
n lnn

Z
M+1
3
dx
1
x lnx
= ln(ln(M + 1))  ln(ln 3)!1
when M !1.
However, it is possible to maximize S[b] if we fix a suitable part of the behavior of
the density operator. In fact, all of the density operators of standard quantum statistical
ensembles can be obtained as a unique maximizer of S[b] under certain restrictions:
Microcanonical ensemble Assume thatN and bH
N
are given so that e  bHN is a compact
operator for all  > 0. Let E 2 R and " > 0 be such that the interval  =
(E   "; E + ") intersects the spectrum of bH
N
and let H

be the corresponding
finite eigenspace.
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Then the microcanonical density matrix bmcan is the unique maximizer of S[b] un-
der the condition that b does not contain states with energies outside the interval ,
i.e. under the condition that b = 0 for any  orthogonal to H

. At the maximum
S[b
mcan
] = ln(dimH

):
Canonical ensemble Assume that N and bH
N
are given so that e  bHN is a trace-class
operator for all  > 0. Let E 2 R be an energy for which there is a solution  > 0
to the equation
E =
Tr (
b
H
N
e
 
b
H
N
)
Tr (e
 
b
H
N
)
:
For finding a solution to this equation, it is usually enough that E is greater than the
ground state energy and, in any case, the solution will always be unique.
Then the canonical density operator with this value of  is the unique maximizer of
S[b] under the condition that
E = h
b
H
N
i  Tr (b
b
H
N
):
At the maximum, the entropy satisfies
S[b
can
] = E + lnZ
can
()  ln(dimH
(E 
E
;E+
E
)
): (3.18)
where 2
E
= h(
b
H
N
  E)
2
i
can

.
Grand canonical ensemble Assume that there is a 
0
 1 such that e bN  bH is a trace-
class operator on the Fock space for all  > 0 and  < 
0
. Choose a valid pair of
parameters (; ) and let E and N be defined by
E = h(
b
H
N
)i
Gcan
;
and N = h bNiGcan
;
:
Then the grand canonical density operator with these values of  and  is the unique
maximizer of S[b] in the class of density operators which satisfy the conditions
E = h
b
Hi = Tr (b
b
H) and N = h bNi = Tr (b bN):
At the maximum, the entropy satisfies
S[b
Gcan
;
] = E   

N + lnZ
Gcan
(; ) (3.19)
and, analogously to the canonical case, eS then gives an approximation to the di-
mension of the eigenspace having simultaneously energies in (E   
E
; E + 
E
)
and particle numbers in ( N   
N
;

N + 
N
).
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These results show how the standard ensembles can be obtained by maximizing the
entropy functional and proofs can be found in many references, for instance in [33]. The
approximations mentioned in equations (3.18) and (3.19) are obtained as saddle point ap-
proximations which are discussed in detail in publication II.
The main use of the maximization property derives from the ease it allows for the
building of effective models. This has been discussed in publication IV and in section 9.3.
of [24]. Stated briefly, the idea is to replace the exact Hamiltonian of the system by some
other effective Hamiltonian with additional physical parameters, and then compute and
maximize the entropy as a function of these additional parameters.
This usually leads to simplifications of the computations, because the part of the
Hilbert space which is not relevant to the system under inspection (meaning usually high
energy excitations) can be given simpler structure, while still retaining the correct behavior
in the relevant energy scale. In addition, this reasoning can be employed to explain why the
thermodynamical entropy gets maximized with respect to the effective parameters when
the thermodynamical parameters are held fixed.
These ideas have been developed even further by Feynman and Kleinert in [37], where
they use a condition which corresponds to a minimization of the free energy density to
build models for quantum systems with classical effective potentials. For a review of how
these methods can be used to simplify the study of intermolecular interactions, see [38].
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Chapter 4
Finite quantum systems
Everything should be made as simple as possible,
but not any simpler.
Albert Einstein
According to the results presented in the previous chapter, the thermodynamical de-
scription of matter seems to be quite sufficient for everyday purposes. Why should we
then be interested in the behavior of quantum systems which are not in the thermodynam-
ical limit? There are basically two reasons: either the sample of matter we are interested
in is so small that boundary effects become important (electronics will likely soon en-
croach this limit), or we need to group a few particles into larger compounds and derive
effective interactions between the compounds to properly describe the properties of a large
collection of these compounds.
The best example of the second kind is given by the formation of atoms and molecules.
Atoms are formed by a nucleus containing Z protons and, usually, about the same number
of neutrons, plus an electron cloud with Z electrons. If the numbers of electrons and pro-
tons are not equal, then the result is called an ionized atom, or an ion. The atoms, although
usually electrically neutral, are not mutually non-interacting. They tend to combine into
larger structures, molecules, which contain many nuclei sharing, at least partially, the same
electron cloud.
The study of properties and interactions between atoms and molecules is called chem-
istry and it is an effective theory of quantum mechanics. Although much can be said about
the relations between chemistry and quantum mechanics [39], some things remain to be
solved. For instance, a derivation of the potential responsible for the chemical bonding
between atoms has not been achieved yet. The phenomenological Lennard-Jones poten-
tial has often been used for this purpose and, although this seems to be enough to capture
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important properties of atomic systems, more quantitative results and formulae for the
computation of the parameters of the potential would be desirable.
To really appreciate why effective models can be better than the underlying microscop-
ical description, let us briefly consider an example from biology, adenosine triphosphate
or ATP. It is a molecule which acts as the basic energy carrier in the cells of most living
beings and thus it has considerable biological importance. ATP is composed of altogether
43 oxygen, hydrogen, carbon, nitrogen and phosphorus atoms. The precise organization
of the atoms is essential and the properties of ATP are certainly not determined by a ther-
modynamical mixture of the few hundred protons, electrons and neutrons that comprise
the above atoms.
However, it is impossible to “solve” the quantum mechanical equations for ATP. That
would also be non-practical, as well as probably a futile exercise: the biological properties
of ATP are likely to be determined by a few relatively stable states (or bands of states as in
the theory of solids) and the solution of all of the energy levels of ATP would contain an
enormous amount of unnecessary information. Since the essential properties of ATP are
those it has in the chemical solution in which it operates inside the cell, it does not matter
much what happens to an ATP compound in the vacuum or inside the sun.
This is a situation which is encountered in most applications: an explicit solution of
the exact dynamics of the components is not available or it is too complicated to be useful.
Sometimes, by limiting one’s interest to a restricted situation, it is possible to extract the
relevant degrees of freedom and model the cumbersome infinity of additional degrees of
freedom as a background “noise”. Such restricted models are then called effective models
and classical thermodynamics can be understood as an effective model of ordinary matter.
For ATP and other biological molecules, the relevant effective model is largely phe-
nomenological (i.e. it is based on experimental observations rather than derived from the
microscopic theory) and its study is the concern of biochemistry. Further details on the
role and properties of ATP in metabolism can be found, for example, in chapter 13 of a
textbook by Stryer [40].
The purpose of this chapter is to discuss finite quantum systems in order to better
understand the mathematical and physical aspects related to the thermodynamical limit in
quantum mechanics. Some comments are also made on the building of effective models
of ordinary matter. Finally, a motivation is given for the form of density operators which
have been considered in the publications.
4.1 What is a finite quantum system?
From the point of view of thermodynamics, a qualitative separation of material objects
into “finite” and “infinite” can be done by considering the effect of a boundary on the
4.1. WHAT IS A FINITE QUANTUM SYSTEM? 43
bulk properties (total energy, for example) of the system. The systems which “see” their
boundary are finite: by this we mean that the infinite volume limit of the system would
be homogeneous and essentially independent of what happens at the boundary, but for a
corresponding finite system, its bulk properties depend on the boundary conditions.
Especially in mathematical treatments, a finite system is defined by replacing the one-
particle Hilbert space L2(R3) by L2(
), where 
 is an open, bounded set of R3 and the
Lebesgue measure of 
 is identified with the thermodynamical volume V of the system.
The free Hamiltonian bH

0
on L2(
) is defined as a self-adjoint extension of   1
2
r
2 from
the domain C1
0
(
) thus leading to a unitary time-evolution of free particles in 
.
These definitions allow a study of the thermodynamical limit in a way that the system
has a self-consistent quantum mechanical description at each intermediate volume. We
shall come back to the physical significance of these choices in section 4.2 after we first
inspect the taking of the thermodynamical limit more carefully.
In section 2.2.1, we saw that the extension of the Laplacian on a line-segment was not
unique. This situation holds in general, and by choosing different boundary conditions for
the Hamiltonian on the boundary @
, it is possible to construct inequivalent free Hamilto-
nians. When 
 has a piecewise differentiable boundary, it is possible to use the classical
boundary conditions
@ 
@n
=  
where  2 C(1)(@
;R). These include the Neumann boundary conditions (  0) and,
as a limit, the Dirichlet boundary conditions (  1).
The classical boundary conditions are by no means exhaustive. The example in 2.2.1
shows that even on a line-segment several non-classical boundary conditions are also avail-
able. In fact, for 
  Rd with d  2, it is even possible that a self-adjoint extension is not
bounded from below, which would immediately ruin the use of the canonical ensemble.
However, this does not happen with the classical boundary conditions and it is possible to
prove that
e
 
b
H


0;
2 T
1
(L
2
(
))
for all  > 0 and for all boundary functions .
After a free Hamiltonian of the system has been chosen, interactions are defined by
adding a potential term V : 
N ! R to the Hamiltonian. The precise definitions go
through either Kato-Rellich type perturbation theorems or by finding self-adjoint exten-
sions of quadratic forms as in Theorem 2.2.2. Since there is so much leeway in the defi-
nitions, it is hoped that the thermodynamical quantities are not affected very much by the
boundary conditions if the volume is sufficiently large.
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4.1.1 Thermodynamical limit
The thermodynamical limit corresponds to letting the volume 
  R3 of the system to
infinity in the sense that
 eventually contains any given bounded region. The limit is taken
first for expectation values of certain local observables in the grand canonical ensemble
corresponding to the local Hamiltonians bH
. Local observables are operators in the local
Fock space F(
) for some 
:
F(
) =
1
M
N=0
b
P
N
L
2
(

N
)
where bP
N
denotes the appropriate projection to the physical subspace.
To show the existence of the thermodynamical limit and to find out that it has all the
required properties is a difficult mathematical problem. We do not copy the details of the
results here, but instead we try to give an idea in what sense the limit might exist. The
precise definitions and assumptions can be found in [35] and an analysis not so engrossed
with operator algebras is presented in [41].
The local observable algebra, for which the thermodynamical limit is taken, is the
union
S


A

 where A
 contains operators which generate or annihilate a particle in
the volume 
. Let us assume that the N -particle Hamiltonian is obtained by using the
Dirichlet boundary conditions and a two-body potential (x) as in equation (3.10). If we
require that (x) is stable in the sense that there is a constant b  0 such that
X
1i<jN
(x
i
  x
j
)   Nb
and if we assume that  is integrable at infinity, i.e. that there is an R > 0 such that
R
jxjR
j(x)j < 1, then, for a given  > 0 and for all sufficiently small fugacities e,
the limit
h
b
Ai
Gcan;

;
! w
;
(
b
A)
defines a state w
;
on the algebra of the local observables—this is a consequence of
results by Ginibre [42, 43, 44], for details see theorems 6.3.19 and 6.3.25 in [35].
It is possible to prove that the above state can be uniquely extended to the correspond-
ing algebra on the infinite-volume Fock space F(R3). However, the limit can depend on
the boundary conditions. If it does, then it is interpreted as a sign of several coexistent ther-
modynamical states which would imply the existence of a phase transition. Note that the
above result does not prove that the matter behaves as in the grand canonical ensemble of
nuclei and electrons, since the Coulomb potential is not integrable at infinity. Indeed, the
structure of ordinary matter, which we shall discuss next, appears to be more complicated.
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4.2 The system and its environment
What makes it possible to speak of a finite physical system, is a successful separation of
the world into a system and its environment. In its simplest form this can be done by
isolating the system so that its interactions with the rest of the world become negligible.
If the system is only partially isolated, we can try to model the effect of the environment
as a noise. A better alternative still would be an isolation of some relevant degrees of
freedom which affect the behavior of the system the most and to include them as external
parameters of the state of the system.
Against this background, the definition of a finite quantum system presented in the
previous section leaves room for some doubts about its validity. Firstly, why should the
Hilbert space of a quantum system in a finite volume 
 be L2(
N )? Any finite system,
however well we separate it from the rest of the world, is never completely isolated: in the
particle physics setup, it is not conceivable that an interaction via soft massless particles—
such as photons mediating the electromagnetic interaction—can be prevented completely.
In the quantum mechanical setup, even the eigenfunctions of bound states do not have a
compact support, but typically exhibit an exponential decrease in space.
Secondly, why should the time-evolution be given by a unitary operator on L2(
N )?
If any of the particles of the system can escape, then a particle will eventually leave the
volume 
. Physically, it would then be more accurate to use some kind of absorptive
boundary conditions and the corresponding non-unitary time-evolution.
Finally, if the system is in a bound state, why should its physical volume be j
j? We
shall soon see that when a hydrogen atom is in its ground state, the electron is essentially
confined to within a distance r
b
 10
 10 m of the proton. Even infinitely hard walls a
meter away from the proton are not going to change this distance much and the proper
physical volume of a hydrogen atom at its ground state is then not j
j but something of
the order of r3
b
.
Before we try to argue these worries away, let us try to get a feeling of what really
happens in atoms and molecules by considering the exactly solvable example provided by
the hydrogen atom.
4.2.1 Hydrogen atom
The hydrogen atom is composed of a proton with mass m
p
and charge q and an electron
with mass m
e
and charge  q. Numerical values for these parameters in the natural units
are
q
2

1
137
;
m
e
m
p
 0:00054; m
e
 0:511 MeV  259
1
Å :
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Since the particles have different physical parameters, they must be distinguishable and
the Hilbert space for hydrogen atom is thus H = L2(R6). If we ignore anything else but
the Coulomb interaction between the particles, the Hamiltonian of the system is given by
b
H =
1
2m
e
b
p
2
e
+
1
2m
p
b
p
2
p
 
q
2
j
b
x
e
 
b
x
p
j
(4.1)
with hopefully obvious notation. The electron and proton spins have been neglected in this
formulation.
One of the great early successes of quantum mechanics is the successful explanation
of the experimental measurements of the radiation spectrum of hydrogen atoms by this
Hamiltonian. An easy comparison is made possible since the spectrum of the Hamiltonian
(4.1) can be solved easily and analytically. The measured hydrogen radiation spectrum is
then explained by assuming that radiation is the sole mediator for changes in the energy
state of hydrogen: more precisely, it is assumed that a change from a state of energy E
i
to
a state of energy E
f
with E = E
f
  E
i
is accompanied by an absorption (E > 0) or
an emission (E < 0) of a photon with an energy jEj.
The solution of the energy spectrum consist of two parts. First one needs to make a
coordinate transformation to the center of mass frame. Here it is achieved by making the
change of variables
X =
m
e
x
e
+m
p
x
p
m
e
+m
p
and x = x
e
  x
p
:
The coordinate transformation (x
e
;x
p
) 7! (X;x) is clearly a non-degenerate linear trans-
formation and it leads to the Hamiltonian
b
H =
1
2M
b
P
2
+
1
2m
b
p
2
 
q
2
j
b
xj
=
b
H
0


b
1 +
b
1 

b
H
1
;
where M = m
e
+m
p
is the total mass of the system and m is the so called reduced mass
of the system defined by
m =
m
e
m
p
m
e
+m
p
 m
e
:
The notation bH
0


b
1 +
b
1 

b
H
1
refers to the natural isomorphism between L2(R6) and
L
2
(R
3
)
 L
2
(R
3
).
The time-evolution corresponding to the center of mass coordinates is given by the free
Hamiltonian and the interesting details are contained in the Hamiltonian bH
1
describing the
internal structure. A rigorous analysis of the spectrum of bH
1
can be found e.g. in chapter
4 of [36], and explicit formulae for all eigenvectors and eigenvalues are given in almost
any textbook on quantum mechanics—see, for instance, [45].
The spectrum consists of two parts: a discrete spectrum of eigenvalues of finite multi-
plicity in [ 
1
; 0) and a continuous spectrum covering the entire half-line R+ = [0;1).
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The continuous spectrum is, in fact, also absolutely continuous: the spectral measure
! 7! h jE(! \ R
+
)i is always proportional to the Lebesgue measure on R+ . Thus
the singular spectrum is empty and there are no eigenvalues with E  0.
In the case of “small” (technically: relatively compact) perturbations of the free Hamil-
tonian, the absolutely continuous spectrum can be interpreted physically as describing
particle scattering: if  2 E(
ac
(
b
H))H and 
 is a finite region, then the probability
that the particle is found in 
, k


 (t)k
2
, approaches zero when t! 1. The Coulomb
potential is compact relative to bp2 and thus a state in the absolutely continuous spectrum of
b
H
1
can be interpreted as a state in which the electron enters the influence of the Coulomb
potential of the proton from infinity and then again leaves the system, that is, an electron
scattering from a proton.
The explicit solutions to the eigenvalues and eigenvectors are most easily expressed in
terms of the parameters
r
b
=
1
mq
2
 0:529 Å and 
1
=
mq
4
2
 13:6 eV
where the approximate values are given for the hydrogen atom. As suggested by the
notation, 
1
is the absolute value of the lowest eigenvalue. All other eigenvalues can be
obtained from the formula
E
n
=  

1
n
2
(4.2)
where n 2 f1; 2; : : :g.
Each eigenvalue has a multiplicity n2 and the eigenvectors can be expressed explicitly
in terms of spherical harmonics and Laguerre polynomials. If we neglect the angular
dependence, the asymptotic behavior of the eigenfunctions at large distances r is given by
R
n
(r) / x
n 1
e
 x


x=
r
nr
b
and the eigenfunctions spread out to a distance of about r  n2r
b
before they begin to
decrease exponentially. This explains the previous comment about the effective volume of
bound states of hydrogen atom.
4.2.2 Ordinary matter
The previous discussion about the hydrogen atom indicates that the effective volume of
atoms increases as their internal energy is increased, eventually leading to an escape of one
or more of the electrons surrounding the nucleus. However, as long as the system stays
near its ground state, the other components of the system will see essentially a neutral
charge and only a residual interaction will remain. The residual interaction is usually
strong enough so that further binding of groups of atoms to molecules is possible.
48 CHAPTER 4. FINITE QUANTUM SYSTEMS
The picture for building an effective model of atomic systems thus consists of two
steps: first one needs to build an effective model for interactions between the bound states
of the atoms (or molecules in the case of multi-atom bound states) and then one can apply
the thermodynamical limit to the effective model describing the center of mass movement
of the components. If one wishes to consider matter at very high temperatures when
ionization of the atoms plays an important role, then the above reasoning should be applied
to a mixture of ionized and neutral states, each of them treated separately. A more thorough
explanation of the above procedure is given by Balian in chapter 8 of [24].
As Balian remarks on page 353 of his book, unmodified canonical ensemble is not very
suitable for modeling the internal degrees of freedom of bound states. The mathematical
reason for this is that any open interval intersecting the absolutely continuous spectrum
contains infinitely many orthogonal scattering states which will overpower any finite num-
ber of bound states in the canonical ensemble. If the bound states need to be described by
the canonical ensemble, the scattering states need to be projected out of the ensemble first.
Confining the system into a finite volume by walls very far away is not going to solve
this problem, since although the energy spectrum will then be discrete, the “scattering”
states will be very dense and one would need to use very low temperatures depending on
the position of the walls to force the average energy to be below the scattering energies.
Fortunately, in most atomic cases, this does not pose a big problem, since the thermal
energies do not allow the excitation of the atoms to higher energy levels and one can
simply assume the atoms to be in their ground state.
The above discussion is appropriate to matter in gaseous or liquid phases. The struc-
ture of solid phases is even more complicated, because of an extensive overlap of the
electron clouds of the nuclei. Nevertheless, the grand canonical ensemble usually has a
thermodynamical limit and there are effective methods, such as the Thomas-Fermi theory,
which describe the behavior of the overlapping electron clouds. The proof of the stability
of ordinary matter, equation (3.15), by Lieb and Thirring [33, 46] using the Thomas-Fermi
theory gives a rigorous foundation to these ideas.
The inspection of the above thermodynamical limits has revealed that the atomic Coulom-
bic potential does not behave as simply as the potentials described in section 4.1.1. For
instance, both the fermionic nature of electrons and the screening of the Coulomb poten-
tial of the nucleus by electrons are necessary for extensivity of the multi-particle system.
Gravity provides an immediate example of a non-screened 1
r
potential and its equilibrium
states are non-homogeneous and require a non-standard thermodynamical limit [33, 47].
Similarly, computations of bounds for the ground state energy of a neutral, but bosonic,
Coulomb system show (see, for instance, section 1.2. in [33]) that the ground state energy
would then not be directly proportional to the number of electrons N , but condensation
effects would spoil extensivity.
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Let us conclude on an argument how the doubts concerning the validity of the defini-
tion of a finite quantum system as living on L2(
N ) can be dispelled for systems which
follow classical thermodynamics. Consider such a system with a particle number which
need not be fixed but which nevertheless stays very large at all times. Assume also that the
system is at a thermodynamical equilibrium, i.e. its state is spatially homogeneous and the
expectation values of relevant physical observables stay constant.
Then for all volume elements 
 which are sufficiently small and sufficiently far away
from the boundary, it should be possible to project the wavefunctions to F(
) by a multi-
plication with the characteristic function of 
N and still have an essentially unitary time-
evolution in F(
). This should happen, since in such an equilibrium the average number
of particles leaving and entering the volume should be the same and similar arguments
should hold for energy. Since the particles fill the volume homogeneously, the interpreta-
tion of j
j as the physical volume is then also correct.
With this interpretation, the proof that F(
) has a thermodynamical limit amounts
to proving that a homogeneous equilibrium state—which becomes a good approximation
for large systems—exists with the average energy and mass densities determined by the
parameters  and . This does not mean that inspecting unitary time-evolution onL2(
N )
would be futile if the system does not have a thermodynamical limit: stable eigenstates,
for instance, are not much affected by boundary conditions given on “walls” sufficiently
far away. However, it should be remembered that in the second case j
j might not be
identifiable with the physical volume occupied by the system.
4.3 Finite equilibrium quantum systems
This thesis considers systems which we have decided to call “finite equilibrium quantum
systems”. Here we shall discuss in more detail what this term entitles in each of the
publications.
Publication II considers general approximation methods connecting the canonical, the
microcanonical and the Gaussian ensembles. All of these ensembles are given by density
matrices which are functions of the Hamiltonian and thus give rise to time-independent
expectation values. This explains why the states defined by these density operators can be
called equilibrium states. With the tacit assumption that the state is part of the definition
of the system, we can call these systems equilibrium quantum systems.
The finiteness of the systems in II is a bit abstract and it only shows up in the assump-
tion that the spectrum of the Hamiltonian has only eigenstates of finite multiplicity and
in the more stringent assumption that e  bH is trace-class for all  > 0. Publications I
and III expose better the physical meaning of the latter assumption in quantum mechanics:
there the system consists of a fixed number of massive particles and it is assumed that the
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Hamiltonian is of the standard non-relativistic form with a potential which prevents the
particles from escaping to infinity.
The precise condition for the potential imposed in the publications was
Z
d
3N
x e
 V (x)
<1 for all  > 0: (4.3)
Some similar condition is necessary before the system will allow the use of the canonical
ensemble. The binding is usually achieved by using the one-particle Hilbert space L2(
)
and dealing with classical boundary conditions on the boundary of the finite volume 
.
We did not consider the host of different boundary conditions when deriving the lattice
approximations in publications I and III. This would have lead to a more complicated
discussion and, besides, it is not obvious that the several boundary conditions are strictly
necessary for studying the physical properties of these systems: for instance, Dirichlet
boundary conditions can easily be approximated by potentials satisfying (4.3).
How the binding potential precisely arises is not discussed here. It can be either an
effective external potential which describes the walls of a container, or it can be part of a
projection operator which projects out a relevant subspace of the Hilbert space, or it can
be simply a mathematical device, a regularization, which allows the use of the formulae
relying on the trace-class property of e  bH .
4.3.1 On Tsallis statistics
In 1988, Tsallis proposed [13] a possible generalization of the principles leading to the
Boltzmann statistics. Motivated by the usefulness of entropy functionals different from
the Gibbs one in the analysis of fractal phenomena, he proposed a generalization of the
Gibbs entropy and of expectation values of observables. These generalizations then lead
to a generalization of the Boltzmann statistics by using the maximum entropy principle.
The resulting canonical Tsallis ensemble is not so different from the standard micro-
canonical and canonical ensembles and the equivalence of ensembles in the thermody-
namical limit should apply to it. When the equivalence theorem applies, using the Tsallis
expectation values would simply be a complicated way of getting at the usual thermody-
namics. Thus it was evident from the start that Tsallis statistics could only be useful for
systems which are in some sense anomalous.
As the approach by Tsallis was axiomatic and he did not give precise physical exam-
ples under which the new statistics would be useful, it was not at all apparent if the new
statistics would be anything more than a mathematical curiosity. Moreover, the original
proposal had some peculiar confusing properties such as the non-normalization of the ex-
pectation values. This was later remedied in [48] which describes a more self-consistent
version of the Tsallis statistics.
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Nevertheless, Tsallis statistics generated a lot of discussion and possible physical ap-
plications and at the time of writing this the archive of references maintained by Tsallis
at the URL http://tsallis.cat.cbpf.br/biblio.htm contains 625 entries.
The applications are from various branches of physics which contain some non-standard
behavior: self-gravitating systems [49], two-dimensional turbulence in an electron plasma
column [50], and Lévy anomalous diffusion [51, 52] to mention a few.
The way how Tsallis statistics is applied varies. One way is to replace the classical
Gibbs entropy functional by the analogous Tsallis entropy functional and then to apply the
maximum entropy principle to obtain the distribution of some physical observables. This
usually leads to power-law distributions which, of course, was what one was looking for.
It is naturally nice to have a maximum entropy principle at hand, but this does not explain
where the power-law distribution originally comes from.
The other approach is to recognize that the system has some long range forces which
make it non-extensive in the sense that the energy does not depend linearly on the particle
number. Since the canonical ensembles usually lead to extensive behavior and the Tsallis
entropy is not extensive for independent systems, Tsallis statistics is applied to inspect the
properties of these system. Again, a justification of the procedure and an interpretation of
the values of the parameters of the ensemble are difficult to come by.
Publication IV arose as an attempt of the author to understand the Tsallis statistics
better. The approximation schemes presented there are quite general, and Tsallis statistics
is a byproduct of them. In fact, they are much too general, since they still do not shed much
light on the physical systems which might need Tsallis statistics for their description. At
the present, it seems that the only real systems, which might require the use of the non-
standard ensembles of publication IV, are those with an energy spectrum which does not
allow the use of the canonical ensemble.
Let us conclude this section on a discussion of a system which might have this property,
namely the “Coulombic” system alluded to in section 8 of the publication IV. However,
we want to immediately stress that the following discussion is not meant to be an example
of a case where Tsallis statistics should be used, but instead it should be understood as a
prototype which might work for more complicated atoms or molecules where there is no
analytic solution available and one has to rely on effective models instead.
Consider the statistical modeling of a gas of atoms at a high temperature in which the
collisions are energetic enough that a lot of excited bound states occur with high probabil-
ity. Let the statistical average of the energy of the bound states be given by E < 0. As we
mentioned earlier, canonical ensemble is not easy to apply in this case and we need to use
some other method instead.
Let us then specialize to hydrogen atoms. The projection operator to the neutral bound
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states is then given by
b
 = ( 
b
H):
Since the bound states have a limit point at zero, we have for all 
Tr

b
e
 
b
H

=1
and canonical ensemble is not applicable.
However, we can use an energy reparametrization g : ( 1; 0)! R which moves the
limit point to infinity and leads to convergent traces. One such possibility is given by
g(E) =   ln

 
E

1

when, by equation (4.2), the eigenvalues are mapped to
g(E
n
) = ln(n
2
):
Since each eigenstate has a degeneracy of n2, we get that
Tr

b
e
 g(
b
H)

=
1
X
n=1
n
2(1 )
which is finite if and only if 2(1  ) <  1. Therefore, when  > 
 
=
3
2
the traces will
converge.
The precise method how these traces can be applied to approximate expectation values
of general density operators on the bound states is explained in publication IV. We do not
copy the details here, but just comment that the value of the parameter  is fixed by the
required expectation value E of energy. Of course, there is no need to assume that this
 would be the same as the inverse temperature of the whole system. The main benefit
which could follow from using the above approximation is the ease of use (there is only
one parameter to be fixed) and the possibility of applying the maximum entropy principle
to the building of effective models for the internal degrees of freedom.
Chapter 5
Discussion
There ain’t no such thing as a free lunch.
Robert Heinlein, in “The Moon is a Harsh Mistress”
5.1 Main results
The publications included in this thesis are partly quite technical. In order to better eluci-
date the main results of these publications, we give a brief survey of the results here.
The first publication lays the mathematical background for the lattice approximation of
the Gaussian ensemble and of the density of states discussed in III. Its main novelties are
the use of the Golden-Thompson-Symanzik condition, equation (4.3), for the definition of
a finite system and the explicit bound given in lemma III.1 for the lattice integral kernel.
These allow the proof of the convergence of the lattice traces with a complex temperature
parameter.
Publication II introduces a regularized version of the standard microcanonical ensem-
ble, called the Gaussian ensemble, and explores its relationship with the microcanonical
and with the canonical ensemble. The publication also includes two methods of approxi-
mation of the Gaussian ensemble by canonical expectation values: the saddle point approx-
imation and an expansion in 
E
=", where 
E
is the standard deviation of the energy in the
corresponding canonical ensemble and " is the regularization parameter which describes
the uncertainty of energy in the Gaussian ensemble. The possibility of an exponentially
increasing density of states is also explored there.
There is one implication of the above mentioned saddle point approximation which
has not been sufficiently stressed before. If the system is finite, then the canonical and
microcanonical ensembles are not equal. Since the microcanonical ensemble is a better
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approximation for isolated systems, it is also assumed that the thermodynamics defined by
it would be more reliable. However, the “textbook” definition of the temperature in the
microcanonical ensemble which was described in section 3.2.1,
1
T
=
@S
mcan
@E
; (5.1)
does not make much sense. As soon as " is smaller than the spacing between energy levels,
S
mcan
(E) begins to feel the discreteness of the energy levels and it becomes an oscillat-
ing function of E. The definition (5.1) would then yield a temperature which oscillates
between  1 and 1.
The definition of temperature used in publication II, however, does not show such
pathological behavior: if we define the parameter  as a solution to the saddle point equa-
tion
E + "
2
= h
b
Hi
can

; (5.2)
then  is usually well-defined and always unique. Since  is the solution to the saddle
point equation, one can use the microcanonical correction techniques described in II to
improve the accuracy of the canonical expectation values. Thus we claim that equation
(5.2), or the simpler version obtained by setting " = 0, should be used as the definition of
a temperature of a finite system at energy E instead of the traditional (5.1).
These ideas are developed in publication III into a lattice approximation of non-rela-
tivistic particle systems. The lattice approximation presented in this publication allows the
use of indistinguishable particles and describes a Monte Carlo algorithm for a computation
of canonical expectation values of energy moments. It is also shown there that the algo-
rithm can be efficiently extended to the case when the temperature has a sufficiently small
imaginary part. This enables the computation of the density of states when it is measured
at a sufficiently large energy scale ".
One of the main tools used in this publication is a generalization of the Golden-
Thompson-Symanzik inequality to particles with fermionic or bosonic statistics. The new
version of the inequality can be used for inspecting the clustering of identical particles
which is induced by the fermionic or bosonic statistics of these particles at low tempera-
tures. These clustering effects show up, for instance, in Bose-condensation [53].
In publication IV three approximative evaluation methods for essentially arbitrary fi-
nite equilibrium quantum systems are presented: a Gaussian approximation, a positive
saddle point approximation and a slightly less accurate, generalized canonical approxi-
mation. Methods for the estimation of the accuracy of each of these approximations are
given and it is shown how the Tsallis statistics can be obtained as a generalized canonical
approximation.
The setup in publication IV is thus quite abstract. It is also the most speculative and
it is not yet clear how, or if, the generalizations to the Gaussian and canonical ensemble
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could help in the analysis of the behavior of physical systems. It is possible that it vanishes
with Tsallis statistics into the mists of history as nothing more than a mere mathematical
curiosity. The arguments presented at the end of section 4.3 give some hope that this need
not be so, but we leave further inspection of these ideas for the future.
5.2 Concluding remarks
In this thesis we have inspected and developed methods for a statistical analysis of finite
quantum systems. The methods vary from modifications of the standard statistical ensem-
bles to approximations involving numerical simulations.
Many of the results presented here have been known to physicists for quite a while. For
instance, the lattice approximation derived in publication III can be traced back to Feyn-
man [54]. The main new contribution of the material included in this thesis is in giving a
mathematically controlled basis for these results: the theorems give the assumptions under
which the methods and approximations can be guaranteed to apply.
The derivation of lattice operators measuring energy moments in publication III il-
lustrates how mathematical rigor can help in building practical approximation schemes.
Although the form of the lattice integral kernels can be motivated by formal manipulations
invoking the Trotter product formula [55], it is not clear what will happen when the trace
is taken.
It might happen that the limit of the lattice traces would then hold only for certain
sufficiently nice potentials, or the limit might converge only in the sense of distributions
or it might converge only for positive values of the parameter . The last property, in
particular, was a bit suspect in the beginning since the integral of the absolute value of the
lattice kernel does not converge if the temperature has a non-zero imaginary part—this can
be seen immediately from equation (17) of publication III.
If the convergence of the lattice traces to the continuum limit would not have been as
nice as it was proven, one could not really have relied on the convergence of the derivatives
which we used to obtain the lattice energy operators. For instance, in physical chemistry
one is interested in applying the lattice approximation to the computation of properties
of molecule clusters. Then one usually has to rely on energy operators derived from the
formal continuum expression and this appears to have lead to slower and non-monotonic
convergence of the energy expectation values [56, 57].
Now we come to the main deficiency of the thesis: no practical applications of the
derived methods have been given here. An improvement of the existing statistical methods
for finite systems should be possible from the results presented, but whether this can be
done in practice remains to be seen.
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Appendix A
Mathematical details
This appendix collects the main mathematical concepts and results which have been used
in the text and in the publications. The primary references for proofs of these results
are [18, 19, 23, 29]. Other references to the literature will be mentioned later when they
become appropriate.
A.1 Basic analysis
A.1.1 Functions on Rn
Let n be a positive integer. A multi-index on Rn is a collection of n non-negative integers.
If  = (
1
; : : : ; 
n
) is a multi-index and x 2 Rn is a vector, then the notation x =
x

1
  x

n
2 R can be used.  is similarly used for defining a differential operator,
D

= @

1
1
  @

n
n
. The sum 
1
+   + 
n
is called the order of  and denoted by jj.
When  and  are multi-indices, then    = (
1
  
1
; : : : ; 
n
  
n
) and the notation
   means that 
i
 
i
for all i = 1; : : : ; n. In addition, the following definitions of
the factorial and of the generalized binomial coefficient will become useful
! = 
1
!   
n
! and




=
n
Y
i=1


i

i

=
!
!(  )!
: (A.1)
Let 
 be an open subset of Rn and assume f : 
 ! R is N times continuously
differentiable, i.e. that Df exists for all multi-indices  with jj  N and is continuous
on 
. Then if x
0
2 
, f has a Taylor-expansion around x
0
,
f(x) =
X
jjN 1
D

f(x
0
)
!
(x  x
0
)

+
X
jj=N
D

f()
!
(x  x
0
)

; (A.2)
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where x belongs to a convex neighborhood of x
0
and  is a point which depends on x and
lies on the line connecting x and x
0
. The last term clearly vanishes as jx   x
0
j
N when
x! x
0
.
Note that without resorting to multi-indices, the notation in (A.2) would become quite
complicated. Similarly, multi-indices allow writing down the Leibniz rule in a very com-
pact form. Let  be a multi-index and assume f and g are jj times continuously differen-
tiable in a neighborhood of x. Then
D

(f(x)g(x)) =
X





D
 
f(x)D

g(x): (A.3)
The following form of the Leibniz rule is also valid for any two vectors x and y 2 Rn :
(x+ y)

=
X





x
 
y

: (A.4)
A.1.2 Standard function spaces
The notation and definitions used in this thesis for the most common function spaces are
collected in table A.1. The table contains a few terms which might need an explanation.
The support of a function f : X ! Y is defined as the closure of the set of elements
which do not map to the zero vector, i.e.
suppf = f
 
(Y nf0g):
The definition of Banach and Frèchet spaces are given in [19] and Rn and C n endowed
with their usual norm yield examples of Banach spaces. In addition, every Banach space
is a Frèchet space. Requiring X to be metrizable in the definition of B(X;Y ) guarantees
that all elements of B(X;Y ) are continuous functions—even without this assumption, all
continuous linear functions are bounded and thus part of B(X;Y ).
The derivativeDf is the Frèchet derivative of f , i.e.Df at a point x
0
2 X is the unique
bounded linear mapping  2 B(X;Y ) satisfying
lim
x!0
kf(x+ x
0
)  f(x
0
)  xk
kxk
= 0:
Since B(X;Y ) is a Banach space, it is possible to apply the differentiation operation re-
cursively which defines Dkf . The Frèchet derivative is a generalization of the usual dif-
ferentiation in Rn .
Finally, a function f : 
 ! Y is holomorphic in the open subset 
  C if for every
z 2 

lim
w!z
f(w)  f(z)
w   z
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Notation space X space Y Definition
C(X;Y ) topological topological f continuous
C
0
(X;Y ) topological vector f continuous and suppf compact
C
(k)
(X;Y ) open in Banach Banach Dkf exists at every point
and defines a continuous function
C
1
(X;Y ) open in Banach Banach Dkf exists for all k
D(X;Y ) open in Banach Banach D(X;Y ) = C1
0
(X;Y )
H(X;Y ) open in C n Frèchet f holomorphic
B(X;Y ) metric vector topol. vector f linear and bounded
X
 metric vector field K of X X = B(X; K ) = dual of X
Table A.1: The basic function spaces and the notations used for them in this thesis. The
spaces consist of functions f : X ! Y and the second and third column give minimum
requirements for the spaces X and Y . Typically, if Y = C , it can be omitted from the
notation. B(X) is an exception to this rule, since it stands for B(X;X).
exists in the topology of Y . When Y is a complex Frèchet space, this definition is equiv-
alent to demanding that for any continuous functional  on Y the function z 7! (f(z))
is holomorphic. A function of several complex variables is holomorphic if it defines a
holomorphic function when any one of the variables is allowed to vary while holding the
other variables fixed.
Both the Frèchet derivative and this definition of holomorphicity are useful since they
retain many of the properties of the usual differentiation and analyticity—see [19] for
details.
Integration can similarly be extended from complex functions to functions with values
in a more general vector space. The following is a natural generalization of Riemann
integration: let  be a bounded complex measure on a compact Hausdorff space Q and
let Y be a Frèchet space. Then for any continuous function f : Q ! Y the integral
R
Q
df 2 Y is uniquely determined by the condition that for all dual vectors  2 Y ,


Z
Q
df

=
Z
Q
d(x) (f(x)):
The value of the integral can be approximated by “Riemann sums” in the sense that there
is a sequence (fE
i;n
g
N
n
i=1
) of finite partitions of Q such that
Z
Q
df = lim
n!1
N
n
X
i=1
f(x
i;n
)(E
i;n
);
for any choice of x
i;n
2 E
i;n
. The most natural application of this is in taking of averages
of continuous functions on compact subsets, such as is required for finding the center of
mass of a continuous object.
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L
p
-spaces
The Lp-spaces differ from the preceding vector spaces, as their elements are not functions
but equivalence classes of functions.
Let X be a measure space and let  be a positive measure on it. Then for any measur-
able function f : X ! C n and for all 0 < p <1, it is possible to define
kfk
p
=

Z
X
d jf j
p

1=p
2 [0;1]:
The corresponding Lp-space is defined by
L
p
(X; C
n
;) = f[f ] j f : X ! C
n and kfk
p
<1g ;
where the equivalence classes are given by
g 2 [f ] , f = g almost everywhere
, 9E  X such that (E) = 0 and f(x) = g(x) for all x 62 E: (A.5)
The case p =1 is defined similarly using the norm kfk
1
= ess sup jf j.
If there is a possibility of confusion, it is customary to write the middle condition in
(A.5) as f = g a.e. []. Since X is implicit in the definition of the measure , a short-hand
notation Lp() is often used for Lp(X; C ;). Similarly, if X  Rn and  is the Lebesgue
measure, then  is typically left out of the notation. In addition, it is easiest and customary
to denote an element of Lp by a representative function.
If 1  p  1 then Lp(X; C n;) is a Banach space with the norm defined by k[f ]k =
kfk
p
. The Lp spaces for 0 < p < 1 are very seldom used, since although the definition
d([f ]; [g]) = kf   gk
p
yields a complete invariant metric on Lp even for 0 < p < 1, this
metric is not given by a norm and, in fact, these Lp-spaces are not even Frèchet spaces.
The space of locally Lp-functions was used in publication I and in theorem 2.2.2. It is
defined by
L
p
loc
= f[f ] j f measurable, and f
K
2 L
p for any compact K  Xg ;
where 
K
denotes the characteristic function of the subset K,

K
(x) =

1; when x 2 K
0; when x 62 K :
The following properties of Lp-spaces often become useful:
 Let 1  p  1 and assume (f
n
) is a sequence of functions in Lp which converges
in norm to a function f . Then there is a subsequence (f
n
k
) which converges to f
pointwise for almost every x, lim
k!1
f
n
k
(x) = f(x).
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 Let X be a locally compact Hausdorff space and assume  is obtained from the
Riesz representation theorem (theorem 2.14 in [29])—X = Rn and  = Lebesgue
measure are a typical example. Then C
0
(X) is dense in Lp() for any 1  p <1.
A.1.3 Absolute continuity
LetX be a closed line segment, i.e.X = [a; b] with a and b real numbers satisfying a < b.
A function f : X ! C is called absolutely continuous, with a shorthand notation AC if
for every  > 0 there is a Æ > 0 such that
n
X
i=1
jf(
i
)  f(
i
)j < 
for any n and any collection of n disjoint segments (
i
; 
i
) in [a; b] whose total length is
less than Æ.
Absolutely continuous functions are interesting since they satisfy the fundamental
theorem of calculus: if f is AC on [a; b] then f is differentiable almost everywhere,
f
0
2 L
1
([a; b]), and
Z
x
a
dt f
0
(t) = f(x)  f(a);
for all x in [a; b]. Absolute continuity also allows an integration by parts: if f and g are
AC on [a; b], then fg is AC on [a; b] and for any x 2 [a; b],
Z
x
a
dt f
0
(t)g(t) =
.
x
a
f(t)g(t) 
Z
x
a
dt f(t)g
0
(t):
This has been used repeatedly in section A.2.6.
A.1.4 Convex functions
Let X be a vector space. A subset C of X is convex if for all x, y 2 C and 0 <  < 1 the
combination x+ (1  )y belongs to C. A real function f defined on a convex set C is
a convex function if it satisfies the inequality
f((1  )x+ y)  (1  )f(x) + f(y) (A.6)
for x, y 2 C and 0 <  < 1. f is called strictly convex if equality never holds in (A.6). A
function is (strictly) concave if  f is (strictly) convex.
It will be useful to extended the notion of convexity to extended real functions. Ex-
tended real numbers form the set R = R [ f 1;+1g with the order, , and topol-
ogy defined as obvious extensions from R. Arithmetics cannot be completely satisfacto-
rily extended to R since expressions like 0  1 and 1 + ( 1) lack natural definitions.
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However, these problems do not arise in (A.6) if we consider only functions with val-
ues in R [ f+1g, since then only the natural definitions   1 = 1, for  > 0, and
r +1 = 1 + r = 1 for r >  1 are needed. Thus we call an extended real function
f convex, if it is a mapping from a convex set C to R [ f+1g and satisfies (A.6) for x,
y 2 C and 0 <  < 1. Strictness and concavity are then defined as before—note that by
this definition a concave function has values in R [ f 1g.
Let I be an open segment (a; b) in R, where a < b, but either of them can be infinite. I
is then convex. Let f be a convex function on I , when it follows from the definition that f
is continuous on I . If f is differentiable at every point of I , then f is convex if and only if
f
0 is monotonically increasing and f is strictly convex if and only if the increase is strictly
monotone. Similarly, if f 2 C (2)(I), then f is convex if and only if f 00  0 and if f 00 > 0
then f is also strictly convex.
Similar results hold if 
 is an open, convex region in Rn and f is a convex function
on 
. The properties of the one-dimensional case generalize then by applying them to the
auxiliary function g : (0; 1)! R, defined by g(t) = f((1  t)x+ ty). For instance, this
can be used to prove that if f 2 C(2)(
;R), then f is convex if and only if its Hessian
matrix (@
i
@
j
f) is positive definite at every point of 
.
A.1.5 Jensen’s inequality
Jensen’s inequality was one of the main tools for derivation of bounds on expectation
values of exponentials in the publications. It is a useful tool even under a more general
setup which shall be explained next.
Let  be a probability measure on X , i.e.  is a positive measure and (X) = 1, let
(a; b) be an open segment of R and assume F is a convex function on (a; b). Then for any
real f 2 L1() for which a < f(X) < b,
F

Z
X
d f


Z
X
d(x)F (f(x)):
In this theorem, proven as theorem 3.3 in [29], a or b or both can be infinite.
Let F (x) = ex when F 00(x) = F (x) > 0 for all real x and F is thus a strictly convex
function on R. Thus F (x) = ex can be used with (a; b) = R in the above. This proves
that for any real f 2 L1(),
he
f
i  e
hfi
;
where hgi denotes the expectation value of g(x), i.e.
R
d(x) g(x). A special case of this
is obtained when  is the normalized counting measure on the finite set fx
1
; : : : ; x
n
g  R
and f(x) = x,
1
n
n
X
i=1
e
x
i
 exp

1
n
n
X
i=1
x
i

:
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This result was used in publications I and III.
A.1.6 Legendre transform
Let f be an extended real function on a real topological vector space X . Define the Leg-
endre transform of f as the function ef : X ! R which for every dual vector T 2 X
satisfies
e
f(T ) = sup
x2X
fhT; xi   f(x)g; (A.7)
where hT; xi is the usual alternative notation for T (x)—note that ef is well defined, since
hT; xi is never infinite. Allowing for infinite values of f makes it possible to easily con-
sider functions with arbitrary domains by the following trick: if E is a subset of X and
f
0
: E ! R, extend f
0
to a function f : X ! R by defining f(x) = 1 for all x 62 E. If
E 6= ;, then for all T 2 X,
e
f(T ) = sup
x2E
fhT; xi   f
0
(x)g;
which is the natural definition of the Legendre transform of f
0
. In addition, since the
supremum in (A.7) can easily be 1, infinite values are also needed before successive
Legendre transformations may be considered.
The above definition is used mainly in mathematics and there are several possible
variations available in other disciplines: in statistical physics (and in publication IV) there
is a sign difference, and   ef is called the Legendre transform of f . In general, in physics
the classical definition of the Legendre transformation via a change of variables is most
often presented. We shall discuss the differences between these definitions more after
presenting the main results which apply to the above definition.
The following results are proven in [58] which also contains more details and ref-
erences on the use of Legendre transformation in mathematics. The results are presented
only for convex functions and they obviously generalize for concave functions by a change
of sign. This restriction is not arbitrary, as the inverse formula (A.8) below holds only for
convex, lower semicontinuous, functions [59, 60]. Loosely speaking, information is lost
in a Legendre transformation of a function which is not convex or concave.
Theorem A.1.1 LetX be a real topological vector space and assume f is a convex, lower
semicontinuous function from X to R [ f+1g and f 6 +1. Then the Legendre trans-
formation ef defined by (A.7) has the same properties in X and the inversion formula
f(x) = sup
T2X

fhx; T i  
e
f(T )g; (A.8)
is valid for all x 2 X .
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Proof: Theorem 1.1. in [58]. In the theorem, an extended real function f is called lower
semicontinuous if f (a;+1] is open for all a < +1. 
If f is a convex function then it is possible to find the largest lower semicontinuous
convex minorant g for it. An alternative definition for g, which also proves that such a g
always exist, is given by the formula
g(x) = lim inf
y!x
f(y) = sup finf f(U) jU  X is a neighbourhood of xg
as then g is clearly the largest lower semicontinuous minorant and the convexity of f
can be show to imply the convexity of g. This formula also motivates the name lower
semicontinuous regularization of f which is often used for g.
When X is finite-dimensional, g can be given an explicit formula which shows that g
is equal to f except possibly on the “boundary” between finite and infinite values of f and
that g depends only on the finite values of f inside this boundary. This is discussed in [58]
in Proposition 1.2. and in the discussion surrounding it, and we shall collect here only the
main results.
Let X is a finite-dimensional vector space and let f be an extended real convex func-
tion on it. The set of finite values of f , M = fx 2 X j f(x) <1g, is convex and there
is a unique minimal affine subspace of X containing M . If M is not empty, then also
the interior of M relative to this affine subspace, denoted here by M Æ, is convex and non-
empty and f is continuous on M Æ. Therefore, when f 6 1, it is possible to find a point
x
Æ
2M
Æ
. The lower semicontinuous regularization g can then be obtained by the formula
g(x) =
8
<
:
f(x); if x 2MÆ
lim
!0
+
f((1  )x+ x
Æ
); if x 2MnMÆ
+1; if x 62M
(A.9)
which is independent of the choice of xÆ. The formula (A.9) is also valid when f  1,
as then the lower semicontinuous regularization is everywhere infinite and M = ;.
Suppose then that 
 is an open, convex set in a finite-dimensional vector space X
and assume f is a convex, finite function on it. By the previous definition, the Legendre
transform F of f is the Legendre transform of the convex function f defined by

f(x) =

f(x); if x 2 

+1; if x 62 

Let g be the lower semicontinuous regularization of f and let G be its Legendre trans-
form. Since the set of finite values M is equal to 
 and thus open, we get from equation
(A.9) the following definition for g:
g(x) =
8
<
:
f(x); if x 2 

lim
!0
+
f((1  )x+ x
0
); if x 2 @

+1; if x 62 
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where x
0
is any point in 
. By using this formula, it is then easy to show that the Leg-
endre transforms of g and f are, in fact, equal: F = G. Applying Theorem A.1.1 we
can then conclude that the inverse Legendre transform formula is valid for f : f(x) =
sup
T2X

fhx; T i   F (T )g for all x 2 
.
The classical definition, used in physics, operates under a slightly different setup. Let
X = R
n
, when X = Rn and the dual mapping is given by the scalar product, hT; xi =
T  x. Assume that 
 is a region of Rn , i.e. a non-empty connected open set, and assume
f 2 C
(2)
(
;R) is a function whose Hessian matrix is invertible at every point of 
, i.e.
det(D
2
f) 6= 0.
The inverse function theorem can then be applied to the gradient function Df and we
can conclude that the set U = (Df)(
) is a region of Rn and that there is a unique
function ' 2 C(1)(U;
) which satisfies for all T 2 U the equations
T = (Df)('(T )) and D'(T ) = [D2f('(T ))] 1:
The Legendre transform of f , denoted here by F , is then defined by the equation
F (T ) = T  '(T )  f('(T )); for T 2 U:
This immediately implies DF (T ) = '(T ) on U and we can conclude that F 2
C
(2)
(U;R) and that D2F is invertible. Thus F satisfies the assumptions made for f and
it is possible to apply a second Legendre transform on it. A short computation reveals that
this yields back the original region 
 and the original function f and proves the involutive
character of this form of Legendre transform.
These two definitions of Legendre transformation coincide when 
 is convex region
and f is a convex function on it. We omit the short computation needed to show that
then the function F defined by the change of variables coincides on U with ef defined by
equation (A.7).
The greatest restrictions of the classical form of Legendre transform appear from the
necessary differentiability assumption. It is also impractical that the transformation usually
operates between two different local regions. The mathematical definition, on the other
hand, is both global and applies to functions on very general vector spaces. The cost to be
paid for this generality is the convexity assumption, which ensures that the transformation
does not lose too much information about the original function.
A.2 Hilbert spaces
When X is a vector space with a scalar field K , a mappingX X ! K is called a scalar
product, denoted here by hji, if it satisfies for all  , , 0 2 X and , 0 2 K ,
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(1) h ji= hj i. This implies that when K = R, the scalar product is symmetric.
(2) h j+ 00i = h ji+ 0h j0i
(3) h j i  0
(4) h j i = 0 implies  = 0
Here and in the publications, we employ the Dirac bracket hji to denote the scalar prod-
uct. This is the notation mostly used in physics and, as is usual for this notation, the second
argument is linear and the first anti-linear.
A scalar product defines a norm in X by the formula
k k = h j i
1
2
: (A.10)
If X is complete in the topology given by the norm (A.10), it is called a Hilbert space. A
subspace of a Hilbert space is itself a Hilbert space in the inherited norm if and only if it
is closed. The classic example of a Hilbert space is L2() with the scalar product
h ji =
Z
d(x) 

(x)(x):
Two vectors  and  are orthogonal if h ji = 0. The orthocomplement of a set M is
denoted by
M
?
= f 2 H j h ji = 0 for all  2Mg
and it is a closed subspace of H. If M is also a closed subspace, then H =M M?.
Every non-trivial Hilbert space H 6= f0g has an orthonormal set of vectors f!
i
g
i2I
which is complete: for any  2 H, the series
P
i2I
h!
i
j i!
i
converges in norm to  —
in particular, only countably many terms in the sum are non-zero. Such a set is called
a Hilbert basis or a complete orthonormal basis for H. The cardinality of the index set
I is independent of the choice of the Hilbert basis and it is called the dimension of H.
The dimension of the trivial Hilbert space is defined to be zero. If the Hilbert space has a
Hilbert basis with countably many elements, the Hilbert space is separable.
A mapping bU from a Hilbert space H onto a Hilbert space H0 is called unitary if for
all  ,  2 H,
h
b
U j
b
Ui
0
= h ji:
If there is an unitary mapping between two Hilbert spaces, these spaces are isomorphic.
Two Hilbert spaces are isomorphic if and only if they have the same dimension.
A.2. HILBERT SPACES 67
A.2.1 Operators
Operator is a linear mapping from a Hilbert space H to itself and here we shall follow the
practice common in physics and denote an operator with a “hat”. If bT is an operator, we
shall denote its domain by D( bT ) and its range byR( bT ). The domain can also be a proper
subspace of the Hilbert space. However, in most cases the closure of the domain is the
whole Hilbert space and these operators are accordingly called densely defined. R( bT ) is
always a subspace of H and if it is a finite-dimensional subspace, bT is called a finite-rank
operator.
The natural definitions for the domain of a sum and product of operators are, respec-
tively, D( bT + bS) = D(bT ) \ D(bS) and D(bT bS) = f 2 D(S) jS 2 D(T )g. However,
these are not the only possibilities: consider, for instance, the definition of Hamiltonians
in section 2.2.1.
The norm of an operator is defined by
k
b
Tk = sup
 2D(
b
T ); 6=0
k
b
T k
k k
;
and an operator is continuous if and only if k bTk <1. The space of continuous operators
defined on the whole Hilbert space is denoted by B(H) and, as the notation suggest, it is
a Banach space when endowed with the above norm. The identity mapping H ! H is an
example of a bounded operator and it is here denoted by b1 .
The graph of an operator bT is the subset of H  H composed of elements ( ; bT ),
where  goes over the domain of bT . An operator is called closed if its graph is a closed
subset of H H and the closure of bT is an extension of bT whose graph is the closure of
the graph of bT . Not all operators have closed extensions, but if there is a closed extension,
the operator is called closable.
There are several ways a sequence of operators can converge and the following termi-
nology is usually applied to them:
Norm or uniform convergence: bT
n
!
b
T in norm if lim
n!1
k
b
T  
b
T
n
k = 0. This is
usually only applied for sequences in B(H).
Strong convergence: The sequence (bT
n
) converges to bT strongly, if all operators have
the same domain D( bT ) and for all  2 D(bT ), lim
n
(
b
T  
b
T
n
 ) = 0 in the Hilbert
space norm.
Weak convergence: The sequence (bT
n
) converges to bT weakly, if all operators have the
same domain D( bT ) and for all  2 D(bT ) and  2 H, lim
n
hj
b
T
n
 i = hj
b
T i.
There are also other possibilities for a definition of a convergence of an operator sequence;
of the other choices, trace norms are described in A.2.5. The convergence of a sequence of
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unbounded operators is especially tricky and the above ones are typically not very useful
in that case. For instance, for Hamiltonians the most relevant convergence criteria is the
convergence of the corresponding time-evolution operators.
A.2.2 Self-adjoint operators
The adjoint bT y of an operator bT satisfies for all  2 D(bT ) and  2 D(bT y) the formula
hj
b
T
y
 i = h
b
Tj i. An adjoint with a maximal domain is unique if and only if bT is
densely defined and then its domain is given by
D(
b
T
y
) =
n
 2 H



sup
2D(
b
T );6=0
jh j
b
Tij
kk
<1
o
: (A.11)
It is a common practice, which we shall also follow, to use the term “adjoint” only when
b
T is densely defined and bT y has the domain given by (A.11).
An operator is called symmetric or Hermitian if it satisfies for all  2 D( bT ),
hj
b
T i = h
b
Tj i:
For densely defined operators, this is equivalent to requiring bT  bT y. If bT is densely
defined and bT y = bT , it is called self-adjoint.
When constructing Hamiltonians in quantum mechanics, most often only a symmetric
operator is a priori defined. Then one needs to know if such operators can be extended to
self-adjoint operators and if these extensions will be unique. Cayley transform provides
an answer to these questions.
Let bT be any symmetric operator. Then the operator bU = ( bT   ib1 )( bT + ib1 ) 1 is
well-defined and it is an isometry between its domain and range,
D
U
= R(
b
T + i
b
1 ) and R
U
= R(
b
T   i
b
1 ):
b
U is called the Cayley transform of bT .
Assume then that bT is closed, symmetric and densely defined—a symmetric operator
has always a closed symmetric extension so that the first requirement is not very restrictive.
Let bU : D
U
! R
U
be the Cayley transform of bT as defined above. Then D
U
and R
U
are
closed subspaces and bU is a unitary mapping between them. The numbers1
n
+
= dimR(
b
T + i
b
1 )
? and n
 
= dimR(
b
T   i
b
1 )
? (A.12)
are called the deficiency indices of bT , since they parametrize the “lack of self-adjointness”
of bT : if
1The notation dim in (A.12) refers to the Hilbert space dimension defined earlier.
A.2. HILBERT SPACES 69
n
+
= n
 
= 0, then bT is self-adjoint.
n
+
= n
 
6= 0, then for each unitary transformation bV : D?
U
! R
?
U
, it is possible to
extend bU to a mapping cW = bU  bV . cW is a unitary operator on H and
b
A = i(
b
1 +
c
W )(
b
1  
c
W )
 1
is a well-defined mapping fromR(b1  cW ) ontoR(b1 +cW ). bA is also a self-adjoint
extension of bT . Conversely, every self-adjoint extension of bT can be obtained this
way.
n
+
6= n
 
, then bT does not have self-adjoint extensions.
In summary, bT has self-adjoint extensions if and only if its deficiency indices are equal
and, when this is the case, the extensions can be parametrized by the n2
+
real parameters
of the unitary group U(n
+
).
A.2.3 Spectral decomposition of normal operators
The spectrum of an operator bT is the set
(
b
T ) =
n
 2 C



(
b
T   
b
1 )
 1
=2 B(H)
o
:
(
b
T ) is always a closed subset of the complex plane, but it can be empty if the operator is
unbounded. If bT is bounded, the spectrum is always compact and non-empty.
If  2 C and there is a  2 H so that bT =  , then  is an eigenvalue of bT and  is
an eigenvector corresponding to . The eigenspace of  is the subspace spanned by all of
its eigenvectors and its dimension is called the multiplicity of the eigenvalue . The set of
eigenvalues is obviously a subset of ( bT ) and it is called the point spectrum of bT .
Normal operators are very useful, since their expectation values can be obtained using
spectral decompositions. Spectral decomposition is an example of a resolution of identity,
which is a way of partitioning the Hilbert space into closed subspaces with aid of some
measure space.
Let M be a -algebra on a set 
 and let H be a Hilbert space. Then the mapping
E : M ! B(H) is called a resolution of the identity on 
 if it has all of the following
properties:
(1) E(;) = b0 and E(
) = b1
(2) E maps measurable sets to self-adjoint projections: if ! 2 M and bT = E(!), then
b
T
2
=
b
T =
b
T
y
.
(3) E(! \ !0) = E(!)E(!0)
70 APPENDIX A. MATHEMATICAL DETAILS
(4) If ! \ !0 = ;, then E(! [ !0) = E(!) + E(!0).
(5) For all  ,  2 H the mapping E
 ;
:M! C defined by
E
 ;
(!) = h jE(!)i
is a complex measure on 
.
Let E be a resolution of identity on 
 and let f : 
 ! C be a measurable function.
Then there is an operator bf
E
which satisfies
h j
b
f
E
i =
Z


dE
 ;
()f();
for all  2 H and  2 D( bf
E
) =

' 2 H


f 2 L
2
(E
';'
)
	
. Such an operator is always
densely defined and, if f is a bounded function, then bf
E
2 B(H). In addition, bf y
E
=
d
(f

)
E
and bf y
E
b
f
E
=
\
(jf j
2
)
E
=
b
f
E
b
f
y
E
.
The operator bT = bf
E
is thus always normal: it is closed, densely defined and bT y bT =
b
T
b
T
y
. The converse result is true as well: if bT is a normal operator then there is a unique
resolution of identity E(bT ) on the Borel subsets of the spectrum ( bT ) such that
hj
b
T i =
Z
(
b
T )
dE
(
b
T )
; 
()
for all  2 D(bT ) and  2 H. E(bT ) is called the spectral decomposition of bT . If f is a
Borel measurable function on ( bT ), then the notation f( bT ) is used for the normal operator
b
f
E
(
b
T )
.
Let bT be normal and assume  is a point in its spectrum. If  is an eigenvalue, its
eigenspace is given by the range of E(bT )(fg). If  is not an eigenvalue, it is an ap-
proximate eigenvalue of bT : the operator bT   b1 is a one-to-one mapping of D( bT ) onto a
dense, proper subspace ofH and there exist vectors  
n
2 D(
b
T ) with k 
n
k = 1 for which
b
T 
n
   
n
! 0 in norm when n!1.
A.2.4 Compact operators
Let bT be a closed, densely defined operator. Then there are a positive self-adjoint oper-
ator jbT j and a partial isometry bU such that bT = bU j bT j. In particular, if we require that
b
T and jbT j have both the same domain and the same kernel, and that bU is an isometry
between (Ker bT )? and R( bT ), then these operators are unique and j bT j =
p
b
T
y
b
T , where
the square root is defined via the spectral decomposition of the positive operator bT y bT . A
decomposition of this form is called the polar decomposition of the operator bT .
When H is a Hilbert space, the set of compact operators is the norm-closure of finite-
rank operators in B(H). The spectrum of a compact operator has no limit points except
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zero and every non-zero point in the spectrum is an eigenvalue with finite multiplicity.
Thus if bT is a normal compact operator, spectral decomposition yields the following norm-
convergent expansion valid for all  2 H:
b
T =
X
n

n
h
n
j i
n
where 
n
are the eigenvalues of bT , repeated according to their multiplicity, and 
n
are a
set of corresponding orthonormal eigenvectors.
In addition, each compact operator bT also has a singular value decomposition: there
are two sets of orthonormal vectors, f
n
g and f'
n
g, such that both sets are countable and
have the same number of elements, and for each vector there is a positive number 
n
so
that the expansion
b
T =
X
n

n
h'
n
j i
n
(A.13)
is valid and norm-convergent for every  2 H. The singular values 
n
are the non-zero
eigenvalues of j bT j, '
n
are the corresponding eigenvectors and 
n
=
1

n
b
T'
n
. Equation
(A.13) is often expressed in physics as
b
T =
X
n

n
j
n
ih'
n
j:
A.2.5 Trace and trace ideals
Trace in a Hilbert space is a generalization of the trace in the finite dimensional case. Let
us start by defining the trace of a positive bounded operator bA by the formula
Tr
b
A =
X
n
h
n
j
b
A
n
i;
where 
n
is any complete orthonormal basis in H. This positive operator trace belongs to
[0;1] and it is independent of the choice of basis.
b
A 2 B(H) is called a trace-class operator, if it satisfies Tr j bAj < 1 and the set
of trace-class operators is denoted here by T
1
. Analogously, the set of operators which
satisfy Tr j bAjp < 1 for some 1  p < 1 make up the space T
p
. Finally, T
1
denotes
the set of compact operators. For any 1  p < 1, an operator bA 2 B(H) belongs to T
p
if and only if it is compact and its singular values 
n
satisfy
P
n

p
n
<1. The following
properties and a general discussion about the trace ideals can be found in [61].
The spaces T
p
are called trace-ideals, since for all 1  p  1 the space T
p
is a -ideal
of B(H):
(1) T
p
is a vector space.
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(2) If bA 2 T
p
and bB 2 B(H) then bA bB 2 T
p
and bB bA 2 T
p
.
(3) If bA 2 T
p
then bAy 2 T
p
.
Each T
p
is also a Banach space when endowed with the norm k bAk
p
 (Tr j
b
Aj
p
)
1=p
for 1  p <1 and with the usual operator norm for p =1. In addition, each T
p
contains
the finite-rank operators as a norm-dense subset.
The trace is defined for bA 2 T
1
by choosing a complete orthonormal basis 
n
and by
defining
Tr
b
A =
X
n
h
n
j
b
A
n
i:
The definition is independent of the choice of basis and it coincides with the sum of eigen-
values of bA. The trace is a continuous (in the k  k
1
norm) linear functional on T
1
and it
satisfies the conditions
(1) Tr ( bAy) = (Tr bA), for all bA 2 T
1
.
(2) For all bA 2 T
1
and bB 2 B(H),
Tr (
b
A
b
B) = Tr (
b
B
b
A):
If 1  p; q  1, 1 = 1
p
+
1
q
,
b
A 2 T
p
and bB 2 T
q
, then bA bB is trace-class and the Hölder
inequality is satisfied:
jTr (
b
A
b
B)j  k
b
Ak
p
k
b
Bk
q
:
When 1 < p < 1, the Banach space dual of T
p
is T
q
for the dual value q such
that 1 = 1
p
+
1
q
and the dual mapping corresponding to an element bA 2 T
q
is given by
b
T 7! Tr (
b
A
b
T ). The space T
p
with 1 < p <1 is thus reflexive. For other values of p, the
spaces T
p
are not reflexive but, instead, T 
1
= T
1
and T 
1
= B(H). The identifications are
also in these cases made by using the trace functional.
Hilbert-Schmidt operators
Hilbert-Schmidt operators are another name for the trace ideal T
2
. They deserve a separate
inspection for two reasons: first, T
2
is not only a Banach space, but it is also a Hilbert
space, and, secondly, the operators in T
2
can be identified with certain often encountered
integral operators.
Let us first discuss the general properties of T
2
. By the previous definition, an operator
b
A 2 B(H) belongs to T
2
if and only if Tr ( bAy bA) <1. The mapping
(
b
A;
b
B) 7! h
b
Aj
b
Bi
2
= Tr (
b
A
y
b
B)
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defines a scalar product on T
2
and makes it a Hilbert space. Clearly, the norm given by this
scalar product is the same as the norm kk
2
defined in the previous section. The trace-class
and Hilbert-Schmidt operators are related by the following result: bA 2 T
1
if and only if
there are operators bB, bC 2 T
2
such that bA = bB bC.
Assume then  is a positive measure on a measure space X . Let K : X X ! C be
a measurable function with respect to the (completion of the) product measure d  d.
Let M be a subspace of L2() such that for all f 2M and for almost every x the function
y 7! K(x; y)f(y) belongs to L1(). If also the function bTf defined (almost everywhere)
by
(
b
Tf)(x) =
Z
d(y)K(x; y)f(y) (A.14)
belongs to L2(), then the mapping f 7! bTf is called an integral operator with the
integral kernelK. Note that changing the integral kernelK in a set of measure zero leaves
the integral operator bT intact.
Let us then also assume that  is such that L2() is separable—this is true for all
Lebesgue measures, for instance. If K 2 L2(d  d), then Hölder’s inequality shows
that equation A.14 defines an integral operator bT 2 B(L2()). The following important
relation holds between such integral operators and Hilbert-Schmidt operators: an operator
b
T 2 B(L
2
()) is Hilbert-Schmidt if and only if it is an integral operator with an integral
kernel K 2 L2(d  d). It is also true that if bT and bT 0 are Hilbert-Schmidt operators
with integral kernels K and K 0 then
Tr (
b
T
b
T
0
) =
Z
d(x)d(y)K(x; y)K
0
(y; x):
This shows also that for Hilbert-Schmidt operators the trace is cyclic, Tr ( bT bT 0) = Tr (bT 0 bT ).
A.2.6 The free Hamiltonian on a line segment
This subsection contains the details of the argument which proves the classification given
in section 2.2.1 of the self-adjoint extensions of the operator bH
c
=  
1
2
r
2 defined on
C
1
0
([ L;L]). The notation is the same as was used in 2.2.1.
We begin by noticing that the closure bH
2
of bH
c
and its adjoint bH
1
=
b
H
y
2
are defined
by equation (2.13) with the domains
D(
b
H
1
) =
n
 2 C
(1)
([ L;L])



 
0 is AC and  00 2 L2([ L;L])
o
;
D(
b
H
2
) =
n
 2 D(
b
H
1
)



 (L) = 0 =  ( L) and  0(L) = 0 =  0( L)
o
:
The proof is very similar to the corresponding proofs for the momentum operator which
were mentioned in 2.2.1. This knowledge simplifies the task of finding the self-adjoint
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extensions considerably since now for any bH , which is a closed symmetric extension of
b
H
c
,
b
H
2

b
H 
b
H
y

b
H
1
: (A.15)
Then final “inclusion” is valid since whenever bS and bT are two densely defined operators
such that bT extends bS, bS  bT , then their adjoints satisfy the opposite inclusion, bT y  bSy.
Equation (A.15) is useful, since if  2 D( bH
1
) then  and  0 are absolutely continuous
and we can safely perform partial integration for them and thus for all ,  2 D( bH
1
)
hj 
00
i = h
00
j i
+ 

(L) 
0
(L)  (
0
)

(L) (L)  

( L) 
0
( L) + (
0
)

( L) ( L): (A.16)
By (A.15), this means that bT is a symmetric extension of bH
c
if and only if bH
2

b
T 
b
H
1
and for all ,  2 D(bT ),


(L) 
0
(L)  (
0
)

(L) (L)  

( L) 
0
( L) + (
0
)

( L) ( L) = 0: (A.17)
Resorting to Cayley transforms one could easily prove that the domain of a self-adjoint
extension bT of bH
2
is always of the form
D(
b
T ) =
n
 2 D(
b
H
1
)



there is c 2 C 2 such that
( (L);  
0
(L)) = A
+
c and ( ( L);  0( L)) = A
 
c
o
; (A.18)
whereA

are complex 22-matrices. The Cayley transform would also yield parametriza-
tions for the matricesA

, but these parametrizations are quite obscure and better ones can
be obtained by applying (A.16).
By (A.17), bT is now symmetric if and only if
A
y
+
SA
+
= A
y
 
SA
 
; (A.19)
where S is the matrix
S =

0 1
 1 0

:
If detA
+
= 0, there is a parameter  such that for any  2 D(bT )
 
0
(L) =  (L) (A.20)
provided we understand that  can also be infinite corresponding to the condition  (L) =
0. If A
+
6= 0, then (A.20) can clearly replace the boundary condition at +L in (A.18),
otherwise this boundary condition becomes  (L) = 0 =  0(L). Since (A.19) implies that
j detA
 
j = j detA
+
j, the same simplification of the boundary condition can now be done
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at the other end  L as well. Using the new boundary condition in (A.17) then shows that
b
T is symmetric if and only if the parameter  is real at both end points.
When detA
+
6= 0, we can define a new matrix M = A
 
(A
+
)
 1 and replace the
boundary conditions in (A.18) by the simpler condition
( (L);  
0
(L)) =M( ( L);  
0
( L)):
By using this in (A.17) it is easy to verify that bT is symmetric if and only if M can be
decomposed as M = ei'N , where ' is a real phase and N is a real matrix such that
detN = 1.
Now choosing those boundary conditions which yield not only symmetric, but also
self-adjoint operators, can be done by solving equation (A.17) for  2 D( bH
1
) when it
is assumed to hold for all  2 D( bT ). If there is a solution  62 D( bT ), then bT is not
self-adjoint, otherwise it must be. This analysis proves that all of the above symmetric
operators are self-adjoint, with the exception of the case which is obtained when either
A
+
or A
 
vanishes. Thus we have arrived at the classification mentioned in section 2.2.1.
A.2.7 Two theorems on density operators
Theorem A.2.1 Let H be a separable Hilbert space and assume that  is a Borel prob-
ability measure on the space of its unit vectors. Then there is a b 2 T
1
such that b is
positive, Tr b = 1, and for any bA 2 B(H),
h
b
Ai


Z
d[ ]h j
b
A i = Tr (
b
Ab):
Proof: Let bA 2 B(H) and denote the unit ball of H by B. The function  7! h j bA i is
continuous on H and thus also on B which means that it is Borel measurable on B. Since
jh j
b
A ij  k
b
Ak for any  2 B, the expectation value
h
b
Ai


Z
d[ ]h j
b
A i
is well-defined and satisfies jh bAi

j  k
b
Ak <1.
Define then the function f : HH ! C by the formula
f('; ) =
Z
d[ ] h jih'j i: (A.21)
f(; ') is clearly well-defined, sesquilinear and it satisfies
jf('; )j  kk k'k:
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Thus (by theorem 12.8. in [19]) there is an operator b 2 B(H) for which
f('; ) = h'jbi:
It follows also immediately from the defining equation (A.21) that b  0.
Let (
n
) be a complete orthonormal basis of H. Then
h j
b
A i =
X
n
h j
n
ih
n
j
b
A i;
where the sum is absolutely convergent with a bound independent of  :
X
n
jh j
n
ih
n
j
b
A ij  k k k
b
A k  k
b
Ak
by Hölder’s inequality. Since the basis is denumerable, we can apply Fubini’s theorem and
conclude that
h
b
Ai

=
X
n
Z
d[ ]h j
n
ih
n
j
b
A i
where the sum over n is absolutely convergent. Since
Z
d[ ]h j
n
ih
n
j
b
A i = h
b
A
y

n
jb
n
i = h
n
j
b
Ab
n
i;
we have now proved that for any orthonormal basis (
n
)
h
b
Ai

=
X
n
h
n
j
b
Ab
n
i
with an absolutely convergent sum. This implies that bAb is trace class and
h
b
Ai

= Tr (
b
Ab):
Application of the above result to bA = b1 then shows that b is trace class with Tr b = 1
and thus completes the proof. 
Theorem A.2.2 LetH be a Hilbert space and assume b is a positive operator with Tr b =
1. Let bH be a generator of unitary time-evolution such that the expectation values of
bounded observables are time-independent: for all t 2 R and bA 2 B(H),
Tr

b
b
U(t)
y
b
A
b
U(t)

= Tr

b
b
A

:
Then b can be expanded in terms of eigenvectors of bH , i.e. there are a sequence of
positive numbers (p
n
) and an orthonormal sequence ( 
n
) of eigenvectors of bH such that
b =
X
n
p
n
j 
n
ih 
n
j: (A.22)
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Proof: Assume, to get a contradiction, that we can find a t 2 R such that b does not
commute with bU = bU(t),
b
U b  b
b
U =
b
T 6=
b
0:
By assumption, then for any bounded operator bA,
0 = Tr

b
b
U
y
b
A
b
U

  Tr

b
b
A

= Tr

b
U
y
b
A
h
b
U b  b
b
U
i
= Tr

b
U
y
b
A
b
T

where we have used the cyclicity of the trace and unitarity of bU . However, if bT = bV jbT j is
the polar decomposition of the bounded operator bT , then bA = bU bV y is a bounded operator
for which
Tr

b
U
y
b
A
b
T

= Tr j
b
T j > 0:
This is a contradiction and we have proved that b commutes with every bU(t).
Thus there is a resolution of identity which “diagonalizes” b and bH simultaneously. Let
p > 0 be an eigenvalue of b and let H
p
denote the corresponding eigenspace. Since b is a
trace-class operator, H
p
is finite-dimensional. By the diagonalization property, H
p
is also
a finite-dimensional invariant subspace of bH and, therefore, it is spanned by eigenvectors
of bH . Applying this result to the spectral decomposition of b proves that a sequence of
energy eigenvectors can be chosen so that (A.22) is valid. 
A.3 Distribution theory
A distribution is a continuous, linear functional on some test function space. For an open
subset 
 of Rn , two possible choices for the test function spaces are C1
0
(
) and C1(
).
When 
 = Rn , a third choice is also available, the Schwarz or rapidly decreasing func-
tions:
S
n
= ff 2 C
1
(R
n
) j s
N
(f) <1, for all N  0g ;
where s
N
is the semi-norm,
s
N
(f) = sup

(1 + jxj
2
)
N
jD

f(x)j


x 2 R
n
; jj  N
	
: (A.23)
The topologies of the test function spaces are a bit complicated to define, but the fol-
lowing conditions for the convergence of a sequence of test functions and for the continuity
of a linear functional are usually sufficient. Let p
K;N
denote the seminorm
p
K;N
(f) = sup fjD

f(x)j jx 2 K; jj  Ng (A.24)
where it is assumed that K is compact and N is a non-negative integer. Let (f
k
) be a
sequence of test functions, let f be a test function and let  be a linear functional on the
test function space. Then, if the test function space is
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S
n
, f
k
converges to f if and only if xDf
k
(x)! x

D

f(x) uniformly on Rn for any
choice of multi-indices  and .  is continuous if and only if there are a compact
K and non-negativeM , N <1 such that j(g)j Ms
N
(g) for all g 2 S
n
.
C
1
0
(
), f
k
converges to f if and only if there is a compact K  
 which contains
the supports of all f
k
and Df
k
! D

f uniformly for any multi-index .  is
continuous if and only if for any compactK  
 there are non-negativeM ,N <1
such that j(g)j Mp
K;N
(g) for all g 2 C1
0
(
) with support in K.
C
1
(
), f
k
converges to f if and only if Df
k
! D

f uniformly on any compact
subset of 
 and for any multi-index .  is continuous if and only if there are a
compact K  
 and non-negative M , N < 1 such that j(g)j  Mp
K;N
(g) for
all g 2 C1(
).
The distribution spaces are thus the duals of the corresponding test function spaces with
their usual weak-topology: a sequence (
k
) of distributions converges to a distribution
 if and only if 
k
(f) ! (f) for all test functions f . The following inclusions are
obviously valid for the test function spaces:
C
1
0
(
)  C
1
(
) and C1
0
(R
n
)  S
n
 C
1
(R
n
):
The corresponding inclusion mappings are, in fact, continuous and thus they induce the
following inclusions for the distribution spaces:
C
1
(
)

 C
1
0
(
)
 and C1(Rn )  S
n
 C
1
0
(R
n
)

:
The largest of these spaces, C1
0
(
)

, is called the space of distributions on 
 and it is
often denoted by D0(
).
A distribution is said to vanish on an open !  
 if (f) = 0 for every f 2 C1
0
(!).
There is always a unique maximal open set W on which  vanishes and its complement,

nW , is called the support of . Every distributions in C1(
) has a compact support
and, conversely, every distribution in D0(
) with a compact support extends uniquely to
a distribution in C1(
). For this reason, C1(
) is called the space of compactly
supported distributions on 
 and also denoted by D 0
0
(
).
The distributions in S
n
are called Schwarz or tempered distributions and the space has
an alternative notation S 0
n
. Tempered distribution are very useful since Fourier transfor-
mations can be easily applied to them as will be explained in section A.4.
Differentiation of distributions is defined by the formula D(f) = ( 1)jj(Df)
which derives its origin from partial integration. Every distribution is locally a derivative
of a continuous function: if  2 D0(
) and K is a compact subset of 
, then there is a
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function F 2 C(K) and a multi-index  such that for all f 2 C1(
) with a support in
K,
(f) = ( 1)
jj
Z


dxF (x)D

f(x):
Thus we can write j
K
= D

F . The global behavior of distributions is slightly more
complicated, but even then the following result is valid: for every multi-index  there is
a function F

2 C(
) such that  =
P

D

F

and any compact subset of 
 intersects
only finitely many of the supports of F

. Thus for any f 2 C1
0
(
)
(f) =
X

( 1)
jj
Z


dxF

(x)D

f(x);
and only finitely many of the terms in the sum are non-zero. This justifies the notation
(f) =
R
dx(x)f(x) which is often used for distributions—note, however, that the
kernel (x) of  is not pointwise uniquely defined.
A.4 Fourier transforms
On the most basic level, Fourier transform is the following integral transformation of
functions f 2 L1(Rn ): for every p 2 Rn define F (p) by
F (p) =
Z
d
n
x e
 ipx
f(x): (A.25)
Then F 2 C(Rn) and F vanishes at infinity: for any " > 0 there is M  0 such that
sup
jxj>M
fjF (x)jg < ". If the vanishing of F is fast enough, so that F 2 L1(Rn ), then
the Fourier-transform can be inverted by the formula
f(x) =
Z
d
n
p
(2)
n
e
ipx
F (p) (A.26)
which holds for almost every x 2 Rn . The choice of the signs in the exponentials and the
distribution of factors of 2 in (A.25) and (A.26) are not universal. The above definitions
were used in the publications and in the text.
Every rapidly decreasing function belongs to L1 and thus (A.25) can be used to define
the Fourier transform on S
n
. It proves out that the Fourier transform is a linear homeo-
morphism from S
n
to S
n
. In addition, the inverse mapping is defined by (A.26) which
then holds at every point x 2 Rn .
S
n
is dense in L2(Rn) and the above Fourier transform extends to a unique unitary
mapping, denoted here by F , between L2(dnx) and L2( d
n
p
(2)
n
). For L2-functions which
are not L1-functions, the Fourier transform is not given by the integral (A.25). However, it
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can be approximated by such integrals: for each  2 L2 there is a monotonically increas-
ing sequence (R
k
) such that R
k
!1 and
(F )(p) = lim
k!1
Z
jxjR
k
d
n
x e
 ipx
 (x) (A.27)
for almost every p. In addition, if (R
k
) is a sequence approaching infinity for which the
right hand side of (A.27) converges almost everywhere, then the limit function is equal to
F .
Fourier transform of an operator bT with a domain D( bT )  L2(Rn ) is defined by a
similarity transformation given by the unitary operator F . In other words, the Fourier
transform of bT is the operator F bTF 1 which has the domain F(D( bT )) and the range
F(R(
b
T )).
Finally, Fourier transform can also be extended to tempered distributions. Let  2 S 0
n
and let us define for every  2 S
n
,
^
 = 
^
 ;
where ^ is the Fourier transform of  . Then ^ 2 S 0
n
and it is called the Fourier transform
of . In addition, the mapping  7! ^ is a linear homeomorphism of S 0
n
. This definition
guarantees that if  is a tempered distribution given by a function f in L1 or in L2, i.e.
 =
Z
d
n
x f(x)(x); for every  2 S
n
;
then ^ agrees with the tempered distribution given by the function ^f which is the Fourier
transform of f as defined previously.
Fourier transform is a very useful tool in mathematics and in physics, for the following
two important properties: it takes derivatives into multiplications by polynomials, convo-
lutions into pointwise multiplications, and vice versa. More precisely, ifP is a polynomial,
P (x) =
P
jjN
c

x

, then for any  2 S 0
n
,
(P ( iD))^ = P
^
 and (P)^ = P (iD)^; (A.28)
where P (iD) denotes the differential operator
P
jjN
c

(i)
jj
D
 and P is the dis-
tribution  7! (P). (A.28) also holds pointwise when  2 S
n
. Convolutions will be
discussed in the following section.
A.4.1 Convolution
Assume f , g 2 L1(Rn). Then the integral in
h(x) =
Z
d
n
y f(x  y)g(y)
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is well-defined for almost all x. The function h defined by this integral at every point
where it converges is called the convolution of f and g and it is denoted by f  g. By a
change of variables, we can see that g  f = f  g. If f , g 2 S
n
then f  g is well-defined
everywhere and f  g 2 S
n
; the same results hold also if S
n
is replaced by D.
Convolutions are useful since they can be used to get smooth approximations of objects
which might not even be pointwise well-defined. Let  be a distribution on Rn and let f by
any corresponding test function; for example,  has a compact support and f is a smooth
function, or  2 S 0
n
and f 2 S
n
. The convolution   f is a function defined for every
x 2 R
n by
(  f)(x) = (
x
f);
where 
x
f is the test function satisfying
(
x
f)(y) = f(x  y):
The convolution has the following properties:
(1)   f 2 C1(Rn ) and for any multi-index ,
D

(  f) = (D

)  f =   (D

f):
(2) (  f)  g =   (f  g), for any g 2 D.
Let h be a positive test function with a compact support and a unit mass, i.e. assume
h 2 D, h  0 and
R
h = 1. Then, for any " > 0, the function
h
"
(x) =
1
"
n
h(x="):
is called an approximate identity. The name stems from the following result: if ("
k
) is a
strictly positive sequence approaching zero, then for any distribution  and for any test
function f ,
(1) lim
k!1
f  h
"
k
= f in the corresponding test function space topology.
(2) lim
k!1
  h
"
k
=  in the weak-topology of the distribution space.
Note that the first limit implies also pointwise convergence and the second one the conver-
gence of the integrals
lim
k!1
Z
d
n
x (  h
"
k
)(x)g(x) = (g);
for any test function g. Thus the sequence   h
"
k
yields a smooth approximation for the
(possibly not pointwise well-defined) kernel of .
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More general approximate identities can be used for tempered distributions. Namely,
if h 2 S
n
with h  0 and
R
h = 1 is used to define a family of approximate identities h
"
,
then the limits (1) and (2) are still valid for every tempered distribution  and for every
rapidly decreasing function f . In other words, tempered distributions can be regularized,
not only by functions with a compact support, but also by rapidly decreasing functions
such as Gaussian distributions.
Convolutions of Schwartz distributions and functions transform particularly nicely un-
der Fourier transformations. Let  2 S 0
n
and  ,  2 S
n
and let^denote Fourier transform
as defined in the previous section. Then
(1) (f  g)^ = ^fg^ for any f , g 2 L1(Rn ).
(2) for all p 2 Rn :
(  )^ (p) =
^
 (p)
^
(p) and ( ^  ^)(p) = (2)n( )^ (p):
(3)    has at most polynomial growth and thus defines a tempered distribution. For
this distribution,
(   )^ =
^
 
^
;
^
 
^
 = (2)
n
( )^ and (   )   =   (  ):
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