Biogeochemical processes in subsurface flow constructed wetlands are influenced by flow direction, degree of saturation and influent loading position. This study presents a simulation tool, which aims to predict the performance of the unit and improve the design. The model was developed using the HYDRUS program, calibrated and verified on previously measured bromide (Br Calibrated model parameters (longitudinal dispersivity, immobile liquid phase, mass transfer coefficient) showed a common trend for all the designs, for increasing flow rates within the investigated range. The VF-down performed best, i.e. had the highest hydraulic retention time.
INTRODUCTION
Constructed wetlands (CWs) are cost-effective and technically feasible technologies for runoff, as operation and maintenance expenses are low, and they require only periodic on-site work, tolerate fluctuations in flow and provide numerous benefits in addition to water quality improvement (Kadlec & Wallace ) . The large number of physical, chemical, and biological processes operating simultaneously and influencing each other makes the CW system difficult to understand (Langergraber ) .
A well-designed CW is able to cope with variable hydraulic loading rates (HLR) and must guarantee a high hydraulic retention time (HRT), which is estimated based on the mean surface area of the system, the flow depth and the porosity of the substrate (Kadlec & Knight ) . Sakadevan & Bavor () showed that low HLR and high HRT positively enhance nutrient removal such as phosphorus and nitrogen. Classification of CWs is based on hydrology, and specifically on water and flow direction, degree of saturation and position of influent loading (Fonder & Headley ) . In subsurface flow CWs (SSFCWs) the water level is kept below the surface of a reactive filter bed, which constitutes a substrate for facultative microbes and plant roots (Kadlec & Wallace ; Palfy & Langergraber ) . The flow direction is identified by the inlet and outlet position, being either horizontally or vertically opposed. Horizontal and vertical down flow designs are the most common to date for SSF-CWs. Vertical up flow is increasingly used in alternation with the vertical down flow (Fonder & Headley ) .
The earlier work of King et al. () , Grismer et al. () , and Muñoz et al. () investigated the hydrodynamics of CWs using tracer experiments. Symmetric Gaussian breakthrough curves (BTCs) are generally obtained for an ideal and homogeneous porous medium (Kadlec & Wallace ) . However, a more complex hydrodynamic flow field is observed in practice, identified by early and asymmetric BTCs and multiple peaks. Preferential flow paths in the subsurface and variations in convective velocities, for instance, can lead to incomplete mixing and considerable variability in the HRT (Brovelli et al. ) Although good experience has been gained from the construction and operation of such systems in the last few decades, their design is still mostly empirically based and deficiencies are noted (Langergraber & Šimunek ) . It is therefore crucial to use a simulation tool for analysing, evaluating and improving the knowledge of various mutually dependent interactions (Langergraber ) . Physical non-equilibrium solute transport in filter materials is caused by physical factors and is traditionally described by physical models (van Genuchten & Wierenga ). A relatively large number of non-equilibrium models have been developed in the last two decades (Pruess & Wang ; Gerke & van Genuchten ; Jarvis ; Šimunek et al. ). Different numerical approaches were developed for simulating non-equilibrium water flow and solute transport (Pruess ; Jarvis ; van Dam et al. ). A hierarchical and unique set of physical non-equilibrium approaches are available in the HYDRUS software package (Šimunek & van Genuchten ) . According to Rousseau et al. () , most of the investigations have mainly focused on input-output data rather than on internal processes' data. There is therefore an over-simplification of complex systems, in which factors such as bed material and bed design are neglected and lead to large uncertainties in the design. Meyer et al. () describe the criteria for choosing the appropriate modelling approach for CWs based on the level of knowledge of the investigated process, the complexity associated with the model and its spatial resolution, and the resources necessary for using the reviewed models. In their comparative review, three main model groups are identified: biokinetic models, processdedicated models and design-support models. The analysis carried out by Meyer et al. () show that Rousseau () and Langergraber et al. () developed the most advanced biokinetic models using saturated water flow and based on the IWA Activated Sludge Models (ASMs) (Henze et al. ) .
The present work aims to provide a set of models able to predict the hydrodynamics in three full-scale SSF-CWs, based on a woodchip filter matrix. Three different hydraulic designs -Horizontal (HF), Vertical upward (VF-up) and Vertical downward (VF-down) -and two flow rates are investigated. The calibration of the model is based on input-output measured data from previous bromide (Br À ) tracer experiments, and the validation consists of comparing measured and simulated data for specific internal points. Each simulation is carried out using the HYDRUS software.
THEORY
The medium pore space is characterised by a dual-porosity system, with a uniform water content and flow in the mobile domain and no flow in the immobile domain (Pugliese et al. ) . ), regions as:
MATERIALS AND METHODS

Experimental setup
The BTC data used in this study were previously collected by Bruun et al. (b) in full-scale SSF-CWs, inserted into a tile drainage system covering an agricultural catchment of 85 ha. Three different hydraulic designs were investigated (HF, VF-up, VF-down), each supplied with an individual drainage well connected in turn to the same drainage inlet pond. Infiltration/exfiltration of solutes to/from the SSF-CWs was prevented by using an impermeable membrane (Junifold PE HD GEO MEMBRANE 1.0 mm; Millag, Denmark). More detailed information about the SSF-CWs and the field site can be found in Hoffmann & Kjaergaard () and Bruun et al. (b) . The water enters each basin through a distribution layer consisting of coarse seashells in the size range of 8-32 mm (Danshells A/S, Denmark) aiming to facilitate homogeneous infiltration across the cross sectional inlet area. A distribution layer is also located at the outlet. A mixture (3:1) of willow woodchips in the size range of 4-32 mm (Nyvraa, Denmark) and crushed seashells ranging from 2 to 4 mm (Danshells A/S, Denmark) constitute the filter matrix, which is placed between the inlet and outlet area. Outlet wells are equipped with ISCO samplers (Lincoln, NE, USA) for continuous automatic hourly collection of water samples and with electromagnetic flow-meters (WATERFLUX 3070, Krohne, Germany) for continuous measurement of flow rate. Piezometer standpipes were positioned in the HF configuration at a depth of circa 0.6 m from the basin filter surface and at 2.5, 5 and 7.5 m from the inflow. The VF-up and VF-down are equipped with piezometer standpipes placed in the centre of the filter matrix, providing samples along a vertical section, at 0.25-0.35, 0.50 and 0.75-0.85 mm depth from the basin filter surface.
The 
Model setup
For the numerical simulations of Br À transport, an isosceles trapezoidal cross section domain (10 and 8 m for the bases and 1.2 m for the height) was considered in the HYDRUS environment. The domain discretisation was carried out by unstructured finite triangular mesh generation, using the mesh generator MeshGen2D. From the iteration criteria dialog window, a distribution versus depth that is in hydrostatic equilibrium with the pressure head of the lowest point was assumed for all simulations. The bottom pressure head value was assigned according to the variable water level measured by Bruun et al. (b) during the tracer experiments. The HF design resulted in a two-dimensional finite element mesh consisting of 799 nodes and 1,478 finite elements. Constant flux was assigned at the central node along the left-vertical boundary, while constant head was chosen for the central node located on the opposite side (right-vertical boundary). A number of 576 and 734 nodes, 1,041 and 1,338 finite elements resulted for the VF-up, VF-down designs, respectively. The boundary conditions (constant flux and constant head) were in this case assigned to the central nodes at the top and at the bottom according to the vertical flow direction. Other boundaries were set to no flux.
Overall, six parameters (three for the distribution layer and three for the filter matrix) were fitted for the simulations of Br À transport with the van Genuchten-Mualem model
Transversal dispersivity was assumed to be 10 times smaller than D L , due to the dominant velocity field in the direction of the flow (Delgado ). During the first run, ω im was set to 0 and only D L and θ im for both layers were estimated (four parameters in total). This approach was adopted to limit the number of parameters and reduce the initial uncertainty of the prediction. In the second run, initial values of D L and θ im were set to estimated values from the first run. Subsequently, all three parameters for both layers were fitted (six parameters in total). Among the solute transport parameters, f m was set to 1 as only physical nonequilibrium was assumed. Values of ρ were previously determined during laboratory measurements on the same filter material (Bruun et al. a) , and were assigned in HYDRUS through a dialog menu. The inverse estimation of the fitted parameters was carried out with the method of weighting by standard deviation. The objective function was defined using the outflow Br À concentration (Type 4) and minimized with the Levember-Marquard nonlinear minimization method (Marquardt ). Model validation was subsequently carried out by comparing the measured BTCs at the piezometer positions and the model simulations for the corresponding observation nodes. Results show that the equilibrium model failed to reproduce Br À transport in the investigated system. A lower peak and an inaccurate tailing due to non-homogeneous flow in the filter bed were reproduced, at both L and H flow. A similar behaviour was exhibited from the other combinations of hydraulic designs and flows when using the equilibrium transport model. According to Bruun et al. (b) , the BTCs are generally characterised by asymmetric left-skewed behaviour, early peak arrival and pronounced tailing, which indicates the presence of non-equilibrium transport. Measured and fitted effluent data for all the three investigated designs are shown in Figure 2 , at L (Figure 2(a) ) and H (Figure 2(b) ) flow.
RESULTS AND DISCUSSION
Values of previously measured effluent Br
A lower peak and a more pronounced tailing are generally identified at increasing flow rate (Bruun et al. b) . Canga et al. () observed that filter materials characterised by a larger specific surface area and intragranular porosity show progressive non-equilibrium transport as flow rate increases. The irregular BTC behaviour for the VF-down at H flow (Figure 2(b) ) resulted from non-steady experimental conditions caused by ponding surface water. The simulations for effluent Br À concentrations were obtained using the non-equilibrium model (Equations (1)- (3)), for each combination of design and flow rate.
Best fitting values of D L (L), θ im , ω im for both the distribution layer and the filter matrix were determined by minimising in HYDRUS the objective function. Results are shown in Figure 2 by a continuous line. Each data set is generally well described by the corresponding non-equilibrium model simulation, and this was confirmed by values of the coefficient of determination close to unity (r 2 ) and the low values of the root mean square error (RMSE), which are given in Table 1 .
Values of D L increased with increasing flow, for both the distribution layer and the matrix. This means that for increasing flow, the contribution of mechanical dispersion becomes dominant over that of molecular diffusion (Delgado ). The most pronounced D L variations are observed for the VF-down, with increases of 817% and 400% in the distribution layer and filter matrix, respectively. Nonetheless, the VF-down configuration generates the lowest values of D L in the filter matrix, which affects the solute transport in the entire system. This suggests a lower impact of mechanical dispersion and most likely a higher impact of molecular diffusion among the transport mechanisms.
Fitted values of θ im are shown in Table 1 and followed a different trend for the distribution layer and the filter matrix. Values of θ im slightly decreased with increasing flow rate for the distribution layer, except for the VF-down design. Highest values were obtained for the VF-up configuration, due to the positioning of the outflow pipe during the tracer experiments. The location of the pipe immediately above the upper edge of the filter matrix prevented the use of the distribution layer in the outlet zone and generated a larger immobile domain. An opposite trend was identified for the filter matrix, where θ im slightly increased with increasing flow rate. The HF configuration was characterised by the largest variation in terms of θ im , and this was probably due to the smaller cross sectional area of this system. Flow variations are in fact better attenuated across a larger sectional area such as in VF-down and VFup designs, if more spreading is guaranteed.
The flow field also affected ω im , as increasing values were observed for increasing flow in all designs and in both the distribution layer and the filter matrix. This is in accordance with previous findings by van Genuchten Figure 3 (a) shows a better match between simulated results and measured data in proximity to the outflow. The model accuracy decreases with increasing distance from the outflow point, showing more pronounced effects of lower and earlier peak arrival. The simulations show that the model has limited ability to predict the initial stages of the solute transport, and this is likely due to initial spreading of the solute into the basin and the presence of local inhomogeneity in the system. Evaluation of the prediction accuracy is based on the coefficient of determination (r 2 ) and on the RMSE.
The H flow in the VF-down configuration was characterised by non-steady experimental conditions. Therefore, the model was calibrated on the measured data from the piezometer located 75 cm from the basin filter surface, as it represented the closest point to the effluent. The model validation was performed on the remaining two internal points and results are given in Figure 3(b) . Also in this case, model accuracy decreased with increasing distance from the outflow point, showing earlier peak arrivals. Contrarily to the L flow behaviour, a higher peak was generated from the simulation results when increasing the distance from the fitted BTC. A simulation of the BTC for the effluent is also shown. Decreasing model accuracy with increasing distance from the outflow point was also identified in the other designs, at both L and H flow. This discrepancy between measured and fitted data may suggest limitations of the model in connection with the local flow field.
The response of the different designs in terms of HRT is shown in Figure 4 , at L (Figure 4(a) ) and H (Figure 4(b) ) flow.
The simulations were obtained using the optimised values from Table 1 and a continuous tracer injection. Earlier arrival and more pronounced tailing resulted from the VF-up design, independently of the flow rate.
The HRT of the 50% of the cumulative BTC at the L flow for HF, VF-up and VF-down, was 0.34, 0.26 and 0.38 days, respectively. The HRT of the 50% of the cumulative BTC at the H flow for HF, VF-up and VF-down, was 1.07, 0.87 and 1.15 days, respectively. For a given flow, a higher HRT increases the contact time and thus improves the efficiency of the system. According to the model results and based on the HRT of the 50% of the cumulative BTC, the VF-down design performed best since it retarded the tracer release over time and therefore increased the contact time.
A limitation of the model presented in this work might be its inability to predict the performance of the investigated SSF-CW when using different filter materials and/or particle size distributions. Moreover, a larger range of flow rates must be investigated because filter materials characterised by a larger specific surface area and intragranular porosity show progressive non-equilibrium transport with increasing flow rate (Canga et al. ) . Thus, additional combined tracer experiments and modeling analysis are required to verify the validity of the findings.
CONCLUSIONS
A model for simulating non-equilibrium solute transport in three differently designed SSF-CWs is proposed. The model simulates conservative transport of bromide (Br À )
at two different flow rates (low and high). Outflow BTCs were used for calibration by estimating longitudinal dispersivity (D L ), immobile liquid phase (θ im ), mass transfer coefficient (ω im ) in both the distribution layer and the filter matrix. Model validation was carried out on a set of three internal BTCs, for each design and flow rate.
The results show higher D L values at higher flow rates and for the Horizontal (HF) configuration for both the distribution layer and the filter matrix. A higher degree of mixing affected the mobile domain at high (H) flow and increased ω im values in all the investigated configurations. In contrast, θ im and flow rate were inversely correlated, except for the Vertical downward (VF-down) configuration. Overall, the highest HRT was obtained for the VF-down design, which performed the best by retarding tracer release.
