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1. INTRODUCTION 
In this paper we consider the differential system 
y’ = A(l) y+g(t, Y), (1) 
where A(t) is a continuous matrix for all ton [a, CO], g is a continuous 
function on [a, co) xR” which takes values inKY. 
Let 
z’ =A(t) z (2) 
be the homogeneous a sociated system. 
We study the boundedness and stability of the solutions f Eq. (l), 
assuming that he properties for the solutions f (2) are known. 
Bellman [l, pp. 43,441, shows that if all the solutions f (2) are 
bounded, then the same is true for all the solutions f 
Y’ = (A(t) + B(t)) Y 
whenever 
(a) ja” IB(s)1 ds< ~0 and 
(b) l&,+,{itr(A)ds>-co. 
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Bihari [4] was the first author to consider purely nonlinear g perturba- 
tions. A big part of his results is extended and improved inthis paper. In
fact, weprove that if all the solutions f (2) are uniformly stable, then the 
solutions f (1) are as well (see Theorems 2 and 4). In regard tothe boun- 
dedness of the solution of (1) we obtain similar results for periodic and 
nonperiodic matrix A(t). 
Some important results related toconditions forthe boundedness and
stability of he solutions f (1) can be found in Bellman [ 11, Perron [3], 
Bihari [4], and Brauer and Strauss [S], as well as Pinto [6] and Dannan 
and Elaydi [7]. 
In general, the function g =g( t, y) is continuous on [a, co) xKY, in 
which a is fixed, satisfying 
I g(4.Y)l d f 4(t) w,(l YI), meN, (3) 
,=I 
where ii = n,(t) (1 d i < m) are suitable continuous functions  [a, co) 
and functions wi verify the following conditions: 
(H ) wi is continuous and nondecreasing on [0, cc ) for 1~ i 6 m, 
positive on (0, co), and w,, i/wi nondecreasing on (0, co). 
Proofs of our results are based on a theorem which gives a punctual 
estimation, independent of u for a function u =u(r), which satisfies th  
inequality 
u(t) 6 c + i i’ L;(s) wJu(s)) ds; das; tE[a,h],c>O 
r=l 0 
constant and the functions u and %,, 1< i 6 m, are continuous andnon- 
negative on [a, b]. 
Let us define: 
(I, ) The functions 
u>O, u,>O, 1 <k<m 
and W; ’ as its inverse function. 
(Iz) The functions cpO(u) = uand 
(Pk=$k’IC/k&1’ . ..‘Ic/., l<k<m, (4) 
where 
‘bkc”) = w, ‘[ wk(u) + ak(a, b,)l 
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ak(u, b,) : = ?‘“I %k(~) ds (b, <b). 
u 
Now, for any k = 1, 2, . . m the functions $k,hence qk, depend on u, a, 
and b,. 
The main properties of the functions (P,+ are found in [2, Remark 41. 
So, we have the following main theorem: 
THEOREM 0 (Pinto [2]). Suppose w,, 1~ idm, satisfy (H); U, ii 
(1 d id m) are continuous and nonnegative on [a, b], and c > 0. 
rf 
u(t) d C + 5 I’ ii(S) W,(U(S)) ds, t E [a, bl, 
j=, 0 
then for any t E [a, b, ] we have 
u(t) < w,’ ~,n(cp,- l(c)) + j’ An(s) ds 9 
u 1 
where b, E [a, b], such that 
Applications of this theorem can be found in [S, lo]. 
2. MAIN RESULTS 
Then, we are able to establish some results about he boundedness and
the stability of he solutions f the perturbated system (1). 
THEOREM 1. Suppose 
(a) A(t), a continuous and periodic matrix for tE [t,, co), g=g(t, y), 
a continuous f nction [t,, co) xR” such that 
(5) 
where 
(i) Wi, 1 6 i 6 m, satisfy the condition (H) of Theorem 0. 
(ii) Ai( 1 < i<m, are nonnegative, continuous, andintegrable on 
[to, a). 
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(b) There xists c>O, constant, such that 
(K > 0 is a constant which will be defined below). 
cp =(P,,, _ 1 is the continuous, po itive, and nondecreasing function on (0, CCI) 
defined in(4). 
Then :
(I) Ifall the solutions f (2) are bounded, all the solutions y(t, t,, yO) 
of (11, t3 to, such that K 1 y, 1 < c are defined over [to, co) and they are 
bounded, where k> 0 is a constant such that 
sup I Y(t) Y-‘(s)1 6 K, t>sat, (7) 
and Y(t) is a fundamental m trix of (2). 
(II) If all the solutions of (2) tend to zero for t + m, then the same is 
true for all the solutions y( t,to, yo) of (1) such that K 1 y. 1 < c (where K > 0 
is given by (7)). 
Proof In order to demonstrate this theorem we employ the known 
result that fundamental m trix Y(t) for the periodic l near system 
2’ = A(t) z
can be represented in the form 
Y(t) = P(t) efB, 
(8) 
where P(t) is a periodic matrix with the period of ,4(t) and B a constant 
matrix. 
Therefore, if all the solutions f (2) are bounded, then /erB 1is bounded 
for t-+ co and, if all the solutions f (2) tend to 0, then IerB 1--+ 0 exponen- 
tially; which is to say, 
I erB IfcleCh’, c, >O, b>O. 
Since by (7) we have sup ) Y(t) Y-‘(s)1 d K, t 3 s > to, then 1Y(t)1 <K. 
On the other hand, all solutions y = y(t, to, yo) of (1) satisfy theintegral 
equation 
y(t)=P(t)efB.yo+J’i (P(t)ete)(P(s)esB)-‘.g(s, y(s))ds; 
10 
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I .JJ(t)l GKI Yol + 5 a(s)w,(l Yb)l)~~. (9) 
I=1 
If K I y. 1 < c, by Theorem 0it follows that 
I At, to> Yo)l 6 w,’ (10) 
where ‘pi are given by (4), with KA; instead ofAi, a= to, and b = co. 
Conditions (6)imply the definition of the right members of (lo), for all 
t 2 to, and therefore th definition and boundedness of y(t) on [to, ~0). 
In order to prove (II), let us note that for each solution I y(t)1 < M 
(Mconstant) we have g(t,y(t))EL1([to, co)) because 
I s(tt A ))1 d f i;(t) w;(l y(t)l) 
r=l 
6 f k(t) w;(WEb(Ca, @Jo)). 
,=I 
Furthermore, since erB + 0, t -+ cc. Given any E > 0 we can choose T3 to 
so large that 
I Y(t)1 
I 
I Sol + [‘I Y-‘(s)1 I g(s, y(s))l ds] <; 
10 
and 
,~~j:i,()~~(li.(~)l)d~<~, for Y(t)=P(t)e’*. 
So we obtain 
I y(t)/ 6 I y(t)1 
[ 
I xl +lT I y-‘@)I I As, y(s))l ds] 
IO 
+ I m T I Y(t) Y-‘(s)1 I g(s, yb))l ds + 
Thus y(t) + 0 for t+ cc. 
Now, let us study the stability of he perturbed system (1): 
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THEOREM 2. Suppose hypothesis (a) of Theorem 1 is given, and 
I 
1 ds 
o+)l.io=03’ 
1 <ifm; (11) 
then 
(I) Jf s-wtem (2) is stable (or equivalently uniformly stable), the same 
is true for ( 1). 
(II) If (2) is asymptotically stable, the same is true for (1). 
Pro4 Y =A6 to, yo) satisfies I y(4to, yo)l d cp,(K I y. I), for I yol 
small enough. 
Since (11) implies cp,,(O+) = 0,we obtain (I). Finally, (II) follows from 
Theorem 1, part (II). 
An example of Perron shows that ahypothesis uch as 
!& I tr(A) ds> -CD, 
for some to > a (12) 
‘-2 fg 
is necessary in order to formulate a theorem similar to Theorem 1for a
nonperiodic matrix A(t): 
Hi 
11 
Y; -20 0 Yl 
= 
Y; 0 sin(log t) +cos(log t) -t 
iii, 
y2 
0 
+ 
i. :i 
11 ' 
exp 
( > 
-j$ Y2 
t > 0. 
The solution of the quation 
11 
z’ = 20 I-- 0 i z 0 sin(log t)+cos(log t) -i 
(13) 
tends to zero for t+ + co. However, the only bounded solution of (
the trivial so ution. 
13) is 
In the next heorem, weshow that condition (12) can be used in 
to replace the hypothesis of periodicity of A(t). 
order 
THEOREM 3. Suppose 
(H,) A(t) is a continuous f nction ,for t> to and its trace satisfies the
condition (12) or tr(A) = 0. 
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(H2) (a) and (b) of Theorem 1are satisfied (A(t) nonperiodic in this 
case). 
Then, 
(I*) Part (I) of Theorem 1remains valid. 
(II*) Zfall the solutions of (2) tend to zero for t + CO, part (II) oj 
Theorem 1holds. 
Proof Since 
det Y(t)=exp(J,:tr(A)ds), 
and 
lim I str(A) ds> -CO, f-a ,” 
it follows that 1 Y-‘(t)1 exists and is bounded for t + co. 
Let y(t) be a solution fthe equation 
.Y’=A(t).Y+g(t,.Jdt)). 
Therefore, from the formula of variation ofconstants, 
v(t) = Y(t) Y-‘(to) Ato) + !‘’ y(t) Y-‘(4 gb, Y(s)) & 
4 
(14) 
hence 
where sup 1 Y(t) Y- ‘(s)l < K, from t > s > to. Thus, by Theorem 0, if 
K 1 yOl CC we obtain 
I At)l G TY [ W,n(cp,-,W ~,l))+Kj’knW~] 
10 
= cpm(KI YOI) for all t E [to, co). 
Then, all solutions y(t, to, y,) such that K 1 y, / < c are defined and 
bounded all over [to, co ). 
Proof of (II*) is analogous to the proof of Theorem 1, part (II) 
Similarly, if we proceed as in Theorem 2, we obtain: 
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THEOREM 4. Suppose (HI) and (Hz) of Theorem 3 are uerij?ed, but (6) 
is replaced by 
I ’ ds o+M’,o=co~ 1 <i<m. 
Then, (I) and (II) of Theorem 2remain valid. 
3. APPLICATIONS AND EXAMPLES 
In this ection we show several examples and particular c sses of equa- 
tions in which our results canbe applied. Letus start applying them in the 
nonlinear scalar equation fsecond order, 
Y” + 4(t) Y = g(t, Y), (16) 
and let us consider simultaneously the quation 
x” + q(t) x = 0. (17) 
THEOREM 5. (i) q(t) is continuous for t3 t, in which t,, is fixed. 
(ii) g=g(t,y) is a continuous function on [t,, 00) xR with values on
R such that 
I gCt, Y)I 6 f ni(t) w'i(l Yl), mEN(, 
i= 1 
where w,, Ai, 1< i < m, satisfy conditions (i) and (ii) ofTheorem 1. In addi- 
tion, suppose there exists a constant c > 0, which satisfies conditions (6). 
(iii) Every solution of (17) is bounded together with its derivative for 
t+co. 
Then, any solution y = y(t, t,, y,) of (16) is bounded for t --+ co whenever 
Kj y,l CC (where K>O isgiven by(7)). 
If (11) occurs, then system (16) is stable whenever 1 y,) is small enough. 
Proof Equation (16) can be written i the form 
z’=A(t)z+f(t,z), (18) 
where 
A(fk~~(t) i)> z=(;:j=(;,), f(tA=g(t.zA.(!g; 
56 
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If(4z)ld1(0,1)1 Ig(t,--,)I 
d f h(f) M’i(lZ, I) 
r=l 
6 f A(~)“i(lzl), (19) 
,=I 
where I . . . 
convenient )! 
IS any norm such that I(0, 1)l < 1 (chosen because if is 
Any fundamental m trix Y(t) of the system 
z’= A(t) z
is bounded for t+ co by (iii). 
Since tr(A) = 0 andf(t, z)satisfies th  inequality (19), the hypotheses of 
Theorems 3 and 4 related tothe system (18) are satisfied, and the result 
follows. 
Remark. Here Y = (::I; -F ), where y, and yz are the solutions f (17) with 
y,(a) = 1, h(a) = 0 
yi (a) =0, .&(a) = 1. 
EXAMPLE 1. Let us consider the quation 
y”+ [l + t-l/' .sin/It]y= f A,(t)yy~, (20) 
,= I 
where B# +l, k2, )~;>l (l<i<m), mEN, 06;li (l<idm) are con- 
tinuous functions ver [a, co), a> 0. 
According toTheorem 3.2 [11, p. 921, the scalar differential equ tion 
z”+ [I +t.““sinpt]z=O; B# -tl, +2, (21) 
has a fundamental system of solutions (z,(t), z (f)} satisfying, as t -+03, 
z,(t)=cos(t+alogt)+o(l), z2( t) = sin( t +c( log t) + 0( 1) 
z;(t)= -sin(t+cxlog t)+o(l), z;(t) = cos( t +a log t) +0( 1 ), 
where 
a= [4(/v-4)]- ‘.
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The function g( t, y) = Cy=, ii( 1) y” satisfies conditions (ii) ofTheorem 5
with wi(u) = zP and iie L,( [a, co)), 1 <i< m; MJ~+ ,/wi is nondecreasing on 
[0, co), if and only if yi<yi+l for l<idm- 1. 
Let c > 0 be a constant (its existence is assured by[2, Remark 41, such 
that 
s Ix’ &(s)ds<-- 1 q(c)‘-;” cl; = K ~~-1 ’ l<i<m-1 ‘I 
s 
cc 
CY,= 
’ 0 
where 
Then, Thoerem 5implies that any solution y(t, t,, y,,) of (20), such that 
K I y,) <c (K> 0 constant given by (7)), isbounded for t+ + co. 
THEOREM 6. Let conditions (i) and (ii) ofTheorem 5be satisfied. Assume 
that all solutions of (17) tend to zero together with their derivatives for 
t -+ 00. Then, all solutions y = y(t, to, y,) of (16) such that K 1 y, 1 < c (where 
c > 0 and K > 0 are given by (6) and (7), respectively) tendto zero for 
t-co. 
Conditions  q = q(t) are known, such that if y is a solution of (17), 
then: 
(a) y is bounded on [to, a) or 
(b) y(t)+0 as t+ co. 
For instance: 
THEOREM A (Bellman [ 1, p. 1131). Zf q(t) -+ co monotonically, a l solu- 
tions of ( 17) are bounded as t -+ co. 
On the other hand, Hinton [12] obtained the following results, a sum- 
ing that q= q(t) satisfies: 
q>O on [t,, co) with q(t) --f cc as t + co, q has three 
continuous derivatives on [to, co ) and 
I q’(t)l = o(dt)3? as t-co. 
THEOREM B (Hinton [12]). rf l(q-1/2)“l = O(1) as t + co, 1; q-‘I*. 
J(q-1’2)“‘J<a andy is asolution f(17). Theny(t)+O as t + 03. 
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In this paper we obtain the validation of these results for a class of 
nonlinear differential equ tions of the form (16). 
THEOREM 7. If q(t) + 00 monotonically, let conditions (i) and (ii) of 
Theorem 5 be satisfied. Assume that every solution f(17) has bounded 
derivatives for t+ co. Then any solution y =y(t, t,, yO) of (16) is bounded 
fort-,~,wheneverK~y,~<c(wherec>O,K>Oaregivenby(6)and(7), 
respectively). 
THEOREM 8. Assume that 
(a) The hypotheses of Theorem B [12] are satisfied. 
(b) The hypothesis (i) and (ii) ofTheorem 5hold. 
(c) All solutions f (17) have derivatives which tend to zero for t + 0~. 
Then all solutions y = y( t, t,, yO) of (16) tend to zero for t -+ co, whenever 
KI y,l <c (c>O, K>O are given by (6) and (7), respectively). 
The proofs ofTheorem 7and 8 are obtained proceeding as in Theorem 5. 
EXAMPLE 2. Let us consider the scalar system 
Y’ = a(t) y + b(t) y*, (22) 
where a= a(t) and b = b(t) are continuous andnonnegative functions ver 
co, 00). 
Let us define 
s 
f 
cp( t) = exp a(s) ds. 
0 
Then, if cp( t) is bounded and b E L,( [0, cc)), Theorem 3and 4 imply: 
(1) Given to 2 0, for 1 y, I small enough, the solutions y( t,to, y,) of 
(22) are defined on[to, cc). 
(2) The system (22) is stable. 
(3) The system (22) is asymptotically stable whenever q(t) -+ 0, 
t+co. 
(In fact. IA+ ds/w(s) = co in this case, with w(u) =u’.) 
These are feasible to verify then, since 
Y(G to, Yo) = 
Yo . v(t). cp -‘(to) 
1 -Y, . cp -'(to) . j:, b(s) cp(s) ds' 
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The next example illustrates Theorem 1for m = 2; moreover the constant 
c given by (6) is explicitly ca culated: 
EXAMPLE 3. Let us consider the differential system 
L” = A(t) y+ g(t, Y), (23) 
where 
! 
-sin4 t - cos4 t 
sin t cos3 t 
2 
A(t) =
--OS t sin3 t -cos3 t sin t 
s(4 v) = (Wr4 9;” .cos y,, tr2.yY.sin3y,)), Y=(Y, Y,), N, MEZ- 
(0, 1). 
A(t) is a periodic matrix with at least period 271. The function g(t, y) 
satisfies th  conditions f theorem 1 considering 
&(t) = (2t)-4, wl(u) = UN 
12(t) = tr2, w2(u) = ZP; 
since 
I s(t,.Y)lwt)r4~l ylN+t-2 I YI”, 
where w2/wI is nondecreasing whenever 0 <N Q A4 (for M < N it is more 
convenient to consider the order w1/w2 in Theorem 0). 
If M, N> 1, the conditions  care reduced to
K(N- 1) 
48 t; 
<cp(c)‘-N, t, > 0 
K(M- 1) 
to 
< $o(CyM 
(24) 
(K> 0 a constant such that /Y(t)1 d K, t > to, and Y(t) is the fundamental 
matrix of the associated homogeneous system). 
The function cp =cpl is given by 
q(u)= K’W,(4+K~d, 
1 
a1 =m. 
It is necessary to choose the right constant c in order to satisfy the
inequality (24). 
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Since cp =‘p, is a monotonous function and lim, _0+ q,(u) = 0, choosing 
c small enough, (24) will be satisfied. 
Solving the quation 
K(M- 1) 
t0 
=cp,(c)‘-” 
we can see that 
Condition (24) will be satisfied choosing c<C. On the other hand 
Theorem 7.7 of Ref. [9] implies that all the solutions f 
z’ =A(t) z (25) 
tend to zero ver (0, m)); hence any solution y(t, to, yO) of (23) such that 
K 1 y, / < c (I y, 1 small enough) tends to zero for t+ co. 
EXAMPLE 4. Consider the system 
Y’ = A(t) Y+ dt, YL 
where 
(26) 
g(t,y)=q,(t).y:‘.Clog(l+ I A)lS’~siny2~ i
0 
0 
+42(t)..@. tM(l+ I Jw”2 1 0 > 
y= (yr, y,); yi and %, are constant such that yi, 6,30 and yi+ di# 1 for 
i= 1, 2. qi= qi(t) are continuous and nonnegative functions such that 
qiEL*([U, Co)); i=1, 2. 
The function g(t, y) satisfies conditions (HZ) of Theorem 3considering 
&(t) = Iq;(t)l and wi(u) = zP+‘~; i= 1, 2, 
since 
I kd4Y)l G&(t) wI(lYI)+&(t) w*(I AL 
where w2wl is nondecreasing whenever (yZ -yl) + (6, -6, ) 2 0. 
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If y, +~5~ > 1 for any i = 1,2, then jh+ &/w,(s) = co, and a constant c > 0 
which satisfies conditions (6)always exists. 
On the other hand, we have (for a = 0) 
lim exp 
,-SC [I 
, 
tr(A(s)) ds = lim exp(t3-t*)= +co. 
0 1 1-00 
Then: 
(1) Any solution of(26) is bounded for 0< t < 00 as soon as we 
know the same for the solutions f 
(27) 
But this ystem can be solved xplicitly, n fact, 
Z(t)=(C,e-‘2,c2e-‘3-cc,). 
Since the solution z(t) is bounded over 0< t < CC for any choice ofthe 
constants c1 and c2, we may be assured that all the solutions f the system 
(26) are also bounded over the same interval. 
(2) The system (26) is uniformly stable ifyi+ hi> 1, 1 < i< 2. 
All the solutions f (26) are bounded if yi+ 6,~ 1, 1 < i<2, but not 
’ necessarily stable, sinceJo+ ds/wi(s) converges for 1< i 6 2. The bounded- 
ness of y( t, to, yo) does not require that 1y. / be small. 
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