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Introduction and Results
In a recent paper [T4] (see also [T6] for a more pedagogical exposition) Talagrand has presented for the first time a rigorous analysis of a phase transition from a high temperature phase to what could be called a "spin glass phase". This was done in the context of the so called p-spin Sherrington-Kirkpatrick (SK) model [SK] for p > 3. From the heuristic analysis on the basis of the replica method (see [MPV] ), it is known that this model should have a spin glass phase that is much simpler than in the case p = 2, the standard SK model. This important new result has highlighted the p-spin interaction model as an important playground to develop new techniques and to gain more insight into the fascinating world of spin glasses.
The Hamiltonian of the p-spin SK model can most simply be described as a Gaussian process X a on the hypercube <SJV = { -1,1}^ with mean zero and covariance function EX a X al =NR N (<T,a , ) p (1.1)
where RN^.G 1 ) = -^ YuZ^i = * _ dHam{v,v') where dnam denotes the Hamming distance. Seen from this point of view, the distinction between different values of p is in the speed of decrease of the correlation of the process Xa with distance.
Talagrand's methods use heavily the Gaussian nature of the SK model, and in particular the fact that the X^ can be represented in the form l<il<22<---<ip<N where Ji^,...,^ is a family of i.i.d. standard Gaussian random variables. It is therefore natural to ask whether and to what extent his approach can be generalized to other models that have similar correlation decay properties as processes on SN, but that are not Gaussian and do not have the simple structure as 1. A natural candidate to test this question on and whose investigation has considerable interest in its own right, is the so-called p-spin Hopfield model which we shall describe below. These models have been introduced in the context of neural networks by Peretto and Niez [PN] and Lee et al. [Lee] as generalizations of the standard Hopfield model [Ho] which corresponds to the case p = 2. This latter case has been studied heavily and since its first introduction by Figotin and Pastur [FP1, FP2] has become, on the rigorous level, one of the best understood mean field spin glass models [Nl, ST, Ko, BGPl, BGP2, BGl, BG2, BG3, BG4, T3, T7] . It should be noted, however, that all the results obtained for this model so far concern the high-temperatures phase and the so-called retrieval phase, while next to nothing is known about the supposedly existing spin glass phase. The investigation of this phase in the p > 4 version of the model is the main concern of the present paper.
We now give a precise definition of the models we will study. Let (fi, JF, P) be an abstract probability space and {£f };, M eN a family of i.i.d. Bernoulli variables, taking values 1 and -1 with equal probability. The value of p is considered a fixed parameter of the model, and will in the following be even and > 4. While this model can be analyzed rather easily along the lines of the standard Hopfield model if M ~ N (see [BG1] ), the results of Newman [Nl] on the storage capacity suggest that the model should have a good behavior even if M(N) scales as A^" 1 , i.e. In this paper we will always be concerned with this case. The limit a will also turn out to be a crucial parameter for the behavior of the system. In the standard Hopfield model, it has been proven that for small values of a, the model at low temperatures is in a retrieval phase, where there are Gibbs measures that are concentrated on small neighborhoods of the stored patterns. It is believed that for large values of a (or smaller values of /?) this property fails and that in fact the model should then be very similar to the SK-model; however, there exist no rigorous results to that effect. While in the present paper we do not present results concerning the retrieval phase in the p > 4 case, the results we shall present show that for reasonably large values of a a phase transition occurs from the high-temperature phase to a "spin glass phase" that is strikingly similar to those of the corresponding SK models.
We will use the following multi-index notation. For finite subsets I of the natural numbers, and real numbers (x n ) ne^ Consider now the Hamiltonian as a random process indexed by a 6 SN-Simple calculations allow to verify that the mean of HN with respect to P vanishes for all a, that is EH^ (a) =0, Vcr £ SN, whereas the variance satisfies (for some number C depending on p only) where RN^^') = ^ ]Cf=i ^^i ^s ^be (normalized) replica overlap. Note that this covariance is in leading order and up to the factor a the same as the covariance for the p-spin ).
The normalizing factor ZN£ in equation 1.5 is called partition function and it is given by
where E^-is the expectation with respect to the uniform distribution on SN-We will call the mean of ZN,(5 under P the annealed partition function.
We define the free energy FNJIU] = ^InZjv^H-4 Customarily one calls the mean of the free energy, EFN,P , the quenched free energy, while the normalized logarithm of the annealed partition function is called the annealed free energy Ff^Q = JJXHEZN^-Observe that by Holder's inequality, both the quenched free energy and the annealed free energy are convex functions of /?.
Let us briefly mention a variant of the above model. On the same configuration space and with the same random variables £, we define macroscopic random order parameters m'M<7) = i£3V
(1.10)
i=l
These parameters are considered as components of a vector in E M ( JV ) with M(N) as in equation 1.4. New Hamiltonians are now defined through
(1.11)
Sp
where s = Sp > 0 is defined such that the covariance of H is in leading order in iV equal to aN. The interaction H is a straightforward generalization of the usual p = 2 case. However, computing the resulting covariance function one sees that it decreases only quadratically with the Hamming distance. Therefore it will not share the special features of the p-spin SK model. An analysis of the high-temperature phase for H has been presented in [Nil] .
We will now state our results. They will always concern the model with Hamiltonian equation 1.3 and p > 4.
The first result we prove for both choices of the Hamiltonian is that for small ehough ft the limit of the annealed free energy exists. Note that for larger values of /?, the annealed free energy diverges. Our analysis will be limited to the case when (3 < ftp where a comparison to the SK model is still possible. It is nice to see that this value tends to infinity with p very rapidly. Moreover, we shall see that this value becomes much larger than the critical temperature, as a gets large.
Jensen's inequality implies that the quenched free energy is less then or equal to the annealed free energy,
(1.13)
We define the critical temperature to be the infimum of values for which equality holds in 1.13, i.e. in terms of /3, 
We will show that as p tends to infinity, ^/a/dp tends to the critical value \/21n2 of the REM. Moreover, pointwise in a, /?, in analogy to the situation in the p-spin SK model [T6] . While this may not be very surprising, it is also not totally obvious and will require some non-trivial computations.
Our next two theorems make these relations precise. We will denote by I(t) the Cramer entropy function,
( 
Remarks:
(i) One can show that the inequality 1.2 is actually strict. In [B2] it is shown that for the SK case, with c p = 2-P( 4 + 0 ( 1 /P)). This follows from a corresponding upper bound on the supremum of i?iv(o r ) which can be obtained using standard techniques. These estimates can presumably be carried over to our case.
(ii) The bounds on the critical temperature are essentially (up to a factor ^/a) the same as for the p-spin , Theorem 1.1).
5
5 Observe that in [T4] , the normalization of the Hamiltonian contains an extra factor 2 1 / 2 .
By elementary analysis one finds that, as p tends to infinity,
This, together with the convexity of the free energy in /3, will allow us to prove the following statement. Theorem 1.3. As p -> oo, the lower bound P p t /3. Moreover, for all (3 > 0 and
An important point in the study of disordered models is the question of selfaveraging of the free energy. While in many cases this follows from general principles [MS, T1] of mass concentration, due to the failure of certain convexity properties, it turns out to be surprisingly difficult to prove the following result 6 Theorem 1.4. For all /3,n,T,e > 0 there exists C n < oo (depending only on n and /3)j and N < oo such that the free energy satisfies, for all N > N,
In particular, linijvtoo l-^iv,/? -E-F/v,/? | = 0, P -a.s.
While the critical temperature is defined in terms of the behavior of the free energy, it turns out that this phase transition goes along with a change in the behavior of the replica overlap parameter, i2./v(cr, cr'). This will eventually lead to rather detailed insight into the properties of the Gibbs measures at low temperatures.
The crucial link between the two will be provided by the next theorem. 
Note that in the case of the Gaussian SK models, this relation is a trivial consequence of the integration by parts formula
24)
which holds for any centered Gaussian random variable g and any function / not growing faster than some polynomial at infinity. To establish this result without the help of this formula turns out to require a considerable effort.
We then have the following consequence to Theorem 1.2 and Theorem 1.5. Remark: Note that we prove this result without any restriction on the temperature, while Talagrand requires some upper bound on f3 both in [T4] and in the announcement [T5] , even though the bound in [T5] is greatly improved. We stress that the our result is also valid for the p-spin SK-model. The same applies for all subsequent results.
The information provided by Theorems 1.6 and 1.7 allow to gain considerable insight into the nature of the Gibbs measures in the low temperature phase. This observation is due to Talagrand.
In [T4] he showed that whenever 1.26 and 1.7 hold, it is possible to decompose the state space SM into a collection of disjoint subsets Ck such that
(where the Ck depend both on N and on the random parameter!), and
Note that because of the global spin flip symmetry of our models with p even, these lumps necessarily appear in symmetric pairs.
It is interesting to note that rather simple arguments allow one to deduce that the total mass of the Gibbs measure is not concentrated on just a very small number of these lumps. We will prove: In [T5] Talagrand has announced a proof of an even stronger theorem in the pspin SK model that makes use of general identities between replica overlaps proven by Ghirlanda and Guerra [GG] . He also analysed the nature of the Gibbs measure conditioned on a single lump. It is likely that these results can also be extended to our model. However, this will require a considerable amount of work and we therefore leave this to further investigation.
A final result is particular to the Hopfield model and concerns the storage properties of the model. Newman has proven in [Nl] that for small a, the Hamiltonian has deep local minima in the vicinity of each pattern. Here we show a somewhat converse result, stating that if a is not too small, then small neighborhoods of the patterns have asymptotically mass zero. In other words, none of the patterns falls into one of the 'lumps'. This gives the final justification to call the phase transition we have observed a transition to a genuine spin glass phase. 
The proof of this result is based on the comparison between the ground state energy of the system and an estimate on the values of the Hamiltonian in the balls around the patterns. While the former increases as Nyfa, the latter is almost constant and with high probability close to ^(p!) -1 / 2 .
The remainder of this paper is organized as follows. In Section 2, we explain the ideas behind the proof of the bounds on the critical temperature by calculating the corresponding quantities in the REM. In Section 3, Theorem 1.1 is proved. Section 4 is devoted to the lower and the upper bound on the critical./? (as well as the proof of Corollary 1.3. In Section 5 we prove Theorem 1.4 In Section 6 we prove the results on the distribution of the replica overlap, Theorems 1.5 to 1.8. In Section 8 we prove Theorem 1.9.
2 The Annealed Free Energy.
In this Section we compute the annealed free energy. Apart from the intrinsic interest this can be seen as the computation of the log-moment generating function of the Hamiltonian and this will be a basic input in the sequel. While in the SK models this is a two line computation, here this will require a little effort. The idea is to use Taylor expansions and to exploit the fact that the Hamiltonian is a sum of a very large number of independent random variables. Namely,
where we introduced the abbreviation Y = iV 2 J^ieVN &' ^e now ex P an d the exponential function according to the bound l-s-%-< \x\ 3 eW. Thus,
Observe that the quadratic term is in fact just iV p 1 times the variance of H^. We will show in a moment that the expectation on the right-hand side of 8A.2) is bounded by a constant times N 3 "^. Assuming this and recalling that p > 4, it is evident that
which is what we want to prove. We now turn to the non-trivial part of the proof, the estimate of the remainder on the right-hand side of 2.2. To to this, we decompose the exponent into two factors, and use on one the obvious bound |F| < (p!) -1 iV p / 2 . This yields
The point is that the term |y| 2//p should behave almost like the square of a Gaussian. More precisely, we have the following bound. 
Proof:
The result is obvious in the case p -2. The general result is easily proven by induction.□ Using Lemma 2.2, the proof of Lemma 2.1 is a straigtforward exercise and that we will not reproduce here. □ To finish the proof of the theorem, let us go back to 2.4. To get the claimed bound, it is enough to show that the integral on the right-hand side is bounded uniformly in N. Indeed, since the variable Y satisfies the bound 2.1 of the lemma, we get that
The second integral is always finite, and for any (3 < ^(pl)*, we can choose 5 > 0 such that the first integral is also finite. This proves the theorem. □
We observe that we could have equally well replaced HN by in -Hjy in the proof of Theorem 1.1, without changing the result (since only the square of the Hamiltonian does enter). We therefore have readily the following result, which we state for further use.
Corollary 2.1. If \P\ < P p , then
Proof: Completely analogous to the proof of Theorem 1.1. □
We also put a result here, that will be used in the next chapter, but whose proof is very similar to the above. for all N large enough.
The proof is actually almost identical to the proof of Theorem 1.1. Setting
exp^OsATi-ll^^+r^cr')!)]). (2.11)
Applying the triangle inequality and Cauchy-Schwarz to the error term yields (3' p and AT large enough, by the result in the proof of Theorem 1.1 (cf. the remark after corollary 2.2.
The quadratic term in 2.10 is evaluated easily. One obtains (observing that the covariance of H^ appears)
that is,
Ee -PH N (or)-0H N (a') < e a0 2 N(l+R(a,a') p )+C 4t
This proves the lemma. □ Finally, we have as an application of Corollary 2.2.
Lemma 2.4. The Hamiltonian satisfies
if^^1 ^ e* > otherwise.
(2.16) Proof:
Standard arguments together with Corollary 2.2 yield that To get the lower bound for the critical temperature, we will use Talagrand's method of truncated second moments (see [T4,T6] 
for c > 1. The key observation is that the truncation has no influence on the expectation of the partition function if c is chosen appropriately. This is the content of the following lemma.
and thus by the exponential Chebyshev inequality
We now use Theorem 1.1 with ft replaced by (1 + t)P to estimate the expectation to get
The exponent is minimized for t = c -1. By assumption, fie < (3^ so that this value falls into the interval over which the inf on the right is taken. for all b € (0,1). We now control each of the terms separately. We start with 5(6).
Lemma 3.2. Suppose f3 < -&, and b is such that
Then for all e € (0, | -7) there exists N e € N such that for all N > N E , Thus, In a first step, we bound the expectation over the disorder for fixed cr, a'. Similar to the proof of Lemma 3.1 we get (again q = afi 2 N), yields
-0(i-t)(HN(<r)+HNl<r'))

~~ t>0
We now use Lemma 2.3, with ft replaced by /?(1 -t) to obtain 
The second to last inequality follows from the hypothesis of the lemma, and the observation that we sum over at most 2N values of S(a). The last inequality holds for all iV larger than a certain iV G N. This relation gives us a lower bound on the probability that Zjy > gE [ZN] , which is strictly greater than zero and uniform in N. Indeed, if we set g -\ in 3.1, then, by 3.1, we get
This concludes the proof of the proposition. □
Proof of the Lower Bound.
We will now prove the lower bound, assuming that Theorem 1.4 holds. This is by now quite standard [T1,T2,T3], but we repeat the argument for the reader's convenience. Note that by Lemma 3.1 for iV large enough, for any 5 > 0,
But Theorem 8pr.4) implies that this quantity is smaller than B~n, if
in contradiction to the lower bound 8C.42). This proves that for (3 < $,
proving the lower bound on Pp. D
Remark:
It should be noted that the above argument requires only an upper deviation inequality for the free energy. Such an inequality can be obtained in a much simpler way than Theorem 1.4 (in that it does not require the results of Section 5) on the basis of a result of Ledoux [Le] .
3.3 Upper Bound on the Critical (3. The main line of reasoning of the proof of the fluctuation theorem is as follows. First, for each N we define a set whose complement has a very small probability (of the order of N~n). On this set, we prove the estimates on the deviation with the so-called Yurinskii martingale method [Yu] . On the complement, we simply use that the free energy is bounded by a polynomial function. This approach was first used in the context of the mean field model in [PS,ST] for variance estimates and in [BGP2, B1] for exponential inequalities, but has later been made obsolete by new concentration of measure inequalities provided by Talagrand in [Tl] . Unfortunately, these require convexity of the level sets of the random functions considered which in the current situation do not appear to hold. 
\N
We put and A = ^4c,7,Ar = V\k=i ^k-The set A will be our 'good' set. We first show that its measure is large. If we can show that the expectation on the right-hand side is bounded by some iV-independent constant, 4 will prove the lemma.
Expanding the power in the integrand yields, with the usual multi-index notation,
where r is a multi-index and the numbers C2i,r are the multinomial coefficients. The main point in what follows is the realisation that the difficult terms are those which have at least one fi with r^ = 1. This is due to the following observation, which is a simple consequence of a result proven in [Ni2] . < apA^ (4.8)
In [Ni2, Theorem 2] it is shown that A max is bounded by a constant with probability at least 1 -e~K N with / G (0, |). This proves the lemma. D
Returning to 4, we will try to get only terms of the form bounded by the lemma above, the idea being that we do not really want to integrate, but rather use a uniform bound for the integrands. We therefore single out those /i's for which r^ = 1. We obtain
( E ^) = E E <*.rE0
JCM: r:r<J \J\<21 \r\=2l
Urn n (#D r (4.9) where the compatibility relation r < J means that for all fj, £ J, r^ = 1. Since the fi € M \ J will not enter in any of the calculations that follow, we write (the relation r -< J now denotes the condition that V/z E J", r^ = 0) At this point, we expand recursively the Boltzmann weights with respect to the terms H%, /i G J. This will generate new terms which are slightly more complicated than the term we started with. The procedure stops when no H£ is left to expand in. In particular, since \J\ does not depend on iV, this will ensure that none of the appearing factors will depend on iV.
We use the following notation. We order the set J in the canonical way, i.e. J = {/ii,... ,^n} 5 with i < j => jii < fij. We define interpolating Hamiltonians
#£;:.■ .•;£» = # M -E^1 -«*)#*»• (4.11) i=l
In particular, H = H^]"'{^n, and if Uj -0, then ##*;;;;;#" is independent of (£ • The associated Gibbs measures and partition functions will be denoted by ^';;■,'£« J respectively Z^yjfc.
The terms that will appear are of the form where q < n'', and the TTJ, j = 1,... , n are functions from {!,... , n'} to {1,... ,n'}. They appear because the expansion of the denominator (the partition function) will introduce new copies of the measure (hence the power q).
The first product in the integrand above contains the H% with respect to which the expansion has not yet been done. The second corresponds to those which have been used.
The initial expressions on the right of 4 correspond to the case q = 1, n' = 0, m = l,Vi, that is,
The following provides the basic recursion relation. The first term on the right does not depend on £^n /+1 (see the remark after 4. Hence, when multiplied by the products of the H%, this disorder variable appears exactly once, so that integration with respect to it yields zero.
The second and third term above give the new terms on the right in 4.14. The relations for the functions 7r^, +1 are easily verified. □ Applying this recursion relation n times yields the following decomposition. First, we observe that since \H£\ < 1,
I^I < E ^m n W"* E ^^i n i^i 2^-2 . 
JCM: q=l nr^q i=l
Since the integrand is non-negative and \H%\ < 1, we can change the Boltzmann weights back to the original ones (that is, setting all Ui = 1), and committing at most an error of e^7 1 . Furthermore, the functions TT depend only on the size of J. Hence, adding again positive terms in the third step below (and observing that 1,71 is even), n=o JCM: ir~q q=l z=l even 1.71=71
Finally, we apply Cauchy-Schwarz to get rid of the absolute value in the sum over
on B by Lemma 4.2. Inserting the above in 4.22 shows that EIB^E^^] is bounded by a number independent of N, since all the remaining sums are over finite sets whose sizes do not depend on N.
Since (^ H^)
21 is polynomially bounded in N, uniformly in a;, the remaining part / -/' (i.e. the integral on the set B c ) is obviously bounded by an exponentially small number in iV 1 / 5 (e.g.), and is thus also smaller than a constant.
We use this in 4 which shows that Proof: In the sequel, iV, ^,7,c will be fixed, and we will therefore frequently drop the corresponding indices. The approach to the proof follows the general idea of [BGP2, B1] . Define a decreasing sequence of cr-algebras {FkjkeN by ^ = ^({^}r>T)vA, 7 ,iv. (4.27) This allows to introduce a martingale difference sequence (see [Yu] ) 
11=1 X3k
on the set A. Indeed, the derivative of the left-hand side with respect to u is nonnegative, since it is the variance of the integrand with respect to the measure Q(u). For u = 0 the Boltzmann weight does not contain cr^ and thus the left hand side is zero for u = 0. The absolute value of the left-hand side thus assumes its maximal value for u = 1.
Define
Since Z fc (0) is independent of cr*;, this quantity relates to F k via To treat the quadratic term, we observe that by 4.34, the properties of conditional expectations, and Jensen's inequality (see also [Bl] and [BGP2] ),
The last term is bounded since we are in the set The first term is non zero only on A c . Also, the last summand is bounded by
If we choose m in Lemma 8f.l) larger than p + n + 1, then this term is eventually less than iV -2 , and thus also less than z = riV -1 / 2 * 5 '. Thus, for all n,r,£ > 0, and iV large enough,
This concludes the proof of the theorem. □ 5 Results on the Replica Overlap.
5.1 Proof of Theorem 1.5.
By the definition of the free energy, 
(5.11)
We now show that the remainder terms in 5.5 are at least one order (in iV) less than the two leading contributions above. We start with a result that shows that the perturbed partition function Z£ = E^ [e -^^] is bounded from below by a constant times the partition function 2 = 2$ (that is, the one not containing any of the 
9=0
We distinguish two cases. If |m M (cr)| > jV -1 / 2 " 1 "' 5 for some S > 0, (5.13) 14) which is obviously positive for all N large enough.
On the other hand, if ra M is less than N~1^2 +5 , then, We apply this result to the error terms in the development 5.5. We start with Ri. By Jensen's inequality,
Since the integrand is a positive function, we may bound the expectation using Lemma 5.1 in the denominator. We obtain, noting that H% -HQ + uH^
We observe that the last Gibbs measure does not depend on the pattern //. We may therefore integrate with respect to {£f }i "inside". In complete analogy with Chapter 3 (the result about the error term), we get This concludes the proof of the Theorem. □ Remark: Of course one would expect 6.6 starts to hold right after the critical temperature. In fact, a weak version of this can be proven. Namely, Theorem 5.5 in [Ro] implies that the function /(/?)= lim sup EFJV (6.9)
JVtoo is a convex, bounded function on U = [0,/3p). By Theorem 25.3 in [Ro] it is thus differentiable on an open set V C U which contains all but perhaps countably many points of U, and its derivative /' is bounded on V. Lebesgue's integrability criterion then implies that
Now it is immediate that for all (3 > (3 P there must exist a set / C (/3p,/3) with strictly positive Lebesgue measure, on which /' is strictly less than a/3. Indeed, were this not the case, then / > ^|-, which contradicts the definition of /3p. Since /3 was arbitrary, the relevant condition 6.6 is satisfied on sets of positive Lebesgue measure arbitrarily close to /3p.
7 Proof of Theorem 1.7.
We have shown that in the low temperature phase, the replica overlap is not concentrated on zero. We will now show that its distribution is concentrated on a neighborhood of zero and 1. 
\-sup(-H N (a)) -E-sup(-H N {a))\ > e <N
-
IIF^J-ISUPC-H^))!^^
Therefore, for any (3 < oo, (R N (a,a' ) e /) < ^Cgexp ^4)9e + N(2In2 -(^^ -J(f))) (7.9)
Since e can be chosen as small as we like, e.g. £/3 _1 , we already see that our result will be uniform in /3.
It remains to estimate E-^ sup cr (-iJAr(cr) ). We will only consider the case a > ~j. In that case it follows from Lemma 3.4 that CN < \/2a In 2 + C/N. For a lower bound, note that for any /?, The techniques used to prove Theorem 1.5 can also be used to derive the GhirlandaGuerra identities [GG] (see also [AC] ) that provide relations between distributions of overlaps of a larger number of replicas. This observation is due to Talagrand [T5] . Note that he announced more far-reaching results than those we will prove here.
^F N (p) = jjW N (-H N (a)) < EJj S M-H N (a)
The basic input is the following slight generalization of Theorem 1.5. Proof: The proof of this proposition is an exact rerun of the proof of Theorem 1.5, except for the computation of the leading terms which is however straightforward. We will not repeat the details. □ As in [GG] it then follows from the concentration result Theorem 1.4 and standard arguments that for any bounded function /, This implies that
which is the relation (17) of [GG] .
Remark: While [GG] claim to obtain the same relations also for all other moments of the replica overlaps, it needs to be said that they tacitly assume the continuity of the Gibbs measures with respect to certain random perturbations of the Hamiltonian that is not only not proven but is certain to be false in the generality they are announced. Otherwise, the argument below could be considerably sharpened and simplified.
we have on the one hand that 9 Spin Glass Phase: Proof of Theorem 1.9
Having established the existence of an infinity of lumps that carry the Gibbs measure in the low temperature phase, one would like to know whether these are in any way related to the original patterns. Recall that in the standard Hopfield model at small a the Gibbs measure concentrates on small balls around the patterns f ^. Of course the reader will expect that this will not be the case here. To prove this fact, we first obtain two estimate the value of the Hamiltonian in the vicinity of each pattern. The error term can be written as The next result shows that the Hamiltonian does not fluctuate much around a pattern. This result was already proven by Newman [Nl] for the Hamiltonian H. In our case this is even simpler. Define Bs(cr) to be the (iV (5) Proof: By standard arguments (see also [Nl] , in particular inequality (2.3) and surrounding comments), It is straightforward to check that under our assumptions on 5 and for fixed t, the ratio between two consecutive terms in the above sum is larger than 2, and therefore the whole sum is at most twice the maximum term, On the other hand, the inequality 9.23 implies that for all iV larger than some N G N.
Ppo-G
To show the existence of an a S p, we observe that the bounds 1.2 and 1.2 on the critical p imply that the quantity a(3p(a) ~ ^/a and is thus eventually larger than any fixed number. This concludes the proof of Theorem 1.9. D
