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Abstract
This paper studies the dynamics of an incompressible fluid driven by gravity and capillarity forces in a porous medium.
The main interest is the stabilization of the fluid in Rayleigh-Taylor unstable situations where the fluid lays on top of a
dry region. An important feature considered here is that the layer of fluid is under an impervious wall. This physical
situation have been widely study by mean of thin film approximations in the case of small characteristic high of the
fluid considering its strong interaction with the fixed boundary. Here, instead of considering any simplification leading
to asymptotic models, we deal with the complete free boundary problem. We prove that, if the fluid interface is smaller
than an explicit constant, the solution is global in time and it becomes instantly analytic. In particular, the fluid does
not form drops in finite time. Our results are stated in terms of Wiener spaces for the interface together with some non-
standard Wiener-Sobolev anisotropic spaces required to describe the regularity of the fluid pressure and velocity. These
Wiener-Sobolev spaces are of independent interest as they can be useful in other problems. Finally, let us remark that our
techniques do not rely on the irrotational character of the fluid in the bulk and they can be applied to other free boundary
problems.
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1 Introduction
The Rayleigh-Taylor instability, named after Rayleigh [58] and Taylor [64], is an interface fingering instability, which
occurs when a denser fluid lies on top of a lighter fluid under the effect of gravity. This acceleration causes the two fluids
to mix (see [60] and [8, 9]). The purpose of this paper is to study the stabilization of the Rayleigh-Taylor instability by
capillary effects. In particular, in this paper we consider the motion of a underlying incompressible fluid in a porous
medium (see Figure 1) under the effect of (downward pointing) gravity and surface tension effects. This setting is known
in the literature as the Muskat problem. In particular, we are interested in the study of the possible formation of drops or
fingering phenomena in a thin fluid layer.
x1
x2
Γ(t)
Γb
Ω(t)
Ωdry(t)
Figure 1: Physical setting
The incompressible fluid moves in a porous medium where the effect of the solid matrix is modeled by Darcy’s law [24]
µ
κ
u(x, t) = −∇p(x, t)−Gρ(x, t) e2, (D)
where p and ρ are the pressure and the density of the fluid, respectively. The constants µ and κ are the viscosity of the
fluid and the permeability of the porous media respectively. Both the viscosity and the permeability are assumed to be
positive constants. We also have that G is the gravitational constant and the vector e2 = (0, 1).
A completely different scenario is the evolution of a fluid in a Hele-Shaw cell. In this case the fluid is confined between
two parallel flat plates separated by a small distance. Although the latter is a completely different physical setting, both
problems are mathematically equivalent. In particular, the Hele-Shaw cell dynamics is given by the PDE
12µ
d2
u(x, t) = −∇p(x, t)−Gρ(x, t) e2, (HS)
where d is the distance between the plates.
A classical physical phenomenon in porous media, observed also in Hele-Shaw cells, is viscous fingering [59]. It holds at
small scales where capillarity forces play a crucial role in the dynamics of a less viscous fluids penetrating a higher viscous
one. This viscous fingering phenomenon consists in the formation of finger-shape patterns at a long space scale compared
with initial length of the fragment of the interface. These fingers appear where the less viscous fluid is entering inside the
more viscous region. This behavior, well-known in the physics literature, has been widely observed experimentally [4,43].
From the mathematical point of view it has been extensively studied numerically [44], modeling [56] and theoretically
[29]. Such a fingering phenomena also occurs when the denser fluid is on top of the lighter one under the effect of gravity.
Then, the question that we try to answer in this paper is whether a finger (or a drop) forms in this Rayleigh-Taylor unstable
case or, at the contrary, capillary forces depletes the interface. In other words, we want to find explicit conditions on the
initial interface and the depth of the fluid layer such that, when surface tension effects are considered, the solution tends
to the homogeneous equilibrium.
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In that regards, in this paper we prove that for this Rayleigh-Taylor unstable Muskat problem global regularity hold for
initial data with medium size slope measured in an appropriate functional space (see below for the precise statements of
our results). Remarkably, the result is not based on the irrotational character of the fluid given by Darcy’s law and, as a
consequence, the techniques that we develop here apply to more general situation and can be applied to systems which do
not admit contour dynamic formulation.
1.1 Some prior results
There is a large literature on the Muskat and Hele-Shaw problem and, as a consequence, we cannot be exhaustive. Muskat
and Hele-Shaw free boundary problems are local in time well-posed when surface tension effects are considered [13, 25,
30]. Surface tension effects get rid of instabilities for short time as it introduces the highest order parabolic term in the
evolution equation. However, it is possible to find scenarios where these small scales create a different type of instabilities
in the well-posed solutions [56] proved to exist for very short time giving exponentially growing modes [29, 41].
On the other hand, if surface tension effects are not considered in the dynamics, then the Muskat problem is ill-posed
due to viscosity [61], gravity [19] and viscosity-density instabilities [31]. For this problem this is known as the Saffman-
Taylor instabilities, confirmed first experimentally and at the linear level for the equations [59]. They appear when a
more dense fluid is on top of a less dense one, if a less viscous fluid penetrate a higher viscous one, or combining both
features. From the mathematical point of view, weak solutions are not unique [63]. In particular, in this Rayleigh-Taylor
unstable regime weak solutions with a mixing zone between the fluids have been shown [8,9]. However, in the Rayleigh-
Taylor stable regime, the problem is locally well-posed [18,19]. We refer to the recent results [1,2,14,17,54,55] where the
regularity of the initial data is reduced to obtain local-in-time well-posedness for any scaling subcritical spaces of different
type. Although maximum principles are satisfied for the case with one fluid [2, 45] and two fluids [20], singularities may
form in finite time. There are families of solutions which start in the stable regime with large slope, turn to the unstable
regime [12] and later produce singularities in the moving domain [10]. The required geometry of the initial data in order to
produce singularities in finite time is far from trivial. Some large slope numerical solutions exhibit a regularity effect [21].
Furthermore, the free boundary can enter into unstable regimes and return to a stable one [22]. In particular, adding fixed
boundaries with slip condition, the geometry for the wave to become unstable is more complicated [5, 33]. See also [11]
where singularities are produced in the case of one fluid with large slope in the stable regime due to finite time particles’
collisions hold. Conversely, if the slope is small, global solutions exist [16, 34] starting from different critical spaces [15]
with sharp decay rates [57] and becoming analytic instantly [31]. There are recent results where large slope solutions
exists globally with small conditions in critical settings [7,23] (see also [35]). We refer to [35] for a detailed review where
other cases such as different viscosities, the case of regions with different permeabilities in the porous medium or the
effect of impervious boundaries are considered.
In general, adding a fixed boundary to the system increases the difficulty to treat the problem, adding the possibility of
having different singularity formation. For example, new numerical finite time singularities have been found for the Euler
equations [52]. See [32, 46] for analytic proofs of finite time singularities for related models adding fixed boundary with
slip condition.
Let us remark that the case of a thin film moving in a porous medium has been studiend also using the lubrication
approximation [27] . With this approach the free boundary problem reduces to a single degenerate parabolic equation.
This PDE has been extensively studied. In particular, global solution near the steady states have been obtained [6,27,28].
Furthermore, global weak solution have also been obtained [26, 53]. Remarkably, when this thin film Muskat problem
is considered on I = R, the resulting pde is a gradient flow [48, 49]. The intermediate asymtptotics for this degenerate
parabolid pde has been also studied together with the finite speed of propagation of a certain family of weak solutions
[50, 51].
1.2 The Eulerian formulation
In what follows, we consider a coordinate frame where the gravity points upward in the x2 direction. Then, the physical
setting is as in Figure 2
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x1
x2
Γb(t)
Γ(t)
Ωdry(t)
Ω(t)
u(x1, x2, t), p(x1, x2, t)
Figure 2: Physical setting after the change of coordinates
We introduce the notation for our time dependent fluid domain, its boundaries and the dry region
Γ (t) = {(x1, h (x1, t)) | x1 ∈ [−Lπ,Lπ]} ,
Γb = {(x1,−H) | x1 ∈ [−Lπ,Lπ]} ,
Ω (t) = {(x1, x2) |x1 ∈ [−Lπ,Lπ], x2 ∈ (−H,h (x1, t))} ,
Ωdry (t) =
{
x = (x1, x2) ∈ [−Lπ,Lπ]× R
∣∣ x2 > h (x1, t)} ,
where H is the location of the impervious ceiling and L is the typical wavelength of the free boundary. We assume that
the unknowns are periodic in the x1 direction.
For any t > 0 the one-phase Muskat problem with upward pointing gravity consists on the equations
µ
κ
u = −∇p+Gρ e2, in Ω (t)
div u = 0, in Ω (t)
∂th = u · n, on Γ (t)
p = −γK , on Γ (t)
u · e2 = 0, on Γb,
(1.1)
where 0 < µ, 0 < ρ, p(x1, x2, t) and u(x1, x2, t) are the viscosity, density, pressure and velocity of the incompressible
fluid under consideration. Similarly,
n =
( −∂1h
1
)
, K =
∂21h(
1 + (∂1h)
2
)3/2 ,
are the outward pointing normal and the curvature of the interface.
We want to highlight that the equations in (1.1) describe the motion of a fluid in a porous medium underlying an imperme-
able ceiling with flat bottom topography. Although in the present work we restrict ourselves to flat topographies, non-flat
bottom topographies whose topography variation is small with respect to the fluid layer depth and such that there is no
intersection between the bottom and the moving interface can be studied using the techniques that we are going to outline
in the present manuscript.
Denoting
Φ = −κ
µ
(p−Gρy)
we find that u is a potential flow
u = ∇Φ
and (1.1) becomes 
∆Φ = 0, in Ω (t)
∂th = −∂1Φ ∂1h+ ∂2Φ, on Γ (t)
Φ =
κγ
µ
K +
Gρκ
µ
h, on Γ (t)
∂2Φ = 0, on Γb,
(1.2)
We want to study (1.2) in the particular regime
γ > 0, L > 0, 0 < H ≪ 1.
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1.3 Nondimensionalization in Eulerian coordinates
Let us introduce the following physical parameters (cf. [47, Section 1.3]):
1. The characteristic fluid depthH ,
2. The characteristic horizontal scale L,
3. The characteristic free surface amplitude a.
Our aim is to study a configuration in which there is a thin layer of fluid, whose interface does not touch the bottom. Such
configuration, translated in mathematical terms, imposes the following constraints
a 6 H, H 6 L. (1.3)
Let us now define the dimensionless parameters
ε =
a
H
, δ =
H2
L2
, ν =
γ
HLρ G
, α =
a
L
, (1.4)
generally ε is known as nonlinearity parameter, δ is the shallowness parameter, we refer the reader to [47, Section 1.3.1].
The dimensionless parameter ν is the Bond number, which quantifies the ratio between capillarity and gravitational forces.
Finally, α is the steepness parameter.
We can immediately draw some conclusion from (1.3) and (1.4), such as
δ 6 1, ε 6 1, α 6 ε, α 6
√
δ. (1.5)
We now nondimensionalize the equations of (1.2) defining suitable dimensionless quantities
x1 = Lx˜1, x2 = Hx˜2, t =
µL
ρκG
t˜,
Φ (x, t) =
HκρG
µ
Φ˜
(
x˜, t˜
)
, h (x, t) = ah˜
(
x˜, t˜
)
.
With such nondimensionalization (1.2) becomes (here we drop the tilde notation)
(
∂21 +
1
δ
∂22
)
Φ = 0, in Ω (t)
∂th = −
√
δ ∂1Φ ∂1h+
1
α
∂2Φ, on Γ (t)
Φ = ναKα + εh, on Γ (t)
∂2Φ = 0, on Γb,
(1.6)
where the modified mean-curvature function Kα is
Kα =
∂21h(
1 + (α∂1h)
2
)3/2 . (1.7)
and the respective nondimensional domain is
Γ (t) = {(x1, εh (x1, t)) | x1 ∈ T} ,
Γb = {(x1,−1) | x1 ∈ T} ,
Ω (t) = {(x1, x2) | x2 ∈ (−1, εh (x1, t))} .
1.4 Methodology
Let us briefly explain the methodology that will be developed along the lines of the present manuscript. At first, as it
is well known [14, 19], we exploit the irrotationality of the velocity flow u in order to express the Muskat problem in
terms of the velocity potential Φ and elevation h (see (1.2)). We consider the dimensionless system (1.6) in order to
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highlight the regularizing properties induced by the surface tension effects together with the role played by the different
physical parameters. We observe that in this new (equivalent) system, the capillary forces are proportional to H−2, while
the gravity forces are proportional to H−1, beingH the average depth of the fluid layer in the horizontally periodic cell.
In such setting if H is sufficiently small we expect the capillarity forces to dominate the gravity ones independently of
the direction toward which the gravity points, thus, considering the most unfavorable case, stabilizing a (thin) fluid layer
which lies below a periodic ceiling.
On a mathematical point of view such a goal is obtained by expressing explicitly the capillarity/gravity forces respectively
as forward/backward parabolic linear contributions in the evolution equation for the fluid interface h. After the use of
a regularizing diffeomorphism (see [47, Definition 2.17, p. 45]) which fixes the domain Ω (t) into S = T × (−1, 0),
we recast the (nondimensional) Muskat problem as an evolution equation for the free elevation h in which the nonlinear
terms are composed by traces of functions which satisfy certain elliptic equation with non-constant coefficients in the
bulk of the fluid S. Such methodology is also known in the literature as Arbitrary Lagrangian Eulerian (ALE) formulation
(see [14, 36–40]). The elliptic problem is hence endowed with some mixed Dirichlet-Neumann boundary conditions
in which the Dirichlet part is a nonlinear relation involving only the elevation h and its derivatives. At this stage the
main problem is to provide suitable bounds in terms of h only, for the aforementioned traces of functions defined in the
bulk S. These bounds are proved studying small perturbations of the explicit solution ϕ of the elliptic problem. These
elliptic estimates combined with the parabolic estimates for the evolution of the interface h allows us to prove that regular
solutions stemming from small initial data decay and become instantaneously analytic. Once the uniform global bounds
are proved the construction of weak global solutions follows a standard approximation argument.
1.5 Notation
GivenM ∈ Rn×m we denote withM ij the entry ofM at row i and column j, and we use Einstein convention for repeated
indexes all along the manuscript.
Let us define, accordingly to the notation of [47]
Iδ =
( √
δ 0
0 1
)
.
Once we have defined the matrix Iδ we can define the following anisotropic differential operators:
∇δv = Iδ∇v =
(√
δ∂1v, ∂2v
)⊺
, divδV = (∇δ)⊺ · V =
√
δ∂1V
1 + ∂2V
2 , ∆δv = divδ∇δv = δ∂21v + ∂22v.
Given a unitary vector V ∈ S1 ⊂ R2 and F ∈ C1 (R2) we denote the directional derivate as ∂V F = ∇F · V .
All along the manuscript T = R/2πZ, which alternatively can be thought as the interval [−π, π] endowed with periodic
boundary conditions. For any function v ∈ L1 (T) and n ∈ Z we recall that
vˆ (n) =
1
2π
∫
T
v (x) e−in xdx,
denotes the expression of the n-th Fourier coefficient of v. If v ∈ L2 (T) we can provide the Fourier series representation
of v:
v (x) =
∑
n∈Z
vˆ (n) ein x.
1.6 Functional spaces
Let X = X (T) be any functional space defined on T, then we use the notation
|v|X = ‖v‖X(T) .
Let us define the x1-periodic two-dimensional open strip S = T × (−1, 0). Let Y = Y (S) be any functional space
defined of S, then we use the notation
‖v‖Y = ‖v‖Y (S) .
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We denote with S = S (T) the space of Schwartz functions on the torus, while S0 = S0 (T) is the subspace of
functions of S with zero average. Respectively S ′ and S ′0 are the dual spaces of S and S0.
We define the set
D (f (Λ)) =
{
v ∈ L1 ∩S ′
∣∣∣ (f (|n|) vˆ (n))n∈Z ∈ ℓ2 (Z)} .
Then, for any f ∈ C∞ (R \ {0}) and v ∈ D (f (Λ)), we define the operator f (Λ) as
f̂ (Λ) v (n) = f (|n|) vˆ (n) ,
1.6.1 Wiener spaces on T
Let us define theWiener space Asλ (T) , s, λ > 0 as the closure of S (T) w.r.t. the norm
|v|
As
λ
(T) = |v|As
λ
= |v|s,λ =
∑
n∈Z
(1 + |n|)s eλ|n| |vˆ (n)| .
We observe that if λ > 0, then this space contains analytic functions. If λ = λ (t) , t ∈ [0, T ] and p ∈ [1,∞] , T ∈
(0,∞] , s > 0 we will adopt the following notation
Lp
(
[0, T ] ;Asλ(t)
)
= Lp
(
[0, T ] ;Asλ(·)
)
.
Let us remark that if v is of zero average (i.e. vˆ (0) = 0) then
|v|s,λ
2
6
∑
n
|n|s eλ|n| |vˆ (n)| 6 |v|s,λ . (1.8)
We will use the notation As = As0, |v|s = |v|s,0 . From its definition it is immediate to conclude that
A
s2
λ →֒ As1λ , s1 6 s2,
A
s2
λ2
→֒ As1λ1 λ1 < λ2, s1, s2 > 0.
Moreover the Wiener spaces Asλ, s, λ > 0 satisfy the following properties:
Lemma 1.1. Let 0 6 s1 6 s2, λ > 0 and let v ∈ As2λ . Let us define, for any θ ∈ [0, 1], sθ = θs1 + (1− θ) s2, then
|v|sθ,λ 6 |v|
θ
s1,λ
|v|1−θs2,λ . (1.9)
Moreover, for any 0 6 s1 < s2 we have
A
s2
λ ⋐ A
s1
λ .
Let f, g ∈ Asλ, s, λ > 0, then
|fg|s,λ 6 Ks
(
|f |0,λ |g|s,λ + |f |s,λ |g|0,λ
)
≤ 2s+1 |f |s,λ |g|s,λ , (1.10)
where
Ks =
{
1 if s ∈ [0, 1] ,
2s if s > 1.
.
Proof. For a proof of (1.9) and (1.10) we refer the reader to [6, Lemma 2.1]. The proof of (1.10) is based on the following
elementary inequality
(1 + |n|)s eλ|n| 6 2smax {(1 + |n− k|)s , (1 + |k|)s} eλ(|n−k|+|k|),
6 2s [(1 + |n− k|)s + (1 + |k|)s] eλ|n−k|eλ|k|,
from which (1.10) is an immediate consequence. The fact that we can chooseKs = 1 for s ∈ [0, 1] is a consequence of the
concavity and monotonicity of the function r 7→ (1 + r)s for r ∈ R+ and s ∈ [0, 1]. We prove now that the continuous
inclusion As2λ →֒ As1λ is compact. Let us consider a sequence (vn)n ⊂ BAs2λ (0, 1), this means that∑
k
(1 + |k|)s2 eλ|k| |vˆn (k)| 6 1, ∀ n.
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We use the following compactness criterion for ℓp
(
Zd
)
, p ∈ [1,∞) whose proof is an application of Kolmogorov-Riesz
compactness criterion in Lp
(
Rd
)
, p ∈ [1,∞) applied to stepwise constant functions:
Let B be a bounded set of ℓp
(
Zd
)
, p ∈ [1,∞), then B is compact if and only if
lim
N→∞
∑
j∈Zd
|j|>N
|bj |p = 0,
uniformly for b ∈ B.
Thus we have ∑
|k|>N
(1 + |k|)s1 eλ|k| |vˆ (k)| =
∑
|k|>N
(1 + |k|)s1−s2 (1 + |k|)s2 eλ|k| |vˆ (k)| ,
6 (1 +N)
s1−s2 ∑
|k|>N
(1 + |k|)s2 eλ|k| |vˆ (k)| ,
6 (1 +N)s1−s2 N→∞−−−−→ 0,
since s2 > s1 > 0.
As we will see the quantification of the constantKs characterizing the product rule of Lemma 1.1 when s ∈ [0, 1] is very
important for the rest of the manuscript. We need as well a suitable product rule for an integer power of an element in
Asλ, s, λ > 0. Such result can be deduced iterating Lemma 1.1:
Corollary 1.2. For any s > 0, n ∈ N, n > 2 let us define
Ks,n =

n s ∈ [0, 1] ,
Ks
(Kn−1s − 1)
Ks − 1 s > 1,
(1.11)
where Ks is defined in Lemma 1.1, then for any v ∈ Asλ
|vn|s,λ 6 Ks,n |v|n−10,λ |v|s,λ .
The next lemma describes the action of a smooth function vanishing at zero applied to functions in the Wiener space. The
statement of the lemma is restricted to the setting that will be used in the present work, but generalizations can be derived
in several ways (see for instance [3, Theorem 2.61, p. 94] for a Besov setting counterpart).
Lemma 1.3. Let f be a real analytic function around zero with radius of convergence Rf ∈ (0,∞] and such that
f (0) = 0. Suppose that v ∈ Asλ, s, λ > 0, letKs,n be as Corollary 1.2 and let us suppose moreover thatlim sup
n
n−1
√∣∣f (n) (0)∣∣
n!
K
1
n−1
s,n
 |v|0,λ = qf < 1, (1.12)
then
|f ◦ v|s,λ 6
1
1− qf |v|s,λ .
Proof. Since f is real analytic and vanishing in zero, we know that for each z ∈ R, |z| < Rf
f (z) =
∑
n>1
f (n) (0)
n!
zn,
whence, at least formally
f (v (x)) =
∑
n>1
f (n) (0)
n!
v (x)
n
. (1.13)
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Thus,
|f (v (x))| 6
∑
n>1
∣∣f (n) (0)∣∣
n!
|v (x)|n .
Since s > 0 we have that
|v (x)| 6 |v|L∞ 6 |v|0,λ 6 |v|s,λ ,
which in turn implies, using the product rule given in Lemma 1.1, that
|f (v (x))| 6 |v|s,λ
∑
n>1
∣∣f (n) (0)∣∣
n!
Ks,n |v|n−10,λ .
We use now (1.12) in order to deduce that
|f (v (x))| 6 1
1− qf |v|s,λ .
In a rather similar fashion we deduce from (1.13) that
|f ◦ v|s,λ 6 |v|s,λ
∑
n>1
∣∣f (n) (0)∣∣
n!
Ks,n |v|n−10,λ 6
1
1− qf |v|s,λ .
Despite the fact that Lemma 1.3 holds true for any f analytic in zero we will apply such result for a couple of specific
functions which are analytic and vanishing at zero. To this end let us define
G (x) =
x
1 + x
, F (x) =
1
(1 + x2)
3/2
− 1, (1.14)
and
Ks = lim
n→∞
K
1
n−1
s,n =
{
1 if s ∈ [0, 1] ,
2s if s > 1.
(1.15)
Applying Lemma 1.3 to the functions defined in (1.14) we obtain the following result
Lemma 1.4. Let F,G be defined as in (1.14), let v ∈ Asλ, s, λ > 0 be such that |v|0,λ < min
{
1 , 1Ks
}
, then
|F ◦ v|s,λ 6 |v|s,λ ,
|G ◦ v|s,λ 6
1
1−Ks |v|0,λ
|v|s,λ .
1.6.2 Wiener-Sobolev spaces in S
We need to define functional spaces in the horizontally periodic open strip S. Let s, λ > 0, p ∈ [1,∞] and k ∈ N
1. We write Lp2A
s,λ
1 = L
p ((−1, 0) ;Asλ (T)) endowed with the canonical norm
‖v‖Lp
2
A
s,λ
1
=
(∫ 0
−1
|v (·, x2)|ps,λ dx2
)1/p
, p ∈ [1,∞) ,
‖v‖L∞
2
A
s,λ
1
= ess sup
x2∈(−1,0)
|v (·, x2)|s,λ ,
2. We define the Wiener-Sobolev space As,kλ = As,kλ (S) as the closure of D (T× (−1, 0]) w.r.t. the norm
‖v‖As,k
λ
=
∑
n
(1 + |n|)s eλ|n|
∫ 0
−1
∣∣∂k2 vˆ (n, x2)∣∣ dx2. (1.16)
These spaces are Banach spaces. We denoteAs,k = As,k0 .
The following lemma define some basic properties of the Wiener-Sobolev spaces As,kλ :
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Lemma 1.5. 1. Trace estimate: The map v 7→ vx2=0 is continuous from As,1λ onto Asλ and the following estimate
holds ∣∣v|x2=0∣∣s,λ 6 ‖v‖As,1λ ,
2. Embedding in L∞2 A
s,λ
1 : The space As,1λ is continuously embedded in L∞2 As,λ1 , i.e.
‖v‖L∞
2
A
s,λ
1
6 ‖v‖As,1
λ
.
Proof. The proof of the above lemma is very similar to the proof of [47, Proposition 2.12, p. 42]. We prove the point 1,
we let v ∈ D (T× (−1, 0]) hence
|vˆ (n, 0)| 6
∫ 0
−1
|∂y2 vˆ (n, y2)| dy2, (1.17)
the claim of the point 1 follows. We prove now the point 2. We let v ∈ D (T× (−1, 0]), it is true that
|vˆ (n, x2)| 6
∫ x2
−1
|∂y2 vˆ (n, y2)| dy2.
As a consequence,
|v (·, x2)|s 6 ‖v‖As,1
λ
,
∑
n
(1 + |n|)s eλ|n| sup
x2∈(−1,0)
|vˆ (n, x2)| 6 ‖v‖As,1
λ
. (1.18)
and since the right hand side of the above inequality is independent of x2 ∈ (−1, 0)we obtain the result for test functions.
A density argument lifts the result to the functional setting desired.
Lemma 1.6. If f, g ∈ As,1λ , s > 0 the following product rules hold
‖fg‖As,1
λ
6 2Ks
(
‖f‖As,1
λ
‖g‖A0,1
λ
+ ‖f‖A0,1
λ
‖g‖As,1
λ
)
, (1.19)
and
‖fn‖As,1
λ
6 2nKs,n ‖f‖n−1A0,1
λ
‖f‖As,1
λ
.
If s = 0
‖fg‖A0,1
λ
6 2 ‖f‖A0,1
λ
‖g‖A0,1
λ
.
Proof. The proof is straightforward, we have
‖fg‖As,1
λ
6 ‖∂2f g‖As,0
λ
+ ‖f ∂2g‖As,0
λ
.
Moreover using the triangular inequality and Fatou’s lemma, we deduce
‖∂2f g‖As,0
λ
=
∑
n
(1 + |n|)s eλ|n|
∫ 0
−1
∣∣∣∣∣∑
m
∂̂2f (n−m,x2) gˆ (m,x2)
∣∣∣∣∣ dx2,
6
∑
n,m
(1 + |n|)s eλ|n|
∫ 0
−1
∣∣∣∂̂2f (n−m,x2)∣∣∣ |gˆ (m,x2)| dx2.
We use now Ho¨lder inequality, Young convolution inequality, the second inequality of (1.18) and the product rules for As
proved in Lemma 1.1 in order to obtain the following chain of inequalities
‖∂2f g‖As,0
λ
6
∑
n,m
(1 + |n|)s eλ|n|
∫ 0
−1
∣∣∣∂̂2f (n−m,x2)∣∣∣ |gˆ (m,x2)| dx2,
6
∑
n,m
(1 + |n|)s eλ|n−m|
∥∥∥∂̂2f (n−m, ·)∥∥∥
L1
2
eλ|m| ‖gˆ (m, ·)‖L∞
2
,
6 Ks
(
‖f‖As,1
λ
‖g‖A0,1
λ
+ ‖f‖A0,1
λ
‖g‖As,1
λ
)
.
A similar estimate can be performed for ‖f ∂2g‖As,0
λ
and this concludes the proof.
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1.7 Results
Before stating the main result of the present manuscript we need to provide a definition of weak solution for the system
(1.6). The definitions that we present here are adapted from [47, Chapter 2]. Let T > 0 and let us consider an h ∈
L∞
(
[0, T ] ;W 1,∞ (T)
)
s.t. there exists a hmin ∈ (0, 1) such that
1 + εh (x1, t) > hmin > 0, ∀ (x1, t) ∈ T× [0, T ] . (1.20)
Let us define
Ωb (t) =
{
(x1, x2) ∈ T× R
∣∣∣ −1 6 x2 < εh (x1, t) } .
Next, for any s > 1/2 we define the space
Hs0,surf (Ω (t)) = D (Ωb (t))
Hs(Ω(t))
.
Let us consider the elliptic problem 
∆δΞ (t) = 0, in Ω (t) ,
Ξ (t) = ξ (t) , on Γ (t) ,
∂2Ξ (t) = 0, on Γb.
(1.21)
Abusing notation we denote
ξ(x1, x2, t) = ξ(x1, t).
Definition 1.7. Given a fixed t ∈ [0, T ] such that ξ (t) ∈ H1 (T) and Ω(t) is a C2 domain, we say that Ξ (t) ∈ H1(Ω(t))
is the variational solution of (1.21) if there exists a unique Ξ˜ ∈ H10,surf (Ω (t)) such that Ξ = ξ + Ξ˜ and∫
Ω(t)
∇δΞ˜ (t) · ∇δΘ(t) dx =
∫
Ω(t)
∇δξ (t) · ∇δΘ(t) dx,
for any Θ(t) ∈ H10,surf (Ω (t)).
We can now provide a proper notion of weak solution for (1.6):
Definition 1.8. We say that h ∈ L∞ ([0, T ] ;W 1,∞ (T)) ∩ L1 ([0, T ] ;W 3,∞ (T)) is a weak solution of (1.6) if (1.20) is
satisfied and for any θ ∈ D (T× [0, T ]) and t ∈ [0, T ] the following equality holds true∫
T
h (x1, t) θ (x1, t) dx1 −
∫
T
h0 (x1) θ (x1, 0) dx1 −
∫ t
0
∫
T
h (x1, t
′) ∂tθ (x1, t′) dx1 dt′
=
∫ t
0
∫
T
(
−
√
δ ∂1Φ (x1, t
′)|Γ(t′) ∂1h (x1, t′) +
1
α
∂2Φ (x1, t
′)|Γ(t′)
)
θ (x1, t
′) dx1 dt′, (1.22)
where Φ ∈ L1 ([0, T ] ;H1 (Ω (·))) , is the variational solution in the sense of Definition 1.7 of
∆δΦ (t) = 0, in Ω (t) ,
Φ (t) = ναKα (t) + εh (t) , on Γ (t)
∂2Φ (t) = 0, on Γb,
(1.23)
for a.e. t ∈ [0, T ].
We observe that the term
−
√
δ ∂1Φ (x1, t
′)|Γ(t′) ∂1h (x1, t′) +
1
α
∂2Φ (x1, t
′)|Γ(t′) ∈ H−1/2(Γ(t′)),
due to the Normal Trace Theorem (see [14] and the references therein).
At first we state the well-posedness result for the dimensionless system (1.6):
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Theorem 1.9. Let us define the value
C0 = 3120,
let ν > 1,
√
δ ∈ ( 1ν , 1) , T > 0 and let h0 ∈ A1 be a zero mean initial data so that
|h0|1 < min{(C0ǫ)−1, 1}
ν
√
δ − 1
ν
,
then there exists a global strong solution of (1.6) in the sense of Definition 1.8 stemming from h0 which moreover becomes
instantaneously analytic in a growing strip in the complex plane. In particular, for any
µ ∈
[
0,
√
δ
16
(
ν
√
δ − 1
))
,
the solution lies in the energy space
h ∈ C ([0, T ] ;A1µt) ∩ L1 ([0, T ] ;A4µt) , ∀ 0 < T <∞.
In addition the following energy inequality holds true for any t ∈ [0, T ]
|h (t)|1,µt +
√
δ
16
(
ν
√
δ − 1
)∫ t
0
|h (t′)|4,µt′ dt′ 6 |h0|1 ,
and the following decay holds
|h (t)|1,µt 6 |h0|1 exp
{
−
√
δ
16
(
ν
√
δ − 1
)
t
}
.
Since Theorem 1.9 is a global-well posedness result for the nondimensional system (1.6), we can state this result for the
dimensional system (1.2). We observe that if
√
δ > 1/ν then by (1.4)
H
L
>
HLρG
γ
, ⇐⇒ L2 < γ
ρG
.
Next we consider the inequality
√
δ < 1, which is equivalent to H < L. At last we consider the following chain of
relations (here h0 represents the initial datum for the Muskat problem in dimensional formulation (1.2) and h˜0 for the
dimensionless formulation (1.6))
|h0|1 =
a
L
∣∣∣h˜0∣∣∣
1
,
6
a
L
ν
√
δ − 1
C0 νε
,
=
a
L
γ
HLρG
H
L − 1
C0
γ
HLρG
a
H
,
=
H2
L2
γ − L2ρG
C0 γ
.
Then we obtain
Theorem 1.10. Let γ, ρ,G > 0 be respectively the surface tension, density of the fluid, and gravitational acceleration.
Define C0 = 3120. Let L the length of the periodic cell, andH the depth of the fluid layer be such that
L2 <
γ
ρG
, H < L,
then for any zero mean initial data h0 ∈ A1 (LT) such that
|h0|A1(LT) < min
{
H2
L2
γ − L2ρG
C0γ
, H
}
,
there exists a global strong solution of (1.1) stemming from h0 which moreover becomes instantaneously analytic in a
growing strip in the complex plane. In particular, this weak solution lies in
h ∈ C ([0, T ] ;A1µt (LT)) ∩ L1 ([0, T ] ;A4µt (LT)) ,
and decays exponentially towards the equilibrium.
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The paper is divided as follows
• In Section 2 we reformulate (1.6) in a fixed domain, i.e. we define a suitable family of maps {Σ (t) , t > 0} such
that Σ (t) maps S = T × (−1, 0) onto Ω (t). Every function v defined onto Ω (t) can hence be naturally pulled
back onto S defining V = v ◦ Σ, and partial derivatives ∂j onto Ω (t) are transformed in the varying coefficients
differential operator Akj ∂k, A = (∇Σ)−1 onto S. The map Σ is uniquely determined by the interface and is not
chosen randomly, but in a way that the interior regularity is optimal with respect to the regularity provided by the
interface. Following the terminology of [47] we will say that Σ is a regularizing diffeomorfism. There are several
ways to construct regularizing diffeomorphisms. Since we are dealing with small perturbations of flat interfaces
we will define Σ as a suitable harmonic extension, but the same result (in terms of regularity) can be achieved via
pseudo-differential vertical localizations as in [47] which work for arbitrary-size interface perturbations.
• The major difficulty to overcome in order to prove such a result is to deduce appropriate elliptic estimates for non-
constant coefficients operators in the functional framework of the non-standardWiener-Sobolev spacesAs,1 (S) , s >
1 (see (1.16)). As this may be of independent interest, these elliptic estimates are proved as an autonomous abstract
result in Section 3.
• Section 4 is the main part of the present manuscript and provides uniform a priori estimates for regular solutions
of the Muskat problem. The result proved is the following: any global regular solution stemming from an initial
elevation h0 small with respect to the viscosity parameter in the critical space A
1 (T) decays toward zero and
becomes instantaneously analytic. The elliptic estimates in Section 3 are then applied to the pull back onto S of the
velocity potential equation in Section 4.1.2. In Section 4.2 the elliptic estimates of Section 4.1 and 4.1.2 are applied
to the evolution equation for the interface.
• In Section 5 we prove Theorem 1.9. This result is based on an approximationprocedure and a compactness argu-
ment.
2 Reformulation of (1.6) in a fixed domain
Let us define the two-dimensional reference domain
S = T× (−1, 0) ,
and its boundaries
Γb = T× {−1} ,
Γ = T× {0} .
We consider the Laplace equation with Dirichlet boundary conditions
∆σ = 0, in S,
σ = h, on Γ,
σ = 0, on Γb.
(2.1)
If we assume h to be sufficiently regular we can explicitly compute the solution of (2.1) in terms of its boundary values;
σ (x1, x2, t) =
e(1+x2)Λ − e−(1+x2)Λ
eΛ − e−Λ h (x1, t) ,
=
sinh ((1 + x2) Λ)
sinh (Λ)
h (x1, t) , (x1, x2) ∈ S.
(2.2)
We define now the family of transformations parametrized by t > 0
Σ (t) :
S → Ω (t)
(x1, x2) 7→
(
x1 , x2 + εσ (x1, x2, t)
) . (2.3)
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Σ has nonnegative determinant
det∇Σ = 1 + ε∂2σ,
where the Dirichlet-Neumann map in this domain takes the following explicit form
∂2σ|x2=0 =
Λ
tanh (Λ)
h. (2.4)
However, in order we can ensure that Σ is a diffeomorphism we need to ensure that its distance from the identity map,
I(x), is small. This argument has been used previously by many other authors (see [42]). Furthermore,
‖Σ− I‖C1 ≤ ε‖σ‖C1 ≤ ε|h|1.
Thus, we have that
‖Σ(x)− Σ(y)‖C0 ≥ ‖x− y‖C0 − ε‖σ(x)− σ(y)‖C0 ≥ (1− 2ε|h|1)‖x− y‖C0 .
From the previous inequality we find that Σ is injective. The surjectiveness of Σ is easy to obtain. Then, as long as
|h|1 ≤ (2ε)−1, Σ is a (global) diffeomorphism.
We can now define the pull-back of the potential function Φ as
φ = Φ ◦ Σ.
Let us denote A = (∇Σ)−1, whose explicit expression is
A =
1
1 + ε∂2σ
(
1 + ε∂2σ 0
−ε∂1σ 1
)
. (2.5)
We can deduce the following derivation rules:
∂jΦ = A
k
j ∂kφ,
which transform (1.6) in 
Aj1∂j
(
Ak1∂kφ
)
+
1
δ
A22∂2
(
A22∂2φ
)
= 0, in S,
∂th = −
√
δ
(
Ak1∂kφ
)
∂1h+
1
α
(
A22∂2φ
)
, on Γ,
φ = ναKα + εh, on Γ,
∂2φ = 0, on Γb.
(2.6)
Let us now set φ = φ1 + φ2, where φj solves
∂21φ1 +
1
δ
∂22φ1 = 0 in S,
φ1 = ναKα + εh, on Γ,
∂2φ1 = 0, on Γb,
Aj1∂j
(
Ak1∂kφ2
)
+
1
δ
A22∂2
(
A22∂2φ2
)
= −Aj1∂j
(
Ak1∂kφ1
)− 1
δ
A22∂2
(
A22∂2φ1
)
+ ∂21φ1 +
1
δ
∂22φ1 in S,
φ2 = 0, on Γ,
∂2φ2 = 0, on Γb,
(2.7)
We can compute φ1 explicitly in terms of its boundary values as follows
φ1 (x1, x2, t) =
e−
√
δ(1+x2)Λ + e
√
δ(1+x2)Λ
e
√
δΛ + e−
√
δΛ
(
ναKα + εh (x1, t)
)
,
=
cosh
(√
δ (1 + x2) Λ
)
cosh
(√
δΛ
) (ναKα + εh (x1, t)) , (x1, x2) ∈ T× [0, 1] , t ∈ [0, T ]. (2.8)
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Differentiating (2.8) we derive the following useful formulas
∂2φ1 (x1, x2, t) =
√
δ
sinh
(√
δ (1 + x2) Λ
)
cosh
(√
δΛ
) Λ (ναKα + εh (x1, t)) ,
∂2φ1 (x1, 0, t) =
√
δ tanh
(√
δΛ
)
Λ
(
ναKα + εh (x1, t)
)
.
We can now use the decomposition φ = φ1 + φ2 in the evolution equation for the elevation h;
∂th = −
√
δ
(
Ak1∂k (φ1 + φ2)
)
∂1h+
1
α
(
A22∂2 (φ1 + φ2)
)
.
We now want to make explicitly appear the parabolic smoothing effects induced by the surface tension and the backward
parabolic behavior due to the gravity unstable configuration in which we are working. In order to do so let us consider the
term
A22∂2φ1 =
√
δ
1 + ε∂2σ
tanh
(√
δΛ
)
Λ (ναKα + εh) ,
= −
√
δ tanh
(√
δΛ
) (
ναΛ3h− εΛh)
+
√
δ
[
ε∂2σ
1 + ε∂2σ
tanh
(√
δΛ
) (
ναΛ3h− εΛh)+ να
1 + ε∂2σ
tanh
(√
δΛ
)
Λ
(
Kα − ∂21h
)]
.
After using the identity
√
δ/α = 1/ε (see (1.4)), the equation for the elevation h becomes
∂th+
1
ε
tanh
(√
δΛ
) (
ναΛ3h− εΛh) = −√δ (Ak1∂k (φ1 + φ2)) ∂1h+ 1α (A22∂2φ2)
+
√
δ
[
ε∂2σ
1 + ε∂2σ
tanh
(√
δΛ
) (
ναΛ3h− εΛh)+ να
1 + ε∂2σ
tanh
(√
δΛ
)
Λ
(
Kα − ∂21h
)]
.
We use now the explicit expression of the functions F and G provided in (1.14) in order to simplify the nonlinear term as
ε∂2σ
1 + ε∂2σ
tanh
(√
δΛ
) (
ναΛ3h− εΛh)+ να
1 + ε∂2σ
tanh
(√
δΛ
)
Λ
(
Kα − ∂21h
)
= G (ε∂2σ) tanh
(√
δΛ
) (
ναΛ3h− εΛh)− να (1− G (ε∂2σ)) tanh(√δΛ)Λ (F (αh′) Λ2h) ,
and we use (2.4) in order to deduce
G (ε∂2σ) tanh
(√
δΛ
) (
ναΛ3h− εΛh)− να (1− G (ε∂2σ)) tanh(√δΛ)Λ (F (αh′) Λ2h)
= G
(
εΛ
tanh (Λ)
h
)
tanh
(√
δΛ
) (
ναΛ3h− εΛh)− να(1− G( εΛ
tanh (Λ)
h
))
tanh
(√
δΛ
)
Λ
(
F (αh′) Λ2h
)
.
Thus, the ALE formulation of the Muskat problem (1.6) is given by the system
∂th+
1
ε
tanh
(√
δΛ
) (
ναΛ3h− εΛh) = −√δ (Ak1∂k (φ1 + φ2)) ∂1h+ 1α (A22∂2φ2)
+
√
δ
[
G
(
εΛ
tanh (Λ)
h
)
tanh
(√
δΛ
) (
ναΛ3h− εΛh)
−να
(
1− G
(
εΛ
tanh (Λ)
h
))
tanh
(√
δΛ
)
Λ
(
F (αh′) Λ2h
)]
,
on Γ
φ1 (x1, x2, t) =
cosh
(√
δ (1 + x2) Λ
)
cosh
(√
δΛ
) (ναKα + εh (x1, t)) in S,
Aj1∂j
(
Ak1∂kφ2
)
+
1
δ
A22∂2
(
A22∂2φ2
)
= −Aj1∂j
(
Ak1∂kφ1
)− 1
δ
A22∂2
(
A22∂2φ1
)
+ ∂21φ1 +
1
δ
∂22φ1 in S,
φ2 = 0, on Γ,
∂2φ2 = 0, on Γb.
(2.9)
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3 Elliptic estimates in Wiener-Sobolev spaces
The present section is dedicated to prove some elliptic estimates in the functional framework of Wiener-Sobolev spaces
(see Proposition 3.1 below). Such a result is, to the best of our knowledge, new and it is a crucial technical tool required
in order to provide optimal bounds for φ2.
In this section we consider the following Poisson problem for a given sufficiently regular g = (g1, g2)
⊺
:
∆δϕ = ∇δ · g, in S,
ϕ = 0, on Γ
∂2ϕ = 0, on Γb.
(3.1)
Theorem 3.1. Let g ∈ As0,1λ , s0 > 1, λ > 0, there exists a unique ϕ solution of (3.1), moreover such solution satisfies
the estimate
‖∇δϕ‖As,1
λ
6 13 ‖g‖As,1
λ
,
for any s > 0.
Proof of Theorem 3.1 : For the sake of readability we divide the proof in several steps.
Step 1: derivation of the explicit solution of (3.1)
To simplify the notation, let us for the moment define
b = ∇δ · g.
We have that b ∈ As0−1,0, and since s0 − 1 > 0 for any fixed x¯2 ∈ (−1, 0) we can define the Fourier series in the x1
direction (
bˆ (k, x¯2)
)
k∈Z
.
The Fourier series in x1 transforms (3.1) in the sequence of ODEs
−δk2 ϕˆ (k, x2) + ∂22 ϕˆ (k, x2) = bˆ (k, x2) , k ∈ Z,
These ODEs are explicitly solvable and we find that
ϕˆ (k, x2) = C1 (k) e
√
δ|k|x2 + C2 (k) e−
√
δ|k|x2 −
∫ x2
0
bˆ (k, y2)
2
√
δ |k|
[
e
√
δ|k|(y2−x2) − e−
√
δ|k|(y2−x2)
]
dy2.
Using now the first boundary condition we deduce that
C2 = −C1.
Next we compute
∂2ϕˆ (k, x2) = C1 (k)
√
δ |k|
(
e
√
δ|k|x2 + e−
√
δ|k|x2
)
+
1
2
∫ x2
0
bˆ (k, y2)
[
e
√
δ|k|(y2−x2) + e
√
δ|k|(x2−y2)
]
dy2,
which combined with the condition ∂2ϕ (x1,−1) = 0 gives
C1 (k) =
1
2
√
δ |k|
∫ 0
−1
bˆ (k, y2)
[
e
√
δ|k|(1+y2) + e−
√
δ|k|(1+y2)
e
√
δ|k| + e−
√
δ|k|
]
dy2.
Thus, we obtained that
ϕˆ (k, x2) =
1
2
√
δ |k|
∫ 0
−1
bˆ (k, y2)
[
e
√
δ|k|(1+y2) + e−
√
δ|k|(1+y2)
e
√
δ|k| + e−
√
δ|k|
]
dy2
(
e
√
δ|k|x2 − e−
√
δ|k|x2
)
+
∫ 0
x2
bˆ (k, y2)
2
√
δ |k|
[
e
√
δ|k|(y2−x2) − e−
√
δ|k|(y2−x2)
]
dy2. (3.2)
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Since Cj , j = 1, 2 are uniquely determined by the boundary conditions the solution derived is unique.
Let us remark that if we define
Π1
(√
δ |k| , y2, x2
)
=
cosh
(√
δ |k| (1 + y2)
)
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) , y2 ∈ [−1, x2] ,
Π2
(√
δ |k| , y2, x2
)
=
cosh
(√
δ |k| (1 + y2)
)
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) + sinh(√δ |k| (y2 − x2)) , y2 ∈ [x2, 0] ,
(3.3)
then ϕˆ given in (3.2) can be re-written as
ϕˆ (k, x2) =
1√
δ |k|
[∫ x2
−1
Π1
(√
δ |k| , y2, x2
)
bˆ (k, y2) dy2 +
∫ 0
x2
Π2
(√
δ |k| , y2, x2
)
bˆ (k, y2) dy2
]
. (3.4)
Let us notice now that
∣∣∣2Π1 (√δ |k| , y2, x2)∣∣∣ =
(
e
√
δ|k|(1+y2) + e−
√
δ|k|(1+y2)
)(
e−
√
δ|k|x2 − e
√
δ|k|x2
)
e
√
δ|k| + e−
√
δ|k|
.
e
√
δ|k|(1+y2−x2)
e
√
δ|k|
6 e
√
δ|k|(y2−x2) 6 1,
(3.5)
since in such term the integration was performed for y2 ∈ [−1, x2] and hence y2 − x2 6 0. We now estimate the term Π2
which is defined for y2 ∈ (x2, 0). Let us rewrite this term as
Π2
(√
δ |k| , y2, x2
)
=
1
2
(e√δ|k|(y2−x2) − e−√δ|k|(y2−x2))−
(
e
√
δ|k|(1+y2) + e−
√
δ|k|(1+y2)
)(
e−
√
δ|k|x2 − e
√
δ|k|x2
)
e
√
δ|k| + e−
√
δ|k|
 .
In this way we outline the negativity of the second term on the right hand side of the above equality. Indeed, as y2−x2 > 0,
we have that
2Π2
(√
δ |k| , y2, x2
)
= e
√
δ|k|(y2−x2)
1−
(
1 + e−2
√
δ|k|(1+y2)
)(
1− e2
√
δ|k|x2
)
1 + e−2
√
δ|k|
− e−√δ|k|(y2−x2).
= e
√
δ|k|(y2−x2)
[
e−2
√
δ|k| − e−2
√
δ|k|(1+y2) + e2
√
δ|k|x2 + e−2
√
δ|k|(1+y2−x2)
1 + e−2
√
δ|k|
]
− e−
√
δ|k|(y2−x2),
=
e
√
δ|k|(−2+y2−x2) − e
√
δ|k|(−2−y2−x2) + e
√
δ|k|(x2+y2) + e
√
δ|k|(−2−y2+x2)
1 + e−2
√
δ|k| − e
−
√
δ|k|(y2−x2).
(3.6)
Since all the arguments of the exponentials above are non-positive for x2 ∈ [−1, 0] and strictly negative for x2 ∈ (−1, 0)
we deduce as well that ∣∣∣Π2 (√δ |k| , y2, x2)∣∣∣ . 1.
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Step 2: The explicit solution when the forcing is in divergence form
The present step consists of rather standard computations. Let us use the explicit expression of the Πj given in (3.3) in
order to compute
∂x2Π1
(√
δ |k| , y2, x2
)
=
√
δ |k|
cosh
(√
δ |k| (1 + y2)
)
cosh
(√
δ |k|x2
)
cosh
(√
δ |k|
) ,
∂y2Π1
(√
δ |k| , y2, x2
)
=
√
δ |k|
sinh
(√
δ |k| (1 + y2)
)
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) ,
∂x2Π2
(√
δ |k| , y2, x2
)
=
√
δ |k|

cosh
(√
δ |k| (1 + y2)
)
cosh
(√
δ |k| x2
)
cosh
(√
δ |k|
) − cosh (√δ |k| (y2 − x2))

 ,
∂y2Π2
(√
δ |k| , y2, x2
)
=
√
δ |k|

 sinh
(√
δ |k| (1 + y2)
)
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) + cosh (√δ |k| (y2 − x2))

 ,
∂x2∂y2Π1
(√
δ |k| , y2, x2
)
=
(√
δ |k|
)2 sinh(√δ |k| (1 + y2)) cosh (√δ |k|x2)
cosh
(√
δ |k|
) ,
∂x2∂y2Π2
(√
δ |k| , y2, x2
)
=
(√
δ |k|
)2  sinh
(√
δ |k| (1 + y2)
)
cosh
(√
δ |k|x2
)
cosh
(√
δ |k|
) − sinh(√δ |k| (y2 − x2))

 .
(3.7)
We can now use the explicit formulation of ϕ provided in (3.4) and explicit the forcing b = ∇δ · g, obtaining
ϕˆ (k, x2) =
1√
δ |k|
∫ x2
−1
Π1
(√
δ |k| , y2, x2
)(
i
√
δkgˆ1 (k, y2) + ∂y2 gˆ2 (k, y2)
)
dy2
+
1√
δ |k|
∫ 0
x2
Π2
(√
δ |k| , y2, x2
)(
i
√
δkgˆ1 (k, y2) + ∂y2 gˆ2 (k, y2)
)
dy2.
We decompose
ϕ = ϕ1 + ϕ2,
with
ϕˆ1 (k, x2) = isgn (k)
(∫ x2
−1
Π1
(√
δ |k| , y2, x2
)
gˆ1 (k, y2) dy2 +
∫ 0
x2
Π2
(√
δ |k| , y2, x2
)
gˆ1 (k, y2) dy2
)
, (3.8)
ϕˆ2 (k, x2) =
1√
δ |k|
(∫ x2
−1
Π1
(√
δ |k| , y2, x2
)
∂y2 gˆ2 (k, y2) dy2 +
∫ 0
x2
Π2
(√
δ |k| , y2, x2
)
∂y2 gˆ2 (k, y2) dy2
)
.
We can integrate by parts in order to deduce that
ϕˆ2 (k, x2) =
1√
δ |k|
[
Π1
(√
δ |k| , x2, x2
)
gˆ2 (k, x2)−Π1
(√
δ |k| ,−1, x2
)
gˆ2 (k,−1)
]
− 1√
δ |k|
[
Π2
(√
δ |k| , x2, x2
)
gˆ2 (k, x2)−Π2
(√
δ |k| , 0, x2
)
gˆ2 (k, 0)
]
+
1√
δ |k|
[∫ x2
−1
gˆ2 (k, y2)∂y2Π1
(√
δ |k| , y2, x2
)
dy2 +
∫ 0
x2
gˆ2 (k, y2)∂y2Π2
(√
δ |k| , y2, x2
)
dy2
]
.
Using the identity
Π1
(√
δ |k| , x2, x2
)
−Π2
(√
δ |k| , x2, x2
)
= 0,
ϕ2 can be written as
ϕˆ2 (k, x2) =
1√
δ |k|
[
Π2
(√
δ |k| , 0, x2
)
gˆ2 (k, 0)−Π1
(√
δ |k| ,−1, x2
)
gˆ2 (k,−1)
]
+
∫ x2
−1
gˆ2 (k, y2)
1√
δ |k|∂y2Π1
(√
δ |k| , y2, x2
)
dy2
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+∫ 0
x2
gˆ2 (k, y2)
1√
δ |k|∂y2Π2
(√
δ |k| , y2, x2
)
dy2.
Moreover we observe that
Π2
(√
δ |k| , 0, x2
)
= 0, Π1
(√
δ |k| ,−1, x2
)
=
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) , (3.9)
from where
ϕˆ2 (k, x2) = − 1√
δ |k|
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) gˆ2 (k,−1) + ∫ x2
−1
gˆ2 (k, y2)
1√
δ |k|∂y2Π1
(√
δ |k| , y2, x2
)
dy2
+
∫ 0
x2
gˆ2 (k, y2)
1√
δ |k|∂y2Π2
(√
δ |k| , y2, x2
)
dy2. (3.10)
The above expression is important because it allows us to compute ∂2ϕ2 without differentiating g2.
Step 3: Computation of∇δϕ and ∂2∇δϕ
We can use the explicit definition of ϕ1 and ϕ2, computed in the previous step and provided respectively in (3.8) and
(3.10) together with (3.9) and the identity
∂y2Π1
(√
δ |k| , x2, x2
)
− ∂y2Π2
(√
δ |k| , x2, x2
)
=
√
δ |k| ,
in order to obtain
∂2ϕˆ1 (k, x2) = isgn (k)
[∫ x2
−1
∂x2Π1
(√
δ |k| , y2, x2
)
gˆ1 (k, y2) dy2
+
∫ 0
x2
∂x2Π2
(√
δ |k| , y2, x2
)
gˆ1 (k, y2) dy2
]
,
∂2ϕˆ2 (k, x2) = −
cosh
(√
δ |k|x2
)
cosh
(√
δ |k|
) gˆ2 (k,−1) + gˆ2 (k, x2)
+
∫ x2
−1
gˆ2 (k, y2)
1√
δ |k|∂x2∂y2Π1
(√
δ |k| , y2, x2
)
dy2
+
∫ 0
x2
gˆ2 (k, y2)
1√
δ |k|∂x2∂y2Π2
(√
δ |k| , y2, x2
)
dy2.
(3.11)
We also obtain that
√
δ ∂̂1ϕ1 (k, x2) =
√
δi |k|
[∫ x2
−1
Π1
(√
δ |k| , y2, x2
)
gˆ1 (k, y2) dy2 +
∫ 0
x2
Π2
(√
δ |k| , y2, x2
)
gˆ1 (k, y2) dy2
]
,
√
δ ∂̂1ϕ2 (k, x2) = isgn (k)
[
−
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) gˆ2 (k,−1)
+
∫ x2
−1
gˆ2 (k, y2)∂y2Π1
(√
δ |k| , y2, x2
)
dy2 +
∫ 0
x2
gˆ2 (k, y2)∂y2Π2
(√
δ |k| , y2, x2
)
dy2
]
.
(3.12)
Our final goal is to deduce an estimate for the As,1 norm of ∇δϕ in terms of the As,1 norm of g. In order for this to be
possible we must be able to express ∂2∇δϕ as a function of ∂2g. In order to do so we remark that the following identities
hold true (cf. (3.3) and (3.7))
Π1
(√
δ |k| , y2, x2
)
=
1(√
δ |k|
)2 ∂2y2Π1 (√δ |k| , y2, x2) ,
Π2
(√
δ |k| , y2, x2
)
=
1(√
δ |k|
)2 ∂2y2Π2 (√δ |k| , y2, x2) ,
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∂x2Π1
(√
δ |k| , y2, x2
)
=
1(√
δ |k|
)2 ∂2y2∂x2Π1 (√δ |k| , y2, x2) ,
∂x2Π2
(√
δ |k| , y2, x2
)
=
1(√
δ |k|
)2 ∂2y2∂x2Π2 (√δ |k| , y2, x2) ,
which we use in order to transform (3.11) and (3.12) into
∂2ϕˆ1 (k, x2) = isgn (k)
∫ x2
−1
1(√
δ |k|
)2 ∂2y2∂x2Π1 (√δ |k| , y2, x2) gˆ1 (k, y2) dy2
+
∫ 0
x2
1(√
δ |k|
)2 ∂2y2∂x2Π2 (√δ |k| , y2, x2) gˆ1 (k, y2) dy2
 ,
∂2ϕˆ2 (k, x2) = −
cosh
(√
δ |k|x2
)
cosh
(√
δ |k|
) gˆ2 (k,−1) + gˆ2 (k, x2)
+
∫ x2
−1
gˆ2 (k, y2)
1√
δ |k|∂x2∂y2Π1
(√
δ |k| , y2, x2
)
dy2
+
∫ 0
x2
gˆ2 (k, y2)
1√
δ |k|∂x2∂y2Π2
(√
δ |k| , y2, x2
)
dy2,
(3.13)
√
δ ∂̂1ϕ1 (k, x2) =
√
δi |k|
[∫ x2
−1
1(√
δ |k|
)2 ∂2y2Π1 (√δ |k| , y2, x2) gˆ1 (k, y2) dy2
+
∫ 0
x2
1(√
δ |k|
)2 ∂2y2Π2 (√δ |k| , y2, x2) gˆ1 (k, y2) dy2
]
,
√
δ ∂̂1ϕ2 (k, x2) = isgn (k)
[
−
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) gˆ2 (k,−1)
+
∫ x2
−1
gˆ2 (k, y2)∂y2Π1
(√
δ |k| , y2, x2
)
dy2
+
∫ 0
x2
gˆ2 (k, y2)∂y2Π2
(√
δ |k| , y2, x2
)
dy2
]
.
(3.14)
We see now that every integral term in (3.13) and (3.14) presents a kernel of the form ∂1+ly2 ∂
i
x2Πj , j = 1, 2, l, i = 0, 1.
We can then integrate by parts in order to commute the operator ∂y2 onto g. Following this integration by parts and using
the relations (see (3.7))
∂y2∂x2Π1
(√
δ |k| , x2, x2
)
− ∂y2∂x2Π2
(√
δ |k| , x2, x2
)
= 0,
∂x2Π1
(√
δ |k| , x2, x2
)
− ∂x2Π2
(√
δ |k| , x2, x2
)
=
√
δ |k| ,
1(√
δ |k|
)2 ∂y2∂x2Π2 (√δ |k| , 0, x2) = sinh
(√
δ |k| (1 + x2)
)
cosh
(√
δ |k|
) ,
1(√
δ |k|
)2 ∂y2∂x2Π1 (√δ |k| ,−1, x2) = 0,
1√
δ |k|∂x2Π2
(√
δ |k| , 0, x2
)
= 0,
1√
δ |k|∂x2Π1
(√
δ |k| ,−1, x2
)
=
cosh
(√
δ |k|x2
)
cosh
(√
δ |k|
) .
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we arrive at
∂2ϕˆ1 (k, x2) = isgn (k)

∫ x2
−1
1(√
δ |k|
)2 ∂y2∂x2Π1 (√δ |k| , y2, x2) ∂y2 gˆ1 (k, y2) dy2
+
∫ 0
x2
1(√
δ |k|
)2 ∂y2∂x2Π2 (√δ |k| , y2, x2) ∂y2 gˆ1 (k, y2) dy2 + sinh
(√
δ |k| (1 + x2)
)
cosh
(√
δ |k|
) gˆ1 (k, 0)

 ,
∂2ϕˆ2 (k, x2) = − 2

cosh
(√
δ |k|x2
)
cosh
(√
δ |k|
) gˆ2 (k,−1) + gˆ2 (k, x2)


+
∫ x2
−1
∂y2 gˆ2 (k, y2)
1√
δ |k|∂x2Π1
(√
δ |k| , y2, x2
)
dy2
+
∫ 0
x2
∂y2 gˆ2 (k, y2)
1√
δ |k|∂x2Π2
(√
δ |k| , y2, x2
)
dy2,
(3.15)
Using the formulas (see (3.3) and (3.7))
∂y2Π1
(√
δ |k| , x2, x2
)
− ∂y2Π2
(√
δ |k| , x2, x2
)
= −
√
δ |k| ,
∂y2Π1
(√
δ |k| , x2, x2
)
− ∂y2Π2
(√
δ |k| , x2, x2
)
= 0,
∂y2Π1
(√
δ |k| ,−1, x2
)
= 0,
∂y2Π2
(√
δ |k| , 0, x2
)
=
√
δ |k|
cosh
(√
δ |k| (1 + x2)
)
cosh
(√
δ |k|
) ,
Π1
(√
δ |k| ,−1, x2
)
=
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) ,
Π2
(√
δ |k| , 0, x2
)
= 0.
and performing analogous computations on ∂1ϕj , j = 1, 2, we derive
√
δ ∂̂1ϕ1 (k, x2) = i
[
1√
δ |k|
cosh
(√
δ |k| (1 + x2)
)
cosh
(√
δ |k|
) gˆ1 (k, 0)− gˆ1 (k, x2)
+
∫ x2
−1
1√
δ |k| ∂y2Π1
(√
δ |k| , y2, x2
)
∂y2 gˆ1 (k, y2) dy2
+
∫ 0
x2
1√
δ |k| ∂y2Π2
(√
δ |k| , y2, x2
)
∂y2 gˆ1 (k, y2) dy2
]
,
√
δ ∂̂1ϕ2 (k, x2) = isgn (k)
[
− 2
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) gˆ2 (k,−1)
+
∫ x2
−1
∂y2 gˆ2 (k, y2) Π1
(√
δ |k| , y2, x2
)
dy2
+
∫ 0
x2
∂y2 gˆ2 (k, y2) Π2
(√
δ |k| , y2, x2
)
dy2
]
,
(3.16)
Up to now we hence rewrote ∇δϕ in an appropriate form. We now differentiate in x2 (3.15) and (3.16) and use the
identities (see (3.7))
∂y2∂x2Π1
(√
δ |k| , x2, x2
)
− ∂y2∂x2Π2
(√
δ |k| , x2, x2
)
= 0,
∂x2Π1
(√
δ |k| , x2, x2
)
− ∂x2Π2
(√
δ |k| , x2, x2
)
=
√
δ |k| .
21
to obtain that
∂
2
2 ϕˆ1 (k, x2) = isgn (k)

∫ x2
−1
1(√
δ |k|
)2 ∂y2∂2x2Π1 (√δ |k| , y2, x2) ∂y2 gˆ1 (k, y2) dy2
+
∫ 0
x2
1(√
δ |k|
)2 ∂y2∂2x2Π2 (√δ |k| , y2, x2) ∂y2 gˆ1 (k, y2) dy2
+
√
δ |k|
cosh
(√
δ |k| (1 + x2)
)
cosh
(√
δ |k|
) gˆ1 (k, 0)

 ,
∂
2
2 ϕˆ2 (k, x2) = − 2
√
δ |k|
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) gˆ2 (k,−1)− ∂2gˆ2 (k, x2)
+
∫ x2
−1
∂y2 gˆ2 (k, y2)
1√
δ |k|∂
2
x2Π1
(√
δ |k| , y2, x2
)
dy2
+
∫ 0
x2
∂y2 gˆ2 (k, y2)
1√
δ |k|∂
2
x2Π2
(√
δ |k| , y2, x2
)
dy2,
(3.17)
Due to
∂y2Π1
(√
δ |k| , x2, x2
)
− ∂y2Π2
(√
δ |k| , x2, x2
)
= −
√
δ |k| ,
Π1
(√
δ |k| , x2, x2
)
−Π2
(√
δ |k| , x2, x2
)
= 0,
after differentiating (3.16) in x2, we find that
√
δ ∂̂2∂1ϕ1 (k, x2) = i
[
sinh
(√
δ |k| (1 + x2)
)
cosh
(√
δ |k|
) gˆ1 (k, 0)− 2∂2gˆ1 (k, x2)
+
∫ x2
−1
1√
δ |k| ∂x2∂y2Π1
(√
δ |k| , y2, x2
)
∂y2 gˆ1 (k, y2) dy2
+
∫ 0
x2
1√
δ |k| ∂x2∂y2Π2
(√
δ |k| , y2, x2
)
∂y2 gˆ1 (k, y2) dy2
]
,
√
δ ∂̂2∂1ϕ2 (k, x2) = isgn (k)
[
− 2
√
δ |k|
cosh
(√
δ |k|x2
)
cosh
(√
δ |k|
) gˆ2 (k,−1)
+
∫ x2
−1
∂y2 gˆ2 (k, y2) ∂x2Π1
(√
δ |k| , y2, x2
)
dy2
+
∫ 0
x2
∂y2 gˆ2 (k, y2) ∂x2Π2
(√
δ |k| , y2, x2
)
dy2
]
,
(3.18)
Step 4: Elliptic estimates
We have now a comprehensive description of ∂2∇δϕ given by the identities (3.17) and (3.18). We now take the absolute
value of (3.17) and (3.24) and apply the operator
∫ 0
−1 · dx2. This gives
22
∫ 0
−1
∣∣∂22 ϕˆ1 (k, x2)∣∣ dx2 6
∫ 0
−1


1(√
δ |k|
)2 ∥∥∥1[−1,x2] (·) ∂y2∂2x2Π1 (√δ |k| , ·, x2)∥∥∥
L∞y2
‖∂y2 gˆ1 (k, ·)‖L1y2
+
1(√
δ |k|
)2 ∥∥∥1[x2,0] (·) ∂y2∂2x2Π2 (√δ |k| , ·, x2)∥∥∥
L∞y2
‖∂y2 gˆ1 (k, ·)‖L1y2
+
√
δ |k|
cosh
(√
δ |k| (1 + x2)
)
cosh
(√
δ |k|
) |gˆ1 (k, 0)|

 dx2,
∫ 0
−1
∣∣∂22 ϕˆ2 (k, x2)∣∣ dx2 6
∫ 0
−1

−2
√
δ |k|
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) |gˆ2 (k,−1)|+ |∂2gˆ2 (k, x2)|
+
1√
δ |k|
∥∥∥1[−1,x2] (·) ∂2x2Π1 (√δ |k| , ·, x2)∥∥∥
L∞y2
‖∂y2 gˆ2 (k, ·)‖L1y2
+
1√
δ |k|
∥∥∥1[x2,0] (·) ∂2x2Π2 (√δ |k| , ·, x2)∥∥∥
L∞y2
‖∂y2 gˆ2 (k, ·)‖L1y2
}
dx2.
(3.19)
We use now the following estimates which holds for any (j, l) ∈ N2∫ 0
−1
∥∥∥1[−1,x2] (·) ∂jx2∂ly2Π1 (√δ |k| , ·, x2)∥∥∥
L∞y2
dx2 6 2
(√
δ |k|
)j+l−1
,∫ 0
−1
∥∥∥1[x2,0] (·) ∂jx2∂ly2Π2 (√δ |k| , ·, x2)∥∥∥L∞y2 dx2 6 52
(√
δ |k|
)j+l−1
.
(3.20)
Indeed, from (3.5) and (3.6) we deduce that for any (j, l) ∈ N2 and y2 ∈ (−1, x2) we have that
2 ∂jx2∂
l
y2Π1
(√
δ |k| , y2, x2
)
=
(√
δ |k|
)j+l e√δ|k|(y2+x2) − (−1)j e√δ|k|(y2−x2) + (−1)l e√δ|k|(−2−y2+x2) + (−1)j+l e√δ|k|(−2−y2−x2)
1− e−2
√
δ|k| ,
(3.21)
Similarly, if y2 ∈ (x2, 0) then
2 ∂jx2∂
l
y2Π2
(√
δ |k| , y2, x2
)
=
(√
δ |k|
)j+l (−1)j e√δ|k|(−2+y2−x2) − (−1)j+l e√δ|k|(−2−y2−x2) + e√δ|k|(x2+y2) + (−1)l e√δ|k|(−2−y2+x2)
1 + e−2
√
δ|k|
−
(√
δ |k|
)j+l
(−1)l e−
√
δ|k|(y2−x2).
(3.22)
Recall that any argument of every exponential appearing here above is negative, so that every exponential is bounded by
one uniformly in y2 and k. We now show how the integration of the term e
√
δ|k|(y2−x2) appearing in the expression of
∂jx2∂
l
y2Π1 has to be performed, being the other terms similar. Indeed since we have to respect the constraint y2 ∈ (−1, x2)
we have to compute ∫ 0
y2
e
√
δ|k|(y2−x2)dx2 = − 1√
δ |k|e
√
δ|k|y2
(
1− e−
√
δ|k|y2
)
6
1√
δ |k| .
We can integrate (3.21) and (3.22) in x2 as done above from which we obtain
2
∫ 0
y2
∣∣∣∂jx2∂ly2Π1 (√δ |k| , y2, x2)∣∣∣ dx2 6 4(√δ |k|)j+l−1 , y2 ∈ (−1, x2) ,
2
∫ y2
−1
∣∣∣∂jx2∂ly2Π2 (√δ |k| , y2, x2)∣∣∣ dx2 6 5(√δ |k|)j+l−1 , y2 ∈ (x2, 0) .
Since the bound provided are uniform in y2 we concluded the proof of (3.20)
We can use the bounds (3.20) in (3.19). Recalling that, by the definition of the space As,1, the hypothesis g ∈ As,1
implies that g|x2=−1 ≡ 0, we find that
−2
√
δ |k|
sinh
(√
δ |k|x2
)
cosh
(√
δ |k|
) |gˆ2 (k,−1)| = 0 ∀k,
23
thus we obtain ∫ 0
−1
∣∣∂22 ϕˆ1 (k, x2)∣∣ dx2 6 92
∫ 0
−1
|∂2gˆ1 (k, y2)| dy2 + |gˆ1 (k, 0)| ,
6
11
2
∫ 0
−1
|∂2gˆ1 (k, y2)| dy2,∫ 0
−1
∣∣∂22 ϕˆ2 (k, x2)∣∣ dx2 6 112
∫ 0
−1
|∂2gˆ2 (k, y2)| dy2.
(3.23)
We can argue similarly as above in order to obtain that
√
δ
∫ 0
−1
∣∣∣∂̂2∂1ϕ1 (k, x2)∣∣∣ dx2 6 ∫ 0
−1
{
sinh
(√
δ |k| (1 + x2)
)
cosh
(√
δ |k|
) |gˆ1 (k, 0)| − 2 |∂2gˆ1 (k, x2)|
+
1√
δ |k|
∥∥∥1[−1,x2] (·) ∂x2∂y2Π1 (√δ |k| , ·, x2)∥∥∥
L∞y2
‖∂y2 gˆ1 (k, ·)‖L1y2
+
1√
δ |k|
∥∥∥1[x2,0] (·) ∂x2∂y2Π2 (√δ |k| , ·, x2)∥∥∥
L∞y2
‖∂y2 gˆ1 (k, ·)‖L1y2
}
dx2,
√
δ
∫ 0
−1
∣∣∣∂̂2∂1ϕ2 (k, x2)∣∣∣ dx2 6 ∫ 0
−1
{
− 2
√
δ |k|
cosh
(√
δ |k|x2
)
cosh
(√
δ |k|
) |gˆ2 (k,−1)|
+
∥∥∥1[−1,x2] (·) ∂x2Π1 (√δ |k| , ·, x2)∥∥∥
L∞y2
‖∂y2 gˆ2 (k, ·)‖L1y2
+
∥∥∥1[x2,0] (·) ∂x2Π2 (√δ |k| , ·, x2)∥∥∥
L∞y2
‖∂y2 gˆ2 (k, ·)‖L1y2
}
dx2.
(3.24)
We use (3.20) and the identity−2√δ |k| cosh(
√
δ|k|x2)
cosh(
√
δ|k|) |gˆ2 (k,−1)| = 0 due to the fact that g ∈ A
s,1 to obtain the estimate
√
δ
∫ 0
−1
∣∣∣∂̂2∂1ϕ1 (k, x2)∣∣∣ dx2 6 1√
δ |k|
(
cosh
(√
δ |k|
)
− 1
)
cosh
(√
δ |k|
) |gˆ1 (k, 0)|+ 13
2
∫ 0
−1
|∂2gˆ1 (k, x2)| dx2,
6
15
2
∫ 0
−1
|∂2gˆ1 (k, x2)| dx2,
√
δ
∫ 0
−1
∣∣∣∂̂2∂1ϕ2 (k, x2)∣∣∣ dx2 6 9
2
∫ 0
−1
|∂2gˆ2 (k, x2)| dx2.
(3.25)
We can now combine the results in (3.23) and (3.25) to finally obtain the desired bound
‖∇δϕ‖As,1
λ
6 13 ‖g‖As,1
λ
.
2
4 A priori estimates
In this section we assume h, φ1, φ2 to be space-time smooth solutions of (2.9) and we want to obtain appropriate a
priori estimates. Furthermore, we assume that the zero mean initial data h0 is small enough with respect to the physical
parameters in the problem as stated when the size is measured in appropriate norms.
4.1 Elliptic estimates for the ALE potential
Recalling the definition of the matrix Iδ and the anisotropic differential operators∇δV, divδV and∆δV, and defining the
matrix
Q (∇σ) =
 ∂2σ −
√
δ∂1σ
−√δ∂1σ −∂2σ + εδ |∂1σ|
2
1 + ε∂2σ
 (4.1)
24
the anisotropic Laplace equation in (2.6) can alternatively be expressed as (cf. [47, Section 2.2.3])
∇δ · (I + εQ (∇σ))∇δφ = 0.
With such notation and using the decomposition φ = φ1 + φ2 the static equation (2.7) becomes
∆δφ2 = −ε∇δ · (Q (∇σ)∇δ (φ1 + φ2)) in S,
φ2 = 0, on Γ,
∂2φ2 = 0, on Γb.
(4.2)
Considering the decomposition φ = φ1 + φ2 it is clear that we must provide some elliptic bound for each φj , j = 1, 2.
The rest of the present section is accordingly divided in two subsections which address the problem of providing elliptic
estimates for φj , j = 1, 2.
4.1.1 Elliptic estimates for φ1
Lemma 4.1. Let s, λ > 0, δ > 0 f : R → R be a Cj (R) ∩W j,1loc (R) , j ∈ N, j > 1 and u ∈ As+j−1λ . Let F be the
primitive of
∣∣f (j)∣∣, and suppose there exists Cf a strictly positive constant depending on f only such that
F (0)− F
(
−
√
δ |n|
)
6 Cf ,
uniformly in δ > 0 and n ∈ Z. Then one has∥∥∥f (·√δΛ) u∥∥∥
As,j
λ
6 Cf δ
j−1
2 |u|s+j−1,λ .
Proof. The proof is straightforward, let us compute∫ 0
−1
∣∣∣∂jy (f (y√δ |n|) uˆ (n))∣∣∣ dy 6 (√δ |n|)j |uˆ (n)| ∫ 0
−1
∣∣∣f (j) (y√δ |n|)∣∣∣ dy,
=
(√
δ |n|
)j
|uˆ (n)|
F (0)− F
(
−√δ |n|
)
√
δ |n| ,
6 Cf
(√
δ |n|
)j−1
|uˆ (n)| ,
a summation in n concludes the proof.
Our aim is to use Lemma 4.1 on φ1 in order to derive suitable optimal elliptic estimates in the particular functional
framework in which we are working. Let us at first denote with ψ the trace of φ1 onto Γ, i.e.
ψ = ναKα + εh.
We use the explicit form of φ1 provided in (2.8),
φ1 (x1, x2, t) =
e−(1+x2)
√
δΛ + e(1+x2)
√
δΛ
e
√
δΛ + e−
√
δΛ
ψ (x1, t) ,
Applying the operator ∂j2 , j ∈ N to φ1 we infer that when x2 ∈ [−1, 0]
∂j2φ1 (x1, x2, t) = δ
j/2Λj
e(1+x2)
√
δΛ + (−1)j e−(1+x2)
√
δΛ
e
√
δΛ + e−
√
δΛ
ψ (x1, t) . (4.3)
A computation shows that
∫ 0
−1
e(1+x2)
√
δ|n| + (−1)j e−(1+x2)
√
δ|n|
e
√
δ|n| + e−
√
δ|n| dx2 =
1√
δ |n|
e
√
δ|n| − 1 + (−1)j+1
(
e−
√
δ|n| − 1
)
e
√
δ|n| + e−
√
δ|n| ,
6
1√
δ |n|
1 + 1
cosh
(√
δ |n|
)
 6 2√
δ |n| .
25
We can apply Lemma 4.1 in order to deduce that, for any s > 0,
‖φ1‖As,j
λ
6 2δ
j−1
2 |ψ|s+j−1,λ . (4.4)
The computations performed above lead naturally to the next lemma:
Lemma 4.2. Let s0 > 0, j ∈ N, such that j > 1. Let h ∈ As0+j+1λ and let φ1 be a solution of (2.8) in the space As0,jλ ,
then
‖φ1‖As0,j
λ
6 2δ
j−1
2 Ks0+j−1
[
να
(
1 + 2α |h|1,λ
)
|h|s0+j+1,λ + ε |h|s0+j−1,λ
]
. (4.5)
Similarly, if s, λ > 0 and h ∈ As+3λ , the following estimates hold true
|∂1φ1|s,λ 6 2Ks+1
[
να |h|s+3,λ
(
1 + 2α |h|1,λ
)
+ ε |h|s+1,λ
]
,
|∂2φ1|s,λ 6 2Ks+1δ1/2
[
να |h|s+3,λ
(
1 + 2α |h|1,λ
)
+ ε |h|s+1,λ
]
.
(4.6)
Proof. We apply the estimate (4.4)∥∥∥∂j2φ1∥∥∥As0,0
λ
6 2δ
j−1
2 |ναKα + εh|s0+j−1,λ ,
6 2δ
j−1
2
(
να |Kα|s0+j−1,λ + ε |h|s0+j−1,λ
)
.
Next we consider that
Kα = h
′′ (1 + F (αh′)) ,
where Kα is defined in (1.7) and F in (1.14). We can invoke Lemma 1.1 and 1.4 together with (1.8)
|Kα|s0+j−1,λ 6 Ks0+j−1
(
|h|s0+j+1,λ
(
1 + |F (αh′)|0,λ
)
+ |h|2,λ |F (αh′)|s0+j−1,λ
)
,
6 Ks0+j−1
(
|h|s0+j+1,λ
(
1 + α |h|1,λ
)
+ α |h|2,λ |h|s0+j,λ
)
.
The above estimate lead us to∥∥∥∂j2φ1∥∥∥As0,0
λ
6 2δ
j−1
2 Ks0+j−1
[
να
(
|h|s0+j+1,λ
(
1 + α |h|1,λ
)
+ α |h|2,λ |h|s0+j,λ
)
+ ε |h|s0+j−1,λ
]
,
6 2δ
j−1
2 Ks0+j−1,λ
[
να |h|s0+j+1,λ
(
1 + 2α |h|1,λ
)
+ ε |h|s0+j−1,λ
]
,
where in the second inequality we used (1.9), concluding the proof. To obtain the second part of the statement, we can
use the trace estimates of Proposition 1.5 to deduce
|∂iφ1|s,λ 6 ‖∂iφ1‖As,1
λ
= ‖∂2∂iφ1‖As,0
λ
,
we now conclude similarly as before.
Lemma 4.2 provides a suitable bound for the trace of the gradient of φ1 in terms of h. This is the bound that we will use
in the parabolic energy estimates for the evolution of h described by the evolution law (2.9).
4.1.2 Elliptic estimates for φ2
In this section we need to obtain estimates for the solution of the problem (4.2). At this point it suffices to apply Theorem
3.1 to (4.2), this gives
‖∇δφ2‖As,1
λ
6 13ε ‖Q (∇σ)∇δ (φ1 + φ2)‖As,1
λ
.
This inequality can be combined now with the product rule stated in Lemma 1.6 to obtain that
‖∇δφ2‖As,1
λ
6 26ε Ks
[
‖Q (∇σ)‖A0,1
λ
(
‖∇δφ1‖As,1
λ
+ ‖∇δφ2‖As,1
λ
)
+ ‖Q (∇σ)‖As,1
λ
(
‖∇δφ1‖A0,1
λ
+ ‖∇δφ2‖A0,1
λ
)]
. (4.7)
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Considering the explicit expression of Q (∇σ) and φ1 (given in (4.1) and (2.8) respectively) we see that both functions
are harmonic extensions of (suitable nonlinear relations involving) the elevation h on the boundary. We exploit this idea
in order to control ‖∇δφ2‖As,1
λ
in terms of h only.
Lemma 4.2 provides already a control for terms such as ‖∇δφ1‖As,1
λ
, s, λ > 0, we need hence to control now
‖Q (∇σ)‖As,1
λ
, s, λ > 0.
Such result is proved in the next lemma:
Lemma 4.3. Let Q (∇σ) be as in (4.1), 0 ≤ s ≤ 1, λ > 0 and |h|1,λ < (4Ksε)−1. The following bound holds true
‖Q (∇σ)‖As,1
λ
6 10 |h|s+1,λ . (4.8)
Proof. Using the expansion
1
1 + x
=
∑
k>0
(−x)k , |x| < 1,
we derive that
Q (∇σ) =
 ∂2σ −
√
δ∂1σ
−√δ∂1σ −∂2σ + εδ |∂1σ|
2
1 + ε∂2σ
 =∑
n>0
εnQ(n) (∇σ) ,
where
Q(0) (∇σ) =
(
∂2σ −
√
δ∂1σ
−√δ∂1σ −∂2σ + εδ |∂1σ|2
)
,
Q(n) (∇σ) =
(
0 0
0 (−∂2σ)n
(
−∂2σ + εδ |∂1σ|2
) )
, n > 1.
We can now use (2.2) in order to express∇σ in terms of h
∂1σ (x1, x2, t) =
e(1+x2)Λ − e−(1+x2)Λ
eΛ − e−Λ ∂1h (x1, t) =
sinh ((1 + x2) Λ)
sinh (Λ)
∂1h (x1, t) ,
∂2σ (x1, x2, t) =
e(1+x2)Λ + e−(1+x2)Λ
eΛ − e−Λ Λh (x1, t) =
cosh ((1 + x2) Λ)
sinh (Λ)
Λh (x1, t) .
(4.9)
Since h is a zero-average function, the Fourier multiplier (sinh (Λ))−1 is bounded in the Fourier side and we can use
Lemma 4.1
‖∂jσ‖As,1
λ
6 |h|s+1,λ , j = 1, 2,
which in turn implies, using the product rule of (1.19), that∥∥Q(0) (∇σ)∥∥As,1
λ
6 2
(
1 +
√
δ + 2εδ Ks |h|1,λ
)
|h|s+1,λ ,∥∥Q(n) (∇σ)∥∥As,1
λ
6 2n+1Ks (1 +Ks,n)
(
1 + 2Ksεδ |h|1,λ
)
|h|n1,λ |h|s+1,λ ,
whereKs,n is defined in Corollary 1.2. Recalling the definition (1.11) ofKs,n and (1.15) of Ks, we deduce that
Ks (1 +Ks,n) = Ks
1 + n−1∑
j=1
Kjs
 = n∑
j=1
Kjs = Ks,n+1,
hence using the monotonicity of the application n 7→ Ks,n, s > 0
2n+1Ks(1 +Ks,n)|h|n1,λ = 2n+1Ks,n+1|h|n1,λ
≤ 2
(
2K
1/n
s,n+1|h|1,λ
)n
≤ 2 (2Ks|h|1,λ)n .
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Thus, we proved that if |h|1,λ < (4Ksε)−1, then∥∥Q(n) (∇σ)∥∥As,1
λ
6
2
2nεn
(
1 + 2Ksεδ |h|1,λ
)
|h|s+1,λ .
This forces the series to be summable and we obtain
‖Q (∇σ)‖As,1
λ
6
∥∥Q(0) (∇σ)∥∥As,1
λ
+
( ∞∑
n=1
εn
∥∥Q(n) (∇σ)∥∥As,1
λ
)
,
6 2
(
1 +
√
δ + 2εδ Ks |h|1,λ
)
|h|s+1,λ
+ 2
( ∞∑
n=1
1
2n
(
1 + 2Ksεδ |h|1,λ
)
|h|s+1,λ
)
,
= 2
{(
1 + 2εδKs |h|1,λ
)(
1 +
∞∑
n=1
2−n
)
+
√
δ
}
|h|s+1,λ ,
= 2
{
2
(
1 + 2εδKs |h|1,λ
)
+
√
δ
}
|h|s+1,λ ,
Considering that under the hypothesis |h|1,λ 6 (4Ksε)−1 we obtain that
1 + 2εδKs |h|1,λ 6 1 +
δ
2
thus,
‖Q (∇σ)‖As,1
λ
6 2
[
2 +
√
δ + δ
]
|h|s+1,λ ,
and we can now use that δ 6 1 to obtain the desired estimate.
We are finally now able to bound φ2:
Proposition 4.4. Let φ2 be the solution of (4.2), and let us fix s ≥ 0 and c0 ∈
(
0, 1
2Ks
√
δ
)
such that
|h|1,λ 6
c0
√
δ
260 ε
, (4.10)
then the following bound holds true
‖∇δφ2‖As,1
λ
6 8c0δ (Ks+1 + 2)
[
να
(
1 + 2α |h|1,λ
)
|h|s+3,λ + ε |h|s+1,λ
]
. (4.11)
Proof. Recalling Lemma 1.6, we observe that we have that
‖∇δφ2‖A0,1
λ
6 26ε ‖Q (∇σ)‖A0,1
λ
(
‖∇δφ1‖A0,1
λ
+ ‖∇δφ2‖A0,1
λ
)
.
Invoking (4.8), we find that (
1− 260ε |h|1,λ
)
‖∇δφ2‖A0,1
λ
6 260ε |h|1,λ ‖∇δφ1‖A0,1
λ
.
Then, from (4.7) and using (4.8) we deduce that
26ε ‖Q (∇σ)‖A0,1
λ
‖∇δφ2‖As,1
λ
6 260ε |h|1,λ ‖∇δφ2‖As,1
λ
.
We use such estimate in order to move the term 26ε ‖Q (∇σ)‖A0,1
λ
‖∇δφ2‖As,1
λ
on the left hand side of the inequality
(4.7). This gives
(
1− 260Ksε |h|1,λ
)
‖∇δφ2‖As,1
λ
6 26ε Ks
[
‖Q (∇σ)‖A0,1
λ
‖∇δφ1‖As,1
λ
+ ‖Q (∇σ)‖As,1
λ
‖∇δφ1‖A0,1
λ
+ ‖Q (∇σ)‖As,1
λ
260ε |h|1,λ(
1− 260ε |h|1,λ
) ‖∇δφ1‖A0,1
λ
]
. (4.12)
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We apply now Lemma Lemma 4.2, (4.5) and (4.8) to (4.12) in order to obtain an inequality which involves norms of φ2
and h only
(
1− 260Ks ε |h|1,λ
)
‖∇δφ2‖As,1
λ
6 4Ks
√
δ
{[
Ks+1260 ε |h|1,λ
(
να
(
1 + 2α |h|1,λ
)
|h|s+3,λ + ε |h|s+1,λ
)
+ 260 ε |h|s+1,λ
(
να
(
1 + 2α |h|1,λ
)
|h|3,λ + ε |h|1,λ
)]
+
(
να
(
1 + 2α |h|1,λ
)
|h|3,λ + ε |h|1,λ
) 260 ε |h|s+1,λ
1− 260 ε |h|1,λ
}
.
We imposed the smallness hypothesis (4.10) in order to deduce that
260 ε |h|1,λ < c0
√
δ <
1
2
,
so that we can derive the inequality
(
1− c0Ks
√
δ
)
‖∇δφ2‖As,1
λ
6 4Ksc0δ
{[
Ks+1
(
να
(
1 + 2α |h|1,λ
)
|h|s+3,λ + ε |h|s+1,λ
)
+
|h|s+1,λ
|h|1,λ
(
να
(
1 + 2α |h|1,λ
)
|h|3,λ + ε |h|1,λ
)]
+
c0δ(
1− c0
√
δ
) |h|s+1,λ|h|1,λ
(
να
(
1 + 2α |h|1,λ
)
|h|3,λ + ε |h|1,λ
)}
.
We use now (1.9) in order to deduce that
|h|3,λ |h|s+1,λ 6 |h|1,λ |h|s+3,λ ,
from which we obtain
‖∇δφ2‖As,1
λ
6
4Ksc0δ
1− c0Ks
√
δ
Ks+1 + 1 + c0δ(
1− c0
√
δ
)
[να (1 + 2α |h|1,λ) |h|s+3,λ + ε |h|s+1,λ ] .
Due to the estimates
1 +
c0δ(
1− c0
√
δ
) 6 2
and
1
1− c0Ks
√
δ
6 2,
we conclude the proof.
Corollary 4.5. Let s, λ > 0, the following estimate holds true
|∂2φ2|s,λ 6 8c0δ (Ks+1 + 2)
[
να
(
1 + 2α |h|1,λ
)
|h|s+3,λ + ε |h|s+1,λ
]
. (4.13)
Proof. We use the trace estimates of Proposition 1.5 to argue that
|∂2φ2|s,λ 6 ‖∂2φ2‖As,1
λ
,
and combine the above inequality with (4.11).
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4.2 Parabolic estimates
We observe that, due to the definition of φ2, we have that
∂1φ2 = 0
on {x2 = 0}. Similarly, we notice that we are interested in the particular case s = 1 (so K1 = 1 which will be used
throughtout this section) of the elliptic estimates in the previous section. As a consequence, we can rewrite the evolution
equation for h in (2.9) as
∂th+
1
ε
tanh
(√
δΛ
) (
ναΛ3h− εΛh) = Nφ1 +Nφ2 +Nh, (4.14)
where
Nφ1 = −
√
δAk1∂kφ1 ∂1h,
Nφ2 = −
√
δA21∂2φ2 ∂1h+
1
α
A22∂2φ2,
and
Nh =
√
δ
[
G
(
εΛ
tanh (Λ)
h
)
tanh
(√
δΛ
) (
ναΛ3h− εΛh)
−να
(
1− G
(
εΛ
tanh (Λ)
h
))
tanh
(√
δΛ
)
Λ
(
F (αh′) Λ2h
)]
. (4.15)
Indeed the nonlinear bounds will be of different kind for the Nj’s:
• Since Nh is an explicit nonlinear function of h , the nonlinear bounds for Nh can be computed explicitly using an
estimate as the one stated in Lemma 1.1.
• Recalling (2.8), we can express φ1 explicitly as a function of h. Thus, the nonlinear bounds for Nφ1 are also
relatively easy to obtain.
• The nonlinear bounds for φ2 are more involved. It is in this setting that the elliptic estimates performed in Section
4.1 will be used.
Let us recall that for any µ˜ > 0 we have
d
dt
|h (t)|s,µ˜t =
(∑
n
(1 + |n|)s eµ˜t|n|∂t
∣∣∣hˆ (n)∣∣∣)+ µ˜ |Λh|s,µ˜t ,
hence if µ˜ is sufficiency small we can absorb a negative energy contribution of the form −µ˜ |Λh|s,µ˜t using (1.8) in the
parabolic term in the energy estimates of the equation (4.14). Motivated by such considerations let us consider any
µ ∈
[
0,
√
δ
4
(
ν
√
δ − 1
))
, (4.16)
and let us perform an A1µt energy estimate on (4.14). For mean-free function h, we compute∣∣∣tanh(√δΛ)h∣∣∣
s,λ
>
√
δ
2
|h|s,λ , s, λ > 0.
Then we deduce the following inequality
d
dt
|h|1,µt +
√
δ
8
(
ν
√
δ − 1
)
|h|4,µt 6 |Nφ1 |1,µt + |Nφ2 |1,µt + |Nh|1,µt . (4.17)
Before starting to provide the suitable parabolic estimates we prove the following technical lemma, which will be contin-
uously use in the rest of the manuscript:
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Lemma 4.6. Let Aji , i, j = 1, 2 be the coefficients of the matrix A defined in (2.5), and let h,w ∈ As+1λ , s, λ > 0 then
∣∣Ak1∂kw∣∣s,λ 6 |∂1w|s,λ +
(
1 + ε
[
1 +
2ε |h|1,λ
1− ε |h|1,λ
]
|h|1,λ
)
|∂2w|s,λ
+Ksε
[
1 + ε |h|1,λ
(
1
1− ε |h|1,λ
+
1
1−Ksε |h|1,λ
)]
|h|s+1,λ |∂2w|0,λ ,
∣∣A22∂2w∣∣s,λ 6
(
1 +
ε
1− ε |h|1,λ
|h|1,λ
)
|∂2w|s,λ +
ε
1−Ksε |h|1,λ
|h|s+1,λ |∂2w|0,λ .
Proof. From the explicit definition of A given in (2.5) and the definition of the function G given in (1.14) we can rewrite
the trace of A in x2 = 0 using (4.9) as
A|x2=0 = I + A˜,
A˜ =
 0 0
ε∂1h
(
G
(
εΛ
tanh(Λ) h
)
− 1
)
−G
(
εΛ
tanh(Λ) h
)  .
We can now use Lemma 1.1∣∣∣A˜21∣∣∣
s,λ
6 Ksε
[
|∂1h|s,λ
(∣∣∣∣G( εΛtanh (Λ) h
)∣∣∣∣
0,λ
+ 1
)
+ |∂1h|0,λ
∣∣∣∣G( εΛtanh (Λ) h
)∣∣∣∣
s,λ
]
,
∣∣∣A˜22∣∣∣
s,λ
6
∣∣∣∣G( εΛtanh (Λ) h
)∣∣∣∣
s,λ
,
and control the contributions provided by G with Lemma 1.4
∣∣∣A˜21∣∣∣
s,λ
6 Ksε
[
1 + ε |h|1,λ
(
1
1−K0ε |h|1,λ
+
1
1−Ksε |h|1,λ
)]
|h|s+1,λ ,∣∣∣A˜22∣∣∣
s,λ
6
ε
1−Ksε |h|1,λ
|h|s+1,λ .
We combine the above estimates and use Lemma 1.1 in order to obtain the desired bounds∣∣Ak1∂kw∣∣s,λ 6 |∂1w|s,λ + (1 + ∣∣∣A˜21∣∣∣0,λ
)
|∂2w|s,λ +
∣∣∣A˜21∣∣∣
s,λ
|∂2w|0,λ ,
6 |∂1w|s,λ +
(
1 + ε
[
1 +
2ε |h|1,λ
1−K0ε |h|1,λ
]
|h|1,λ
)
|∂2w|s,λ
+Ksε
[
1 + ε |h|1,λ
(
1
1−K0ε |h|1,λ
+
1
1−Ksε |h|1,λ
)]
|h|s+1,λ |∂2w|0,λ ,
∣∣A22 ∂2w∣∣s,λ 6 (1 + ∣∣∣A˜22∣∣∣0,λ
)
|∂2w|s,λ +
∣∣∣A˜22∣∣∣
s,λ
|∂2w|0,λ ,
6
(
1 +
ε
1−K0ε |h|1,λ
|h|1,λ
)
|∂2w|s,λ +
ε
1−Ksε |h|1,λ
|h|s+1,λ |∂2w|0,λ .
4.2.1 Bounds for Nφ2
We start with the nonlinear bounds for the term Nφ2 since they are the more challenging. Indeed we have
|Nφ2 |1,λ = |Nφ2,1|1,λ + |Nφ2,2|1,λ ,
where
Nφ2,1 =
1
α
A22∂2φ2,
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Nφ2,2 = −
√
δ A21∂2φ2 ∂1h.
We invoke Lemma 4.6 to obtain
|Nφ2,1|1,λ 6
1
α
[(
1 +
ε
1−K0ε |h|1,λ
|h|1,λ
)
|∂2φ2|1,λ +
ε
1−K1ε |h|1,λ
|h|2,λ |∂2φ2|0,λ
]
.
We can now recall the result provided in Corollary 4.5 so that we can express |∂2φ2|s0,λ , s0 = 0, 1, λ > 0 in terms of
boundary contributions involving h and its derivative only. This combined with the fact that Ks 6 2s (see Lemma 1.1),
leads to
|Nφ2,1|1,λ 6
48 c0
√
δ
ε
[(
1 +
ε
1− ε |h|1,λ
|h|1,λ
)[
να
(
1 + 2α |h|1,λ
)
|h|4,λ + ε |h|2,λ
]
+
ε
1− ε |h|1,λ
|h|2,λ
[
να
(
1 + 2α |h|1,λ
)
|h|3,λ + ε |h|1,λ
]]
.
We can use now the interpolation inequality (1.9) to get |h|2,λ |h|3,λ 6 |h|1,λ |h|4,λ, which we use in order to deduce
ε
1− ε |h|1,λ
|h|2,λ
[
να
(
1 + 2α |h|1,λ
)
|h|3,λ + ε |h|1,λ
]
6
ε
1− ε |h|1,λ
|h|1,λ
[
να
(
1 + 2α |h|1,λ
)
|h|4,λ + ε |h|2,λ
]
.
Thus,
|Nφ2,1|1,λ 6
48 c0
√
δ
ε
[(
1 +
2ε
1− ε |h|1,λ
|h|1,λ
)[
να
√
δ
(
1 + 2α |h|1,λ
)
|h|4,λ + ε |h|2,λ
]]
. (4.18)
Analogously as above we use Lemma 1.1 on the term Nφ2,2 to obtain that
|Nφ2,2|s 6
√
δ
(
|h|1,λ
∣∣A21∂2φ2∣∣1,λ + |h|2,λ ∣∣A21∂2φ2∣∣0,λ ) .
We use Lemma 4.6 to compute that
|Nφ2,2|1,λ 6
√
δ
[(
1 + ε
(
1 +
2ε |h|1,λ
1− ε |h|1,λ
)
|h|1,λ
)
|h|1,λ |∂2φ2|1,λ
+
(
1 + 3ε
(
1 +
2ε |h|1,λ
1− ε |h|1,λ
)
|h|1,λ
)
|h|2,λ |∂2φ2|0,λ
]
.
It remains hence to control the trace |∂2φ2|s0 , s0 = 0, 1. To this end we invoke Corollary 4.5 and obtain that
|Nφ2,2|1,λ 6 48 c0δ3/2
[(
1 + ε
(
1 +
2ε |h|1,λ
1− ε |h|1,λ
)
|h|1,λ
)
|h|1,λ
[
να
(
1 + 2α |h|1,λ
)
|h|4,λ + ε |h|2,λ
]
+
(
1 + 3ε
(
1 +
2ε |h|1,λ
1− ε |h|1,λ
)
|h|1,λ
)
|h|2,λ
[
να
(
1 + 2α |h|1,λ
)
|h|3,λ + ε |h|1,λ
]]
.
Due to an interpolation inequality (1.9), we find that
|Nφ2,2|1,λ 6 96 c0δ3/2
(
1 + 2ε
(
1 +
2ε |h|1,λ
1− ε |h|1,λ
)
|h|1,λ
)
|h|1,λ
[
να
(
1 + 2α |h|1,λ
)
|h|4,λ + ε |h|2,λ
]
. (4.19)
We combine now (4.18) and (4.19) in order to obtain the final bound for Nφ2 :
|Nφ2 |1,λ 6 48 c0
√
δ
{
1
ε
(
1 +
2ε |h|1,λ
1− ε |h|1,λ
)
+ 2δ |h|1,λ
(
1 + 2ε |h|1,λ
(
1 +
2ε |h|1,λ
1− ε |h|1,λ
))}[
να
(
1 + 2α |h|1,λ
)
|h|4,λ + ε |h|2,λ
]
. (4.20)
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4.2.2 Bounds for Nφ1
We consider now the term Nφ1 . We can use the product rule stated in Lemma 1.1 to find that
|Nφ1 |1,λ 6
√
δ
(∣∣Ak1∂kφ1∣∣0,λ |∂1h|1,λ + ∣∣Ak1∂kφ1∣∣1,λ |∂1h|0,λ) .
Next we apply the estimates proved in Lemma 4.6 in order to control terms
∣∣Ak1∂kφ1∣∣s0 , s0 = 0, 1. This gives
|Nφ1 |1,λ 6
√
δ
[(
|∂1φ1|0,λ +
(
1 + 2ε
[
1 +
2ε |h|1,λ
1− ε |h|1,λ
]
|h|1,λ
)
|∂2φ1|0,λ
)
|h|2,λ
+
(
|∂1φ1|1,λ +
(
1 + ε
[
1 +
2ε |h|1,λ
1− ε |h|1,λ
]
|h|1,λ
)
|∂2φ1|1,λ + ε
[
1 +
2ε |h|1,λ
1− ε |h|1,λ
]
|h|2 |∂2φ1|0,λ
)
|h|1,λ
]
.
(4.21)
In (4.21) there still appear terms of the form |∂jφ1|s , j = 1, 2, s = 0, 1. It is here that we use the elliptic estimates of
Section 4.1, so that we can control the trace contributions |∂jφ1|s in terms of suitable nonlinear bounds involving h only.
We apply the estimates of Lemma 4.2, which were performed explicitly for this task, obtaining
|Nφ1 |1,λ 6 2
√
δ
[ (
να |h|3,λ
(
1 + 2α |h|1,λ
)
+ ε |h|1,λ
)
|h|2,λ
+
(
1 + 2ε
[
1 +
2ε |h|1,λ
1− ε |h|1,λ
]
|h|1,λ
)(√
δ
[
να |h|3,λ
(
1 + 2α |h|1,λ
)
+ ε |h|1,λ
])
|h|2,λ
+
(
να |h|4,λ
(
1 + 2α |h|1,λ
)
+ ε |h|2,λ
)
|h|1,λ
+ 4
(
1 + ε
[
1 +
2ε |h|1,λ
1− ε |h|1,λ
]
|h|1,λ
)(√
δ
[
να |h|4,λ
(
1 + 2α |h|1,λ
)
+ ε |h|2,λ
])
|h|1,λ
+ ε
[
1 +
2ε |h|1,λ
1− ε |h|1,λ
]
|h|2
(√
δ
[
να |h|3,λ
(
1 + 2α |h|1,λ
)
+ ε |h|1,λ
])
|h|1,λ
]
.
(4.22)
We simplify now the expression in (4.22). Invoking interpolation inequalities allow us to produce the inequality(
να |h|3,λ
(
1 + 2α |h|1,λ
)
+ ε |h|1,λ
)
|h|2,λ 6 |h|1,λ
(
να |h|4,λ
(
1 + 2α |h|1,λ
)
+ ε |h|2,λ
)
. (4.23)
We can now apply (4.23) repeatedly in (4.22) in order to reduce the previous expression. The resulting inequality is
|Nφ1 | 6 2
√
δ
[
2 +
√
δ
(
5 + 7ε
[
1 +
2ε |h|1,λ
1− ε |h|1,λ
]
|h|1,λ
)]
|h|1,λ
[
να |h|4,λ
(
1 + 2α |h|1,λ
)
+ ε |h|2,λ
]
. (4.24)
4.2.3 Bounds for Nh
At last we need to bound the nonlinear termNh defined in (4.15). It is natural to decomposeNh as
Nh = Nh,1 +Nh,2 +Nh,3,
where
Nh,1 =
√
δG
(
εΛ
tanh (Λ)
h
)
tanh
(√
δΛ
) (
ναΛ3h− εΛh) ,
Nh,2 = −
√
δνα tanh
(√
δΛ
)
Λ
(
F (αh′) Λ2h
)
,
Nh,3 =
√
δναG
(
εΛ
tanh (Λ)
h
)
tanh
(√
δΛ
)
Λ
(
F (αh′) Λ2h
)
.
What remain hence is to deduce some suitable estimate for the quantities |Nh,j|1,λ , j = 1, 2, 3. We start analyzingNh,1.
We can apply the product rule of Lemma 1.1 and the estimate∣∣∣tanh(√δΛ) f ∣∣∣
s
6 |f |s , s > 0
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to find that
|Nh,1|1,λ 6
√
δ
(∣∣∣∣G( εΛtanh (Λ)h
)∣∣∣∣
1,λ
∣∣(ναΛ3h− εΛh)∣∣
0,λ
+
∣∣∣∣G( εΛtanh (Λ)h
)∣∣∣∣
0,λ
∣∣(ναΛ3h− εΛh)∣∣
1,λ
)
. (4.25)
In order to control the contributions provided by
∣∣∣G( εΛtanh(Λ)h)∣∣∣
s0,λ
, s0 = 0, 1 we use Lemma 1.4 and combine it with
the inequality ∣∣∣∣ εΛtanh (Λ) f
∣∣∣∣
s,λ
6 ε |f |s+1,λ , s, λ > 0,
which is valid for zero-mean functions f in order to obtain that∣∣∣∣G( εΛtanh (Λ)h
)∣∣∣∣
s0,λ
6
ε
1− ε |h|1,λ
|h|s0+1,λ , s0 = 0, 1. (4.26)
We apply the estimate (4.26) in (4.25) and we conclude that
|Nh,1|1,λ 6
ε
√
δ
1− ε |h|1,λ
(
|h|2,λ
(
να |h|3,λ + ε |h|1,λ
)
+ |h|1,λ
(
να |h|4,λ + ε |h|2,λ
))
. (4.27)
Using interpolation, we find that the final bound for Nh,1 reduces to
|Nh,1|1,λ 6 ε
√
δ
2 |h|1,λ
1− ε |h|1,λ
(
να |h|4,λ + ε |h|2,λ
)
. (4.28)
We consider now the term Nh,2 and we obtain the following estimate
|Nh,2|1,λ 6
√
δνα
∣∣F (αh′) Λ2h∣∣
2,λ
, (4.29)
where the analytic function F is defined in (1.14). Let us now study the quantity
∣∣F (αh′) Λ2h∣∣
s,λ
, s, λ > 0. Providing a
bound for such quantity will allow us to conclude the estimate for the termNh,2. We use the product rule stated in Lemma
1.1 to get ∣∣F (αh′) Λ2h∣∣
s,λ
6 |F (αh′)|s,λ |h|2,λ + |F (αh′)|0,λ |h|s+2,λ . (4.30)
At this stage we use Lemma 1.4 in order to obtain the bound |F (αh′)|s,λ 6 α |h|s+1,λ , s, λ > 0, which combined with
(4.30) gives ∣∣F (αh′) Λ2h∣∣
s,λ
6 α
(
|h|s+1,λ |h|2,λ + |h|1,λ |h|s+2,λ
)
,
6 2α |h|1,λ |h|s+2,λ .
(4.31)
We now insert the estimate (4.31) into (4.29) and we find that
|Nh,2|1,λ 6 2
√
δνα2 |h|1,λ |h|4,λ .
At last we focus on the term Nh,3, we can apply the product rule of Lemma 1.1
|Nh,3|1,λ 6
√
δνα
(∣∣∣∣G( εΛtanh (Λ)h
)∣∣∣∣
0
∣∣F (αh′) Λ2h∣∣
2,λ
+
∣∣∣∣G( εΛtanh (Λ)h
)∣∣∣∣
1,λ
∣∣F (αh′) Λ2h∣∣
1,λ
)
. (4.32)
We combine the estimates (4.26) and (4.30) in (4.32), which gives
|Nh,3|1,λ 6
√
δνα2
ε |h|1,λ
1− ε |h|1,λ
(
|h|1,λ |h|4,λ + |h|2,λ |h|3,λ
)
.
Using the usual interpolation inequality (1.9), we obtain the final bound for Nh,3:
|Nh,3|1,λ 6 2
√
δνα2
ε |h|21,λ
1− ε |h|1,λ
|h|4,λ . (4.33)
We can now finally provide the desired bound forNh combining (4.28), (4.31) and (4.33):
|Nh|1,λ 6 2
√
δνα |h|1,λ
(
(1 + α) ε
1− ε |h|1,λ
+ α
)
|h|4,λ . (4.34)
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4.3 Uniform energy bounds for solutions of (4.17)
In this section we finally prove the uniform energy bounds for smooth solutions of (4.17) stemming for suitably small
initial data h0 ∈ A1.
Let us combine the energy inequality (4.17) with the nonlinear bounds (4.20), (4.24) and (4.34). This gives the energy
inequality
d
dt
|h|1,µt +
√
δ
8
(
ν
√
δ − 1
)
|h|4,µt 6 48 c0
√
δ
{
1
ε
(
1 +
2ε |h|1,µt
1− ε |h|1,µt
)
+ 2δ |h|1,µt
(
1 + 2ε |h|1,µt
(
1 +
2ε |h|1,µt
1− ε |h|1,µt
))}[
να
(
1 + 2α |h|1,µt
)
|h|4,µt + ε |h|2,µt
]
+ 2
√
δ
[
2 +
√
δ
(
5 + 7ε
[
1 +
2ε |h|1,µt
1− ε |h|1,µt
]
|h|1,µt
)]
|h|1,µt
[
να |h|4,µt
(
1 + 2α |h|1,µt
)
+ ε |h|2,µt
]
+ 2
√
δνα |h|1,µt
(
(1 + α) ε
1− ε |h|1,µt
+ α
)
|h|4,µt . (4.35)
We focus now in simplifying the expression (4.35). We recall that
|h|1,µt 6
c0
√
δ
260ε
, c0 ∈
(
0,
1
2
√
δ
)
. (4.36)
We stress the fact that the hypothesis in (4.36) are the ones stated in Proposition 4.4.
Since by hypothesis να > ε and A4µt ⋐ A
2
µt we can deduce the first simplification for (4.35)
d
dt
|h|1,µt +
√
δ
8
(
ν
√
δ − 1
)
|h|4,µt
6 96 c0
√
δ
{
1
ε
(
1 +
2ε |h|1,µt
1− ε |h|1,µt
)
+ 2δ |h|1,µt
(
1 + 2ε |h|1,µt
(
1 +
2ε |h|1,µt
1− ε |h|1,µt
))}[
να
(
1 + α |h|1,µt
)
|h|4,µt
]
+ 4
√
δ
[
2 +
√
δ
(
5 + 7ε
[
1 +
2ε |h|1,µt
1− ε |h|1,µt
]
|h|1,µt
)]
|h|1,µt
[
να
(
1 + α |h|1,µt
)
|h|4,µt
]
+ 2
√
δνα |h|1,µt
(
(1 + α) ε
1− ε |h|1,µt
+ α
)
|h|4,µt . (4.37)
We recall now the definitions of ε, δ and α and we use the above relations combined with (4.36) in order deduce that
1 +
2ε |h|1,µt
1− ε |h|1,µt
6
3
2
,
2δ |h|1,µt
(
1 + 2ε |h|1,µt
(
1 +
2ε |h|1,µt
1− ε |h|1,µt
))
6
δ
2
,
1 + α |h|1,µt 6 1 +
√
δ
2
,
5 + 7ε
[
1 +
2ε |h|1,µt
1− ε |h|1,µt
]
|h|1,µt 6 5 +
1
2
=
11
2
,[
2 +
√
δ
(
5 + 7ε
[
1 +
2ε |h|1,µt
1− ε |h|1,µt
]
|h|1,µt
)]
|h|1,µt 6
√
δ
2ε
(
1 +
√
δ
)
c0,
2 |h|1,µt
(
(1 + α) ε
1− ε |h|1,µt
+ α
)
6
c0
√
δ
ε
.
Thus
d
dt
|h|1,µt +
√
δ
8
(
ν
√
δ − 1
)
|h|4,µt 6
[
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√
δ
(
3
ε
+ δ
)
+
δ
ε
(
2 +
√
δ
)]
να c0 |h|4,µt ,
6
[
192δ + 3δ3/2
]
c0ν |h|4,µt ,
6195 δc0ν |h|4,µt ,
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where in the last two inequalities we used the bound δ 6 1. Hence if
c0 6
ν
√
δ − 1
3120 ν
√
δ
, (4.38)
then
d
dt
|h|1,µt +
√
δ
16
(
ν
√
δ − 1
)
|h|4,µt 6 0. (4.39)
An integration-in-time in [0, t], gives that
|h (t)|1,µt +
√
δ
16
(
ν
√
δ − 1
)∫ t
0
|h (t′)|4,µt′ dt′ 6 |h0|1 .
We need yet to check that under the assumption (4.36) and (4.38) there is no pinch-off between the interface and the
bottom, i.e. (1.20) is satisfied. This is assured if
|h (t)|L∞ <
1
ε
.
We use the embedding |h|1,µt > |h|0 > |h|L∞ , thus
|h|1,µt 6
ν
√
δ − 1
C0 νε
6
1
C0 ε
<
1
ε
,
when δ 6 1. As a consequence, in such setting there is no pinch off and the estimates are global. In order to prove the
exponential decay we consider (4.39) and usa a Poincare´ inequality in order to deduce that
|h (t)|1,µt 6 |h0|1 exp
{
−
√
δ
16
(
ν
√
δ − 1
)
t
}
.
2
5 Proof of Theorem 1.9
We will divide the proof of Theorem 1.9 in several steps in order to dlarify the presentation
Step 1: regularization of the system and existence of limit function
Let us define, for any N ∈ N the regularizing operator
ĴNu (k) = 1{|k|6N}uˆ (k) ,
and the regularizations of the full system (2.9):
∂thN +
1
ε
tanh
(√
δΛ
) (
ναΛ3hN − εΛhN
)
= −
√
δJN
(
Ak1 (∇σN ) ∂k (φ1,N + φ2,N )
)
∂1hN +
1
α
(
A22 (∇σN ) ∂2φ2,N
)
+
√
δJN
[
G
(
εΛ
tanh (Λ)
hN
)
tanh
(√
δΛ
) (
ναΛ3hN − εΛhN
)
−να
(
1− G
(
εΛ
tanh (Λ)
hN
))
tanh
(√
δΛ
)
Λ
(
F (αh′N ) Λ
2hN
)]
,
on Γ
φ1,N (x1, x2, t) =
cosh
(√
δ (1 + x2) Λ
)
cosh
(√
δΛ
)
να ∂21hN(
1 + (α∂1hN )
2
)3/2 + εhN (x1, t)
 in S,
∇δ · [(I + εQ (∇σN ))∇δφ2,N ] = −ε∇δ · [Q (∇σN )φ1,N ] , in S,
φ2,N = 0, on Γ,
∂2φ2,N = 0, on Γb
hN |t=0 = hN,0 = JNh0,
(5.1)
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where respectively
σN (x1, x2, t) =
sinh ((1 + x2) Λ)
sinh (Λ)
hN (x1, t) ,
A (∇σN ) = 1
1 + ε∂2σN
(
1 + ε∂2σN 0
−ε∂1σN 1
)
,
Q (∇σN ) =
 ∂2σN −
√
δ∂1σN
−√δ∂1σN −∂2σN + εδ |∂1σN |
2
1 + ε∂2σN
 .
The functions φ1,N , σN and QN (∇σN ) are C∞ in the strip S, so that, for anyM ≫ 1 Lax-Milgram Theorem produces
a solution φ2,N ∈ HM (S) whose trace on Γ is φ2,N |x2=0 ∈ HM−
1
2 (T). We can hence consider the system (5.1) as an
ODE of the form
h˙N = JNN
(
ΛhN ,Λ
3hN , ∇φ1,N |x2=0 , ∇φ2,N |x2=0
)
, hN (0) = hN,0,
for an appropriate nonlinear functionN . For anyM > 0 we can define the Hilbert space
HMN =
{
w ∈ HM (T) | supp (wˆ) ⊂ BN (0)
}
,
hence by Picard theorem in Banach spaces we can assert that for anyN there exists a maximal TN > 0 such that
hN ∈ C1
(
[0, TN) ;HMN
)
.
The estimates performed in Section 4 can still be applied to the regularized system (5.1). This implies that, setting µ as in
(4.16), the sequence (hN )N is uniformly bounded in the energy space
L∞
(
R+;A
1
µt
) ∩ L1 (R+;A4µt) , µ ∈
[
0,
√
δ
4
(
ν
√
δ − 1
))
,
and for any t > 0 satisfies the energy inequality
|hN (t)|1,µt +
√
δ
16
(
ν
√
δ − 1
)∫ t
0
|hN (t′)|4,µt′ dt′ 6 |JNh0|1 .
We can also apply the following version of Aubin-Lions lemma (see [62, Corollary 6]):
Lemma 5.1 ( [62]). Let X0, X andX1 be Banach spaces such that
X0 ⋐ X →֒ X1,
and let p ∈ (1,∞]. Let us consider a set G such that:
• G is uniformly bounded in Lp ([0, T ] ;X) ∩ L1loc ([0, T ] ;X0),
• ∂tG = {∂tg, g ∈ G} is uniformly bounded in L1loc ([0, T ] ;X1),
then G is relatively compact in Lq ([0, T ] ;X) , q ∈ [1, p).
We can hence set X0 = A
4, X1 = A
0, X = As, s ∈ [3, 4) and we use the compact embedding A4 ⋐ As, s ∈ [3, 4)
proved in Lemma 1.1. Since, by interpolation, we have that
hN ∈ L 3s−1 ([0, T ] ;As) , 3
s− 1 > 1,
uniformly in N . We have obtained that (up to a non-relabeled subsequence)
hN
N→∞−−−−→ h, in Lq ([0, T ];As) , s ∈ [3, 4), q ∈
[
1,
3
s− 1
)
. (5.2)
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Step 2: The limit function is a solution of the Muskat problem
Due to the strong convergence of the approximate problems, it is rather straightforward to show that the limit function h
satisfies the Muskat problem in the weak form. Namely, for every θ ∈ D (T× [0, T ]) the following quantity∫
T
h (t) θ (t) dx−
∫
T
h0 θ (0) dx−
∫ T
0
∫
T
(
h ∂tθ +
1
ε
tanh
(√
δΛ
) (
ναΛ3h− εΛh) θ) dx dt
−
∫ T
0
∫
T
{
−
√
δ
(
Ak1 (∇σ) ∂k (φ1 + φ2)
)
∂1h+
1
α
(
A22 (∇σ) ∂2φ2
)
+
√
δ
[
G
(
εΛ
tanh (Λ)
h
)
tanh
(√
δΛ
) (
ναΛ3h− εΛh)
−να
(
1− G
(
εΛ
tanh (Λ)
h
))
tanh
(√
δΛ
)
Λ
(
F (αh′) Λ2h
)]}
θ dx dt = 0. (5.3)
Furthermore, due to its regularity, the function h is a classical solution of the Muskat problem.
Step 3: Instantaneous space-analiticity of the solution
The convergence proved in (5.2) implies, in particular, that hN → h in L1
(
[0, T ] ;A0
)
, thus up to a non-relabeled
subsequence we obtain that hˆN (n, t)
N→∞−−−−→ hˆ (n, t), ∀n ∈ Z and almost every t. Let us define for µ as in (4.16) and
t > 0
Eµ (t) = ess sup
t′∈[0,t]
|h (t′)|1,µt +
√
δ
16
(
ν
√
δ − 1
)∫ t
0
|h (t′)|4,µt′ dt′ ∈ [0,∞] .
Applying Fatou’s lemma we deduce that
Eµ (t) 6 lim inf
N→∞
(
ess sup
t′∈[0,t]
|hN (t′)|1,µt +
√
δ
16
(
ν
√
δ − 1
)∫ t
0
|hN (t′)|4,µt′ dt′
)
6 |h0|1 <∞,
so, in addition, we obtain that the limit function h belongs to the space L∞
(
[0, T ] ;A1µt
) ∩L1 ([0, T ] ;A4µt) , and for any
t ∈ [0, T ]
ess sup
t′∈[0,t]
|h (t′)|1,µt +
√
δ
16
(
ν
√
δ − 1
)∫ t
0
|h (t′)|4,µt′ dt′ 6 |h0|1 . (5.4)
Using the regularity of h and the fact that it is a classical solution of the Muskat problem, we obtain that
‖∂th‖L1([0,T ];A1µt) 6 CT . (5.5)
What remains to prove is that the solution is analytic for all times; let us set 0 < t 6 t1 < t2 we have that
|h (t2)− h (t1)|1,µt =
∣∣∣∣∫ t2
t1
∂th (t
′) dt′
∣∣∣∣
1,µt
6
∫ t2
t1
|∂th (t′)|1,µt′ dt′, (5.6)
thus using (5.5) we obtain that for any ǫ > 0
h ∈ C ([ǫ, T ] ;A1µǫ) ,
which in turn implies that the solution becomes instantaneously analytic. The inequality (5.6) proves in fact a stronger
statement: fixed µ as in (4.16) the application t 7→ |h (t)|1,µt is right-continuous. We want to prove that such application
is continuous. Let us select a µ′ ∈ (0, µ) and let us consider 0 < t1 < t2 such that
µ′t2 < µt1,
which we combine with (5.6) in order to obtain that
|h (t2)− h (t1)|1,µ′t2
t1→t2−−−−→ 0.
Thus h ∈ C ([0, T ] ;A1µ′t), but µ and µ′ are arbitrary elements of an open interval, thus we get that
h ∈ C ([0, T ] ;A1µt) .
This concludes the proof of Theorem 1.9. 2
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