The nomenclature in this paper will follow machine learning literature by [7] and [8] . Historical data can be divided into input data which contains time measurements of all process variables, and output data which contains desired process outcomes. Input data are compactly expressed using the matrix X ∈ R N×d x , where N denotes the total number of samples and d x the total number of variables. Examples of these process variables or features include temperature, pH, valve actuator positions, pump speeds, etc. Output data are denoted by y ∈ R N , assuming only one outcome is considered in any model. Furthermore, it is assumed that all outcome variables are independent of one another. If multiple outcomes are to be analyzed at once, or if correlations exist between individual outcomes, then they can be concatenated into a matrix Y. Examples of these outcomes include yields, final concentrations or flowrates, extents of reaction, removal rates, etc. When the input data are expressed as a matrix X, its N samples are oriented as rows and its d x features as columns, i.e., (1) ]
. . .
Training, validation and testing errors are usually evaluated in two different forms, depending on whether the models are of a classification or regressive nature:
The symbol 1 represents the indicator function andŷ (i) the estimated output for the i th sample using 139 the selected model. In the case of classification, the error is calculated as a fraction of mismatched 140 samples. In the case of regression, the error is computed as an average sum of errors in with respect to
Although the aforementioned techniques are usually sufficient in removing simple abberations, 174 additional methods must also be considered in the case of more complex data. For example, the 175 interactive and non-linear nature bioreactor systems may require the following approaches:
facilitating the interaction between two dominant groups) can also be identified. Such a modelling 268 strategy can provide the engineer with second layer of knowledge, on top of existing process variables, 269 the importance of each microbial species on the process outcomes. 270 Network analysis attempts to find associations, given the abundance or population counts of 271 microbial species. This is a step-up from using the abundance counts themselves, since the counts 272 alone may not be entirely descriptive of the underlying chemical-biological effects. On the other 273 hand, associations (which are derived from abundance counts) indicate the nature of relationships 274 between individual species. Network models can be derived, for example, using Lotka-Volterra [20] , 275 [21] (i.e. predatory vs co-existing relationships) or a more modern approach known as netassoc. The 276 netassoc model is statistical verification of co-cocurrence using an algorithm developed by [22] . It Prediction can be performed using two main approaches, regression (continuous outcomes) and 285 classification (discrete, categorical outcomes). Both approaches produce estimates of new outcomes 286 given a new set of process inputs. In all prediction models, the goal is to minimize some form of error 287 or loss function between predictionsŷ and real outputs y within the training set. The final goal is to 288 predict new outcomes matching a given set of new inputs. The three predictions used in this project 289 are outlined in the following subsections. The first predictive model used in this work is Random Forests [23] . These are a class of models 293 which determines the final categorical outcome based on conditional binary splits of each feature.
294
Since it is computationally impractical to produce binary splits on an extremely large feature space, for good or poor outputs is invaluable, especially for subsequent process monitoring and control.
332
Therefore, several carefully-selected clustering and dimensionality reduction tools are required to 333 extract meaningful information from a chemical-biological system. These methods are outlined in the 334 following subsections. 335
Hierarchical Clustering

336
Hierarchical clustering performs grouping on microbial species, based on similarity measures 337 between pairwise species. The underlying assumption is that all species are similar to others, and that 338 the extent of similarity can be characterized using a ranking system. The similarities are quantified 339 using some popular metrics in the following Table 1 :
340 Table 1 . Typical similarity formulas used
The result of a hierarchical clustering can be expressed using a tree-like structure known as a 341 dendrogram, which shows the overall hierarchy or ranking of clusters. Obviously, different similarity 342 metrics result in different-looking dendrograms. Moreover, each dendrogram has various "depths" Four main types of hierarchical clustering are commonly used [28] . These are accompanied by 351 two metrics, which determine the optimal clustering method among the four (i.e. Cophenetic correlations 352 [29] ) as well as the optimal number of clusters (i.e. Silhouette analysis [30] ). Details of these methods 353 can be found in Section E. Mixture models are different from the hierarchical models mentioned in 2.2.1. The difference lies in 360 the assumption that in mixtures, each individual species is assigned a group to which it is similar, but 361 overlaps may occur between multiple groups. In other words, each species may belong to more than 362 one group. This introduces a degree of stochasticity which makes these models more flexible. The two 363 mixtures used in this paper are: 
Feature Selection
If an outcome is predicted using a set of features, a natural question arises: "Which of these where conditional permutations are performed given the presence of other features. The conditional is 
Process Description
409
The case study pertains to a wastewater treatment process located downstream of a mining 410 operation. Due to proprietary reasons, the description is kept at a general level. 
Equal to 1 if MicroC is added as carbon source, otherwise 0 Acetate
Equal to 1 if Acetate is added as carbon source, otherwise 0 Reactor 1
Equal to 1 if Reactor 1 is the relevant bioreactor, otherwise 0 Reactor 2
Equal to 1 if Reactor 2 is the relevant bioreactor, otherwise 0
Microbiology Details
423
In addition to the water chemistry data, data pertaining to the microbial presence is available in 424 the form of Operational Taxonomic Units (OTUs). An OTU is a cluster of 16S rRNA gene biomarkers 425 that are more than 97% similar to one another. Therefore, each OTU is considered to represent one 426 bacterial species [27] . In this case study, the numerical values associated with each OTU are known as 427 raw abundance counts. These counts can be considered normalized population counts of each bacterial 428 species, which fall within the range of 0 ∼ 16000. Before the water chemistry and micro-biological data can be used for modelling or feature analysis, 431 they must be pre-processed. The steps involved can be visualized as a workflow in the following Fig. 6 .
432
The data pre-processing was performed using Jupyter iPython notebooks. The raw dataset 433 originally consists of two files: one containing water chemistry data, and one containing OTU counts.
434
First, samples containing missing or NaN values were removed using the dropna function in pandas. 
Pretreatment of Water Chemistry Data
441
Each water chemistry variable outlined in Table 2 (except SampleID) are standardized via the 442 following two steps: Figure 6 . Workflow of the pre-processing, dimensionality reduction, modelling, and feature selection steps. The final goal is to transform the input data into predicted outcomes, as well as key variables responsible for said outcomes.
1. Mean-centering: For each feature j, subtract its sample values by its mean value, i.e. x 
In the standardized data matrix, each feature (or column) has a mean of µ j = 0 and variance σ 2 j = 1, 448 which removes any weight-skewing effects during model construction due to varying feature ranges. The skew is partially remedied by applying a log 10 -transformation to all raw counts. Since many raw counts are equal to zero, 1 is added to every value before the log 10 transformation, to ensure the log 10 operation is valid. Counts equal to zero would still remain zero after transformation, since log 10 (0 + 1) = 0. The overall operation is:
The resulting distribution of the scaled counts can be observed in Fig. 8 : it is still skewed towards the 456 low end, but not as severely as the raw counts.
457
These counts are now in a suitable form for data analysis outlined in the following Section 5. result is a 305-by-305 matrix acting as a "pseudo" distance matrix between all OTUs, which can then be 468 used for hierarchical clustering.
469
Before the netassoc distances can be used, however, it must undergo one final transformation: normalization of values between 0 and 1. This follows the concept of similarity being analogous to small distances (i.e. distances close to zero), and dissimilarity being analogous to large distances. The operation in Eq. 5 accomplishes this scaling: 
Gaussian Mixture Analysis of OTUs
519
Instead of using hierarchical clustering, another possible approach is to group OTUs using 520 Gaussian Mixture Models (GMMs).
The assumption here is that the underlying distribution behind the 521 OTU abundances can be modelled as a sum of multivariate Gaussians. Each Gaussian can be considered 522 a "cluster" of OTUs, with its centroid represented by the mean, and its spread (or size) represented by 523 its variance. The overall GMM is built using the scikitlearn subpackage mixture.GaussianMixture. In 524 order to determine the "optimal" number of Gaussians K, the Akaike Information Criterion (AIC) and The AIC minimum suggests that the 305 OTUs should be optimally clustered into a GMM with 529 K = 21 groups. On the other hand, the BIC minimum suggests that a GMM with only one cluster is 530 optimal. This is a meaningless result which should be discarded, since it suggests that all OTUs are 531 similar. Note that the BIC values increase almost monotonically from K = 1 group onwards, meaning 532 no suitable number of clusters can be determined using this criterion. Therefore, the AIC result is used 533 to move forward.
534
The cluster population and membership plots can be observed in the following Fig. 17 and Fig. 18 : Notice that the GMM cluster sizes have a much higher variance than the hierarchical clusters.
536
Cluster 12 contains 66 out of the 305 total OTUs, while most other clusters contain between 2 and 40 537
OTUs. The skewed nature of the results is most likely due to the log-transformed OTU abundances 538 being skewed towards the low counts. Therefore, the underlying Gaussian assumption (which assumes 539 symmetrical distributions) is inaccurate. Moreover, the Gaussian mixture models were constructed 540 using the abundance counts of OTUs, and not the associations as the hierarchical models were in 541 Section 5.1. These two reasons alone explain why the Gaussian clusters identified are inconsistent 542 across runs, and turned out to provide little intuition regarding the microbial community effects.
543
Nevertheless, the results are summarized in the following Table 4 , which highlights the dominant OTU 544 in each GMM cluster as well as the cluster size. For the 55 existing samples, the heatmap in Fig. 19 shows the BIC-optimal DMM clusters, labelled with 558 the 20 OTUs of highest Dirichlet weights.
559
Note that the rows of the heatmap represent individual OTUs. In the first row (OTU6), a Prior to predictive modelling, features of a dataset are often standardized or normalized in order to 744 homogenize the importance of each feature, such that each ends up with zero mean and unit variance.
745
Mathematically, each feature is scaled by the operation x
, using the respective feature outcome is realized.
757
A simple example demonstrating the partitioning of 2 features is provided in the following 758   Table A1 . 759   Table A1 . Feature partitioning for a 2-feature decision tree, with 2 2 = 4 possible partitions. Each partition is labelled using a number between 0 and 3. The threshold values θ decide which partition each sample falls under.
To model all possible outcomes, 2 d x partitions or branches are potentially required in total (where 760 d x is the total number of features). The computation cost of this calculation becomes impractically 761 large for common computing devices (such as PCs or laptops), as d x approaches numbers as small as 762 15. If d x is extremely large (ex. hundreds or thousands), the outcome-space cannot be feasibly mapped 763 out in its entirety. However, it can be approximately sampled using the concept of Random Forests (RFs)
764
[43]. In this approach, a random subset of all d features is selected and split on; the tree constructed 765 using these arbitrarily-selected features is called a RF. Since not all d x features can be accounted for in 766 a single RF, a large number of RFs are constructed (i.e. thousands or more) and the predicted class . Using these concepts, the softmax probability for any sample can be expressed as:
An example of multi-class SVM with 4 classes (C = 4) is shown in Fig. A2 .
798
Data that is linearly-separable allows linear boundaries to be drawn to separate the different classes.
799
The equations of these separating hyperplanes can be obtained using methods described in [24] . On 800 the other hand, data that is non-linearly-separable cannot be accurately modelled by linear separating 801 boundaries. In these cases, the kernel trick [7] can be used to construct high-dimensional feature spaces 802 in which the data becomes linearly separable. Step
The entire neural net can be visualized as the following structure, with inputs entering the leftmost 814 side and outputs exiting right-most side. 
C p and C q represent two arbitrary clusters, and D the distance between them. 818 2. Complete Linkage (Farthest-Neighbour): Also known as "farthest-neighbour" clustering. Identical to single linkage, except clusters are merged together according to distances between their farthest members. The linkage function is expressed as:
3. Agglomerative Averages: Also known as "average" clustering. Identical to single linkage, except clusters are merged together according to average distances between their members. The linkage function is expressed as:
where |C p | represents the number of samples in each cluster, during each iteration. 819 4. Ward's Method: Also known as "minimum-variance" clustering. Instead of merging samples or clusters together based on distance, it starts by assigning "zero variance" to all clusters. Then, an Analysis of Variance (ANOVA) test is performed: two arbitrarily-selected clusters are merged together. The "increase in variance" is calculated as:
for all pairwise clusters.C p represents the centroid coordinates for cluster C p . The pair of clusters 820 that results in the smallest increase in variance is then merged at each iteration.
821
The Agglomerative Average approach includes the subroutines Unweighted Pair-Group Method (WPGMC), which are discussed in detail in [47] . The difference between these methods lie within 825 the use of averaged Euclidean coordinates versus pre-determined centroids, and whether each data 826 sample contribution is equal or weighted (with the weights determined by some a priori information).
827
The confidence of clustering results can be quantitatively assessed by two metrics: 
which returns a value between 0 and 1, whered represents average distances from all pairs 829 of x (i) ,x (j) . cd represents the Cophenetic distance between two pairwise points x (i) and x (j) , 830 defined as the distance from the base of the dendrogram to the first node joining x (i) and x (j) .
831
2. Silhouette analysis [30] : Measures the optimal depth of a specified clustering method. Mathematically, it assesses how well each sample x (i) belongs to its assigned cluster C p . Each individual Silhouette number is evaluated as: • The likelihood of observing each sample x (i) is:
where d OTU is the total number of OTU species, p (i) j the probability that sample i belongs to 864 species j, and X (i) j the abundance count of species j in sample i.
865
• The total likelihood across all samples is therefore:
• The Dirichlet distribution is modelled as:
where θ represents the Dirichlet precision (i.e. large θ implies all p • The Dirichlet mixture prior over K distributions is:
where α k = θm k are the Dirichlet parameters, π k the Dirichlet weights, and Q = 869 (K, α 1 , · · · , α K , pi 1 , · · · , π K ) the complete set of mixture hyperparameters.
870
• The Dirichlet mixture posterior over K distributions is:
H Time plots of process variables over time 871
The time-plots of all water chemistry variables (in Table 2) 
