In this paper, we investigate the effectiveness of hierarchical matrix techniques when used as the linear solver in a certain domain decomposition algorithm. In particular, we provide a direct performance comparison between an algebraic multigrid solver and a hierarchical matrix solver which is based on nested dissection clustering within the software package PLTMG.
Introduction
The purpose of this paper is to see how the current state-of-the-art in hierarchical matrix (H-matrix) techniques compares with an established algebraic multigrid solver in the context of a domain decomposition algorithm -a brief description of hierarchical matrices, together with some key references, are given in Sect. 3. These comparisons are done within the software package PLTMG [1] , which has been modified so that it can use linear solution techniques available in the H-Matrix Library (http://www.hlib.org) in addition to its native multigrid/cg linear solver. The problems under consideration arise from piecewise linear finite elements for second order linear elliptic PDEs in two spatial dimensions. Because the relevant theory has been developed and presented elsewhere (we will give references), here we will give only brief descriptions of the aspects of these ideas which are important to the present discussion. The remainder of this paper is structured as follows. In Sect. 2, we describe the Bank-Holst parallel adaptive meshing paradigm and a domain decomposition algorithm which was designed with this paradigm in mind. We describe the multigrid and hierarchical linear solvers which we compare within the domain decomposition algorithm in Sect. 3. Numerical comparisons are provided in Sect. 4, followed by a few concluding remarks in Sect. 5.
The Bank-Holst parallel paradigm and the Bank-Lu domain decomposition algorithm
The Bank-Holst parallel adaptive meshing paradigm, presented in detail in [3] , [4] , was designed to keep communication costs low between nodes in a cluster and to take advantage of existing sequential adaptive software such as PLTMG without the need for extensive investment in recoding for use in a parallel environment. We describe it in brief below, and give an illustration of Steps 1 and 2 in Fig. 1 .
Step 1: Load balancing. A "small" problem is solved on a coarse mesh, and a posteriori error estimates are used to partition the mesh into p subdomains, one for each processor. Each subdomain has approximately the same estimated error, although subdomains may vary considerably in terms of size and numbers of elements.
Step 2: Adaptive meshing. Each processor is provided the complete coarse mesh and instructed to sequentially solve the entire problem, with the stipulation that its adaptive refinement should be limited largely to its assigned subdomain. The target number of elements and grid points for each problem is the same. At the end of this step, the mesh on each processor is regularized at the boundary of its assigned subdomain (its "fine" region) so that a global fine mesh formed by piecing together the fine portions of the meshes on each processor would be conforming.
Step 3: Global fine solution. An initial guess for the global fine solution is formed from the fine portions of solutions computed on each processor. We note that this initial guess is multi-valued along the interfaces between subdomains. The final finite element solution is computed using the domain decomposition solver described below.
The aforementioned domain decomposition algorithm, developed by Bank and Lu with the same philosophy of keeping communication costs low and taking advantage of existing sequential software, is described in detail in [5] . It can be formally considered as an additive Schwarz method, with complete (but coarse) overlap. We describe the algorithm in the case of two processors -the case in which it is most readily explained -and then note a few important details in which the generalization to more processors may not be obvious.
At the end of Step 1, the domain was partitioned into two disjoint subdomains 1 , 2 and the interface between them. We will use the subscripts 1 and 2, respectively, to denote the indices of the degrees of freedom located within 1 and 2 , and the subscripts γ and ν to both represent the degrees of freedom on ; γ is used to indicate a relationship to the " 1 -side" of , and ν to the " 2 -side" of . Using the solutions computed on both processors to form interior residuals R 1 , R 2 and one-sided interface residuals R γ , R ν , a globally fine saddle-point problem of the form ⎛
could be created which reflects a simple "mortaring" together of the two fine regions and two sides of the interface. It is this system which is implicitly solved in PLTMG using a preconditioned Newton iteration. We note that the interior residuals are expected to be approximately 0 at each step of the domain decomposition algorithm, but the one-sided interface residuals R γ , R ν are not generally small. However, R γ + R ν → 0 upon convergence. The preconditioning of the Newton iteration is accomplished by independently solving the fine/coarse analogue of this system on both processors. The fine/coarse system on processor 1 has the form
where a bar over a symbol indicates that it is related to the coarse portion of the mesh. We point out that the interior residual R 2 , which is approximately 0 anyway, is made identically 0 in this case, so only the interface solution U ν and residual R ν must be transmitted from processor 2 in order to form this system. The equations are re-ordered, and the Lagrange multiplier eliminated "by hand", to yield the system ⎛ ⎜ ⎝
We point out that the system matrix in Eq. (3) is precisely the stiffness matrix which already exists on processor 1 at the end of Step 2. We solve a similar system on processor 2. A summary of the computation on processor 1 during a single iteration is as follows:
(1) Locally compute R 1 and R γ .
(2) Send U γ and R γ to processor 2 and receive U ν and R ν from processor 2. Only parts 2 and 5 of the above computations require inter-processor communication -in part 5 this communication is used to compute Newton step lengths for the updates. It is part 4 in these computations which gives us occasion for comparison between the algebraic multigrid solver used in PLTMG and the H-matrix solver to be described in the following section. The algorithm is really the same in spirit when there are more than two processors/subdomains, and we will merely note a few key points in the handling of the interface information in this more general context -we again refer the interested reader to detailed descriptions in [5] . We note that, at each iteration, every processor transmits its interface information to every other processor, and receives interface information from every other processor. We emphasize that this involves communication between all processors -not just between those processors which have adjacent assigned subdomains. Concerning the formation on a given processor of the part of the right-hand side which corresponds to the global interface, we mention two details which do not really arise in the two processor case. The first involves a decision about how the interface values will be used in computing the right-hand side -it seems natural to use the "fine" interface values on processor k directly for the problem on processor k, but there is some ambiguity about what values to choose for the rest of the interface on processor k. In PLTMG the arithmetic average is chosen for these values. The second, and related, detail is that the interface information on each processor must be restricted being "fine" on all of the interface to being coarse on the parts of the global interface in which the mesh is coarse for that processor. Because the fine/coarse interface points are just a subset of the globally fine interface points, this restriction is simply done in the obvious way.
The key point for our discussion is that, at each iteration of the Bank-Lu domain decomposition algorithm, the system matrix on each processor remains the same. Therefore, over a few iterations, a linear solver which has a longer set-up time but a very quick solve time -such as the H-matrix approach described in the next sectionmight reasonably expect to compete with an algebraic mulitgrid solver. And, in situations where many iterations are needed, such a solver might actually outperform algebraic mulitgrid.
The linear solvers
The algebraic multigrid solver under consideration is that of Bank and Smith [6] . Our comparisons are with the implementation of this linear solver in PLTMG. We will not discuss the details of the solver here, but merely state a few pertinent points helpful for those who already have a general familiarity with such solvers. The multigrid iteration is used as a preconditioner for a composite step conjugate gradient or biconjugate gradient iteration -depending on whether the stiffness matrix is symmetric or not. The smoother used in each multigrid step is an ILU-factorization with a drop tolerance. The various parameters have been tuned with an eye toward robustness. The multigrid iteration in combination with the CG iteration is what we refer to as the AMG solver in Sect. 4 . Because hierarchical matrix (or H-matrix) techniques are not yet as widely known as multigrid techniques, we give some of the basic ideas before discussing how we specifically use them here. Some of the key papers which lay much of the theoretical and practical foundations are [8] , [12] , [13] , [15] , [14] . For a fairly recent systematic treatment of the motivations, theory, applications and technical details of algorithms we refer the reader to [9] . A hierarchical matrix is so-called because it possesses a hierarchical block structure. This hierarchy is determined by one of various techniques for generating a tree such that its root consists of indices for all of the degrees of freedom, and at each subsequent level of the tree the sons of a given node represent a splitting of the father's index set. Various strategies exist for splitting the index sets at each level of the tree, and these are referred to in the literature as clustering techniques. The tree is called a cluster tree and the nodes are called clusters. The actual hierarchical matrix consists of relatively small dense matrix blocks which are stored in full matrix format, and relatively large matrix blocks which are either sparse in the usual sense or data-sparse in the sense that they can be well-approximated by an outer product of low-rank matrices,
In fact, the large low-rank blocks are stored in precisely this format. Computations such as matrix inversion and triangular factorization are performed in a way that preserves this structure, with almost linear complexity. The general strategy of nested dissection for producing an efficient ordering of a sparse stiffness matrix was introduced by George [11] over 30 years ago and has been investigated in the context of sparse or incomplete LU-factorizations (see [10] and the references therein, for example). The idea is to decouple the domain into two subdomains 1 , 2 by an interface so that the basis functions associated with vertices in one subdomain are supported outside of the other. For piecewise linear elements in R 2 , the interface is a curve. Unknowns associated with 1 are numbered first, then 2 and finally . This procedure is done recursively on the subdomains until there is some suitably small number of unknowns associated with each subdomain at that level of dissection. Le Borne et al. [17] , [18] have modified this strategy slightly for use in the H-matrix framework, and have also investigated the performance of triangular factorizations in this context. The difference for the H-matrix version is that interface clusters are also split, so that blocks of the stiffness matrix associated with interface unknowns can be treated hierarchically -allowing for a more data-sparse representation. The first few levels of a cluster tree based on nested dissection are shown in Fig. 2 , together with the hierarchical matrix structure at that level of resolution.
In principle the method of splitting a (sub)domain is arbitrary, but storage requirements increase and the performance of algorithm is reduced if, for example, the number of interface unknowns is large with respect to the number of unknowns in either of its associated subdomains. The strategy chosen for this paper is based on the fact that, on each processor, its assigned subdomain will be refined much more heavily than the rest of the domain. So our first partition separates this subdomain from the rest of the domain. Under the (perhaps fragile) assumption that the meshes within both subdomains are quasi-uniform, all subsequent partitions are done based on geometrically bisecting the subdomain in either the x-or y-direction, in whichever one the length of the subdomain is larger. In Sect. 4, the linear solution technique labelled HLU uses an H-LU or Cholesky factorization under this clustering as a preconditioner for GMRES.
Numerical experiments
In this section, we present numerical experiments on three test problems, thereby demonstrating the general usefulness of the HLU-solvers in the domain decomposi- tion algorithm. For each of the three problems three series of experiments are done which compare the performance of the HLU and AMG variants of the domain decomposition algorithm. The first two series of experiments were done on a cluster of Dual AMD Opteron 250 s with 2.4 GHz CPU clock rate, 4 GB RAM and a Gigabit Ethernet interconnect. The third series of experiment was conducted at a later date, after our hardware had been updated, and done on a cluster of Dual AMD Opteron 254 s with 2.8 GHz CPU clock rate, 16 GB RAM and an Infiniband interconnect. The average processor times (wall time, in seconds) for the global domain decomposition solver in all experiments are reported in Table 1 . These times are for the entirety of Step 3 of the Bank-Holst algorithm, including the set-up time needed on each processor for either the HLU or AMG sequential solvers. We now describe the three test problems. The Simple Problem is to solve − u = f , on the unit square with zero Dirichlet conditions on all four edges, and righthand side chosen so that the solution is u = x(1 − x)y(1 − y) . The ConvectionReaction-Diffusion Problem is to solve −2(u xx + u xy + u yy ) + u x + u y + 3u = f on the square (0, π) × (0, π), with zero Dirichlet conditions on the top and bottom of the square and Neumann conditions on the left and right. The right-hand side and Neumann conditions are chosen to match the solution u = e x sin 2y. The Lake Superior Problem is to solve − u = 1, with zero Dirichlet conditions on a domain shaped like Lake Superior. The domain has six holes corresponding to six islands in the lake. The three domains are pictured in Fig. 3 together with their partitions into 16 subdomains based on error estimates computed on a coarse mesh of 10,000 unknowns. In the first series of experiments the problem is solved on a coarse mesh of 10,000 vertices and error estimates are used to partition the domain into p = 2, 4, 8, 16 or 32 subdomains. Then each of the p processors continues to solve and adaptively refine (primarily in its assigned subdomain) until a final mesh size N of 100,000 vertices are reached (before mesh regularization at the interfaces). We first point out that the solve times for both methods are comparable for each of the three problems and each value of p, with the HLU-solver generally being slightly faster. In this series of experiments no more than three sequential solves were needed on each of the processors to satisfy the convergence criterion for the domain decomposition algorithm. So we see already that that the set-up cost for the HLU-solver is not so great in comparison to its AMG counterpart that many iterations are required to compensate.
The apparent logarithmic scaling with respect to p, which has been noted elsewhere, for example in [5] , deserves a brief explanation. Several factors which contribute, in varying degrees, to this increase are:
-The growth in size and complexity of the global interface, information on which must be exchanged between every processor at each iteration of the domain decomposition algorithm. This does not appear in the experiments to be a significant factor in the increase with respect to p. -An increase in the load imbalance between processors as p increases while holding the size of the coarse problem fixed, causing delays at points in the computation which require communication. In experiments we do see a larger variance in sequential solve times on each processor as p increases, particularly in the earlier solves, which does indicate that the ability of Step 1 to provide a good load balance in subsequent computations is diminished. -The number of domain decomposition iterations needed to satisfy the convergence criterion, which we might naturally expect to increase as each processor must compensate for the fact that it was using coarse information on an increasingly large part of the domain during Step 2, thereby (slowly) incurring more pollution errors within its fine region which must be overcome in Step 3. -The amount of time, particularly in the early iterations, needed for the sequential solves on each processor. Again, we might naturally expect this to increase for the same reasons as in the previous item.
It appears that these last two factors play the dominant role in the increase.
In the second series of experiments, the number of processors is held fixed at 16, and the size of the coarse problem varies between 5,000 and 25,000; then each processor continues in Step 2 until the problem size is increased by a factor of ten. As with the experiments in Series 1, we see in Table 1 that the performance of the HLU solver is tends to be a bit better than its AMG counterpart. Here, however, we see that the gap between them tends to increase as the size of the fine/coarse problems on each processor increases. In these experiments, the difference is due to the faster solve time, per right-hand side, for the HLU sequential solver. Heuristically, we might argue that any sequential solver whose computation time scales linearly with the size of the data, should lead to a linear scaling of computation time for Step 3. Certainly there are other factors which come into play, such as the cost of communication between processors and potential changes in the number of iterations of the domain decomposition algorithm needed for convergence, but we do here see a linear (optimal) scaling with respect to N in Step 3 for both solvers.
In the third and final series of experiments, we have tried to create a situation in which we expect more iterations of the domain decomposition solver to be needed to satisfy the convergence criterion for Step 3. This was done by running a similar series of experiments to the first, but with a greater discrepancy between the size of the coarse problem used to partition the domain in Step 1 and the size of the fine/coarse problem on each processor at the end of Step 2 (before regularization of the global interface). For the Simple and Convection-Reaction-Diffusion problems, this jump was from 1,000 unknowns in Step 1 to 100,000 unknowns in Step 2. For the Lake Superior problem, the coarse problem had 2,000 unknowns in Step 1 and 200,000 by the end of Step 2. The reasoning behind this larger discrepancy is that it would seem to create more negative effects due to pollution errors in Step 2 which would require more iterations in Step 3 to "correct". This is precisely what happened for both the Simple and Lake Superior problems, with the number of necessary sequential solves on each processor doubling in some cases in comparison with their Series 1 counterparts. The is reflected quite clearly in the longer solve times seen in Table 1 for these problems, when the analogous entries are compared for Series 1 and Series 3. Also, as we hoped to demonstrate, we see a greater difference between the performance of the HLU and AMG solvers -in favor of HLU -in these cases. Concerning the Convection-Reaction-Diffusion problem, for reasons not entirely clear to us, the number of iterations needed to satisfy the convergence criterion in Step 3 did not increase from what was needed in the Series 1 experiments. Therefore, we see very similar times and behavior.
Conclusions
We have demonstrated that H-matrix techniques based on a nested dissection clustering can be competitive with algebraic multigrid methods in the context of the domain decomposition solver described in Sect. 2. The key to this success is that potentially several linear systems must be solved on each processor with a fixed system matrix. Therefore a method such as the HLU solver described in Sect. 3, which has a larger set-up cost but smaller solve time per right-hand side than many other solvers, really has a chance perform well in comparison to other solvers, such as the AMG solver considered here. The experiments in Series 3 give evidence that the performance comparisons would be even more favorable in situations where more iterations are necessary.
There are also variants of the basic Bank-Holst paradigm, described in [2] , which would have an effect on the behavior of the domain decomposition algorithm, and for which it might also be interesting to perform similar comparisons. Because the point of this paper was to provide a head-to-head comparison between two solvers in a given context, we have provided no mathematical analysis of either the BankHolst algorithm in general, or the Bank-Lu domain decomposition algorithm in particular. Such analyses can be found in, for example, [16] and [7] .
