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Пусть имеется выборка наблюдений            
  , где       
  и           . 
Поставим задачу бинарной классификации 
    
 
→    , (1) 
где функция потерь с вектором весов        задана в виде 
       ∑      
    
 
    . (2) 
Примем             ‖  ‖          
Задача (1) может быть решена аналитически в виде нормального уравне-
ния, однако наиболее часто на практике прибегают к градиентным методам. 
Метод градиентного спуска или метод первого порядка предполагает 
 





итерационное обновление вектора весов    в направлении антиградиента 
        с шагом   [1,2]: 
                   , (3) 
где градиент функции потерь (2) имеет вид: 




В качестве      могут выступать различные виды функций потерь, но 




. В условиях почти линейной разделимости классов скорость 
сходимости метода (3) значительно снижается, что требует применения 
адаптивных методов оптимизации. Наиболее распространенные адаптивные 
методы позволяют повысить скорость сходимости процедуры поиска вектора 
решений, однако не обеспечивают границу погрешности, эквивалентную 
границе стандартного градиентного метода [3]. 
Метод второго порядка [2] 
             (     )
  
      , (4) 
где       задает гессиан функции потерь (2), позволяют достичь более высокой 
скорости сходимости, что, однако, не учитывает напрямую проблему низкой 
скорости сходимости, являющуюся результатом линейной разделимости 
классов [2,4]. 
 В данной работе предлагается подход к повышению скорости сходимости 
градиентных методов через расширение логарифмической функции потерь с 
учетом пары гиперапараметров   и    [4]: 





С учетом расширения (5) градиентные методы (3) и (4) примут вид 
                         , 
             (           )
  
            , 
где             определяет расширенную логарифмическую функцию потерь. 
 
Результаты исследования 
Для проверки предложенного подхода к повышению скорости 
сходимости градиентных методовбыла проведена серия вычислительных 
экспериментов на различных наборах данных из репозитория UCI ML. На рис. 
1 приведены результаты анализа числа итераций градиентного метода 1-ого 
порядка в стандартном и расширенном представлениях при варьировании 
объема выборки              на наборе данных Parkinsons. Количество 
наблюдений        , среди которых            и            . Количество 
признаков       . 
На рис. 2 приведены результаты аналогичного анализа для градиентного 







Из приведенных результатов следует, что предложенное расширение 
логарифмической функции потерь оказывает положительное влияние на 
скорость сходимости как метода 1-ого порядка, так и метода 2-ого порядка. 
 
 
Рисунок 1 – Зависимость числа итераций от объема выборки 
для градиентного метода 1-ого порядка 
 
 
Рисунок 2 – Зависимость числа итераций от объема выборки 
для градиентного метода 2-ого порядка 
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АВТОМАТИЗИРОВАННАЯ СИСТЕМА КЛАССИФИКАЦИИ 




Аннотация: в данной статье рассматривается способ классификации му-
зыкальных записей по жанрам. Определены основные принципы, которым 
должно соответствовать приложение. Исследование показало, что классифика-
ция музыкальных записей по жанрам на основе распознанного текста может 
дать приемлемый по точности результат. 
Ключевые слова: выборка, звук, частота звука, распознавание аудио, фак-
торы точности распознавания. 
 
Выборка или выборочная совокупность — часть генеральной совокупно-
сти элементов, которая охватывается экспериментом (наблюдением, опросом). 
Характеристики выборки: 
Качественная характеристика выборки — что именно мы выбираем и ка-
кие способы построения выборки мы для этого используем. 
Количественная характеристика выборки — сколько случаев выбираем, 
другими словами объём выборки. 
Существует необходимость в сборе вторичной информации. [1].  
Звуком называется колебательное движение частиц упругой среды, рас-
пространяющееся в виде волн в газообразной, жидкой или твердой среде, кото-
рые, воздействуя на слуховой анализатор человека, вызывают слуховые ощу-
щения. Источником звука является колеблющееся тело, например: колебания 
струны, вибрация камертона, движение диффузора громкоговорителя и др. [2]. 
