Abstract. The diffuse domain method for partial differential equations on complicated geometries recently received strong attention in particular from practitioners, but many fundamental issues in the analysis are still widely open. In this paper we study the diffuse domain method for approximating second order elliptic boundary value problems posed on bounded domains, and show convergence and rates of the approximations generated by the diffuse domain method to the solution of the original second order problem when complemented by Robin, Dirichlet or Neumann conditions.
Introduction
This paper considers the approximation properties of the diffuse domain method (also called diffuse interface method, cf. [24, 33] ) when applied to linear second order elliptic equations of the form
complemented by suitable boundary conditions on a sufficiently smooth domain D ⊂ R n . We focus on Neumann, Robin and Dirichlet boundary conditions, i.e. either n · A∇u + bu = g on ∂D or (2) u = g on ∂D. In many applications the domain D, the boundary ∂D (or equally well some interface inside the domain) is not known exactly or its geometry is complicated making a proper approximation of the integrals difficult or expensive [2, 13, 16, 29, 32, 35] . In addition to the methods used in the aforementioned references, let us point to further literature dealing with methods to handle these type of difficulties; for instance the immersed boundary method [31] , the immersed interface method [23] , the fictitious domain method [15] , the unfitted finite element method [5] , the finite cell method [30] , unfitted discontinuous Galerkin methods [6] , composite finite elements [19, 25] ; let us also refer to these papers for further links to literature and applications. In this work we will focus on the diffuse domain method, see for instance [24] . The diffuse domain method relies on the fact that the domain D can be described by its oriented distance function d D (x) = dist(x, D) − dist(x, R n \ D), x ∈ R n . As one can easily see, we have D = {d D < 0}. In order to relax the sharp interface condition d D < 0, let us introduce ϕ ε = S(−d D /ε) for ε > 0 small and S being a sigmoidal function, i.e. non-decreasing with S(t) = t/|t| for |t| ≥ 1. As ε tends to zero, S(·/ε) converges to the sign function, and hence the phase-field function ω ε = (1 + ϕ ε )/2 formally converges to the indicator function χ D of D. The key idea to approximate the integrals in (4) is a weighted averaging of the integrals over {d D < t} instead of integrating over the original domain {d D < 0} only (and similar for boundary integrals). Since By an analogous computation we obtain for the boundary integral Here, Ω ⊃ D is a domain with "simple" geometry, i.e. a geometry which can be easily approximated. Based on this motivation we shall define the following diffuse volume and surface integrals Under the usual assumptions on A, b and c, the bilinear form on the left-hand side of (6) is well-defined on the weighted Sobolev space W 1,2 (Ω; ω ε ), which is the closure of smooth functions u : Ω → R with finite (semi-) norm
The main point of the present manuscript is to estimate the error between the solution u of (4) and the solution u ε of (6). Our key results are the following two theorems, the first treating the low regularity case and the second giving optimal rates under full regularity: Theorem 1.1. Let ∂D be of class C 1,1 and let 0 ≤ c ∈ L ∞ (Ω), 0 ≤ b ∈ W 1,∞ (Ω) and A ∈ L ∞ (Ω) such that κ ≤ A(x) ≤ κ −1 for all x ∈ Ω and some constant κ > 0. Moreover, assume that f ∈ L 2 (Ω; ω ε ) and g ∈ W 1,2 (Ω; ω ε ). Furthermore, let u ∈ W 1,2 (D) be a solution to (4) and u ε ∈ W 1,2 (Ω; ω ε ) be a solution to (6) . Then there exists p > 2 and a constant C > 0 independent of ε such that u − u Let us mention that the case b = 0 is allowed here and corresponds to Neumann boundary conditions. The index p in Theorem 1.1 is related to L p regularity of ∇u, see [18, 26] and Section 6.1 below. In order to prove the theorems, we need a few technical ingredients. As is obvious from the above discussion, we have to deal with a family of weighted Sobolev spaces parametrized by ε. For certain choices of S, we observe that the weight ω ε is proportional to a power of a distance function near ∂D, see (12) below. For this type of weights and fixed ε many results have been established in literature; see for instance [20, 21, 27, 28] and more generally [36] . Since we are dealing with a family of spaces corresponding to a family of weights ω ε , we are particularly interested in the behavior of the weighted spaces when ε changes. We will present trace theorems, embedding theorems and Poincaré inequalities with constants independent of ε, which turn out to be indispensable tools for the analysis of (6) , and which we think might be of interest in their own, see Section 4. In order to prove these statements, we have to revise and adapt the classical proofs of [28] and combine them with arguments recently used in the context of shape optimization; see [3, 8, 11] for such arguments applied to unweighted Sobolev spaces. A further necessary ingredient to obtain the error estimates of Theorem 1.1 and Theorem 1.2 are rigorous error estimates for the approximations (5) in terms of ε and the regularity of the integrands. A consequence of our results is that for h ∈ L p (Ω; ω ε )
see Theorem 5.1. Assuming h and ∇h in L p (Ω; ω ε ), we can exploit the special averaging procedure in the derivation of the diffuse integrals in a crucial way to obtain the improved estimate
Concerning Robin boundary values, let us mention recent formal result obtained by asymptotic analysis stating an L 2 -convergence rate for the error u − u ε of O(ε 2 ) [22] . Using a problem adapted norm we also obtain a rate O(ε 2 ). For two-dimensional problems and under reasonable assumptions on this problem adapted norm, which we however cannot verify for our problem, we also arrive at a L 2 -convergence rate O(ε 2 ). The latter is well confirmed by numerical results.
Concerning Dirichlet boundary values, the corresponding convergence rate only yields the half order compared to the Robin boundary values. Hence in the setting of Theorem 1.1, but with (3) instead of (2), we obtain
and accordingly, in the setting of Theorem 1.2 with (3) in place of (2), we obtain
In the best case, using the problem adapted norm, we can show a rate O(ε). This complies with recent results in literature, which were obtained for one-dimensional problems or numerically [14, 34] . The outline of the manuscript is as follows. In Section 2 we discuss the geometry of D and certain perturbations of it. Section 3 introduces weighted Lebesgue and Sobolev spaces together with some basic properties. A more detailed study of weighted Sobolev spaces is presented in Section 4. Here we present a trace and an embedding theorem for weighted Sobolev spaces and we show that the corresponding estimates are stable with respect to ε. Moreover, we prove Poincaré and Poincaré-Friedrichs inequalities for these spaces again with constants independent of ε. 
Since ∂D is of class C 1,1 we have that d D is C 1,1 in a neighborhood of ∂D [11] . For t ∈ R let us define the sublevel sets of d D as follows
We clearly have the inclusions
In applications Ω is a domain with a "simple" geometry, for instance a ball or a bounding box.
2.2.
The tubular neighborhood Γ ε . Let us define the ε-tubular neighborhood of ∂D by
Due to C 1,1 regularity of ∂D, the projection of z ∈ Γ ε onto ∂D is unique for ε sufficiently small, i.e., for each z ∈ Γ ε there exists a unique x ∈ ∂D such that z = x + d D (z)n(x) [11, Chapter 7, Theorem 3.1, Theorem 8.4]. Here, n(x), x ∈ ∂D, denotes the outward unit normal field which is related to the oriented distance function via the formula n(x) = ∇d D (x). This shows Γ ε = {z ∈ Ω : ∃x ∈ ∂D, |t| < ε, z = x + tn(x)}.
In the whole manuscript we fix ε 0 so small such that the just described projection Γ 2ε 0 → ∂D is single-valued. Thus, for each ε ≤ ε 0 , D ε = Γ ε ∪ D, and for every x ∈ Γ ε , there holds dist(x, ∂D) ≤ ε and for every x ∈ Ω \ Γ ε , there holds dist(x, ∂D) ≥ ε. Moreover, for some constant C > 0 independent of ε
Here, |Γ ε | = L n (Γ ε ) is the n-dimensional Lebesgue-measure of Γ ε and H n−1 (∂D) is the n − 1-dimensional Hausdorff-measure of ∂D.
2.3.
Transformations of the geometry. Let t ∈ (−ε 0 , ε 0 ). Let us first consider transformations of boundaries ∂D → ∂D t . To do so, we introduce a family of transformations Φ t : ∂D → ∂D t defined by Φ t (x) = x + tn(x). The Jacobian satisfies DΦ t (x) = I + tD 2 d D (x), with I being the identity matrix on R n×n and D 2 d D being the Hessian of d D , and thus,
Decreasing ε 0 if necessary, there holds
Denoting by n t the unit outer normal vector field of ∂D t , we see that n t (Φ t (x)) = n(x) for all x ∈ ∂D by the choice of the tubular neighborhood Γ ε 0 . Thus, here and in the following, we will just write n(x) for the unit outer normal at some x ∈ ∂D t . In particular, Φ t can be extended to the whole of Γ ε 0 , and for this extension we have that
Note that x − sn(x) ∈ ∂D for x ∈ ∂D s , and hence, x + (t − s)n(x) ∈ ∂D t for x ∈ ∂D s . Here, σ s = H n−1 ∂D s is the surface element of ∂D s , i.e.
For the volume transformation D → D t , we define ψ t : [0, ∞) → R by ψ t (s) = 0 for s ≥ ε 0 , and
We then define the diffeomorphism
Since ∇d D (x) = n(x), the Jacobian of Ψ t is given by
and sup x∈Dε 0 DΨ t (x) − I → 0 as t → 0 by construction of ψ t . We note that Ψ t|∂D = Φ t .
Weighted Sobolev spaces
In order to construct the weighted spaces mentioned in the introduction let us begin with defining another level set function for the domain D resembling a sign function smoothed in Γ ε , namely
where the function S is a regularization of the sign function. Hence, ϕ ε (x) > 0 if and only if x ∈ D. To be precise, we assume that S verifies the following assumptions. (S1) S : R → R is Lipschitz continuous, S(t) = t/|t| for |t| ≥ 1, and S (t) > 0 for |t| < 1. Moreover, S(t) = −S(−t) for all t ∈ R. (S2) There exist ζ 1 , ζ 2 > 0 and α > 0 such that for all t ∈ (0, 2)
(S3) S (t) ≤ S (s) for all 0 ≤ s ≤ t < 1. (S3) asserts concavity of S on (0, 1) and this assumption is only needed in Theorem 5.6 below. Assumption (S2) ensures that that the phase-field function ω ε is proportional to dist(·, ∂D ε ) α on Γ ε , where ω ε is defined as a regularization of the indicator function χ D of D as follows
Obviously, we have that D ε = {x ∈ Ω : ω ε (x) > 0}, and ω ε (x) = 1 for x ∈ D with dist(x, ∂D) > ε. Let us clarify (S2) in the following. We observe that dist(x,
Before proceeding, let us give a few examples which may serve as prototypes for S.
Example 3.1. (i) Let S(t) = t for |t| < 1. Obviously (S1) and (S3) are satisfied. Moreover, 1 + S(t − 1) = t, and we can choose α = 1, and ζ 1 = ζ 2 = 1/2 in (S2).
(ii) Let S(t) = (3t − t 3 )/2. Thus, S ∈ C 1 (R) and S (t) = 3(1 − t 2 )/2 > 0 for |t| < 1. Since S (t) = −3t < 0 for t > 0, (S3) is satisfied. Moreover, 1 + S(t − 1) = (3t 2 − t 3 )/2, and (S2) is satisfied for α = 2 and ζ 1 = 1/4 and ζ 2 = 3/4.
(iii) Let S(t) = 15t/8−5t 3 /4+3t 5 /8. Thus, S ∈ C 2 (R) and S (t) = 15/8−15t 2 /4+15t 4 /8 > 0 for |t| < 1. Since S (t) = −15t/2 + 15t 3 /2 < 0 for t > 0, (S3) is satisfied. Moreover, 1 + S(t − 1) = 5t 3 /2 − 15t 4 /8 + 3t 5 /8, and (S2) is satisfied for α = 3 and ζ 1 = 1/8 and
Proceeding with the construction of weighted Lebesgue spaces, let us introduce the measure
which is absolutely continuous with respect to the Lebesgue measure. Associated to ω ε let us further introduce for 1
is the class of Lebesgue-measurable functions being essentially bounded. In the following we will use also the notation L p (D ε ; δ) where δ is an appropriate weight function. The following statement provides some basic relations between the weighted L p -spaces.
(ii) for 0 < γ < ε/2 we have
, and on D there holds 1/2 ≤ ωε ≤ 1 ≤ 2ω ε . The fact that Dε ⊂ D ε yields the assertion.
(ii) Similar to (i) we have
For z ∈ D ε−2γ \ D, we can write z = x − tn(x) with x ∈ ∂D ε−2γ and 0 ≤ t ≤ 2ε, see Section 2.2. Then, using (12), we have
, and
This implies
from which we easily obtain the assertion.
Associated to the weighted spaces L p (D ε ; ω ε ), let us define the weighted Sobolev spaces
In view of (12), several results of Kufner [21] concerning power-type weights can be applied. This is due to the fact that the proofs of [21] 
Properties of Sobolev spaces for diffuse interfaces
In this section we establish basic results for weighted Sobolev spaces for diffuse interfaces which are crucial for the analysis of variational boundary value problems. We particularly investigate the dependence on the parameter ε. As shown below, our results yield constants independent of ε, for instance the trace constant or the Poincaré constant in weighted Sobolev spaces, see Theorem 4.2 or Theorem 4.9. These results may be of interest in their own.
Trace lemma.
The following auxiliary lemma is a slight adaptation of [3, Lemma 2.1]. It states that the trace operator for unweighted Sobolev spaces is uniformly bounded for certain perturbations of the domain, and it is the key observation in proving a similar statement also for weighted Sobolev spaces. For convenience of the reader, we sketch a proof.
Lemma 4.1. Let ε 0 be sufficiently small. Then there is a constant C > 0 such that for each
Proof. Let ε 0 > 0 be sufficiently small and let t ∈ (−ε 0 , ε 0 ). Let us first consider the case p = 1. Denote by Ψ t : D → D t and Φ t : ∂D → ∂D t the transformations defined in Section 2.3. By a change of variables u(x) = v(Ψ t (x)) for x ∈ D and u(x) = v(Φ t (x)) for x ∈ ∂D, it follows that
In view of Section 2.3, as t → 0
Denote by C a bound for the norm of the trace operator
For the general case p > 1, we apply the latter estimate toṽ = |v| p . We observe that |∇ṽ| = p|v| p−1 |∇v|, and, using Young's inequality, p|v| p−1 |∇v| + |v| p ≤ |∇v| p + |v| p , which concludes the proof.
Theorem 4.2 (Trace lemma).
Let ε 0 > 0 be sufficiently small. Then there exists a constant
Proof. According to the coarea-formula there holds
Since {ϕ ε = s} = ∂{ϕ ε > s} = ∂D t for t = −εS −1 (s), we can use (13) to obtain
where we used Fubini's theorem in the last step. The assertion follows from
The trace theorem 4.2 shows that for g ∈ W 1,p (D ε ; ω ε ) the diffuse boundary integral introduced in (5) actually exists.
Embedding theorem.
The following embedding theorem uses the representation (12) of the weight near the boundary as a power of the distance function δ(x) = dist(x, ∂D ε ). Let us define the Sobolev conjugate p * α for weighted spaces
We observe that p * 0 is the "usual" Sobolev conjugate for unweighted Sobolev spaces, see [1] , and p * α is strictly decreasing with respect to α on (0, ∞).
Theorem 4.3 (Embedding).
Let 0 < ε < ε 0 , and let α > 0 be the constant from (S2). Then the following embeddings are continuous
Moreover, there exists a constant C independent of ε such that for
The first part of the theorem can be found in [20, Theorem 3] , see also [28, Theorem 19.9] for the case q < p * α . To show that the embedding is independent of ε, we will give a proof in the spirit of [28] . To do so, we employ the following two lemmata. The first of which uses Sobolev's embedding theorem on balls and a covering argument, and is similar to the arguments of [28] . The second is a Hardy-inequality-type argument for diffuse interfaces which seems to be new. We let δ(x) = dist(x, ∂D ε ) in the following.
Then there exists a constant C > 0 independent of ε such that for every
Proof. We proceed as in [28] . Let r(x) = δ(x)/3. According to the Besicovitch covering theorem, cf. [28, Lemma 18.3] , there exists a sequence {x k } ⊂ D ε \ D and an integer θ depending only on n such that
Employing the Sobolev embedding theorem for balls [1] , we obtain as in [28, Theorem 18 .6]
for all q ≤ n/(n − 1). Note the different powers of the weight on the right-hand side of (16) . Assuming, without loss of generality, that ε 0 ≤ 1 and thus δ(x k ) ≤ 1, we can bound the right-hand side of (16) as long as α and q are such that n + α ≥ (n + α − 1)q. Hence, by summation over k, we obtain the assertion with a constant C depending on n and the Sobolev embedding constant for the unit ball, but not on ε.
Lemma 4.5 (Hardy-type inequality). Let 0 < ε < ε 0 and let α > 0. Then there exists a constant C > 0 independent of ε such that for every
. We obtain by using (11), 1/2 ≤ | det DΦ −t | ≤ 2, and one-dimensional integration-by-parts
To treat the first integral in (17), we employ the transformation Φ 2ε :
From u |D ∈ W 1,1 (D), and D −ε ⊂ D, and the trace lemma 4.1 we deduce that there exists a constant C > 0 independent of ε such that
and a density argument.
Remark 4.6. Let us state that the arguments of [21] are based on partition of unity {ϕ i } subordinate to {B j } ∪ {D} where {B j } is a finite cover of Γ ε . Then the Hardy-type argument of the latter proof is applied to v i = uϕ i which is zero on the boundary of B i . Hence, the first term in (17) vanishes. However, ∇v i = ϕ i ∇u + u∇ϕ i , and |∇ϕ i | ∼ 1/ε. Thus, the techniques of [21] are not directly applicable as we strive for constants uniformly bounded in terms of ε.
Proof of Theorem 4.3. We split the norm into the diffuse interface part and the interior part
From the Sobolev embedding theorem [1] , we have that
. For this choice, the condition n + α ≥ (n + α − 1)q is obviously satisfied. Combining Lemma 4.5 and Lemma 4.4 yields
Multiplication of the latter inequality with 1/ε α , taking the qth root and using (12), i.e.
Summarizing, we have shown that for each 1
For the general case p > 1, we apply the previous results to v = |u| 1+q(p−1)/p andq = (1
Moreover, |v|q = |u| q and |∇v| = (1 +
This together with the identity
yields the assertion.
Remark 4.7. As already noted, p * α is strictly decreasing with respect to α on (0, ∞). Loosely speaking, compared to the unweighted Sobolev embedding, we loose α spatial dimensions. For instance, if α = 1, we have that 2 * 1 = 6 for n = 2, and 2 * 1 = 4 for n = 3. This fact is intimately related to the Hardy inequality and isoperimetric inequalities, cf. [20] where also counterexamples are given showing that the restriction q ≤ p * α cannot be improved in general. However, embedding in certain Hölder spaces is possible [20, 28] . Adapting the above proofs it should be possible to show that even in this situation the embedding constants are independent of ε.
Proposition 4.8 (Compactness). Let 0 < ε < ε 0 , α be the constant in (S2), and let 1 ≤ p < ∞. Then the following embeddings are compact
Proof. Let q < p * α and let {u k } ⊂ W 1,p (D ε ; ω ε ) be bounded; say by a constant C p > 0. Furthermore denote by C e the constant of the embedding
the following. Thus, using the triangle inequality, we have that
Since 1 ≤ q < p * α , we obtain by using Hölder's inequality and the embedding theorem
The idea of the proof of the previous compactness result can already be found in [28] .
4.3. Diffuse Poincaré-Friedrichs inequalities. The last issue concerning basic results in weighted Sobolev spaces are Poincaré-Friedrichs inequalities, which we again want to derive with constants independent of ε. We start with a quite general result:
, be a family of closed cones, i.e. for u ∈ K ε there holds λu ∈ K ε for all λ > 0, such that K ε contains only the zero function as a constant function. Then there exists a constant C > 0 independent of ε such that
Proof. Assume (19) is not true. Then there exist sequences
Since ε k ∈ [0, ε 0 ] the Bolzano-Weierstraß theorem implies the existence of aε ∈ [0, ε 0 ] such that for a subsequence, relabeled if necessary, ε k →ε as k → ∞. Hence, for all γ > 0 there exists N (γ) ∈ N such that ε k ∈ (ε − γ,ε + γ) for all k ≥ N (γ). In the following let 0 < γ <ε/2 and k ≥ N (γ). By Hölder's inequality and the embedding theorem for q = p * α , we have
In view of Proposition 4.8, we can therefore extract a subsequence, relabeled if necessary, such that u k → u in L p (Dε −γ ; ωε −γ ). Moreover, we deduce from (20) and Lemma 3.
and hence u k → u in W 1,p (Dε −γ ; ωε −γ ) and ∇u = 0. Since Kε −γ is closed and Dε −γ is connected, u ∈ Kε −γ and u = 0 on Dε −γ . In view of Lemma 3.2 (ii), we further obtain
This in combination with (21) implies
Since γ > 0 was arbitrary, this is the desired contradiction.
Let us remark that in [8] a similar result has been obtained for unweighted spaces, i.e. a Poincaré inequality with a constant which is independent of certain perturbations of ∂D. For illustration of the previous result let us state the "usual" Poincaré and Friedrichs inequality in their weighted form.
is the weighted mean value.
Proof. Define K ε = {u ∈ W 1,p (D ε ; ω ε ) :ū Dε = 0} and use Theorem 4.9.
Corollary 4.11 (Poincaré-Friedrichs-type inequality). Let ε ∈ [0, ε 0 ], 1 ≤ p < ∞, and let D ε be connected. Then there exists a constant C independent of ε such that for every ε ∈ (0, ε 0 ) and
Dε |v| p |∇ω ε | dx = 0} and use Theorem 4.9.
Remark 4.12. In Corollary 4.11 one can make the constant explicit if one applies the "classical" Poincaré-Friedrichs inequality [1, 6.26 ] to |v| p ω ε ∈ W 1,1 0 (Ω). Remark 4.13. Theorem 4.9 also holds for the case p = ∞: By Rellich's theorem [1] 
is compact. Then, with similar arguments as above, the assumption (20) 
where we have chosen a Lipschitz continuous representative of
Convergence of diffuse integrals
In the following two subsections we investigate the approximation properties of the diffuse integrals introduced in (5).
Convergence of diffuse volume integrals.
We start with the case of volume integrals, for which we want to estimate the error
between the volume integral and the diffuse volume integral in terms of ε and h. We will provide estimates for the cases h ∈ L p (D ε ; ω ε ) and h ∈ W 1,p (D ε ; ω ε ) which gives stronger results improved by one order of ε.
Then there exists a constant C > 0 independent of ε such that
Let h ∈ L p (D ε ; ω ε ) for fixed but arbitrary 1 < p ≤ ∞. Using (7) and ω ε = 1 on D \ Γ ε , we obtain the representation
Using Hölders inequality and 1 ≤ 2ω ε on D ∩ Γ ε we can estimate the two terms as follows
.
Since |ω ε | ≤ 1, we deduce from (8) that
which concludes the proof.
Theorem 5.1 for L p -functions relies basically on the fact that |Γ ε | ≤ Cε. This is due to the fact that L p (D ε ; ω ε )-functions can have singularities in Γ ε . Note that in the case p = 1 we expect no rate of convergence in terms of ε, and the assumption h ∈ L 1 (Ω) is stronger than those for p > 1. Resorting to W 1,p -functions we can exploit extensively symmetry of the phase-field function ω ε leading to a much stronger result.
Theorem 5.2. Let 0 < ε ≤ ε 0 , and let h ∈ W 1,p (D ε ; ω ε ) for some 1 ≤ p ≤ ∞. Then there exists C > 0 independent of ε such that
Proof. Using a change of variables s = S(−t/ε) and Fubini's theorem, we observe that
we further obtain
Observing that
h(x) dx for t < 0 and
h(x) dx for t > 0, and splitting the integration over (−ε, ε) to (−ε, 0) and (0, ε) and employing a change of variables t → −t for the integral over (−ε, 0), we further obtain
h(x) dx dt. (22) For the last computation, we used S(−t) = −S(t), i.e. S (−t) = S (t). To compare the difference on the right-hand side of the latter equation we use the transformations Φ s introduced in Section 2.3, and the transformation formula, namely
The two integrals can be treated separately.
For the second integral we obtain
which can be seeen with (10) as
Using these estimates we obtain from (22)
Setting p = p/(p − 1), an application of Hölder's inequality thus yields
Using boundedness of S the first integral can be computed explicitly. To treat the second integral, we use Hölder's inequality for the inner integral which gives
Note, that C is a universal constant depending only on S, D and p but not on ε or h which may change from to line. Using |Γ t | ≤ Ct|∂D|, t ≤ ε and
where we used that 1 − |ϕ ε | ≤ 2ω ε on Γ ε , and
This yields the assertion.
For sake of completeness, let us state a corresponding approximation result for Hölder continuous function, i.e. we say that h ∈ C 0,ν (Ω), if h is continuous on Ω and if
We write h C 0,ν (Ω) = sup x∈Ω |h(x)| + |h| ν .
Lemma 5.3. Let 0 < ε ≤ ε 0 , and let h ∈ C 0,ν (Γ ε ) for some 0 < ν ≤ 1. Then there exists C > 0 independent of ε such that
Proof. It is easy to show the estimates
The proof is completed by integration over t with similar arguments as in the proof of Theorem 5.2.
5.2.
Convergence of diffuse boundary integrals. In this section we investigate the accuracy of the diffuse boundary integral approximation. For this sake consider
In the following we reduce the treatment of E B to that of E V from the previous section. Using ∇d D (x) = n(x) and the divergence theorem, we see that
Note that, g |D ∈ W 1,p (D) for any g ∈ W 1,p (D ε ; ω ε ), and thus g has a trace on ∂D. To treat the diffuse boundary integral, we first observe that |∇ω ε | = −∇d D · ∇ω ε on Γ ε . For the definition of Γ ε see (7) . Therefore, integration-by-parts shows that
Notice, that due to supp(ω ε ) ⊂ Ω there are no boundary integrals. Thus, we have that
Setting h = div(g∇d D ), we can use Theorem 5.1, Theorem 5.2 and Lemma 5.3 of the previous section.
Lemma 5.4. Let ∂D be of class C 1,1 and let 1 ≤ p ≤ ∞. Moreover, let g ∈ W 1,p (D ε ; ω ε ) for some 0 < ε < ε 0 . Then there exists a constant C > 0 independent of ε such that [11] and, in this case, Lemma 5.5. Let ∂D be of class C 2,1 . Moreover, let g ∈ W 2,p (D ε ; ω ε ) for some 0 < ε < ε 0 and 1 ≤ p ≤ ∞. Then there exists a constant C > 0 independent of ε such that [11] and, in this case,
The estimate of Lemma 5.5 assumes W 2,p -regularity of the whole integrand. For our analysis we will also need a slightly different statement:
Theorem 5.6. Assume ∂D is of class C 1,1 , let (S3) hold and let
Then there exists a constant C independent of ε, u and v such that for q = q/(q − 1)
The higher integrability of u improves the first part of the estimate whereas the higher integrability of v improves the second part. For q = p the rate is O(ε
which is optimal for p = 2. For q = p we obtain the best possible rate O(ε Proof. We start with an inequality for w ∈ W 1,1 (D ε ; ω ε ). An application of (11), (9) and Theorem 4.2 yields
with C independent of ε. Now let w ∈ W 2,q ((−ε, ε)), then there exists a constant C such that
This can be seen as follows: By change of variables and application of the fundamental theorem of calculus, we obtain
Repeated application of Hölder's inequality gives
Using boundedness of S and calculating ε 0 t 0 s ds dt = ε 3 /6 yields the assertion. We are now in the position to give a proof of the theorem. By setting w = uv in (24), we have that
Thus, to prove the theorem, it is sufficient to estimate the second integral on the left-hand side of the latter inequality. Using v(x + tn(x)) = v(x) + t 0 ∇v(x + sn(x)) · n(x) ds and u(x + tn(x)) = t 0 ∇u(x + sn(x)) · n(x) ds, we see that
We treat the two terms on the right-hand side separately. For the first one, we will use (25) with w(s) = u(x + sn(x)), Hölder's inequality and q ≥ p which yields
where we have used Lemma 4.1 to treat the term involving v and the transformation formula to treat the term involving u, see the last lines of the proof of Theorem 5.2. For the second term we first use Hölder's inequality twice
Then, using (11), we obtain similarly as in the proof of Theorem 5.2
, and by (11), (S3), and by Theorem 4.2
The integrals over (−ε, 0) as well as the ones involving t∆d D can be treated similarly. Collecting all terms yields the assertion.
Up to now, we have always assumed the boundary data g to be regular. For completeness, let us also consider the case g ∈ L p (∂D) only. Then g is defined a.e. on ∂D, and we can define an extension a.e. on Γ ε bỹ
Lemma 5.7. Let g ∈ L p (∂Ω) and let v ∈ W 1,p (D ε ; ω ε ) with 1 ≤ p ≤ ∞, p = p/(p − 1), and 0 < ε ≤ ε 0 . Then there exists a constant C independent of ε such that
withg being the extension defined in (26).
Proof. Using ε −ε S (−t/ε) dt = 2ε and the transformation formula, we obtain
Thus, using (9), there exists C > 0 independent of ε such that
We treat the two integrals on the right-hand side separately. Repeated use of Hölder's inequality and ∇v(x + tn(x)) − v(x) = t 0 ∇v(x + sn(x)) · n(x) ds yields similarly as in the proof of Theorem 5.2
An analogue estimate hold for the integral over (−ε, 0). Since, |Γ ε | 1 p ≤ Cε 1/p this is the desired estimate for the first integral. The second can be estimated similarly, i.e.
The last term can be estimated using the trace theorem 4.2.
For the sake of completeness, we also state an analog to Lemma 5.3.
Lemma 5.8. Let ∂D be of class C 2,ν for some 0 < ν ≤ 1. Moreover, let g ∈ C 1,ν (Γ ε ) for some 0 < ε < ε 0 . Then there exists a constant C > 0 independent of ε such that
The assertion follows from Lemma 5.3.
Diffuse elliptic problems
In this section we investigate three typical second order elliptic boundary value problems. We start with Robin-type problems, which build the basis for further investigations. For rather irregular data, we obtain a weak sublinear convergence result in terms of ε. Superlinear convergence is achieved by requiring smooth data. In Section 6.2 we treat Dirichlet boundary conditions which can be reduced to the analysis of a Robin problem by means of the well-known penalty method. In Section 6.3 we consider Neumann boundary conditions and establish well-posedness of the diffuse domain method. Apart from the well-posed the convergence results can be derived as in the Robin case.
6.1. Robin boundary conditions. Consider the following second order elliptic equation with Robin-type boundary condition: Find u such that
In order to obtain (weak) solutions to (27) - (28), let us consider the following weak formulation: (29) with bilinear and linear form
In order to prove well-posedness of the weak form (29) via the Lax-Milgram lemma we make the following assumptions:
n×n is a symmetric positive definite matrix, i.e. there exists κ > 0 such that for a.e.
. Then there exists a unique u ∈ W 1,2 (D) satisfying (29), and there exists C > 0 such that
The diffuse approximation of (29) is now: (30) where the corresponding bilinear and linear form are given by
Then there exists a unique u ε ∈ W 1,2 (D ε ; ω ε ) satisfying (30), and there exists C > 0 independent of ε such that
Proof. Continuity of a ε and ε with respect to the W 1,2 (D ε ; ω ε )-topology follows from boundedness of the coefficients and Theorem 4.2. Coercivity of a ε on W 1,2 (D ε ; ω ε ) is a direct consequence of the positivity of A and the Poincaré-Friedrichs inequality, see Corollary 4.11. An application of the Lax-Milgram lemma yields the assertion.
Denoting by u and u ε the corresponding solutions to (29) and (30), respectively, we next want to estimate the error u − u ε with respect to the W 1,2 (D ε ; ω ε )-norm which directly implies estimates in the W 1,2 (D)-norm as well. By regularity of ∂D, we can assume that u : D → R is extended to Ω preserving W 1,2 (Ω)-regularity. Hence, the error u − u ε satisfies
. (31) 6.1.1. Sublinear convergence. In order to obtain a first estimate for the error u − u ε , we estimate the right-hand side of (31) by employing the embedding theorem 4.3. We recall the definitions p * α = (n + α)p/(n + α − p), see (14), and
which is the norm of as an element of the dual space of W 1,2 (D ε ; ω ε ).
Then there exists a constant C independent of ε such that
with q = 2p/(2 + p) due to Hölder's inequality. Similarly, since ∇(gv) = g∇v + ∇gv ∈ L q (D ε , ω ε ) with q as before, we have that gv ∈ W 1,q (D ε , ω ε ). Using Theorem 5.1 and Lemma 5.4 we obtain
The assertion follows from 1 −
n+α . In order to obtain convergence rates, we need some regularity of u.
Lemma 6.4. Let u ∈ W 1,p (D ε ; ω ε ) for some p > 2. Then there exists a constant C independent of ε such that
, we see that αuv ∈ W 1,q (D ε ; ω ε ) with q as before. The result now follows by applying Theorem 5.1 and Lemma 5.4 similar as in the proof of Lemma 6.3.
Having estimated the errors in right-hand side and bilinear form we can proceed to the main approximation results in this section:
Theorem 6.5. Let (C1)-(C2) hold. Moreover, assume that u ∈ W 1,p (D) with 2 ≤ p ≤ 2 * α is a solution to (29) and u ε ∈ W 1,2 (D ε ; ω ε ) is a solution to (30) . Then there exists a constant C > 0 independent of ε such that
Proof. Coercivity of a ε and (31) imply
and the assertion follows from Lemma 6.3 and Lemma 6.4.
Remark 6.6. Note that, according to [18] , see also [12] , there always exists a p > 2 such that u ∈ W 1,p (D), whence u ∈ W 1,p (D ε ; ω ε ) by extension. If p = 2 * α , we obtain the best possible rate O(ε 1/(n+α) ), i.e. O(ε 1/3 ) in two space dimensions and S as in Example 3.1 (i). 
which is due to the embedding
. This immediately leads to a stronger result in Lemma 6.3 independent of ω ε . However, for proving Lemma 6.4, we have to estimate the term
Here, on the one hand, to preserve regularity of u, setting u = 0 on D ε \ D is not possible. On the other hand setting A = 0 on D ε \ D is not allowed since then (6) is not well-posed anymore.
(
, then using the techniques from above, we would obtain the bound
as ε → 0 since the test function v is merely W 1,2 (D ε ; ω ε ). For smooth test functions v and f ∈ L p (D ε ; ω ε ) and u, g ∈ W 1,p (D ε ; ω ε ), the right-hand side of (31) is bounded by a constant multiple (depending on f , g and u) of ε 1−1/p v W 1,∞ (Dε) . This estimate, however, does not lead to W 1,2 (D ε ; ω ε )-estimates for the error anymore. We will return to these type of estimates in the next section. We also mention that an inspection of several proofs above shows that crucial terms drop out if the involved functions are symmetric with respect to ∂D (mirrored along the normal direction). Thus, using symmetric extensions of data and solutions as well as a restriction to a Sobolev space of functions symmetric with respect to ∂D could give higher order rates. However, since this does not correspond to the computational practice and would extremely complicate the numerical solution, this seems not of particular practical relevance and hence we do not pursue this direction further.
6.1.2. From linear to quadratic convergence. In literature there exist very recent formal results for the diffuse domain method that state a rate of convergence for the L 2 -norm of O(ε 2 ) for the Poisson equation with Robin boundary conditions [22] . To give a precise and rigorous statement of such a better rate we need additional regularity of the domain, the data and the solutions. Furthermore, we resort also to other functions spaces. For a smooth function v and 1 ≤ p ≤ ∞ we let p = p/(p − 1) and define
Corollary 6.9. Let the assumptions of Theorem 6.8 hold true. Then, there exists a constant C independent of ε such that
Proof. Set p = 2 in Theorem 6.8. The assertion follows from X ε 2 = W 1,2 (D ε ; ω ε ) with equivalent norms.
Remark 6.10. Setting p = 1 in Theorem 6.8, we obtain u − u ε X ε 1 ≤ Cε 2 . Let us assume that the norms of W 1,1 (D ε ; ω ε ) and X ε 1 are equivalent (uniform with respect to ε). Then continuity of the embedding
In particular for n = 1, we obtain u − u ε L p (D) = O(ε 2 ) for any 1 ≤ p ≤ ∞, and for n = 2
, thus we recover the formal results of [22] . 6.2. Dirichlet boundary conditions. In this section we consider the diffuse domain approximation of second order elliptic equations with Dirichlet boundary conditions: Find u such that
In order to obtain (weak) solutions to (32)- (33), let us consider the following weak formulation:
with bilinear and linear form
Here W 
Using the Lagrange formalism this constrained optimization problem is equivalent to finding a saddle-point (u, λ)
Here, W −1/2,2 (∂D) is the topological dual space of the W 1,2 (D)-trace space W 1/2,2 (∂D), and ·, · denotes the duality pairing between W −1/2,2 (∂D) and W 1/2,2 (∂D). The variational characterization of the saddle-point problem is the following:
We have by definition of the norm on W −1/2,2 (∂D) that
which asserts an inf-sup condition for the bilinear form (µ, v) → µ, v . Well-posedness of the latter saddle-point problem can then be shown by using Brezzi's splitting theorem [10] , cf. [9, Chapter III]. Next, let us introduce a penalized version of (36)-(37) which establishes a connection to elliptic problems with Robin boundary condition discussed in Section 6.1: Let
In slight abuse of notation, λ, µ denotes the inner product on W −1/2,2 (D), and is defined as λ, µ W −1/2,2 (∂D) = Jλ, Jµ W 1/2,2 (∂D) . Here, J : W −1/2,2 (∂D) → W 1/2,2 (∂D) is the Riesz isomorphism and Jλ is given as the trace of the solution to the Neumann problem
We have that
Well-posedness of (38)- (39) can be shown with a penalty version of Brezzi's splitting theorem, cf. e.g. [9] . In particular (u β , λ β ) is bounded in
Since u β depends Lipschitz-continuously on β, the error between the solution to (36)- (37) and ( 
Using µ = v/β with v ∈ W 1,2 (D) in (39) and adding the resulting equation to (38) yields the following reduced problem:
This is a weak form of a Robin-type problem with boundary condition n · A∇u β +
This method of relaxation of the Dirichlet boundary condition is widely known as the penalty method [4] . Let u ε β denote the diffuse approximation to u β as defined in Section 6.1, i.e. u ε β satisfies
for all v ∈ W 1,2 (D ε ; ω ε ). Combining the estimates in Lemma 6.11 and Theorem 6.5, we have
Balancing the exponents on the right-hand side, we obtain the optimal choice σ = Theorem 6.13. Let ∂D be of class C ∞ , and let f, g ∈ C ∞ (Ω) and let (C1)-(C2) hold. Moreover, let A ∈ C ∞ (Ω) n×n , c ∈ C ∞ (Ω), and let u ε β ∈ W 1,2 (D ε ; ω ε ) denote the solution to (40), and let u ∈ W 1,2 (D) denote the solution to (34) . Then, for β = ε σ and σ = Remark 6.14. Due to the regularity of ∂D, we can extend [1] . In view of (41) and the following chain of inequalities
-norm in Theorem 6.12 and Theorem 6.13 can be replaced by
Remark 6.15. In order to obtain an analogous statement of Theorem 6.8 for the Dirichlet case, we would need an analog of Lemma 6.11 for the W 1,p -norm. Hence, for illustration let us assume that u − u β W 1,p (D) ≤ Cβ for 1 ≤ p ≤ ∞. Moreover, by regularity of ∂D, we can assume stability of the extension of u and u β to Ω, i.e. u − u β W 1,p (Ω) ≤ C u − u β W 1,p (D) . Then, we arrive at the estimate
and Theorem 6.8. Assuming furthermore that the norms of W 1,1 (D ε ; ω ε ) and X ε 1 are equivalent (uniform with respect to ε), and using continuity of the embedding
In particular for n = 1, we obtain u − u ε β L p (D) = O(ε) for any 1 ≤ p ≤ ∞, and for n = 2 we
The reader should compare this to the results of [14] where for n = 1 a rate O(ε 1−δ ) for any δ > 0 in the L ∞ -norm is shown. Moreover, in [34] an L 2 -rate O(ε) for Poisson's equation in three dimensions has been obtained numerically. There, it is also suggested to choose β = ε, which complies with our analysis. Let us note however that the diffuse domain method in [34] is somewhat different from ours.
6.3. Neumann boundary conditions. Consider the following second order elliptic equation with Neumann-type boundary condition: Find u such that
In order to obtain (weak) solutions to (42)-(43), let us consider the following weak formulation:
In view of the usual Poincaré inequality for W 1,2 (D), the weak form (44) is well-posed under the assumptions (C1)-(C2).
. Then there exists a unique u ∈ W 1,2 (D) satisfying (44), and there exists C > 0 such that
The diffuse approximation of (44) is then:
Dε vdω ε = 0} such that
where the corresponding bilinear and linear form are given by
Proof. Continuity of a ε and ε with respect to the W 1,2 (D ε ; ω ε )-topology is obvious. Coercivity of a ε on W 1,2 (D ε ; ω ε ) is a direct consequence of the positivity of A and the Poincaré inequality, see Corollary 4.10. An application of the Lax-Milgram lemma yields the assertion.
Having established existence of solutions to the Neumann problems, convergence results can now be derived as in the Robin case above when setting b = 0. We leave this to the reader. Let us mention that the restriction from W 1,2 (D ε ; ω ε ) to the space W 1,2 (D ε ; ω ε ) is only necessary if inf x∈Ω c(x) = 0. In this case the algebraic condition Ω u dω ε = 0 has to be treated with care in a numerical implementation. We do not want to go into details here, but let us refer the reader to [7] . If otherwise inf x∈Ω c(x) > 0, we could equally well pose (45) in the space W 1,2 (D ε ; ω ε ) and the implementational details are similar to those of the Robin case. We thus will not dwell on the Neumann case in our further discussion.
Numerical Results
In the following we report the results of numerical tests related to the above investigations used conformal first order finite elements. Our particular interest here is not the efficient solution of realistic problems, but rather to test the sharpness of error estimates in different situations by computational experiments. In order to have an "exact" solution u we solve the original problem with sharp interface on a very fine mesh such that the numerical error is negligible. Moreover, in the computation of the diffuse domain solution we make sure that the largest mesh parameter, i.e. h max , is for all computations smaller than ε 2 such that the numerical accuracy does not pollute the experimental order of convergence. The error e ε = u − u ε will always be measured in the relative norms
where W 0,p = L p . We provide several log-log plots of errors vs. ε, which shall be comparable to the theoretical orders represented by lines in those plots, see Figure 1 , 3, 6 and 8. Since the constants in the estimates cannot be made explicit, we have to fix one value and hence decide to plot the theoretical rates in all log-log plots such that they coincide with the experimental rates for the largest value of ε, see Figure 1 7.1. Case A: Robin BC with smooth parameters. In our first simulations, we consider the boundary value problem (27)- (28) , with the smooth parameters
From Theorem 6.8, Corollary 6.9 and Remark 6.10, we expect the error e ε to converge with a rate O(ε 2 ) in W 1,1 (D) and L 2 (D) and a rate of O(ε 3/2 ) in W 1,2 (D). Furthermore we expect rates of order O(ε) in W 1,∞ (D). We mention that except the rate in W 1,2 (D) these expectations rely on assumptions we cannot verify rigorously. From Table 1 and the log-log plot of Figure 1 we observe that the numerical results reproduce these rates very accurately, indicating the sharpness of our estimates and the validity of the assumptions. In Figure  2 , the solutions u and u ε | D for the Robin boundary problem are presented. From a visual perspective, these solution are almost identical. 7.2. Case B: Robin BC with discontinuous A matrix. If the parameter A is no longer smooth, but instead A ∈ L ∞ (Ω) 2×2 , the assumptions for Theorem 6.8 are no longer satisfied.
In the second example, we choose a discontinuous A ∈ L ∞ (Ω) 2×2 as Figure 3 . A log-log plot of the W 1,2 -convergence in Case B. We see the actual convergence rate (experimental), compared to the theoretical rate of order O(ε).
where k 1 , k 2 are piecewise constant functions with a jump discontinuity close to ∂D. All other parameters are the same as in Case A. From Table 2 and the log-log plot in Figure 3 , we see that the convergence rate of the error is one order worse than in Case A. In particular, we obtain linear convergence in W 1,2 , which is still better than the theoretical result of order ε 1 2 we obtain in the non-smooth case for u ∈ W 1,∞ . However we observe clearly the influence of non-smooth A on the convergence rate when comparing to case A. For the L 2 -convergence, the rate is more inconsistent, as it appears to jump from quadratic to linear when ε = 2 −3 . Although the convergence rate in W 1,2 is only linear in this case, a visual inspection of the solutions shown in Figure 4 reveals that the solution by the diffuse domain method is still almost identical to the exact solution for ε = 2 −5 . Table 2 . The error e ε = u − u ε for different norms in Case B.
7.3. Case C: Robin BC with non-smooth parameters. Furthermore, in Case C, we also refine the mesh around the discontinuity to increase accuracy. In Case A, we obtained a convergence rate in W 1,2 of order O(ε 3/2 ). Here, everything were smooth. In Case B, when working with a discontinuous matrix A, the convergence rate in W 1,2 drops to order O(ε). If, however, the function f in (27) is in L 2 , but not in L p for p 2, Theorem 6.5 yields W 1,2 -convergence of, in worst case, order O(ε 1/3 ).
(a) The solution u of (29) .
(b) The solution u ε of (30). To explore this issue numerically, we define f (x 1 , x 2 ) = 1 |x − y| µ , where y ∈ ∂D is fixed. (46) Thus, we get that f ∈ L p (D) whenever 2 µ > p. All other parameters are given as in Case A. With a similar reasoning as in Lemma 6.3, using n = 2 and α = 1, we expect a rate of convergence of O(ε 5/6−1/p ). In Figure 5 , we see the convergence rate as a function of the parameter µ in (46). As expected, the convergence rate becomes worse when µ increases. The experimental rate deteriorates more, however, than the theory suggests. We believe this to be linked to the challenge of the numerical implementation of such a singular function. Although of practical importance, we find that dealing with this particular implementation issue is beyond the scope of this article, and leave it therefore to future research. 7.4. Case D: Dirichlet BC with smooth parameters. We will now study the diffuse domain method for a Dirichlet problem. More particularly, we will compare the solutions u and u ε of (34) and (40), respectively. The parameters are given as in case A, with the exception α(x 1 , x 2 ) = 1 ε σ in order to realize the penalty method. From Theorem 6.13 and Remark 6.15, the choice of β = ε −1 should provide a L 2 -convergence of order O(ε), whereas the choice of β = ε −3/4 should yield a W 1,2 -convergence of order O(ε 3/4 ). In Table 3 (a), we see the convergence rate of the error when β = ε −3/4 . As expected, the rate is of order O(ε 3/4 ) in W 1,2 norm. Furthermore, in Table 3 (b), we obtain the expected linear convergence in L 2 norm. The rates can also be seen in Figure 6 .
(a) The solution u of (34) .
(b) The solution u ε of (40). In Figure 7 , we see a solution of (34) and (40) Table 3 . The error e ε = u − u ε for different norms. 7.5. Case E: Dirichlet BC with smooth parameters. To guarantee a quadratic convergence in L 2 , Theorem 6.8 requires the domain to be C 1,1 . In this final example, we work with the mesh D = (0, 1) × (0, 1), which is only a Lipschitz domain. All parameters are otherwise identical to in Case A. We see from Figure 8 that the convergence rates are unchanged compared to case A despite the lower regularity of the domain. This gives some hope that our results can be extended to general Lipschitz domain or at least piecewise smooth domains, which remains an open question.
Conclusions
In this work we presented a systematic approach for deriving diffuse domain approaches for second order elliptic problems with usual type of boundary conditions. The advantage of our method is that based on standard variational formulations it readily leads to a relaxed variational formulation, which can be implemented easily, in a straight-forward manner. We presented a self-contained analysis of the error introduced by the diffuse domain method. Depending on the regularity of the data, we could rigorously prove convergence rates. These rates seem to be sharp as shown by numerical experiments. As a by-product of our analysis, A log-log plot of the convergence rates in Case E. In each subplot we see the actual convergence rate (experimental), compared to the theoretical rate of order O(ε r ).
we derived trace and embedding theorems as well as Poincaré inequalities for weighted Sobolev spaces which are stable with respect to the relaxation parameter ε. It remains open to fill a gap to transfer our quadratic convergence results to quadratic convergence results in the L 2 (D)-norm which have been proposed in literature. Furthermore, a thorough analysis of numerical methods for the diffuse domain method is left for future work. We are optimistic that time-dependent problems could be treated in a similar manner, further modifications will be needed in the case of evolving surfaces.
