A primary concern of excessive reuse of test datasets in machine learning is that it can lead to overfitting. Multiclass classification was recently shown to be more resistant to overfitting than binary classification [FFH19a] . In an open problem of COLT 2019, Feldman, Frostig, and Hardt ask to characterize the dependence of the amount of overfitting bias with the number of classes m, the number of accuracy queries k, and the number of examples in the dataset n. We resolve this problem and determine the amount of overfitting possible in multi-class classification. We provide computationally efficient algorithms that achieve overfitting bias of Θ(max{ k/(mn), k/n}), matching the known upper bounds.
Introduction
Training multiple machine learning models on the same training set leads to overfitting. A common method to overcome this is to divide the dataset into a training set, and a holdout (or test) set, where the model's accuracy on the holdout set is used as an indicator of the true generalization capability of the model [JWHT13] . However, even the holdout dataset is used multiple times, and this leads to overfitting of models even when a holdout dataset is used [BH15] . In essence, training over the same dataset again and again can lead to the fake illusion of learning, all the while only making the performance over the true data distribution worse for future instances. As benchmark datasets such as MNIST, Imagenet, and others are trained by more and more machine learning algorithms in an adaptive fashion, where new models can be dependent on the previous models and their prformance on the dataset, overfitting is an increasingly growing concern.
It was recently shown that for binary classification, after k interactive rounds with the test dataset it is possible to overfit the dataset by achieving an accuracy Θ( k/n) larger than the true accuracy of the algorithm [DFH + 15c] . To counter this, several alternative mechanisms were proposed, such as addition of noise to the true accuracy of the predictions in each round [DFH + 15b] , or revealing the accuracy of prediction in a round only if it beats all previously achieved accuracies [BH15] . [ZH19] show improved bounds on the performance when the adaptive analyst satisfies certain constraints. This line of word broadly falls in the field of adaptive data analyisis [DFH + However, over the recent years datasets such as MNIST, CIFAR10, and ImageNet are largely immune to overfitting, even when the feedback obtained is the true accuracy [RRSS18, RRSS19,  Range of k Previous work [FFH19a] Our results YB19], and [RRSS19] also note that adaptivity has negligible effect on overfitting. [FFH19a] noted that even if these datasets are not very large, they are multiclass classification problems where the number of possible labels is large. They consider the problem of largest overfitting possible for a multi-class classification problem, generalizing the binary results stated above, where in addition to k, and n, they also consider the role of the number of classes, henceforth denoted by m. In other words, they consider the following problem:
Given n, k, and m, by how much can an adaptive algorithms overfit the test dataset?
Prior and new results
The question of perfect test label reconstruction dates back decades and is related to the famous game mastermind [ER63, Chv83, DDST16] . The goal is to exactly reconstruct a sequence by making k predictions, and for each prediction observing how many locations are correct. The optimal value of k to perfectly reconstruct was resolved in [Chv83] . An efficient algorithm for m = 2 was proposed by [Bsh09] . In our setting k is much smaller than needed to perfect reconstruction, and we want to understand the guarantees on how many locations can be predicted from the queries. The general question of characterizing the overfitting bias as a function of k, n, m was considered in [FFH19a] . They proved the upper bound of ). This leaves the correct relation with m open, up to a quadratic factor. In other words for a given n it is unclear whether the number of queries k needed to achieve the same accuracy should grow linearly, quadratically or somewhere in between as a function of the number of classes m. This question's resolution was the open problem in [FFH19b] , where they also mention that from a practical viewpoint, we should give particular emphasis on computationally efficient algorithms, although even the characterization of the overfitting bias is unknown.
Our main result resolves this question by proposing a computationally efficient algorithm that has an accuracy of
, matching the information-theoretic upper bound up to a logarithmic factor. The precise statement is given in Theorem 3. The algorithm proposed by [FFH19a] for k = O(n/m) is point-wise in that the algorithm prediction for a test example only depends on the queries for that example and the overall accuracies. Unlike this, our algorithm for k = O(n/m) is not point-wise and infers all labels jointly. Converting our algorithm to a point-wise algorithm is an interesting future direction.
For k = Ω(n/m), [FFH19a] proposed uniformly random queries over a subset of labels, and a final prediction that is computationally inefficient and achieves an accuracy of 1 m +Θ k n , matching the upper bound up to logarithmic factors. For queries that are very similar to theirs, we provide a computationally efficient final prediction that also has the optimal accuracy.
Finally, we remark that all the k queries of our optimal algorithms are non-adaptive, and only the final prediction depend on them. Thus making each of the k queries adaptively does not help.
A summary of our results is given in Table 1 .
Organization. The rest of the paper is organized as follows. In Section 2 we give a formal problem description. In Section 2.1 we state rephrase the question in terms of a sequence reconstruction problem. In Section 3, we show that it suffices to design algorithms where the labels are drawn from the uniform distribution on [m], which allows us to only consider algorithms for this case. In Section 4 we provide an overview of our algorithms. In Section 5 and Section 6, we detail the algorithms and prove the results for k = O(n/m) and k = Ω(n/m) respectively.
Problem formulation
Let X denote the feature space, and Y = [m] := {1, 2, . . . , m} be the set of labels.
A classifier f is a (possibly randomized) mapping from X to Y, and the accuracy of f on S is
As is most common in machine learning, we consider query access to the accuracy on the dataset S. Each query consists of a function f : X → Y, and the accuracy oracle returns acc S (f ). A k-query algorithm A makes k queries f 1 , . . . , f k to S, and based on f 1 , . . . , f k and acc S (f 1 ), . . . , acc S (f k ), outputs a classifier f = A S . The queries are allowed to be randomized and adaptive, namely
where the expectation is over the randomization in A. The worst case accuracy of A is
the worse case expected accuracy over all data sets S ∈ (X × Y) n . Our goal is to characterize
the accuracy that can be achieved by an algorithm after making k queries on any S. In this framework, the baseline accuracy is 1/m, since without making any queries (when k = 0), the best accuracy possible is 1/m, achieved by making a uniformly random prediction on each example. The over-fitting bias of an algorithm is acc S (A) − 1 m , and we are interested in acc(k, n, m) − 1 m , the maximum over-fitting bias possible in the worst case. Following [FFH19a] , instead of specifying classifiers f as queries, each of our query will be a length-n sequenceq = (q 1 , q 2 , . . . , q n ) ∈ [m] n , which correspond to our guesses for the true labelsz = z 1 , z 2 , . . . , z n of examples in S. The accuracy query oracle returns 1 n n j=1 I q j =z j , the fraction of labels correctly predicted by the query. Hence to simplify the notation, we rephrase the problem of determining the over-fitting bias as a sequence reconstruction problem using Hamming distance queries.
Sequence reconstruction from Hamming distance queries
n be an unknown sequence that corresponds to the labels of examples in S. For a queryq = q 1 , . . . , q n ∈ [m] n , an accuracy oracle returns
the fraction of correctly predicted locations. The Hamming distance d ham (q,z) betweenq andz is related to h(q,z) as
Therefore, the query that returns the fraction of matches is equivalent to a query that returns the Hamming distance between the query and the underlying sequence. The objective is to adaptively ask k queries and then output an estimateẑ =ẑ 1 ,ẑ 2 , . . . ,ẑ n forz. The performance of the algorithm is measured by
where the expectation is over the algorithm's randomization. The question of perfectly reconstructinḡ z is well and long studied [ER63, Chv83] , and our work resolves this problem when only partial reconstruction is possible due to limited number of queries. Similar to worst case accuracy in the previous section, the algorithms are evaluated on their worst performance
and the goal is to find the algorithm that maximizes this worst case performance,
Owing to the discussions above, we remark that
In the remainder of the paper we consider the question as a sequence reconstruction problem. For p and any A,
Reduction to average case
A key observation in our work is to prove that we can assume the labels to be generated from u n m , the uniform distribution over [m] n .
In Theorem 2 we show that for any algorithm A, there exists an algorithm A such that
In fact, we will provide an efficient construction to obtain A from A. By the definition of h(k, n, m),
. Therefore the accuracy of any algorithm on u n m is a lower bound on h(k, n, m), and in this paper we will design efficient algorithms whose performance on u n m matches the upper bound, and thereby proving their optimality.
Theorem 2 can also be used to show a stronger result equating the worst case and average case performance. The corollary follows by combining the above two equations.
We now formally show the construction of A from A. We construct A from A as follows. Letπ = π 1 , . . . , π n be n permutations, each chosen independently and uniformly at random from S m , the set of all permutations on [m]. For a sequencē z, letπ(z) = π 1 (z 1 ), π 2 (z 2 ), . . . , π n (z n ). Then for anyz,π(z) is distributed according to u n m . Now let Aπ be the following algorithm. If the first query of A isq 1 , it the first query of Aπ isπ(q 1 ). Then for i = 2, . . . , k, based on the previous queries {q j , ∀j < i} and outputs {h(π(q j ),z)∀j < i}, if A queriesq i , then Aπ queriesπ(q i ). Finally, if A outputsẑ, then A π outputsπ(ẑ). Now for any queryq,
Similarly, it can be shown that for the final output
Therefore Aπ achieves the same expected accuracy onz that A achieves onπ −1 (z). Alternatively, Aπ can be viewed as follows. If the first query of A isq 1 , Aπ queriesq 1 onπ −1 (z). Then for each i = 2, . . . , k, based on the previous queries {q j , ∀j < i} and outputs {h(q,π −1 (z)), ∀j < i}, if A queriesq i , then Aπ, queriesq i onπ −1 (z). Finally if A returns outputẑ, then Aπ outputsπ −1 (ẑ) as an estimate ofπ −1 (z). Thus by (3),
where the last equality uses the fact thatπ −1 (z) is distributed according to u n m . Hence,
Therefore, choosing A to be Aπ, whereπ are randomly chosen permutations proves the theorem.
Overview of the algorithms
By the previous section, it suffices to design algorithms assuming that the labelsz are drawn from u n m , namely each label is uniformly and independently distributed on [m]. We first consider the case k = O(n/m). [FFH19a] proposed random queries, where each q i j is independently and uniformly drawn from [m] . Our queries on the other hand are highly correlated across the examples. We divide the examples into essentially k groups, and all the examples within a group are predicted with the same label. We will now summarize our algorithm for k = 1, and a sketch that its overfitting bias is the optimal Ω( 1/mn), improving from Ω( 1/(m 2 n)). The extension to larger k is based on similar principles. Our single query for k = 1 consists of predicting all the labels to be '1'. If the accuracy on this query is at least 1/m, we predict all labels as '1' as our final prediction, otherwise we predict all labels to be '2'. The number of examples with a particular label is Bin(n; 1/m), and for two different labels, the number of examples with two different labels are negatively associated. Using arguments about their variance, and other elementary tools, we show that this algorithm obtains a standard deviation advantage over random predictions. Here the standard deviation of the number of examples with a particular label is n/m, which we use to prove our result. The extension to larger k is similar in spirit, where we divide the examples into k − 1 groups, and perform a similar operation over each group. The pseudo code of the algorithm is given in Figure 1 , and a complete analysis in Section 5.
When k = Ω(n/m), [FFH19a] propose an algorithm with optimal overfitting bias, which is however not computationally efficient. They choose a number t =Θ(k) such that it is possible to recover the labels of the first t examples perfectly from the queries. They achieve this by performing uniform queries over the first t examples, and constant queries over the remaining (see Figure 2 ). Their guarantees are based on results from a similar problem studied in [ER63, Chv83] , which perform a brute force search over all possible labelings of the t examples, and thus are not computationally efficient. We will make a small modification to their queries for simplicity of analysis. We will also predict the last n − t examples with all one's. However, for each of the first t examples, we ensure that among the k queries there are exactly k/m of each label. Instead of Algorithm A small If k = 1:
1. Letq 1 be the all one query i.e., q 1 j = 1, ∀j.
Predictẑ
3. Predictẑ reconstructing all the t examples simultaneously, we predict one example's label at a time, with a success probability of at least 3/4. We also remark that a slight modification of our algorithm can be used with the queries as proposed by [FFH19a] to give an efficient optimal algorithm.
Small k
We show that the algorithm in Figure 1 achieves an overfitting bias of Ω( k/mn) by proving the following theorem. Figure 1 satisfies
We prove this theorem for k = 1, and k > 1 separately in the next two sections.
k = 1
The query and final prediction. For = 1, . . . , m, let N be the number of examples with label . Since, the labels are uniformly distributed, (N 1 , . . . , N m ) is distributed Multinomial (n; 1 m , . . . , 1 m ). Our query is to predict all the labels as '1', namely q 1 j = 1 for 1 ≤ j ≤ n. The accuracy observed is then N 1 /n. If N 1 ≥ n/m, then we predict all labels as '1', namelyẑ j = 1 for all j, otherwise we output all the labels as '2'. The pseudocode is provided in Figure 1 .
The number of correctly predicted labels is then given by N 1 · I N 1 ≥n/m + N 2 · I N 1 <n/m , and the expected accuracy is
Hence, to prove Theorem 3 for k = 1, it will suffice to prove the following lemma.
Proof. Let N 2 be an independent copy of N 2 . Since N 1 and N 2 are negatively correlated,
Let X be a random variable with
Using this with X = N 1 , and
In Theorem 1 of [BK13] , Berend and Kontorovich show that for Y ∼ Bin(n; p) with
Using this with Y = N 1 , and p = 1/m ≥ 1/n, we obtain
where the final step uses m ≥ 2. Plugging this back proves the lemma.
1 < k ≤ 1 + n/2m
The queries and the final prediction. We divide the n examples into k − 1 (consecutive) blocks 
.
be an independent copy of N i,2 . Since N i,1 and N i,2 are negatively correlated,
where (8) follows from Jensen's inequality, (9) from (6), and (10) uses n ≥ n/2k, and m ≥ 2.
Proof of Theorem 3 for k > 1. Summing over the blocks, the expected total number of correct predictions made by our algorithm is
where (11) follows from Lemma 5, and (12) follows from the fact that k ≥ 2. Normalizing by n proves the theorem.
Large k, k = Ω(n/m)
In this section, we propose an efficient algorithm with the optimal overfitting bias for the large k case. In particular, we prove the following theorem. Let t := 1 + k 9 log m . [FFH19a] use the following queries. On the first t examples, we make uniformly random predictions, namely for each 1 ≤ j ≤ t, q i j 's independent and unformly distributed over [m] , and for j > t, let q i j = 1, namely all the queries on the last n − t examples are 1. Their decoding algorithm predicts the first t examples perfectly by performing a brute force search over all labellings.
Our queries. Our queries are a small modification to this algorithm that is slightly easier to analyze. Suppose Q denote the k × n matrix whose (i, j)th entry is q i j . Then note that the queries of [FFH19a] has i.i.d. uniform entries in the first t columns, and 1's in the remaining. Like them, we also choose the last n − t columns of Q to be 1. The first t columns of Q are chosen independently from the following distribution: Each column is picked uniformly from all the 1 We remark that this modification is only for simplifying the proof of optimality, and in fact we can tweak our final prediction slightly to provide an algorithm that has the optimal overfitting bias and using their queries.
The final prediction. Upon making the queries described above, we make the final prediction on one example at a time. We predict the last n − t queries as '1', namelyẑ j = 1 for j > t. We then show we can predict each of the first t labels correctly with probability at least 3/4. Consider the jth example, for 1 ≤ j ≤ t. For a label ∈ [m], consider the k/m queries such that q i j = , and consider the average of the accuracies returned for these queries. Our prediction for the jth example is the label for which this average accuracy is the largest, namelŷ
The queries and predictions are described in Figure 2 . We prove that our algorithm has the optimal bias up to logarithmic factors.
Proof of Theorem 6. By symmetry of our queries and the reconstruction, note that the probability thatẑ j = z j is the same for all j = 1, . . . , t. We will only consider j = 1, and prove that
