Let {ϕ i } ∞ i=0 be a sequence of orthonormal polynomials on the unit circle with respect to a positive Borel measure µ that is symmetric with respect to conjugation. We study asymptotic behavior of the expected number of real zeros, say E n (µ), of random polynomials P n (z) := n i=0 Key words: random polynomials, orthogonal polynomials on the unit circle, expected number of real zeros, asymptotic expansion
where η 0 , . . . , η n are i.i.d. standard Gaussian random variables. When µ is the acrlength measure such polynomials are called Kac polynomials and it was shown by Wilkins that E n (|dξ|) admits an asymptotic expansion of the form E n (|dξ|) ∼ 2 π log(n + 1) + ∞ p=0 A p (n + 1) −p (Kac himself obtained the leading term of this expansion). In this work we generalize the result of Wilkins to the case where µ is absolutely continuous with respect to arclength measure and its Radon-Nikodym derivative extends to a holomorphic nonvanishing function in some neighborhood of the unit circle. In this case E n (µ) admits an analogous expansion with coefficients the A p depending on the measure µ for p ≥ 1 (the leading order term and A 0 remain the same).
Introduction and Main Results
Random polynomials is a relatively old subject with initial contributions by by Bloch and Pólya, Littlewood and Offord, Erdös and Offord, Arnold, Kac, and many other authors. An interested reader can find a well referenced early history of the subject in the books by Bharucha-Reid and Sambandham [1] , and by Farahmand [2] . In [3] , Kac considered random polynomials of the form P n (z) = η 0 + η 1 z + · · · + η n z n , where η i are i.i.d. standard real Gaussian random variables. He has shown that E n (Ω), the expected number of zeros of P n (z) on a measurable set Ω ⊂ R, is equal to
from which he proceeded with an estimate E n (R) = 2 + o(1) π log(n + 1) as n → ∞.
It was shown by Wilkins [4] , after some intermediate results cited in [4] , that there exist constants A p , p ≥ 0, such that E n (R) has an asymptotic expansion of the form
Many recent (and already not so recent) results on random polynomials are concerned with the behavior of counting measures of zeros of random polynomials spanned by various deterministic bases with random coefficients that are not necessarily Gaussian nor i.i.d. [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] . In the case of Kac polynomials these normalized counting measures almost surely converge to the arclength distribution on the unit circle (log n real zeros are clearly negligible when normalized by 1/n). Our primary interest lies in studying the expected number of real zeros when the basis is a family of orthogonal polynomials in the spirit of [20, 21, 22] . More precisely, Edelman and Kostlan [23] considered random functions of the form
where η i are certain real random variables and f i (z) are arbitrary functions on the complex plane that are real on the real line. Using beautiful and simple geometrical argument they have shown 1 that if η 0 , . . . , η n are elements of a multivariate real normal distribution with mean zero and covariance matrix C and the functions f i (x) are differentiable on the real line, then
where v(x) = f 0 (x), . . . , f n (x) T . If random variables η i in (3) are again i.i.d. standard real Gaussians, then the above expression for ρ n (x) specializes to 
. In this work we concentrate on a particular subfamily of random functions (3), namely random polynomials of the form
where η i are i.i.d. standard real Gaussian random variables and ϕ i (z) are orthonormal polynomials on the unit circle with real coefficients. That is, for some probability Borel measure µ on the unit circle that is symmetric with respect to conjugation, it holds that
where δ i j is the usual Kronecker symbol. In this case it can be easily shown using Christoffel-Darboux formula, see [27, Theorem 1.1] , that (4) can be rewritten as
where ϕ * n+1 (x) := x n+1 ϕ n+1 (1/x) is the reciprocal polynomial (there is no need for conjugation as all the coefficients are real). When µ is the normalized arclength measure on the unit circle, it is elementary to see that ϕ m (z) = z m and therefore (7) recovers (1). Theorem 1. Let P n (z) be given by (5)- (6) , where µ is absolutely continuous with respect to the arclength measure and µ ′ (ξ), the respective Radon-Nikodym derivative, extends to a holomorphic non-vanishing function in some neighborhood of the unit circle. Then E n (µ), the expected number of real zeros of P n (z), satisfies
for any integer N and all n large, where O N (·) depends on N, but is independent of n,
f (t) := 1 − t 2 csch 2 t, and A µ p , p ≥ 1, are some constants that do depend on µ.
Clearly, the above result generalizes (2), where dµ(ξ) = |dξ|/(2π).
Auxiliary Estimates
In this section we gather some auxiliary estimates of quantities involving orthonormal polynomials ϕ m (z). First of all, recall [24, Theorem 1.5.2] that monic orthogonal polynomials, say Φ m (z), satisfy the recurrence relations
where the recurrence coefficients {α m } belong to the interval (−1, 1) due to conjugate symmetry of the measure µ. In what follows we denote by ρ < 1 the smallest number such that µ ′ (ξ) is non-vanishing and holomorphic in the annulus {ρ < |z| < 1/ρ}. With a slight abuse of notation we shall denote various constant that depend on µ and possibly additional parameters r, s by the same symbol C µ,r,s understanding that the actual value of C µ,r,s might be different for different occurrences, but it never depends on z or n.
Proof. Using the recurrence relations for polynomials Φ m (z), one can readily verify that h n+1 (z) = (1 − z 2 ) (zb n (z)) ′ 1 − (zb n (z)) 2 .
Therefore, the last estimate in [27, Section 3.3] implies that
Moreover, it was shown in [27, Equation (48) 
It is further known, see [25, Corollary 2] , that the recurrence coefficients α i satisfy
where C µ,s−ρ also depends on how close s is to ρ. Given a value of the parameter s, take m to be the integer part of − √ n + 1/ log s and r = 1 − 1/ √ n + 1. By combining the above three estimates, we deduce the desired inequality with a constant that depends on µ, s − ρ, and s. Optimizing the constant over s finishes the proof of the lemma.
Denote by D(z) the Szegő function of µ, i.e.,
This function is piecewise analytic and non-vanishing. Denote by D int (z) the restriction of D(z) to |z| < 1 and by D ext (z) the restriction to |z| > 1. It is known that both D int (z) and D ext (z) extend continuously to the unit circle and satisfy there
Moreover, since µ ′ (ξ) extends to a holomorphic and non-vanishing function in the annulus ρ < |z| < 1/ρ, D int (z) and D ext (z) extend to holomorphic and non-vanishing functions in |z| < 1/ρ and |z| > ρ, respectively. Hence, the scattering function
is well defined and non-vanishing in this annulus. Since the measure µ is conjugate symmetric, it holds that D(z) = D(z) and D ext (1/z) = 1/D int (z). Thus, |S (ξ)| = 1 for |ξ| = 1 and S (1) = 1. For future use let us record the following straightforward facts.
for |z − 1| < T < 1 − ρ and any integer M ≥ 1, where the error terms satisfy
Moreover, s 2 = s 1 (s 1 + 1)/2. In particular, c 1 = s 1 and c 2 = s 1 /2.
Proof. Since c 1 = s 1 and c 2 = s 2 − s 2 1 /2, we only need to show that s 2 = s 1 (s 1 + 1)/2. It holds that s 1 = −S ′ (1) and s 2 = S ′′ (1)/2. Using the symmetry 1 ≡ S (z)S (1/z), one can check that S ′′ (1) = S ′ (1) 2 − S ′ (1), from which the desired claim easily follows.
for some recursively defined functions E m (z), I m (z) holomorphic in the annulus ρ < |z| < 1/ρ that satisfy
for some explicitly defined constant C µ,s , see [25, Equations (34)-(35)]. In particular, it follows from (8) 
for ρ < |z| < 1/ρ. It can be checked that the conjugate symmetry of µ yields realvaluedness of H n (z) on the real line. Bounds (9) also imply that H n (x) is close to 1 near x = 1. More precisely, the following lemma holds.
Lemma 4. It holds for any ρ < ρ * < 1 that
is a fixed non-vanishing holomorphic function in the annulus ρ < |z| < 1/ρ, it follows from (9) that
It further follows from the maximum modulus principle that
where, as agreed before, the actual constants in the last two inequalities are not necessarily the same. Since | log(1 + ζ)| ≤ 2|ζ| for |ζ| ≤ 1/2, there exists a constant A µ,s,s * such that
Observe that the constants A µ,s,s * e √ n+1 s/s * n are uniformly bounded above. Then the first claim of the lemma follows by minimizing these constants over all parameters s < s * between ρ and ρ * . Further, it follows from Cauchy's formula that
for ρ * ≤ |z| ≤ 1/ρ * and therefore it holds in this annulus that
The last claim of the lemma is now deduced in the same manner as the first one.
Proof of Theorem 1
Using (7), it is easy to show that
is still holomorphic and positive on the unit circle. Moreover, b n (z; σ) = b n (−z; µ). Therefore,
for ν ∈ {µ, σ}. Thus, it is enough to investigate the asymptotic behavior of E n (µ). To this end, let a := (n + 1) 1/2 and x =:
We shall also write
Lemma 5. Given an integer N ≥ 1, it holds that
is independent of n, but does depend on N,
Proof. Set δ := 1 − (n + 1) −1/2 . It trivially holds that
Denote the third integral above by B n (t). The second integral above is positive and equals to
where we used Lemma 2 for the last estimate. Therefore,
where o N (·) is independent of n, but does depend on N. Substituting x = 1 − t/(n + 1) into the expression for B n (t) and recalling (13), we get that
It was shown in [4, Lemma 8] that
where O N (·) is independent of n, but does depend on N. Moreover, it holds that
Since log a − log(1 − δ) = log(n + 1) and it was shown in [4, Lemma 7] that
where as usual o N (·) is independent of n, but does depend on N, the claim of the lemma follows.
We continue by deriving a different representation for the functions E n (t). To this end, notice that t 2 csch 2 t = 1 − t 2 /3 + O t 4 as t → 0 and therefore f 2 (t) = t 2 /3 + O t 4 as t → 0. Hence, the function
is continuous and non-vanishing at zero. Once again, we use notation from (12) .
Moreover, lim t→0 + E n (t) exists and is finite.
Proof. Since h n+1 (1) = 1 and x = 1 − t/(n + 1), it follows from (13) and the L'Hôpital's rule that
Since h n+1 (z) is a holomorphic function around 1, the latter limit is finite if and only if h ′ n+1 (1) = 0. As Blaschke products b n+1 (z) satisfy b n+1 (x)b n+1 (1/x) ≡ 1, it holds that h n+1 (x) = h n+1 (1/x), which immediately yields the desired equality.
To derive the claimed representation of E n (t), recall (7) and substitute x = 1 −t/(n + 1) into (13) to get that
from which the first claim of the lemma easily follows.
In the next four lemmas we repeatedly use approximation by Taylor polynomials with the Lagrange remainder:
for some θ ∈ (0, 1) that dependents on both y and M.
Lemma 7.
Put ω(t) := t/(e 2t − 1). Given an integer N ≥ 1, it holds for all n large that
where the functions α p (t) are independent of n and N and are polynomials of degree p in ω with coefficients that are polynomials in t of degree at most 2p − 1, and the functions α n,N (t) are bounded in absolute value for 0 ≤ t ≤ a by a polynomial of degree 2N − 1 whose coefficients are independent of n. Moreover,
Proof. We start by deriving an asymptotic expansion of µ n (t). It follows from Lemma 4 that log H n (x) = tO(a −2 e −a ) = to N (1)(n + 1) −N uniformly for 0 ≤ t ≤ a. Fix T in Lemma 3 and let n T be such that 1 < √ n T + 1T . Then it holds for all n ≥ n T that
Hence, it follows from (10) and [4, Lemma 2] that
where m p (t) := 2(p + 1) −1 t − 2c p and m n,N (t) := 2m n,N (t)t N /(N + 1) − 2ĉ N (t) with 1 ≤m n,N (t) ≤ (3/2) N+1 . Assuming that T < 2/3, we have that
uniformly for 0 ≤ t ≤ a and C µ,T,N ≤ C µ,T T −N . Using (16) with N = 1, we get that
Recalling the definition of D n (t) in Lemma 6, we get from (15) that
for some θ 1 ∈ (0, 1) that depends on N and µ n (t). Plugging (16) into the above formula gives us
where d p (t) is a polynomial of degree p with coefficients independent of n and N given by
here, each index j i ∈ {1, . . . , p}, and d n,N (t) is given by
with m n, j,N (t) := t j m j (t) when j < N and m n,N,N (t) := tm n,N (t). Recall that t 2 /(n+1) ≤ 1 on 0 ≤ t ≤ a since a = √ n + 1. Hence, the first summand above is bounded in absolute value for 0 ≤ t ≤ a by a polynomial of degree 2N − 1 whose coefficients depend on N but are independent of n. We also get from (18) and (17) that
Further, using (19) with N = 1 and (18) gives us
Notice also that since c 1 = s 1 and c 2 = s 1 /2 by Lemma 3, we have that
It follows from (20) that for any −1 < D < 0, there exists an integer n D ≥ n T such that D ≤ D n (t) for 0 ≤ t ≤ a and n ≥ n D . Hence, we get from (15) that
for all n ≥ n D and some θ 2 ∈ (0, 1) that depends on N and D n (t). Then the statement of the lemma follows with
here again, each index j i ∈ {1, . . . , p}, and 
with d n, j,N (t) := t j−1 d j (t) when j < N and d n,N,N (t) := d n,N (t). Reasoning as before lets us conclude that the first summand in the definition of α n,N (t) is bounded in absolute value for 0 ≤ t ≤ a by a polynomial of degree 2N − 1 whose coefficients depend on N but are independent of n. Moreover, since
by (20) and (17), the same is true for the second summand as well. Now, notice that
as t → 0. Since 2ω(t) = 1 − t + O t 2 as t → 0, the last claim of the lemma follows after a straightforward computation. Lemma 8. Given N ≥ 1, it holds for all n large that e 2w n (t) = 1 +
where β p (t) is a polynomial of degree 2p whose coefficients are independent of n and N and the functions β n,N (t) are bounded in absolute value when 0 ≤ t ≤ a by a polynomial of degree 2N whose coefficients are independent of n. Moreover, as t → 0, it holds that
Proof. We start by deriving an asymptotic expansion for w n (t). It follows from the very definition of w n (t) in Lemma 6, (10), and [4, Lemma 2] that
where φ p (t) := p + 1 − pt p(p + 1) and φ n,N (t) := N −1 − nm n,N (t)t (N + 1)(n + 1) t N (21) with some 1 ≤m n,N (t) ≤ (3/2) N . Further, notice that (S (i) H n )(x) = S (i) (x) + o N (1)(n + 1) −N and (S H ′ n )(x) = o N (1)(n + 1) −N uniformly for 0 ≤ t ≤ a, i ∈ {0, 1}, by Lemma 4 and since S (z) is a fixed holomorphic function in a neighborhood of 1. Fix T in Lemma 3. Then it holds for all n ≥ n T that
where
In particular, it holds that
and therefore |L n (t)| ≤ |l n,
Hence, given −1 < L < 0, there exists an integer n L ≥ n T such that L ≤ L n (t) for 0 ≤ t ≤ a and n ≥ n L . Thus, we get from (15) that
for some θ 3 ∈ (0, 1) that depends on N and L n (t). Therefore, we get from (22) that
where ψ p (t) is a polynomial of degree p with coefficients independent of n and N given by
here, each index j i ∈ {1, . . . , p}, and ψ n,N (t) is given by
with l n, j,N (t) := t j−1 l j (t) when j < N and l n,N,N (t) := l n,N (t). As in the previous lemma, since t 2 /(n + 1) ≤ 1 when 0 ≤ t ≤ a, the first summand above is bounded in absolute value by a polynomial of degree N whose coefficients are independent of n. It also follows from (24) and (23) that
for all n ≥ n L . Altogether, we have shown that
with φ p , ψ p and φ n,N , ψ n,N as described above. We also can deduce from (21) and (25) that
for p ≥ 2, where we used that 2s 2 = s 2 1 + s 1 , see Lemma 3. Since
by (24) for n ≥ n L , we get from (26), applied with N = 1, and (21) that
Now, using (15) once more, we get e 2w n (t) = 1 +
for some θ 4 ∈ (0, 1) that depends on N and w n (t). Plugging (26) into the above formula gives us the desired expansion with
which is a polynomial of degree 2p with coefficients independent of n and N, and
with φ n, j,N (t) := t j φ j (t), ψ n, j,N (t) := ψ j (t) when j < N and φ n,N,N (t) := φ n,N (t), ψ n,N,N (t) := ψ n,N (t), which is bounded in absolute value when 0 ≤ t ≤ a by a polynomial of degree 2N whose coefficients are independent of n due to (28) and the same reasons as in the similar previous computations. Thus, it only remains to compute the linear approxima-tion to β p (t) at zero. Now, it follows from (27) and (29) that
where n( j 1 , . . . , j k ) is the number of 1's in the partition { j 1 , . . . , j k } of p. To simplify this expression observe that
where y is a free parameter. By putting y = 0 in this expression, we get that
Moreover, by differentiating (30) with respect to y and then putting y = 0, we get
which clearly finishes the proof of the last claim of the lemma.
Lemma 9. Let χ(t) be given by (14) . For any integer N ≥ 1, it holds that
where u p (t) is bounded in absolute value 2 on 0 ≤ t < ∞ by a polynomial of degree 2p − 2 whose coefficients are independent of n and N and the functions u n,N (t) are bounded in absolute value when 0 ≤ t ≤ a by a polynomial of degree 2N − 2 whose
From what precedes, we get that
Hence, for any −1 < E < 0 there exists an integer n E such that E ≤ E n (t) for all 0 ≤ t ≤ a and n ≥ n E . Thus, by applying (15) one more time, we get that (1 + E n (t)) 1/2 − 1 = N−1 k=1 1/2 k E k n (t) + 1/2 N E N n (t) (1 + θ 5 E n (t)) N−1/2 for some θ 5 ∈ (0, 1) that depends on N and E n (t). Therefore, the claim of the lemma follows with u p (t) := p k=1 1/2 k χ k−1 (t) j 1 +···+ j k =p e j 1 (t) · · · e j k (t), which is bounded in absolute value on 0 ≤ t < ∞ by a polynomial of degree 2p − 2 whose coefficients are independent of n and N, and 1/2 k χ k−1 (t) j 1 +···+ j k ≥N e n, j 1 ,N (t) · · · e n, j k ,N (t) (n + 1) j 1 +···+ j k −N + 1/2 N (n + 1) N E N n (t) (1 + θ 5 E n (t)) N−1/2 where e n, j,N (t) := e j (t) when j < N and e n,N,N (t) := e n,N (t), which is bounded in absolute value on 0 ≤ t ≤ a by a polynomial of degree 2N − 2 whose coefficients are independent of n due to the same reasoning as in two previous lemmas. where v p (t) is bounded in absolute value on 0 ≤ t < ∞ by a polynomial of degree 2p−4 whose coefficients are independent of n and N and the functions v n,N (t) is bounded in absolute value when 0 ≤ t ≤ a by a polynomial of degree 2N − 4 whose coefficients are independent of n.
Proof. Since 0 ≤ t ≤ a = √ n + 1, we get from (15) that 1 2(n + 1) − t = N−1 p=1 z p (t)(n + 1) −p + z n,N (t)(n + 1) −N , where z p (t) := 2 −p t p−1 and z n,N (t) := 2 −N t N−1 (1 − θ 6 t/2(n + 1)) N+1 for some θ 6 ∈ (0, 1) that depends on N and t. Therefore, the claim of the lemma follows Moreover, since u n,N (t) is bounded by a polynomial of degree 2N − 2 for 0 ≤ t ≤ a, we have that T n (t) = O N (n + 1) −N .
Similarly, we get from Lemma 10 that
