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Introduction
The outer membrane of Gram-negative bacteria like Escherichia coli contains large amounts of general di usion pores that act as molecular sieves. These porins are water-lled channels that are permeable to hydrophilic molecules with a molecular weight below~1000 atomic mass units and may exhibit ion speci city or speci city for certain molecules like linear maltooligosaccharides, and voltage gating properties. A vast body of experimental data is available on di erent porins (for reviews see (Jap & Walian, 1990; Schulz, 1996) ). In the last 5 years many high-resolution structures of porins have been solved, including porins from R. capsulatus (Weiss & Schulz, 1992) and Rhp. blastica (Kreusch & Schulz, 1994) ; LamB, OmpF, and PhoE from E. coli (Schirmer et al., 1995; Cowan et al., 1992; Cowan, 1993) ; and maltoporin from S. typhimurium (Meyer et al., 1997) ; as well as the structure of some mutants. They form an important class of proteins because their location on the outside of pathogenic bacteria makes them a potential target for drugs.
Most porins share a topology that consists predominantly of ?sheets, arranged in a barrel that is imbedded in the membrane. In this paper we study one of them, OmpF, using molecular dynamics simulations. There is a large amount of experimental biochemical data on OmpF. Crystal structures of the wild type (Cowan et al., 1992 ) (2.4 resolution) and several mutants are available, including a mutant with a di erent structure of the constriction zone of the porin (3.0 resolution) (Jeanteur et al., 1994) . Although for molecular dynamics studies with the currently available computational power the OmpF trimer is somewhat big, it presents an attractive model system for a larger membrane protein because of its high resolution structure and simplicity. In addition, it forms an attractive model system for the study of transmembrane channels. Such channels play a role in biologically important processes involving excitable cells (Hille, 1992) , ion transport, and transport of small molecules. Many toxins and bacteriocins also form ion channels. Clearly, there are large di erences between these classes of channels, but it can be expected that there are many similarities as well, if only in the methods used to study them.
The dynamics of the porin itself is of interest in its own right. Several attempts have been made to study the dynamics of porin proteins by the use of molecular dynamics and simulated annealing in vacuum. Bj rkst n et al. searched for exible zones near the constriction zone of porin from Rhodobacter capsulatus using simulated annealing on a momomer, without explicit solvent or bilayer (Bj rkst n et al., 1994) . This yielded many structures but they found it was di cult to distinguish between physically reasonable and physically impossible states. No path was found between the structures generated. In a sequel to this work the assumption that pore closure depends on electrostatic screening was tested (Soares et al., 1995) . When the electrostatic interactions inside the constriction zone were scaled, motion of part of the L3 loop reduced the pore size considerably and re-versibly. At higher temperatures, the pore also closed because of conformational changes in the L3 loop, but this change was not reversible in the time of the simulation. These results suggest that the L3 loop may play a role in voltage gating, but given the importance of electrostatic interactions, the absence of solvent is a signi cant simpli cation.
Watanabe et al. studied the e ects position restraints on parts of the protein have on the dynamics of the porin (Watanabe et al., 1997) . This is an important topic, because it seems likely that in many cases the lipid-protein interactions are not speci c and merely provide a suitable environment with hydrophilic and hydrophobic zones for the membrane protein. In some cases it may therefore be possible without signi cant loss of accuracy to replace the membrane by much cheaper constraints. Watanabe et al performed simulations of an OmpF monomer, using the symmetry of the trimer to e ectively simulate a trimer. They found that the strength of the restraints signi cantly in uences the dynamics of the protein, but with weak restraints the uctuations are similar to those in the crystal. The L3 loop undergoes a displacement away from the crystal structure, closing the pore. This is caused by a breakdown of a hydrogen bond network, which they considered likely to be caused by the absence of solvent.
It will be interesting to see how these studies compare to a full simulation of a trimer. In particular, the behavior of the solvent inside the pore and the motions of the L3 loop are of interest. The structural integrity of the pore at the constriction zone, around the infamous L3 loop, is likely to depend on the presence of water as much as on anything else, because of the highly polar interior of the pore. We will investigate the structure and dynamics of this L3 loop below.
The most important feature of a general di usion pore is the presence of a broad water-lled channel. The behavior of water inside this pore is likely to be quite di erent from bulk behavior, because of the strong electric eld, the numerous opportunities to form hydrogen bonds with the pore lining, and the restricted area. We will investigate the behavior of water inside the pores. Comparing the results from this detailed simulation to calculations on simpli ed models of pores will help pinpoint the e ect of some of the assumptions made in these simpli ed models and will hopefully lead to an improved understanding of the general behavior of channel proteins.
On the methodological side of membrane protein simulations, it is useful to know what the best (or at least a satisfactory) method is for creating a starting structure for this type of system. We describe in some detail the procedure we used and discuss other methods from the literature.
Analysis of the properties of the lipids and solvent in this system and of the lipid-protein interactions will be described in a separate paper. There already are several studies of transmembrane helices and gramicidin A available in the literature, (Woolf & Roux, 1996; Roux & Woolf, 1996; Shen et al., 1997; Woolf, 1997) as well as a study of bacteriorhodopsin in a bilayer (Edholm et al., 1995) . However, the long simulation of the very large porin system described here should give interesting data on lipid-protein interactions which play an important role in theoretical models for lipid-protein behavior (Mouritsen & Bloom, 1993; Mouritsen et al., 1995). 2 The simulation 2.1 The starting structure
The system we study here has a somewhat complicated history. The rst choice to make is which lipid to use for the bilayer. DPPC is a well known lipid, both in simulations and experimentally, but its phase transition temperature is rather high, and PC lipids do not occur in the outer membrane of E. coli, from which OmpF is taken. The main components of the natural membrane in which OmpF is found are lipopolysaccharide (LPS) in the outer lea et of the membrane and 16-18:1 PE lipids in its inner lea et (Neidhardt et al., 1987) . Because of its size and complexity, LPS is less suited for use in a model system, although simulations of pure LPS are feasible (Obst et al., 1997) . POPE is a good approximation for the main component of the inner lea et of the bacterial outer membrane and has been used in functional studies of OmpF in model systems. Therefore, we decided to use this lipid. Experimental evidence suggests that LPS may play an important role in the process of insertion of the trimer into the membrane, but once insertion has taken place the measured activities of the porin channel do not depend on the presence of LPS (Wiese et al., 1994) .
To generate an equilibrated bilayer that is large enough to contain a protein the size of OmpF, we started with a POPE bilayer of 64 lipids in each lea et, generated from randomly oriented lipids. After solvation of the the lipids and 1000 ps of simulation the structure was multiplied, using the periodic boundary conditions, to a bilayer with 256 lipids in each lea et and simulated for a further 100 ps to remove periodicity e ects. The resulting bilayer, with 512 lipids and a size of approximately 11 x 11 x 7 nm was big enough to include the protein.
As the starting structure for the porin we used the crystal structure of an OmpF mutant (Jeanteur et al., 1994) . From this structure we generated a trimer using the rotation matrices in the pdb le. Placing a protein inside a bilayer in a simulation is not trivial, and in the literature di erent methods have been used. One method consists of simply removing enough lipids to t the protein in the remaining hole and simulating long enough until the lipid density around the protein becomes normal. The problem with this approach is that the highly disordered lipids make it di cult to form a smooth hole, and it can take a long time for the local density to return to its equilibrium value. Woolf and Roux used a more subtle approach (Woolf & Roux, 1996) . They added lipids from a library of equilibrated structures to a gramicidin structure and used a rigid body conformational search technique to remove as many bad contacts as possible. Although this method should work for larger proteins as well, it becomes more complicated in the case of a protein as large as a porin, and it has the disadvantage that the large patches of pure lipids in the current system cannot easily be taken from a preequilibrated bilayer. Recently Shen et al used a combination of removing a few lipids and a weak cylindrical repulsive force to clear a cylindrical area for an ideal -helix (Shen et al., 1997) . This seems an excellent method for molecules with a nice symmetrical geometry, but is less simple for large and rather irregular membrane proteins.
We tried two slightly di erent approaches. In the rst attempt, a rectangular grid was placed on both the bilayer and the lipids. All lipids with atoms in grid cells that contained protein atoms were removed. This method yields a structure that can be easily energy minimized, because no overlap exists at all between the lipids and protein, but has the disadvantage that a large gap arose between the lipid and protein. The second approach used the same method, but now some overlap was allowed. This makes it impossible to energy minimize the structure after the rst step of removing lipids. However, in a series of minimization attempts followed by inspection of the resulting forces and manual removal of lipids that are in impossible positions, a starting structure was obtained with minimal disruption of the lipid bilayer.
A second problem is where to position the protein in the bilayer. In the case of OmpF it is fairly obvious what the most logical choice is; the protein is surrounded by a broad band of hydrophobic residues that is delimited by aromatic residues on both sides (Cowan et al., 1992) . If the middle of this band is placed in the middle of the bilayer, the position of the end of the band in both lea ets of the membrane corresponds roughly with the acyl/headgroup interface. In this position the large loops on the extracellular side protrude into the water, whereas the short loops on the intracellular side remain mostly at the surface of the membrane ( gure 1).
The resulting system was energy minimized, and water was added from a preequilibrated box. Water was removed from the lipid phase between the average carbonyl positions in opposing lea ets. The water molecules were allowed to relax for 25 ps around the position-restrained lipid and protein. Thirty-nine water molecules were replaced by sodium ions at positions with the lowest Coulomb potential and the system was run for another 25 ps with only position restraints on the protein. Subsequently an unrestrained run was carried out for 300 ps. A movie of an animation of this simulation was presented at the IUPAB conference in Amsterdam in 1996, but no further work was done on this system .
The system we describe in this paper has been derived from the system we described above by mutating residue 119 back to a glycine to obtain the crystal structure of the wild type (Cowan et al., 1992) . This is a reasonable approach because the di erence in structure, even around residue 119, is minimal (see gure 5, green and blue lines). The main advantage of using the older structure is that the lipids have had 300 ps to adjust to the protein. The lipid-protein 5 interactions are not disturbed at all by this local mutation inside the pore.
The ionization state of some residues was changed to be in agreement with continuum electrostatics calculations, according to which some amino acids have unusual ionization states due to a lack of water molecules in their environment (Karshiko et al., 1994) . We rounded the charges from Karshiko et al to +1 or ?1 e and reduced the number of sodium ions to 27. The resulting structure was energy minimized and run with position restraints on the protein for 100 ps, then without position restraints for another 100 ps. Finally, the production run of 1020 ps, without any restraints on the porin, was used for analysis. As always with molecular dynamics simulations, it does not matter how the starting structure is created, as long as the resulting starting structure is physically reasonable.
To summarize, the nal structure consisted of three OmpF monomers (1020 residues, 10359 atoms), 318 POPE lipids (16536 atoms), 12992 water molecules and 27 sodium ions, or 65898 atoms in total. In gure 1 the resulting structure is shown (after 1020 ps), with the main features of the system highlighted.
Simulation details
Two recent reviews discuss a number of technical choices to be made in bilayer simulations (Tobias et al., 1997; Tieleman et al., 1997) . We made the following choices.
Most of the lipid parameters were the same as in set E in ref . The parameters for the double bond in the oleoyl tail and the partial charges on the ethanolamine headgroup were taken from the GROMOS force eld (van Gunsteren et al., 1996) . The lipid parameters used here have the known drawback that the density of the lipids is somewhat too high and the area per lipid somewhat too low for DPPC, which is likely to be caused by the hydrocarbon Lennard-Jones parameters Berger et al., 1997) . However, because the structure and dynamics of a DPPC bilayer, when almost the same parameter set is used, agree with most experimental data, the use of this set is not unreasonable. In addition, the set is consistent with the GROMOS force eld for proteins, which is important in this mixed system. For the protein the standard GROMOS force eld was used, with a modi ed CH n -Ow interaction and hydrogens on the aromatic sidechains (van der Spoel et al., 1996) . The simple point charge (SPC) model was used to model water (Berendsen et al., 1981) . Its main advantage is that it correctly reproduces thermodynamic properties in mixed systems. Its main drawback is that the self-di usion coe cient is too high compared to experimental data, by a factor of~1.4. However, we have shown in a previous study that this scaling factor remains approximately constant even at the much lower di usion rates close to the bilayer; therefore the calculated di usion coe cients can be scaled with this factor .
A twin-range cut-o was used: 1.0 nm for the Lennard-Jones and short range Coulomb interactions and 1.8 nm for the long-range Coulomb interactions, updated every 15 steps. Although this is not as accurate as a full treatment of the Coulomb forces using a lattice sum method, it is much cheaper (especially in a very large system like the current one) and has been tested with the force eld and algorithms used in this simulation. The time step for integration of the equations of motion was 2 fs, using SHAKE to constrain the bond lengths (Ryckaert et al., 1977) . The solvent, lipids and proteins were coupled separately to a temperature bath at 310 K, using a coupling constant T = 0:1 ps. The system was simulated using constant pressure, 1 bar independently in all dimensions, with a coupling constant p = 1:0 ps (Berendsen et al., 1984) . The main advantage of constant pressure in this system is that there is no good estimate of the total area of lipids plus protein. With constant pressure the area will adjust to its optimal value, given the force eld parameters. In practice, the uctuations in the area during the production run were only~1%.
All simulations were carried out with the GROMACS package (Berendsen et al., 1995; van der Spoel et al., 1996) , at a rate of 0.5 ps/h on a single SGI Powerchallenge R8000 processor. During the production run structures were saved every 100 steps (200 fs) and used for analysis.
Results

Structure and stability
Stability of the monomers and trimer
In gure 2 the C root mean square deviation (RMSD) of the trimer as a whole and the individual monomers is plotted with respect to the crystal structure. The RMSD for the trimer slowly increases, from 0.19 nm to 0.23 nm in a nanosecond. The RMSD for the individual monomers (the C atoms of each monomer tted separately) is~0.20 nm after 1 ns and only increases by 0.01 nm in the last 500 ps. In gure 3 the locations of the ?sheets, loops, and turns and the RMS uctuation of each residue (C -atoms) with respect to its average position are plotted separately for the three monomers. It is easy to recognize the important secondary structure elements in this plot: the peaks correspond to loops or turns. The largest uctuation is found for the L6 loop, a large loop on the extracellular side that exhibits a slow waving motion. The -strand residues of the barrel show a low mobility with values of 0.05 nm.
Although the pore size uctuates heavily during the simulation (see below), this is unlikely to be caused by signi cant changes in the secondary structure. The secondary structure, as de ned by DSSP (Kabsch & Sander, 1983) , does not uctuate much during the time of the simulation ( g. 4, only the rst monomer is given). The -strands that form the main barrel structure remain intact. It is re-markable how stable the six-residue helix in the L5 loop (197 202) is, considering this is a solvent-exposed loop. The di erences between the three monomers are small and mostly located in the solvent-exposed loops on the extracellular side, which do not have a de nite secondary structure. An example is the L6 loop (236 252), which has no appreciable structure in monomer one, but is partlysheet or bend for a couple of hundred picoseconds in monomers two and three. This loop also has by far the highest RMS uctuation.
The structure of the L3 loop
The uctuations of the -helical structure of residues 105 112 of the L3 loop form the most interesting di erence between the monomers. This small helix remains present in monomer one during the entire run. In monomer two, part of the helix assumes a 1-3 helix conformation and uctuates between 1-3 and helix throughout the simulation. In monomer three, the -helix has been distorted at the start of the simulation and the residues assume a 1-3 helical form. However, in none of the pores do we nd a large motion of the backbone of the L3 loop. A projection of the L3 loop and surrounding pore, taken from a 3 nm wide slab encompassing residues 100-150 at 0, 500 and 1000 ps in the simulation is shown in gure 5. There is obviously some displacement of the backbone atoms during these 1000 ps but both the L3-loop and the barrel walls seem stable.
The RMS uctuation of the residues of the L3 loop has been magni ed in gure 6. Although the mobility of this loop, based on gure 3, is not especially large compared to other loops and turns, it is interesting to see that the most exible residues are near Gly119. In the crystal structure this residue ts into the wall of the pore, but in the mutant, where it has been replaced by the larger and charged Asp, it protrudes into the pore opening, e ectively dividing the pore in two and greatly reducing the size of the pore (Jeanteur et al., 1994) .
In gure 7 a detailed stereo picture of the pore constriction zone of monomer one at the end of the simulation is shown, with important residues highlighted. Arg42, Arg82, and Arg132 form a positively charged cluster of basic residues on one end of the pore. Arg82 is not charged in the simulation, it experiences a huge shift in pKa in the calculations of Karshiko et al. Above these arginines, Lys80 is another positively charged residue. On the opposite side of the pore, Glu117 and Asp113 are negatively charged, contributing to the strong transversal eld. Asp121 is not charged.
Also shown are a number of acidic residues that are uncharged because they are shielded from solvent. This is the case for Asp312 and Glu296, which form a hydrogen bond network with Ser272. Asp127 forms a hydrogen bond with the backbone oxygen of Ala237 in the crystal structure, but this bond is not present in the structure after the simulation. Overall, the orientation of the key basic and acidic residues is not much di erent from the crystal structure (compare gure 2A in ref. (Karshiko et al., 1994) To analyze the size of the pore opening, we used the program HOLE . HOLE calculates the radius of a pore at a given distance along the pore axis by determining the maximum size for a spherical probe (using a Monte Carlo search algorithm) that will t in the pore without overlap with the van der Waals radii of any of the atoms that line the pore. The program needs the coordinates of a point inside the pore, the approximate direction of the channel axis, a set of atomic coordinates, and a set of atomic radii. This method has been applied to several channel forming proteins and helix bundle models Breed et al., 1997) .
To get an impression of the area of the pore as a function of the position along the pore axis, we calculated the pore radius pro les of the crystal structure ( gure 8). From the intracellular side, the pore radius slowly decreases from over 1 nm to slightly less than 0.4 nm at its narrowest point. Going toward the extracellular side the radius rapidly increases to over 1 nm.
Also given in gure 8 are the pore radius pro les of the starting structure of monomer two and the average pro le of each of the three monomers. At the start of the production run the radius of the pores is already smaller than in the crystal structure. It is clear that in all three monomers the average radius lies below the radius of the crystal structure. Although the pro le for each of the monomers does not change much when di erent intervals during the simulation are taken, the di erence between the three pores is fairly large. The most important di erence is the considerably smaller minimum radius of the third monomer. A typical minimum radius is 0.25 nm.
An alternative, more indirect way to look at the size of the pore opening is by calculating the water density as function of the z coordinate. Combining this water density pro le with the size of the system and assuming bulk density for water everywhere in the system, the water-lled area as a function of z can be calculated. This yields a minimum radius of 0.5 nm for a pore, roughly twice the size calculated by HOLE for the simulation structures.
One of the interesting results from the MD simulation is the behavior of the pore as a function of time. The crystal structure shows only one conformation, but obviously thermal motion will change the size and shape of the pore in time. Because the conductance properties of the pore are mostly determined by the narrowest regions, the uctuation of the minimum radius is a interesting property to look at.
In gure 9 the minimum radius of the pore as a function of time has been plotted. Monomer three has a considerably lower minimum radius than monomers one and two, with a minimum value of close to 0.1 nm. The average radius is 0.16 nm, and the maximum radius 0.2 nm. This is much smaller than the 0.35 9 nm of the crystal structure. The di erence between the other two monomers is less, with a minimum radius of 0.18 nm and 0.16 nm, respectively, an average radius of 0.25 nm and 0.24 nm and maximum radii of 0.33 nm and 0.29 nm. The spread around the average values is high and over a nanosecond the minimum area of the pore varies rapidly. The maximum value of 0.33 nm for monomer one is close to the value of 0.35 nm for the crystal structure. This value occurs after 600 ps of production run, showing that there is no trend toward closing of the pores. Figure 9 as a whole leads to the same conclusion: at least for monomers one and two, the pore size toward the end of the simulation is about the average value and there does not appear to be a trend toward closure. It is somewhat less clear for monomer three but in that case as well there is no obvious trend toward closure of the pore.
Conductance calculations
Pore radius pro les r(z) can be related to a conductance using where the pore runs from a to b and the pore is assumed to be lled with an electrolyte with bulk resistivity . Following Smart et al., we used = 0.08 m for 1 M KCl. The calculated conductance overestimates the real conductance (hence G upper ), because in this simple model bulk properties for the electrolyte are assumed. In reality, both the local ion and water di usion coe cients inside the pore are lower than in bulk solution, for various reasons. To a rst approximation, these combined e ects can be summarized in an empirical correction factor s with which to scale the calculated conductance. For porin, Small et al determined a value of s = 5 thus the experimental G exp = G upper =s. The experimental conductance of OmpF in 1 M KCl is 700 pS, and this value is reproduced by a HOLE radius pro le of the OmpF crystal structure, using s = 5. In g. 10 the calculated G exp has been plotted. The points at which the pore has a radius of 1.4 nm were taken as upper and lower lmits along the pore axis, corresponding to z coordinates of 0.2 0.4 nm at the intracellular, and 6.0 6.5 nm at the extracellular side. The precise value does not matter much, because the contribution to the total conductance of the widest part of the pore is small. Monomer three has the lowest conductance, by a factor of almost 1.5 compared to the other two. Each of the three pro les uctuates considerably; the average conductances (SD) are 333 (27) pS, 299 (29) pS, and 204 (28) pS, or less than half the value for the crystal structure. The minimum and maximum values di er by a factor of almost two in pores two and three, and by somewhat less in pore one. These calculations are extremely sensitive to the area calculations. From comparing gures 9 and 10 it is clear there is a strong correlation between the minimum radius and the calculated conductance. If the radius pro le for pore one is multiplied by 1.2 (which is comparable to what one might get when, instead of a spherical probe in HOLE, a spherocylindrical probe is used), the conductance for pore one becomes 480 (40) pS, or a 50% increase.
Water properties Di usion
We calculated the translational di usion coe cient from the mean square displacement using lim t!1 < (r(t) ? r(0)) 2 >= 6Dt
(2) with similar equations for the x, y and z components. A water molecule was assigned to a slice of 0.12-nm thickness based on its position at the start of an interval of 5 ps, the last four of which were used to calculate the mean square displacement. The calculated di usion coe cients were then averaged over the entire slice.
The results are given in g. 11. The pro les for di usion in the x and y directions are almost the same, which can be expected because of the trimer's rotational symmetry. In the water layer the di usion coe cient is close to the value for bulk SPC at 310 K, 5.1 10 ?5 cm 2 s ?1 . In the vicinity of the bilayer, D z decreases faster than D xy because motion toward the lipid bilayer is restricted. Inside the porins, D z becomes higher than D xy . There is a small peak at the intracellular side, indicating that water di uses more freely locally in that wide part of the pore than in the lipid headgroup zone. The di usion coe cients in the narrowest part of the pores are almost an order of magnitude lower than their bulk values.
Water structure inside the pores In gure 12 the average dipole component of water molecules with respect to the normal (z axis) to the bilayer is plotted. The maximum magnitude in the z direction is 16% of the dipole moment of a SPC molecule, 2.274 Debye. (Berendsen et al., 1987) Near the bilayer the water dipole points toward the lipid phase. The x and y components are much smaller and reach appreciable values only inside the bilayer (in the pores). The orientation of water molecules with respect to the bilayer inside the poor varies strongly with the position in the pore; the maximum degree of orientation is comparable to the orientation caused by the lipid headgroups, 15% of the maximum dipole. At the intracellular side, close to the constriction zone, there is a strong peak in the graph; the water dipoles point toward the intracellular side. In the zone between 3 and 4 nm, there is no preferential orientation along the axis. In this part, water molecules feel the strong transversal eld near the constriction zone and are strongly ordered perpendicular to the pore axis. Beyond the constriction zone, at 4 nm, there is another, lower peak in the orientation. Water dipoles also point toward the intracellular side. Moving out of the pore, and out of the in uence of the protein, the lipids take over and the water orientation is the same as on the intracellular side: water molecules pointing on average toward the bilayer. Because the orientation of the water dipoles with respect to the z axis is taken, the z components of the water dipoles are negative on the extracellular side of the membrane.
A more detailed picture of the orientation of water molecules in the system can be obtained by calculating the average dipole moment h i per water molecule on a rectangular grid. This h i is related to the polarization P by P = h i=v w , where v w is the volume of a water molecule. P , in turn, is related to the total electrostatic eld at a given point by a Langevin function,
where x = E=k B T , 0 is the dipole moment of one water molecule, and v w is its volume. Average dipole moments of 0.5, 1.0, 1.5 and 2.0 Debye correspond to eld strengths of 0.4, 0.9, 1.6, and 4.7 V/nm, respectively. These data are hard to visualize in three dimensions; instead, we use a number of projections on the xy plane at positions along the pore axis with a separation of 0.36 nm ( gure 13). The scale of the vectors is in 0.1 e nm, or alternatively, an arrow with a length of one grid cell corresponds to 1.3 Debye. Recall that the total dipole moment of one SPC molecule is 2.27 Debye. The projections run from the intracellular to the extracellular side of the pore.
The rst projection gives the water orientation in a plane just behind the lipid headgroups. The largest arrows are water molecules that are hydrogen bonded to (partially) charged atoms in the pore walls or in the short loops on the intracellular side of the protein. The dipole moment of water not bound to the pore walls is considerably smaller. However, even relatively far from the constriction zone, a somewhat circular pattern can be seen.
Closer to the center of the membrane, most of the water molecules outside the pore have disappeared. The pores have become narrower and the dipole magnitudes inside the pore have increased somewhat. Around 2.5 nm, still 0.5 1.0 nm below the constriction zone, an appreciable orientation along the pore axis begins ( g. 12). The sixth and seventh slices are close to the constriction zone. All water molecules in this part of the pores have high average dipole moments, with most of them around 1.3 Debye, or over half the total dipole moment of one water molecule. There are several water molecules outside the pores itself; many of these have dipoles of~2 Debye, indicating highly directed water molecules hydrogen bonded to protein atoms. As in the rst gures, the patterns for the three monomers are very similar.
Between 3.3 and 3.7 nm, the narrowest point of the pores is found. Monomer three (upper left one in the graph) clearly has a smaller area than the other two, and there is a large di erence in water orientation between this slice and the previous slice.
In the eighth slice we have passed the constriction zone and are moving toward the extracellular side. Water has penetrated along the symmetry axis and is hydrogen bonded to protein atoms in the center of the trimer. The water order patterns are somewhat chaotic, but the strongest ordering is observed for atoms lining the porin walls, whereas toward the center of the pores, the average dipole moment decreases.
These features become more pronounced as we move toward the outside. In the middle of the pores water loses its orientation; against the pore walls water shows a higher degree of ordering; and single water molecules or small clusters are strongly hydrogen bonded to loops and the center of the trimer.
In the last view, the middle of the bilayer has been ooded and the three channels are connected. The recognizable parts of the protein are protruding loops. Both in the protein and in the water structure, the threefold symmetry is clear.
Discussion Stability and length of the simulation
The length of a simulation is always a point to worry about. Would the results change much if we had simulated for 2 or 3 ns?
The fast motion of free or almost free water will be su ciently sampled in 1 ns (a free water molecule di uses over more than 5 nm in 1 ns), and the statistical uncertainty in properties like the water di usion coe cient, density pro les, and average water dipole moments is small. Doing the same analysis over shorter parts of the trajectory does not signi cantly alter the results, although the results are more noisy.
The slowest motions we analyzed, although not in much detail, are those of the protein. Overall, the RMS uctuations correlate nicely with the secondary structure in the crystal structure. The trimer and monomers as a whole remain intact during the simulation, and almost all of the exibility is found in the loops and turns outside the -barrel. The -strands themselves are the least mobile parts of the protein, and their secondary structure does not change noticeably during the simulation.
We have an internal check for convergence for properties that are not collective across the trimer, because we have three monomers. Although the calculated water orientation pro les are not exactly the same for each monomer, the general picture that would be obtained from each of the monomers is the same as the picture we have described here. The only signi cant di erence in structure is found at the L3 loop. In monomer three, there is no -helix in this loop and there is considerable deviation from the crystal structure, narrowing the pore. The tip of the loop changes most during the simulation, but already in the starting structure of the production run, this loop is moved into the pore opening, compared to its location in the crystal structure ( g. 5). The reason for this turns out to be that the geometrical criterion used to solvate the porin allowed water molecules to be placed between the loop and the pore wall. These water molecules appear to be trapped, and it is questionable whether they could get to that location in the real system. Upon removal of 15 water molecules around the L3 loop in monomer three, and a further 150 ps of simulation, part of the loop folds back slightly toward the wall, but the pore remains smaller than the other two pores.
The possibility of trapping water molecules in unfavorable internal positions during the initialization procedure may be a serious cause of artefacts in simulations of biological macromolecules. Whether a water molecule is placed correctly can be judged from its free energy; because particle insertion methods are inadequate for water in dense systems, it would be necessary to apply a computationally expensive thermodynamic integration over a path involving the creation or annihilation of a water molecule.
The role of the L3 loop
The L3 loop merits a closer look because of its location in the center of the pore. Residues in this loop are responsible for the strong transversal electric eld and possibly for voltage gating behavior. The sequence PEFGG (116 120 in OmpF) is well conserved in a porin superfamily of 14 proteins and determines the structure of the tip of the L3 loop. (Cowan et al., 1992) As is clear from the drastic e ect of the point mutation Gly ! Asp on the pore properties, this is an important area (Jeanteur et al., 1994) . Interestingly, the highest RMS uctuations in the L3 loop in our simulation are found for residues around 119.
Voltage gating in porins is a somewhat controversial phenomenon. It has been observed in a number of porins, but it is unclear whether voltage gating has a biological function since there is at most a small Donnan potential across bacterial outer membranes (Schulz, 1996) . Soares et al used simulated annealing methods to nd possible pathways for the L3 loop in porin from Rhodobacter capsulatus but did not nd reversible paths between the structures they generated (Soares et al., 1995) . Simulations of porins without explicit solvent should be regarded with caution, because it is di cult to distinguish between physical motion and force eld and algorithmic artefacts. Pore size or shape uctuations caused by major motions of the L3 loop are not observed on the time scale of our simulation; the di erence in structure between pore three and the other two is due to the creation of the starting structure, and even in pore three the structure of the loop does not change much during the simulation. This is in agreement with the interpretation by Cowan et al who suggested on the basis of the crystal structure and physical intuition that it seems unlikely that the L3 loop in OmpF is mobile enough to close the pore. (Cowan et al., 1992) It is possible that such motions play a role on a much longer time scale, but the times associated with experimental measurements of gating behavior in porins are so slow that it may involve much more than a simple rearrangement of a loop (Berrier et al., 1992; Jap & Walian, 1990) . It has been suggested that gating is actually caused by large cations that block the pore under the in uence of a eld (Schulz, 1996) . An alternative explanation is o ered by atomic force microscopy measurements, which suggest that the large extra-cellular loops may exist in a conformation in which loops fold toward the center of the trimer, closing the pore (Schabert et al., 1995) . It is conceivable that L6 does this.
Pore radius and conductance calculations
The use of a spherical probe is a severe approximation in calculating the pore area; a few atoms from a side group protruding into the main pore will have a large e ect on the radius of the pore calculated by a large probe. Using much smaller probes or water densities gives more information on the area not occupied by protein atoms, but this information is harder to interpret in terms of molecules permeating through the pore.
The conductance calculations themselves are simply based on the area of the pore opening. There are two main asssumptions in these calculations, namely that the dielectric and hydrodynamic properties of water in the pore are the same as in bulk water, and that the mobility of ions in the pore is the same as in bulk water. Obviously, both of these assumptions are rather severe, because a wide body of evidence from simulations, as well as common physical sense, suggests that both of these properties will have much lower values in the restrictive environment of a small pore with charges lining the walls. Smart et al. suggested a simple correction to compensate for the e ects of these assumptions, using experimental conductance data for OmpF and gramicidin A , but it is likely that the correction factor itself will depend on the pore size. Within this simpli ed framework, using a spherical probe makes sense. The only way to get accurate results for the transport behavior of di erent molecules is to use nonequilibrium molecular dynamics simulations, but these are computationally expensive.
It turns out that the crystal structure of the porin has the largest e ective radius of all structures observed over the course of our simulation, although values reasonably close to those of the crystal structure are seen occasionally. It seems that the crystal structure represents the most open state, with the L3 loop tted nicely in the wall of the porin barrel. Especially in the highly charged environment of the pore constriction zone, where a number of residues are likely to have uncommon ionization states, one should be cautious with MD data. However, the backbone structure of each of the monomers was quite stable during the simulation, and no indications of major force eld problems are present. The most reasonable conclusion is that the crystal structure gives an upper limit for the area of the pore, con rming the hypothesis of Cowan et al (Cowan et al., 1992; Cowan, 1993) . Watanabe et al found that the pore opening almost completely disappeared during the 100 ps of simulation time but they give as possible reasons for this the use of standard ionization states and, more likely, the absence of explicit solvent.
One should take into account when making conductance calculations of the simpli ed type we used here that considerable di erences may exist between pore sizes calculated from MD simulations and from crystal structures; using empirical correction factors is therefore problematic.
Why would one bother with these approximate values? Many channels are currently being studied experimentally for which there are no structural data. Any method of linking conductance, or any other available data, to the structure of pore forming molecules can help to make better models, pending solution of the structure by x-ray, NMR, or microscopy techniques. In a nicely symmetrical pore formed by a helix bundle this type of calculations can make it possible to exclude certain models, which is quite useful .
The behavior of water inside the pores
The di usion properties of water inside channel models greatly di er from their bulk values. Both the reorientational correlation times and the translational diffusion coe cients are reduced compared to their bulk values. Sansom et al. found translational di usion to be between one and ve times slower inside cylindrical cavities with di erent radii Sansom et al., 1996) . In more realistic pore models using polyalanine helices, polyalanine -barrels or amphipathic helices, a similar range was found . We nd a larger reduction than in the simple model pores without complicated charged lining and constriction zones, but basically con rm earlier ndings on di erent model channels.
The dielectric behavior of water inside pores is of great interest for modeling ion channels. Computationally cheap and relatively simple continuum electrostatic calculations require accurate values for the dielectric constant in water lled ion channels (Warshel & qvist, 1991) . Both experimental and theoretical data suggest that water inside pores has a lower dielectric constant than bulk water, because of the reduced orientational freedom . To actually calculate the local dielectric constant, one can either carry out simulations at di erent applied eld strengths and measure the polarization as a function of the eld, or one can analyze the uctuations in the polarization in an equilibrium simulation. Both methods are involved and beyond the scope of the current work, but it would be interesting to see how estimates of the dielectric constants in the pore compare to those calculated by Sansom and co-workers for model pores at di erent eld strengths .
Intuitively, one expects in the case of OmpF that a single dielectric constant will not be su cient to accurately describe the pore interior. Di usion coe cients decrease by almost an order of magnitude across the pore, and the average dipole moment (degree of ordering) of water molecules strongly depends on the location in the pore. The magnitude of these dipoles of water inside the channel can be up to 2 Debye, or~50% of the molecular dipole moment, indicating a local eld of 10 9 V/m. Under these eld strengths, water will not behave as a linear dielectric medium. The further away from the constriction zone, the wider the pore and the lower the average orientation of water becomes. The screwlike eld that was observed by Karshiko et al (Karshiko et al., 1994) is di cult to recognize in the water orientation plots. It is clear that circular patterns exist in the wider parts of the pore, and strongly ordered water near the constriction zone.
The ordering in OmpF stands in contrast to models of -barrels. Although water was strongly ordered by parallel helix bundles, no signi cant in uence of -barrels on water structure was found . In the helix channels this orientation was caused by the net dipole of the helices, and was oriented such that the water dipoles compensated for the helix dipoles. The OmpF structure is much more complicated electrostatically than a simple barrel model.
A large number of water molecules is hydrogen bonded to protein atoms that are not in the immediate vicinity of the water channels. Many of these are strongly bound, judging from the average orientation over a nanosecond ( g. 13) We did not analyze these water molecules in detail, but would like to point out that in the re ned crystal structure (PDB entry 2ompf), 128 solvent atoms are included that were localized to such a degree that they are visible in the crystal structure, both inside and outside the porin.
Future work
It is reassuring that simulations on the nanosecond time scale of integral membrane helices (e.g. (Shen et al., 1997) ), and, as we have shown here, larger integral membrane proteins, are within the capabilities of the currently available computers and simulation methods. However, as in the case of larger membrane proteins, the properties of interest will often depend mostly on the internal structure of the protein; thus we have described the environment with an excessive amount of detail. Experimentally, the properties of many pores formed by aggregation of helical peptides like alamethicin depend little on the lipid environment, and inclusion of lipids and corresponding large amount of water entails a large amount of unnecessary ry detail. As Watanabe et al. showed, the use of position restraints, even weak restraints, directly on the pore barrel can have a profound in uence on the dynamics of the pore. (Watanabe et al., 1997) This problem does not occur in our much more detailed system, but the computational cost is correspondingly higher.
One of the future goals should therefore be the development of a good mean eld approximation to treat the bilayer with su cient detail to not adversely in uence the dynamics of the pore, without imposing 'hard' restraints on any parts of the membrane protein. This approach is potentially very attractive for membrane proteins or channels that do not depend much on the speci c lipid composition. Porins as used in this study make a good test system for developing such methods, because of the unambigous nature of the high resolution crystal structure. Replacing explicit water molecules with appropriate potentials of mean force is another goal, but this approach would be too crude for the narrow parts of the pore. Whereas explicit water molecules are needed in simulations of a porin pore, they are even more necessary for simulations of ionophores.
Studying the transport properties of porins like OmpF is a second line of possible future work. Interactions with ions and polar solutes could provide a better understanding of selectivity in this type of protein, either through nonequilibrium dynamical simulations with imposed external forces or by analysis of the forces acting on particles that are restrained at various depths in the pore (Marrink & Berendsen, 1994) . Nonequilibrium simulations with applied electrostatic elds would make it possible to study the local dielectric constant in the pores. This would be of interest for continuum electrostatics calculations for water lled pores and in general further modeling of membrane channels.
Conclusions
We presented a simulation of a large integral membrane protein in a lipid bilayer with explicit lipids and solvent. During a nanosecond production run, this system remained stable, and the patterns in the secondary structure as a function of time and the root mean square uctuations made sense, considering the topology of the protein. No constraints on the porins are necessary when solvent and lipids are included.
We analyzed the properties of water inside the pores and found general agreement with simpler models without lipids and with more regular pores, mainly those of Sansom and co-workers. The main di erences with simpler models can be attributed to the complex combination of charged residues inside the pore and the narrow constriction zone in the middle of the pore. Much of the solvent is strongly ordered inside the pore, and the di usion coe cients are lowered by almost an order of magnitude with respect to bulk values.
We have discussed some possible problems with equilibration and analysis methods. Future studies will be focused on nonequilibrium simulations dealing with transport and electrostatics, and on methodological work to simplify the representation of lipids and solvent far from the proteins, to maintain the bene ts of the detailed treatment of the system (without the need for arti cial constraints) while reducing the computational cost. containing the L3 loop. Green is the crystal structure of the wildtype, blue the crystal structure of the mutant, red the structure at t = 0 ps, yellow at t = 500 ps and white at t = 1000 ps. Figure 12 : The z-components of the average water dipole moment. If there is no preferential orientation the orientation would be zero everywhere, if the water molecules are fully aligned along an axis, axis would be the total dipole moment of SPC, 2.27 Debye.
Figure 13: The average orientation of water dipoles in a number of slices perpendicular to the channel axis. We used a 40x40x20 grid, corresponding to gridcells with size 0.28x0.27x0.36 nm. For each cell the average water density and average orientation of water molecules in that cell was calculated and plotted. If a grid cell is not drawn, the density is less than 0.1 of bulk density. Grey scale values indicate the density in increments of 0.2, with the darkest color corresponding to bulk density of water. The arrows start at the average position of the oxygen atom of the contributing water molecules, and the lenght corresponds to the magnitude of the projection of h i on the xy-plane. A length of one gridcell (about 0.3 on the axes) corresponds to 1.3 Debye. Figure titles give the z?coordinates of the slice. The average position of protein atoms is given by squares for positively charged atoms, diamonds for negatively charged atoms and triangles for neutral atoms.
