Aerodynamic performance data from a rotating HA WT blade is typically correlated with measurements of a local inflow angle, obtained by flow angle sensors attached to the leading edge of the blade section. In order to provide accurate performance data for 2D bladeelement/momentum codes, the 3D field data must be corrected in terms of the section angle of attack. A 3D Lifting-Surface Inflow Correction Method (LSIM) has been developed with the aid of a vortex-panel code in order to calculate the relationship between the local flow angle and the angle of attack. Sets of inflow correction curves were produced for each spanwise station of interest. The method has been tested using hypothetical 3D input data, based on measurements from the Combined Experiment Rotor at the National Renewable Energy Laboratories and wind tunnel tests at Delft University of Technology. The method was shown to successfully produce a converged solution for the inflow correction curves. The results show the importance of using the 3D LSIM correction instead of a 2D correction, particularly at the inboard sections of the blade where the upwash at the sensor is affected by post stall effects and changes in spanwise circulation distribution on the blade.
Introduction
The angle of attack a, as commonly used in aerodynamic models for wind turbines, is defined as the angle between the chord of the blade profile and the effective velocity (the resultant of the components of axial, induced and rotational velocities). Measurements of force coefficients made on a rotating blade, however, are typically correlated with measurements of a local inflow angle 13 obtained by flow angle sensors protruding from the leading edge of the blade (see Figure 1 ).
It is desirable to reduce the 3D field measurements in terms of the angle of attack a, in order to provide accurate performance data for 2D blade-element momentum (BEM) codes, dynamic stall models and to compare data from other experimental campaigns. The angle of attack is related to the inflow angle by a=~ -au (1.1) where a., is the angle due to the upwash induced at the local inflow point by the bound vorticity on the blade. Calculating a., is a relatively straightforward procedure in a wind tunnel where a 2D airfoil can be positioned at a particular angle a and a
American Institute of Aeronautics and Astronautics probe used to measure the local inflow angle ~ at a point. There are significant differences, however, between 2D airfoil flow and 3D flow on a rotating blade. This is most noticeable at inboard sections of the blade where the section is experiencing stall. The Coriolis component of the 3D flow suppresses separation; delaying stall and enhancing lift at the blade section. These effects are referred to as 'stall-delay' or 'post -stall' effects.
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Various methods have been proposed for calculating the relationship between a. and ~ (and hence the 3D upwash) on a rotating blade. Madsen 3 describes a method that uses BEM to calculate the power curve for the turbine as a function of angle of attack at a particular spanwise position. The measured inflow angle is then adjusted until good agreement is provided between the calculated and measured power curves. The inverse BEM method 4 '
5 involves assuming the measured normal and tangential forces are uniform over an annulus containing the blade section. The wake-induced velocities are calculated according to momentum theory, yielding the effective velocity vector and subsequently the angle of attack. Brand 6 estimates the angle of attack using a stagnation point method. The measured pressure distribution on a blade section is used to calculate the stagnation point. The intersection of the chord line and a line normal to the surface at the stagnation point yields a stagnation angle, which is used as an estimate for the angle of attack. The position of the point of intersection can be determined using either a 2D airfoil code or from 2D wind tunnel measurements.
Researchers at the National Renewable Energy Laboratories (NREL) have conducted wind tunnel measurements 7 in order to gauge the ~-a. The code simulates the rotor and the wake as a lattice of lifting surfaces (see Figure 2) . A prescribed wake model is used which allows for roll-up of tip and root vortices. The detailed blade aerodynamics are computed by combining the lifting-surface model with a blade-element analysis that requires as input a table of airfoil performance characteristics. Field velocity routines in the codes allow the computation of the local flow velocity at specified points in the flow.
LSIM evolved from the consideration of the differences in 2D and 3D upwash due to poststall effects. For inboard stations at post-stall angles of attack, the circulation around a 3D blade section is expected to be greater than that around a 2D section. As Figure 3 illustrates, the 3D post-stall upwash is thus expected to be greater than the 2D upwash. shows that for a particular angle of attack past stall, the 3D inflow angle 13 is higher than the 2D case. This is due to the greater local circulation in the 3D case. Consequently, for a particular inflow angle 13 past that of 2D stall, the 3D angle of attack a. is lower than the angle predicted from the 2D correction curve. Thus, the application of the 3D correction to measured 3D lift data results in a curve that has higher lift at a given a. than the curve that has been corrected with 2D data. This higher lift in turn would suggest (through a vortex lattice method) greater values of inflow angle 13 for that particular a. than specified in the 13-a. curve of 3 Figure 4 . It is this interplay between the 13-a.
relationship and the corrected data curves that leads to the concept of an iterative inflow correction method.
The strategy behind LSIM is to initially use an estimate of the 3D 13-a. relationship and apply this inflow correction to convert the measured raw data into airfoil performance data according to the equations:
The airfoil performance data is then input into the vortex panel code, and the values of a. and 13 are extracted from the output to form a new 13-a.
relationship. The new relationship is used to correct the raw data again and the resulting performance data is input into the code once more. This procedure is repeated until a converged solution for the 13-a. curve is reached and a final correction can be made to the raw data. Figure 5 outlines this procedure.
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YES Apply P-a corrections to raw c,-j3, c,-P data to produce final solutions for c,-a, c .. -a Figure 5 . Flowchart outlining the inflow correction method.
Available Data
Testing of the correction method requires 3D data from experiments on rotating wind turbine blades. A large amount of 3D data has been gathered from the lEA Annex XIV project (Field Rotor Aerodynamics), 10 which involved the coordination of five full-scale aerodynamic test programs.
Of these tests, the most comprehensive body of data has been gathered at NREL due to the detailed CER instrumentation. In the latest phase of campaigns on the CER, 11 a highly twisted blade of constant chord without taper was used. With the exception of the root, the blade has an NREL S809 profile (see Figure 6 ), an airfoil that has been tested in wind tunnels at Delft University of Technology, 12 as well as Ohio State University (OSU) and Colorado State University (CSU). 2.0 r;::====;-;---,----,
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. . Examining Figure 7 , there are some puzzling features of the CER data that either do not fit with the trends of the graphs or are not expected from the concept of the flow physics outlined in Figure 3 . At 30% span, pre-stall values of cn appear lower and post-stall values of c, are higher than the trends with spanwise position observed in the graph. At 63% span the post-stall values of Cn are higher than at 47% span which appears inconsistent with the concept of enhanced lift at inboard stations.
Researchers at NREL are attempting to resolve some of the questions regarding this data by recalibration of the CER pressure measurement system. For current purposes, it was decided to test LSIM by producing a set of 'hypothetical' performance curves for the CER for each spanwise station. for pre-stall behavior of the hypothetical curves and using the 3D CER Phase III data as a guide in estimating the poststall behavior of the curves. The hypothetical performance curves produced in this manner are shown in Figure 9 . 
Results
The hypothetical data produced in Section 3 was input into the vortex panel code in order to test LSIM. The line of reflection was taken as an initial inflow correction (i.e., a=~). and lift values were calculated using Eq. (2.1). Drag values for the input tables were taken from 2D Delft data. The inflow correction curves output from the code are shown in Figure 10 for the 30%, 47%, 63% and 80% spanwise stations. This figure, along with the remaining figures of the paper, is placed at the back of the paper to provide a layout for ease of comparison of the plots at the different spanwise stations. The curves of Figure 10 are seen to converge after 4 iterations of the method and are compared with 2D inflow correction curves (i.e., using 2D Delft lift and drag values as input to the code). For each spanwise station, the converged 3D LSIM curve matches the 2D curve for angles below the stall angle (the stall angle for each station being dependent on the Reynolds number of the flow at that station). Close to the origin of each of the graphs there is a noticeable increase in upwash with increasing spanwise station. This effect is likely to be linked to changes in 3D spanwise circulation.
Looking at the graphs of Figure 10 in more detail, the 30% span curves show a significant departure in the post-stall ~-a relationship between the 2D and 3D methods. The graph shows ~3 0 > ~2 0 for some post-stall a, as expected from the theory outlined in Figure 3 . In particular, at ~ = 20 deg there would be difference of around 4 deg between applying a 2D or a 3D correction to the raw measurement data (recall that these differences are based on using 2D and 3D data as input to LSIM as opposed to using a 2D correction curve from a wind tunnel test). At the 4 7%, 63% and 80% stations. the deviation between the 2D and 3D curves is less significant with a difference of less than 0.5 deg between applying a 2D or a 3D correction across the entire ~ range.
The converged 3D inflow correction curves are extended over the entire ~ range of the hypothetical input data and the extended trendlines are used to apply the 3D LSIM corrections to the input data and produce values of lift and pressure drag in accordance with Eqs. (2.1) and (2.2) . From the equations it can be seen that applying the inflow correction will affect both the location and values of the 3D performance curves. Convergence of the lift and pressure drag curves with each iteration of LSIM is shown in Figures 11 and 12 , respectively. together with the corresponding 2D curves. The errors introduced by extending the inflow correction curves are discussed in Section 5.
At the 30% station in Figure 11 , the 3D curve shows higher lift than the 2D curve, as expected from the theory outlined in Figure 3 . The graph ShOWS a difference of around 7% in Ct max between applying a 2D or a 3D correction. The differences between applying the 2D and converged 3D LSIM correction curves are significant, particularly at high angle of attack (e.g. see c 1 = 1.5), which is important for peak power prediction. For the 47%, 63% and 80% 6 stations, the difference in Ctmax between applying a 2D or 3D correction is less than 0.1% and can be regarded as negligible.
In Figure 12 , comparing the 2D curve and the 3D converged solution at 30% span. a 5-10% increase in pressure drag is seen for the 3D correction at post-stall angles. At first glance, this seems contrary to the theory outlined in Figure 3 . A closer inspection of the first and second terms of Eq. (2.2) . for increasing angle of attack, gives some insight into this phenomenon. Comparing the 3D case to the 2D case, the increase in the component of pressure drag due to the normal force on the blade dominates the decrease in the component of pressure drag due to tangential forces on the blade. The phenomenon of greater 3D drag at inboard stations than 2D drag has also been reported by Bjorck et al. 14 and warrants further investigation. For the remaining spanwise stations in Figure 12 , there appears to be no significant difference between applying a 2D or a 3D correction.
The CER Phase III experimental data of Figure  7 is corrected using the LSIM 'hypothetical' inflow correction curve and contrasted with corrections using OSU/CSU wind tunnel data (the current correction method used by NREL'~. The comparison of corrected lift and pressure drag data for the 30% span station is shown in Figure 13 . In addition, data from the 2D CSU wind tunnel tests 13 at a Reynolds number of 500,000 is plotted.
Comparing the 3D corrected data with the 2D wind tunnel data, the pre-stall values of 3D lift and pressure drag are respectively lower and higher than the wind tunnel data -features which have been queried in Section 3. In the light of these puzzling features of the CER data, it may be wise not to draw too firm conclusions from Figure 13 but to focus on the general trends between the different correction methods employed.
Comparing the 3D corrected data, both graphs show a similar trend, namely that of lower LSIM values for pre-stall angles of attack and higher LSIM values for post-stall angles of attack, which can be attributed to the trend of the respective inflow correction curves. At pre-stall angles of attack, LSIM predicts lower upwash at 30% than the 20 wind tunnel upwash due to the 30 spanwise circulation distribution. At post-stall angles of attack, LSIM predicts greater upwash at 30% span than the 20 upwash of the wind tunnel method, due to the 30 effects outlined in Figure 3 .
Discussion of Errors
Application of the correction method shows that the range of calculated a. values, corresponding to the range of raw ~ values, reduces with each iteration. Figure 14 gives an example of the trend in the ~-a. relationship after 3 iterations of LSIM. The curves are similar to those produced at 30% span using the hypothetical input data. Initially the range of a. equals the range of ~ since our first estimate of the relationship is ~=a.. In subsequent iterations, Figure 14 shows that for a set ~ value, successively smaller values of a. are generated.
As Figure 5 illustrates (see Section 2), the ~-a. relationship is used to correct the raw data which is then input into the vortex panel code. Thus, as shown in Figure 15 , the vortex panel code is run with successively smaller ranges of a. The set of J3 values corresponding to the a.
values is extracted from the output of the panel code at each iteration, and thus the range of ~ produced by the code is also reduced. For example, a set of raw data with an initial ~ range up to 35 deg may produce a ~ range of only 20 deg once the code has converged. Thus, confidence in the ~-a relationship extends only up to 20 deg. In the above work, trendlines were used to extend the ~-a. relationship over the entire J3 range, introducing errors in the correction of the raw data at the higher ~ values. A possible solution to this 'angle-range reduction' problem is to use experimental data with a large ~ range which, despite undergoing reduction in LSIM, will still produce values for the ~-a. relationship over the range of interest.
Producing a set of inflow correction curves by running the vortex code over a range of windspeeds 1 rnls -20 rnls takes approximately 1¥2 minutes. Automating the iteration scheme will lead to improvements in overall computational time for the method. In addition, LSIM has been tested using the 'steady' data 7 produced by binning cycle-averaged measurements. Further investigations are required to examine the effect of using unsteady 30 field data on the ~-a relationship produced by the correction method.
Conclusions
A 3D Lifting-Surface Inflow Correction Method (LSIM) has been developed with the aid of a vortex-panel code. The method has been tested using hypothetical 30 input data, based on measurements from the Combined Experiment Rotor (CER) at the National Renewable Energy Laboratories and wind tunnel tests at the Delft University of Technology. The method, tested at each of four span wise stations (30%, 4 7%, 63% and 80%), was shown to successfully produce a converged solution for the inflow correction curves (the relationship between the angle of attack and the local flow angle at an upstream probe position).
The method has shown important differences between applying a 30 correction and a 20 correction. This has been illustrated by comparing corrections of CER Phase III data using the new method, and corrections using wind tunnel data. At post -stall angles of attack at 30% span, LSIM predicts higher upwash at the probe than observed in 20 wind tunnel tests. This was an expected result and likely to be due to increased circulation due to 30 liftenhancement effects on the blade. At pre-stall angles, LSIM predicts less upwash at the probe than measured in 20 wind tunnel tests. This result was less expected but suggests that the 30 spanwise circulation distribution produces less upwash at inboard stations.
At the other stations, further outboard on the blade, the results seem to indicate that there is no significant difference between applying a 20 correction and a 30 correction. This suggests that the flow is essentially 20 at spanwise stations greater than 4 7% and may indicate that 3D effects do not persist more than halfway along the blade.
In conclusion, LSIM recognizes the important differences between 20 and 3D flows on a wind turbine blade section and appears a very promxsmg method of producing accurate corrections of HA WT measurements. Further evaluation of the method awaits more field data and the upcoming CER tests in the NASA Ames wind tunnel may provide this opportunity. .·X Angle of attack, a (deg) 80%span: Angle of attack, a (deg) Figure 10 . Inflow correction curves produced using hypothetical performance data in LSIM Angle of attack, a (deg) Figure 11 . Convergence of hypothetical lift curves using LSIM 80% span American Institute of Aeronautics and Astronautics
