Adaptive algorithms for receivers employing antenna arrays have recently received significant attention for radar systems applications. In the majority of these algorithms, the covariance matrix for the clutter-plus-noise is characterized by using samples taken from range cells surrounding the test cell. If the underlying covariance matrix of the test cell is different from the average covariance matrix of the surrounding range cells, significant performance degradation may result. Exact expressions for performance are derived for such cases, when any of a set of popular space-time adaptive processing (STAP) algorithms are used. Numerical evaluation of these expressions illustrates how variations in the parameters of these equations affect probability of detection and probability of false alarm. The equations are utilized to determine an upper bound on the performance of this class of STAP algorithms.
I. Introduction
The design of adaptive algorithms for target detection has been an active area of research for at least the past three decades. Much of the initial interest was generated by the work presented in [1] , [2] which provides a direct method for computing the adaptive filter weights by utilizing an estimated covariance matrix. These filter weights are then used in a processing scheme to mitigate the detrimental effects of interference on the receiver. The test in [1] , [2] attempts to minimize the power of the unwanted interference by maximizing the signal-to-interference-plus-noise ratio of the received process. The work in [3] , [4] builds on the efforts of [1] , [2] to design a test with constant false alarm rate (CFAR) characteristics known as the Adaptive Matched Filter (AMF) test or as the modified sample matrix inversion algorithm [5] , [6] .
The research in [7] utilizes an alternative approach from that of [1] , [2] to determine a CFAR processing scheme for the case where the covariance matrix of the test cell is unknown. The approach involves the derivation of a likelihood ratio test using maximum likelihood estimates and assumes that the statistics of the test cell data are the same as those of the data from surrounding range cells. The particular likelihood ratio test statistic is called the Generalized Likelihood Ratio (GLR) test. Additional work concerning the GLR test is presented in [8] and in a number of more recent papers including [5] , [9] . It is interesting that the matched filter discussed in [1] , [2] appears as a portion of the GLR test statistic, and that for large amounts of training data these two approaches are the same [9] .
Recent work on adaptive algorithm design includes the introduction and development of the adaptive coherence estimator (ACE) test [10] , [11] , [12] . This test is especially attractive since it is based on the rigorous theory of invariant tests [13] . Finally, the work presented in [14] considers a large class of adaptive detection algorithms, of which the GLR and the AMF are special cases. The ACE is also a limiting case. We discuss and analyze this class of algorithms in this paper.
In the majority of adaptive radar detection algorithms, such as [1] - [9] , the covariance matrix of the noise-plus-clutter in the test cell is characterized by using samples from neighboring range cells called reference cells. In this paper we estimate the covariance matrix of the noise-plus-clutter using the standard approach, as in [1] - [9] . Other approaches have been proposed, such as [15] - [19] . The estimated covariance matrix generated from the reference cells is then used in a signal detection procedure. If the estimated covariance matrix accurately represents the covariance matrix of the test cell, the adaptive algorithm will usually perform well. However, mismatches may result between the statistics of the test cell and those used to design the adaptive processing scheme. Mismatches of this type have been observed in measured airborne radar data [15] and may be intuitively justified.
In airborne radar, the ground clutter in the reference cells is produced by reflections from different portions of the ground than that which produces the ground clutter in the test cell. Due to variations in terrain, the statistics of the ground clutter returns in the test cell may significantly differ from those of the reference cells.
Another type of mismatch which may affect performance occurs when the radar antenna array forms a beam which is not pointed in the exact direction desired. This is called steering mismatch. Under the conditions of covariance matrix and steering mismatch, the tests given in [1] - [9] are not optimum and may suffer significant losses in performance.
Very limited attention has been focused on this problem until recently. Performance of the AMF algorithm in nonhomogenous clutter environments has been discussed in [9] but only under the assumption of an infinitely large amount of reference data. This essentially June 26, 2000 DRAFT drives the variability of the estimate to zero, which reduces the problem to a known covariance matrix case. The effects of steering mismatch on the GLR and AMF tests have been studied in [8] and [4] respectively. A study of the effects of steering mismatch on a larger class of STAP algorithms appeared in [14] and [20] . The performance changes due to nonhomogeneous environments have also been discussed using simulations in such references as [21] , [17] , and in various other papers. More recently, some new detection schemes have been proposed specifically for operation in nonhomogeneous environments [22] , [23] , and these schemes have been analyzed [22] . Also, the performance of a general class of detection algorithms in nonhomogeneous clutter environments with mismatched steering and signal vectors was provided in [24] . However, the studies in [22] and [24] were based on a similar assumption, called the generalized eigen-relation (GER) in [22] .
A discussion of the effects of this assumption on derived results is given in [24] , and an interpretation of this constraint from an adaptive nulling perspective is given in [25] .
Other efforts on joint mismatches include [26] , which is relevant since most of the algorithms discussed are front-end adaptive beamformers. Additionally, interesting work has been done to study the effects of scaling mismatch between the true and estimated noise covariance matrix on algorithm performance [27] .
However, the exact performance of the tests considered in [14] with mismatched steering and covariance matrix statistics has not yet been studied or quantified when the limiting GER assumption is not made. Since the tests considered in [14] include the most popular and frequently used tests, such a study is highly desirable. Here we consider the case of possible simultaneous covariance matrix and steering vector mismatch. We present closed form equations for the probability of detection and the probability of false alarm for the class of STAP algorithms considered in [14] . Furthermore, these equations are used to derive an upper bound on adaptive algorithm performance for any of the algorithms considered in [14] and for many important mismatch scenarios.
In Section II and Section III, expressions for the probability of detection and probability of false alarm are developed for STAP algorithms under mismatched conditions. The expressions show that performance analysis involves computing a function of only a few parameters. Thus, these key parameters completely characterize the performance of a par-ticular STAP algorithm with mismatched covariance matrix and steering vector statistics.
Section IV contains numerical investigations using the equations developed in Section II and Section III. The general effect of varying the parameters is explained. Further, physical descriptions for many of these parameters are given. In Section V, the previously described upper bound on performance is developed. A numerical example illustrates how this upper bound may be used in a practical case. Finally, conclusions are provided in Section VI. Note that in the following sections, scalars are denoted by italic type, vectors by bold lower case type, and matrices by bold uppercase type.
II. Conditional Probability of Detection
Consider the case where x is the observed N-dimensional complex vector which, when signal is absent (hypothesis H 0 is true), consists of zero-mean complex Gaussian noise-plusclutter with covariance matrix R t . If signal is present (hypothesis H 1 is true), x consists of signal plus zero-mean complex Gaussian noise-plus-clutter with covariance matrix R t .
In all cases considered here, the noise-plus-clutter, which includes clutter, jamming, and noise, is assumed to be a complex Gaussian process [28] . The signal is denoted by κs, where s is a unit length signal vector and κ is a complex constant which sets the signal amplitude and phase. We will discuss a set of CFAR algorithms that compare the test
to the quantity
In (1) q is a unit length steering vector, and R e is an estimate of the covariance matrix R t . The constant γ in (2) is a threshold which is chosen to set a particular false alarm probability. The constant α determines the test being used: α = 0 is the AMF test [3] , [4] , and α = 1 is the GLR test [7] . Additionally, if α → ∞ as γα is held constant, this limiting case yields the ACE test [11] , [12] . The denominator of (1) generally provides Assume that a set of independent and identically distributed reference vectors
We assume that the reference data vectors have a complex normal distribution with zero mean and covariance matrix R sd . Also, the reference data are assumed to be independent from the data from the test cell. If x and x(k), k = 1, . . . , L all have the same complex Gaussian distribution, the maximum likelihood estimate (to within a scale factor) of their common covariance matrix is
Since R t is not available, R e is typically used in place of R t , as done in (1) and (2).
As is the common practice, we will consider using (3). However, we study cases where the test vector and the reference vectors do not have the same distribution. For the purpose of this paper, we assume a mismatch in the reference data such that (1/L)E{R e } = R sd = R t . We note that if we were fortunate enough to have R e equal to a scalar multiple of R t in (1) and (2), then it would also be preferable to choose q to be a scalar multiple of the signal vector s [4] , [7] , [14] . Here we assume q is not necessarily a scalar multiple of s.
Apply a coordinate transform to the observed vector from the test cell x, to the ref-
. . , L, to the steering vector q, and to the signal vector s. This transform, which consists of multiplication by R sd −1/2 , whitens the reference data [2] , [4] , [7] , [14] . Define the unit vectors ν = R sd 
Notice that if signal is present and q and s point in the same direction, as would be true without steering vector mismatch, then signal can only be present in g, and only noise is present in z.
Essentially, due to the inverses, transforming the vectors and matrices 3 in (1) and (2) as we described does not change the general form of these equations. This property, followed by simple manipulations, results in great simplification as we now show. The transformed
where the vectors a and v are a = (g (1),
Note that a and v are independent of each other and that they are both independent of g and z. The Frobenious relations for partitioned matrices [7] may be used to write the inverse ofR asR
where the terms we use in our calculations are
and
Since the first element of q u is equal to 1, and all of the other elements of q u are zero,
(1) can be rewritten as
It has been shown in [14] that
Therefore, (9) may be used to rewrite (2) as
After several algebraic manipulations, the comparison of (1) to (2) can be equivalently rewritten as
By factoring the denominator of the term on the left hand side of (11), the test in (11) may be expressed as
where I is the LxL identity matrix, and we define
We wish to obtain the probability of the events in (12) . Towards this goal, divide both sides of (12) by z
Using (13) and after algebraically manipulating the numerator of the left hand side of (12) , the test in (12) may be written as
where δ and η are defined in (14) 4 . Since P v(v H v) −1 z is an idempotent projection matrix, the numerator of δ, when conditioned on v, z, and g, has a noncentral chi-square distribution with noncentrality parameter ( [30] , Theorem (1.4.2), p. 27)
Also note that the denominator of δ, when conditioned on v, z, and g, has a central chi-square distribution. Further, the numerator and denominator can be shown to be independent. Therefore δ has a noncentral F distribution with noncentrality parameter λ ( [30] , Theorem 1.3.6, p. 24) when conditioned on v, z, and g. Using standard results concerning F distributions [7] (a detailed derivation is given in [29] ) we obtain the conditional probability of detection
III. Unconditional Probability of Detection
As discussed earlier, the conditioning on λ and η in (16) can be considered as conditioning on v, z, and g. From (14), the dependence on v, z, and g in both λ and η can be expressed through g and
Thus, to find the unconditional probability of detection, we may express (16) in terms of g and p, multiply by the joint pdf of g and p, f P,G|H 1 (p, g|H 1 ), and then integrate over all values of g and p. Towards this goal we attempt to use
In the case where the target signal is present, g has a complex normal distribution with mean
and variance
In order to find f P |G,H 1 (p|g, H 1 ), consider
From ( [30] , Theorem (3.2.12), pp. 96-97) s 1 has a central chi-square distribution with 2(L − N + 2) degrees of freedom, and s 2 is independent of s 1 . Therefore, the pdf of s 1 conditioned on g is
provided s 1 is positive, otherwise the pdf is zero. Thus, the pdf of s 1 does not depend on g.
Now consider determining the pdf of s 2 . Since z is a complex Gaussian random variable when conditioned on g
By using standard results for conditional Gaussian pdfs [31] , the mean in (23) is
and the covariance matrix is
where
Factoring R MM = ΘΘ H (Θ square) and defining c = Θ −1 z and µ = Θ −1 µ Þ allows (23) to be simplified to
Next, form an N − 1 by N − 1 unitary matrix Ω of the eigenvectors of Θ H Θ, such that
where Φ is diagonal with elements φ 1 , . . . , φ N −1 along the diagonal.
Then use (27) 
where w = u − ω. Note that the eigenvalues φ 1 , . . . , φ N −1 of Θ H Θ are exactly the same as those of R MM [32] . Thus the distribution of s 2 = 2z H z conditioned on g is the same as the distribution of
conditioned on g, where W 1 , . . . , W N −1 are a set of independent and identically distributed zero-mean and unit variance complex Gaussian random variables. In (29)
We may write the characteristic function of (29) as (see Appendix) (t is the characteristic function variable, and i is the square root of −1)
To obtain a pdf from the characteristic function in (31) in the general case, it is useful [32] to expand (31) in terms of θ = 1/(1 − 2itξ) by rewriting (31) as
By canceling θ N −1 from both sides of (32), the coefficients of the expansion can be found by using the standard formula for Taylor series. They can be expressed as (similar to [32] )
Note that (33) 
which is the pdf for a mixture of central chi-square random variables. In (36), to insure convergence ( [32] , eq. 86, p. 169), we set ξ = 1 if all the φ j ≥ 1. Otherwise we set ξ = min j φ j .
Returning to (17) we find (see Appendix)
for p ≥ 0. Now use (22), (36), and (37) to find that the conditional pdf of p is (for p ≥ 0, otherwise the pdf is zero)
which simplifies to
for p ≥ 0. By substituting (16), (39), and the conditional pdf of g (see (19) and (20)) into (40), the unconditional probability of detection is
Equations for the unconditional probability of false alarm (hypothesis H 0 ) may also be determined in the same manner by setting κ = 0. While it may be possible to simplify (40) further in specific cases, in general we evaluated (40) numerically.
IV. Physical Description of Key Parameters and Numerical Analysis
First, we consider the parameters that will affect performance by examining (40). We immediately see that V ar{g} will impact performance due to f G|H 1 (g|H 1 ) being in (40).
Note (20) shows if there is no steering vector or covariance matrix mismatch, V ar{g} = 1.
In this case, the transformations in the beginning of Section II would separate the quantity x into a component g along the signal direction and into another part orthogonal to the signal direction. In the case of mismatch, the quantity V ar{g} deviates from unity. From (20) it is apparent that V ar{g} measures the noise-plus-clutter power being added in the steering vector direction. Thus increases in V ar{g} alone will degrade performance.
Further, (33) and (34) indicate that for a fixed value of g, performance depends on the components of ω in (30) as well as the eigenvalues of R MM . Note that the multiplicative factor of Ω H Θ −1 in (30) is equal to a diagonal matrix whose components are 1/ φ j , j = 1, . . . , N − 1. Therefore, ω is also dependent upon the eigenvalues of R MM . The definition of R MM in (25) indicates that, under the conditions of no steering vector or covariance matrix mismatch, these eigenvalues will all equal unity. In general, the analysis in Section II shows that each eigenvalue of R MM measures the noise-plus-clutter power being added into a particular one-dimensional subspace that is orthogonal to the steering vector. Thus, a performance decrease with an increase in φ j is expected.
By further examination of (30), we discover (for a fixed value of g) that two other parameters which may affect performance are β qs and β Õ× = B q R sd −1/2 κs. To produce a physical explanation of these two parameters, we introduce a derived parameter that is useful. Since q u and the columns of B q H form a basis, we can write
and therefore
We may divide each side of (42) by |β| 2 to obtain 1 = cos 2 (θ) + sin 2 (θ) where
Therefore, |β qs | and |β Õ× | are both determined by θ and thus by A. Note that A partially captures the effect of steering vector mismatch: where q and s point in different directions. We intuitively expect performance to degrade as steering vector mismatch increases.
Further note that the numerator of A is an inner product between q and s after each is multiplied by R sd −1/2 . Thus, the key parameters β qs and β Õ× are actually components of a more general parameter which measures the effects of steering vector mismatch.
Finally, we determine from (30) that the only other parameter that effects performance is r zg . A physical explanation of the case when r zg = 0 is given in [22] . Examination of (26) shows that r zg is a direct consequence of covariance matrix mismatch. When there is no covariance matrix mismatch, r zg equals zero. It is important to note that several of the key parameters are functions of r zg , so that changes in performance caused by changes in r zg are difficult to predict with generality. We call V ar{g}, r zg , the eigenvalues of R MM , β qs , and β Õ× the key parameters.
Numerical Analysis
Section II and Section III provide closed form equations for the probability of detection and probability of false alarm under covariance matrix and steering vector mismatch.
Such equations have not been previously available. However, with limited computing power, the mathematical complexity of (40) can make the calculation of these equations time consuming. First, the integral in (40) is multidimensional. Also, as noted in the last section, new values for the e r|g , r = 0, . . . , ∞ terms from (33) and (34) need to be determined for each value of g used in the integration. The particular integration method that we employed used a Monte Carlo technique to approximate the integration in (40).
This method proved to be very efficient and allowed us to obtain results even with our modest computing resources. We note that with the rapid advancement of computing technology, other methods may be preferable in the future. To alleviate any concerns of the accuracy of the results presented in this section, 40,000 trials in the Monte Carlo technique were utilized. This amount is much more than actually was needed in most cases.
In the following simulations, the correctness of (40) was verified by utilizing a direct Monte Carlo simulation of the test given in (1) and (2). In Figure 1 , Figure 2 , Figure   3 , Figure 4 , and Figure 5 , the solid lines indicate results given by (40), and the crosses denote the Monte Carlo simulations for the test given in (1) and (2). Any small errors were due to the finite lengths of the Monte Carlo simulations. We also note that if r zg is a zero vector, the equations for the probability of detection and probability of false alarm must equal the equations given in [24] . We have compared simulations using the equations provided in [24] with those using (40), and have found that the results matched exactly (to the accuracy of our numerical procedures). . In all of the results given here, the threshold of the test is changed each time a parameter (like V ar{g} or b) is changed so that the probability of false alarm is fixed at 0.01. We note that we also studied changes in probability of false alarm caused by parameter changes and found these changes are similar as we shall discuss.
Consider the case where R t is varied while R sd remains fixed. As noted in Figure 1 , this variation in the covariance matrix mismatch can cause changes in the value of V ar{g}.
The value of |κ| may be determined from SSNR = |β| 2 = K|κ| 2 , since K = |s H R While we have not shown figures to document this, changes in V ar{g} lead to an increase in false alarm probability if the threshold of the test is not adjusted. Since we consider this to be degraded performance, this is consistent with the results we provide here.
In Figure 2 (a) and (b), similar cases are analyzed by varying the value of b and fixing the values of the other key parameters. In this case, the relative locations of the different curves are also easily explained. Since each φ j can be thought of as the noise-plus-clutter power in a particular one-dimensional subspace after imperfect whitening, a performance decrease with an increase in φ j is expected. In Figure 2 (c) and (d), results where z and g are uncorrelated are presented, and the performance change is similar to the correlated case. Again we note that the components of b have similar effects on the probability of false alarm as V ar{g}. From Figure 1 and Figure 2 , we note that changes in R t can actually improve performance, as one might expect. This improvement can occur through a decrease in V ar{g} or in φ j , j = 1, 2, 3.
Changes in performance based on the change of only V ar{g} or a component of b are usually easy to understand. However, simultaneous changes in both may offset each other and thus, in these cases, one would generally need to check the equations we have given to determine the overall change in performance. Further, changes in performance due to changes in the other key parameters are also difficult to predict (without using our equations), as we now illustrate. These are the types of situations that one is often faced with in practice. Here we consider cases where R MM was fixed but where the steering vector mismatch was varied by changing q. The results are provided in Figure 3 (25) and (26) . As shown in Figure 3 , it is reasonable that cases with steering vector mismatch will result in decreased performance. Figure 3 (c) and (d) illustrate that the performance loss is similar in the uncorrelated case. We note that one can predict the effects of β qs , β Õ× , V ar{g}, and r zg in (30) by realizing that an increase in a component of (|ω 1 | 2 , . . . , |ω N −1 | 2 ) represents an undesirable circumstance, for example more signal leaking into z as opposed to staying in g. However, predictions of this type are complicated due to the number of key parameters in (30) and due to the fact that some of the key parameters cause changes in other ways. For example, V ar{g} comes into (40) through f G|H 1 (g|H 1 ) also.
In Figure 4 we consider several cases where the key parameter r zg is varied. The key parameter r zg influences performance through (25) and (30) . For the cases in Figure 4 , an increase in the magnitude of r zg always causes the eigenvalues of R MM to decrease.
This causes an increase in performance directly through changes in b. Increases in the magnitude of r zg also cause changes in ω in (30) . Thus, again performance prediction is difficult in these cases, but changes in b appear to dominate in this case.
V. Optimum STAP Algorithms
The expressions for the probability of false alarm and the probability of detection presented in Section III may be used to analyze STAP algorithms in a variety of ways. For example, the results in Section III indicate that certain STAP algorithms provide higher probabilities of detection than others, depending on the values of the key parameters. Furthermore, the value of α which provides the best performance depends on the environment in which the processor operates (explicitly, the values of the key parameters). By studying this problem we are able to obtain an upper bound on performance for algorithms using For simplicity we consider the case where r zg = 0. In this case, (40) can be simplified to (using the results from [24] )
The equation for the probability of false alarm follows by setting κ = 0. To determine the optimum STAP algorithm for a given set of parameters, we will calculate the derivative of the probability of detection with respect to α, set it equal to zero, and solve for α.
Note that the probability of false alarm, P F A , and the probability of detection, P D , are both functions of α and γ. Thus, there is a function Q such that γ = Q −1 (P F A , α). The function Q may be used to express the probability of detection as only a function of α
since P F A is a constant. By using the standard rules of calculus for the derivative of a product, the derivative of the probability of detection with respect to α may be written as
Notice that the dependence on α in (45) is through τ . Since T 2 in (46) does not depend on τ , the derivative of T 2 with respect to α is zero and the first term of (49) may be expressed as
After determining the derivative using the rules of calculus and manipulating the result using standard algebra, (50) becomes
The same logic is used to obtain
For fixed values of SSNR, P F A , and the key parameters, we may easily calculate a lookup (53) to determine the derivative of the probability of detection with respect to α. Therefore, we are able to set (49) equal to zero and solve numerically for α. In each case we tried, we found there was only one root. Therefore, in these cases the calculated value of α describes the optimum STAP algorithm for the given set of key parameters. The performance of this algorithm may be used as an upper bound on performance of any algorithm described by (1) and (2). Figure 5 illustrates two examples of the probability of detection vs. α for a given set of key parameters. The values of the other key parameters are given in the figure caption. In each case, the circles denote the value of α calculated using (49). Figure 6 provides an example of the AMF and the GLR algorithm in comparison to the calculated upper bound while the parameter V ar{g} is varied. In this case the optimum algorithm of the form in (1) and (2) uses a value of α which changes with V ar{g}. Each point on the curve corresponding to the bound in Figure 6 uses the optimum α for the given value of V ar{g}.
VI. Conclusion
In this study we considered the performance of a set of CFAR STAP algorithms in non-stationary environments. Exact equations were derived for both the probability of detection and probability of false alarm for cases where the covariance matrix of the test cell is mismatched with the covariance matrix of the reference cells. Steering vector mismatch was also considered. The equations provided show that performance of the STAP algorithms considered depend on only a few parameters in these cases. A numerical analysis of the impact on performance due to variations in these parameters was presented.
Physical interpretations of these parameters were given. Additional uses of these equations were illustrated, including determining the optimum STAP algorithm based on (1) and (2) . Future research interests include using these equations to study robustness of STAP algorithms in mismatched environments and to describe knowledge based STAP algorithms [33] , [34] .
A. Derivation of (31)
Define w j = x j + iy j , ω j = ω Rj + ω Ij , and µ j = µ Rj + iµ Ij so that we may write the characteristic function of (29) 
To obtain (55) from (54), we define µ Rj and µ Ij such that µ Rj = − 2itφ j ω Rj (1 − 2itφ j ) and µ Ij = − 2itφ j ω Ij (1 − 2itφ j ) .
The integrands in (55) may be further manipulated to obtain (1 − 2itφ j ) −1 e 2itφ j |ω j | 2
where we have inserted the values for µ Rj and µ Ij given in (56).
B. Derivation of (37) P r p < s 1 s 2 ≤ p + dp|g, H 1 = f P |G,H 1 (p|g, H 1 )dp f S 1 ,S 2 |G,H 1 (ps 2 , s 2 |g, H 1 )s 2 ds 2 dp
f S 1 |H 1 (ps 2 |H 1 )f S 2 |G,H 1 (s 2 |g, H 1 )s 2 ds 2 dp. (58)
