Abstract-We consider the estimation of the number of hidden states (the order) of a discrete-time finite-alphabet hidden Markov model (HMM). The estimators we investigate are related to code-based order estimators: penalized maximum-likelihood (ML) estimators and penalized versions of the mixture estimator introduced by Liu and Narayan. We prove strong consistency of those estimators without assuming any a priori upper bound on the order and smaller penalties than previous works. We prove a version of Stein's lemma for HMM order estimation and derive an upper bound on underestimation exponents. Then we prove that this upper bound can be achieved by the penalized ML estimator and by the penalized mixture estimator. The proof of the latter result gets around the elusive nature of the ML in HMM by resorting to large-deviation techniques for empirical processes. Finally, we prove that for any consistent HMM order estimator, for most HMM, the overestimation exponent is null.
I. INTRODUCTION
A. The Problem T HE order estimation problem for hidden Markov models (HMM) can be described in the following way. Let denote a fixed finite emission alphabet of cardinality . Let denote a finite set of hidden states. Assume that a random -valued sequence has been produced according to the following procedure: an -valued hidden Markov chain is first sampled for steps, providing a sequence of hidden states ; then for each from to , an observation is drawn according to a probability distribution that depends solely on the hidden state (i.e., the s are independently distributed conditionally on ). Henceforth the distributions will be called the emission distributions. The cardinality of the underlying state space is called the order of the HMM. The identification of from the sequence of observations is called the order estimation problem for HMM.
When the hidden state space has size , an HMM is completely defined by a transition matrix on the hidden state space , that is, by probability distributions over , and by an emission matrix, that is by probability distributions over . Letting (resp., ) denote the set of probabilities on (resp., ), the parameter space denoted by may be identified with An element of , together with an initial distribution on hidden state space defines a unique probability distribution on and taking marginals on (both spaces being provided with cylindrical -algebras). This probability distribution is sometimes called a hidden Markov source (HMS).
When the order of the HMM is known a priori, inference and compression problems can, in principle, be solved by maximum-likelihood (ML) estimation techniques [1] , [4] , [14] , [15] , [31] , [26] or by some related universal coding techniques [11] , [29] , [41] , [7] , [2] , [5] . But in many applications where HMM are used as a modeling device (see [35] and references therein), nature does not provide any clear indication about the right order of the model. According to McDonald and Zucchini [35] , "in the case of HMM, the problem of model selection (and in particular the choice of the number of states in the Markov chain component model) has yet to be satisfactorily solved." The recent tutorial paper by Ephraim and Merhav [18] presents the state of the art about HMM. The goal of this paper is to report significant progress in the direction of order estimation.
When dealing with the order estimation problem, a first difficulty is raised by identifiability issues. The distribution of the process of observations may be represented by HMM of different orders. To get rid of this problem, following an established tradition [20] , [33] , we agree on the fact that the order of is the smallest integer such that there exists some and some initial distribution on hidden states such that is distributed according to . Note that may not be unique. Anyway, up to a permutation, most of the elements in are identifiable (see [20, Ch . I] for a survey on those issues). Anorder estimation procedure is a sequence of estimators that, given input sequences of length , outputs estimates of the true order. Let us call the generating source and its true order. A sequence of estimators is strongly consistent with respect to and initial distribution , if -almost surely, the sequence converges toward . If the true order is , is said to overestimate the order if and to underestimate the order if . The analysis of HMM order estimation has been influenced by the theory of universal coding and by the theory of composite hypothesis testing. The first perspective provides a convenient framework for designing order estimator, while the second provides guidelines in the analysis of the performance of order estimators.
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B. Code-Based Order Estimators
The order estimation procedures investigated in this paper have been considered previously in the literature [38] , [39] , [36] , [20] , [48] , [28] , [33] , [21] , [2] , [10] , [9] . Adopting the terminology coined by Kieffer in [28] , they fit into the category of code-based estimation procedures. The pervasive influence of concepts originating from universal coding theory in this area should not be a surprise. Recall that by the Kraft-McMillan inequality [6] , a uniquely decodable code on defines a (sub)-probability on , and conversely for any probability distribution on , there exists a uniquely decodable code for such that codeword lengths are proportional to logarithms of probability. Henceforth, the probability associated with a code will be called the coding probability, and the logarithm of the coding probability represents the ideal codeword length associated with the coding probability.
Code-based order estimation procedures may be sketched in the following way. Assume that for each sample length , for each , denotes the coding probability associated with a uniquely decodable code from on . The coding probabilities are assumed to form a sequence of universal coding probabilities for . That is, for any source from Henceforth, will denote a nonnegative function of and . A code-based order estimation procedure is defined as follows:
(1)
If
, the code-based order estimation procedure implements the minimum description length (MDL) procedure introduced and illustrated by Rissanen [38] , [39] , [2] . Note that the code-based estimators investigated in [36] , [20] , [48] , [28] , [33] , [21] , [2] , [10] all use nontrivial penalties to enforce strong consistency or some other property.
The first question raised by code-based estimation procedures is as follows: for a given sequence of universal coding probabilities, what kind of penalties warrant strong consistency? In [28] , Kieffer describes a strongly consistent order estimator based on Shtarkov normalized ML (NML) codes [41] , [2] , [5] (see Section II). For a fixed value of , the penalties used in [28] grow exponentially fast with respect to . In [33] , Liu and Narayan describe a strongly consistent order estimator based on Krichevsky-Trofimov mixtures [11] , [29] (see Section II). For a fixed value of , the penalties that are implicit in the presentation of [33] grow like a cubic polynomial with respect to . But strong consistency is only proved under the promise that the true order is less than some a priori upper bound. In [33] , a strongly consistent version of the order estimation procedure described in [48] is also presented. Again, consistency is proved under the promise that the true order is less than some a priori upper bound.
C. Error Exponents
As pointed out in [42] , under many circumstances, the definition of consistency is too weak to be useful. Here comes the testing theory perspective. As a matter of fact, the order estimation problem is intimately related to the composite hypothesis testing problems (see [36] , [48] , [34] , [33] ). If we have a consistent sequence of order estimators, we should be able to manufacture a sequence of consistent tests for the following question: "is the true order smaller than ?" This paper, as well as the aforementioned literature [20] , [33] , [21] , [36] , [48] , [34] , is interested in Bahadur relative efficiency (in the parlance of asymptotic statistics), or in error exponents (in information-theoretical language) which have proved to be relevant measures of asymptotic relative efficiency.
Let us describe this framework in more detail. The two hypotheses may be defined as , the order is smaller than , and , the order is . Note that we face nested composite hypotheses. We want the test to reject when the true order is and to accept when holds. The region on which the test rejects hypothesis is called the critical region. The power function of the test maps sources toward the probability of the critical region If for all of order smaller than , and for sufficiently large , , the test is said to be asymptotically of level . The difficulty consists in finding a test with asymptotic level , and such that tends toward for all sources of true order greater than or equal to . A sequence of tests with level is said to achieve error exponent (Bahadur efficiency) if for all sources of true order equal to and for all sources of true order smaller than
As pointed out many times in the literature [36] , [48] , [33] , [21] , [8] , [19] , [34] , this (classical) framework generalizes the usual Neyman-Pearson setting. Hence, it is natural to wonder whether some generalized likelihood ratio test is efficient in this setup (see [46] , [19] , [34] for more general discussions on this issue). As a matter of fact, the code-based order estimators discussed above are intimately related with ML techniques, and investigating the optimality of the error exponents achieved by those code-based order estimators will turn out to be equivalent to analyzing the optimality of generalized likelihood ratio testing.
In [33] , Liu and Narayan already prove that a consistent codebased order estimator achieves positive underestimation exponents, but they leave open the determination of the optimal underestimation exponent. Overestimation exponents may be defined in an analogous manner, but up to our knowledge, no consistent HMM order estimator with nontrivial overestimation exponent has ever been reported in the literature. However, while this paper was submitted for publication, Kudhanpur and Narayan [30] proposed an order estimator for a special class of HMM which was proved to achieve the best underestimation exponent. Our result applies to general HMM.
D. Lessons From Related Problems
To understand what is at stake, we may learn from two simpler settings for the nested composite hypothesis testing problem: the independently and identically distributed (i.i.d.) case, and Markov order estimation.
In [8] Despite their apparent similarity, the Markov order and the HMM order estimation problems differ significantly. The Markov order estimation problem is actually very close to the i.i.d. case. For a given order , the ML estimate of the parameter for Markov chains depends on a finite-dimensional sufficient statistics: the empirical distribution of transitions of order . In the HMM setting, no such sufficient statistics for MLs are known (see, for example, [34, Sec. 4 
]).
When analyzing the behavior of code-based order estimators for HMM, we face a difficulty that plagues many traditional statistical problems (see, for example, [13] , [42] , [43] and references therein). We aim to analyze the behavior of the minimizer of some empirical criterion (M-estimator) though we have neither a closed-form expression for this minimizer nor any efficient algorithm for computing it. This situation usually prompts the use of empirical process methods (see again [13] , [42] , [43] , and references therein). As error exponents are usually analyzed using large-deviations techniques [12] , [46] , the determination of the optimal underestimation exponents for HMM order estimation will rely heavily on large-deviations theorems for likelihood processes.
E. Organization of the Paper
The paper is organized as follows. In the next section, we formally define the aforementioned order estimators and introduce some important notions including the extended Markov chains device associated with HMMs and Krichevsky-Trofimov mixtures. In Section III, we first derive the consistency of the penalized code-based order estimators (Theorem 2). Then we turn to the main topic of the paper: error exponents. An appropriate version of Stein's lemma (Theorem 3) provides an upper bound on the possible underestimation exponents. Then, the optimality of the penalized code-based order estimators with respect to the underestimation exponent is assessed (Theorem 4). The section is concluded by another version of Stein's lemma concerning overestimation exponents (Theorem 5). This last theorem asserts that for each consistent order estimator, for each order , the set of parameters of HMMs of true order which have a positive overestimation exponent has Lebesgue measure in . In Section IV, we provide the detailed proof of the optimality of the penalized code-based order estimators with respect to the underestimation exponent.
II. DEFINITIONS AND BACKGROUND

A. General Conventions
Each HMM of order is defined by a transition kernel where denotes the probability of transiting from state to state and an emission distribution where denotes the probability of observing when in state . The set denotes the set of HMM of order having an ergodic transition kernel . The associated stationary probability on hidden state space is denoted by or if there is no ambiguity. And for , denotes the set of HMM of order such that for all and , and are lower-bounded by . (Notice that is not for .) An HMM together with an initial distribution defines a probability on
In the whole text, we assume that defines an ergodic Markov chain on (and also on ) with unique stationary law on (and also a unique stationary law on ). In the sequel, the log likelihood of a sequence of observations under will play a distinguished role. It can be immediately written as (2) In the paper, we will consider vectors of log-likelihoods , where , are elements of (3) Remark 1: When is omitted in the denotation of the probability or in the log likelihood for a , the initial is assumed to be the (unique) stationary distribution of . That is,
and similarly (5)
B. The Likelihood Process
Let and belong to , then let be defined by (6) where we assume , , and Then, according to [33, Lemma 2.6] , for all , for all and for all (7) If denotes an initial distribution, then
An immediate consequence of this equicontinuity property and of the Arzela-Ascoli theorem [12, Theorem C.8] is the following proposition.
Proposition 1:
Let denote some initial distribution on . For any , the set of real functions from to indexed by ( and defined by is totally bounded with respect to the topology of uniform convergence (that is the sup-norm topology).
This implies that the sequence of log-likelihood processes indexed by is uniformly tight (that is, for each , there exists a compact set that has probability larger than with respect to all the distributions of the processes , see [17] for more informations about this notion) and exponentially tight (that is, for each , there exists a compact set that has probability larger than with respect to all the distributions of the processes , see [12] ) with respect to the topology of uniform convergence. Thus, in order to establish either the convergence in distribution or a large-deviations principle for the sequence of log-likelihood processes indexed by , it is sufficient to check convergence in distribution or large-deviations principles for finite-dimensional distributions.
C. The Extended Chain
As pointed out in the Introduction, we will need to establish limit theorems (large-deviation principles) for log-likelihood processes. The large-deviations literature reports many large-deviations principles for functionals of the empirical measure of Markov chains. In order to derive large-deviations principles for log-likelihood vectors and processes, it will be convenient to represent or as an additive functional of an extended Markov chain. This approach has proved successful when establishing the asymptotic normality of ML estimators [31] , [14] . The prediction filter parameterized by is defined as the conditional probability under of the hidden state given the initial distribution and the sequence of past observations . The extended chain has state space . Note that the law of the extended chain depends on both and . Namely, evolves according to , but is a deterministic function of and which is parameterized by (8) this is summarized by the notation The transition kernel of the extended Markov chain defined by and can thus be written as And as announced, the log likelihood with respect to and initial distribution , can now be written as an additive functional of the extended Markov chain [31] (9)
Here, stands for the scalar product in where is the number of Hidden states of .
If and are irreducible, the extended Markov chain can be shown to have a unique stationary distribution and to be geometrically mixing [31] .
Note that it is possible to consider tuples of parameters instead of a single parameter . The multiply extended chain is defined in a similar fashion, letting denote the th value of the prediction filter associated with parameter
Overloading notations, we let denote the Markov chain on induced by and
D. Information Rates
Information divergence rate distances show up in the characterization of error exponents. Their definition is based on the notion of relative entropy or Kullback-Leibler divergence between two probability distributions and which is defined as if is absolutely continuous with respect to , and infinite otherwise. If now and denote two possible distributions for a process , let (resp., ) denote the distribution of under (resp., ). Then the asymptotic relative entropy rate or divergence rate between those two processes is denoted by and defined as (10) if the latter limit exists. The Shannon-Breiman-McMillan theorem [20] , [32] , [7] warrants that when and define irreducible HMMs, the information divergence rate distance is well defined.
Theorem 1:
Let denote a discrete-time process on the finite alphabet . Let us assume that under law , is stationary ergodic and that under law , is a stationary ergodic HMM. Moreover, let us assume that for all , the th marginal of is absolutely continuous with respect to the th marginal of . Then is well defined and -almost surely
We collect here further results that will allow us to deal with possibly nonirreducible HMMs and that will prove crucial in the analysis of error exponents.
Let us first mention an easy consequence of the exponential forgetting and geometric ergodicity of the extended Markov chain [31] , [14] .
Lemma 1: Let and denote two irreducible HMMs, then for all initial distributions and on the hidden state spaces of and , -almost surely
In the sequel, we will need bounds of , where is a stationary but possibly nonergodic HMM, while defines an irreducible HMM. Those bounds can be derived thanks to the following folklore lemma. For the sake of self-reference, a proof of the lemma is included in Appendix II. On the other hand, the reverse inequality comes from the convexity of the relative entropy with respect to its arguments; for each
It is enough to take to infinity, to complete the proof of the lemma. Following Kieffer [28] , the definition of can be extended to nonirreducible HMM. Let denote a stationary HMM. Let denote a possibly nonirreducible HMM (11) We need to check that this definition is consistent with the previous definition of when is irreducible. When is irreducible, this follows from the exponential forgetting property of the prediction filter associated with (see [15] ) which asserts that there exists a constant such that for all , for all initial distributions An immediate consequence of the exponential forgetting property is When is not irreducible, applying the same line of reasoning to each ergodic component leads to the desired result.
The following lemma will be helpful in the determination of error exponents.
Lemma 4:
Let denote an irreducible HMM and the stationary distribution on the hidden state space under . Let denote an irreducible HMM Proof: By Fekete's subadditivity lemma (see, for instance, [12] ), the proof boils down to checking that is super-additive. We have where comes from the chain rule for relative entropies, comes the convexity of relative entropy with respect to its arguments (see [6] for finite alphabets or [16] in general), and comes from the fact that for every initial distribution on the hidden state space of is another distribution on the hidden state space of and on the fact that This representation of the information divergence rate as a supremum provides an easy proof of the following lemma.
Lemma 5:
Let and denote two sequences of irreducible HMMs, converging toward and . Assume is irreducible, then
Proof: Let denote a fixed integer. First note that for each , , is attained for some . Indeed, belongs to a compact set, and is convex with respect to .
Consider a converging subsequence with limit , then for that subsequence, we have As Kullback-Leibler information is lower-semicontinuous with respect to its arguments, we get that over the subsequence From this, the lemma follows.
The following lemma is a consequence of [28, Propositions 1 and 2].
Lemma 6: Assume that defines a stationary HMM with true order , then for any smaller than where the infimum is taken over transition and emission kernel.
The following lemma is a consequence of Lemmas 3-5. 
E. Code-Based Order Estimators
Two universal coding probabilities have played and still play a distinguished role in HMM order estimation: the NML distribution and the Krichevsky-Trofimov mixture (see, for example, [5] , [2] for general overviews of those two coding distributions).
The NML probability of string with respect to model is defined by (13) where is defined by
The stochastic complexity of with respect to is defined as [2] . Given the known hardness of computing ML estimates in HMMs, Liu and Narayan [33] have explored the potential of other universal coding techniques. Krichevsky-Trofimov mixtures form the natural contenders to NML codes. Those mixtures rely on Dirichlet priors on . Assume for a moment that a HMM is defined by the transition matrix and the emission matrix , the Dirichlet density on is defined as for stochastic matrices and , and elsewhere. Here, denotes the function, that is, the function that interpolates factorial numbers
The Dirichlet prior is actually a product of Dirichlet -densities. The Dirichlet prior defines the Krichevsky-Trofimov mixture distribution on for measurable sets , where denotes the uniform probability over . The NML and Krichevsky-Trofimov mixture distributions enjoy remarkable properties (see [2] ).
Lemma 8:
For all , for all larger than (14) where for , may be chosen as
The proof of the first inequality goes back to Shtarkov [41] . The proof of the second inequality for HMMs goes back to [7] . Variants of the result have been used in [20] , [33] . A justification of the choice for is given in the Appendix.
Remark 2:
Notice that results based on upper bounds on pointwise redundancy of universal coding are specific to finite alphabets. When the emission alphabet is infinite, the ML ratio is unbounded, and its growing rate is still an open question, see [22] . In [23] , results on penalized likelihood are given to obtain a weakly consistent estimate for the order in the infinite case.
The penalized code-based order estimators are defined by plugging either or instead of in (1) Remark 3: Bayesian information criterion (BIC) estimators form a special instance of penalized NML order estimators. BIC estimators choose the order that minimizes
The criterion slightly but significantly exceeds the NML code length. A BIC estimator may thus be regarded as penalized NML estimator where the penalty depends only on (see [2] and references therein for more discussion on the asymptotic behavior of ).
Remark 4: Restricted versions of penalized NML estimators perform minimization in the range
, where is as before an a priori upper bound on the true order.
Remark 5:
The order estimator defined in [33] is not strictly speaking a penalized estimator. It is formally defined as
III. MAIN RESULTS
A. Consistency
We will first establish that NML and mixture-based order estimators do not overestimate the order eventually almost surely even if we do not assume any a priori upper bound on the true order . Strong consistency will be a consequence of Theorem 2 and Theorem 4, which deals with underestimation probability. This is stated in Corollary 1.
Theorem 2:
If for some positive (15) for a function increasing in for all , then for any stationary ergodic HMM of true order , both and eventually -almost surely do not overestimate the order of .
The proof of the Theorem is given in the Appendix.
Remark 6: This theorem should be compared with earlier consistency claims [28] , [33] . In [28, Theorem 2], the consistency of a family of penalized ML order estimators for the HMM order estimation problem is established, but penalties have to grow exponentially fast with respect to model order, that is, This means that Theorem 2 represents a step forward on the way toward the identification of the smallest penalty that warrants consistency.
Motivations for tuning penalties may be summarized in the following way: the larger the penalties, the smaller the overestimation error; the smaller the penalties, the smaller the underestimation error. Guidelines for the choice of penalties are provided by the following observation: in order to avoid overestimation, should be larger than the typical (average) value of . Determining the smallest penalties that would warrant strong consistency would be equivalent to getting a thorough understanding of the behavior of the sequence . Such a precise description of the likelihood processes has still to be obtained as far as HMMs are concerned.
In a model selection setting (see Bartlett, Boucheron, and Lugosi [3] and references therein), using small penalties tends to limit the approximation bias while large penalties tend to limit the estimation bias. As the latter is often stochastically smaller than the former, small penalties provide an interesting tradeoff.
In a data-compression setting, a strongly consistent order estimator for HMM, when coupled with an arithmetic coder fed by a universal code for the estimated order defines a universal coder that achieves asymptotically minimax redundancy per symbol in the class of all HMM (that is, the redundancy achieved by such a universal coder is of the same order of magnitude as if the encoder had been told in advance about the true order of the source). This is especially relevant in the case of HMM, since, in that setting we are not aware of the existence of an aggregation mechanism comparable to the context-tree-weighting algorithm [44] that allows to implement efficiently a double-mixture coder for Markov sources of arbitrary order.
Remark 7:
In [10], Csiszár and Shields answer a question raised in [28] and prove the consistency of the BIC criterion for the Markov order estimation problem and the nonconsistency of the MDL order estimators based on NML and Krichevsky-Trofimov (KT) codes for this problem. This seems to identify the minimal penalty that can be used in the Markov order estimation problem. The analogous questions for HMMs remain open.
The Markov order estimation problem also provides an opportunity to discuss the following important issue: does the availability of an a priori upper bound on the true order influence the range of possible penalties that enable consistent order estimation.
According to a recent result [9] , in the Markov order estimation problem, the availability of an a priori upper bound on the true order allows to dramatically decrease penalties while preserving consistent order estimation: availability of an a priori upper bound allows to prove the consistency of order estimators that are based on code-length minimization (according to the MDL principle proposed by Rissanen [38] , [39] ).
B. A Version of Stein's Lemma
The next theorem is an extension of Stein's lemma to the HMM order estimation problem. It is motivated in the same way as [21, Theorem 2] , where a similar statement is proved for the Markov order estimation problem. Theorem 3 aims at determining the best underestimation exponent for a class of order estimators that ultimately overestimate the order with a probability bounded away from . and , using (12) and taking to zero, the theorem follows. (We only get a logarithmic equivalent, since we have no uniform upper bound on .)
C. The ML and Mixture Estimators Achieve Optimal Underestimation Exponent
Theorem 3 provides a strong incentive to investigate the error exponent of the order estimators that have been proposed in the literature, that is, to settle the question raised by Lemma 4.3 from [33] .
Theorem 4:
If is nonnegative and for each , as , the penalized NML order estimator and the penalized mixture order estimator achieve the optimal underestimation exponent The proof of this theorem which is rather technical is postponed to the next section. Combining Theorem 4 and Lemmas 11, 12, 13, and 6, we get the following consistency result. The last theorem shows that no consistent estimator may have nontrivial overestimation exponent. , then an equivalent representation of the HMM can be found in (see [33] ). Classical results on HMMs going back to [37] (see [20, Ch. 1] for the relevant material) assert that the subset of formed by HMMs of true order is dense in with respect to the Euclidean topology in . Now viewing as an element of , it follows that there exists a sequence of elements of true order that tends toward with respect to the Euclidean topology in and such that where is defined by (6). Thus using (7), for all and taking expectation with respect to and limit with respect to
We finally get that
The change of measure argument that proved effective in the proof of Theorem 3 can now be performed for each HMM , and this terminates the proof of Theorem 5.
Remark 8:
A similar result concerning Markov order estimation is presented in [21, Proposition 1] . In both cases, in the parameter space, the set of processes of order may be considered as a subset of the set of processes of order with empty interior.
IV. A LARGE-DEVIATIONS PRINCIPLE (LDP) FOR THE LIKELIHOOD PROCESS IN HMMS
Since in the HMM context, the ML does not have a simple expression, in this section, we characterize the large deviations of the log-likelihood process indexed by where . For the sake of self-reference, let us recall here the definition of a large-deviations principle for probability measures on a topological space . Note that in this text, we will consider many different spaces .
The following Lemma is the cornerstone of our argument. Relying on classical theorems from large-deviations theory [12] , [16] , it asserts that the empirical measure defined by the extended chain induced by a tuple of parameters satisfies an LDP. Here, the topological space is the set of probability measures on provided with the topology of weak convergence. Recall that the set of probability distributions on a compact space is also compact when provided with the topology of weak convergence. As provided with the product of the discrete topologies and of the topology of weak convergence is compact, our space is also compact. 
The LDP is satisfied uniformly with respect to initial conditions (initial state , initial values of prediction filters). b) Under , the sequence of likelihood vectors satisfies an LDP with the good rate function for all (18) c) The infimum in the definition of is attained by some transition kernel over , . Moreover defines a hidden Markov chain on , that is, there exists a transition matrix on and an emission matrix on such that Remark 9: Note that the notation is overloaded. This is intentional to stress the fact that the rate function for the likelihood vector is obtained by contraction from the rate function for the empirical measure.
Remark 10: In (18), the prediction filters are meant to be distributed according to the stationary distribution of the extended chain defined by and .
In order to prove Lemma 9, we will need to check that the extended chain defined by and satisfies the Feller continuity condition (see [16, Condition 8.3 
.1]).
Criterion 1 [Feller Continuity]:
The function mapping toward is continuous in the topology of weak convergence. Proof: We first prove part a) of Lemma 9. The extended chain satisfies the Feller continuity condition. As and are finite sets, the only thing that has to be checked is the continuity with respect to the prediction filters. Fix and in . Let denote a sequence of vectors of prediction filters converging toward . Let denote a bounded continuous function from to . Then where is defined component-wise by (8) . As for some , and as are probabilities over , the denominator in the definition of is uniformly bounded away from , hence, for all and , is continuous with respect to . This is enough to prove the Feller continuity of the extended chain if . Uniformity with respect to initial conditions in the large deviations upper bound holds because of the compactness of the state space and of [16, Theorem 8.4.3, part b) ].
Let us now prove part b) of Lemma 9. The distribution of under and the extended chain are identical. Moreover, is a vector-valued additive functional of the extended chain.
As 's are assumed to belong to for some , the function that maps the empirical measure of the extended chain toward the likelihood vector is continuous with respect to the empirical measure of the extended chain.
As the state space of the extended chain is compact, by the contraction principle and by [16, Theorem 8.4.3] , the sequence satisfies the LDP with the good convex rate function described in the statement of the lemma.
Let us now prove part c). Let be such that . Let denote a sequence of probability distributions on such that (19) for all , and such that
Thanks to the compactness of the state space and hence of the set of probability distributions on the state space, such a sequence has an accumulation point that satisfies conditions (19) and . Then by [16, Lemma 8.5.1, clause (c)], there exists some transition kernel such that is the invariant measure associated with , and (20) It remains to prove that the transition kernel actually defines an HMM on . Note that -almost everywhere has to be finite. Hence, for all -almost everywhere, we have if for some . Hence, not too surprisingly, under , the next value of the prediction filters is determined by the current value of the prediction filters and the observation. Therefore, we may write It remains to check that under , conditionally on , the distribution of is independent of . Let us define an HMM by choosing Let denote the transition kernel on defined by this HMM. This HMM has stationary distribution . Moreover This is a consequence of the convexity of the relative entropy with respect to its arguments where follows from rewriting and from the fact that is the stationary distribution of ;
follows from the definition of and from the nonnegativity of the conditional entropy of relative to ; just consists in rearranging summations in the first summand;
follows from the convexity of relative entropy with respect to its first argument applied to the first summand and from the definition of . Hence, we may choose to check the last part of the lemma. Lemma 9 constitutes the basic step in the proof of the following functional LDP. , emission distribution , and stationary probability for the extended chain, such that for all where the distribution of the prediction filter associated with is the stationary distribution of under the extended chain defined by and . Moreover, for some in and a stationary distribution for the extended chain (21) Notice that is well defined even if is not ergodic, thanks to Lemma 3.
The proof of Theorem 6 is obtained from Lemma 9 in two steps through Lemma 10. Inequality (21) comes from the decreasing of the entropy rate when taking marginal distributions of processes.
Lemma 10: For any of true order , for any , for any , the sequence of likelihood processes indexed by satisfies the LDP with good convex rate function where the space of likelihood processes is endowed with the topology of pointwise convergence.
Moreover, if is such that , then there exists an HMM with transition kernel , emission distribution , and stationary probability , such that for all where is the prediction filter associated with and
Proof: The space of likelihood processes provided with the topology of pointwise convergence is the projective limit of the set of likelihood vectors. The first part of the lemma follows immediately from Lemma 9 and the Dawson-Gärtner theorem [12] .
Let us now establish the second part of the lemma. Let denote a real function on such that . Consider a dense countable subset of
Let
. By Lemma 9, for each there exists an HMM on with stationary probability such that i) for each where the distribution of is the stationary distribution of the prediction filter for the extended chain defined by and ;
ii)
Now note that and define a probability on the (infinite) product space
The first marginal on and the second marginal are identical and defined by and the distribution of the second component conditionally on the first one is defined by and the Baum equations associated with the filters. Conversely, this probability completely defines and . By Tychonov's theorem, the infinite product space is compact under the product topology. The set of probabilities under that space is also compact. Hence, one may extract a converging subsequence from the sequence of the joint laws . Let denote the limiting distribution over . Then, the two marginals of have the same distribution which is an accumulation point of the sequence . Under , for each , is determined by and through the Baum equation. Moreover, defines an HMM on ; to check this, it is enough to check that under , is independent from conditionally on . And for all (22) and (23) Assertion (23) holds because of the lower semicontinuity of the relative entropy.
Finally, note that thanks to the equicontinuity (see (7)) properties of the sample paths of the likelihood processes indexed by , any sample path satisfying is continuous [12, Lemma 4.1.5] . The assertions are extended from to by continuity.
We need to prove Theorem 6 since the supremum is not a continuous function of the sample paths under the topology of pointwise convergence.
Proof of Theorem 6:
In order to prove part a) of the theorem, it is sufficient to observe that under the topology of uniform convergence, the sequence of distributions of likelihood processes is exponentially tight. By Proposition 1, those distributions have actually compact support. Then part a) of the theorem follows immediately from Lemma 10 by the inverse contraction principle (see [12] ).
The proof of part b) of Theorem 6 follows from part b) of Lemma 10.
The next corollary now follows from Theorem 6 by the contraction principle [12] since the supremum is a continuous functional with respect to the uniform topology.
Corollary 2:
Under the assumptions of Theorem 6, the sequence of normalized ML ratios satisfies an LDP with the good convex rate function Moreover, if , the infimum in the above definition is achieved and there exists some , with a stationary distribution for the extended chain such that for all and
We are now equipped to prove Theorem 4.
Proof of Theorem 4:
First of all, recall that the LDP we use are satisfied uniformly with respect to initial conditions, and limit values in the law of large numbers for the likelihoods do not depend on the initial distributions, so that we will assume, without loss of generality, that initial distributions on hidden states are uniform. (26) while (27) Now, if we could assert that , then we would be in a position to assert (28) Unfortunately, we are not able to take such a direct path toward the result, since we are not able to prove that does belong to . Nevertheless, we may assume that is irreducible, since otherwise, by Lemma 3, we would be able to assert that there exists some such that
We will prove that is close to in the Kullback-Leibler sense.
Claim 1:
There exists such that (29) Let be such that (30) Recall that is nothing but
In order to achieve our goals, we will relate the limiting value of and the supremum of over . Following a line of reasoning described in [33, proof of Inequality (3.1)], we may define a modification of that belongs to , by suitably using the maximum entry in each row of the stochastic matrices and to compensate for those entries less than . For all , we have Now recall that for any in , by the exponential forgetting property of the prediction filter (see Lemma 1), as is assumed to be irreducible and hence stationary ergodic (31) Hence (32) Now, by (30) and by (26) and (31) we get from (32) and (27) Now choose , take toward , and extract a subsequence such that converges to some in . Assume first that is irreducible. One has on the subsequence and by Lemma 5 thus, By Lemma 6, this entails . Hence, either is reducible or it belongs to . Note that by Lemma 5, we also have Hence, (33) Repeating this reasoning for all , and taking the union bound terminates the proof of Theorem 4.
Remark 11:
It is instructive to compare the proof of Theorem 4 and the proof of analogous statements in the context of multiple hypothesis testing for i.i.d. samples (see, for example, [8, Theorem III.2] ). There, the hypothesis to be tested is whether some distribution over some finite alphabet belongs to some subset of . There, the analog of an underestimation error consists in asserting that belongs to while . The associated error exponent has the form . The proof amounts to noticing that the type of the sample which actually realizes the ML has to be in . Here resorting to large deviations argument allows to mimic that line of reasoning: and provide together an ersatz of ML estimates, and the proof reduces to checking that the ersatz belongs (asymptotically) to the small set .
APPENDIX I PROOF OF LEMMA 8
The proof follows the proof given in [33, the Appendix], except that we use the following bounds on the function that may be found in [45, p. 253] . Those bounds extend the Robbins-Stirling approximation for the factorial. For all (34) The first summand does not exceed [33, citing Davisson et al., 1981] The last quantity can be upper-bounded using (34) For each , the term in the second summand can be upperbounded by which can again be upper-bounded using (34) APPENDIX II PROOF OF LEMMA 2 A basic result in the theory of finite-state Markov chains asserts that the set of states may be partitioned into a set of transient states and irreducible classes of states such that two states from different classes do not communicate, and any pair of states from the same class do communicate. The number of irreducible classes correspond to the multiplicity of the Perron-Froebenius eigenvalue of the Markov chain. For each irreducible class (say of index ), there exists a unique probability on the states from that class that defines an eigenvector of the Markov chain with associated eigenvalue . Note that the restriction of the Markov chain to the th irreducible class defines an ergodic Markov chain on the th class of states. Moreover, each invariant probability distribution on the whole state space can be represented in a unique way as a convex combination of the 's.
Thus, as a stationary distribution on is completely defined by ; it is represented in a unique way as a finite combination of into stationary ergodic Markov chains with with and for all .
APPENDIX III PROOF OF THEOREM 2
The proof of Theorem 2 is immediate from Lemmas 11-13. The proof of the first two lemmas parallels the second part of the proof of the consistency of the BIC Markov order estimator [10] , or the proof of the conditional consistency of the mixture estimator described in [33] .
Lemma 11: If for each , the sequence of penalties satisfies (35) then, for any stationary ergodic HMM of true order , eventually -almost surely, we have both and Let us first establish a technical proposition. comes from the definition of code-based order estimator, comes from the application of Lemma 8 to , and from the fact that is just rewriting, and follows from the fact that is a probability distribution.
In [10] , the proof of the analog of Lemma 11 uses the intimate relationship between empirical types of order and ML in model to reduce the proof of consistency to a strong ratiotypicality theorem. Here, we will take advantage of the properties of the Krichevsky-Trofimov mixture to avoid resorting to type-theoretical arguments. Our proof actually revisits [ 
Proof [Lemma 11]:
In order to establish the lemma, by the first Borel-Cantelli lemma, it is enough to show that or by the union bound Let denote again either or . Using (36) from Proposition 2, we just need to check that As is upper-bounded, it is enough to have (37) which holds under the condition of the lemma.
Note that the condition in the lemma is satisfied if does not depend on and depends quadratically in . 
