Verification Points for Self-adaptive Systems  by Phillips, Brian & Blackburn, Mark
 Procedia Computer Science  36 ( 2014 )  118 – 123 
1877-0509 © 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of scientific committee of Missouri University of Science and Technology 
doi: 10.1016/j.procs.2014.09.047 
ScienceDirect
Available online at www.sciencedirect.com
Complex Adaptive Systems, Publication 4 
Cihan H. Dagli, Editor in Chief 
Conference Organized by Missouri University of Science and Technology 
2014- Philadelphia, PA
Verification Points for Self-Adaptive Systems
Brian Phillipsa, Mark Blackburna
aStevens Institute of Technology, Castle Point on Hudson, Hoboken NJ 07030, USA
Abstract
Verification of self-adaptive systems is a key area of research within the adaptive systems community. Self-adaptive systems change over time.
These changes are frequently based on a stimulus from the outside environment. Adaptive systems may learn how to adapt in real time. The 
unstable nature of adaptive systems present challenges to testers. This is especially true when portions of an adaptive system achieve a stable 
testable state, and other portions do not. This study researches how to identify stable states within a Bayesian self-adaptive system. This paper 
presents an example self-adapting robot system whose function is avoiding obstacles within a simulation environment. It contains a static non-
avoiding simulated robot, a rule-based obstacle avoiding robot, and a self-adapting simulated robot. The paper describes the performance different 
simulated robots and compares them against one another. This research analyzes the emerging set of Bayesian posterior probabilities in order to
discover the point in time where the self-adaptive robot system achieves homeostasis. Engineers may use this point to execute verification or 
validation processes with minimal fear that new adaptation will interfere with results.
© 2014 The Authors. Published by Elsevier B.V. 
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1. Introduction
This research seeks to identify points in time where a self adaptive learning system achieves sufficient stability to be reliably
tested. The core capabilities associated with this research apply to many types of Dynamic Data Driven Applications Systems 
(DDDAS) [2], including intelligent infrastructure, smart grids, robotic surgery as well as autonomous vehicles for the United States 
Department of Defense (DoD) and the National Aeronautics and Space Administration (NASA). This research complements and 
extends verification technologies that cannot address nonlinear behaviors for autonomously adapting systems. For example, the major 
barrier preventing the USAF from gaining more capability from autonomous systems is the lack of validation and verification (V&V) 
methods and tools [3]. NASA’s integrated technology roadmap states that the top technical challenge in Autonomy is verification of 
autonomous systems [4]. For the USAF, the systems are not only complex, but there are safety requirements that demand 
comprehensive V&V for these high integrity systems. System builders must understand and design not only the new adaptive 
behaviors; they must also integrate an understanding of when a system adapts and how that critical decision affects system 
performance.
Adaptive systems change their behaviors over time. A self-adaptive system seeks to learn about its environment and change itself 
to better accomplish its tasks. This learning process typically consists of discovering the effects of system changes over time.
Systems begin with little information, and may start with erratic behavior selection. The system eventually achieves stability. This 
point of stability is referred to as Homeostasis [1]. V&V engineers face a difficult challenge when the system is unstable. It is 
advantageous to identify points where the system or system components are stable enough to undergo rigorous test steps. This 
ensures that White Box, Black Box, and Regression testing can generate repeatable results.  
This paper presents a methodology to identify points in time where such opportunities exist. It uses a very simple obstacle 
avoidance simulation to represent the general problem.  
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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2. Approach
This research identifies points of homeostasis by measuring stability within an adaptive system. The adaptive system under study 
uses Bayesian Learning for adaptation. It learns how to avoid oncoming obstacles by associating an avoidance strategy with the 
direction of the oncoming obstacle. This paper compares the performance of such a Bayesian ALS against the performance of both a 
rule based avoiding system, and with a static robot. The static robot acts as a baseline to measure the performance of the other robots 
by. The static robot can be considered the worst case. Any robot doing worse than the static robot over time is increasing its 
probability of hitting an obstacle instead of decreasing that same probability.
The number of obstacle collisions over time is measured separately for each simulated robot. Those accumulated collisions are 
compared against each other along a temporal domain. This paper reports on the difference between collisions of each robot type and 
on the overall performance of each system over the entire temporal domain. This research is focused on highlighting the points of 
homeostasis within that same robot simulation. A Bayesian Collective Learning Automata (CLA) [1] calculates the posterior 
probabilities of each behavior with respect to incoming stimulus. Posterior probabilities are calculated using a weighted set of 
movement decisions paired with oncoming obstacle positions that caused it.
The raw counts of these pairings are used to generate a confidence measure. That confidence measure not only measures the 
statistical reliability of the posterior probability. The variance in that value also identifies the stability of the Bayesian decision 
matrix. This research examines the Bayesian Posterior Probability and the confidence value for each stimulus response pair over 
time. The research will show that at specific points in time, individual stimulus-response pairs will reach a point of stability. The 
analysis shows how the maturing behavior choices (signified by posterior probabilities and confidence values) significantly reduces 
the chaos within the overall adaptive system over time.
3. Related Work
The adaptive robot uses Bayesian probability to decide which behaviors are the best to execute when faced with some system 
condition, also referred to as a stimulus. Bayes rule is used by the adaptive robot to calculate a probability of a specific behavior 
resulting based on the relative location of an oncoming obstacle. Bayes rule [5] stipulates how to derive a conditional probability, 
also called a posterior probability, based on knowing the probability that two events will occur (the joint probability), and an assumed 
prior probability that one of those two events will occur at all. It has historically been used to reverse the calculation of dependent 
probabilities between multiple events. Several lesser detailed and more easily consumable examples of this approach exist in 
literature [6].
The adaptive robot determines the probability that a movement will result in a miss based on the direction of the obstacle, the 
position of the robot, and the selected avoidance strategy. The probability that a miss will occur is computed using the probability 
that a stimulus of the obstacle position results in a strategy, divided by the proportion of the occurrence frequency of that obstacle 
stimulus.
Cellular Automata [7] are small computing algorithms/machines that are self-contained within an environment. The original intent 
of these automata was to demonstrate how machines self-reproduce. These types of automata can also be designed to collect data, 
and change their behaviors based upon that same information. These learning automata [8] can independently change their own
behaviors as they encounter different environmental or internal conditions.
An agent-based [9] system is made up such automata. Agent-based systems contain multiple automata, referred to as “Agents”,
with multiple types. Each agent has an individual goal within the system and is responsible for specifying and implementing its own 
behaviors and communication logic. Multiple learning automata (or agents) interact within a common environment. Each agent can 
communicate to another, or change the common environment. This affects other agents within that same environment. Collective 
Learning Automata [10] use multiple agents that communicate, share, and utilize different behaviors to address complex learning 
strategies.
The study of obstacle avoidance provides a rich framework to explore how learning systems associate behavioral responses with 
stimulus data arriving into their system. Bayesian learning approaches are only one of several path finding and avoidance strategies 
that exist in literature. Researchers have used neural networks and genetic algorithms to find the best paths within a movement 
problem. Heuristic approaches [11] such as A* path planning, have also been used by researchers to determine optimum movement 
strategies for both real and simulated robots.
Obstacle avoidance learning algorithms need to tolerate dynamic conditions within their environment. This is critical to creating 
machines that can both be mobile, and can interact with the same world that humans inhabit. The problem of creating automated 
transportation is so important to the United States Government that the Defense Advanced Research Projects Agency (DARPA) has
funded and held multiple “grand challenge” competitions between autonomous ground vehicles [12].
Obstacle avoidance simulations offer several interesting advantages to researching adaptive system events, and the stability of the 
system over time. They provide a continuously operating environment that stimulates adaptive systems over time. The passage of 
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time can be changed to allow researchers to inspect the interior data of the system at a point in time, or to accelerate the simulated 
passage of time to improve efficiency. The problem of obstacle avoidance is not overly specialized. It is easier to communicate what 
is happening within the autonomous system when the recipient is familiar with common concepts and vocabulary.
Adaptive systems monitor their activities and state throughout their lifecycle. Run time verification methods demonstrate a path to 
integrate test and assurance into an adaptive system. These types of approaches frequently involve defining a model or meta-model of 
acceptable system states and behaviors. The system self-monitors its internal processes against this model [13]. Each behavior within 
the system is associated with the perceived state of the environment by using either a static model, probabilistic Bayesian models or 
other formal Artificial Intelligence approaches such as predicate calculus and formal logics [14].
4. Objectives and Hypothesis
This study uses a simulation to generate situations where trigger events arise. The simulation will generate outputs that identify 
temporal points where the obstacle-avoiding agent achieves homeostasis. The performance of different agents will be compared 
against each other across time, and the effects of the points of homeostasis will be identified.
The first agent type is Bayesian CLA that will accumulate data and be used to identify these homeostasis points.  Another agent 
type is a stationary agent. This agent does not try to avoid obstacles. It accumulates scores based on the number of hits that it 
experiences from the randomly placed oncoming obstacles. The output of this agent is used as a baseline to compare the performance 
of other agents against.
The final agent type is a rule based agent. This agent uses a set of if-then rule constructs to avoid the oncoming obstacle.
Essentially, if the obstacle is to the right of the rule based agent, it moves left. If it to the left of the agent, it moves right. The
performance of this agent will be compared against both the stationary agent, and the Bayesian adapting agent. This research effort 
tests these hypotheses using that simulation approach: 
H1: The adaptive robot will achieve performance levels at least equivalent to the rule based avoiding robot.
H2: Points in the temporal domain that correspond to homeostasis will show incremental improvements in performance when 
compared to past performance.
5. Solution
The simulation experiment moves simulated robots through a maze of obstacles. Each robot seeks to minimize the number of 
times that it "hits" an obstacle using a behavior-based strategy. Robots perceive the closest obstacle in front of them. The robot may 
move left, right, or not at all in order to avoid the oncoming obstacles. Three different types of simulated "robots" inhabit the 
environment. A static Robot Avoider never moves. This robot serves as the comparison baseline to understand system performance 
since it represents the Null hypothesis. Any robots that perform statistically worse than this Robot Avoider over time are seeking out 
and hitting obstacles, not avoiding them.
Another robot, the rule-based robot, perceives oncoming obstacles within a limited range, specified on the control panel as a 
spatial concern zone. It uses simple rules to decide what action to take. If the obstacle is on the left, the robot moves right. If the 
obstacle is straight in front or on the right of the robot, then the robot moves left.
The Adaptive Robot is a learning based adaptive system. Each time the robot hits an obstacle it adjusts its internal Bayesian 
matrix that associates stimulus, where the next obstacle is, to response (where it wants to move) based on every movement in its 
event trace. If the robot moved closer to an obstacle, it applies a penalty. If the robot moved farther from an obstacle then it applies a 
reward. Every time the Adaptive Robot passes a close obstacle, it adjusts its Bayesian matrix in the same way. Over time, penalties 
and rewards accumulate. The accumulated data changes the Bayesian association matrix, and the Adaptive Robot begins to prefer 
highly rewarded behaviors above highly penalized ones.
The Adaptive Robot contains a Bayesian matrix that associates each stimulus to each response with posterior probability score.
The matrix determines its probability from a combination of weights and counts. When an Adaptive Robot experiences a HIT or a 
MISS event, it assesses every movement decision since the last trigger event. When a movement increases the distance, in the x 
dimension, between the Adaptive Robot and the next obstacle, the Adaptive Robot applies a reward. If the distance decreases then the 
Adaptive Robot applies a penalty.
The simulation executes a time-step series of robot movement phases. Each time-step, the simulation moves every obstacle in the 
y direction by reducing its y coordinate. The simulation informs each robot of the position of the closest obstacle. The Adaptive 
Robot uses the distance to the obstacle to construct a stimulus value. It then searches all responses to find the stimulus with a 
sufficient (95%) confidence level (based on prior probability scores and count values). If no such response exists, it chooses 
randomly from among all response. The decision of which response to choose based on this stimulus is recorded for future use. The 
Adaptive Robot then performs the selected movement. The simulation determines whether that resulted in a hit (where an obstacle 
and the robot collide) or a miss (where the obstacle passes safely by). If a hit or miss occurred, the Adaptive Robot reviews the entire 
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history of each movement decision (see Bayesian Processes below) and applies rewards or penalties. The simulation then increases 
the time step and repeats the entire process again.
The objectives of this study are to measure the performance of each of the simulated robots and to highlight the points of 
homeostasis that are achieved within the Bayesian matrix. The simulation creates a two dimensional graph with the number of 
impacts on the Y axis, and the temporal domain on the X axis. Each agent's performance is plotted as a distinct monotonically 
increasing line in this graph. The position of the line at any point in the temporal domain reflects how many total collisions the 
simulated robot has experienced up to that point. The slope of the line indicates the current performance of the simulated robot at that 
point in time. The adaptive avoider will change slopes as it achieves points of homeostasis for specific stimulus and response 
behavior pairs.
The experiment is defined by 5 types of parametric values. Each of these factors was held constant during this research. Several 
excursions were performed that changed the factors during run time. The factors are as follows:
x The number of simulated time steps within a simulation.
x The amount of time between randomly generated obstacles that move toward the robots.
x The size of the obstacles (in pixels).
x Distance that triggers an agent to take action, measured from an agent to the nearest approaching obstacle.
x The reward and penalty values to apply when the adaptive robot hits or misses an obstacle.
6. Implementation
This simulation was built using the Java 1.6 programming environment. Data calculations for distance, collision avoidance, and 
Bayesian probability matrices were performed each time step of the simulation. Researchers examined data by viewing embedded 
charting and grid controls. Experiments were conducted using parameters found in Table 1 below.
60 experiments were conducted using random combinations of the factors listed in Table 1. When the reward weighting was of 
significantly lower magnitude than the penalty weighting, the adaptive robot would not reliably learn how to avoid obstacles. As the 
spacing between obstacles decreased along with an increasing obstacle size, the performance of all three simulated robots closely 
matched the basic non-adaptive robot avoider.
Table 1. Experiment Definitions
Factor Value
Number of time steps in simulation 10000.30000, 50000
Time steps between obstacle spawn events 30, 60, 90, 120
Size of obstacles (in pixels) 10, 20, 30, 50
Spatial Concern Zone (in diameters) - ignore obstacles farther 
than this distance away
1, 2, 5
Reward for missing an obstacle 0, 1, 3
Penalty for hitting an obstacle 0, -1, -3, -5
Fig. 1 shows a results screen based on a completed 100,000 time-step run. Each line represents the total number of obstacle hits 
that a robot experienced (based on type). The solid black line is for the base Robot Avoider. The dashed black line represents the 
Static Robot. The grey line represents the Adaptive Robot. The black line indicates the normal rule based robot. Researchers compare 
the slopes of the lines across portions of the temporal domain. These slopes indicate how well the robots are achieving their goal of 
zero hits. 
This example shows the Adaptive Robot.  It has a series of gradual improvements in its performance.  It finally stabilizes by 
learning a behavior strategy that is better than the Rule-Based Robot, indicated by slope.
Fig. 1 also shows two pointers. These indicate points in time where the Adaptive Robot has reached a decision on "when" to 
adapt. Within this simulation, this reflects the point where the system has a 95% confidence that a specific behavior should be used to 
respond to a specific stimulus. The Adaptive Robot determines this based on Bayesian Posterior Probabilities and total weighted 
population size. 
Closer inspection of the output reveals that homeostasis events lag behind changes in system behaviors. This is due to the fact that 
while a system may have arrived at an adaptive conclusion, it has not yet achieved stability. Events must accumulate for such a 
Bayesian system to achieve stability. The image shows only two distinct stimulus/response relationships calculated within a Bayesian 
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CLA. Other stimulus/response relationships continue to be unstable as of time-step 115,000. A circle denotes such instability on the 
right of Fig. 1. This point in time shows where the Adaptive must rapidly readjust is behavior selection for a better outcome.
The final result of this simulation shows that the Bayesian learning agent outperformed both the rule-based and the maximum 
entropy agents. The Bayesian agent required 52,000 time steps to achieve a lower hit-rate than the rule based agent. 
Fig. 1. Accumulated Obstacle Hits over Time
An important aspect of identifying points of homeostasis is the identification of key trigger events.  These trigger events must be 
associated to the performance of the adaptive system. The stabilization of behavior choices gives insight into how the adaptive 
system selects behaviors across time. The use of Bayesian inference provides a simple way to derive when these decisions have 
occurred. The posterior probability indicates the relative strength of an association between stimulus and response. Researchers can 
use confidence intervals or Bayesian credible intervals [15] to determine whether there is sufficient information or samples to make 
that association claim.
Fig. 2 shows this analysis. Each point in time represents the probability that a trigger event has not been associated with a 
behavior. This simulation begins with 5 behavior choices unassociated with a specific stimulus.
Fig. 2. Accumulated Obstacle Hits over Time
Fig. 2 initially shows a chaotic adaptive system with no correlations until approximately time 7,500. The Adaptive Avoider then 
rapidly learns a subset of associations in a stepwise manner. By time 34,000 the system is confident in 80% of its decisions. It 
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collects more information and eventually learns to make the final set of associations. By the time of 58,000 the self-adaptive system 
has learned the behaviors that it needs to execute in response to specific stimulus values.
7. VALIDATION
The performance of the simulation illustrated both the H1 and H2 hypothesis. Fig. 2 shows the accumulated hits over time. The 
slope of each line indicates the performance levels for a specific simulated robot at a distinct time.
H1 states that the adaptive robot will achieve performance levels at least equivalent to the rule based avoiding robot. When the 
accumulated collision slopes are examined at time step 54,000 and above, the Adaptive Avoider robot outperforms both the rule-
based Simple Avoider, and the static Robot Avoider. 
H2 states that points in the temporal domain that correspond to homeostasis will show incremental improvements in performance
when compared to past performance. H2 is demonstrated by comparing the decision with the system performance.
7.1. Conclusions and Next Steps
Organizations that have stringent verification requirements and processes can use these methods when verifying adaptive systems.
The key to their use is the achievement of stable homeostatic conditions within the system. This study shows that Test engineers can 
utilize Run Time Verification techniques to detect these points of homeostasis throughout the systems operational lifecycle. These 
points in the temporal domain indicate times where the system can be partially tested to determine whether it is performing as 
specified. Testers determine these locations by inspecting the posterior probabilities within the selection matrix and the confidence
values. The probability values indicate a correlation between an incoming stimulus value and the selected behavior. The confidence 
value indicates whether this specific stimulus and response pair is a unique choice or not.
Real world problems are much more complex, and frequently demand multiple decision points or agents acting within a shared 
context. The investigation into determining points of homeostasis will require adding in additional complexity. Multiple Bayesian 
decision matrices must collaborate (either via Bayesian Networks, or Agent-Based approaches) to select behaviors within a much 
more chaotic environment. In an ideal end-case, an adaptive system based upon Bayesian Learning could be entirely trained within a 
simulation environment. Once homeostasis has been achieved across all input stimulus and behavior selections, researchers would 
export the learned Bayesian selection matrix into a physical real-world system. That system would demonstrate those same learned 
behaviors. Formal verification of that system using a mature process, such as IEEE 1012-2012 [16], will demonstrate that Adaptive 
Systems can be designed, built, and verified according to current accepted industry practices
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