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We perform an analysis of the cosmic reionization in the standard cold dark matter (CDM)
paradigm and in alternative dark matter scenarios. Building upon the work of Corasaniti et
al. (2017), we predict the reionization history for CDM, for warm dark matter (WDM), late-forming
dark matter (LFDM) and ultra-light axion dark matter (ADM) models which reproduce state-of-
art measurements of the galaxy luminosity function at very high-redshifts 6 ≤ z ≤ 10. To this
purpose we adopt a reionization model parametrized in terms of the limiting UV-magnitude of
galaxies contributing to the reionization Mlim and the average effective escape fraction of UV pho-
tons reaching the intergalactic medium f˜ . For each DM model we compute the redshift evolution
of the Thomson scattering optical depth τe(z) and the comoving ionization fraction QHII(z). We
find the different DM models to have similar reionization histories. Differences with respect to the
CDM case increase at fainter limiting UV-magnitudes and are degenerate with the effect of varying
the reionization model parameters. Using Planck’s determination of the integrated optical depth
in combination with measurements of the neutral hydrogen fraction at different redshifts, we infer
constraints on f˜ and Mlim. The results are largely independent of the assumed DM scenario, in par-
ticular for Mlim & −13 we obtain that the effective escape fraction lies in the range 0.07 . f˜ . 0.15
at 2σ.
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I. INTRODUCTION
The physical mechanisms that drive the ionization of
the neutral hydrogen in the universe have yet to be fully
understood. Nevertheless, over the past years cosmolog-
ical observations have opened new windows of investiga-
tion on the cosmic reionization history. As an example,
the EDGES experiment has recently claimed the detec-
tion of a 21-cm absorption signal [1] indicating that star
formation must have produced ionizing radiation by red-
shift z ≈ 20. Although the interpretation of the signal is
still being debated, unambiguous measurements of the
temperature and polarization anisotropies of the Cos-
mic Microwave Background (CMB) radiation from the
Planck satellite [2, 3] have provided information on the
late-time phase of the cosmic reionization process. In
particular, the bounds on integrated Thomson scattering
optical depth [4] suggests that the reionization process is
completed by redshift z ≈ 7. Yet, we are far from hav-
ing acquired a comprehensive picture of how this epoch
has evolved, as pointed out by observations of quasars
spectra [5].
There is a consensus that future 21-cm observations
from the present and upcoming radio facilities such as
∗Electronic address: i.carucci@ucl.ac.uk
LOFAR1, MWA2, PAPER3, GMRT4, HERA5 and SKA6
may provide a detailed picture of the reionization. How-
ever, progress in this direction has also come in recent
years from the optical detection of very faint galaxies
at z & 6. The realization of observational programs
such as the Hubble Ultra Deep Field [6] and Hubble
Frontier Field [7] have allowed unprecedented measure-
ments of the abundance of very faint high-redshift galax-
ies that are believed to be the primary source of ioniz-
ing UV-radiation (see e.g. [8–13]). These measurements
have sparked ample studies of the relation between early
galaxy formation and cosmic reionization (see e.g. [14–
20]), but have far wider implications since they also in-
directly probe the nature of dark matter (DM) in the
universe.
In the standard cosmological model, DM consists of
cold collisionless particles interacting with baryonic mat-
ter through gravity only. Inspired by high-energy theo-
ries beyond the Standard Model of particle physics, this
so called cold dark matter (CDM) paradigm has been
tremendously successful at reproducing the observed dis-
tribution of cosmic structures on the large scales. How-
1 http://www.lofar.org
2 http://mwatelescope.org
3 http://eor.berkeley.edu
4 http://www.gmrt.ncra.tifr.res.in
5 http://reionization.org
6 https://www.skatelescope.org
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2ever, the emergence of anomalies at small scales and the
lack of detection of CDM particle candidates, such as
weakly interacting massive particles (WIMPs) in physics
laboratories, have motivated the study of alternative DM
models in which DM particles evade direct detection.
This is the case of sterile neutrinos (see e.g. [21]) with
a thermal relic particle mass of order a few keV, also
referred as warm dark matter. Ultra-light axions and
scalar field DM models have also been proposed in the
literature as alternative DM particle candidates (see e.g.
[22] for a review).
A distinct feature of these models is the suppression of
the abundance of low mass DM halos which host the very
faint galaxies recently observed in the high-z universe. As
the UV-radiation from these galaxies contribute to the
cosmic reionization, we expect such non-standard DM
scenarios to leave an imprint on the reionization history
of the universe.
Constraints on DM models from measurements of the
galaxy luminosity function (LF) and their impact on
the cosmic reionization history have been investigated
in several works in the literature [23–27]. A key point
of these analyses concerns the specification of the rela-
tion between the DM halo mass and the host galaxy UV-
luminosity. In principle, such a relation solely depends
on the astrophysical processes responsible for the forma-
tion of galaxies. However, contrary to the assumptions
of [23], these mechanisms may occur differently depend-
ing on the underlying properties of DM, giving rise to a
DM model dependent relation (see e.g. [24–29]). As an
example, the authors of [29] have shown that DM models
with suppressed abundances of low mass halos can repro-
duce the observed luminosity functions provided that the
star formation rate at low halo masses is higher than in
the standard CDM scenario. This trend has also been
confirmed in [30], where the authors have used a semi-
analytic approach to model the formation of high-redshift
galaxies in WDM models, and in [31] using numerical
hydrodynamics simulations. This points to a degener-
acy between the imprint of non-standard DM models on
the galaxy luminosity function and the specifics of the
galaxy formation process that should also affect the cos-
mic reionization history (see e.g. [25]).
Here, we present a detailed study of the interplay be-
tween the imprint of non-standard DM models on the
faint-end of the high-z galaxy luminosity function and
the cosmic reionization. The paper is organized as fol-
lows. In Section I we describe the dark matter scenarios
considered in the analysis, the analytical modeling of the
cosmic reionization and the basic model assumptions. In
Section III and V we discuss the results of the compu-
tation and the comparison with existing bounds of the
cosmic reionization history. In Section IV we show a
complete assessment of the parameter space of the reion-
ization model. Finally, in Section VI we present our con-
clusions.
24 20 16 12
8
5
2
0
(M
UV
)
z = 6
CDM
WDM
ADM
LFDM
24 20 16 12
MUV
8
5
2
0
(M
UV
)
z = 8 24 20 16 12
8
5
2
0 z = 7
24 20 16 12
MUV
8
5
2
0 z = 9
24 20 16 12
MUV
8
5
2
0
(M
UV
)
z = 10
Bouwens+ 2015
Bouwens+ 2017
Livermore+ 2017
Atek+ 2015
Oesch+ 2013
McLure+ 2013
Morishita+ 2018
Oesch+ 2014
FIG. 1: Best-fit galaxy luminosity functions obtained at red-
shift z = 6 (top left panel), z = 7 (top right), z = 8 (middle
left), z = 9 (middle right) and z = 10 (bottom left). The
best-fit curves correspond to the CDM model (solid lines),
WDM (dot-dashed), ADM (dashed) and LFDM (dotted).
The different data points corresponds to LF measurements
from Bouwens et al. [8] (blue squares) [13] (pink circles), Liv-
ermore et al. [12] (orange triangles), Atek et al. [11] (green
crosses), Oesch et al. [37] (cyan diamonds), McLure et al.
[36] (orange crosses), Morishita et al. [39] (blue circles) and
Oesch et al. [40] (yellow triangles).
II. METHODOLOGY
We consider the DM models investigated in [29] and
derive predictions of the corresponding cosmic reioniza-
tion history using the analytical formalism presented in
[15]. Consistent with the study presented in [29], here-
after we assume a background flat cosmological model
3with cosmological constant Λ specified by the following
set of parameter values: mean matter density Ωm = 0.3,
baryon density Ωb = 0.046, reduced Hubble parameter
h = 0.7, scalar spectra index ns = 0.99 and root-mean-
square fluctuation amplitude σ8 = 0.8.
A. Dark Matter Scenarios
In [29], the authors have inferred constraints on sev-
eral DM models from state-of-art measurements of the
high-redshift galaxy luminosity function. More specifi-
cally they have considered warm dark matter (WDM)
models characterized by different values of the thermal
relic particle mass, ultra-light axions (ADM) with differ-
ent particle masses and late-forming scalar dark matter
(LFDM, [32]) models with different transition redshifts.
For these scenarios, they have realized a series of high res-
olution N-body simulations to accurately resolve the low
mass end of the high redshift halo mass function. In order
to convert halo masses into UV-magnitudes of the hosted
galaxies, they have adopted a hybrid abundance match-
ing method to derive model predictions of the galaxy
LF which they have compared to a compilation of LF
measurements at z = 6, 7 and 8 from [8, 11–13]. Then,
they have identified the best-fit models which reproduce
the observed galaxy abundance at same statistical signif-
icance. These consist of a CDM model, a WDM model
with thermal relic particle mass mWDM = 1.465 KeV, an
ADM model with axion mass7 ma = 1.54×10−21 eV and
a LFDM model with transition redshift zt = 8× 105.
To perform a more accurate evaluation of the reion-
ization history, we extend the validity of these models to
also reproduce LF measurements at z = 9 and 10 from
[36–40]. To this purpose, we follow the methodology de-
veloped in [29] which we briefly detail hereafter (further
details are in Section 3 of [29]). First, we use the N-body
calibrated mass functions from [29] to perform an abun-
dance matching evaluation of the average UV-magnitude
halo mass relation at z = 4 and 5 using the UV-LF [8].
Then, we input these calibrated relations into a proba-
bilistic model of the galaxy LF that for each DM model
depends on the overall amplitude of the UV-magnitude
halo mass relation and the scatter. Finally, we perform
a Markov chain Monte Carlo analysis to determine the
best-fit values of the LF model parameters and the DM
model goodness-of-fit.
We limit the analysis to halo masses Mh >
5 · 108Mh−1, corresponding to the minimum halo mass
7 We note that the ADM model we adopt is currently challenged
by the analysis of the Lyman-α forest power spectrum of [33, 34]
and by the analysis of rotation curves of well-resolved near-by
galaxies of [35]. However, given the intrinsic complementarity of
reionization with the latter probes and the variety of assumptions
of all them, we believe it is important to explore the ADM model
to confirm or disprove the other constraining methods.
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FIG. 2: Average UV-magnitude halo mass relation as in-
ferred from best-fitting the galaxy LF function measurements
at z = 6, 7, 8, 9 and 10 (curves from top to bottom) for the
CDM model (top panel) and WDM model (bottom panel).
resolved in the N-body simulations of [29]. It is pos-
sible that the minimum mass of star forming halos at
these redshifts is below this value by ∼ 1 order of magni-
tude, corresponding to virial temperature for supporting
atomic cooling. Nevertheless, other effects (e.g. super-
nova feedback, photo-heating from reionization) could
disrupt star formation in these shallow potentials. We
opt to be conservative and not to extrapolate below the
halo mass resolution of our simulations.
In Fig. 1 we plot the best-fit galaxy LFs for the dif-
ferent DM models against the data at z = 6, 7, 8, 9 and
10 in the UV-magnitude range −24 < MUV < −12. We
can see that the LF predicted by the ADM model shows
no appreciable difference with respect to the CDM case,
while WDM and LFDM exhibit a flattening of the faint-
end slope at all redshifts. A consequence of these trends
is that the different DM models predict different UV-
magnitude halo mass relations. As an example, in Fig. 2
we plot the average MUV−Mh relation for the CDM (top
panel) and WDM (bottom panel) models at z = 6, 7, 8, 9
and 10 (curves from top to bottom).
Looking at Fig. 2, we may notice that while at the
high-mass end the relations of the two models are iden-
tical, they differ at the low-mass end where the WDM
scenario predicts brighter UV-magnitudes than the CDM
case. Assuming that the UV-magnitude is an indicator
of the star formation rate (SFR), this implies that in a
WDM model the SFR is higher in low mass halos than in
CDM. Such differences are necessary to compensate for
the different low mass halo abundances of the two models
4and allow them to reproduce the observed LFs 8.
B. Cosmic Reionization Model
Here, we briefly review the analytical model of cosmic
reionization presented in [15]. The rate of variation of
the volume filling fraction of ionized hydrogen QHII(z) is
given by
dQHII
dt
=
n˙ion
n¯H
− QHII
t¯rec
, (1)
where n˙ion is the comoving rate of ionizing photon emis-
sion, n¯H is the mean comoving hydrogen number density
9
and t¯rec is the volume average recombination time scale.
We assume that galaxies are the main source of ionizing
radiation, as pointed out in e.g. [41, 42]. Then, the rate
at which ionizing photons are emitted is given by
n˙comion =
∫ ∞
Mlim
φ(MUV)γion(MUV)fescdMUV, (2)
where φ(MUV) is the galaxy luminosity function, Mlim
is the limiting UV-magnitude, fesc is the escape frac-
tion of photons injected into the intergalactic medium
(IGM) and γion(MUV) is the ionizing luminosity per UV-
magnitude that depends on the galaxy spectral energy
distribution (SED). In the case a double-power law model
of SED, we have (see [15])
γion(MUV) = 2× 1025s−1 100.4(51.63−MUV)ζion, (3)
where ζion is a normalization which depends on the SED
model parameters.
The volume average recombination time scale reads as
t¯rec ≈ 0.93 Gyr
(
CHII
3
)−1(
T0
2× 104 K
)0.7(
1 + z
7
)−3
,
(4)
where CHII is the effective clumping factor in ionized gas
and T0 is the temperature of the IGM at mean density.
Here, we assume T0 = 2 × 104 K, which is consistent
with the results from IGM studies (see e.g. [43, 44]). In
contrast, the clumping factor is highly uncertain. Nu-
merical simulations indicate a value in the range 2 .
CHII . 4 (see e.g. [45, 46]). Thus, consistent with previ-
ous works (e.g. [15, 23, 26]) and in agreement with the
results of [47], we set CHII = 3.
8 It is important to remark that the relation between halo mass
and UV-magnitude (or SFR) of the host galaxy adopted in the
modeling of the galaxy LF is stochastic, characterized by a mean
normalization amplitude and a scatter (see Eqs. 12-13 in [29]).
Consistent with the results of [18, 29], we find the scatter on the
SFR−Mh relation to be ∼ 0.5 dex.
9 n¯H = 0.75Ωbρc/mp, where Ωb is the cosmic baryon density, ρc
is the critical density and mp the proton mass.
The reionization model defined by Eqs. (1)-(2) depends
on Mlim, fesc and ζion. These quantities parametrize as-
trophysical aspects of the reionization process that are
not fully known.
Mlim is the UV-magnitude of the faintest galaxy in-
jecting ionizing photons in the IGM. Ultimately, this de-
pends on the minimum star forming halo mass that may
also vary in redshift. From Fig. 2 we can see that a faint
magnitude of MUV = −12 roughly corresponds to ha-
los with mass Mh ≈ 109 − 1010M h−1. Hence, in the
following we estimate the reionization histories assuming
Mlim ∈ [−16,−12]. These values cover a conservative
range of minimum star forming halo masses at high red-
shifts.
The escape fraction fesc accounts for the fraction of
photons which are not absorbed by dust or neutral hydro-
gen inside galaxies, and reach the IGM, thus contribut-
ing to the cosmic reionization process. This fraction may
as well vary with galaxy properties and redshift. Indi-
rect constraints have been inferred in [48] pointing to
fesc ≈ 0.057±0.0830.033 at z = 6, while at the same redshift
[49] obtain a lower bound fesc ≥ 0.08. We summarize in
Fig. 9 the available constraints on fesc in the redshifts
range z ∈ [5.5, 9]: these are consistent with a constant
fesc in this redshift range, however a redshift dependence
cannot be excluded. We will discuss the case of a redshift
dependent escape fraction in Section V, where we evalu-
ate the imprint of DM models on the cosmic reionization
history assuming different redshift evolutions of fesc con-
sistent with such bounds. In the following, we focus on
a constant escape fraction. In such a case n˙comion is only
sensitive to the product f˜ = fescζion, which we denote as
effective escape fraction. Estimates of ζion from Hα and
UV-continuum fluxes of distant galaxies have been in-
ferred in [50]. Here, we assume values for f˜ ∈ [0.05, 0.25]
compatible with current observational constraints on fesc
and ζion respectively.
In order to compute the cosmic reionization history
of a given DM model we first determine n˙comion for a set
of values of f˜ and Mlim by computing Eq. (2) assuming
the best-fit LF of the assumed DM model at a given
redshift10. Then, we approximate the function n˙comion (z)
with a linear redshift interpolation over the redshift range
6 ≤ z ≤ 10 and impose a constant trend for z < 6 with
the value of the constant set to n˙comion (z = 6), while for
z > 10 we impose a cut-off n˙comion = 0. We have verified
that the final results do not depend on such assumptions.
Then, inserting n˙comion (z) in Eq. (1), we solve for QHII(z)
with initial condition Qini = 10
−13 at zini = 20. We find
a convergent solution for values of Qini that are negligibly
small at zini & 15.
In Fig. 3 we plot the interpolated values of n˙comion (z) for
10 For simplicity we do not propagate LF uncertainties on the value
of n˙comion at a given redshift, since we extrapolate the trend to UV-
magnitude above the currently available LF measurements.
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FIG. 3: The comoving ionizing emissivity n˙comion (z) interpo-
lated over the redshift interval 6 ≤ z ≤ 10 for the CDM
model (top panel) and WDM model (bottom panel) respec-
tively. The various lines correspond to different combination
of values of f˜ and Mlim quoted in the legend.
the CDM (top panel) and WDM (bottom) scenarios and
different combination of values of f˜ and Mlim shown in
the legend. We may notice that n˙comion is a decreasing func-
tion of redshift, which is a direct consequence of the fact
that the LF decreases in amplitude at higher redshifts.
Overall, this corresponds to injecting fewer ionizing pho-
tons in the IGM. In the same line of reasoning, higher
values of f˜ or fainter Mlim increase the overall amplitude
of n˙comion . Differences between DM models are higher when
considering fainter Mlim since this is the range of lumi-
nosities where the LFs differ the most. As an example,
in the case (f˜ ,Mlim) = (0.25,−12), we can clearly see
that the ionizing photon emissivity of the CDM model
is slightly larger than that of the WDM one. Over the
redshift range considered, this is consistent with the fact
that the LF of the WDM model is suppressed compared
to the CDM case at faint UV-magnitudes as shown in
Fig. 1. For f˜ = 0.05, such differences are still present,
though reduced in amplitude by a factor of 5 and thus not
distinguishable by visual inspection of the corresponding
curves in Fig. 3.
III. DARK MATTER MODEL IMPRINTS ON
COSMIC REIONIZATION
A. Optical Depth
Free electrons in the reionized IGM interact with CMB
photons through Thomson scattering, thus leaving an im-
print of the cosmic reionization on the CMB tempera-
ture and polarization anisotropies. This integrated effect
along the line of sight is quantified by the Thomson scat-
tering optical depth,
τe(z) =
∫ z
0
dz′
c(1 + z′)2
H(z′)
QHII(z
′)σT n¯H
(
1 + η
Y
4X
)
,
(5)
where H(z) is the Hubble rate, σT is the Thomson cross
section, c is the speed of light, X = 0.75 and Y = 0.25
are the hydrogen and helium primordial mass fractions,
where η = 2 for z ≤ 4 and η = 1 at higher redshift such
as to model the helium double reionization occurring at
late times.
We compute the redshift evolution of the optical depth
from Eq. (5) for a given DM scenario assuming different
combinations of the reionization model parameters f˜ and
Mlim. We plot the results in Fig. 4, where the horizontal
dotted line, the dark yellow shaded area and the light
yellow shaded area correspond to the mean, 1σ and 2σ
error of the integrated optical depth from Planck cosmo-
logical data analysis, τe = 0.054 ± 0.007 [4]. The panels
from left to right show τe(z) for increasing values of f˜ at
fixed Mlim, while panels from top to bottom correspond
to brighter limiting UV-magnitude Mlim at constant f˜ .
In each panel the different lines correspond to the pre-
dictions of the CDM (orange solid line), WDM (green
dot-dashed line), ADM (blue dashed line) and LFDM
(magenta dotted line) models respectively. As expected
increasing values of f˜ or fainter Mlim lead to higher val-
ues of the optical depth. Also, we can see that for a given
pair of values of f˜ and Mlim the optical depth is system-
atically lower for WDM and LFDM than CDM and ADM
respectively. This is a direct consequence of the differ-
ences of the faint-end slope of the corresponding galaxy
LFs shown in Fig. 1. We may also notice that at fixed
values of Mlim, the differences among the DM model pre-
dictions of τe(z) increase for increasing values of f˜ . We
find that certain reionization model parameter configu-
rations are excluded by the Planck bounds independent
of the DM model considered. This is the case of the
pairs (f˜ ,Mlim) = (0.25,−12), (0.05,−14), (0.25,−14),
(0.05,−16) for which the predicted τe(z) either overshoot
or underestimate the Planck constraints. The remaining
configurations show the degeneracy between the DM sce-
nario and the reionization model parameters. In fact, for
each DM model it is possible to find a combination of val-
ues of f˜ and Mlim resulting in the same τe(z) while still
satisfying the Planck bounds. In principle, the trends
shown in Fig. 4 suggest that it should be possible to find
a pair of values of f˜ and Mlim such that the differences
between the different DM models are larger, while still
in agreement with the Planck constraints. As we will
see next, this is excluded by direct measurements of the
volume filling fraction of ionized hydrogen, which con-
tributes to reducing the degeneracy among the reioniza-
tion model parameters.
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FIG. 4: Integrated Thomson scattering optical depth τe(z) for the CDM model (orange solid lines), WDM (green dot-dashed
lines), ADM (blue dashed lines) and LFDM (magenta dotted lines) for values of f˜ = 0.05, 0.1, 0.25 (panels from left to right)
and Mlim = −12,−14,−16 (panels from top to bottom). The horizontal dotted line and the shaded yellow area correspond to
the mean, 1σ error (dark area) and 2σ error (light area) of the integrated optical depth from Planck [4].
B. Redshift Evolution of Hydrogen Ionization
Fraction
We compute the redshift evolution of the volume filling
fraction of ionized hydrogen QHII by solving Eq. (1) for
the different DM models. For conciseness, we only focus
on a reduced set of values of f˜ and Mlim which capture
the most relevant model parameter dependencies. Fur-
thermore, to compare with observational constraints we
focus on the evolution of the neutral hydrogen fraction,
1 − QHII(z), which we plot in Fig. 5. In particular, we
show a compilation of measurements of the neutral hy-
drogen fraction obtained from the analysis of the damp-
ing wing of absorption profiles of quasars [51–54] and
from their spectral features [55, 56]. Other observational
constraints are inferred from studies of Lyman-α emitter
galaxies, through their redshift distribution [57] and clus-
tering properties [58], and the detection/non-detection
of Lyman-α emission in young star-forming galaxies at
high redshift (Lyman Break galaxies) [59]. For illustra-
tive purposes we also show a data-point indicating the
redshift at which QHII = 0.5 as inferred from the latest
Planck data analysis [4].
We may notice that for fixed values of f˜ and Mlim,
the neutral hydrogen fraction decays earlier in ADM and
CDM than in WDM and LFDM. Moreover, the differ-
ences among the different DM model predictions increase
for fainter limiting UV-magnitudes, consistent with ex-
pectations from the differences of the faint-end slope of
the corresponding galaxy LFs. We can also see that
for decreasing values of f˜ , the curves are shifted to-
wards lower redshifts, thus leading to a delayed reion-
ization process. It is worth noticing that independent of
the DM model certain combinations of the reionization
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FIG. 5: Redshift evolution of the neutral hydrogen fraction 1−QHII(z) in CDM (orange solid lines), WDM (green dot-dashed
lines), ADM (blue dashed lines) and LFDM (magenta dotted lines) for different combination of values of f˜ and Mlim. The
different data points and arrows correspond to detections and observational limits from various works in the literature (see text
for the corresponding references).
model parameters are excluded by measurements of the
neutral hydrogen fraction. Hence, as already mentioned,
these measurements contribute to reducing the reioniza-
tion model parameter degeneracy, which we will discuss
in more detail in Section IV.
C. Duration of the Cosmic Reionization
The redshift evolution of the cosmic reionization his-
tory can be characterized in terms of a central redshift
zre defined as the redshift at which half of the hydro-
gen in the IGM is ionized, zre = z(QHII = 0.5), and the
duration of the process ∆z.
The Planck collaboration has performed a thorough
analysis of the imprint of the reionization history on the
CMB temperature and polarization power spectra from
the intermediate data release [60]. In particular, they
have inferred constraints on zre and ∆z ≡ z0.10 − z0.99
with zx ≡ z(QHII = x) assuming two different redshift
parametrizations of the ionization fraction. These consist
of a z-symmetric model, which parametrizes a step-like
transition in redshift; a z-asymmetric model correspond-
ing to a power law behavior above the redshift at which
reionization is completed and a constant value at lower
redshifts. It is worth remarking that the latter model
provides a better description to the QHII(z) predictions
shown in Fig. 5.
In Fig. 6 we plot the values of zre and ∆z for the
different DM scenarios and different combinations of f˜
and Mlim. The constraints from Planck [60] are delim-
ited by the rectangular areas in the lower bottom part
of each panel. These denote the 2σ confidence regions
inferred assuming the z-asymmetric (blue dotted line)
and z-symmetric cases (green dot-dashed line), with prior
zend = 6 on the redshift at which reionization is com-
pleted. We may noticed that for each DM scenario the
sets of values of f˜ and Mlim predicting values of zre and
∆z in agreement with the Planck limits, are also those
which are consistent with the 1σ constraint on τe (Fig. 4).
Measurements of the kinetic Sunyaev-Zel’dovich (kSZ)
power spectrum can independently constrain the dura-
tion of the reionization process. Ionizing bubbles of gas
forming around the source of cosmic reionization expand
and merge till the universe is fully ionized. CMB photons
scattering on these moving ionized gas clouds, generate
a kSZ imprint on the CMB whose amplitude depends on
the duration of the cosmic reionization. Measurements
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9of the kSZ power spectrum from the South Pole Tele-
scope have provided constraints on the duration of the
cosmic reionization, defined as ∆z ≡ z0.20 − z0.99 (see
[61]). These constraints depend on the specifics of the
patchy reionization model considered by the authors of
[61] to interpret the kSZ signal. Nonetheless, these mea-
surements are worth mentioning, as they provide addi-
tional constraints on the cosmic reionization models to
be integrated in future data analysis.
In Fig. 7 we plot the region of ∆z values excluded at
1σ by the SPT measurements (red hatched area). We
also plot the region excluded by the analysis of [62] (blue
hatched area) based on the limit on the global 21-cm
signal derived by the high-band data of the EDGES ex-
periment. Different from [61], the authors of [62] define
the duration ∆z ≡ − (dQHII/dz)−1 |QHII=0.5. In Fig. 7
we plot the corresponding values of ∆z for the different
DM models and different combinations of values of f˜ and
Mlim. In each panel the predictions are shown as a pair of
linked markers, the top one indicating the value obtained
using the definition of [62] and the bottom obtained from
the definition of [61]. In the former case the estimated
values of ∆z are well within the region consistent with the
EDGES bound. The predictions of the WDM and LFDM
models are in agreement with the SPT limit, whereas in
the case of the CDM and ADM models the configurations
with (f˜ ,Mlim) = (0.25,−12) and (0.25,−14) seem to be
in tension with SPT result. However, given the assump-
tions made in the derivation of this SPT bound such a
discrepancy is not significant. Indeed, relaxing the SPT
limit to the 2σ confidence level, the bound increases to
∆z = 5.4, thus removing any tension.
IV. CONSTRAINTS ON REIONIZATION
MODEL PARAMETERS
We perform a likelihood analysis to derive constraints
on the reionization model parameters for a given DM
scenario using the Planck determination of the inte-
grated optical depth [4] in combination with high red-
shift measurements of the neutral hydrogen fraction from
[52, 53, 57]. To be as conservative as possible we do not
include constraints on the median redshift zre and dura-
tion of reionization ∆z discussed in the previous section.
In fact, these bounds are not obtained directly from ob-
servations, rather they are inferred from data analyses
which assume a reionization history model whose predic-
tions may differ from those that we have considered here.
Furthermore, as shown in Figs. 6-7, the constraints on
zre and ∆z point to the same combinations of (f˜ ,Mlim)
probed by τe and QHII(z). Thus, given the large un-
certainties, these may not carry sufficiently accurate in-
dependent information to break reionization model pa-
rameter degeneracies. In the previous section, we have
shown that the reionization histories predicted in the case
of ADM and LFDM models closely follow those of CDM
and WDM respectively, thus without loss of generality
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FIG. 8: Confidence regions at 1σ (dark shaded area) and
2σ (light shaded area) in the f˜ -Mlim plane for the CDM (or-
ange solid lines) and WDM (green dash-dotted lines) respec-
tively. The top panel shows the constraints inferred using the
Planck determination of the optical depth τe [4], while the
bottom panel shows the constraints obtained in combination
with measurements of QHII from [52, 53, 57].
we limit our analysis to the latter models. We sample
a two-dimensional parameter space with f˜ ∈ [0.05, 0.25]
and Mlim ∈ [−16,−12].
In the top panel of Fig. 8 we plot confidence contours
at 1σ (dark shaded area) and 2σ (light shaded area) in
the f˜ -Mlim plane as inferred using the Planck determi-
nation of τe for the CDM (orange solid lines) and WDM
(green dash-dotted lines) models respectively. We can see
that the constraints are very loose due to the degeneracy
between f˜ and Mlim. The confidence contours of the
two DM scenarios largely overlap, though we may notice
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that for faint limiting UV-magnitudes (Mlim & −15) and
large values of the effective escape fraction (f˜ & 0.20)
the CDM constraints are slightly tighter than those of
the WDM model. This is because in such a region of
the parameter space the CDM prediction overshoots the
value of τe from Planck (see Fig. 4). In contrast, in the
same region the WDM model systematically predicts a
value of τe lower than CDM, thus in better agreement
with the measured value of τe.
In the bottom panel of Fig. 8 we plot the confidence
contours inferred from the combined analysis of τe and
QHII(z) estimates from [52, 53, 57]. Not surprisingly,
we infer much tighter constraints in the f˜ -Mlim plane,
though the degeneracy between f˜ and Mlim still per-
sists. As expected, the contours from CDM and WDM
slightly differ at faint limiting UV-magnitudes and for
low values of the effective escape fraction, which is a re-
gion of the reionization model parameter space where
the predictions of CDM and WDM differ the most. In
both cases the degeneracy lines seem to tend toward an
asymptotic trend for low values ofMlim. In particular, for
Mlim & −13, then the effective escape fraction is bound
to be in the rage 0.07 . f˜ . 0.15 at 2σ independent of
the DM scenario considered11.
It is encouraging that the f˜ -Mlim confidence regions
shown in the bottom panel of Fig. 8 overlap at a 2σ level
with that of the analysis by Kakiichi et al. [49] (see
their Fig. 9). The authors of [49] infer their constraints
correlating spatial positions of star-forming galaxies at
z ∼ 6 with the Lyman-α forest seen in the spectrum
of a background quasar, thus providing a different and
complementary study of what we propose here.
The bounds shown in Fig. 8 indicate that current
bounds on the cosmic reionization history are largely in-
sensitive to the specifics of the underlying DM scenario.
Overall, they suggests that the observed abundance of
faint galaxies at high redshift can account for indepen-
dent tests of the cosmic reionization history from CMB
and neutral hydrogen fraction measurements provided
that the effective escape fraction and the limiting UV-
magnitudes are within the confidence regions shown in
Fig. 8. The availability of more precise measurements of
the neutral hydrogen fraction may further narrow these
constraints. However, breaking the internal parameter
degeneracy require additional independent proxies of the
cosmic reionization, which depending upon the region of
the parameter space may be sensitive to the ultimate na-
ture of DM.
11 At z ≈ 10 a limiting UV-magnitude Mlim & −13 corresponds
approximately to a minimum star forming halo mass Mminh .
5 · 109M h−1 in the CDM case, while Mminh . 7 · 108M h−1
in the WDM model.
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FIG. 9: Measurements of the escape fraction fesc at dif-
ferent redshifts from [48, 49, 63, 64]. We also plot linear
parametrization models “lin-1” (red dashed line) and “lin-
2” (red dotted line) and the quadratic model “quad” (red
dot-dashed line).
V. REDSHIFT EVOLUTION OF ESCAPE
FRACTION
In the previous sections we have discussed the cosmic
reionization history of different DM scenarios assuming
a redshift independent escape fraction. Here, we intend
to investigate to which extent the trends derived in Sec-
tion III remain valid when we assume a monotonic evolu-
tion of f˜ consistent with state-of-art measurements of the
escape fraction. To this purpose we test a linear model
with f˜ lin(z) = f˜z=6(1 + z)/7 for two different values of
f˜z=6 = 0.07 (lin-1) and 0.15 (lin-2) respectively, and a
quadratic model f˜quad(z) = a(1+z)/1000+b(1+z)2/100
with a = 0.03 and b = 0.25 (quad). These are shown
in Fig. 9 against a compilation of measurements from
[48, 49, 63, 64]. We can see that a constant escape frac-
tion is consistent with currently available data, as well as
an increasing function of redshift. The latter is qualita-
tively in agreement with the hypothesis that early galax-
ies, being more pristine and dust-poor, allow for a larger
escape fraction of ionizing photons since they consist of
very strong and luminous metal-poor stars (although this
scenario has been recently challenged by the findings of
[65]).
In Fig. 10 we show the optical depth τe(z) of each DM
scenario predicted by the f˜(z) toy models (panels from
left to right) and values of Mlim = −12,−14 and −16
(panels from top to bottom), against the measurement
reported by Planck (horizontal dashed line and dark and
light shaded areas for the 1σ and 2σ errors). We can
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FIG. 10: Integrated Thomson scattering optical depth τe(z) as in Fig. 4 for the “lin-1”, “lin-2” and “quad” redshift parametriza-
tion of the escape fraction (panels from left to right) and Mlim = −12,−14,−16 (panels from top to bottom). The horizontal
dotted line and the shaded yellow area correspond to the mean and 1σ (dark) and 2σ (light) error of the integrated optical
depth from Planck [4].
see trends which are similar to those shown in Fig. 4.
Overall, the monotonic increase of the escape fraction in-
duce slightly larger differences between the different DM
models at fixed values of Mlim, with such differences be-
coming larger for fainter limiting UV-magnitudes. We
can see that certain reionization model assumptions are
excluded by the Planck constraints on τe. The “lin-1”
model is agreement with Planck forMlim = −12 and−14,
while “lin-2” and “quad” for Mlim = −16. In Fig. 11, we
plot 1−QHII(z) for these reionization models. These are
also consistent with measurements of the neutral hydro-
gen fraction, though differences among the DM scenarios
are indistinguishable and well within the uncertainties.
Finally, we plot in Fig. 12 the predicted values of zre and
duration ∆z for the CDM (left) and WDM (right) mod-
els for all the (f˜(z),Mlim) combinations shown in Fig. 10
against the limits from SPT and EDGES as presented in
Fig. 7. Again, we find that the combinations of model
assumptions in better agreement with these limits are
those consistent with the constraints on τe and 1−QHII
shown in Figs. 10 and 11.
We conclude this section by stressing that the f˜(z)
scenarios studied here are only toy models far from com-
pletely assessing the possible range of z-dependent escape
fraction models. Nevertheless, through this simple anal-
ysis we have shown that a redshift dependent escape frac-
tion does not drastically change the degeneracy among
reionization model parameters and DM models.
VI. CONCLUSIONS
In this work we have investigated the cosmic reioniza-
tion history of different DM scenarios and derived con-
straints on the key parameters that shape the evolution
of the ionization process. In particular, we have focused
on CDM and alternative DM models which are charac-
terized by a suppression of the abundance of low mass
halos compared to the CDM prediction. In the high-
redshift universe, these halos host faint galaxies which
are thought to be the source of the cosmic reionization.
In recent years, these have been the target of several
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observational programs which have provided measure-
ments of the faint end of the galaxy luminosity func-
tion at high-redshifts. Here, building upon the work of
[29], we studied the cosmic reionization history of dark
matter scenarios which reproduce the observed galaxy
luminosity functions at 6 ≤ z ≤ 10. Using a com-
monly adopted reionization model from [15], for each DM
model we have predicted observables of the cosmic reion-
ization history parametrized in terms of two astrophys-
ical parameters: the minimum UV-magnitude of galax-
ies contributing to the reionization process (Mlim) and a
redshift-independent effective escape fraction of UV pho-
tons reaching the IGM (f˜). We have computed the red-
shift evolution of the Thomson scattering optical depth
of CMB photons τe(z) and the comoving ionized frac-
tion QHII(z) for each DM models and for different com-
binations of the reionization model parameters. We have
shown that the assumed DM models predict very similar
reionization histories. Differences among the model pre-
dictions increase for increasing limiting UV-magnitudes,
though the imprints are degenerate with the value of
Mlim and f˜ . We have also studied the model depen-
dence of the median redshift and duration of the ionizing
process which can be probed through measurements of
the kSZ power spectrum.
We have performed a likelihood analysis to infer con-
straints on f˜ and Mlim in the case of the CDM scenario
and a WDM model using Planck measurement of the in-
tegrated optical depth τe and estimates of the neutral hy-
drogen fraction 1−QHII at different redshifts. The results
are quite independent of the specifics of the assumed DM
models. The constraints inferred from the analysis of the
integrated optical depth only are quite large, due to the
internal reionization model parameter degeneracies. On
the other hand, including the neutral hydrogen fraction
data significantly narrow the confidence regions, though
the degeneracy between f˜ and Mlim persists. Quite in-
terestingly, we find that for faint limiting UV-magnitudes
Mlim & −13 the effective escape fraction lies in the in-
terval 0.07 . f˜ . 0.15 at 2σ independent of the DM
model.
We have also investigated the case of a redshift de-
pendent escape fraction and shown that it does not sig-
nificantly alter the trends obtained assuming a constant
escape fraction.
It is worth remarking that the modeling of the lumi-
nosity function adopted here remains agnostic with re-
spect to the baryonic processes responsible for the forma-
tion of the faintest galaxies in the universe (for a recent
and comprehensive review on early galaxy formation, see
[66]). These baryonic mechanisms must reproduce the
relation between host halo mass and hosted galaxy UV-
luminosity (and SFR) which we have derived for each
DM model from the analysis of the high-redshift galaxy
LF measurements, as shown in Fig. 2. The fact that such
a relation differs from one DM model to another at faint
UV-magnitude implies that these baryonic processes can-
not occur identically. Furthermore, since the predictions
of the cosmic reionization for Mlim < −13 depend on
an extrapolation below the range of magnitude covered
by the galaxy LF data, we cannot exclude a priori the
possibility that baryonic physics may alter the halo mass
UV-magnitude relation, especially at very high redshift.
Following these arguments, new insights would arise from
the study of early galaxy formation in non-standard DM
scenarios.
Overall, our analysis suggests that due to large obser-
vational uncertainties and the unbroken degeneracy of
the reionization model parameters, current probes of the
cosmic reionization are insensitive to the specifics of DM
scenarios characterized by suppressed abundances of low
mass halos. Additional independent measurements of the
reionization history are indeed necessary to break the
reionization parameter degeneracies. Then, depending
on the constrained region of the parameter space these
measurements might be sensitive to DM model assump-
tions.
Acknowledgments
We are grateful to Adam Lidz for having carefully
read our manuscript. IPC wants to thank Richard El-
lis, Jose On˜orbe and Niall Jeffrey for stimulating discus-
sions. This work was granted access to the HPC resources
of TGCC under the allocation 2016 - 042287 made by
GENCI (Grand Equipement National de Calcul Inten-
sif) on the machine Curie. The research leading to these
results has received funding from the European Research
Council under the European Community Seventh Frame-
work Programme (FP7/2007-2013 Grant Agreement no.
279954). We acknowledge support from the DIM ACAV
of the Region Ile-de-France. We acknowledge the use of
the open source Python libraries including: SciPy [67],
NumPy [68] and Matplotlib [69]. This work made exten-
sive use of the NASA Astrophysics Data System and of
the astro-ph preprint archive at arXiv.org.
[1] J. D. Bowman, A. E. E. Rogers, R. A. Monsalve,
T. J. Mozdzen and N. Mahesh, Nature 555 (2018)
no.7694, 67 doi:10.1038/nature25792 [arXiv:1810.05912].
[2] R. Adam et al. [Planck Collaboration], Astron. Astro-
phys. 594 (2016) A1 doi:10.1051/0004-6361/201527101
[arXiv:1502.01582].
[3] Y. Akrami et al. [Planck Collaboration],
arXiv:1807.06205 [astro-ph.CO].
[4] N. Aghanim et al. [Planck Collaboration],
arXiv:1807.06209 [astro-ph.CO].
[5] S. E. I. Bosman, X. Fan, L. Jiang, S. L. Reed,
Y. Matsuoka, G. D. Becker and M. G. Haehnelt,
14
Mon. Not. Roy. Astron. Soc. 479 (2018) no.1, 1055
doi:10.1093/mnras/sty1344 [arXiv:1802.08177].
[6] S. V. W. Beckwith et al., Astron. J. 132,1729 (2006);
R. S. Ellis et al., Astrophys. J. 763, L7 (2013); G. D.
Illingworth et al., Astrophys. J. Suppl. Ser. 209, 6 (2013).
[7] D. Coe, L. Bradley, and A. Zitrin, Astrophys. J. 800, 84
(2015); J. M. Lotz et al., arXiv:1605.06567 (2016).
[8] R. J. Bouwens et al., Astrophys. J. 803 (2015) no.1, 34
doi:10.1088/0004-637X/803/1/34 [arXiv:1403.4295].
[9] S. L. Finkelstein et al., Astrophys. J. 810 (2015) no.1, 71
doi:10.1088/0004-637X/810/1/71 [arXiv:1410.5439].
[10] H. Atek et al., Astrophys. J. 800 (2015) no.1, 18
doi:10.1088/0004-637X/800/1/18 [arXiv:1409.0512].
[11] H. Atek et al., Astrophys. J. 814 (2015) no.1, 69
doi:10.1088/0004-637X/814/1/69 [arXiv:1509.06764].
[12] R. C. Livermore, S. L. Finkelstein and J. M. Lotz,
Astrophys. J. 835 (2017) no.2, 113 doi:10.3847/1538-
4357/835/2/113 [arXiv:1604.06799].
[13] R. J. Bouwens, P. A. Oesch, G. D. Illingworth, R. S.
Ellis and M. Stefanon, Astrophys. J. 843 (2017) no.2,
129 doi:10.3847/1538-4357/aa70a4 [arXiv:1610.00283].
[14] J. Jaacks, J. H. Choi and K. Nagamine, Mon. Not.
Roy. Astron. Soc. 420 (2012) 1606 doi:10.1111/j.1365-
2966.2011.20150.x [arXiv:1104.2345].
[15] M. Kuhlen and C. A. Faucher-Giguere, Mon. Not.
Roy. Astron. Soc. 423 (2012) 862 doi:10.1111/j.1365-
2966.2012.20924.x [arXiv:1201.0757].
[16] B. W. O’Shea, J. H. Wise, H. Xu and M. L. Norman,
Astrophys. J. 807 (2015) no.1, L12 doi:10.1088/2041-
8205/807/1/L12 [arXiv:1503.01110].
[17] C. Mason, M. Trenti and T. Treu, Astrophys. J.
813 (2015) no.1, 21 doi:10.1088/0004-637X/813/1/21
[arXiv:1508.01204].
[18] N. Mashian, P. A. Oesch and A. Loeb, Mon.
Not. Roy. Astron. Soc. 455 (2016) 2101M
doi:10.1093/mnras/stv2469 [arXiv:1507.00999].
[19] H. Liu, S. L. Li, M. Gu and H. Guo, Mon.
Not. Roy. Astron. Soc. 462 (2016) no.1, L56
doi:10.1093/mnrasl/slw123 [arXiv:1606.07195].
[20] M. Ishigaki, R. Kawamata, M. Ouchi et al., Astro-
phys. J. 854 (2018) 73 doi:10.3847/1538-4357/aaa544
[arXiv:1702.04867].
[21] S. Dodelson, and L. M. Widrow, Phys. Rev. Lett. 72,
17 (1994); G. M. Fuller, A. Kusenko, I. Mocioiu, and S.
Pascoli, Phys. Rev. D 68, 103002 (2003); K. Abazajian,
Phys. Rev. D 73, 063513 (2006).
[22] D. J. E. Marsh, Phys. Rept. 643 (2016) 1
doi:10.1016/j.physrep.2016.06.005 [arXiv:1510.07633].
[23] C. Schultz, J. On˜orbe, K. N. Abazajian and J. S. Bul-
lock, Mon. Not. Roy. Astron. Soc. 442 (2014) no.2, 1597
doi:10.1093/mnras/stu976 [arXiv:1401.3769].
[24] A. Lapi and L. Danese, JCAP 1509 (2015) no.09, 003
doi:10.1088/1475-7516/2015/09/003 [arXiv:1508.02147].
[25] L. Lopez-Honorez, O. Mena, S. Palomares-Ruiz and
P. Villanueva-Domingo, Phys. Rev. D 96 (2017)
no.10, 103539 doi:10.1103/PhysRevD.96.103539
[arXiv:1703.02302].
[26] B. Bozek, D. J. E. Marsh, J. Silk and R. F. G. Wyse,
Mon. Not. Roy. Astron. Soc. 450 (2015) no.1, 209
doi:10.1093/mnras/stv624 [arXiv:1409.3544].
[27] H. Y. Schive, T. Chiueh, T. Broadhurst and
K. W. Huang, Astrophys. J. 818 (2016) no.1, 89
doi:10.3847/0004-637X/818/1/89 [arXiv:1508.04621].
[28] I. P. Carucci, F. Villaescusa-Navarro, M. Viel and
A. Lapi, JCAP 1507 (2015) no.07, 047 doi:10.1088/1475-
7516/2015/07/047 [arXiv:1502.06961].
[29] P. S. Corasaniti, S. Agarwal, D. J. E. Marsh and
S. Das, Phys. Rev. D 95 (2017) no.8, 083512
doi:10.1103/PhysRevD.95.083512 [arXiv:1611.05892].
[30] P. Dayal, T. R. Choudhury, V. Bromm and F. Pacucci,
Astrophys. J. 836 (2017) no.1, 16 doi:10.3847/1538-
4357/836/1/16 [arXiv:1501.02823].
[31] P. Villanueva-Domingo, N. Y. Gnedin and O. Mena,
Astrophys. J. 852 (2018) no.2, 139 doi:10.3847/1538-
4357/aa9ff5 [arXiv:1708.08277].
[32] S. Das and N. Weiner, Phys. Rev. D 84 (2011) 123511
doi:10.1103/PhysRevD.84.123511 [astro-ph/0611353].
[33] V. Irsˇicˇ, M. Viel, M. G. Haehnelt, J. S. Bolton
and G. D. Becker, Phys. Rev. Lett. 119 (2017)
no.3, 031302 doi:10.1103/PhysRevLett.119.031302
[arXiv:1703.04683].
[34] M. Nori, R. Murgia, V. Irsˇicˇ, M. Baldi and
M. Viel, doi:10.1093/mnras/sty2888 arXiv:1809.09619
[astro-ph.CO].
[35] N. Bar, D. Blas, K. Blum and S. Sibiryakov, Phys. Rev. D
98 (2018) no.8, 083027 doi:10.1103/PhysRevD.98.083027
[arXiv:1805.00122].
[36] R. J. McLure et al., Mon. Not. Roy. Astron. Soc. 432
(2013) 2696 doi:10.1093/mnras/stt627 [arXiv:1212.5222].
[37] P. A. Oesch et al., Astrophys. J. 773 (2013) 75
doi:10.1088/0004-637X/773/1/75 [arXiv:1301.6162].
[38] R. J. Bouwens et al., Astrophys. J. 830 (2016) no.2, 67
doi:10.3847/0004-637X/830/2/67 [arXiv:1506.01035].
[39] T. Morishita et al., arXiv:1809.07604 [astro-ph.GA].
[40] P. A. Oesch et al., Astrophys. J. 786 (2014) 108
doi:10.1088/0004-637X/786/2/108 [arXiv:1309.2280].
[41] B. E. Robertson, R. S. Ellis, S. R. Furlanetto and
J. S. Dunlop, Astrophys. J. 802 (2015) no.2, L19
doi:10.1088/2041-8205/802/2/L19 [arXiv:1502.02024].
[42] J. On˜orbe, J. F. Hennawi, Z. Luki and M. Walther,
Astrophys. J. 847 (2017) no.1, 63 doi:10.3847/1538-
4357/aa898d [arXiv:1703.08633].
[43] J. Schaye, T. Theuns, M. Rauch, G. Efstathiou and
W. L. W. Sargent, Mon. Not. Roy. Astron. Soc. 318
(2000) 817 doi:10.1046/j.1365-8711.2000.03815.x [astro-
ph/9912432].
[44] L. Hui and Z. Haiman, Astrophys. J. 596 (2003) 9
doi:10.1086/377229 [astro-ph/0302439].
[45] A. H. Pawlik, J. Schaye and E. van Scherpenzeel,
Mon. Not. Roy. Astron. Soc. 394 (2009) no.4, 1812
doi:10.1111/j.1365-2966.2009.14486.x [arXiv:0807.3963].
[46] K. Finlator, S. P. Oh, F. Ozel and R. Dave, Mon. Not.
Roy. Astron. Soc. 427 (2012) 2464 doi:10.1111/j.1365-
2966.2012.22114.x [arXiv:1209.2489].
[47] A. Gorce, M. Douspis, N. Aghanim and M. Langer,
Astron. Astrophys. 616, A113 (2018) doi:10.1051/0004-
6361/201629661 [arXiv:1710.04152].
[48] A. L. Faisst, Astrophys. J. 829 (2016) 99
doi:10.3847/0004-637X/829/2/99 [arXiv:1605.06507].
[49] K. Kakiichi et al., Mon. Not. Roy. Astron. Soc.
479 (2018) no.1, 43 doi:10.1093/mnras/sty1318
[arXiv:1803.02981].
[50] R. J. Bouwens et al., Astrophys. J. 831 (2016) no.2, 176
doi:10.3847/0004-637X/831/2/176 [arXiv:1511.08504].
[51] J. Schroeder, A. Mesinger and Z. Haiman,
Mon. Not. Roy. Astron. Soc. 428 (2013) 3058
doi:10.1093/mnras/sts253 [arXiv:1204.2838].
[52] B. Greig, A. Mesinger, Z. Haiman and R. A. Simcoe,
15
Mon. Not. Roy. Astron. Soc. 466 (2017) no.4, 1814
doi:10.1093/mnras/stw3351 [arXiv:1606.00441].
[53] F. B. Davies et al., Astrophys. J. 864 (2018) no.2, 142
doi:10.3847/1538-4357/aad6dc [arXiv:1802.06066].
[54] E. Ban˜ados et al., Nature 553 (2018) no.7689, 473
doi:10.1038/nature25180 [arXiv:1712.01860].
[55] I. McGreer, A. Mesinger and V. D’Odorico, Mon.
Not. Roy. Astron. Soc. 447 (2015) no.1, 499
doi:10.1093/mnras/stu2449 [arXiv:1411.5375].
[56] S. Gallerani, A. Ferrara, X. Fan and T. R. Choud-
hury, Mon. Not. Roy. Astron. Soc. 386 (2008) 359
doi:10.1111/j.1365-2966.2008.13029.x [arXiv:0706.1053].
[57] M. A. Schenker, R. S. Ellis, N. P. Konidaris and
D. P. Stark, Astrophys. J. 795 (2014) no.1, 20
doi:10.1088/0004-637X/795/1/20 [arXiv:1404.4632].
[58] M. Ouchi et al., Astrophys. J. 723 (2010) 869
doi:10.1088/0004-637X/723/1/869 [arXiv:1007.2961].
[59] C. A. Mason, T. Treu, M. Dijkstra, A. Mesinger,
M. Trenti, L. Pentericci, S. de Barros and E. Vanzella,
Astrophys. J. 856 (2018) no.1, 2 doi:10.3847/1538-
4357/aab0a7 [arXiv:1709.05356].
[60] R. Adam et al. [Planck Collaboration], Astron.
Astrophys. 596 (2016) A108 doi:10.1051/0004-
6361/201628897 [arXiv:1605.03507].
[61] E. M. George et al., Astrophys. J. 799 (2015) no.2, 177
doi:10.1088/0004-637X/799/2/177 [arXiv:1408.3161].
[62] R. A. Monsalve, A. E. E. Rogers, J. D. Bowman and
T. J. Mozdzen, Astrophys. J. 847 (2017) no.1, 64
doi:10.3847/1538-4357/aa88d1 [arXiv:1708.05817].
[63] S. Mitra, T. R. Choudhury and A. Ferrara, Mon.
Not. Roy. Astron. Soc. 454 (2015) no.1, L76
doi:10.1093/mnrasl/slv134 [arXiv:1505.05507].
[64] L. C. Price, H. Trac and R. Cen, arXiv:1605.03970 [astro-
ph.CO].
[65] N. Laporte et al., Astrophys. J. 837 (2017) no.2, L21
doi:10.3847/2041-8213/aa62aa [arXiv:1703.02039].
[66] P. Dayal and A. Ferrara, Phys. Rept. 780-782 (2018) 1
doi:10.1016/j.physrep.2018.10.002 [arXiv:1809.09136].
[67] E. Jones et al., http://www.scipy.org/ (2001).
[68] O. E. Travis, USA: Trelgol Publishing, (2006).
[69] J. D. Hunter, Computing in Science & Engineering 9,
90-95 (2007) doi:10.1109/MCSE.2007.55.
