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THE DOLBEAULT COMPLEX WITH WEIGHTS
ACCORDING TO NORMAL CROSSINGS
J. RUPPENTHAL
Abstract. In the present paper, we define a Dolbeault complex
with weights according to normal crossings, which is a useful tool
for studying the ∂-equation on singular complex spaces by reso-
lution of singularities (where normal crossings appear naturally).
The major difficulty is to prove that this complex is locally exact.
We do that by constructing a local ∂-solution operator which in-
volves only Cauchy’s Integral Formula (in one complex variable)
and behaves well for Lp-forms with weights according to normal
crossings.
1. Introduction
The motivation for the present paper is as follows: one strategy to
study the ∂-equation on singular complex spaces is to use Hironaka’s
resolution of singularities in order to pull-back the ∂-equation to a
regular setting, where it is treatable much easier. One can achieve
that the exceptional set of such a desingularization consists of normal
crossings only. It is therefore important to study a Dolbeault complex
with weights according to normal crossings. We will make that precise
in the following. A simple version of such a weighted Dolbeault complex
was used in this setting in [FOV1] and [Ru4].
Let Y be an analytic variety in Cn of pure dimension d, and π :M → Y
a resolution of singularities. So, we may assume that M is a complex
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manifold of dimension d, π is a proper analytic map which is a biholo-
morphism outside the exceptional set
X = π−1(Sing Y ),
and X consists only of normal crossings (see [AHL, BiMi, Ha]). Let
Y ∗ = Reg Y carry the metric induced by the canonical embedding
ι : Y →֒ Cn, and let M be given an arbitrary metric. We denote by
dVY the volume element on Y
∗, and by dVM the volume element on M .
We can assume that π preserves orientation. Let Q ∈ X . Then there is
a neighborhood U of Q in M with local coordinates z1, ..., zd such that
we can assume Q = 0 ∈ U ⊂ Cd, and
X ∩ U = {z ∈ U : z1 · · · zm = 0}
for a certain integer m, 1 ≤ m ≤ d.
Then we can assume by Lemma 2.1 in [Ru4] that there is a holomorphic
function J ∈ O(U), vanishing exactly on X ∩ U , such that
|J |2 = det JacR π. (1)
We may write J = zw = zw11 · · · z
wd
d , where w = (w1, ..., wd) ∈ Z
d is a
multi-index with w1, ..., wm ≥ 1 and wm+1 = ... = wd = 0.
Now, let 1 ≤ p ≤ ∞, and f ∈ Lp(G) where G = π(U)∗ = Reg π(U) ⊂
Y ∗. Then it follows from (1) that∫
U\X
|π∗f |p|J |2dVM =
∫
G
|f |pdVY ,
and this yields that (in multi-index notation for |z|2w/p):
f ∈ Lp(G) ⇔ |J |2/pπ∗f = |z|2w/pπ∗f ∈ Lp(U).
This gives reason to the following construction:
Definition 1.1. Let D ⊂ Cn be an open set, 1 ≤ p ≤ ∞ and s =
(s1, ..., sn) ∈ R
n a real multi-index. Then, we define:
|z|sLp0,q(D) := {f measurable on D : |z|
−sf ∈ Lp0,q(D)}.
|z|sLp0,q(D) is a Banach space with the norm
‖f‖|z|sLp
0,q(D)
:= ‖|z|−sf‖Lp
0,q(D)
.
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We use the multi-index notation |z|−s = |z1|
−s1 · · · |zn|
−sn.
The main objective of the present paper is to study the ∂-equation on
|z|sLp0,q(D). But that does not make sense in general for the usual ∂-
operator. It is therefore adequate to introduce the following weighted
operator (∂ has to be understood in the sense of distributions through-
out the paper):
Definition 1.2. Let k = (k1, ..., kn) ∈ Z
n be an integer-valued multi-
index, and let f be a measurable (0, q)-form on D ⊂ Cn such that
z−kf ∈ L1(0,q),loc(D) and ∂
(
z−kf
)
∈ L1(0,q+1),loc(D).
Then, we set
∂kf := z
k∂
(
z−kf
)
∈ |z|kL1(0,q+1),loc(D).
Note that ∂kf = 0 exactly if ∂(z
−kf) = 0. It is clear that ∂k ◦ ∂k = 0.
We will now use the abstract Theorem of de Rham in order to establish
a link between the ∂k-equation ∂kg = f in |z|
sLp0,∗(D) and certain
cohomology groups on D. The right coherent analytic sheaves to look
at are the following:
Definition 1.3. For 1 ≤ j ≤ n, let Ij = (zj) be the sheaf of ideals of
{zj = 0} in C
n . If k = (k1, ..., kn) ∈ Z
n is an integer-valued multi-
index, let
IkO = Ik11 · · · I
kn
n O
as a subsheaf of the sheaf of germs of meromorphic functions.
Note that we could as well consider the usual ∂-operator on sections
of a holomorphic line bundle Lk = Lk11 ⊗ · · · ⊗ L
kn
n such that I
kO ∼=
O(Lk), whereO(Lk) is the sheaf of germs of holomorphic sections in Lk.
This point of view is equivalent and wouldn’t influence the presentation
much.
We need to choose the right operator ∂k for given values of p and s.
k = k(p, s) should be the maximal value such that |z|sLploc ⊂ |z|
kL1loc. It
will become clear that this is a good choice at several points throughout
the paper. So:
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Definition 1.4. Let 1 ≤ p ≤ ∞ and s be real numbers. Then we call
k(p, s) := max{m ∈ Z : |z1|
sLploc(C) ⊂ |z1|
mL1loc(C)}
the ∂-weight of (p, s). For s = (s1, ..., sn) ∈ R
n, let k(p, s) = (k1, ..., kn) ∈
Zn be given by kj := k(p, sj), or, equivalently,
k(p, s) := max{m ∈ Zn : |z|sLploc(C
n) ⊂ |z|mL1loc(C
n)}.
Then, we define for 0 ≤ q ≤ n the sheaves |z|sLp0,q by:
|z|sLp0,q(U) := {f ∈ |z|
sLp(0,q),loc(U) : ∂k(p,s)f ∈ |z|
sLp(0,q+1),loc(U)}
for open sets U ⊂ Cn (it is a presheaf wich is already a sheaf).
We will see later (Lemma 2.2) how the ∂-weight can be computed
explicitely. Now we can state the main result of the present paper:
Theorem 1.5. For 1 ≤ p ≤ ∞ and s ∈ Rn, let k(p, s) ∈ Zn be the
∂-weight according to Definition 1.4. Then:
0→ IkO →֒ |z|sLp0,0
∂k−−→ |z|sLp0,1
∂k−−→ · · ·
∂k−−→ |z|sLp0,n → 0 (2)
is an exact (and fine) resolution of IkO.
By the abstract Theorem of de Rham, this implies that
Hq(U, IkO) ∼=
ker (∂k : |z|
sLp0,q(U)→ |z|
sLp0,q+1(U))
Im (∂k : |z|sL
p
0,q−1(U)→ |z|
sLp0,q(U))
for open sets U ⊂ Cn. Thus, we can study the equation ∂kg = f on
U by investigating the groups Hq(U, IkO). Due to the local nature
of Theorem 1.5, it is easy to deduce similar statements on complex
manifolds, which will be a helpful tool for studying the ∂-equation on
singular spaces as indicated in the beginning. We will do that in a
second paper [Ru7]. Let us point out what is new about this approach.
For a complex projective variety Z ⊂ CPn, the Cheeger-Goresky-
MacPherson conjecture (see [CGM]) states that the L2-deRham co-
homology H∗(2)(Z
∗) of the regular part of the variety Z∗ := Reg Z with
respect to the (incomplete) restriction of the Fubini-Study metric is
naturally isomorphic to the intersection cohomology of middle perver-
sity IH∗(Z) (which in turn is isomorphic to the cohomology of a small
resolution of singularities). Ohsawa proved this conjecture under the
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extra assumption that the variety has only isolated singularities (see
[Oh]), while it is still open for higher-dimensional singular sets. The
early interest in the conjecture of Cheeger, Goresky and MacPherson
was motivated in large parts by the hope that one could then use the
natural isomorphism and a Hodge decomposition for Hk(2)(Z
∗) to put a
pure Hodge structure on the intersection cohomology of Z (cf. [CGM]).
That was in fact done by Pardon and Stern in the case of isolated sin-
gularities (see [PaSt2]). Their work includes the computation of the L2-
Dolbeault cohomology groups Hp,q(2)(Z
∗) in terms of cohomology groups
of a resolution of singularities (see also [PaSt1]).
Let us now direct our attention to the case of Stein varieties. Though
one would expect similar relations in this (local) situation, no such rep-
resentation of the L2-Dolbeault cohomology is known. The best results
include quite rough lower and upper bounds on the dimension of some
of the groups (see e.g. [DFV], [Fo], [FOV2] or [Ru4]). The origin of the
present work is the attempt to compute the L2-Dolbeault cohomology
groups in the spirit of the work of Cheeger-Goresky-MacPherson, Oh-
sawa, Pardon-Stern and others in terms of certain cohomology groups
on a resolution of singularities. But, in the absence of compactness,
most of their arguments do not carry over to the local situation and
one has to develop new tools, one of them the Dolbeault complex with
weights presented here.
In view of the large difficulties in computing the L2-cohomology, it
seems reasonable to gain a broader view and better understanding by
also considering Lp-Dolbeault cohomology groups for arbitrary 1 ≤
p ≤ ∞. In fact, by use of the Dolbeault complex with weights, is is
for example possible to compute the Lp-Dolbeault cohomology groups
on an irreducible homogeneous variety with an isolated singularity Y
for all p such that 2d/p /∈ Z (where d = dimY , see [Ru7]) and for
p = 1. This does not solve the L2-problem but gives a quite precise
idea what to expect for the L2-groups. A crucial point is that for the
Lp-theory, we cannot use the well-known L2-Hilbert space methods. It
seems reasonable to make use of integral formulas. This article is a
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first step in that direction. Another application of integral formulas to
singular spaces can be found in [RuZe].
For the proof of the main Theorem 1.5, we need to solve the ∂-equation
locally with weights according to normal crossings. It is adequate to
do this by using the inhomogeneous Cauchy Integral Formula in one
complex variable and to integrate just over lines parallel to the cartesian
coordinates. Following this idea, we were able to construct an integral
solution operator (see Theorem 4.4) satisfying the regularity properties
needed in Theorem 1.5.
The paper is organized as follows: In section 2, we present a version
of Cauchy’s Integral Formula (with weights) which will fit our needs,
and prove the relevant estimates for this integral operator (Theorem
2.1). In section 3, we give a ∂-homotopy formula by integral operators
which involve only iterated application of Cauchy’s Integral Formula
(Theorem 3.7).
Modifying this construction, we obtain in section 4 a ∂k-solution op-
erator with weights according to normal crossings which involves only
integration over complex lines (Theorem 4.4). This integral operator
has strong regularity properties that are sufficient to prove Theorem
1.5 easily, but it is of interest on its own (not only in the context of
Theorem 1.5). In the last section, we complete the proof of Theorem
1.5 and introduce another related complex which is of similar structure
and use (Theorem 5.1).
2. Weighted Lp-Regularity of Cauchy’s Integral Formula
Let D ⊂⊂ C be a bounded domain in the complex plane and k ∈ Z.
For a measurable function f on D, we define
IDk f(z) :=
zk
2πi
∫
D
f(ζ)
dζ ∧ dζ
ζk(ζ − z)
,
provided, the integral exists. Note that
∂
∂z
IDk f = f
in the sense of distributions if f(ζ)/ζk is integrable in ζ over D. In
this section, we will develop weighted Lp-estimates for these operators
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IDk . For the choice of the right weight factors in the occurring Cauchy
Integrals, we have to use the ∂-weight (see Definition 1.4).
Theorem 2.1. Let D ⊂⊂ C be a bounded domain, 1 ≤ p ≤ ∞ and s
real numbers, and let k = k(p, s) be the ∂-weight of (p, s) according to
Definition 1.4. Then IDk is a bounded linear operator
IDk : |z|
sLp(D)→ |z|s+1−ǫLp(D) for all ǫ > 0.
Before we prove Theorem 2.1, we need to know a little more about the
∂-weight. It can be computed explicitly by the following:
Lemma 2.2. Let 1 ≤ p ≤ ∞ and s be real numbers, and k(p, s) the
∂-weight of (p, s) according to Definition 1.4. Then
k(p, s) =
{
max{m ∈ Z : m < 2 + s− 2/p} , p 6= 1,
max{m ∈ Z : m ≤ 2 + s− 2/p} , p = 1.
(3)
Proof. Let k(p, s) be the ∂-weight of (p, s), and let k′(p, s) denote the
right hand side in (3). By use of the Ho¨lder Inequality we will now show
firstly that
k(p, s) ≥ k′(p, s), namely |z|sLploc(C) ⊂ |z|
k′L1loc(C). So, let f ∈
|z|sLploc(C), p > 1. Then, for a bounded domain D ⊂⊂ C:
‖z−k
′
f‖L1(D) ≤ ‖|z|
−sf‖Lp(D)‖|z|
s−k′‖
L
p
p−1 (D)
,
which is bounded if (s − k′) p
p−1
> −2, which is equivalent to k′ <
2 + s− 2/p. If p = 1, it is seen easily that we need k′ ≤ s.
It remains to show that k(p, s) cannot be bigger than k′(p, s). So, we
need to find functions in |z|sLploc(C) that are not in |z|
k′+1L1loc(C). Note
that
k′(p, s) =
{
min{m ∈ Z : m ≥ 1 + s− 2/p} , p 6= 1,
min{m ∈ Z : m > 1 + s− 2/p} , p = 1.
We will now distinguish two cases. Let us first treat the situation that
k′(p, s) > 1 + s− 2/p. (4)
Let l := s− 2/p+ ǫ. Then
|z|l ∈ |z|sLploc(C)
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if ǫ > 0. On the other hand
|z|l /∈ |z|k
′+1L1loc(C)
if l − k′ − 1 ≤ −2. But
(s− 2/p)− k′ − 1 < −2
by assumption (4). So, there exists ǫ > 0 such that l − k′ − 1 < −2,
implying that |z|l ∈ |z|sLploc(C) but |z|
l /∈ |z|k
′+1L1loc(C). Secondly,
assume that
k′(p, s) = 1 + s− 2/p.
This implies that p > 1. Consider
g(z) := |z|s−2/p(log |z|)−1.
Then
g /∈ |z|k
′+1L1loc(C),
because |z|−2(log |z|)−1 /∈ L1loc(C), because (r log r)
−1 /∈ L1([0, 1]), hav-
ing log log r as antiderivate. On the other hand,
g ∈ |z|sLploc(C),
because |z|−2 log−p |z| ∈ L1loc(C) for p > 1, because r
−1 log−p r ∈
L1([0, 1]), having
(1− p)−1 log1−p r
as antiderivate for p > 1. 
It is now easy to deduce furthermore:
Lemma 2.3. Let 1 ≤ p ≤ ∞ and s be real numbers, and k(p, s) the
∂-weight of (p, s) according to Definition 1.4. If p <∞, then
k(p, s) = k0(s) + k1(p, s) = [s] + k1(p, s)
:= max{l ∈ Z : l ≤ s}+

2 , if (s− k0)p > 2,
1 , if 2 ≥ (s− k0)p > 2− p,
0 , if 2− p ≥ (s− k0)p.
In case p =∞, then
k1(∞, s) =
{
1 , if s− k0 = 0,
2 , if s− k0 > 0.
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Proof. The case p = ∞ follows directly from Lemma 2.2, because
k(∞, s) = [s]+ 1 if s ∈ Z, and k(∞, s) = [s]+ 2 if s /∈ Z. If p = 1, then
k(1, s) = [s] = [s] + k1(1, s),
because k1(1, s) = 0 for arbitrary s. If p /∈ {1,∞}, then
k(p, s)− [s] = max{l ∈ Z : l + [s] < 2 + s− 2/p}
= max{l ∈ Z : l < 2 + (s− [s])− 2/p}
=

2 , if 2 < 2 + (s− [s])− 2/p,
1 , if 1 < 2 + (s− [s])− 2/p ≤ 2,
0 , if 2 + (s− [s])− 2/p ≤ 1.
=

2 , if (s− k0)p > 2,
1 , if 2 ≥ (s− k0)p > 2− p,
0 , if 2− p ≥ (s− k0)p.

There is another interesting concept in the context of our ∂-weight,
which we will discuss briefly before proving Theorem 2.1:
Definition 2.4. Let 1 ≤ p ≤ ∞ and s be real numbers. Then we call
k˜(p, s) := min{m ∈ Z : ImOC ⊂ |z|
sLploc(C)}
the modified ∂-weight of (p, s). It follows that
k˜(p, s) =
{
min{k ∈ Z : (s− k)p < 2} , p <∞,
min{k ∈ Z : (s− k) ≤ 0} , p =∞.
(5)
Proof. Let k′ = k′(p, s) denote the right hand side in (5). By use of the
Ho¨lder Inequality, it is easy to see that k˜(p, s) ≤ k′(p, s), but it cannot
be smaller, because
zk
′−1 /∈ |z|sLploc(C).
That can be seen as follows: If p =∞, then (5) implies that k′−1−s <
0. If p <∞, then (5) implies that (k′ − 1− s)p ≤ −2. 
The connection between ∂-weight and modified ∂-weight is clearyfied
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Lemma 2.5. Let 1 ≤ p ≤ ∞ and s be real numbers, k(p, s) the ∂-
weight of (p, s), and k˜(p, s) the modified ∂-weight. Then
k(p, s) =

[s] = s , if p = 1 and s ∈ Z,
min{k ∈ Z : (s− (k − 1)) ≤ 0 , p =∞,
min{k ∈ Z : (s− (k − 1))p ≤ 2} , otherwise.
It follows that k(p, s) = k˜(p, s) if (s− [s])p ∈ {2, 2− p}, and k(p, s) =
k˜(p, s) + 1 in all other cases.
Note that this implies that there is an injective embedding IkO →֒
|z|sLp0,0 in the situation of Theorem 1.5, because k(p, s) ≥ k˜(p, s).
Proof. We will use the representation of k(p, s) given in Lemma 2.2
and Lemma 2.3. The first two cases are immediate. So, assume that
p <∞, and that p > 1 or s /∈ Z. It is clear that
k′ := k0(s) + 2 = [s] + 2
satisfies (s − (k′ − 1))p ≤ 2 and (s − (k′ − 1 − 3))p > 2. Thus there
exists r(p, s) ∈ {0, 1, 2} such that:
min{k ∈ Z : (s− (k − 1))p ≤ 2} = k′ − r(p, s).
It is not hard to see that r(p, s) = 2 − k1(p, s), and that proves the
statement. 
We presented the modified ∂-weight at this place, because it seems
interesting to mention the following direct consequence of Theorem
2.1:
Corollary 2.6. Let D ⊂⊂ C be a bounded domain, 1 ≤ p ≤ ∞ and
s real numbers, and let k˜ = k˜(p, s) be the modified ∂-weight of (p, s)
according to Definition 2.4. Then ID
ek
is a bounded linear operator
IDek : |z|
sLp(D)→ |z|sLp(D).
Proof. The statement is clear if k˜(p, s) = k(p, s). If that is not the case,
we know that (s− [s])p /∈ {2, 2− p} by Lemma 2.5. But then it follows
from the Definition of the ∂-weights and Lemma 2.5 that there exists
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ǫ > 0 such that t := s−1+ǫ satisfies: k(p, t) = k(p, s)−1 = k˜(p, s). And
then it follows from Theorem 2.1 that the following map is bounded:
IDek = I
D
k(p,t) : |z|
sLp(D) →֒ |z|tLp(D)→ |z|t+1−ǫLp(D) = |z|sLp(D).

The rest of this section is dedicated to the proof of Theorem 2.1. It is
based on two basic estimates of the integrals involved, which we will
recall for the convenience of the reader. Firstly, we need (for a proof,
see [Ru2], Lemma 6.1.1):
Theorem 2.7. For R > 0 and 0 ≤ α, β < 2, let ∆R := {z ∈ C : |z| <
R} and
JR(z) :=
∫
∆R
dVC(t)
|t|α|t− z|β
.
Then there exists a constant C(α, β) > 0, depending only on α and β,
such that
JR(z) ≤ C(α, β)

R2−α−β , α+ β < 2,
1 + |logR− log |z|| , if α+ β = 2,
|z|2−α−β , α+ β > 2,
for all z ∈ C (with z 6= 0 if α + β ≥ 2).
Moreover, we will make use of the following generalization of the clas-
sical Young’s inequality for convolution integrals (see e.g. [Ra], Appen-
dix B, for the proof), which is used frequently for estimating integral
operators:
Theorem 2.8. Let (X, µ) and (Y, ν) be two measure spaces, and sup-
pose that K is a measurable function on X×Y (with respect to product
measure), which satisfies∫
X
|K(x, y)|tdµ(x) ≤M t for almost all y ∈ Y
and ∫
Y
|K(x, y)|tdν(y) ≤M t for almost all x ∈ X
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for some M <∞ and s ≥ 1. Then the linear operator f 7→ Tf defined
ν-a.e. by
Tf(y) =
∫
X
K(x, y)f(x)dµ(x)
is bounded from Lp(X) to Lr(Y ) with norm ≤M for all 1 ≤ p, r ≤ ∞
with
1
r
=
1
p
+
1
t
− 1.
Let use now show how we can use Theorem 2.7 and Theorem 2.8 to
deduce Theorem 2.1. We will use the representation for the ∂-weight
k(p, s) given in Lemma 2.3. It is easy to see that it is enough to
consider the situation where k0(s) = [s] = 0 and 0 ≤ s < 1. We have
to distinguish four cases. Firstly, let k1(p, s) = 0, hence
k(p, s) = 0 and (1 + s)p ≤ 2. (6)
Let 1 < t(ǫ) < 2 be chosen quite close to 2. This statement will be
made precise later. Then, let r be defined by
1/r = 1/p+ 1/t− 1. (7)
Note that r > p and r ≥ t. We will now use the Ho¨lder-Inequality with
the three coefficients 1/r, 1/t − 1/r and 1/p − 1/r (the sum equals 1
by the use of (7)):
∫
D
|f(ζ)|
dV (ζ)
|ζ − z|
=
∫
D
(
|f(ζ)|p|ζ |rs
|ζ |sp|ζ − z|t
) 1
r
(
1
|ζ − z|t
) 1
t
− 1
r
(∣∣∣∣f(ζ)ζs
∣∣∣∣p) 1p− 1r dV (ζ)
≤ C(t)1/t−1/r ‖f‖
1−p/r
|z|sLp(D)
(∫
D
∣∣∣∣f(ζ)ζs
∣∣∣∣p |ζ |rsdV (ζ)|ζ − z|t
) 1
r
,
where the second factor has been treated by Theorem 2.7 in order to
receive the constant C(t) > 0. Here we have used the fact that t is
chosen to be < 2.
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Using this inequality, we can calculate (by the use of Fubini’s Theorem
and Theorem 2.7):∫
D
∣∣|z|−sID0 f(z)∣∣r dV (z)
≤ C(t)r/t−1‖f‖r−p|z|sLp(D)
∫
D
∫
D
∣∣∣∣f(ζ)ζs
∣∣∣∣p |ζ |rsdV (ζ)|z|rs|ζ − z|tdV (z)
= C(t)r/t−1‖f‖r−p|z|sLp(D)
∫
D
∣∣∣∣f(ζ)ζs
∣∣∣∣p |ζ |rs ∫
D
dV (z)
|z|rs|ζ − z|t
dV (ζ)
≤ C(rs, t)C(t)r/t−1‖f‖r−p|z|sLp(D)
∫
D
∣∣∣∣f(ζ)ζs
∣∣∣∣p |ζ |rs|ζ |2−rs−tdV (ζ)
. C(rs, t)C(t)r/t−1‖f‖r−p|z|sLp(D)‖f‖
p
|z|sLp(D) . ‖f‖
r
|z|sLp(D).
In order to apply Theorem 2.7, we have used the fact that rs < 2. That
can be seen as follows: The statement is trivial if s = 0. If s > 0, (6)
implies that p < 2 and that
sp ≤ 2− p ⇒ sp/(2− p) ≤ 1,
and from (7) and t < 2, we deduce that
1/r = 1/p+ 1/t− 1 > 1/p− 1/2 = (2− p)/2p.
Together, we receive:
rs < 2sp/(2− p) ≤ 2.
Now we can complete the proof of the first case. Let a(ǫ) > 2/p be
chosen so small that (1− ǫ)ap < 2, and let b(ǫ) < 2/p
2/p−1
= 2/(2− p) be
the dual coefficient such that 1/a+ 1/b = 1. It is not hard to see that
we can chose t(ǫ) such that r = bp, namely
t :=
ap
ap− 1
< 2,
for this implies
1
r
=
1
p
+
(
ap− 1
ap
)
− 1 =
1
p
−
1
ap
=
1
p
(
a− 1
a
)
=
1
pb
.
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So, by use of the Ho¨lder-Inequality, (1 − ǫ)ap < 2 and |z−sID0 f |
pb =
|z−sID0 f |
r (which has already been estimated), we finally get:
‖ID0 f‖
p
|z|s+1−ǫLp(D) =
∫
D
∣∣|z|−1+ǫ−sID0 f(z)∣∣p dV (z)
≤
(∫
D
|z|(ǫ−1)apdV (z)
)1/a(∫
D
∣∣|z|−sID0 f(z)∣∣r dV (z))1/b
. ‖f‖
r/b
|z|sLp(D) = ‖f‖
p
|z|sLp(D).
For the case k(p, s) = k1(p, s) = 1, we have to distinguish two different
situations. Let us firstly consider the situation where s > 0 and
2 ≥ sp > 2− p.
This implies that p ≤ 2/s <∞. It is enough to combine the principle
of the last step in the case k = k1 = 0 with Theorem 2.8. Actually,
the proof of Theorem 2.8 is quite similar to the procedure that we have
used to estimate ‖|z|−sID0 f‖
r
Lr(D). We can assume that ǫ < s. Choose
a(ǫ) > 2/(ps) ≥ 1
so small that (s − ǫ)ap < 2, and let b < 2/(ps)
2/(ps)−1
= 2/(2 − ps) be the
dual exponent such that 1/a + 1/b = 1. Then let r = bp and choose t
such that
1
r
=
1
p
+
1
t
− 1.
Note that r = bp > p implies that t > 1. On the other hand, we see
that
1
t
=
1
p
(
1
b
− 1
)
+ 1 >
1
p
(
2− ps
2
− 1
)
+ 1 = 1−
s
2
,
which is equivalent to
t(2− s) < 2. (8)
By use of the Ho¨lder-Inequality, we deduce:
‖ID1 f‖
p
|z|s+1−ǫLp(D) =
∫
D
∣∣|z|ǫ−s−1ID1 f ∣∣p dV (z)
≤
(∫
D
|z|(ǫ−s)apdV (z)
)1/a(∫
D
∣∣|z|−1ID1 f ∣∣bp dV (z))1/b
. ‖|z|−1ID1 f‖
p
Lr(D).
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So, we can finish the second case by showing that
‖|z|−1ID1 f‖
r
Lr(D) =
∫
D
|z|−r|z|r
2π
∣∣∣∣∫
D
f(ζ)
ζs
·
dζ ∧ dζ
ζ1−s(ζ − z)
∣∣∣∣r dV (z) . ‖f‖r|z|sLp(D),
but that is an easy consequence of Theorem 2.8. In fact, consider the
kernel
Φ(ζ, z) =
1
ζ1−s(ζ − z)
,
which appears in the situation that we are considering now. Φ satisfies
the assumptions of Theorem 2.8 with our choices of r, p and t because
of (8), and so the case k˜(p, s) = k1(p, s) = 1 and s > 0 is settled.
Now, assume that k(p, s) = k1(p, s) = 1 and s = 0, which implies that
p = (1 + s)p > 2. This situation is well-known: Namely, the Operator
ID0 maps continuously I
D
0 : L
p(D) → Cη(D) for all 2 < p ≤ ∞, 0 ≤
η < 1− 2/p.
For a proof, see [He1], Hilfssatz 15. So, choose η = 1−2/p− ǫ/2. Then
we deduce that there exists a constant C(p, η) > 0 such that
|ID1 f(z)| = |I
D
0 f(z)−I
D
0 f(0)| ≤ C(p, η)‖f‖Lp(D)|z|
η . |z|1−2/p−ǫ/2‖f‖Lp(D).
But then (for p <∞):
‖ID1 f‖
p
|z|1−ǫLp(D) =
∫
D
∣∣|z|ǫ−1ID1 f(z)∣∣p dV (z)
. ‖f‖pLp(D)
∫
D
|z|
ǫ
2
p−2dV (z) . ‖f‖pLp(D),
completing the proof of Theorem 2.1 for k(p, s) = k1(p, s) = 1. The
case p =∞ is also clear.
It remains to consider the situation k(p, s) = k1(p, s) = 2, thus sp > 2,
and s > 0 if p =∞. Again, we just use the Ho¨lder regularity of ID0 . Let
q < 2/(1− s). Then |ζ |s−1 ∈ Lq(D), and it follows that ζ−1f ∈ Lr(D)
for all 1 ≤ r ≤ ∞ satisfying
1
r
=
1
p
+
1
q
>
1
p
+
1− s
2
=
2 + (1− s)p
2p
,
because
‖ζ−1f‖Lr(D) ≤ ‖ζ
−sf‖Lp(D)‖ζ
s−1‖Lq(D) = ‖ζ
s−1‖Lq(D)‖f‖|z|sLp(D).
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So, we can use that
‖ζ−1f‖Lr(D) . ‖f‖|z|sLp(D) for all 1 ≤ r <
2p
2 + (1− s)p
. (9)
This implies that ID0 (ζ
−1f) = z−1ID1 f is in C
η for all
0 ≤ η < 1−
2 + (1− s)p
p
= s−
2
p
< 1.
Choose η = s− 2/p− ǫ/2. So,
|z−1ID2 f(z)| = |I
D
0 (ζ
−1f)(z)− ID0 (ζ
−1f)(0)|
. |z − 0|η‖ζ−1f‖Lr(D) . |z|
η‖f‖|z|sLp(D).
But then (for p <∞):
‖ID2 f‖
p
|z|s+1−ǫLp(D) =
∫
D
∣∣|z|ǫ−1−sID2 f(z)∣∣p dV (z)
. ‖f‖p|z|sLp(D)
∫
D
|z|p(ǫ−s+η)dV (z)
= ‖f‖p|z|sLp(D)
∫
D
|z|
ǫ
2
p−2dV (z) . ‖f‖p|z|sLp(D),
completing the proof of Theorem 2.1 for k(p, s) = k1(p, s) = 2, and
again the case p =∞ is clear, as well.
3. The Basic ∂-Homotopy Formula on Product Domains
It is well known that the Grothendieck-Dolbeault Lemma can be proved
by an inductional procedure using only the inhomogeneous Cauchy In-
tegral Formula in one complex variable (see e.g. [GrRe]). In this sec-
tion, we will extend this to a kind of homotopy formula with error terms
for the ∂-equation on product domains that involves only Cauchy’s In-
tegral Formula.
Definition 3.1. We call P = D1 × · · · ×Dn ⊂ C
n a piecewise smooth
product domain if the Dj are piecewise smooth domains in the complex
plane for all j = 1, ..., n. Let
beP = D1 × · · · × bDe × · · · ×Dn = {z = (z1, ..., zn) ∈ P : ze ∈ bDe},
where bDe is the boundary of De.
For the induction, we need the following
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Definition 3.2. For A ⊂ Cn and e ∈ Z, 1 ≤ e ≤ n, let Γe(A) ⊂⋃n
q=1L
1
(0,q),loc(A) be the subset of locally integrable (0, q)-forms ω with
∂ω ∈ L1(0,q+1),loc(A) such that ω and ∂ω do not contain dze+1, .... dzn
. For arbitrary η ∈ L10,q(A), we write
η = ηe + η
′
for the unique representation where η′ does not contain dze, and ηe
contains dze necessarily.
For the integration, we will use the following operators:
Definition 3.3. Let P = D1×· · ·×Dn ⊂⊂ C
n be a piecewise smooth,
bounded product domain. Moreover, let k ∈ Z, e, q ∈ Z with 1 ≤ e, q ≤
n, and let ω be a (0, q)-form with measurable coefficients on P , given
in multi-index notation as
ω = ωe + ω
′ =
∑
|J |=q−1
e/∈J
aeJdze ∧ dzJ +
∑
|L|=q
e/∈L
aLdzL.
For z ∈ Cn, let
IPek ω(z) :=
zke
2πi
∑
|J |=q−1
e/∈J
∫
ζe∈De
aeJ(..., ze−1, ζe, ze+1, ...)
dζe ∧ dζe
ζke (ζe − ze)
dzJ ,
provided the integral exists.
Note that IPe0 defines a bounded linear operator I
Pe
0 : C
0
0,q(P )→ C
0
0,q−1(P ).
Moreover, we will have to describe some error terms which will be
handled by integration over parts of the boundary.
For the representation of the error terms, we use:
Definition 3.4. Let P = D1×· · ·×Dn ⊂⊂ C
n be a piecewise smooth,
bounded product domain. Moreover, let k ∈ Z, e, q ∈ Z with 1 ≤ e, q ≤
n, and let ω be a measurable (0, q)-form on P , given in multi-index
notation as
ω = ωe + ω
′ =
∑
|J |=q−1
e/∈J
aeJdze ∧ dzJ +
∑
|L|=q
e/∈L
aLdzL,
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For z ∈ P \ beP , let
RPek ω(z) :=
zke
2πi
∑
|L|=q
e/∈L
∫
ζe∈bDe
aL(..., ze−1, ζe, ze+1, ...)
dζe
ζke (ζe − ze)
dzL,
provided the integral exists.
Note that this Definition gives a linear operator RPe0 : C
0
0,q(P ) →
C00,q(P \ beP ), for example. We will use the classical inhomogeneous
Cauchy Integral Formula: Let D ⊂⊂ C be a bounded piecewise smooth
domain, and assume that f ∈ C1(D). Then:
f(z) =
1
2πi
∫
D
∂f
∂ζ
(ζ)
dζ ∧ dζ
ζ − z
+
1
2πi
∫
bD
f(ζ)
dζ
ζ − z
(10)
for all z ∈ D. Now we are in the position to construct a homotopy
formula with error terms which will have interesting applications.
Lemma 3.5. Let P = D1 × · · · × Dn ⊂⊂ C
n be a piecewise smooth,
bounded product domain, 1 ≤ q ≤ e ≤ n, and ω ∈ C∞0,q(P ) a smooth
(0, q)-form on a neighborhood of P . Then:
ω = ∂IPe0 ω + I
Pe
0 ∂ω +R
Pe
0 ω on P \ beP, (11)
where IPe0 ω ∈ C
∞
0,q−1(P \beP ) and I
Pe
0 ∂ω,R
Pe
0 ω ∈ C
∞
0,q(P \beP ). If more-
over ω ∈ Γe(P ), then R
Pe
0 ω ∈ Γe−1(P \ beP ), which has the meaning
that R
Pq
0 ω = 0 if ω ∈ Γq(P ). If ∂ω = 0, then ∂R
Pe
0 ω = 0, too.
Proof. Let us first consider the case when ω is of the form
ϑ = a dze ∧ dzL ∈ C
∞
0,q(P ).
So, assume that ϑ has the same properties as ω. Then:
∂IPe0 ϑ = ϑ+
1
2πi
∑
j 6=e
∫
ζe∈De
∂a
∂zj
·
dζe ∧ dζe
ζe − ze
dzj ∧ dzL
= ϑ− IPe0 ∂ϑ.
Summing up the components of ωe (which all look like ϑ), we conclude:
ωe = ∂I
Pe
0 ωe + I
Pe
0 ∂ωe = ∂I
Pe
0 ω + I
Pe
0 ∂ωe = ∂I
Pe
0 ω + I
Pe
0 ∂ω − I
Pe
0 ∂ω
′.(12)
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By use of the inhomogeneous Cauchy Integral Representation Formula
(10) applied to the coefficients of ω′ = ω − ωe we also have:
ω′ = IPe0 ∂ω
′ +RPe0 ω
′.
Inserting this to (12), we arrive at
ωe = ∂I
Pe
0 ω + I
Pe
0 ∂ω − ω
′ +RPe0 ω
′
= ∂IPe0 ω + I
Pe
0 ∂ω − ω
′ +RPe0 ω,
which proves (11). Now, ω ∈ C∞0,q(P ) implies that I
Pe
0 ω ∈ C
∞
0,q−1(P \
beP ) and I
Pe
0 ∂ω,R
Pe
0 ω ∈ C
∞
0,q(P \ beP ) by well-known properties of the
Cauchy Integrals (see [Ra], Lemma IV.1.14). If ω ∈ Γe(P ), then it is
clear that RPe0 ω ∈ Γe(P \ beP ). But moreover, R
Pe
0 ω is holomorphic in
ze, and that implies that R
Pe
0 ω ∈ Γe−1(P \ beP ). The last statement is
clear because ∂ω = 0 implies that
ω = ∂IPe0 ω +R
Pe
0 ω.

Applying Lemma 3.5 to a (0, q)-form n − q + 1 times yields a nice
representation formula, which we call a basic ∂-homotopy formula on
product domains. Let us define the inductively given integral operators:
Definition 3.6. Let P = D1×· · ·×Dn ⊂⊂ C
n be a piece-wise smooth,
bounded product domain, and let 1 ≤ q ≤ e ≤ n and ω ∈ C∞0,q(P ). Then
we define
SPq ω :=
n∑
k=q
I
Pk
0 R
Pk+1
0 R
Pk+2
0 · · ·R
Pn
0 ω,
TPq+1∂ω := I
Pn
0 ∂ω +
n−1∑
k=q
I
Pk
0 ∂R
Pk+1
0 ∂R
Pk+2
0 · · · ∂R
Pn
0 ω
= IPn0 ∂ω +
n−1∑
k=q
I
Pk
0 ∂R
Pk+1
0 ∂R
Pk+2
0 · · · ∂R
Pn−1
0 (∂ω − ∂I
Pn
0 ∂ω).
Note that SPq ω ∈ C
∞
0,q−1(P ) and T
P
q+1∂ω ∈ C
∞
0,q(P ). We have used
∂RPn0 ω = ∂ω − ∂I
Pn
0 ∂ω,
which follows from applying ∂ to (11).
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Now we get the following ∂-homotopy formula:
Theorem 3.7. Let P = D1× · · ·×Dn ⊂⊂ C
n be a piece-wise smooth,
bounded product domain, and let 1 ≤ q ≤ n and ω ∈ C∞0,q(P ). Then:
ω = ∂SPq ω +T
P
q+1∂ω,
where SPq ω ∈ C
∞
0,q−1(P ) and T
P
q+1∂ω ∈ C
∞
0,q(P ). If ∂ω = 0, then
ω = ∂SPq ω.
Proof. Applying Lemma 3.5 to ω ∈ C∞0,q(P ) = C
∞
0,q(P ) ∩ Γn(P ) (triv-
ially) yields
ω = ∂IPn0 ω + I
Pn
0 ∂ω +R
Pn
0 ω,
where RPn0 ω ∈ C
∞
0,q(P \ bnP ) ∩ Γn−1(P \ bnP ). Now, using Lemma 3.5
again, we have
RPn0 ω = ∂I
Pn−1
0 R
Pn
0 ω + I
Pn−1
0 ∂R
Pn
0 ω +R
Pn−1
0 R
Pn
0 ω,
where R
Pn−1
0 R
Pn
0 ω ∈ C
∞
0,q(P \ (bnP ∪bn−1P ))∩Γn−2(P \ (bnP ∪bn−1P )).
For this, the statement (not the proof) of Lemma 3.5 has to be modified
slightly, namely by replacing P by P \ bnP , which does not really make
a difference when integrating in the zn−1-direction. Go on inductively.
The induction ends at:
R
Pq+1
0 · · ·R
Pn
0 ω = ∂I
Pq
0 R
Pq+1
0 · · ·R
Pn
0 ω + I
Pq
0 ∂R
Pq+1
0 · · ·∂R
Pn
0 ω,
because R
Pq+1
0 · · ·R
Pn
0 ω ∈ Γq, and that implies R
Pq
0 R
Pq+1
0 · · ·R
Pn
0 ω =
0. 
4. Local Lp-Solution of ∂ with Weights According to
Normal Crossings
We will now use a modification of Lemma 3.5 in order to construct
an Lp-solution operator for the weighted ∂k-equation similarly to the
derivation of the homotopy formula Theorem 3.7. One has to face
the problem that Lemma 3.5 can not be extended to Lp-forms directly
because there are boundary integrals involved. So, we simply restrict to
the case where ω is compactly supported. The resulting statement will
be sufficient to deduce a local solution operator. For the choice of the
right weight factors in the occurring Cauchy Integrals, we have to use
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the ∂-weights that we introduced in Definition 1.4 and Definition 2.4.
Here now the basic ingredient for the construction of an Lp-solution
operator:
Lemma 4.1. Let P = D1× · · · ×Dn ⊂⊂ C
n be a bounded product do-
main,
1 ≤ q ≤ e ≤ n, 1 ≤ p ≤ ∞, s ∈ Rn, ω ∈ |z|sLp0,q(P ) with com-
pact support in De, and k = k(p, s) the ∂-weight of (p, s) according
to Definition 1.4. Let m ∈ Zn with m ≤ k(p, s), and assume that
∂mω ∈ |z|
sLp0,q+1(P ). Then:
ω = ∂mI
Pe
meω + I
Pe
me∂mω (13)
in the sense of distributions.
Proof. Let r = k −m ∈ Zn. Then r ≥ 0. By Definition 1.4 it follows
that
z−mω = zrz−kω ∈ L10,q(P ),
and
∂(z−mω) = z−m∂mω = z
rz−k∂mω ∈ L
1
0,q+1(P ).
That shows that we are in a nice position to approximate z−mω by
smooth forms.
It is well known (see e.g. [LiMi], Theorem V.2.6) that there exists a
sequence of forms {gj} ⊂ C
∞
0,q(P ) such that
lim
j→∞
gj = z
−mω in L10,q(P ),
lim
j→∞
∂gj = ∂(z
−mω) = z−m∂mω in L
1
0,q+1(P ).
Because the sequence {gj} is constructed by convolution with a Dirac
sequence, it is clear that we can assume that the gj have compact
support in De, as well. Lemma 3.5 yields:
gj = ∂I
Pe
0 gj + I
Pe
0 ∂gj for all j.
This implies that
z−mω = ∂IPe0 (ζ
−mω) + IPe0 (ζ
−m∂mω) (14)
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in the sense of distributions by the regularity properties of the Cauchy-
Integral, where we use
ζ = (z1, ..., ze−1, ζe, ze+1, ..., zn).
But this implies that (14) is equivalent to:
ω = zm∂
(
z−mIPeme(ω)
)
+ zmz−mIPeme(∂mω)
= ∂mI
Pe
me(ω) + I
Pe
me(∂mω).

We will now use Lemma 4.1 to construct a local solution operator for
the ∂k-equation. One could go for a homotopy formula again, but the
statement wouldn’t be so nice and we actually don’t need it. So, let P =
D1 × · · · × Dn and
Q = G1 × · · · ×Gn be two bounded product domains in C
n such that
Q ⊂⊂ P ⊂⊂ Cn,
and choose smooth cut-off functions χj ∈ C
∞
cpt(Dj) such that χj ≡ 1 in
a neighborhood of Gj and 0 ≤ χj ≤ 1. Let
Sj := D1 × · · · ×Dj−1 ×
(
Dj \Gj
)
×Dj+1 × · · · ×Dn.
Note that
supp ∂χj ⊂ Sj
if we interpret χj as a function on P (only depending on zj). Moreover,
let 1 ≤ p ≤ ∞, and s = (s1, ..., sn) ∈ R
n be a multi-index. We will
treat two slightly different situations in one. So, let c ∈ Zn be one of
the following two weights: c(p, s) = k = k(p, s) the ∂-weight of (p, s),
or c(p, s) = k˜ = k˜(p, s) the modified ∂-weight of (p, s). Let
s+ := (s1, ..., sn + 1− ǫ)
for an arbitrary ǫ > 0 in the first case, or s+ := s in the second case.
Now, let ω ∈ |z|sLp0,q(P ) such that
∂cω = 0
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in the sense of distributions. Our aim is to find a solution η ∈ |z|s
+
Lp0,q−1(P )
such that
∂cη = ∂ekη = ω
in the sense of distributions on Q (note that ∂cη = ∂ekη because k˜ ≤ c).
We will construct η by induction. For this, set
ωn := ω.
Now, for j = n, ..., q we define inductively
ηj := IPjcj
(
χjω
j
)
,
ωj−1 := IPjcj
(
∂χj ∧ ω
j
)
,
ϑj := IPjcj
(
χj ∧ ∂cω
j
)
.
We will see later (Lemma 4.3) that this is in fact well defined. Note
that
ωj−1 + ϑj = IPjcj
(
∂c(χjω
j)
)
,
because
∂c(χjω
j) = ∂χj ∧ ω
j + χj ∧ ∂cω
j.
Let
η :=
n∑
j=q
ηj.
We claim that η has the desired properties. For the proof, we need
another class of forms:
Definition 4.2. For A ⊂ Cn, e ∈ Z, 1 ≤ e ≤ n, let Γ˜e(A) be the set
of measurable (0, q)-forms on A which do not contain dze+1, .... dzn.
Now we can collect properties of the forms occurring in the inductional
procedure:
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Lemma 4.3. For j = n−1, ..., q, it follows from the previous construc-
tion that
ωj ∈ |z|s
+
Lp0,q(P )
⋂
Γ˜j(P ), (15)
∂cω
j = ∂χj+1 ∧ ω
j+1 − IPj+1cj+1
(
∂χj+1 ∧ ∂cω
j+1
)
∈ |z|sLp0,q+1(P ),(16)
supp(∂cω
j) ⊂
n⋃
l=j+1
supp ∂χl ⊂
n⋃
l=j+1
Sl, (17)
supp ϑj ⊂
n⋃
l=j+1
supp ∂χl ⊂
n⋃
l=j+1
Sl. (18)
Together with ωn = ω and ∂cω
n = ∂cω = 0, this implies that η
j, ωj−1
and ϑj are well-defined for all j = n, ..., q.
Proof. First of all, note that ωn = ω implies that
ωn−1 = IPncn (∂χn ∧ ω
n) ∈ |z|s
+
Lp0,q(P )
⋂
Γ˜n−1(P )
by the Definition of IPncn and Theorem 2.1 or Corollary 2.6. Applying
Lemma 4.1 to ∂χn ∧ ω
n leads to
∂χn ∧ ω
n = ∂cI
Pn
cn (∂χn ∧ ω
n) + IPncn (∂χn ∧ ∂cω
n)
= ∂cω
n−1 + IPncn (∂χn ∧ ∂cω
n) = ∂cω
n−1,
which show (15) and (16) in the case j = n−1 (recall ∂cω
n = ∂cω = 0).
But
∂cω
n−1 = ∂χn ∧ ω
n
also implies (17) and (18) for j = n− 1, because
ϑn−1 = IPn−1cn−1
(
χn−1 ∧ ∂cω
n−1
)
.
Now, assume that the statement of the Lemma is true for an index
j ≤ n − 1. Then, the Definition of I
Pj
cj and Theorem 2.1 (or Corollary
2.6) show that
ωj−1 = IPjcj (∂χj ∧ ω
j) ∈ |z|s
+
Lp0,q(P )
⋂
Γ˜j−1(P ).
Lemma 4.1 implies that
∂χj ∧ ω
j = ∂cI
Pj
cj
(∂χj ∧ ω
j) + IPjcj (∂χj ∧ ∂cω
j)
= ∂cω
j−1 + IPjcj (∂χj ∧ ∂cω
j),
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showing (16). This in turn gives
supp ∂cω
j−1 ⊂ supp ∂χj
⋃
supp ∂cω
j ⊂
n⋃
l=j
supp ∂χl,
and the same is true for supp ϑj−1, because
ϑj−1 = IPj−1cj−1
(
χj−1 ∧ ∂cω
j−1
)
.

Let us recall that
ηj = IPjcj
(
χjω
j
)
for j = n, ..., q. Now, it is a direct consequence of Theorem 2.1 (or
Corollary 2.6), Lemma 4.3 and the Definition of I
Pj
cj that
ηj ∈ |z|s
+
Lp0,q−1(P )
⋂
Γ˜j−1(P )
for all j = n, ..., q. Hence:
η =
n∑
j=q
ηj ∈ |z|s
+
Lp0,q−1(P )
⋂
Γ˜n−1(P ).
Moreover, Lemma 4.1 implies that
∂cη
j = ∂cI
Pj
cj
(
χjω
j
)
= χjω
j − IPjcj
(
∂c(χjω
j)
)
= χjω
j − ωj−1 − ϑj
for j = n, ..., q + 1. In the case j = q, note that ωq ∈ Γ˜q(P ) contains
dzq necessarily (so ∂χq ∧ ωq = 0), such that
∂c(χqω
q) = χq ∧ ∂cω
q,
giving ∂cη
q = χqω
q − ϑq. So, let’s have a look at
∂cη =
n∑
j=q
∂cη
j =
n∑
j=q+1
(
χjω
j − ωj−1 − ϑj
)
+ χqω
q − ϑq
= χnω +
n−1∑
j=q
(χj − 1)ω
j −
n∑
j=q
ϑj .
Note that (χj − 1)|Q ≡ 0 by Definition and that ϑ
j |Q ≡ 0 by property
(18) in Lemma 4.3. But that yields:
(∂cη)|Q = (χnω)|Q = ω.
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It is clear from our construction that η depends linearly on ω, and
that this linear application maps continuously from |z|sLp0,q(P ) into
|z|s
+
Lp0,q−1(P ). Writing down the explicit formula for that operator
seems to be a little messy, so, summing up, we conclude our main
result:
Theorem 4.4. Let P = D1 × · · · ×Dn and Q = G1 × · · · ×Gn be two
bounded product domains in Cn such that
Q ⊂⊂ P ⊂⊂ Cn.
Moreover, let 1 ≤ q ≤ n, 1 ≤ p ≤ ∞, and s = (s1, ..., sn) ∈ R
n be a
multi-index with
c(p, s) = k(p, s) = (k1(p, s1), ..., kn(p, sn))
the ∂-weight of (p, s) according to Definition 1.4, or
c(p, s) = k˜(p, s) = (k˜1(p, s1), ..., k˜n(p, sn)),
the modified ∂-weight of (p, s) according to Definition 2.4. Let s+ := s
in the second case, or s+ := (s1, ..., sn−1, sn + 1 − ǫ) for an arbitrary
ǫ > 0 in the first case. Then there exists a linear mapping JQ,Pp,s+,q which
defines a bounded linear operator
J
Q,P
p,s+,q : |z|
sLp0,q(P ) ∩ ker ∂c → |z|
s+Lp0,q−1(P ) ,
such that
∂cJ
Q,P
p,s+,qω = ∂ekJ
Q,P
p,s+,qω = ω
in the sense of distributions on Q (∂cJ
Q,P
p,s+,qω = ∂ekJ
Q,P
p,s+,qω because k˜ ≤
c).
5. About Theorem 1.5
Theorem 1.5 is an easy consequence of the ∂k-solution presented in
Theorem 4.4: Let 1 ≤ p ≤ ∞, s ∈ Rn, and k(p, s) the ∂-weight of (p, s)
according to Definition 1.4. We have seen that
IkO ⊂ |z|sLp0,0
as a consequence of Lemma 2.5. Applying Theorem 4.4 with
c(p, s) = k(p, s)
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shows that the sequence (2) is exact at |z|sLp0,q for all q ≥ 1 because
clearly |z|s
+
Lp0,q ⊂ |z|
sLp0,q. It remains to show that it is exact at
|z|sLp0,0. So, let f ∈ (|z|
sLp0,0)w be a germ such that ∂kf = 0. But by
Definition 1.2, ∂kf = 0 implies that
z−kf ∈ (L10,0)w and ∂(z
−kf) = 0.
So, it follows that f ∈ (IkO)w. Now, let f ∈ (|z|
sLp0,q)w and φ ∈ (C
∞)w.
Then:
φ · f ∈ (|z|sLp0,q)w,
and
∂k(φ · f) = φ∂kf + ∂φ ∧ f ∈ (|z|
sLp0,q+1)w.
That shows that the resolution is fine and completes the proof of The-
orem 1.5.
It is worth mentioning that we have also provided all the necessary
knowledge to study the ∂ek-equation on |z|
sLp-forms, where k˜(p, s) is
the modified ∂-weight. Precisely:
Theorem 5.1. For 1 ≤ p ≤ ∞ and s ∈ Rn, let k˜ = k˜(p, s) ∈ Zn be the
modified ∂-weight of (p, s) according to Definition 2.4. Then:
0→ I
ekO →֒ |z|sLp0,0
∂ek−−→ |z|sLp0,1
∂ek−−→ · · ·
∂ek−−→ |z|sLp0,n → 0 (19)
is an exact (and fine) resolution of I
ekO.
Proof. The proof is completely analogous to the proof of Theorem 1.5.
Note that
I
ekO ⊂ |z|sLp0,0
by the Definition 2.4 of the modified ∂-weight. Theorem 4.4 with
c(p, s) = k˜(p, s)
shows that the sequence (19) is exact at |z|sLp0,q for all q ≥ 1, and the
rest of the proof goes through as above with k˜ = k˜(p, s) instead of
k = k(p, s). 
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