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A B S T R A C T
Orthology and paralogy distinguish whether a pair of genes originated by
a speciation or a gene duplication event, whereas xenology refers to hori-
zontal gene transfer. These concepts play a key role in phylogenomics and
species tree inference is one of its prevalent tasks. Commonly, species tree
inference is performed using sequence-based phylogenetic methods which
heavily rely on the initial data sets to be solely composed of 1:1 orthologs.
Such approaches are strongly restricted to a small set of genes that provide
information about the species tree. In this work, it is shown that the restric-
tion to 1:1 orthologs is not necessary to reconstruct a reliable hypothesis on
the evolutionary history of species.
Besides orthology, knowledge on all three major driving forces of gene evo-
lution can be considered: speciation, gene duplication, and horizontal gene
transfer. The corresponding concepts of orthology, paralogy, and xenology
imply binary relations on pairs of genes. These relations, in turn, convey
meaningful phylogenetic information and allow the inference of plausible
phylogenetic species trees.
To this end, it is shown that orthology, paralogy, and xenology have to
fulfill certain mathematical properties. In particular, they have to be repre-
sentable as a tree – the so-called gene tree. This work investigates the the-
oretical concepts of tree representable sets of binary relations to unfold the
underlying mathematical structure. Various novel characterizations for those
relations are given and the close connection between tree representable sets
of binary relations and cographs, symbolic ultrametrics, and so-called unp 2-
structures is revealed. Based on the novel characterizations, polynomial-time
recognition algorithms for tree representable sets of relations are presented.
In the case, a set of relations is tree representable, the corresponding tree
representation can be found in polynomial time as well.
Moreover, for the NP-complete problems of editing a given set of relations
to its closest tree representable set, exact algorithms are developed by means
of formulations as integer linear program. Finally, all algorithms have been
implemented in the software ParaPhylo, a species tree inference method
based on orthology and paralogy data. It is demonstrated on simulated data
sets, as well as real-life data sets, that non-trivial phylogenies can indeed be
reconstructed from tree-free orthology estimates alone.
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T W O - S E N T E N C E A B S T R A C T
Given a set of species and all their genes, knowing the events that led to the
divergence of the most recent common ancestor of two extant genes gives
rise to a binary relation that has to satisfy certain mathematical properties.
Since the true history of genes is not known, and therefore only estimates of
this relation can be obtained, these mathematical properties can be used for
cleaning up the estimates and, subsequently, reconstructing a reliable species
tree that displays the evolutionary history of the corresponding species.
S I M P L E L A N G U A G E A B S T R A C T F O R C H I L D R E N 1
Every living being is made of tiny building blocks. These blocks do all the
work which is needed for living. But, in each block also all the information
can be found, which is needed to build a new living being. This is very
much like you, being made out of the building blocks from your father and
your mother. Every living being gives their building blocks to their children.
That is why children are very much like their parents. Not only humans
give their building blocks to their children, also animals, and flowers do
so. That is why I can look at the building blocks of some creature and I
can find out something about its parents. When I look at you and your
sister, then this tells me something about your parents. Now lets say that
your father has a sister. So when I look at both of them, then this tells me
something about your grandfather. But I can also find out something about
your grandfather if I look at you and the children of your father sister, since
you and they have the same grandfather. In that way I can look into the
past. I can even look much more into the past. If there are two people that
have the same grandfathers grandfather, then I can find out something about
this grandfathers grandfather, even if he died long ago. If you now think
of all the people on earth, then some of them have the same father, some
of them have only the same grandfather, and some of them have only the
same grandfathers grandfather. But somehow they are all one big family
and if you choose two people then there will be some "far away grandfather"
they share. So if I look at them, I find out something about this "far away
grandfather". This does not only work for humans. You can use the same
idea if you want to find out something about animals and their "far away
grandfather".
Now, most of the people, belief that at the beginning of life there was only
one creature on earth. It was a very simple creature, as it was made of only
one of those building blocks. But somehow, it learned to make new building
blocks which looked very much the same as the building block, itself was
made of. In that way a new creature was created, that was the child of the
1 using only the ten hundred most used words (http://xkcd.com/simplewriter)
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first one. This new creature also got children, and so on. But each time, a
new child was born, this child was a little different from the parent. Over
time, these creatures got much bigger and they were made of more then
one building block. Also, as there were so many children, all were a little
different from each other. Now there are hundreds of hundreds of different
creatures. Some are humans, some are animals, like dogs and cats, but there
are also flowers, trees and all the other living things on earth. But they all
come from the same first creature on earth. So all living things belong to one
huge family. That is why there are also "far away grandfather" for different
kinds of creatures. This means that there is a "far away grandfather" of all
cats and a "far away grandfather" of all dogs and also a "far away grand-
fathers" of cats and dogs together. Now, if I look at a cat and a dog, I can
find out something about this "far away grandfather". I can even find out
something about the "far away grandfather" of flowers and cats and dogs.
So the question I want to answer is: Given all different creatures that live
now, what is the order of their "far away grandfather". That means, which
of the "far away grandfathers" was the first, which of the "far away grand-
fathers" are children of others, and which are their parents. This is like a
tree where all the creatures which are living now are at the leafs of that
tree. If two animals are very much the same, then they are leaves on the
same branch, and if they are very different, then they are leaves on different
branches. So there is a branch with all the cats and one with all the dogs.
Now you can think of the point in which these branches meet as their "far
away grandfather". If you now also have a branch with all the birds, then
this branch will meet somewhere with the branches of cats and dogs. As
cats and dogs are more close to each other, the branches of cats and dogs
will meet first, and after that, they will meet with the branch of the birds. So
what I am really interested in is, how this tree looks like. Since this tree is
about all creatures, some people call it the "tree of live".
Many people tried to find out how the "tree of live" looks like. Most often,
they use tiny little bits of information found in the building blocks of those
creatures that live now and try to find out something about the "far away
grandfathers". Until now, they could only use a small part of the information.
For the creatures they look at, only those pieces of information could be used,
which is almost the same in all creatures. If the information is too different
then they cannot use it. But there are creatures which are very different from
each other. So for those creatures they can only use very little information.
That is why they are often wrong in guessing the "tree of live". If I can use
all the information, then I hope, that I can better tell how it looks like.
In this work, I explain a new way of guessing such a tree. It is maybe not
the full "tree of live", but a part of it. But different from the work of other
people, I can use more, and other kinds of information, even if the creatures
are very different.
v

To my three grandmothers who conclusively resolved
all their problems during the time I was doing my PhD.
A C K N O W L E D G M E N T S
Foremost, I want to thank my family, my three lovely children, for showing
me the meaning of life each and every day and my wife Karina, for keeping
the family together and letting me work until night, although she has a job
herself.
I would thank my supervisor Martin Middendorf, for the privilege of
working in a field and in an environment that fits perfectly to my needs,
for his fruitful thoughts, his interest in the work I am doing, and for always
finding a way of funding me; my second supervisor Marc Hellmuth, for al-
most endless phone calls and going through all the proofs in depth. It is like
having a secret language, which no one else can understand. Thanks for the
pleasure of working with you.
I want to thank Peter Stadler, for his ideas and giving me an understand-
ing of the biolological context; my colleagues, especially Matthias Bernt and
Tom Hartmann, for proof reading and helping me to procrastinate my way
towards this thesis; Daniel Merkle, for introducing me to science, and Manja
Marz, Marcus Lechner and Maribel Hernandez-Rosales for having a great
time while working with them.
Finally, I want to thank my parents for their support during all those years.
vii

C O N T E N T S
1 introduction 3
2 recent work 7
2.1 Homology, Orthology, Paralogy, and Xenology . . . . . . . . . . 8
2.2 Orthology Inference . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Tree-based Orthology Inference Methods . . . . . . . . . 12
2.2.2 Graph-based Orthology Inference Methods . . . . . . . . 14
2.3 Phylogenetic Tree Inference . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Distance-based Methods . . . . . . . . . . . . . . . . . . . 16
2.3.2 Parsimony Methods . . . . . . . . . . . . . . . . . . . . . 18
2.3.3 Maximum Likelihood Methods . . . . . . . . . . . . . . . 19
2.3.4 Bayesian Methods . . . . . . . . . . . . . . . . . . . . . . 19
2.3.5 Drawbacks of Distance- and Sequence-based Methods . 20
2.3.6 Supertree Methods . . . . . . . . . . . . . . . . . . . . . . 21
3 basic definitions 23
3.1 Binary Relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4 Hierarchies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5 Modular Decomposition . . . . . . . . . . . . . . . . . . . . . . . 28
3.6 2-Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.7 Metrics, Tree Metrics, and Ultrametrics . . . . . . . . . . . . . . 32
4 tree representable symmetric relations 35
4.1 Relations and Graphs . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Tree Representation . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3 Rooted Triples, Closure Operations and Inference Rules . . . . 37
4.4 Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4.1 Characterization by Means of Consistent Sets of
Rooted Triples . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4.2 Characterization by Means of Graphs . . . . . . . . . . . 47
4.5 Recognition and Construction Algorithms . . . . . . . . . . . . 48
4.6 Cograph Editing, Completion, and Deletion . . . . . . . . . . . 52
4.6.1 Computational Complexity . . . . . . . . . . . . . . . . . 54
4.6.2 Integer Linear Program . . . . . . . . . . . . . . . . . . . 54
4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5 tree representable sets of symmetric relations 57
5.1 Sets of Symmetric Relations, Graphs, and Maps . . . . . . . . . 58
5.2 Tree Representation . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3 Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3.1 Characterization by Means of Symmetric Maps . . . . . 60
5.3.2 Characterization by Means of Consistent Sets of
Rooted Triples . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.3 Characterization by Means of Graphs . . . . . . . . . . . 64
5.4 Recognition and Construction Algorithms . . . . . . . . . . . . 64
ix
x contents
5.5 Symbolic Ultrametric Editing, Completion, and Deletion . . . . 68
5.5.1 Computational Complexity . . . . . . . . . . . . . . . . . 69
5.5.2 Integer Linear Program . . . . . . . . . . . . . . . . . . . 72
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6 tree representable sets of non-symmetric relations 75
6.1 Sets of Non-Symmetric Relations, Graphs, Maps, and 2-
Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.2 Tree Representation . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.3 Di-Cographs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.4 Non-Symmetric Symbolic Ultrametrics . . . . . . . . . . . . . . 80
6.5 Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.5.1 Characterization by Means of 2-Structures . . . . . . . . 82
6.5.2 Characterization by Means of Non-Symmetric Maps . . 85
6.5.3 Characterization by Means of Di-Cographs and 1-
Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.6 Recognition and Construction Algorithms . . . . . . . . . . . . 100
6.7 unp 2-Structure Editing, Completion, and Deletion . . . . . . . 107
6.7.1 Computational Complexity . . . . . . . . . . . . . . . . . 108
6.7.2 Integer Linear Program . . . . . . . . . . . . . . . . . . . 109
6.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7 paraphylo - a novel approach for species tree inference113
7.1 Algorithmic Overview . . . . . . . . . . . . . . . . . . . . . . . . 114
7.2 Constructing a Tree Representable Set of Relations . . . . . . . 116
7.3 Extracting Constraints on the Species Tree . . . . . . . . . . . . 118
7.4 Constructing a Maximal Consistent Triple Set . . . . . . . . . . 121
7.5 Constructing a Least Resolved Species Tree . . . . . . . . . . . . 127
7.6 ILP Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.6.1 Cograph Editing . . . . . . . . . . . . . . . . . . . . . . . 130
7.6.2 Species Triple Extraction . . . . . . . . . . . . . . . . . . . 130
7.6.3 Maximal Consistent Triple Set . . . . . . . . . . . . . . . 132
7.6.4 Least Resolved Species Tree . . . . . . . . . . . . . . . . . 134
7.7 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8 evaluation 139
8.1 Simulated Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
8.1.1 Impact of Data Size . . . . . . . . . . . . . . . . . . . . . . 140
8.1.2 Impact of Noise in the Data . . . . . . . . . . . . . . . . . 140
8.1.3 Impact of Horizontal Gene Transfer . . . . . . . . . . . . 140
8.1.4 Impact of Different Tree Building Methods . . . . . . . . 141
8.2 Real-Life Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . 142
8.3 Estimation of the Input Orthology Relation . . . . . . . . . . . . 143
8.4 Evaluation of Phylogenies . . . . . . . . . . . . . . . . . . . . . . 144
8.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
8.5.1 Simulated Data . . . . . . . . . . . . . . . . . . . . . . . . 145
8.5.2 Real-life Data . . . . . . . . . . . . . . . . . . . . . . . . . 152
8.5.3 Running Time . . . . . . . . . . . . . . . . . . . . . . . . . 154
9 conclusion 159
P U B L I C AT I O N S
Some ideas and figures in this work have appeared previously in the follow-
ing publications: 2
1. M. Hellmuth and N. Wieseke (2017). “On Tree Representations of Re-
lations and Graphs: Symbolic Ultrametrics and Cograph Edge Decom-
positions.” In: Journal of Combinatorial Optimization (JOCO), pp. 1–26
2. M. Hellmuth and N. Wieseke (2016). “From Sequence Data incl. Or-
thologs, Paralogs, and Xenologs to Gene and Species Trees.” In: Evo-
lutionary Biology: Convergent Evolution, Evolution of Complex Traits, Con-
cepts and Methods. Ed. by Pierre Pontarotti. Springer International Pub-
lishing, pp. 373–392
3. M. Hellmuth, P.F. Stadler, and N. Wieseke (2016). “The Mathematics of
Xenology: Di-cographs, Symbolic Ultrametrics, 2-structures and Tree-
representable Systems of Binary Relations.” In: Journal of Mathematical
Biology (JOMB), pp. 1–39
4. M. Hellmuth, N. Wieseke, M. Lechner, H.P. Lenhof, M. Middendorf,
and P.F. Stadler (2015). “Phylogenomics with paralogs.” In: Proceedings
of the National Academy of Sciences of the United States of America (PNAS)
112.7, pp. 2058–2063
5. M. Hellmuth and N. Wieseke (2015). “On Symbolic Ultrametrics,
Cotree Representations, and Cograph Edge Decompositions and Par-
titions.” In: Computing and Combinatorics. Vol. 9198. Lecture Notes in
Computer Science (LNCS), pp. 609–623
6. M. Hellmuth, M. Hernandez-Rosales, K.T. Huber, V. Moulton, P.F.
Stadler, and N. Wieseke (2013). “Orthology relations, symbolic ultra-
metrics, and cographs.” In: Journal of Mathematical Biology (JOMB) 66.1-
2, pp. 399–420
7. M. Hernandez-Rosales, M. Hellmuth, N. Wieseke, K.T. Huber, V. Moul-
ton, and P.F. Stadler (2012). “From event-labeled gene trees to species
trees.” In: BMC Bioinformatics 13.Suppl 19, S6
A complete list of all my publications can be found at the end of this
thesis.
2 References to these and all other publications co-authored by me are cited in square brackets
in the text. For all other citations parentheses are used.
1

1
I N T R O D U C T I O N
Bacteriophages MS2 RNA and φ X174 DNA were the first twogenomes that have been completely sequenced (Fiers et al., 1976;Sanger et al., 1977). This was in the middle of the 1970’s and the two
viruses had a sequence length of only 3,569 and 5,375 nucleotides, respec-
tively. Almost 20 years later, Fleischmann et al. (1995) published the first
whole genome sequence of the Proteobacteria Haemophilus influenzae with
a length of 1,830,137 base pairs. Since then, thousands of species from all
three domains of life were sequenced, i.e., bacteria, archaea, and eukaryota.
Finally, in 2001 the first human genome was published (Venter et al., 2001).
Currently, the NCBI RefSeq Database (Pruitt et al., 2002) contains sequences
from 66,224 organisms, most of them being bacteria (44,270)1. This deluge of
sequence data gives rise to manifold analyzes in comparative genomics and
evolutionary biology.
In the field of phylogenetics (Bromham, 2016), a subdivision of evolution-
ary biology, a species is determined by its molecular sequence of DNA or
RNA, called the genome (Brown, 2006). A genome, in turn, can be consid-
ered as an ordered set of genes, with each gene being a subsequence of the
genome at a certain position. Genes are considered to be functional in some
sense. A gene might refer to a protein coding region within the genome. It
might also be a regulatory region, such as an enhancer that up-, or down-
regulates gene expression, or it might be a promoter region, which initiates
transcription from DNA into RNA (Alberts et al., 2002). Besides that, any
molecular subsequence of the genome can be considered for a phylogenetic
analysis, if it is inherited from an ancestor to the offspring, with a certain
degree of sequence conservation.
A gene family denotes a set of genes from different species, which has
emerged from a common origin. The genes within one gene family are called
homologs (Fitch, 1970). Although, gene diversity may stem from a variety
of evolutionary events, there are four events, which are considered most
often: (i) speciation – a species diverges into distinct daughter species, (ii)
gene duplication – a gene is copied to another locus within the genome, (iii)
gene loss – a gene gets extinct, and (iv) horizontal gene transfer – a gene is
exchanged among co-existing species (Salemi and Vandamme, 2003).
Pairs of homologous genes can be subdivided, with respect to the given
events which led to their divergence. If two genes emerged by a speciation,
they are called orthologs. Moreover, they are called paralogs, if they emerged
by a gene duplication, and xenologs, if a horizontal gene transfer occurred
(Fitch, 2000). From a mathematical point of view, orthology, paralogy, and
xenology are binary relations, i.e., relations between pairs of extant genes. A
formal definition of the terminology is given in Chapter 2. Note that gene
1 data from http://www.ncbi.nlm.nih.gov/refseq/statistics (Jan 09 2017)
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loss, which is a unary relation, cannot be inferred directly from extant genes.
However, to some degree, gene losses can be inferred indirectly, if orthologs
in sister clades of the phylogeny exists (Goodman et al., 1979).
The goal of phylogenetic analyzes is to formulate hypotheses on the evo-
lutionary history of genes and species. To this end, it is assumed that species
have a common origin (Darwin, 1859). Starting from this origin, genetic ma-
terial is passed from one generation to the next. Due to mutations in the
genome, speciation events occur in which a species diverges and two or more
descendant species emerge. This leads to a tree-like evolution of species and
genes. In particular, genes evolve along the corresponding species tree. Thus,
the gene tree is in some sense “embedded” into the species tree. Such an em-
bedding can be seen as a mapping between the gene tree and the species
tree. It is often called a reconciliation or reconciliation map.
The aim of mathematical phylogenetics is to develop the framework and
algorithms for inferring species trees, gene trees, the reconciliation between
them, and the corresponding orthology, paralogy, and xenology relations. Be-
side knowledge, that is obtained from fossil records, all the information that
can be observed, stems from extant species. Thus, methods that reconstruct
gene or species phylogenies, most often infer those trees from molecular
sequences at their leaves.
Classical phylogenomic studies, which are concerned with gene tree /
species tree reconciliation, usually construct a species tree at first (Rusin et
al., 2014). To this end, all genes are excluded from the analyzes, whose gene
families are likely to contain paralogs or xenologs. The reason is that gene
trees and species trees do no not need to be congruent. They do not neces-
sarily show the same evolutionary patterns if gene duplication or horizontal
gene transfer is involved. As a following step, a gene tree is constructed
for the gene family of interest. Finally, this gene tree is reconciled with the
species tree. As a byproduct of the reconciliation, an assignment of the evolu-
tionary events that took place during gene tree evolution, is obtained. From
that, orthology, paralogy, and xenology can be inferred.
This work is a first step towards a reversed procedure. That is, inferring a
gene tree, a corresponding species tree and the reconciliation between them,
from estimates of the orthology, paralogy, and xenology relations.
Estimates of orthology (and to some degree paralogy and xenology) can
be constructed from pairwise sequence comparisons. The accuracy of those
methods is comparable with that of classical approaches using tree reconcil-
iation methods. (Kristensen et al., 2011). Thus, reasonable initial estimates
of orthology can be constructed without doing any phylogenetics. Never-
theless, these initial estimates can contain errors and there might not exist
a gene tree, which reflects the inferred orthology, paralogy, and xenology
relations. Thus, the first question that has to be answered is:
What is the mathematical structure of orthology, paralogy, and
xenology relations, such that there exists a gene tree reflecting
these relations?
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If this structure is understood, it can be used for detecting and cleaning up
errors in the initial estimates.
If for the inferred orthology, paralogy, and xenology relations a corre-
sponding gene tree exists, this raises the next question.
How much information on the gene tree is contained in those
relations, and how can it be inferred?
Finally, orthology refers to speciation events within the gene tree. Due
to the fact, that a gene tree is embedded into some species tree, orthology,
paralogy, and xenology relations might also imply some constraints on the
species tree. This leads to the following question.
How much information on the species tree as well as on the cor-
responding reconciliation map is hidden in those relations, and
how can both be inferred?
Instead of using the biologically motivated concepts of orthology, paralogy,
and xenology, the generalized mathematical concepts of binary relations are
considered here. The first two questions are answered by developing several
equivalent characterizations of those relations which can be represented by a
tree. Moreover, algorithms are introduced for recognizing tree representable
relations and constructing the corresponding tree representation.
These theoretical findings can be employed to address the third question.
In particular, based on the characterizations a computational workflow is
implemented for inferring species trees solely from tree-free orthology esti-
mates. Furthermore, it is shown for simulated and real-life data sets, that the
distribution of orthologs and paralogs in large gene families contains in itself
a sufficient phylogenetic signal to infer fully resolved species phylogenies.
organization of this thesis
In Chapter 2 formal definitions of orthology, paralogy, and xenology are
introduced. It is discussed, how orthology and, in part, paralogy can be in-
ferred from sequence data using either tree reconciliation based approaches,
or approaches based on pairwise sequence comparison. Moreover, state-of-
the-art methods for species tree inference are surveyed. Chapter 3 gives the
basic definitions of the mathematical concepts, used within this work.
The theoretical core of this work is presented in chapters 4 to 6. In Chap-
ter 4 it is characterized under which circumstances a symmetric relation can
be represented as a tree. Moreover, recognition and construction algorithms
for tree representable symmetric relation are discussed and an algorithm for
editing a given relation to its closest tree representable relation is given. Since
the concepts of orthology, paralogy, and xenology imply a set of relations
that, taken together, has to be tree representable, Chapter 5 generalizes all
the finding that has been obtained for a single relation, to sets of symmetric
relations. Although, orthology and paralogy are symmetric relations, for hor-
izontal gene transfer, one can distinguish between the species that donated a
gene, and the species that received it. Thus, horizontal gene transfer can be
6 introduction
interpreted as a directed event, which leads to an antisymmetric xenology
relation. To incorporate also directed events in the theoretical model, Chap-
ter 6 generalizes the characterizations and algorithms given for symmetric
sets of relation, to sets of relations, that are not necessarily symmetric.
Incorporating the theoretical findings, Chapter 7 introduces an the com-
putational workflow for inferring species trees from tree-free orthology esti-
mates. Finally, in Chapter 8 presents results on simulated and real-life data
sets.
2
R E C E N T W O R K
Phylogenomics is concerned with the evolutionary history of groupsof systematic biological units, e.g., genes or species. The goal is toassemble so-called phylogenetic trees (or networks) that represent a
hypothesis about the evolutionary ancestry of either a set of genes from a
gene family, or a set of species. Gene families, are assumed to evolve in a
tree-like manner. The corresponding tree is called gene tree, or gene family
tree. The graph theoretical concept of trees is introduced in the following
chapter. However, some basic notations, such as vertices, leaves, and edges,
are already used in what follows.
A gene tree reflects the evolution of a set of genes from different species.
Each vertex of the gene tree corresponds with a gene. The leaves correspond
with extant genes, i.e., genes found in extant species. All vertices that are
no leaves, i.e., the inner vertices, correspond to a gene from an ancestral
species. Since all genes within one gene tree are assumed to be emerged from
a common origin, this originating gene corresponds with a distinguished
vertex of the gene tree, called the root.
The evolution of genes reflects a process in time, in which each extant gene
is evolved by a sequence of divergence events from its predecessor genes.
For an ancestral gene g all those predecessor genes are called ancestors of
g. Likewise g is a descendant of all its ancestors. This ancestor/descendant
relationship can be specified for all genes within such a sequence of diver-
gence events. For two genes g and h that are both ancestors of some extant
gene, the gene g is an ancestor of a gene h, if g diverged before h. The gene
h is then a descendant of g. Furthermore, h is a direct descendant of g if
no other descendant of g is an ancestor of h. For a given gene tree, an edge
(g,h) from g to h denotes that h is a direct descendant of g. For two extant
genes g1 and g2 a gene g is a common ancestor, if g is an ancestor of both, g1
and g2. Moreover, g is the most recent common ancestor of g1 and g2, if it is
a common ancestor of g1 and g2, and all other common ancestors of g1 and
g2 diverged before g. Note that, in the literature, the most recent common
ancestor, is also known as lowest common ancestor or last common ancestor.
In the following the notation lowest common ancestor, or lca for short, is
used.
In this work, the evolution of a set of species is assumed to be tree-like as
well. Note that this is a simplified model of species evolution. It is commonly
assumed, that the generalized model of phylogenetic networks is more ap-
plicable to reflect phenomena like, e.g., hybridization among species (Mc-
Carthy, 2008). For a detailed survey on phylogenetic networks and how to
infer those networks from sequence data, see Huson, Rupp, and Scornavacca
(2010). Phylogenetic trees might not represent all details of species evolution,
however, they serve as a good approximation and are much easier to han-
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dle. Analogously to gene trees, the leaves of a species tree represent extant
species. The inner vertices of a species tree represent a speciation event, at
which an ancestral species diverged into two or more descendant species.
An edge from vertex u to vertex v in the species tree denotes the time in-
terval of the existence of an ancestral species, starting with its emergence
at speciation u and ending with its divergence at speciation v. If it is clear
from the context, a vertex v might also represent the ancestral species, that
diverged at speciation v. Note that the notations ancestor, (direct) descen-
dant, and lowest common ancestor are used for species trees in accordance
to their meaning for gene trees.
In what follows, the concepts of different types of relationships between
genes are discussed.
2.1 homology, orthology, paralogy, and xenology
If genes share the same ancestry, they are called homologs. Often, such genes
show a certain degree of sequence similarity, which allows to identify set
of homologous genes by pairwise sequence comparison. However, the term
homology was often (mis-)used to describe that genes are similar either in
sequence or in function. This is somehow problematic as sequence similarity,
as well as functional similarity, can emerge in parallel on unrelated ancestral
genes too. Fitch (1970) therefore distinguished between homology and analogy,
with analogy describing the independent convergence of separate ancestral
genes.1 Furthermore, he subdivided homology into orthology and paralogy:
“Where the homology is the result of gene duplication so that both copies
have descended side by side during the history of an organism, (for
example, α and β hemoglobin) the genes should be called paralogous
(para = in parallel). Where the homology is the result of speciation so
that the history of the gene reflects the history of the species (for example
α hemoglobin in man and mouse) the genes should be called orthologous
(ortho = exact).”
In this sense, pairs of genes are defined as orthologs or paralogs, based on
the event that took place at their lowest common ancestor within the gene
tree. Nevertheless, there is still an ongoing discussion on the terminology of
orthologs and paralogs (Fitch, 2000; Petsko, 2001; Koonin, 2001; Jensen, 2001).
Sonnhammer and Koonin (2002) noticed that the term orthology is frequently
used for genes from different species which share the same function, while
paralogy is used for homologs within one organism.
In this work the widely adopted definition from Fitch (2000) is considered
(see Koonin (2005); Kristensen et al. (2011); Altenhoff and Dessimoz (2012)).
Definition 1. Gene x is called homologous to gene y, if x and y have descended
from a common ancestral gene.
1 Note, that the concept of analogy was used long before Fitch in the context of organs (Owen,
1848).
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Definition 2. Gene x is called orthologous to gene y, if x and y have descended
from a common ancestral gene by a speciation event at the lowest common ancestor
of the taxa from which the two genes were obtained.
Definition 3. Gene x is called paralogous to gene y, if x and y have descended from
a common ancestral gene by a duplication event.
This definition can be restated by using an event-labeled gene tree, as rep-
resentation of gene evolution. Two genes x and y are called orthologous, if the
lowest common ancestors of x and y in the gene tree is labeled with “spe-
ciation”. Equivalently, two genes x and y are called paralogous, if the lowest
common ancestor of x and y in the gene tree is labeled with “duplication”.
Confusion with this terminology results from denoting groups of genes as
“orthologs” or “paralogs”, even though orthology and paralogy are relations
between pairs of genes.
For homology, which is a transitive relation, it seems reasonable to call
groups of genes “homologs”, as in this case all genes from the group are
pairwise homologous. However, with respect to the definition of Fitch, orthol-
ogy and paralogy are are symmetric and irreflexive relations, but they are not
transitive. Therefore, it has to be explicitly stated, if a group of “orthologs”
(or “paralogs”), represents genes, which are all pairwise orthologous (or paral-
ogous), or if it means that all genes from the group are collectively orthologous
(or paralogous) to some other gene. To avoid ambiguity, the notation orthologs
and paralogs is only used for pairs of genes, throughout this work.
Gene duplication is assumed to be a major driving force of evolution
(Ohno, 1970). In this context Sonnhammer and Koonin (2002) distinguished
between genes arising from lineage-specific duplication(s) with respect to a
certain speciation event. In analogy to ingroups and outgroups, inparalogs are
paralogs that have emerged by a gene duplication after the corresponding
speciation event, and outparalogs are paralogs that have emerged by a gene
duplication before the corresponding speciation event. As a consequence, an
inparalog is orthologous to the genes in the other lineage emerging from the
respective speciation event under consideration. It is said that the inparalogs
are co-orthologs of those genes. Moreover, genes that are outparalogs with re-
spect to a given speciation event might also be inparalogs with respect to a
preceding speciation event (Sonnhammer and Koonin, 2002). See Figure 1
and Table 1 for an example.
Another evolutionary event, which is often considered in genomic ana-
lyzes, is the exchange of genetic material among co-existing species. This
exchange happens through a process not depending on traditional repro-
duction. It is most often called horizontal gene transfer (HGT) and sometimes
lateral gene transfer (LGT). The respective relation is called xenology, which
was first mentioned by Gray and Fitch (1983) and is defined as follows (Fitch,
2000).
Definition 4. Gene x is called xenologous to gene y if the evolutionary history of x,
since their lowest common ancestor, involves an interspecies (horizontal) transfer of
the genetic material. Furthermore, x and y are xenologs, if at least one of the histories
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of x and y involves an interspecies (horizontal) transfer of the genetic material since
their lowest common ancestor.
Horizontal gene transfer plays an important role, especially in the evolu-
tion of bacteria (Garcia-Vallvé, Romeu, and Palau, 2000; Koonin, Makarova,
and Aravind, 2001). Note that HGT events have a direction, since the gene
is transferred from a donor species towards a recipient species. Similar to or-
thology and paralogy the definition can be restated utilizing an event-labeled
gene tree. Two genes x and y are called xenologs, if there is an ancestral gene
v in the gene tree that is an ancestor of either x, or y, but not of both, such
that v is labeled with “HGT”.
In this work a slight modification of the definitions orthologs, paralogs, and
xenologs is considered – so-called lca-orthologs, lca-paralogs, and lca-xenologs.
Definition 5. Two homologous genes x and y are
• lca-orthologous, if their lowest common ancestor in the gene tree is labeled
with “speciation”,
• lca-paralogous, if their lowest common ancestor in the gene tree is labeled with
“duplication”, and
• lca-xenologous, if their lowest common ancestor in the gene tree is labeled with
“HGT”.
The intention behind this definition is to treat “orthology”, “paralogy”,
and “xenology” as binary relations between pairs of genes, which are en-
tirely determined by the event that took place at the lowest common ancestor
within the event-labeled gene tree.
Note that in the absence of HGT, the definition of lca-orthologs and lca-
paralogs is equivalent to Fitch’s definition of orthologs and paralogs. Through-
out this work, lca-orthologs, lca-paralogs, and lca-xenologs are simply called
orthologs, paralogs, and xenologs. If necessary, it is explicitly stated if Fitch’s
definition of xenology is meant.
An illustrative example of a gene history, embedded into a species tree,
is given in Figure 1. The corresponding orthology, paralogy, and xenology
relations, as well as inparalogs, outparalogs, and co-orthologs are given in
Table 1.
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Figure 1: An evolutionary gene history
embedded into a species tree.
Speciations, gene duplications,
horizontal gene transfer, and
gene loss events are indicated
by circles, squares, and trian-
gles, and the symbol ×, respec-
tively. The corresponding orthol-
ogy, paralogy, and xenology re-
lations are given in Table 1.
Table 1: Homologous relationships between the genes from Figure 1
lca-xenology Fitch-xenology
orthologs (a1,b1),(a1,b3),(a1, c1),
(a1, c2),(a2,b2),(a2,b3),
(a2, c1),(a2, c2),(b1,b3),
(b1, c1),(b1, c2),(b2,b3),
(b2, c1),(b2, c2)
(a1,b1),(a1, c1),(a1, c2),
(a2,b2),(a2, c1),(a2, c2),
(b1, c1),(b1, c2),(b2, c1),
(b2, c2)
paralogs (a1,a2),(a1,b2),(a2,b2),
(b3, c2),(c1, c2)
(a1,a2),(a1,b2),(a2,b2),
(c1, c2)
xenologs (b3, c1) (a1,b3),(a2,b3),(b1,b3),
(a2,b3),(b3, c1),(b3, c2)
inparalogs
w.r.t. AB
(a1,a2) (a1,a2)
outparalogs
w.r.t. AB
(a1,b2),(a2,b2) (a1,b2),(a2,b2)
inparalogs
w.r.t. ABC
(a1,a2),(a1,b2),(a2,b2),
(b3, c2),(c1, c2)
(a1,a2),(a1,b2),(a2,b2),
(c1, c2)
outparalogs
w.r.t. ABC
∅ ∅
co-orthologs {a1,a2} co-ortholog of {b1},
{a1,a2,b1,b2} co-ortholog
of {b3, c1, c2}
{a1,a2} co-ortholog of {b1},
{a1,a2,b1,b2} co-ortholog
of {c1, c2}
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2.2 orthology inference
The identification of orthologs lies at the heart of most analyzes in phyloge-
nomics. 1:1 orthologs are the basis of many species tree inference methods,
but they are also used to analyze the degree of conservation and variability at
different loci within the genome and thus, provide estimates for a molecular
clock (see Farris (1972) and Saccone et al. (2003); Zimmer et al. (2007) for an
application thereof). Moreover, orthology inference is a common method for
annotating novel sequences. Under the assumption that orthologous genes
share a similar function, which is likely to be the case for at least closely
related species, the function of previously unknown gene sequences can be
estimated from functional information of orthologous genes in other species
(Muller et al., 2010).
The main problem of orthology inference methods is to distinguish genes
that are orthologs from those that stem from another kind of homologous re-
lationships, e.g., paralogs or xenologs. Since the ancestral events that lead to
a divergence of a certain gene cannot be observed directly, orthology knowl-
edge has to be inferred from the data of extant taxa that is available today. A
variety of orthology detection methods have been proposed. Currently, there
are two different methodologies – tree-based and graph-based methods. See
Kristensen et al. (2011) for a survey and comparisons between both types of
methods.
2.2.1 Tree-based Orthology Inference Methods
Tree-based orthology inference methods rely on a model of the evolution of a
set of genes G, and, most often, also a model of the evolution of the species S
the genes reside in. These evolutionary histories of G and S are usually given
in the form of a gene tree with leaf set G and a species tree with leaf set S.
Those methods estimate pairs of orthologous genes by reconciling the gene
tree with the species tree (Page and Charleston, 1997). That is, a mapping
is sought that associates the vertices of the gene tree with the vertices and
edges of the species tree. A leaf in the gene tree (i.e., a gene g ∈ G) is mapped
to the corresponding leaf in the species tree (i.e., the species s ∈ S the gene
resides in). An inner vertex u in the gene tree, is mapped to an inner ver-
tex w in the species tree, whenever the direct descendants of u are mapped
onto distinct vertices or edges w1, respectively (v1,w1), and w2, respectively
(v2,w2), of the species tree such that w is the lowest common ancestor of w1
and w2. In this case, and since w denotes a speciation event, u is labeled by
“speciation”. If u is mapped onto an edge (v,w) in the species tree, then u
is labeled either by “duplication” or “HGT”, depending on the mappings of
the direct descendants u. If each direct descendant of u is either mapped to
the edge (v,w), or to w, or to a vertex or edge that is a descendant of w, then
u is labeled by “duplication”. Note that here, an edge (v ′,w ′) is a descendant
of w whenever w ′ is a descendant of w. If, on the other hand, there is at least
direct descendant that is not mapped to (v,w), not to w, nor to a descendant
vertex or edge of w, then u is labeled by “HGT”. Based on the reconstructed
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labeling of the gene tree, orthology can be inferred as follows. Pairs of genes
from the set G are predicted as orthologs, whenever their lowest common
ancestor is labeled by “speciation”, and they are predicted paralogs when-
ever their lowest common ancestor is labeled by “duplication”. Based on
the definition used for xenology, i.e., lca-xenology or the definition of Fitch,
pairs of genes are predicted as xenologs, whenever their lowest common an-
cestor is labeled by “HGT” (lca-xenology), or if at least one of the histories
of from both genes involve an HGT event since their lowest common ances-
tor. Moreover, the reconciliation between gene and species trees gives also a
prediction for the evolutionary events known as gene losses. A gene loss is
assumed whenever there is an edge (u, v) in the gene tree and a vertex w in
the species tree such that u is mapped to an ancestor of w and v is mapped
to a descendant to w.
In general, many possibilities exist to reconcile a gene tree with a species
tree. To decide for one of the possibilities, a reconciliation is sought, that min-
imizes the number of evolutionary events (such as gene duplication, HGT,
or gene loss), or its costs, if an explicit cost function for each type of events
is given.
Several algorithmic approaches, that have been suggested in the past, are
not explicitly intended for inferring orthology, but rather for the purpose of
reconciling gene trees with species trees. Nevertheless, these methods can
be used for orthology inference as well, by extracting the orthology relation
from the reconciles trees.
In 1979 Goodman et al. (1979) introduced the problem of embedding a
gene tree into a species trees. They presented a method to construct most par-
simonious tree reconciliations, based on the evolutionary events gene dupli-
cation and gene loss. Since then, several gene tree/species tree reconciliation
methods have been developed, e.g., GeneTree (Page, 1998), SDI (Zmasek and
Eddy, 2001), Notung (Chen, Durand, and Farach-Colton, 2000; Vernot et al.,
2008), and Mowgli (Doyon et al., 2010). These tools either consider additional
events like lateral gene transfer or incomplete lineage sorting (Maddison and
Knowles, 2006), or they are extended to suit unresolved phylogenetic trees.
It should be noted that gene tree/species tree reconciliation is closely related
to the problem of biogeography (Nelson and Platnick, 1981; Hendy, Little,
and Penny, 1984) and host/parasite co-evolution (Hafner and Nadler, 1988;
Hafner and Nadler, 1990). In the former, a species tree is reconciled with
an area cladogram and in the latter, two species tree are reconciled. Most of
these approaches are based on the same event model of speciation, duplica-
tion, loss, and transfer. Thus, they can be used for gene tree/species tree rec-
onciliation as well. Methods, that use the same model, bur are intended to an-
alyze host/parasite co-evolution are, e.g, Ronquist (1997); Charleston (1998);
Merkle and Middendorf (2005); Conow et al. (2010) and Merkle, Midden-
dorf, and Wieseke [2010]; Wieseke, Bernt, and Middendorf [2013]; Wieseke
et al. [2015].
All the mentioned methods rely on rooted trees and compute a tree rec-
onciliation only for a pair of trees. However, tree inference methods most
often reconstruct unrooted trees. In case of species trees, those trees can be
14 recent work
rooted using a species, which is known to be an outgroup. The problem
becomes more complicated when considering gene trees. Genes that can be
used as an outgroup are not known in general (Sinsheimer, Little, and Lake,
2012). Tree-based methods that address this issue are, e.g., Orthostrapper
(Storm and Sonnhammer, 2002) and RIO (Zmasek and Eddy, 2002). Moreover,
especially for genes with only poorly conserved molecular sequences, the
gene tree might only be known with uncertainty. This problem is tackled by
methods like, e.g., HOGENOM (Dufayard et al., 2005), Softparsmap (Berglund-
Sonnhammer et al., 2006), TreeFam (Huerta-Cepas et al., 2007), and PHOG
(Datta et al., 2009).
Another problem arises, if the corresponding species tree is either un-
known, or only known with uncertainty. TreeBeST (Li et al., 2006) can han-
dle uncertainty in the species tree, that is given in the form of multifurcation
vertices, i.e., vertices with more than two direct descendants. Furthermore,
methods like, e.g., COCO-CL (Jothi et al., 2006), LOFT (Heijden et al., 2007),
BranchClust (Poptsova and Gogarten, 2007), MetaPhOrs (Pryszcz, Huerta-
Cepas, and Gabaldón, 2010), and PhylomeDB (Huerta-Cepas et al., 2011) do
not require a species tree at all. Instead, a species tree is constructed in par-
allel to orthology inference.
Although, tree-based methods are often considered to be more accurate
than graph-based methods (Kristensen et al., 2011), they suffer from sev-
eral disadvantages. Apart from being computationally expensive, tree-based
methods strongly depend on the accuracy of the multiple sequence align-
ment (Thompson et al., 2011). Moreover, the tree construction process is sen-
sitive to noise in the data, e.g, caused by long-branch attraction (O’Connor
et al., 2010). Besides that, large trees are computationally expensive to infer
and suffer from their own disadvantages (see Section 2.3.5). Finally, tree-
based methods often rely on a given species tree. However, for constructing
species trees knowledge about 1:1 orthologs is required.
2.2.2 Graph-based Orthology Inference Methods
Graph-based orthology inference methods infer orthology relations without
constructing either gene or species trees. They are based on the assumption
that orthologs tend to be more similar in molecular sequence and in function
compared to paralogs (Peterson et al., 2009). Paralogs allow some degree of
freedom for the evolution of duplicated genes. This is due to the fact that,
after a gene duplication, two copies of the same gene sequence are present in
one genome. The two genes may subdivide their functionality (subfunction-
alization), or one copy might adopt another function (neofunctionalization)
(Lynch and Katju, 2004).
To infer orthologous relationships between pairs of genes, graph-based
methods usually rely on pairwise sequence comparisons. Typically, they run
it two phases: (i) a graph construction phase, and (ii) a clustering phase
(Trachana et al., 2011).
In the graph construction phase, a graph is inferred where vertices repre-
sent genes and (weighted) edges represent (confidence of) orthology relation-
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ships. These orthology relationships are inferred based on either similarity
scores or evolutionary distances between pairs of genes. Similarity scores
are computed using either the bit scores obtained from basic local align-
ment search (BLAST) (Altschul et al., 1990), or by scoring Needleman-Wunsch
(Needleman and Wunsch, 1970) or Smith-Waterman alignments (Smith and
Waterman, 1981). Evolutionary distances are computed using maximum like-
lihood approaches for estimating the number of character substitutions. To
this end Wall, Fraser, and Hirsh (2003) suggest to estimate the number of
amino acid substitution, based on the PAM matrix (Jones, Taylor, and Thorn-
ton, 1992). The similarity scores or evolutionary distances are considered as
a measure of relatedness between genes.
Two genes a,b ∈ G from two distinct species A,B ∈ S are predicted as or-
thologs, if the score/distance from a to b is smaller than the score/distance
from any other gene from species A to b and, in addition, if the score/dis-
tance from b to a is smaller than the score/distance from any other gene
from species B to a. In case similarity scores are considered, this criterion is
commonly known as bidirectional best hit (BBH), reciprocal best hit (RBH),
or symmetrical best hit (SymBeT). It is known as reciprocal smallest distance
(RSD), if evolutionary distances are considered. The majority of orthology
inference methods use similarity scores, e.g., in InParanoid (Östlund et al.,
2010), OrthoInspector (Linard et al., 2011), DODO (Chen et al., 2010), EggNog
(Jensen et al., 2008), OrthoMCL (Li, Stoeckert, and Roos, 2003), EGM2 (Mah-
mood et al., 2012), Proteinortho (Lechner et al., 2011), and its extension PoFF
[Lechner et al., 2014b]. Evolutionary distances are assumed to be more accu-
rate. However, computing those distances is more time-consuming. Methods
that use evolutionary distances are, e.g., Roundup (DeLuca et al., 2012) and
OMA (Altenhoff et al., 2011).
In the clustering phase clusters or groups of orthologs are constructed,
using, e.g., single-linkage, complete-linkage, spectral clustering, or Markov
clustering. However, orthology is a symmetric, but not a transitive relation,
i.e., in general, it does not represent a partition of the set of genes G. In
particular, a set G ′ of genes can be orthologous to another gene g ∈ G \G ′,
but the genes within G ′ are not necessarily orthologous to each other. It is
important to mention that therefore, the problem of orthology detection is
fundamentally different from clustering or partitioning the input gene set.
In addition to OMA and Proteinortho, only EGM2, and InParanoid attempt
to resolve the orthology relation at the level of gene pairs. The latter two
tools can only be used for the analysis of two species at a time. Moreover,
the use of orthology inference tools is often limited to the species offered
through the databases published by their authors. An exception is provided
by Proteinortho and its extension PoFF. In contrast to Proteinortho, PoFF
also considers information on the local gene order (synteny) to discriminate
between orthologs and paralogs. Both methods are used in the phylogeny
inference approach presented in Chapter 7.
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2.3 phylogenetic tree inference
In what follows, a brief overview on several state-of-the-art tree inference
methodologies is given. For a detailed discussion, see Felsenstein (2004) and
Huson, Rupp, and Scornavacca (2010).
Phylogenetic tree inference methods try to reveal the evolutionary history
of genes or species. They are used for uncovering ancestral relationships,
dating the age of species and to determine evolutionary rates. Moreover,
they allow phylogenetic footprinting (Blanchette and Tompa, 2002), can be
used to reveal insights on the origin and proliferation of infectious diseases
[Dilcher et al., 2012], or to study co-evolution, e.g., of host/parasite or sym-
biotic systems (Page, 2003).
Inferring phylogenetic trees for a set of taxa is usually based on either mor-
phological characters, or molecular sequence data. In the latter case, these
molecular sequences are either nucleotide sequences, i.e., portions from the
species genomes, or they are translated amino acid sequences of protein cod-
ing regions within the genome. There are two different methodologies for
tree inference. First, there are distance-based methods, like Neighbor-joining or
UPGMA. These methods are based on pairwise distances between molecu-
lar sequences from the species under consideration. Distances can be sim-
ilarity scores obtained from pairwise sequence alignments or evolutionary
distances between sequences, explicitly considering a model of sequence
evolution. The second group of tree inference methods are called sequence-
based methods. These methods usually require as input a multiple alignment
of the molecular sequences (Larkin et al., 2007; Katoh and Standley, 2013;
Edgar, 2004). Sequence-based methods search for a phylogenetic tree that
best explains the given multiple sequence alignment. To this end, maximum
parsimony, maximum likelihood, or Bayesian approaches are used to explore and
evaluate the tree space and determine a tree, that is optimal in some sense.
2.3.1 Distance-based Methods
Distance-based methods rely on precomputed distances between pairs of
taxa, usually given in the form of an n× n distance matrix M. It is com-
monly assumed that the distances are symmetric, i.e., M = MT . A simple
possibility to compute distances from sequence data is to construct a pair-
wise sequence alignment and count the proportion of positions at which
the aligned sequences differ. This score is known as the normalized Hamming
distance. In case there is a constant mutation rate at all positions in the se-
quences and during the whole evolution of all species under consideration,
then the distances can be treated as a measure of time. This property is
known as the molecular clock hypothesis (Thorpe, 1982).
The aim of distance-based methods is to construct a branch-length an-
notated tree T such that the length δT (x,y) of a path between two leaves
x and y in T corresponds approximately to the respective distance d(x,y)
from the matrix M. For a given tree topology it is possible to compute
so-called least squares branch lengths. That is, branch lengths for which
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∑n
i=1
∑n
j=1(δT (i, j) − d(i, j))
2 is minimal. This leads to the combinatorial
optimization problem of finding a tree topology with corresponding least
squares branch lengths that have a minimum sum of branch lengths. This
criterion is known as minimum evolution (ME) (Rzhetsky and Nei, 1993). Re-
cently, it was shown by Bastkowski et al. (2015) that finding the minimum
evolution tree is an NP-complete problem.
UPGMA (Sokal, 1958; Sneath and Sokal, 1973) is a bottom-up clustering
approach, that produces a rooted phylogenetic tree T with branch lengths.
Instead of constructing the tree directly, UPGMA iteratively constructs clus-
ters of taxa, with each cluster representing a vertex in T .
Starting from a set C = {1, . . . ,n} of clusters, one for each of the n in-
put taxa, the method selects in each step two clusters x,y ∈ C, that have
the smallest distance d(x,y) among all pairs of clusters in C. Then the two
clusters are merged to a new cluster v = {x,y}. The distance from v to all
remaining clusters w ∈ C \ {x,y} is set to the normalized average distance
between all elements in cluster v and all elements in cluster w. Finally, in
C the clusters x and y are exchanged by v. This process is repeated until C
contains only one cluster. Note that the cluster v represents a vertex in the
tree T which has x and y as direct descendants. Thus, the topology of T is
implicitly given by the clusters. The cluster, that was merged last represents
the root of the tree. Branch lengths are obtained indirectly by considering
the height (or age) of each vertex in the tree. The leaves are set to a height of
zero. Each inner vertex v corresponds with a cluster v that was obtained by
merging two clusters x and y. The height of v is set to half the distance be-
tween the clusters x and y. The branch lengths of an edge (x,y) is obtained
by the difference between the heights of x and y. This procedure leads to
a so called ultrametric tree, i.e., a tree with the paths from the root to any
leaf having the same length (see Chapter 3). UPGMA produces a rooted tree,
whose branch lengths indicate time. Thus, UPGMA assumes a molecular
clock like evolution.
Neighbor-joining (Saitou and Nei, 1987) is a clustering approach, that did
not assume a molecular clock. It is a modification of UPGMA and produces
an unrooted phylogenetic tree T with branch lengths. In contrast to UPGMA,
when creating a new cluster v Neighbor-joining does not select the two clus-
ters x,y ∈ C, which have the minimum distance d(x,y). Instead, those clus-
ters x,y are selected for which d(x,y) − (1/(|C|− 2)
∑
c∈C d(x, c) + 1/(|C|−
2)
∑
c∈C d(y, c)) is minimal. In other words, almost the average distances of
x and y to any other cluster is subtracted form d(x,y) first. Moreover, the
distances between a new cluster v and all other clusters are computed differ-
ently from UPGMA. Here, the distance from v to an other cluster c is set to
d(v, c) = 1/2(d(x, c) + d(y, c) − d(x,y)). By doing this, the distance between
two clusters represent the length of the path in the resulting tree between the
vertices that are represented by the respective clusters. If the clusters repre-
sent inner vertices, then the distance corresponds with the length of the path
between these inner vertices. Note that UPGMA considers distances between
two clusters, which corresponds to the length of a path between two leaves,
i.e., two times the height of the lowest common ancestor in an ultrametric
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tree. Neighbor-joining results in a tree, that is not necessarily an ultrametric
tree. It is therefore applicable for sequences, that do not follow a molecular
clock like evolution.
Neighbor-joining is implemented in many computational biology and bioin-
formatics frameworks, e.g., BioPerl (Stajich et al., 2002), Biopython (Cock et
al., 2009), or the PHYLIP package (Felsenstein, 1989). It is also implemented
in stand-alone tools such as QuickTree (Howe, Bateman, and Durbin, 2002).
2.3.2 Parsimony Methods
Maximum parsimony methods search for a phylogenetic tree that explains
the given data set using a minimum number of evolutionary events. This
data set is usually given in the form of a multiple sequence alignment. Based
on that alignment, maximum parsimony methods search for an evolutionary
history by means of single point mutations of nucleotides (or amino acids),
such as substitutions, deletions and insertions, that lead to the observed
sequences. To this end, these methods construct ancestral sequences along a
tree topology, such that the number of mutations is minimized.
If, in addition to the multiple sequence alignment, a tree topology is given,
then finding the minimum number of mutations and constructing the corre-
sponding ancestral sequences can be done efficiently. This problem is known
as small parsimony problem and the minimum number of mutations is called
the parsimony score of an alignment. For binary trees, i.e, each inner vertex
in the tree has exactly two direct descendants, the parsimony score can be
computed using Fitch’s algorithm (Fitch, 1971) in time O(nmk). Thereby, n
denotes the number of vertices in the tree, m the alignment length, and k
the size of the alphabet, i.e., the number of different characters in the se-
quences. The small parsimony problem for a given non-binary tree can be
solved using Hartigan’s Algorithm (Hartigan, 1973), which has the same
time complexity. Moreover, Sankoff’s algorithm (Sankoff, 1975) solves the
small parsimony problem for weighted substitutions in time O(nmk2).
If the tree topology is not given, then a minimum parsimony score is
sought for which a tree topology exists. This problem is known as large
parsimony problem. It was shown that the large parsimony problem is NP-
complete (Foulds and Graham, 1982; Day and Sankoff, 1986). Hendy and
Penny (1982) give an exact branch-and-bound algorithm. Moreover, some ef-
ficient heuristics exists. The method presented by Farris, Kluge, and Eckardt
(1970) uses a greedy strategy, to build up a tree by selecting optimal posi-
tions for each leaf step by step. Other heuristics search through the space
of tree topologies and solve the small parsimony problem for each of the
considered topologies. To go from one topology to the next neighbor topol-
ogy, several branch-swapping operations are suggested, e.g., nearest neigh-
bor interchange (NNI), subtree prune and regraft (SPR), or tree bisection and
reconnection (TBR) (Allen and Steel, 2001).
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2.3.3 Maximum Likelihood Methods
Maximum likelihood methods search for a phylogenetic tree T that maxi-
mizes the likelihood of generating the given sequence alignment A under
a given model of evolution. Such a model includes at least a distribution
of the nucleotides (or amino acids) at the root of the tree and evolutionary
rates of substitutions, deletions, and insertions for each nucleotide (or amino
acid). Moreover, different substitution rates can be defined for different po-
sitions in the sequence, to consider, e.g., intervals in the sequence which are
more or less conserved than others. Using maximum likelihood methods, it
is possible to incorporate specific knowledge about the process of sequence
evolution into the tree inference method.
To this end, for a given multiple sequence alignment A a branch-length
annotated tree T is sought, that maximizes the likelihood
L(T) = P(A | T)
of generating the given multiple sequence alignment along that particular
tree. The lengths of an edge in this tree is interpreted as a duration of time.
Thus, substitutions, deletions and insertions are more likely on longer edges.
Maximum likelihood methods have to search the tree space to determine
a particular tree T which has the maximum likelihood L(T). Finding an op-
timal phylogenetic tree is NP-hard (Chor and Tuller, 2006). However, the
likelihood for a given branch-length annotated, binary, rooted tree can be
efficiently computed using Felsenstein’s algorithm (Felsenstein, 1981).
Similar to the heuristics for maximum parsimony methods, it is possi-
ble to search through the tree space by successively editing one tree to the
next using branch-swapping operations. For each of those trees, the max-
imum likelihood score is computed and the tree having the best score is
returned. Heuristics that incorporate this idea are, e.g., RAxML (Stamatakis,
2014), FastTree (Price, Dehal, and Arkin, 2010), and PhyML (Guindon et al.,
2010). Equivalently, there are maximum likelihood heuristics that build up a
tree by stepwise addition of leaves, e.g., fastDNAml (Olsen et al., 1994).
2.3.4 Bayesian Methods
Bayesian methods are similar to maximum likelihood methods. They can
incorporate the same models of sequence evolution. Maximum likelihood
methods ask for the likelihood L(T) = P(A | T) of a tree T to generate the ob-
served sequence alignment A. In order to compute P(A | T), maximum likeli-
hood methods have to consider all evolutionary scenarios along a particular
tree. On the other hand, Bayesian methods ask for the posterior probability
P(T | A) of a particular tree T , given the observed sequence alignment A. In
order to compute this P(T | A), Bayesian methods have to consider all evo-
lutionary scenarios that result in the given alignment, but which might be
evolved along any possible branch-length annotated tree. To compute this
probability directly, one would have to consider all infinite many branch-
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length annotated trees. However, the probability P(T | A) can be restated
using Bayes’ Theorem.
P(T | A) =
P(A | T)× P(T)
P(A)
Thus, the posterior probability P(T | A) of a particular tree T , can be expressed
as the probability of an alignment A being generated by the tree T times the
prior probability of T divided by the probability of observing the given align-
ment A. P(A | T) can be computed efficiently using Felsenstein’s algorithm
(Felsenstein, 1981) and P(T) is either assumed to be equally distributed, or
estimated using a birth-death process (Yang and Rannala, 1997). The com-
putationally complex part is determining P(A), which can be expressed as
P(A) =
∑
T ′∈T(P(A | T
′)× P(T ′)) with T being the set of all branch-length
annotated trees. Solving this expression analytically is not possible, since
there are infinitely many trees in T. For the same reason, the probability
P(T | A) for a particular tree T is usually very low. Therefore, Bayesian meth-
ods do not try to determine a single tree, having the maximum probability.
Instead, they sample trees by their probability.
To this end, Bayesian methods make use of the Markov chain Monte Carlo
(MCMC) approach to construct a chain of trees (Mau, Newton, and Larget,
1999). Starting from a random tree, in each step the current tree Ti is modi-
fied to obtain a candidate tree T ′ and T ′ is added to the chain with probabil-
ity P(T ′ | A)/P(Ti | A). If T ′ is accepted, then T ′ is added to the chain and the
next candidate tree is obtained by modifying T ′. If T ′ is discarded, then an-
other candidate tree is constructed from Ti. Note that using Bayes’ Theorem
P(T ′ | A)/P(Ti | A) can be expressed as (P(A | T ′)×P(T ′))/(P(A | Ti)×P(Ti)).
Therefore, computing P(A) is not necessary. Finally, to obtain a sample of
trees, not all trees from the chain are considered. Instead, a sparse sample
of trees from the chain is selected, explicitly excluding the trees from the be-
ginning of the chain. This sample it then processed further by constructing,
e.g., a consensus tree (see Subsection 2.3.6).
Bayesian methods using MCMC are implemented in, e.g., MrBayes (Ron-
quist and Huelsenbeck, 2003) and BEAST (Drummond et al., 2012).
2.3.5 Drawbacks of Distance- and Sequence-based Methods
Phylogenetic tree inference is a computationally complex task. The prob-
lems of finding the minimum evolution tree, the maximum parsimony tree, or
the maximum likelihood tree, are all NP-hard. Moreover, even constructing
the optimal input for these methods, i.e., the multiple sequence alignment
with the minimum sum-of-pairs score, is NP-complete (Wang and Jiang, 1994).
However, efficient heuristics exist for all of those problems.
Most of the distance- or sequence-based methods produce unrooted trees.
This problem can be solved by considering an outgroup species. If such
a species is known, then molecular sequences from that species can be in-
cluded in the analysis, and the tree can be rooted with respect to that out-
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group. Note that selecting a particular outgroup can have a strong effect on
the tree topology obtained by the inference method (Smith, 1994).
The main drawback of these methods is neither a complexity, nor a rooting
issue. It is a problem of the type of data these methods are able to process:
they rely on multiple sequence alignments of 1:1 orthologous genes only, i.e.,
orthologous genes that are present in (almost) all the species under consid-
eration. Otherwise, the multiple sequence alignment would contain a lot of
gaps at some positions.
Many phylogenetic analyzes aim at reconstructing the evolutionary his-
tory of a set of species, i.e., a species tree. But often only a small fraction
of the genomes can be aligned, and thus, a tree is constructed, which de-
picts only the evolutionary history of that particular part of the genomes.
In case only one gene is considered, a gene tree is constructed instead of a
species tree. This is not a problem, if the evolutionary history of that gene is
congruent to that of the respective species. Thus, phylogenetic studies judi-
ciously select families of genes that are very likely to be 1:1 orthologous and
rarely exhibit gene duplications, e.g., rRNAs, most ribosomal proteins, and
many of the housekeeping genes. Those genes are usually very similar in se-
quence and can therefore be easily recognized and aligned with each other.
However, a similar sequence does not necessarily imply orthology. Paralo-
gous or xenologous genes are similar in sequence too. Moreover, sequences
might show a parallel evolution at sequence level (Zhang and Kumar, 1997).
All of this can lead to a misclassification of genes as 1:1 orthologs.
If gene duplication, gene loss, or horizontal gene transfer occur, then the
evolution of genes is not necessarily identical to the evolution of the corre-
sponding species. In that case, one has to distinguish between the gene tree
and the species tree. Moreover, considering 1:1 orthologs only, rigorously
restrict the amount of data that can be used for inferring species trees. If
closely related species are analyzed, it is very likely that they share similar
genes and thus, the overlap of 1:1 orthologs might be large. If, on the other
hand, distantly related species are considered, there might be no such 1:1 or-
thologs that are present in all the species, even if there are 1:1 orthologs for
each pair of species. Thus, even if there is enough phylogenetic information
in the data, common tree inference methods would not be able to construct
reliable trees from that.
2.3.6 Supertree Methods
Finally, there is a whole field of research on tree inference methods, different
from distance- or sequence-based methods. These methods are concerned
with the problem combining the information from multiple phylogenetic
trees into one supertree. By doing that, it is possible to reassemble large-
scale phylogenetic trees from A survey on supertree methods is given by
Bininda-Emonds, 2004.
A subdivision of supertree methods are consensus trees (Bryant, 2003).
Given a set of trees on the same leaf set, consensus tree methods construct
a tree with the largest consensus among the given trees. To this end, con-
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sensus tree methods use the concept of splits. A split is a bipartition of the
leaf set. Given a tree, each edge induces a certain split. This split is given
by the bipartition of the leaves from the two components in which the tree
decomposes if the corresponding edge is removed. Thus, for every tree there
is a particular set of splits, i.e., the set of splits induced by all the edges of
that tree. For a given tree T , this set of splits is denoted by Σ(T). For a set
of input trees T1, . . . , Tn, consensus tree methods construct the union of all
splits Σ =
⋃n
i=1 Σ(Ti). Then a certain subset Σ
′ ⊆ Σ is selected and a tree
T ′ is constructed such that Σ ′ = Σ(T ′). A particular consensus tree is the
so-called strict consensus tree for which Σ ′ ⊆ Σ(Ti) holds for all 1 6 i 6 n.
Another consensus tree is the majority-rule consensus tree for which the splits
in Σ ′ must be contained in at least the majority of all Σ(Ti).
Methods for constructing consensus trees are implemented in, e.g.,
CONSENSE from the PHYLIP package (Felsenstein, 1989) or Dendroscope (Hu-
son and Scornavacca, 2012).
Another subdivision of supertree methods infer a supertree with leaf set X
from a set of trees T1, . . . , Tn with leaf sets X1, . . . ,Xn ⊆ X. A special case of
such methods are the triple-based (for rooted trees) and quartet-based (for
unrooted trees) methods. Depending on whether rooted or unrooted trees
are considered as input, triples (rooted trees with three leaves) or quartets
(unrooted trees with four leaves) are the smallest entities that still contain
information on the tree topology. A quartet-based method is, e.g., Quartet
Puzzling (Strimmer and Von Haeseler, 1996). As a member of the class of
triple-based supertree methods the polynomial-time algorithm BUILD by Aho
et al. (1981) should be mentioned. This algorithm is explained in detail in
Chapter 4 and heavily used as part of the approach presented in Chapter 7.
3
B A S I C D E F I N I T I O N S
Throughout this work, V always denotes a non-empty finite set ofelements. Given two sets V and V ′, the notation V ⊆ V ′ (V ⊂ V ′)denotes that V is a (proper) subset of V ′. Two sets V and V ′ overlap,
denoted by V G V ′, if V ∩ V ′ 6= ∅ and neither V ⊆ V ′ nor V ′ ⊆ V . Moreover,
V ∪V ′, V ∩V ′, V \V ′, and V∆V ′ denote the union, intersection, set difference,
and symmetric difference of V and V ′, respectively. The set of subsets of V ,
i.e., the power set of V , is denoted by 2V . The set of unordered n-element
subsets of V is denoted by
(
V
n
)
:− {{x1, . . . , xn} ⊆ V | ∀i 6= j, xi 6= xj}. The
set of ordered pairs of V is denoted by V × V :− {(x,y) | x,y ∈ V} and the
irreflexive part of V × V is denoted by V×irr :− V × V \ {(x, x) | x ∈ V}.
Whenever possible, this work follows the notation of Semple and Steel
(2003). A summary of the notation that is used in this work, is given in the
notation index at the very end of this thesis.
3.1 binary relations
A binary relation R ⊆ V × V is a set of ordered tuples (x,y), x,y ∈ V . R is
said to be symmetric, if for all x,y ∈ V it holds that (x,y) ∈ R if and only if
(y, x) ∈ R. Furthermore, R is said to be irreflexive if for all x ∈ V it holds that
(x, x) /∈ R. Throughout this work, only binary and irreflexive relations are
considered. Hence, relations are defined as R ⊆ V×irr. If not stated otherwise,
R is simply called a relation and it is implicitly assumed that R is binary and
irreflexive.
3.2 graphs
A graph G = (V ,E) is an ordered pair consisting of the sets V , the vertices
(or nodes) and E, the edges (or arcs). In this work, the notation vertex and
(directed) edge is used solely. If there is a risk of ambiguity, the vertex and
edge set of G is called V(G) and E(G), respectively. G is called an undirected
graph, if E ⊆ (V2). It is called a directed graph, or di-graph, if E ⊆ V×irr. Note
that this definition explicitly excludes self loops, i.e., edges {x, x} ∈ E for
undirected graphs and (x, x) ∈ E for di-graphs, as well as parallel edges, i.e.,
multiple edges joining the same pair of vertices. In literature, those graphs
are usually called simple graphs. A graph G = (V ,E), directed or not, is called
complete if E =
(
V
2
)
, respectively E = V×irr. A complete graph with n vertices
is denoted by Kn. A graph G = (V ,E) with |V | 6 1 is called trivial. If it is
clear from the context, the notation graph denotes either an undirected or a
directed graph.
Let e = {u, v} (respectively e = (u, v)) be a (directed) edge of G. The
vertices u and v are called adjacent and e is said to be incident with u and v.
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Let v ∈ V be a vertex of G. The degree of v, denoted by deg(v), is the number
of edges in G that are incident with v. In case of a di-graph G = (V ,E) the
in-degree of a vertex v is defined as deg−(v) :− |{(x, v) | (x, v) ∈ E, x ∈ V}| and
the out-degree of v as deg+(v) :− |{(v, x) | (v, x) ∈ E, x ∈ V}|.
For an undirected graph G = (V ,E) the complement of G is the graph
G = (V ,E) such that E :−
(
V
2
)
\ E.
For an undirected graph G = (V ,E), a sequence of vertices S = (v1, . . . , vn)
is called a walk, if for all 1 6 i 6 n− 1 it holds that {vi, vi+1} ∈ E. S is called
a path if all vertices vi are pairwise distinct. S is called a cycle if, in addition,
{vn, v1} ∈ E.
For a di-graph G = (V ,E) the sequence S = (v1, . . . , vn) is called a walk, if S
is a walk in the undirected graph Gu = (V ,Eu) with Eu = {{x,y} | (x,y) ∈ E}.
S is called a path if for all 1 6 i 6 n− 1 it holds that (vi, vi+1) ∈ E and all
vertices vi are pairwise distinct. S is called a cycle if, in addition, (vn, v1) ∈ E.
A graph G = (V ,E) is weakly connected if for any two vertices x,y ∈ V
there exists a walk from x to y. A di-graph G = (V ,E) is strongly connected if
for any two vertices x,y ∈ V there is a path from x to y. Note that for undi-
rected graphs the definitions of weakly connected and strongly connected
are equivalent, since there always exists a path from x to y whenever there
exists a walk from x to y. As a shortcut, the notation G is connected is used
to denote that G is strongly connected. A graph that is neither weakly con-
nected nor strongly connected is called disconnected.
A graph H = (W, F), directed or not, is a subgraph of G = (V ,E), denoted
by H ⊆ G, if W ⊆ V and F ⊆ E. The subgraph H = (W, F) is called induced,
denoted by G[W], if for all x,y ∈W it holds that {x,y} ∈ E implies {x,y} ∈ F
for undirected graphs or (x,y) ∈ E implies (x,y) ∈ F for di-graphs.
A connected component of a graph, directed or not, is a (weakly) connected
subgraph that is maximal with respect to inclusion. A graph is called discon-
nected, if it consists of more than one connected component.
A graph G, directed or not, is edge-colored if there is a non-empty set Υ and
a map ψ : E→ Υ that assigns to each edge a color from Υ.
Two graphs G and H are said to be isomorphic, denoted by G ' H, if there
is a bijection φ : V(G) → V(H) such that for all vertices u, v ∈ V(G) it holds
that u is adjacent to v in G if and only if φ(u) is adjacent to φ(v) in H.
3.3 trees
A tree T = (V ,E) is a connected undirected graph that does not contain
cycles. A rooted tree T is a tree with one distinguished vertex ρ ∈ V called
the root. The leaves L ⊆ V of T is the set of all vertices that are distinct from
the root and have degree 1. All vertices that are contained in V◦ :− V \ L are
called inner vertices. If there is a risk of ambiguity, the set of leaves and inner
vertices are denoted by L(T) and V◦(T), respectively. A rooted tree is binary
if the root has degree two and every other inner vertex has degree three. For
a non-empty, but finite set X, the notation (rooted) tree on X denotes a tree T
with leaf set L(T) = X.
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u
a
v
b c d
w
e f
e3 = {u, v}
e2 = {v, w}
e1 = {w, f}
T
w ≺T v ≺T u
w ≺T e2 ≺T v
e2 ≺T v ≺T e3
e1 ≺T e2 ≺T e3
Figure 2: Example of the descendant relation.
Suppose T = (V ,E) is a rooted tree with leaf set L and root ρ. A vertex
v is called a descendant of vertex u, written v T u, if u lies on the unique
path from v to the root ρ. If in addition u 6= v hold, then v ≺T u is written.
Moreover, if v T u, then u is called an ancestor of v. The children of an inner
vertex v are its direct descendants, i.e., vertices w with {v,w} ∈ E and w ≺T v.
In this case, the vertex v is called the parent of w. For a non-empty subset
X ⊆ V the lowest common ancestor of X, written lca(X), is the smallest upper
bound of X under the partial order T , i.e., lca(X) is the first vertex that
lies on all unique paths from x ∈ X to the root ρ. In case X = {x1, . . . , xn},
then lca(x1, . . . , xn) is written instead of lca({x1, . . . , xn}). If there is a risk of
ambiguity, it is written lcaT (X) to denote that the lowest common ancestor
of the leaves X in the rooted tree T is meant.
It is convenient to extend the descendant relation T on V to the union of
edge and vertex sets of T . For an edge e = {u, v} and a vertex w it is written
e ≺T w if and only if u T w and v T w. It is written w ≺T e if and only
if w T u and w T v holds. Moreover, for two edges e1 = {u1, v1} and
e2 = {u2, v2} it is written e1 ≺T e2 if and only if x1 T x2 for all x1 ∈ {u1, v1}
and x2 ∈ {u2, v2} holds. The notation e1 T e2 denotes that either e1 ≺T e2
or e1 = e2 holds. Figure 2 shows an illustrative example for the descendant
relation.
Let T be a rooted tree. The subtree of T rooted at vertex v, denoted by T(v),
is the induced subgraph T [W] ⊆ T with root v and the vertex set W := {w ∈
V | w T v}. That is T(v) contains v and all descendants of v. The set of leaves
L(T(v)) in the subtree T(v) of T is denoted by L(v). Occasionally, L(v) is also
called a cluster. Furthermore, C :−
⋃
v∈V {L(v)} denotes the set of clusters of T .
Let e = {u, v} be an edge of E(T) such that u is the parent of v. Then,
contracting the edge e, results in a rooted tree T ′ that is obtained from T
by removing v from V(T) and exchanging the edges {v,w} by {u,w} for all
children w of v.
The restriction T|X of T to X ⊆ L(T) is the rooted tree with root lcaT (X)
that is obtained from the subtree T(lcaT (X)) by first, removing all vertices
w ∈ V(T) (and incident edges of w) that intersect none of the paths from
lcaT (X) to any x ∈ X, and second, by successively contracting each edge
{u, v} with v having degree two and u being the parent of v. In other words,
the restriction T|X is obtained from T by first forming the minimal spanning
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Figure 3: Example of a restriction T|X of T with X = {a, c, f}. Depicted is the tree
T from Figure 2 with leaf set L(T) = {a,b, c,d, e, f} (left), as well as the
restriction T|X with X = {a, c, f} ⊂ V(T) (right). To obtain T|X from T the
vertices b, d, and e are removed (center). Then the edge e1 is contracted.
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Figure 4: Example of a refinement. Depicted is the tree T from Figure 2 (left)
and a refinement T ′ of T (right). The tree T contains the clusters CT =
{{a,b, c,d, e, f}, {a,b, c}, {d, e, f}, {a}, {b}, {c}, {d}, {e}, {f}}. The tree T ′ contains
the clusters CT ′ = {{a,b, c,d, e, f}, {a,b, c}, {a,b}, {d, e, f}, {d, e}, {a}, {b}, {c},
{d}, {e}, {f}}. Since CT ⊂ CT ′ , it follows that T ′ is a refinement of T .
tree in T with leaf set X, and then, removing all vertices v of degree two
(with the exception of ρT if ρT is a vertex of that tree) and connecting the
two vertices that are adjacent to v. Figure 3 shows an illustrative example for
a subtree and a restriction.
Two rooted trees T and T ′ on the same leaf set L are said to be isomorphic,
denoted by T ' T ′, if there is a bijection φ : V(T) → V(T ′) that induces a
graph isomorphism from T to T ′ which maps the root of T to the root of T ′.
For two rooted trees T and T ′, the tree T ′ refines T , written T 6 T ′, if and
only if the clusters C(T) of T are a subset of the clusters C(T ′) of T ′, i.e.,
C(T) ⊆ C(T ′). Figure 4 shows an illustrative example of a refinement.
The tree T displays a tree T ′ with leaf set L(T ′) = X ⊆ L(T), if T ′ is isomor-
phic to the restriction T|X of T . Moreover, T displays a set of trees T, if for all
trees T ′ ∈ T it holds that T displays T ′.
A set of rooted trees T identifies T , if T displays T and every other tree that
displays T is a refinement of T .
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[T ,L]
Figure 5: Example of an Aho graph. Depicted is is the set of trees T = {T1, T2} (left
and center) and the Aho graph [T,L] (right) with L = L(T) = {a,b, c,d, e}.
The Aho graph has vertex set V([T,L]) = L and edge set E[[T,L]] = {{a,b},
{a,d}, {b,d}, {c,d}}.Edges{a,b}, {a,d}, and {b,d} are included due to T1. The
edge {c,d} is included due to T2.
Let X be a non-empty, but finite set. A set of trees on X denotes a set of trees
T such that each tree Ti ∈ T is a tree on Xi with Xi ⊆ X. Note that neither
Xi ∩ Xj = ∅, nor
⋃n
i=1 Xi = X is required. The union of the leaves from all
trees in T is denoted by L(T) :=
⋃
Ti∈T L(T).
A set T of rooted trees on X is consistent if there is a rooted tree T with leaf
set L(T) = L(T) that displays every tree Ti ∈ T. Note that T = ∅ is displayed
by any tree, and therefore consistent.
A phylogenetic tree T (on X) is a rooted tree such that all vertices v ∈ V(T) \
ρT have deg(v) 6= 2. If not stated otherwise, the notation tree always denotes
a phylogenetic tree T , i.e., T is a rooted tree and there are no inner vertices
with less than 2 children.
A rooted triple, or triple for short, is a binary tree with leaf set X and |X| = 3.
For X = {x,y, z} the triple (xy|z) denotes the unique binary tree T ′ with root
ρT ′ for which lca(x,y) 6= ρT ′ .
For a rooted tree T the triple set of T , denoted by rt(T) :− {T|X |
T|X is a triple}, is the set of all triples such that T displays rt(T).
For a set of rooted triples RT, the tree set of RT, denoted by 〈RT〉 =
{T1, . . . , Tn}, is the set of all trees with leaf set L(RT) such that for all
Ti ∈ 〈RT〉 it holds that Ti displays RT.
For a consistent set of triples RT, the closure of RT, denoted by cl(RT) :−⋂
Ti∈〈RT〉 rt(Ti), is the set of all triples that are displayed by all trees that
display RT.
For a set of phylogenetic trees T and a subset L ⊆ ⋃T ′∈T L(T ′) the Aho
graph [T,L] is defined as the undirected graph with vertex set V([T,L]) = L
and edge set E = {{x,y} | ∃T ∈ T, ∃z ∈ L such that T displays (xy|z)}. In other
words, there is an edge between two vertices x and ywhenever there is a tree
T ∈ T such that lcaT (x,y) ≺T lcaT (x,y, z) and x,y, z ∈ L. Figure 5 shows an
illustrative example of an Aho graph.
An ordered tree is a phylogenetic tree T for which an order leqL ⊂ L(T)×
L(T) is specified for the leaves. For an ordered tree T and two leaves x,y ∈
L(T) it is said that x is left of y if and only if x 6L y and x 6= y.
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A labeled tree (T , t) is a rooted tree T = (V ,E) together a map t : V◦ → M
on some set M. For a labeled tree (T , t) the map t is called discriminating if
for all u ∈ V◦ and all children v1, . . . , vk ∈ V◦ of u it holds that t(u) 6= t(vi),
i.e., adjacent vertices have different labels.
Two labeled trees (T , t) and (T ′, t ′) are said to be isomorphic, denoted by
(T , t) ' (T ′, t ′), if T and T ′ are isomorphic via a map φ : V(T)→ V(T ′) such
that t(v) = t ′(φ(v)) holds for all v ∈ V(T).
3.4 hierarchies
It is well-known that there is a one-to-one correspondence between (isomor-
phism classes of) rooted trees on V and so-called hierarchies on V . For a
finite set V , a hierarchy on V is a subset C of the power set 2V such that
• V ∈ C,
• {x} ∈ C for all x ∈ V , and
• p∩ q ∈ {p,q, ∅} for all p,q ∈ C.
The elements of C are called clusters. In Semple and Steel (2003) the fol-
lowing theorem is given, showing the link between hierarchies and trees.
Theorem 3.1 (Semple and Steel, 2003). Let C be a set of non-empty subsets of
V . Then there is a rooted tree T on V with C = {L(v) | v ∈ V(T)} if and only if C
is a hierarchy on V . Moreover, the number of clusters |C| in a hierarchy C on V is
bounded by 2|V |− 1.
3.5 modular decomposition
Given an arbitrary undirected graph G = (V ,E), a module M of G is a subset
M ⊆ V such that for any x ∈M and z ∈ V \M it holds that {x, z} ∈ E if and
only if {y, z} ∈ E for all y ∈ M. If G is a di-graph, then M ⊆ V is a module
of G if for any x ∈ M and z ∈ V \M it holds that (x, z) ∈ E if and only if
(y, z) ∈ E and (z, x) ∈ E if and only if (z,y) ∈ E for all y ∈M. The set of all
modules of G is denoted by M(G).
For a graph G, the set M = {M1, . . . ,Mn} is called a modular partition of G
if and only if all Mi ∈ M are modules of G, Mi ∩Mj = ∅ holds for all i 6= j,
and
⋃
Mi∈MMi = V(G).
A moduleM ∈M(G) that does not overlap any other moduleM ′ ∈M(G)
is called a strong module. For a graph G, the empty set ∅, the set V and the
singletons {v}, v ∈ V are always strong modules. They are called the triv-
ial modules. If not stated otherwise, it is always assumed that a module is
non-empty. The set of strong modules, denoted byMstr(G), is called the mod-
ular decomposition of G. Since strong modules do not overlap by definition,
it holds that Mstr(G) forms a hierarchy (Möhring and Radermacher, 1984).
By Theorem 3.1 this gives rise to a unique tree representation TG of G, also
called modular decomposition tree of G or inclusion tree of Mstr(G). The ver-
tices of TG are identified with the elements of Mstr(G). Adjacency in TG is
3.5 modular decomposition 29
a
b
c
d
e
f
g
h i
G
abcd
ef
g
h i
G/M
Figure 6: Example of a quotient. Depicted is the graph G from Figure 7, with mod-
ular partition M = {{a,b, c,d}, {e, f}, {g}, {h}, {i}} of V (left) and the corre-
sponding quotient graph G/M (right).
defined by the maximal proper inclusion relation, meaning, there is an edge
{M,M ′} between M,M ′ ∈ Mstr(G) if and only if M ⊂ M ′ and there is no
M ′′ ∈Mstr(G) such that M ⊂M ′′ ⊂M ′. The root of TG is V and the leaves
are the singletons {v}, v ∈ V . Although Mstr(G) ⊆M(G) does not represent
all modules, any module M ∈ M(G) is the union of strong modules that
are children of a strong module M in the tree TG (Möhring and Raderma-
cher, 1984; Ehrenfeucht and Rozenberg, 1990a). Thus, TG represents at least
implicitly all modules of G.
Due to the hierarchical structure of Mstr(G) there exists a unique partition
Pmax(G) = {M1, . . . ,Mk}, Mi ⊂ V into strong modules Mi ∈Mstr(G), which
are maximal with respect to inclusion. Since V /∈ Pmax(G) it follows that the
set Pmax(G) consists of k > 2 strong modules, whenever |V | > 1. Pmax(G) is
also called the maximal strong partition of G.
For a graph G and a modular partition M = {M1, . . . ,Mn} of G, the
quotient G/M is a graph with vertices V(G/M) = M such that for all
i, j ∈ {1, . . . ,n}, i 6= j and all x ∈Mi, y ∈Mj, i 6= j it holds that {x,y} ∈ E(G) if
and only if {Mi,Mj} ∈ E(G/M), for an undirected graph G and (x,y) ∈ E(G)
if and only if (Mi,Mj) ∈ E(G/M), for a directed graph G, respectively. Fig-
ure 6 gives an illustrative example of a quotient graph.
Strong modules are classified into parallel, series, prime, and, in case G
is a di-graph, ordered modules. Let M ∈ Mstr(G) be a strong module and
M1, . . . ,Mn ∈ Mstr(G) those strong modules, that are children of M in the
inclusion tree TG of Mstr(G), i.e., for all 1 6 i 6 n it holds that Mi ⊂M and
Mi is maximal with respect to inclusion. M is called a parallel module if for
all distinct i, j ∈ {1, . . . ,n} and all x ∈ Mi, y ∈ Mj it holds that {x,y} /∈ E
(for undirected graphs), respectively (x,y), (y, x) /∈ E (for a di-graphs). M is
called a series module if for all distinct i, j ∈ {1, . . . ,n} and all x ∈Mi, y ∈Mj
it holds that {x,y} ∈ E (for undirected graphs), respectively (x,y), (y, x) ∈ E
(for a di-graphs). In case G is a di-graph, then M is called an ordered module
if there is an ordering 6M of the modules M1, . . . ,Mn such that for all
distinct i, j ∈ {1, . . . ,n} and all x ∈ Mi, y ∈ Mj it holds that (x,y) ∈ E and
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Figure 7: Example of a modular decomposition. Depicted is a directed graph G =
(V ,E) (left) and the corresponding modular decomposition tree (right).
G contains the following strong modules: The singletons {v}, v ∈ V , the
ordered module V , the two parallel modules {a,b, c,d, e, f,g} and {h, i},
the prime module {a,b, c,d}, and the series module {e, f,g}. Beside that,
there are the three modules {e, f}, {e,g}, and {f,g}, which are not strong.
(y, x) /∈ E if and only if Mi 6M Mj. Whenever such an inclusion tree TG
is depicted, that contains an ordered module with children Mi 6M Mj, it is
agreed on drawing Mi left of Mj. All modules which are neither parallel,
nor series, nor ordered, are called prime. Figure 7 depicts an example of a
graph and its modular decomposition tree, showing all four different classes
of modules.
3.6 2-structures
2-structures were introduced by Ehrenfeucht and Rozenberg (1990b); Ehren-
feucht and Rozenberg (1990a). For additional surveys on the topic see Ehren-
feucht, Harju, and Rozenberg (1995); Ehrenfeucht, Harju, and Rozenberg
(1999); Engelfriet et al. (1996). Whenever possible, it is intended to follow
the original terminology. However, to remain consistent with the previous
definitions on (di-)graph and graph modules some deviations are made.
A (labeled) 2-structure is a triple g = (V ,Υ,ϕ), where V and Υ are non-
empty sets and ϕ : V×irr → Υ is a map.
The elements in V and Υ are called vertices and labels, respectively. The map
ϕ associates each pair (x,y) of the 2-structure g with a label ϕ((x,y)) ∈ Υ.
To simplify the notation, ϕ(x,y) is used instead of ϕ((x,y)). Additionally, if
e = (x,y) denotes a pair of vertices, then ϕ(x,y) and ϕ(y, x) are occasionally
denoted by ϕ(e) and ϕ(e−1), respectively. If it is not clear from the context,
the notation Vg, Υg, and ϕg is used to emphasize that the vertex set, label
set, and the labeling map, belong to the 2-structure g.
Two 2-structures g = (V ,Υg,ϕg) and h = (V ,Υh,ϕh) on the same vertex
set V are said to be isomorphic, in symbols g ' h, if there exists a bijection
α : Υg → Υh between their labels, such that ϕh(e) = α(ϕg(e)) and ϕg(e) =
α−1(ϕh(e)) for all e ∈ V×irr.
Given a subset X ⊆ V the substructure of g = (V ,Υ,ϕ) induced by X has
vertex set X and all edges (x,y) ∈ X×irr retain the label ϕ(x,y) ∈ Υ, i.e.,
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g[X] := (X,Υ,ϕ ′ = ϕ|X×irr). A 2-structure h is a substructure of the 2-structure
g if and only if there is a subset X ⊆ V such that h ' g[X].
A module of a 2-structure is a subsetM ⊆ V , such thatϕ(x, z) = ϕ(y, z) and
ϕ(z, x) = ϕ(z,y) holds for all x,y ∈M and any z ∈ V \M. Note that Ehren-
feucht and Rozenberg (1990b); Ehrenfeucht and Rozenberg (1990a) used the
notation “clan” instead of module. The set of all modules of the 2-structure g
is denoted by M(g). A module M of g is strong if M does not overlap with
any other module of g. For a 2-structure g, the empty set ∅, the complete ver-
tex set Vg, and the singletons {v} ⊆ V are always strong modules. They are
called the trivial modules of g. If not stated otherwise, it is always assumed
that a module is non-empty. The set of all strong modules of a 2-structure g is
denoted by Mstr(g) ⊆M(g). Note that Ehrenfeucht and Rozenberg (1990b);
Ehrenfeucht and Rozenberg (1990a) used the notation “prime clan” instead
of strong module.
Since strong modules do not overlap by definition, it holds that the set
Mstr(g) forms a hierarchy and, by Theorem 3.1, gives rise to a tree T(g) with
V being the root and the singletons {v} ⊆ V being the leaves. T(g) is called
the modular decomposition tree of g or the inclusion tree of Mstr(g).
Due to the hierarchical structure of Mstr(g) there exists a unique partition
Pmax(g) = {M1, . . . ,Mk}, Mi ⊂ V into strong modules Mi ∈Mstr(g), which
are maximal with respect to inclusion (Ehrenfeucht and Rozenberg, 1990b;
Ehrenfeucht and Rozenberg, 1990a). Since V /∈ Pmax(g) it follows that the set
Pmax(g) consists of k > 2 strong modules, whenever |V | > 1. Pmax(g) is also
called the maximal strong partition of g.
For a 2-structure g = (Vg,Υg,ϕg) and a partition M = {M1, . . . ,Mn} of Vg
into modules of g, the quotient g/M = (Vg/M,Υg/M,ϕg/M) is a 2-structure
with Vg/M = M and Υg/M = Υg such that for all i, j ∈ {1, . . . ,n}, i 6= j and
all x ∈Mi, y ∈Mj it holds that ϕg(x,y) = ϕg/M(Mi,Mj).
There are three important subclasses of 2-structures. Let g be a 2-structure.
Then
1. g is called prime, if M(g) consists of trivial modules only,
2. g is called complete, if for all (x,y) ∈ V×irr, ϕ(x,y) = ϕ(y, x), and
3. g is called linear, if there is a linear order 6V on the vertices and two
distinct labels i, j ∈ Υ such that for all different x,y ∈ V it holds that
ϕ(x,y) = i and ϕ(y, x) = j if and only if x 6V y.
Note that Ehrenfeucht and Rozenberg (1990b) used the notation “primitive”
instead of prime.
Clearly, if |Vg| = 2 all modules are trivial, and hence g is prime. On the
other hand |Vg| = 2 also implies that g is either linear or complete. For
|Vg| > 3, however, the three types of 2-structures are disjoint.
Not all 2-structures necessarily fall into one of these three types. For ex-
ample, the 2-structure g with Vg = {x,y, z}, ϕg(x,y) = ϕg(y, x) = 1, and
ϕg(x, z) = ϕg(z, x) = ϕg(z,y) = ϕg(y, z) = 2 is neither prime, nor linear,
nor complete.
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3.7 metrics , tree metrics , and ultrametrics
Let V be a non-empty finite set and δ : V × V → R a map that assigns real-
valued weights to pairs (x,y) ∈ (V2). Such a map can be interpreted as dis-
tances (or differences) between the elements of V . To be a metric, δ have to
fulfill certain properties.
Definition 6. A map δ : V × V → R is called a metric if:
(M0) δ(x,y) > 0 for all x,y ∈ V and δ(x,y) = 0 if and only if x = y.
(M1) δ(x,y) = δ(y, x) for all x,y ∈ V .
(M2) δ(x,y) 6 δ(x, z) + δ(z,y) for all x,y, z ∈ V .
Condition (M2) is called the triangular inequality. It ensures that for all
elements x,y ∈ V no detour via an element z is shorter than the distance
between x and y.
Tree metrics are a refinement of metrics. For a tree metric the value δ(x,y)
can be interpreted as the length of a path between x,y ∈ V in an edge-
weighted tree T = (W,E) with leaves V = L(T) and real-valued weights
w : E → R on the edges. Let P(T ;u, v) be the unique path in T from u to v;
u, v ∈W. Furthermore, let d(T ;w) : W ×W → R be defined as
d(T ;w)(u, v) =

∑
e∈P(T ;u,v)w(e), if u 6= v,
0, otherwise.
Tree metrics can now be defined as follows.
Definition 7. A map δ, which satisfies Condition (M0) and (M1), is called a tree
metric, if there exists a tree T = (W,E) with leaves V = L(T) and a map w : E →
R>0 that assigns positive real-valued weights to edges in T such that for all x,y ∈ V
δ(x,y) = d(T ;w)(x,y).
The pair (T ;w) is called a tree metric representation of δ and for a given tree
metric δ the respective tree is unique up to isomorphism (Buneman, 1971).
It is shown that for a tree metric δ the following four-point condition holds
(Semple and Steel, 2003).
δ(x,y) + δ(z,w) 6 max{δ(x, z) + δ(y,w), δ(x,w) + δ(y, z)}
for all w, x,y, z ∈ V .
Note, that the four-point condition implies the triangular inequality. The
elements w, x,y, z ∈ V from the four-point condition need not to be dis-
tinct. Hence, one can set z = w from which the triangular inequality follows.
Furthermore, there is an equivalency between tree metrics and metrics sat-
isfying the four-point condition (Buneman, 1971). Hence, tree metrics can
alternatively be defined as follows.
Definition 8. A map δ : V × V → R is called a tree metric if:
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(T0) δ(x,y) > 0 for all x,y ∈ V and δ(x,y) = 0 if and only if x = y.
(T1) δ(x,y) = δ(y, x) for all x,y ∈ V .
(T2) δ(x,y) + δ(z,w) 6 max{δ(x, z) + δ(y,w), δ(x,w) + δ(y, z)} for all w, x,
y, z ∈ V .
Ultrametrics (Johnson, 1967) are closely related to tree metrics. For an
ultrametric the value δ(x,y) can be interpreted as the length of a path be-
tween leaves x,y in a rooted edge-weighted tree T = (W,E) with root ρ,
leaves V = L(T), and real-valued weights w : E → R>0 on the edges. Let
d(T ;w) : W ×W → R be defined as before. A map w is called an equidistant
edge-weighting of T if for all x,y ∈ V , u, v ∈W it holds
d(T ;w)(ρ, x) = d(T ;w)(ρ,y), and
d(T ;w)(x, v) 6 d(T ;w)(x,u), if u ≺T v ≺T x.
Ultrametrics can now be defined as follows.
Definition 9. A map δ, which satisfies Condition (M0) and (M1), is called an
ultrametric, if there exists a rooted tree T = (W,E) with root ρ, leaves V = L(T),
and an equidistant edge-weighting w : E → R>0 that assigns positive real-valued
weights to edges in T such that for all x,y ∈ V
δ(x,y) = d(T ;w)(x,y).
The pair (T ;w) is called an equidistant representation of δ and for a given
ultrametric δ the respective tree is unique up to isomorphism (Semple and
Steel, 2003). Note, that in T the edges are weighted, such that all paths from
the root to a leaf have the same length. The same holds for each subtree T(v),
rooted at v ∈W. T is then called an ultrametric tree or dendrogram.
For an equidistant representation (T ;w) of δ there always exists real-
valued weights h : W◦ → R on the inner vertices of T such that
δ(x,y) =
h(lcaT (x,y)), if x 6= y,
0, otherwise.
To see this, the vertex weights h(u),u ∈ W◦ can be obtained from (T ;w) by
h(u) = 2d(T ;w)(u, x) for any x ∈ V with v ≺T x. The pair (T ;h) is called the
vertex representation of δ.
By definition an ultrametric δ is also a tree metric and hence, satisfies the
four-point condition. Furthermore, it can be shown that for an ultrametric δ
the following three-point condition holds (Semple and Steel, 2003).
δ(x,y) 6 max{δ(x, z), δ(z,y)} for all x,y, z ∈ V .
Note, that the three-point condition implies the triangular inequality as
for all x,y, z ∈ V it holds δ(x,y) 6 max{δ(x, z), δ(z,y)} 6 δ(x, z) + δ(z,y). Fur-
thermore, a metric as an ultrametric if and only if it satisfies the three-point
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condition (Johnson, 1967). Hence, ultrametrics can alternatively be defined
as follows.
Definition 10. A map δ : V × V → R is called an ultrametric if:
(U0) δ(x,y) > 0 for all x,y ∈ V and δ(x,y) = 0 if and only if x = y.
(U1) δ(x,y) = δ(y, x) for all x,y ∈ V .
(U2) δ(x,y) 6 max{δ(x, z), δ(z,y)} for all x,y, z ∈ V .
4
T R E E R E P R E S E N TA B L E S Y M M E T R I C R E L AT I O N S
Binary relations are sets of ordered pairs of elements from a usuallynon-empty, but finite set V . In the phylogenetic context V may repre-sent a set of genes and the binary relation R between pairs of genes x
and y denotes that x and y diverged by a certain evolutionary event, e.g., the
speciation event, which is the divergence of one species into two (or more)
subspecies. Technically, every other evolutionary event can be considered in-
stead. However, the speciation event is considered here for motivation, since
this event can be estimated more easily from sequence data compared to,
e.g., gene duplication or horizontal gene transfer events. If two extant genes
x and y are orthologs, there was a speciation event at the lowest common
ancestor. Due to that speciation event, the corresponding ancestral gene v
diverged into to two (or more) descendant genes. Those descendant genes
independently evolved further, finally giving rise to the extant genes x and y.
Such a relation R between pairs of extant genes x and y is called an orthology
relation. Since the orthology relation is a symmetric relation, it is assumed
throughout this chapter that R always denotes a symmetric relation.
Genes evolve in a tree-like manner, the so-called gene tree. Hence, the
orthology relation has to reflect somehow the topology of that gene tree.
Unfortunately, this gene tree is not known in advance. In fact, the goal in
phylogenetic studies is often to construct such gene trees. Usually, this is
done based on sequence data. However, there is some dependency between
the orthology relation and the underlying gene tree. Therefore, it might be
possible to reconstruct gene trees solely based on orthology data.
In the following three chapters the phylogenetic context is left aside and
only the concept of binary relations is considered instead. Those binary re-
lations serve as an abstract model for the orthology relation, to allow for
an accurate formulation of the underlying phylogenetic problem. On the
other hand, problems in phylogenetics serve as motivating examples for the
research on tree representable (sets of) binary relations.
This chapter is intended to connect binary relations with trees. It is asked
in particular, if every binary relation R has a corresponding tree, that rep-
resents all the information contained in R. Based on the definition of tree
representable relations, given in Section 4.2, it is shown that, in fact, not
every binary relation is tree representable. Using observations from Bryant
and Steel (1995) and Corneil, Lerchs, and Burlingham (1981), Section 4.4
gives two different characterizations of those relations, that are tree repre-
sentable. Section 4.5 addresses the problem of recognizing if a relation R
is tree representable, or not. In case it is tree representable, it is discussed
how such a tree can be constructed from R. If a given relation R˜ is not tree
representable, e.g., due to noise in the data, then one might want to edit R˜
slightly to obtain a relation R, which is representable as a tree. In Section 4.6
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R = {(a, b), (b, a),
(b, c), (c, b),
(c, d), (d, c)}
a b
cd
Figure 8: A symmetric relation R (left) and the corresponding graph representation
(right).
it is argued that obtaining such a relation R, which is “most similar” to R˜, is
an NP-hard problem. Finally, an exact algorithm for this editing problem is
given by means of a formulation as integer linear program (ILP).
Note that a part of the work, presented in this chapter, was further gen-
eralized in Hellmuth, Hernandez-Rosales, Huber, Moulton, Stadler, and
Wieseke [2013] and Hellmuth and Wieseke [2015]. These generalizations are
discussed in Chapter 5.
4.1 relations and graphs
The following section discusses an alternative representation of relations by
means of graphs. In doing so, graph theoretical findings can be used for
answering the aforementioned questions.
Let V be a set of elements and R ⊆ V×irr a symmetric relation. A symmetric
relation can be represented by an undirected simple graph and vice versa.
Thereby, the elements in R correspond to edges in the graph. In particular,
there is a one-to-one correspondence between symmetric relations and undi-
rected simple graphs. Therefore, consider a symmetric relation R ⊆ V×irr and
an undirected simple graph GR = (V ,E) with the same vertex set V . Then
{x,y} ∈ E if and only if (x,y), (y, x) ∈ R. Such a graph GR is called a graph
representation of R. Clearly, this gives a bijection between symmetric relations
and undirected simple graphs, since the pairs of elements, which are in rela-
tion R, refer to the edge set of GR. In Figure 8 an example of a relation and
its corresponding graph representation is shown.
4.2 tree representation
Let R ⊆ V×irr be a symmetric relation on V . If one thinks of the elements in V
to be evolved in a tree-like manner from a single “ancestral” element, then
V can be seen as the set of leaves in a tree T . If R depicts some arbitrary
property of the lowest common ancestor v of pairs of leafs in this tree, then
the inner vertices of T can be labeled such that v gets label 1 if v shows that
property and otherwise 0. Such a tree, together with the respective labeling
is called a tree representation of the symmetric relation R. Formally, this is:
Definition 11 (tree representation of symmetric relations). Let R ⊆ V×irr be a
symmetric relation on V . A tree representation of R is a pair (TR, tR) of a rooted
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R = {(a, b), (b, a),
(b, c), (c, b),
(b, d), (d, b),
(c, d), (d, c)}
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Figure 9: A symmetric relation R (left) and the corresponding graph representation
(center), as well as its tree representation (TR, tR) (right).
tree TR = (W,E) with leaf set L(TR) = V and a labeling tR : W◦ → {0, 1} on the
inner vertices of TR such that (x,y), (y, x) ∈ R if and only if tR(lca(x,y)) = 1. If
such a pair (TR, tR) exists, then R is said to be tree representable.
As symmetric relations and undirected simple graphs are interchangeable,
a tree representation (TR, tR) of a symmetric relation R is also a tree represen-
tation of the corresponding graph representation GR. Thereby, it holds that
{x,y} ∈ E(GR) if and only if tR(lca(x,y)) = 1. Hence, throughout this chapter
the term “tree representation” is used for relations and graphs interchange-
ably. In Figure 9 an example of a tree representable symmetric relation is
shown, together with the corresponding graph representation and its tree
representation.
If (TR, tR) is a tree representation of R, and tR is discriminating, i.e., adja-
cent vertices have different values in t, then (TR, tR) is called a discriminating
tree representation of R.
If (TR, tR) is a tree representation of R, then there always exists a discrim-
inating tree representation (TˆR, tˆR) of R. In Hellmuth et al. [2013] it was
shown that such a discriminating tree representation (TˆR, tˆR) can be con-
structed from (TR, tR) by successively contracting all inner edges e = (u, v) ∈
E(TR) with tR(u) = tR(v). See Figure 10 for an illustrative example.
Note that for a symmetric relation R, multiple different tree representa-
tions can exist. For example, all trees depicted in Figure 10 are tree represen-
tations of the same symmetric relation R. However, in Section 4.4 it is shown,
that a discriminating tree representation of R is unique up to isomorphism.
4.3 rooted triples , closure operations and inference rules
There is an interesting observation regarding consistent sets of rooted triples.
Given a consistent set of rooted triples RT, it is often possible to infer addi-
tional triples r ′ /∈ RT such that every tree that displays all r ∈ RT also dis-
plays r ′. This corresponds with the definition of the closure operation cl(RT)
for a consistent set of rooted triples RT, as given in Chapter 3.
The closure operation was studied extensively by Bryant and Steel (1995);
Bryant (1997); Böcker et al. (2000); Huber et al. (2005) and Grünewald, Steel,
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Figure 10: A graph GR (top) and three tree representations of GR (bottom). The
discriminating tree representation (TˆR, tˆR) is depicted most right. The
other two tree topologies are refinements of TˆR.
and Swenson (2007) and it was shown by Bryant and Steel (1995), that it sat-
isfies the usual three properties of a closure operator, namely: RT ⊆ cl(RT),
cl(cl(RT)) = cl(RT), and if RT ′ ⊆ RT, then cl(RT ′) ⊆ cl(RT). RT is said to
be closed if RT = cl(RT).
Bryant and Steel (1995) give a O(|R|5) time algorithm to compute the clo-
sure cl(RT) of a given consistent triple set RT. To this end, for any three
leaves x,y, z it is tested whether exactly one of the sets R∪ {(xy|z)}, R∪ {(xz|y)},
or R∪ {(zy|x)} is consistent, and if so, the respective triple is contained in the
closure cl(RT) of RT.
For a consistent set RT of rooted triples, the notation RT ` (xy|z) de-
notes that the triple (xy|z) can be inferred from the set RT, i.e., it holds that
(xy|z) ∈ cl(RT). In other words RT ` (xy|z) indicates that any phylogenetic
tree that displays all triples of RT also displays (xy|z). In Bryant and Steel
(1995), in which the authors extend and generalize the work of Dekker (1986),
it was shown under which conditions the inference of additional triples is
possible by using only subsets RT ′ ⊆ RT. For a subset RT ′ ⊆ RT of size
|RT ′| = k Bryant and Steel (1995) introduced inference rules, so-called order
k rules, to characterize under which conditions RT ` (xy|z) =⇒ RT ′ ` (xy|z)
for some RT ′ of size k. It was shown that for a given k there are order k
rules, that can not be derived by repeated application of rules of order less
than k (see Bryant and Steel (1995), Theorem 3). Therefore, given a consistent
set of triples RT of size n it is in general not possible, to obtain the closure
cl(RT) by applying inference rules to RT of order k < n. Nevertheless, even
inference rules of small order can be useful. In particular, the following or-
der two inference rules, which were introduced by Dekker (1986), are used
within further proofs.
(I1) {(ab|c), (ad|c)} ` (bd|c).
(I2) {(ab|c), (ad|b)} ` (bd|c), (ad|c).
4.4 characterization 39
(I3) {(ab|c), (cd|b)} ` (ab|d), (cd|a).
4.4 characterization
Does there exist a (discriminating) tree representation for any symmetric
relation R, and if not, how can one characterize those relations for which a
tree representation exists?
Figure 11 to 13 give an answer to the first part of the question implicitly.
By enumerating all possible tree topologies and all binary labelings together
with the corresponding graph representations for leaf sets with size 1 to 4, it
can be seen that not all possible graph topologies are covered. Note that the
single vertex graph K1 is tree representable, and the tree representation of a
K1 is a K1 itself. Moreover, one can easily verify that for |V | 6 3 there is a tree
representation for all possible graph topologies. This does not hold for |V | >
3. Interestingly, for |V | = 4 there is only one symmetric relation for which
no tree representation exists; R = {(a,b), (b,a), (b, c), (c,b), (c,d), (d, c)}. The
corresponding graph representation of this relation is isomorphic to a path
on four vertices, i.e., a P4. Hence, not all symmetric relations are tree repre-
sentable. As shown later, if the graph representation of a symmetric relation
R contains a P4 as induced subgraph, then there exists no tree representation
of R.
In what follows, two equivalent characterizations of tree representable
symmetric relations are given.
4.4.1 Characterization by Means of Consistent Sets of Rooted Triples
The first characterization is based on consistent sets of rooted triples de-
duced from a symmetric relation R ⊆ V×irr. Therefore, let RTR be the set of
rooted triples derived by the following rules.
(R1) (xy|z) ∈ RTR for all x,y, z ∈ V with (x, z), (y, z) ∈ R and (x,y) /∈ R.
(R2) (xy|z) ∈ RTR for all x,y, z ∈ V with (x,y) ∈ R and (x, z), (y, z) /∈ R.
(R3) (xy|z) ∈ RTR for all x,y, z ∈ V with (x,y), (x, z), (y, z) ∈ R and there
exists a x ′ such that (x, x ′), (y, x ′) /∈ R and (z, x ′) ∈ R.
(R4) (xy|z) ∈ RTR for all x,y, z ∈ V with (x,y), (x, z), (y, z) /∈ R and there
exists a x ′ such that (x, x ′), (y, x ′) ∈ R and (z, x ′) /∈ R.
First, it has to be shown that a tree representation (TR, tR) of a symmetric
relation R has to display all triples from RTR.
Lemma 4.1. Let R ⊆ V×irr be a symmetric relation and (TR, tR) a tree representation
of R. Then for all r ∈ RTR it holds that TR displays r, i.e., RTR ⊆ rt(TR).
Proof. If TR does not display (xy|z), then one of the following three cases
must occur.
(i) TR displays (xz|y),
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Figure 11: Possible tree topologies and binary labelings (top of each row) together
with the graph representations of the corresponding relations (bottom of
each row) for leaf sets of size 2 6 |V | 6 4. The remaining tree topologies
are given in Figure 12 and 13.
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Figure 12: Possible tree topologies and binary labelings (top of each row) together
with the graph representations of the corresponding relations (bottom of
each row) for leaf sets of size 2 6 |V | 6 4. The remaining tree topologies
are given in Figure 11 and 13.
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Figure 13: Possible tree topologies and binary labelings (top of each row) together
with the graph representations of the corresponding relations (bottom of
each row) for leaf sets of size 2 6 |V | 6 4. The remaining tree topologies
are given in Figure 11 and 12.
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(ii) TR displays (yz|x), or
(iii) TR does not display (xy|z), nor (xz|y), nor (yz|x).
Let (x, z), (y, z) ∈ R and (x,y) /∈ R and due to Rule (R1) (xy|z) ∈ RTR.
For contradiction assume that (xy|z) /∈ rt(TR). In the three cases either
lca(x,y) = lca(y, z) = v (case i) or lca(x,y) = lca(x, z) = v (case ii), or
lca(x,y) = lca(y, z) = lca(x, z) = v (case iii). Due to (x, z), (y, z) ∈ R
and (x,y) /∈ R it holds that 0 = tR(lca(x,y)) 6= tR(lca(y, z)) = 1 and
0 = tR(lca(x,y)) 6= tR(lca(x, z)) = 1, which is a contradiction to (TR, tR)
being a tree representation of R. Hence, TR does not display (xz|y), nor (yz|x),
nor none of the tree possible triples. Therefore, (xy|z) ∈ rt(TR). Analogously,
(xy|z) ∈ rt(TR) in the case of (xy|z) being derived by use of Rule (R2).
Now, let (x,y), (x, z), (y, z) ∈ R and some x ′ such that (x, x ′), (y, x ′) /∈ R
and (z, x ′) ∈ R and due to Rule (R3) (xy|z) ∈ RT. From (x, z), (z, x ′) ∈ R
and (x, x ′) /∈ R and from Rule (R1), (xx ′|z) ∈ RTR. Furthermore, from
(y, z), (z, x ′) ∈ R and (y, x ′) /∈ R and from Rule (R1), (yx ′|z) ∈ RTR. By the
aforementioned arguments then (xx ′|z), (yx ′|z) ∈ rt(TR) holds. By Inference
Rule (I1) it follows that {(xx ′|z), (yx ′|z)} ` (xy|z), i.e., any tree that displays
(xx ′|z) and (yx ′|z) also displays (xy|z). Because (TR, tR) is the tree represen-
tation of R it holds that (xy|z) ∈ rt(TR). Analogously, (xy|z) ∈ rt(TR) in the
case of (xy|z) being derived by use of Rule (R4). From this, RTR ⊆ rt(TR)
follows.
By Lemma 4.1, for any tree representation (TR, tR) of R it holds that TR
displays all triples r ∈ RTR. Beside that, TR may display additional triples
r ′ /∈ RTR. In what follows, it is shown that in case of (TR, tR) being a dis-
criminating tree representation of R, no additional triples are displayed by
TR.
Lemma 4.2. Let R ⊆ V×irr be a symmetric relation and (TR, tR) a discriminating
tree representation of R. Then RTR = rt(TR).
Proof. By Lemma 4.1 it follows that RTR ⊆ rt(TR). It remains to show that
rt(TR) ⊆ RTR. Let (xy|z) ∈ rt(TR). Then one of the following two cases must
occur.
(i) tR(lcaTR(x,y)) 6= tR(lcaTdR (x, z)) = tR(lcaTR(y, z)) or
(ii) tR(lcaTR(x,y)) = tR(lcaTR(x, z)) = tR(lcaTR(y, z))
In case (i) (xy|z) ∈ RTR follows immediately due to Rule (R1) and (R2).
Consider case (ii). As (xy|z) ∈ rt(TR) and (TR, tR) is discriminating, it fol-
lows that there is some x ′ ∈ L(TR) such that lcaTR(x,y) ≺TR lcaTR(x, x ′) =
lcaTR(y, x
′) ≺TR lcaTR(x, z) = lcaTR(y, z) and in addition tR(lcaTR(x, x ′)) =
tR(lcaTR(y, x
′)) 6= tR(lcaTR(x,y)). Furthermore, lcaT1(z, x ′) = lcaT1(x, z)
and therefore, tR(lcaTR(z, x
′)) = tR(lcaTR(x, z). By application of Rule (R3)
and (R4) it follows that (xy|z) ∈ RTR. Hence, rt(TR) ⊆ RTR and therefore
RTR = rt(TR).
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By the previous Lemma, if a given symmetric relation R is tree repre-
sentable, then the tree TR of a discriminating tree representation (TR, tR)
of R displays exactly the set of rooted triples RTR. From this, it can be eas-
ily shown that a discriminating tree representation (TR, tR) of a symmetric
relation R is unique up to isomorphism.
Lemma 4.3. Let R ⊆ V×irr be a tree representable symmetric relation. Furthermore,
let (T1, t1) and (T2, t2) be two discriminating tree representations of R. Then T1 is
isomorphic to T2 with a bijection φ : V(T1) → V(T2), and in particular t1(v) =
t2(φ(v)) holds for all v ∈ V◦(T1).
Proof. By Lemma 4.2 it follows that rt(T1) = RTR = rt(T2) and therefore, T1 is
isomorphic to T2. It remains to show that t1(v) = t2(φ(v)) for all v ∈ V◦(T1).
Let v ∈ V◦(T1) be an arbitrary inner vertex of T1. Furthermore, let x,y ∈
L(T1) be two leaves with lcaT1(x,y) = v. As (T1, t1) is a tree representations
of R, it follows that t1(v) = 1 if and only if (x,y), (y, x) ∈ R. Due to the
isomorphism between T1 and T2 it follows that φ(v) = lcaT2(φ(x),φ(y)).
As (T2, t2) is a tree representations of R as well it follows that t2(φ(v)) = 1
if and only if {φ(x),φ(y)} ∈ R. Therefore, t1(v) = t2(φ(v)) holds for all
v ∈ V◦(T1).
For every tree representable symmetric relation R, Lemma 4.3 implies that
a unique discriminating tree representation (TR, tR) of R exists. Moreover, by
Lemma 4.2, this discriminating tree representation is completely determined
by the set of triples RTR. The unique discriminating tree representation is
denoted by (TˆR, tˆR) in the following.
Next it is shown that it suffices to consider only a subset RT∗R ⊆ RTR in or-
der to determine the tree TˆR of the unique discriminating tree representation
(TˆR, tˆR). This subset RT∗R is obtained by applying Rule (R1) and (R2) only.
In particular, it is shown in Lemma 4.4 that each triple (xy|z) ∈ RTR can be
inferred from the set RT∗R.
Lemma 4.4. Let R ⊆ V×irr be a tree representable symmetric relation, (TˆR, tˆR) the
unique discriminating tree representation of R, RTR the set of rooted triples obtained
by applying Rule (R1) to (R4), andRT∗R the set of rooted triples obtained by applying
Rule (R1) and (R2) only. Then it holds that cl(RT∗R) = RTR = rt(TˆR).
Proof. Since R ⊆ V×irr is tree representable, there exists a unique tree rep-
resentation (TˆR, tˆR) (cf. Lemma 4.3). Moreover, by Lemma 4.2 it holds that
rt(TˆR) = RTR. Thus, RTR and therefore RT∗R ⊆ RTR is consistent. Now,
consider a triple (xy|z) ∈ RTR that is obtained by Rule (R3). That is,
(x,y), (x, z), (y, z) ∈ R and there exists a x ′ such that (x, x ′), (y, x ′) /∈ R
and (z, x ′) ∈ R. Then the triples (xx ′|z) and (xy|x ′) are obtained by apply-
ing Rule (R1) and (R2), respectively. Hence, both triples are contained in
RT∗R. Now, by Inference Rule (I2) the triple (xy|z) can be inferred and there-
fore, (xy|z) ∈ cl(RT∗R). Analogously, it can be shown that for any triple
(xy|z) ∈ RTR that is obtained by Rule (R4), it holds that (xy|z) ∈ cl(RT∗R).
Thus, rt(TˆR) = RTR ⊆ cl(RT∗R).
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Since rt(TˆR) = RTR and RT∗R ⊆ RTR, it follows that TˆR displays RT∗R, and,
by definition of the closure operation, TˆR displays cl(RT∗R). Thus, cl(RT
∗
R) ⊆
rt(TˆR) = RTR, from which the statement follows.
Note that Lemma 4.4 in particular implies that for a given tree repre-
sentable relation R, any tree T that displays the triples in RT∗R is isomorphic
to the tree TˆR of the unique discriminating tree representation (TˆR, tˆR).
In Lemma 4.2 it has been shown that for a tree representable relation R, the
tree TˆR from the unique discriminating tree representation (TˆR, tˆR) displays
exactly the triples that are contained in the set RTR = cl(RT∗R). Thus, RTR
being consistent, is a necessary condition for R being tree representable. It
remains to show that it is also sufficient. In order to show this, the following
proposition is needed.
Proposition 4.1. Let R ⊆ V×irr be a symmetric relation such that RT∗R, the set of
rooted triples derived by applying Rule (R1) and (R2), is consistent. Furthermore,
let T be a tree that displays all triples from RT∗R. Then for all x,y, z ∈ L(T) with
lca(x,y) = lca(x, z) it holds that (x,y) ∈ R if and only if (x, z) ∈ R.
Proof. As lca(x,y) = lca(x, z) it follows that the triples (xy|z) and (xz|y) are
not displayed by T and therefore, (xy|z) /∈ RT∗R and (xz|y) /∈ RT∗R. First,
suppose that (x,y) ∈ R and assume for contradiction that (x, z) /∈ R. If
(y, z) ∈ R, then by Rule (R1) (xz|y) ∈ RT∗R, a contradiction. If, on the other
hand, (y, z) /∈ R, then by Rule (R2) (xy|z) ∈ RT∗R, a contradiction as well.
Hence, (x, z) ∈ R. By the same argumentation from (x, z) ∈ R it follows that
(x,y) ∈ R. Hence, (x,y) ∈ R if and only if (x, z) ∈ R.
Using the former proposition it is shown next that consistency of the set
RTR implies that R is tree representable.
Lemma 4.5. Let R ⊆ V×irr be a symmetric relation. Furthermore, let RT∗R be the set
of rooted triples derived by applying Rule (R1) and (R2). If RT∗R is consistent, then
R is tree representable.
Proof. Let T be a rooted tree that displays all triples r ∈ RT∗R. Such a tree
exists, since RT∗R is assumed to be consistent. For T a labeling t of the inner
vertices V◦(T) of T is constructed as follows. For any inner vertex v select two
arbitrary leaves x,y ∈ L(T) with lca(x,y) = v and set t(v) = 1 if (x,y) ∈ R,
and otherwise t(v) = 0.
Next, for every inner vertex v with x,y ∈ L(T) being the two leaves previ-
ously chosen for determining the label t(v) of v it holds for all z, z ′ ∈ L(T)
with lca(z, z ′) = v that (x,y) ∈ R if and only if (z, z ′) ∈ R. Note that from
lca(x,y) = v and lca(z, z ′) = v it follows that x 6= y and z 6= z ′, respectively.
Clearly, (x,y) ∈ R if and only if (z, z ′) ∈ R holds for z = x and z ′ = y, or
z = y and z ′ = x. Suppose, x 6= z 6= y. If lca(x, z) = v or lca(y, z) = v
by Proposition 4.1 it follows that (x, z) ∈ R if and only if (x,y) ∈ R and
(y, z) ∈ R if and only if (x,y) ∈ R, respectively. Hence, (x,y) ∈ R if and only
if (z, z ′) ∈ R holds for x 6= z 6= y and z ′ ∈ {x,y}. Now additionally suppose
that x 6= z ′ 6= y. Since lca(z, z ′) = v it holds that either lca(x, z) = v, or
lca(y, z) = v, or both. Without loss of generality assume that lca(x, z) = v,
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otherwise exchange the roles of x and y. Then, by Proposition 4.1, it holds
that (x,y) ∈ R if and only if (x, z) ∈ R and by the same argument (x, z) ∈ R if
and only if (z, z ′) ∈ R. Hence, (x,y) ∈ R if and only if (z, z ′) ∈ R holds for all
z, z ′ ∈ L(T) with lca(z, z ′) = v.
In case (x,y) ∈ R then t(v) = 1 holds, and it follows for all z, z ′ ∈ L(T)
with lca(z, z ′) = v that (z, z ′) ∈ R whenever t(v) = 1. On the other hand, if
(x,y) /∈ R then t(v) = 0 and it follows for all z, z ′ ∈ L(T) with lca(z, z ′) = v
that (z, z ′) /∈ R whenever t(v) = 0. Therefore, and because of the symmetry
of R it holds that (x,y), (y, x) ∈ R if and only if t(lca(x,y) = 1) and hence,
(T , t) is a tree representation of R.
Note that in the proof of Lemma 4.5 there is no other restriction on the
tree T besides T displaying all triples from RT∗R. Thus, for any tree T ′ that
displays all triples from RT∗R there exists a labeling t ′ such that (T ′, t ′) is a
tree representation of R. Hence, the following corollary follows.
Corollary 4.1. Let R ⊆ V×irr be a tree representable symmetric relation. Furthermore,
let RT∗R be the consistent set of rooted triples derived from R by applying Rule (R1)
and (R2). Then for any tree T that displays all triples from RT∗R there exists a
labeling t such that (T , t) is a tree representation of R.
The following theorem summarizes the characterization.
Theorem 4.1. Let R ⊆ V×irr be a symmetric relation. Furthermore, let RTR be the
set of rooted triples derived by applying Rule (R1) to (R4) and RT∗R ⊆ RTR be the
set of rooted triples derived by applying Rule (R1) and (R2) only. Then the following
three statements are equivalent.
1. R is tree representable.
2. RTR is consistent.
3. RT∗R is consistent.
Proof. 1⇒ 2: If R is tree representable, then there exists a tree representation
(T , t) of R. By Lemma 4.1 T displays all triples r ∈ RTR and hence, RTR is
consistent.
2 ⇒ 3: If RTR is consistent, then there exist a tree T displaying all triples
r ∈ RTR. Since RT∗R ⊆ RTR it holds that T displays all triples from RT∗R and
therefore RT∗R is consistent as well.
3⇒ 1: Apply Lemma 4.5.
In what follows, the characterization from Theorem 4.1 is used to specify
a recognition algorithm for tree representable symmetric relations. More-
over, given a tree representable symmetric relation R, it has been shown in
Lemma 4.2 and Lemma 4.3 that the unique discriminating tree representa-
tion (TˆR, tˆR) is completely determined by the set of rooted triples RTR. Thus,
in order to construct TˆR it is sufficient to construct any tree displaying RTR.
The corresponding recognition and construction algorithms are discussed
in Section 4.5. But before that, a second characterization of tree representable
symmetric relations is given, leading to an alternative recognition and con-
struction algorithm.
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4.4.2 Characterization by Means of Graphs
In Figure 11 to 13 one can see that for every possible graph topology with
two or three vertices and almost every graph topology with four vertices,
there exists at least one corresponding tree representable relation. The only
graph that is missing corresponds to a path on four vertices – a so-called P4.
P4’s are closely related to the class of complement-reducible graphs, or
cographs for short. Cographs were introduced by Lerchs (1971); Lerchs (1972).
It is precisely the class of graphs that do not contain induced paths on
any subset of four vertices (Corneil, Lerchs, and Burlingham, 1981). There
are a number of equivalent characterizations of cographs (see, e.g., Brand-
städt, Spinrad, et al. (1999) for a survey). Two alternative characterization of
cographs, which are relevant for upcomming proofs, are given in the follow-
ing. (1) Cographs are precisely the class of graphs which is formed from a
single vertex under the closure of the operations of union and complemen-
tation, namely: (i) a single-vertex graph is a cograph, (ii) the disjoint union
of cographs is a cograph, and (iii) the complement of a cograph is a cograph.
(2) A graph G is a cograph if and only if the complement of any non-trivial
connected subgraph of G is disconnected.
From the latter characterization it follows immediately that for a given
cograph G either G is disconnected or its complement G is disconnected. For
a selection of further equivalent characterizations of cographs see Theorem
2 from Corneil, Lerchs, and Burlingham (1981).
The recursive nature of characterization (1) of cographs implies a hierar-
chical parse structure on the operations of union and complementation by
which a cograph G is constructed (Corneil, Lerchs, and Burlingham, 1981).
Although, in general, there exists multiple different parsings for one and
the same cograph G, Corneil, Lerchs, and Burlingham (1981) introduced a
normalized parse structure that is unique.
“A connected cograph is in normalized form if it is expressed as a single
vertex or the complemented union of k(> 2) connected cographs in
normalized form. A disconnected cograph is in normalized form if it
is represented as the complement of a connected cograph in normalized
form.”
This unique parse structure implies a tree T = (W, F), which is well-known
as the cotree of a cograph G = (V ,E). The leaves of T correspond to vertices of
G and each inner vertex v of T corresponds to one of the operations union or
complementation. It was shown that there always exists a labeling t : V◦ →
{0, 1} on the inner vertices of T such that for all x,y ∈ V = L(T) it holds
that {x,y} ∈ E(G) if and only if t(lcaT (x,y)) = 1. Moreover, this labeling is
discriminating (Corneil, Lerchs, and Burlingham, 1981).
Note that the cotrees, as defined by Corneil, Lerchs, and Burlingham
(1981), have a root with a degree one, whenever G is disconnected. However,
every other inner vertex has always a degree greater than one. Moreover, the
root is always labeled with 1.
In the following, a slightly modified definition of cotrees is used. That is,
in case the original root has degree one, this vertex and the incident edge
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is removed, while the labeling is unaltered. This leads to a tree with every
inner vertex, including the root, having a degree greater than one, but a root
that is labeled with 0, whenever G is disconnected.
By this construction, the cotree TG together with the labeling t is a dis-
criminating tree representation of the corresponding cograph G. As stated
by Corneil, Lerchs, and Burlingham (1981) (and shown by Lemma 4.3) this
cotree is unique up to isomorphism.
In what follows, it is shown that there is a one-to-one correspondence be-
tween tree representable symmetric relations and cographs. Precisely, this
means that the graph representation of a tree representable symmetric rela-
tion is always a cograph and any cograph is a graph representation of a tree
representable symmetric relation.
Theorem 4.2. Let R ⊆ V×irr be a symmetric relation and GR = (V ,R) the respective
graph representation of R. Then R is tree representable if and only if GR is a cograph.
Proof. ⇐: Obviously, if GR is a cograph and TR the corresponding cotree
with labeling tR, then (TR, tR) is a tree representation of GR, and hence, a
tree representation of R. Furthermore, as TR is the cotree of GR and therefore
(TR, tR) is the unique discriminating tree representation of R it holds that
(TR, tR) is isomorphic to (TˆR, tˆR).
⇒: Let (TR, tR) be a tree representation of R and assume for contradiction
that GR is not a cograph. Then there exists an induced P4 on some vertices
a,b, c,d ∈ V , i.e., (a,b), (b, c), (c,d) ∈ R and (a, c), (a,d), (b,d) /∈ R. From
Lemma 4.1 it follows that TR displays (ac|b), (bd|c) due to Rule (R1) and
(ab|d), and (cd|a) due to Rule (R2). By Inference Rule (I3) {(ac|b), (bd|c)} `
(ac|d), (bd|a). As TR displays (cd|a), it can not display (ac|d), a contradiction.
Hence, GR is a cograph.
By means of Theorem 4.2 the problem of recognizing if a given symmetric
relation R is tree representable translates to recognizing if the corresponding
graph representation is a cograph. Furthermore, constructing the respective
tree representation is equal to constructing the corresponding cotree and the
respective labeling on the inner vertices.
4.5 recognition and construction algorithms
The findings from Section 4.4.1 immediately lead to a recognition algorithm
for tree representable symmetric relations, as well as a construction algo-
rithm for the corresponding tree representation. For that, it is sufficient to
construct the set of rooted triples RTR using Rule (R1) to (R4) and check if
RTR is consistent. In case that RTR is consistent, then the unique tree TˆR has
to be constructed, which, by Lemma 4.2, is completely determined by RTR.
Furthermore, the labeling tˆR can be constructed easily by selecting for every
inner vertex v of V(TR) \ L(TR) two leaves x,y ∈ L(TR) with lca(x,y) = v.
Then tR(v) is set to 1 if and only if (x,y) ∈ R.
In Semple and Steel (2003) the BUILD algorithm is presented. When applied
to a given set of rooted trees RT, BUILD either outputs a tree that displays RT,
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Algorithm 1 BUILD(RT, v, T )
Input: A set RT of rooted phylogenetic trees and a vertex v
Output: A rooted phylogenetic tree T that displays RT with root vertex v, or the
statement RT is not consistent.
1: Set L = {x1, x2, . . . , xn} to be the leaf set of RT.
2: If |L| = 1, then output the rooted phylogenetic tree consisting of the single
vertex v labeled by x1. If |L| = 2, then output the rooted phylogenetic tree
obtained by attaching two vertices to v labeled by x1 and x2.
3: If |L| > 3, then construct [RT,L].
4: Let L1,L2, . . . ,Lk denote the vertex sets of the components of [RT,L]. If k = 1,
then stop and output RT is not consistent.
5: For each i ∈ {1, 2, . . . ,k}, call BUILD(RTi, vi, Ti), where RTi is the set of rooted
phylogenetic trees obtained from RT by restricting each tree in RT to Li. If
BUILD(RTi, vi, Ti) outputs a tree, then attach Ti to v via the edge {v, vi}.
if RT is consistent, or otherwise states that RT is not consistent (see Theorem
6.4.3 from Semple and Steel (2003)). The BUILD algorithm extensively uses the
Aho graph [RT,L]. Starting with a given set of trees RT, the graph [RT,L]
is constructed. If [RT,L] is connected, then the set RT is not consistent and
BUILD returns. Otherwise, BUILD is executed on the connected components
of [RT,L]. The pseudocode of the BUILD algorithm, depicted in Algorithm 1,
is taken almost verbatim from Semple and Steel (2003). Figure 14 illustrates
the execution of BUILD using the example given in Figure 9.
The original approach of the BUILD algorithm, due to Aho et al. (1981), has
a polynomial-time complexity, when applied to a set of triples.
Lemma 4.6 (Aho et al., 1981). The algorithm BUILD has a time complexity of
O(nk) with n = |
⋃
T ′∈RT L(T
′)| the number of distinct leaves in the given triple
set and k = |RT| the cardinality of the triple set.
Note that for a binary tree T with n leaves it holds that | rt(T)| =
(
n
3
)
and
therefore k = |RT| ∈ O(n3), which leads to a polynomial-time complexity of
O(n4). However, more efficient solutions to the same problem are given by
Henzinger, King, and Warnow (1999) and Jansson et al. (2005).
The characterization of tree representable symmetric relations by Theorem
4.1 allows to apply this algorithmic approach to the set of triples RTR (or to
the subset RT∗R ⊆ RTR, derived by Rule (R1) and (R2), only). For a given
symmetric relation R, if BUILD outputs a tree TR that displays RTR, then
clearly RTR and RT∗R are consistent, and therefore R is tree representable.
The constructed tree displays all triples from RTR (and therefore from RT∗R).
By Corollary 4.1 there exists a labeling tR such that (TR, tR) is a tree rep-
resentation of R. Furthermore, if R is tree representable, it can be shown
that BUILD, when applied to RTR constructs the tree TˆR such that (TˆR, tˆR) is
the unique discriminating tree representation of R. This is shown using the
following two lemmata from Grünewald, Steel, and Swenson (2007).
Lemma 4.7 (Grünewald, Steel, and Swenson, 2007). Let T be a rooted tree and
rt(T) the set of triples displayed by T . Then, for any subset RT ⊆ rt(T) it holds that
cl(RT) = rt(T) if and only if RT identifies T .
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Figure 14: Execution of the BUILD algorithm on the set of triples RTR with respect
to the relation R from Figure 9. On the left hand side, the respective Aho
graph is depicted for each recursive call of BUILD. On the right hand side,
the tree is depicted, that has been constructed so far.
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Lemma 4.8 (Grünewald, Steel, and Swenson, 2007). Let RT be a consistent set
of rooted triples. If RT identifies the tree T , then the tree constructed by BUILD is
isomorphic to T .
Now, it is shown first that, if RTR is consistent, then RTR identifies the
tree TˆR.
Lemma 4.9. Let R ⊆ V×irr be a tree representable symmetric relation and RTR the
set of rooted triples derived from R by Rule (R1) to (R4). Then RTR identifies the
tree TˆR from the unique discriminating tree representation (TˆR, tˆR) of R.
Proof. By Lemma 4.3 (TˆR, tˆR) is unique up to isomorphism, and by Lemma
4.2 it holds that RTR = rt(TˆR). Next it is shown that cl(RTR) = cl(rt(TˆR)) =
rt(TˆR). To see this consider the set of trees T = {T1, . . . , Tn} such that Ti
displays at least all triples from rt(TˆR). Then, for all Ti ∈ T it holds that
rt(TˆR) ⊆ rt(Ti). Therefore, and because TˆR ∈ T it follows that cl(RTR) =
cl(rt(TˆR)) =
⋂
Ti∈〈rt(TˆR)〉 rt(Ti) = rt(TˆR). From Lemma 4.7 it then follows that
RTR identifies TˆR
Finally, it is shown that BUILD, when applied to a consistent set RTR, con-
structs TˆR.
Lemma 4.10. Let R ⊆ V×irr be a symmetric relation and RTR the set of rooted triples
derived from R by Rule (R1) to (R4). Then, BUILD applied to RTR outputs either the
statement RTR is not consistent in case R is not tree representable, or constructs
the tree TˆR from the unique discriminating tree representation (TˆR, tˆr) of R.
Proof. If BUILD outputs the statement RTR is not consistent, then by Theorem
4.1 R is not tree representable. If R is tree representable and therefore by
Theorem 4.1 RTR is consistent, then BUILD outputs a tree T . Since Lemma
4.9 RTR identifies TˆR and by Lemma 4.8 the tree T constructed by BUILD is
isomorphic to TˆR.
Note that the labeling tˆR can be constructed easily by selecting two leaves
x,y ∈ L(TˆR) for every inner vertex v of V(TˆR) \ L(TˆR) such that lca(x,y) = v.
Then tˆR(v) is set to 1 if and only if (x,y) ∈ R.
By the characterization of tree representable symmetric relations by The-
orem 4.2, a symmetric relation R is tree representable if and only if the corre-
sponding graph representation is a cograph. It is well-known that cographs
can be recognized in linear time with respect to the number of vertices and
edges, i.e., in timeO(|V |+ |E|). There exist a variety of cograph recognition al-
gorithms, e.g., Corneil, Perl, and Stewart (1985); Cournier and Habib (1994);
McConnell and Spinrad (1994); Dahlhaus, Gustedt, and McConnell (2001),
and Habib and Paul (2005). The first four approaches incrementally decom-
pose the given graph G into maximal strong modules. From this, the modu-
lar decomposition tree TG is constructed. In case the modular decomposition
consists of parallel and series modules only, the given graph is a cograph
52 tree representable symmetric relations
Algorithm 2 COTREE(G, v, T )
Input: A graph G and a vertex v
Output: A rooted phylogenetic tree T that is the cotree of G with root vertex v, or
the statement G is not a cograph.
1: If |V(G)| = 1, then output the rooted phylogenetic tree consisting of the single
vertex v labeled by the single vertex x ∈ V(G).
2: If G as well as its complement G is connected, then stop and output RT is not
consistent.
3: If G is connected, then set G :− G.
4: Let C1,C2, . . . ,Ck denote the disconnected components of G.
5: For each i ∈ {1, 2, . . . ,k}, call COTREE(Ci, vi, Ti). If COTREE(Ci, vi, Ti) outputs a
tree, then attach Ti to v via the edge {v, vi}.
(Brandstädt, Spinrad, et al., 1999) with the modular decomposition tree be-
ing the respective cotree (Habib and Paul, 2010). The respective labeling tG
of the tree representation (TG, tG) of G is then given by the type of modules
being either series (1) or parallel (0).
One of the first cotree construction approaches is based on the fact, that the
cotree of a given cograph represents the parse structure of that cograph in
normalized form (Corneil, Lerchs, and Burlingham, 1981). As stated earlier,
a cograph can be constructed from a single vertex under the closure of the
operations of union and complementation. In the same way a cograph can
be decomposed by alternatingly partition the graph in disconnected com-
ponents and complementation. This procedure is depicted in Algorithm 2.
Figure 15 illustrates the execution of Algorithm 2 using the example given
in Figure 9.
The resulting tree, if it exists, is isomorphic to the tree TˆR from the unique
discriminating tree representation (TˆR, tˆr) of R. The labeling tˆR can be con-
structed by labeling the root with 1 or 0, depending on GR being connected
or disconnected, respectively. Each inner vertex distinct from the root gets
the opposite label of its parent.
For a given graph G with n = |V | vertices and m = |E| edges, Algorithm
2 is called recursively O(n) times. In each call, the connected components
are computed in time O(n+m), using, e.g., breadth-first search or depth-
first search (Hopcroft and Tarjan, 1973). Since m 6 n2, this results in a time
complexity of O(n3) for Algorithm 2.
The labeling tˆR is computed in time O(n).
4.6 cograph editing , completion, and deletion
Not all symmetric relations are tree representable. Thus, if estimates R˜ of a
tree representable relation are given, then R˜ might not be tree representable.
In the context of phylogenetics, this means that estimates of the orthology
relation that are predicted using methods such as Proteinortho (Lechner
et al., 2011) or its extension PoFF [Lechner et al., 2014b] are not tree repre-
sentable in general. However, for an orthology relation, it is assumed that
there exists an underlying gene tree. The goal is to reconstruct this gene tree,
i.e., identify the corresponding tree representation (TR, tR) that “almost” rep-
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Figure 15: Execution of Algorithm 2 on the graph GR from Figure 9. On the left
hand side, the respective subgraph of GR (or its complement) is depicted
for each recursive call of Algorithm 2. On the right hand side, the tree is
depicted, that has been constructed so far.
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resents R˜. Equivalently, one can ask for a tree representable relation R which
is almost identical to R˜. Due to the one-to-one correspondence between tree
representable symmetric relations and cographs, this translates directly to
the following cograph editing problem.
Problem 1. Cograph Editing
Input: Given a simple graph G = (V ,E) and an integer k.
Question: Is there a cograph G ′ = (V ,E ′) such that
E ′ ⊆ (V2) and |E∆E ′| 6 k?
If one considers that the estimate R˜ contains false positives only, then this
translates to a cograph deletion problem.
Problem 2. Cograph Deletion
Input: Given a simple graph G = (V ,E) and an integer k.
Question: Is there a cograph G ′ = (V ,E ′) such that
E ′ ⊆ E and |E \ E ′| 6 k?
If, on the other hand, one considers that the estimate R˜ contains false
negatives only, then this translates to the a cograph completion problem.
Problem 3. Cograph Completion
Input: Given a simple graph G = (V ,E) and an integer k.
Question: Is there a cograph G ′ = (V ,E ′) such that
E ⊆ E ′ and |E ′ \ E| 6 k?
4.6.1 Computational Complexity
The Cograph Editing problem, as well as the Cograph Deletion problem,
is known to be NP-complete (Liu et al., 2011; Liu et al., 2012) and (El-Mallah
and Colbourn, 1988). It is easy to see that Cograph Completion is NP-com-
plete as well.
Theorem 4.3. Cograph Editing, Deletion, and Completion is NP-com-
plete.
Proof. Cograph Editing and Cograph Deletion are NP-complete since Liu
et al. (2012) and El-Mallah and Colbourn (1988), respectively. Since, G is a
cograph if and only if the complement G of G is a cograph, it follows that
solving the Cograph Deletion problem for a given graph G is equivalent to
solving the Cograph Completion problem for its complement G. Therefore,
Cograph Completion is NP-complete as well.
4.6.2 Integer Linear Program
Consider an estimation R˜ of a tree representable symmetric relation R ⊆
V×irr. If the estimation is erroneous, then R˜ is possibly non-tree representable.
However, if the errors are sparse, then it might be possible to correct them by
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editing R˜ to a tree representable relation R. If it is known, that R˜ contains only
false positives or false negatives, then the deletion or completion variant of
the editing problem can be applied, respectively.
The definition as given in Problem 1 refers to the decision version of co-
graph editing, deletion, and completion problem. The corresponding opti-
mization problems are as follows. Given a graph G˜ = (V , E˜) one aims to
convert G˜ into a cograph G = (V ,E) such that either |E˜∆E| (editing), or
|E˜ \ E| (deletion), or |E \ E˜| (completion) of inserted or deleted edges is mini-
mized. For those optimization problems, one cannot realistically hope for an
efficient exact algorithm. To obtain an exact solution, integer linear program-
ming (ILP) is the method of choice. Using ILP, an optimization problem is
described by means of (i) a set of integer variables x1, . . . , xn, (ii) constrained
by a set of linear inequalities ci 6
∑
16j6n ci,jxj with ci, cij ∈ R, and (iii)
subjected to a linear objective function min
∑
16j6n oi,jxj with oi,j ∈ R. A
solution for the optimization problem is then given by an assignment of the
variables x1 to xn. For an introduction to the theoretical and practical aspects
of ILP see Schrijver (1986, Part IV) and Sierksma (2001, Chapter 6).
In what follows, an ILP formulation for the cograph editing, deletion, and
completion is presented.
For a given graph G˜ = (V , E˜) one defines for each x,y ∈ V×irr the binary
constants θxy = θyx with θxy = 1 if and only if {x,y} ∈ E˜. These binary
constants represent the edges of the input graph G˜. Moreover, for each x,y ∈
V×irr the binary variables Exy = Eyx are defined, reflecting that {x,y} ∈ E is
an edge in the resulting cograph G = (V ,E).
In order to find the closest cograph G, the objective function is to minimize
the symmetric difference of E˜ and E:
min
∑
(x,y)∈V×irr
(1− θxy)Exy +
∑
(x,y)∈V×irr
θxy(1− Exy). (CE-Obj)
The same objective function is used for the Cograph Completion, and
Deletion problem.
For Cograph Completion, it must be ensured that E˜ ⊆ E. Hence, for all
x,y with {x,y} ∈ E˜ the following constraint is set:
Exy = 1. (CE-Comp)
For Cograph Deletion, it must be ensured that E ⊆ E˜. Hence, for all x,y
with {x,y} /∈ E˜ the following constraint is set:
Exy = 0. (CE-Del)
For Cograph Editing neither Constraint (CE-Comp) nor (CE-Del) is
needed. However, for all three problems the following is needed. In order
to satisfy that G is a cograph it must be ensured that G did not contain a P4
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as induced subgraph. Hence, the following containt is added for all ordered
tuples (a,b, c,d) of distinct a,b, c,d ∈ V :
Eab + Ebc + Ecd − Eac − Ead − Ebd 6 2. (CE-P4)
It is easy to verify that the ILP formulation needs O(|V |2) variables and
O(|V |4) constraints.
4.7 summary
In this chapter two equivalent characterizations for tree representable sym-
metric relations have been given.
1. A characterization by means of consistent sets of rooted triples derived
by some pattern based rules, and
2. a characterization based on the underlying graph representation being
a cograph.
In particular, it has been shown that, given a tree representable relation R,
the triple set RT ′ derived by Rule (I1) and (I2) identifies the cotree of the
corresponding cograph GR.
For each characterization, algorithms are shown, which recognize tree rep-
resentable relations and construct the unique discriminating tree representa-
tion, provided that a symmetric relation is tree representable. Furthermore,
for the NP-complete problem of cograph editing, deletion, and completion
ILP formulations are given.
In the following chapters, the above results are generalized for sets of sym-
metric relations (Chapter 5) and sets of non-symmetric relations (Chapter 6).
5
T R E E R E P R E S E N TA B L E S E T S O F S Y M M E T R I C
R E L AT I O N S
In the previous chapter it has been shown that a relation R is tree repre-sentable if and only if the graph representation GR of R is a cograph.By definition, if GR is a cograph, then the complement GR is a cograph
as well (Corneil, Lerchs, and Burlingham, 1981). This gives rise to another
tree representable symmetric relation R :− V×irr \ R, with GR being the graph
representation of R. Hence, if R is tree representable, then the complemen-
tary symmetric relation R is tree representable as well. In the phylogenetic
context this means that, when only speciations and gene duplications are as-
sumed to be the driving forces which led to a divergence of genes, then the
orthology relation as well as its complement, the paralogy relation, is tree
representable. However, beside speciation and gene duplication there are a
number of additional evolutionary events, which are believed to be respon-
sible for the evolution of genes, e.g., horizontal gene transfer (Garcia-Vallvé,
Romeu, and Palau, 2000; Koonin, Makarova, and Aravind, 2001) or retro-
transposition (Cordaux and Batzer, 2009). Moreover, the gene duplication
event can be refined, since gene duplications have several different mecha-
nistic causes that are also empirically distinguishable in real data sets. Thus,
one could have different types of gene duplication events such as local seg-
mental duplications or whole-genome duplications Zhang (2003).
In what follows, the concept of tree representable relations is generalized
for sets of symmetric binary relations, to account for more than one dis-
tinguishable property of the lowest common ancestor of pairs of elements.
Consider that there is a set of mutually exclusive properties, and the lowest
common ancestor of a pair of elements can have only one of those properties.
In the context of phylogenetics, the elements are genes, and the property is
the type of event which led to the divergence of genes. But in contrast to
having only two event types, i.e., the presence and absence of a speciation,
multiple events such as speciation, duplication, and horizontal gene transfer
can be considered.
Section 5.1 to 5.4 are based on Hellmuth, Hernandez-Rosales, Huber,
Moulton, Stadler, and Wieseke [2013]. Since, some results were already pre-
sented in the thesis The Orthology Road by (Hernandez-Rosales, 2013), the cor-
responding proofs are omitted here. However, for the sake of completeness
the main results are given. Section 5.5, which gives an ILP formulation of
the corresponding editing problem, is based on ideas presented in Hellmuth
et al. [2015]; Hellmuth and Wieseke [2017].
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5.1 sets of symmetric relations , graphs , and maps
In analogy to one symmetric relation, there are alternative representations of
sets of symmetric relations too. One alternative representation is by means
of graphs. and another is by means of symmetric maps. Before these al-
ternatives are described, some properties of sets of symmetric relations are
defined.
Let R = {R1, . . . ,Rk}, Ri ∈ V×irr be a set of symmetric relations on V . Two
relations Ri and Rj, i 6= j are said to be disjoint, if for all x,y ∈ V from
(x,y) ∈ Ri it follows (x,y) /∈ Rj. Without explicitly stating it each time, it is
implicitly assumed that all considered sets of relations are pairwise disjoint.
A set of symmetric relations R = {R1, . . . ,Rk},Ri ∈ V×irr is said to be com-
plete if
⋃
16i6k Ri = V
×
irr. For pairwise disjoint relations this implies that any
pair (x,y) is contained in exactly one relation Ri.
A set of pairwise disjoint symmetric relations can be represented by an
undirected edge-colored simple graph and vice versa. Thereby, the elements
in each relation Ri correspond with edges in color i. In particular, there is
a one-to-one correspondence between sets of symmetric relations and undi-
rected edge-colored simple graphs. Consider the set of symmetric relations
R = {R1, . . . ,Rk},Ri ∈ V×irr and an undirected edge-colored simple graph
GR = (V ,E) with vertex set V and an edge coloring ψ : E → {1, . . . ,k} such
that for all pairwise distinct x,y ∈ V it holds that {x,y} ∈ E and ψ({x,y}) = i
if and only if (x,y), (y, x) ∈ Ri. Note that this implies, that for all pairs
x,y ∈ V it holds (x,y) /∈ ⋃ki=1 Ri if and only if {x,y} /∈ E. Such a graph GR is
called a graph representation of R.
From now on, M denotes a non-empty, but finite set. The symbol  de-
notes a special element not contained in M = {0, . . . ,k}, and M :−M∪ {}.
Let δ : V×V →M be a map. The map δ is called symmetric, if for all x,y ∈ V
δ(x,y) = δ(y, x). In the A set of symmetric relations can be represented by a
symmetric map δ : V × V → M for which δ(y, x) =  if and only if x = y
holds. Note that the previous condition, which is called Condition (S0) in
the following, is used to map pairs (x, x) to the special element  /∈M. This
is needed to account for R1 to Rk being irreflexive relations. In analogy to
irreflexive relations, a map δ is also called an irreflexive map, if δ satisfies
Condition (S0). The elements in each relation Ri correspond to pairs (x,y)
for which δ(x,y) = i. In particular, there is a one-to-one correspondence
between sets of symmetric relations and such symmetric maps. Therefore,
consider the set of symmetric relations R = {R1, . . . ,Rk},Ri ∈ V×irr and a map
δR := V × V → M such that for all pairwise distinct x,y ∈ V it holds that
δR(x,y) = i if and only if (x,y), (y, x) ∈ Ri and δR(x, x) =  for all x ∈ V .
Note that this implies, that for all distinct x,y ∈ V it holds (x,y) /∈ ⋃16i6k Ri
if and only if δR(x,y) = 0. Such a map δR is called a map representation of R.
Clearly, this gives bijections between sets of pairwise disjoint symmetric
relations, undirected edge-colored simple graphs, and irreflexive symmetric
maps. The pairs, which are in relation Ri, correspond to edges in GR that
have color i as well as to pairs of elements for which δR has value i. In
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R1 = {(a, d), (d, a),
(c, b), (b, c)}
R2 = {(a, c), (c, a), (d, b),
(b, d), (c, d), (d, c)}
a b
cd


a b c d
a ⊙ 0 2 1
b 0 ⊙ 1 2
c 2 1 ⊙ 2
d 1 2 2 ⊙


Figure 16: A set of symmetric relations R (left) with the corresponding graph (cen-
ter) and map (right) representations.
Figure 16 an example of a relation and its corresponding graph and map
representation is shown.
5.2 tree representation
In contrast to a single symmetric relation, the relations Ri ∈ R can be inter-
preted as mutually exclusive properties of a lowest common ancestor v of
pairs of leafs in a tree with leaf set V . Hence, the inner vertices of this tree
can be labeled such that v gets label i if and only if v shows property i. Such
a tree, together with the respective labeling is called a tree representation of
R. Formally, this is:
Definition 12 (tree representation of sets of symmetric relations). Let R =
{R1, . . . ,Rk}, Ri ∈ V×irr be a set of pairwise disjoint symmetric relations and R0 :=
{(x,y) | (x,y) /∈ ⋃ki=1 Ri, x 6= y} pairs of elements that are in none of the relations
R1 to Rk. A tree representation of R is a pair (TR, tR) of a rooted tree TR = (W,E)
with leaf set L(TR) = V and a labeling tR : W◦ → {0, . . . ,k} on the inner vertices
of TR such that (x,y) ∈ Ri if and only if tR(lca(x,y)) = i. If such a pair (TR, tR)
exists, then R is said to be tree representable.
Note that in the previous definition R ∪ R0 is a complete set of pairwise
disjoint symmetric relations.
As sets of symmetric relations, undirected edge-colored simple graphs,
and irreflexive symmetric maps are interchangeable, the tree representation
(TR, tR) of a set of symmetric relations R is also a tree representation of
the corresponding graph and map representations GR and δR, respectively.
Hence, throughout this chapter, the term “tree representation” is used for
such sets of relations, graphs, and maps interchangeably. In Figure 17 an
example of a tree representable set of symmetric relations is shown with the
corresponding graph and map representations and its tree representation.
5.3 characterization
In what follows, three equivalent characterizations of tree representable sets
of pairwise disjoint symmetric relations are given.
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R1 = {(a, c), (c, a),
(a, d), (d, a), (b, c),
(c, b), (b, d), (d, b)}
R2 = {(a, b), (b, a)}
R3 = {(c, d), (d, c)}
a b
cd


a b c d
a ⊙ 2 1 1
b 2 ⊙ 1 1
c 1 1 ⊙ 3
d 1 1 3 ⊙


1
2
a b
3
c d
Figure 17: Example of a set of symmetric relations R (top left) with the correspond-
ing graph (top center) and map (top right) representations, as well as its
tree representation (TR, tR) (bottom).
5.3.1 Characterization by Means of Symmetric Maps
The first characterization was already given by Böcker and Dress (1998) in
a different context. There, the authors extended the concept of tree metrics
and ultrametrics by introducing so-called symbolic ultrametrics.
Tree metrics correspond with edge-length annotated trees. Hence, the val-
ues δ(x,y) of a tree metric can be seen as the length property of the path
between the leaves x and y. Ultrametrics correspond with ultrametric trees,
i.e., rooted trees where all paths from any leaf to the root ρ are equidistant.
The edge-lengths in such a tree imply certain vertex-weights, which corre-
spond to the height of a vertex in this tree. Thus, the values δ(x,y) of an
ultrametric can be seen as the height property of the lowest common ances-
tor of two leaves x and y.
Symbolic ultrametrics are a natural generalization of ultrametrics. Instead
of real-valued distances for the values of δ, arbitrary symbols are used. These
symbols can represent various properties of pairs of leaves in a tree, includ-
ing the height of the lowest common ancestor of two leaves. One intension
of the work of Böcker and Dress (1998) was to
“. . . bridge the gap between distance- and sequence-based methods in
sequence analysis [. . . ] as it allows to treat symbols, e.g., amino acid
classes attached to pairs of objects in almost the same way distances
have been used so far.”
In the context of phylogenetics, the symbols depict speciation and gene du-
plication events. However, the applicability of symbolic ultrametrics remain
the same.
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Consider M :− M ∪ {} as before, with M being an arbitrary but non-
empty set with  /∈ M. Furthermore, let T = (W,E) be a rooted tree with
leaf set V and t : W → M a map with t(x) =  if and only if x ∈ V . In
Böcker and Dress (1998) the map t has been called a symbolic dating map for
T . Note that those symbolic dating maps corresponds to the labeling of the
inner vertices of T as used in Definition 12. The map t is called discriminating
if adjacent vertices in T have different values in t. Let d(T ,t) : V × V → M
be a map defined as
d(T ,t)(x,y) = t(lca(x,y)).
Definition 13. A map δ : V × V → M is called a symbolic ultrametric if there
exists a rooted tree T = (W,E) and a symbolic dating map t : W →M such that
δ(x,y) = d(T ,t)(x,y).
Clearly, the pair (T , t) is a tree representation of δ. Note that Böcker and
Dress (1998) used the term “symbolic representation” instead of “tree repre-
sentation”.
For a given symbolic ultrametric δ and two tree representations (T , t) and
(T ′, t ′), T and T ′ need not to be unique (see Figure 10). However, for (T , t)
being a discriminating tree representation of δ, Böcker and Dress (1998)
showed that, up to isomorphism, (T , t) is unique. Furthermore, they showed
that symbolic ultrametrics can be alternatively defined as maps satisfying
the following conditions.
Definition 14. A map δ : V × V →M is called a symbolic ultrametric if:
(S0) δ(x,y) =  if and only if x = y.
(S1) δ(x,y) = δ(y, x) for all x,y ∈ X.
(S2) |{δ(x,y), δ(x, z), δ(y, z)}| 6 2 for all x,y, z ∈ V .
(S3) there exist no pairwise distinct w, x,y, z ∈ V with δ(w, x) = δ(x,y) =
δ(y, z) 6= δ(w,y) = δ(w, z) = δ(x, z).
Note, that symbolic ultrametrics are introduced by Böcker and Dress
(1998) according to Definition 14 and afterwards it was shown that such
maps are exactly the ones for which a discriminating tree representation
exists.
Theorem 5.1 (Böcker and Dress, 1998 and Hellmuth et al., 2013). Suppose
δ : V × V → M is a map. Then there is a discriminating tree representation
(Tδ, tδ) of δ if and only if δ is a symbolic ultrametric. Furthermore, this repre-
sentation is unique up to isomorphism.
In the following, this unique discriminating tree representation is denoted
by (Tˆδ, tˆδ).
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Böcker and Dress (1998) considered discriminating tree representations
by restricting the labeling tδ in order to achieve uniqueness of the tree rep-
resentation (Tˆδ, tˆδ). However, it can easily be seen that there is a discrimi-
nating tree representation of δ whenever there is a tree representation of δ
[Hellmuth et al., 2013].
Proposition 5.1 (Hellmuth et al., 2013). Let δ : V × V → M be a map. Then
the following statements are equivalent.
1. There is a discriminating tree representation of δ.
2. There is a tree representation of δ.
Using Theorem 5.1 and Proposition 5.1 the following corollary gives a
characterization of tree representable sets of pairwise disjoint symmetric re-
lations.
Corollary 5.1. Let R = {R1, . . . ,Rk}, Ri ∈ V×irr be sets of pairwise disjoint sym-
metric relations and δR : V ×V →M the corresponding map representation of R.
Then R is tree representable if and only if δR is a symbolic ultrametric.
Proof. ⇐: If δR is a symbolic ultrametric then, from Theorem 5.1 it follows
that there is a discriminating tree representation (TˆδR , tˆδR) of δR and there-
fore of R.
⇒: Let (TR, tR) be a tree representation of R and therefore of δR. From
Proposition 5.1 it follows that there is a discriminating tree representation
(TˆR, tˆR) of R and δR. By Theorem 5.1, then δR is a symbolic ultrametric.
5.3.2 Characterization by Means of Consistent Sets of Rooted Triples
The next characterization is based on consistent sets of rooted triples. It is a
generalization of the characterization given in Chapter 4.4.1.
In what follows, it is shown that, without loss of generality, it is sufficient
to consider complete sets of pairwise disjoint symmetric relations R only.
This can be seen by introducing a relation R0 that contains all remaining
pairs (x,y) which are in none of the relations Ri.
Lemma 5.1. Let R = {R1, . . . ,Rk}, Ri ∈ V×irr be a set of pairwise disjoint symmetric
relations and R0 :− V×irr \
⋃
16i6k Ri. Then R is tree representable if and only if
R0 :− {R0, . . . ,Rk} is tree representable.
Proof. If R is tree representable, then there is a tree representation (TR, tR)
of R with TR = (W,E) and tR : W◦ → {0, . . . ,k}. By definition, for all 1 6
i 6 k it holds that (x,y) ∈ Ri if and only if tR(lca(x,y)) = i. Therefore,
tR(lca(x,y)) = 0 if and only if for all 1 6 i 6 k it holds that (x,y) 6= Ri.
Hence, tR(lca(x,y)) = 0 if and only if (x,y) ∈ R0. But then, (TR, tR) is a tree
representation of R0.
If, on the other hand, (TR0 , tR0) is a tree representation of R0, then, by defi-
nition, for all 0 6 i 6 k it holds that (x,y) ∈ Ri if and only if tR(lca(x,y)) = i.
This obviously holds for all 1 6 i 6 k too. Therefore, (TR0 , tR0) is a tree rep-
resentation of R.
5.3 characterization 63
Note that the graph representation GR of a complete set of pairwise dis-
joint symmetric relations R = {R0, . . . ,Rk} is a complete graph with edge-
colors {0, . . . ,k}. The map representation δR remains the same when assum-
ing δR(x,y) = 0 if and only if (x,y) ∈ R0.
Let R = {R0, . . . ,Rk}, Ri ∈ V×irr be a complete set of pairwise disjoint sym-
metric relations. Due to the one-to-one correspondence between tree repre-
sentable sets of pairwise distinct symmetric relations and symbolic ultramet-
rics given by Corollary 5.1, there is an equivalent of the Condition (S0) to
(S3) for sets of relations. Obviously, Condition (S0) and (S1) correspond to
all Ri being irreflexive and symmetric, respectively. Condition (S2), which is
called “Triangle-Condition” in the following, translates to
|{i | (a,b) ∈ Ri,a,b ∈ {x,y, z}}| 6 2 for all x,y, z ∈ V .
Finally, Condition (S3), which is called “P4-Condition” in the following, cor-
responds to the following condition:
∀i, j ∈ {1, . . . ,k}, i 6= j there exist no pairwise distinct w, x,y, z ∈ V
such that (w, x), (x,y), (y, z) ∈ Ri and (w,y), (w, z), (x, z) ∈ Rj.
Now suppose RTR to be the set of rooted triples derived from R by the
following two rules:
(R1’) (xy|z) ∈ RTδ for all x,y, z ∈ V , i ∈ {1, . . . ,k} with (x, z), (y, z) ∈ Ri and
(x,y) /∈ Ri.
(R2’) (xy|z) ∈ RTδ for all x,y, z ∈ V , i ∈ {1, . . . ,k} with (x,y), (x, z), (y, z) ∈
Ri and there exists a x ′ ∈ V and j ∈ {1, . . . ,k}, j 6= i such that
(x, x ′), (y, x ′) ∈ Rj, (z, x ′) ∈ Ri.
The following theorem given in Hellmuth et al. [2013] shows the char-
acterization of tree representable sets of symmetric relations utilizing the
aforementioned set of triples RTR.
Theorem 5.2 (Hellmuth et al., 2013). Let R = {R0, . . . ,Rk}, Ri ∈ V×irr be a com-
plete sets of pairwise disjoint symmetric relations satisfying the Triangle-Condition
and δR the corresponding map representation of R. Furthermore, let RTR be the set
of rooted triples derived by applying Rule (R1’) and (R2’), and RT∗R ⊆ RTδ be the
set of rooted triples derived by applying Rule (R1’) only. Then the following four
statements are equivalent.
1. R is tree representable.
2. δR is a symbolic ultrametric.
3. RTR is consistent.
4. RT∗R is consistent.
Note that in Hellmuth et al. [2013] the equivalences from Theorem 5.2
were shown between the Statements 2 to 4 only. However, the equivalence to
Statement 1 follows immediately from Corollary 5.1.
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In what follows, it is shown that tree representable sets of symmetric re-
lations, and hence, symbolic ultrametrics can also be characterized in terms
of cographs and that the corresponding tree can also be recovered using
cotrees.
5.3.3 Characterization by Means of Graphs
Let R = {R0, . . . ,Rk} be a complete set of pairwise disjoint symmetric re-
lations, δR the map representation of R, and GR = (V ,E) the correspond-
ing graph representation of R with edge-coloring γ : E → {0, . . . ,k}. Fur-
thermore, consider the graphs G0, . . . ,Gk such that Gi = (V ,Ei) with
Ei = {{x,y} | (x,y) ∈ Ri}, i.e., Gi is the monochromatic subgraph of GR
consisting of all vertices v ∈ V and having all edges of color i. In Hellmuth
et al. [2013] the connection between symbolic ultrametrics and cographs is
given by the following theorem.
Theorem 5.3 (Hellmuth et al., 2013). Let δR be a map satisfying Condition (S0)
and (S1). Then δR is a symbolic ultrametric if and only if:
(S2’) for all x,y, z ∈ (V3) there is an i ∈ {0, . . . ,k} such that Ei contains two of the
three edges {x,y}, {x, z}, and {y, z}.
(S3’) Gi is a cograph for all i ∈ {0, . . . ,k}.
In terms of the graph representation GR of R Condition (S2’) (the
Triange-Condition) corresponds to the fact that there are no triangles in GR
with edges all having different colors. Moreover, Condition (S3’) (the P4-
Condition) corresponds to all monochromatic subgraphs Gi of GR having
no induced paths on four vertices, i.e., all Gi are cographs.
From Lemma 5.3 and Corollary 5.1 the subsequent characterization of tree
representable sets follows immediately.
Corollary 5.2. A set of pairwise disjoint symmetric relations R is tree representable
if and only if Condition (S2’) and (S3’) are satisfied for the corresponding graph
representation GR.
5.4 recognition and construction algorithms
Each of the aforementioned three characterization of tree representable sets
of symmetric relations can be translated to a corresponding recognition al-
gorithm. Suppose that R = {R0, . . . ,Rk} is a complete set of pairwise distinct
irreflexive symmetric relations and all Ri ⊆ V×irr, |V | = n. Moreover, let RTR
and RT∗R be the sets of rooted triples obtained from Rule (R1’) and (R2’),
respectively from Rule (R1’) only. Let δR and GR be the map and graph
representation of R, and G0 to Gk the monochromatic subgraphs of GR.
The characterization by means of symmetric maps as given in Corollary
5.1 translates to validating if the map representation δR of a set of symmetric
relations is a symbolic ultrametric. Therefore, it has to be validated that
Condition (S0) to (S3) hold for δR. Clearly, as all Ri ∈ R are irreflexive and
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symmetric, the conditions (S0) and (S1) are already satisfied. Hence, only
the Triangle-Condition (S2) and the P4-Condition (S3) have to be validated.
Validating the Triangle-Condition has a time complexity of O(n3) with n =
|V |. However, due to the fact that Condition (S3) have to be checked for all
distinct w, x,y, z ∈ V , a straightforward algorithm has a time complexity of
O(n4).
Using the characterization by means of consistent sets of rooted triples
as given in Theorem 5.2, the Triangle-Condition has to be checked as well.
However, instead of validating the P4-Condition (S3) it can alternatively be
checked if the set RTR (or RT∗R) is consistent or not. As before, this can be
done using the BUILD algorithm from Semple and Steel (2003) having a time
complexity of O(nk) with n = |V | and k = |RTR| the number of triples. As
there are at most
(
n
3
)
different triples in a tree, the overall time complexity
remains O(n4).
The characterization by means of graphs as given in Corollary 5.2 again
assumes that the Triangle-Condition is satisfied. However, the P4-Condition
directly translates to all Gi being cographs. Hence, existing cograph recog-
nition algorithms can be used. It is known since (Corneil, Perl, and Stew-
art, 1985) that cographs can be recognized in linear time, i.e., in O(n+m)
with n the number of vertices and m the number of edges. This recognition
has to be performed for all graphs G0 to Gk. It can be easily seen that if
R = {R0, . . . ,Rk} is tree representable, then k < n. This follows from the fact
that a tree representation (T , t) has at most n− 1 inner vertices v, from which
each could have an individual label t(v) ∈ {0, . . . ,k}. Hence, at most n− 1
graphs have to be checked in time O(n+m). Since m 6 n2, this results in
an overall time complexity of O(n3).
Theorem 5.2 implies that the BUILD algorithm applied to the set RTR (or
RT∗R) recognizes, if a given set of symmetric relations R, that satisfies the
Triangle-Condition, is tree representable or not. In fact, Hellmuth et al. [2013]
showed that BUILD applied to RTR, as well as RT∗R, constructs the tree TˆR
from the unique tree representation (TˆR, tˆR), in case R is tree representable.
Lemma 5.2 (Hellmuth et al., 2013). Let R = {R0, . . . ,Rk} be a tree representable
set of symmetric relations. Then BUILD applied to RTR as well as RT∗R returns a
phylogenetic tree T , in which case the labelling t : V◦(T) → {0, . . . ,k}, such that
for all distinct x,y ∈ L(T) it holds t(lcaT (x,y)) = i if and only if (x,y) ∈ Ri,
is well-defined. Moreover, (T , t) is isomorphic to the unique discriminating tree
representation (TˆR, tˆR) of R.
Note that in Hellmuth et al. [2013] Lemma 5.2 considered a symbolic ul-
trametric δ : V × V →M instead of the tree representable set of symmetric
relations R. However, due to Corollary 5.1 symbolic ultrametrics correspond
with tree representable sets of symmetric relations and therefore, Lemma
5.2 as well as the following lemmata are direct translations of the statements
given in Hellmuth et al. [2013], but adapted with respect to sets of symmetric
relations.
In what follows, it is shown that the triple set RT∗R, and therefore the tree
representation (TˆR, tˆR) can also be obtained by considering all symmetric
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Algorithm 3 Construct labeling(R, T , t)
Input: A complete set of pairwise distinct symmetric relations R = {R0, . . . ,Rk} on
V and a phylogenetic tree T with L(T) = V .
Output: The labeling t : V◦(T)→ {0, . . . ,k} from the tree representation (T , t) of R.
1: If |V(T)| = 1, then return.
2: Select two distinct children v1 and v2 of the root ρT .
3: Select two arbitrary leaves x ∈ L(T(v1)) and y ∈ L(T(v2)).
4: Set t(x,y) :− i, if (x,y) ∈ Ri.
5: For all children vi of ρ call Construct labeling(R, T(vi), t).
6: return t.
relations Ri ∈ R solely. Let RTRi be the set of triples obtained from Ri by
applying Rule (R1) to (R4) (as given in Chapter 4.4.1) and RT∗Ri the set of
triples obtained from Ri by applying Rule (R1) and (R2) only. The following
lemma shows the connection between the set of triples obtained from the set
of relations (by means of Rule (R1’) and (R2’)) and the triple set obtained
for each relation Ri individually. In particular, it is shown that the triple set
RT∗R can be constructed from the triple sets RT
∗
R0
to RT∗Rk .
Lemma 5.3 (Hellmuth et al., 2013). Let R = {R0, . . . ,Rk} be a tree representable
set of symmetric relations. Then the following statements hold.
1. For all i ∈ {0, . . . ,k}, RT∗Ri ⊆ RT∗R.
2. For all i ∈ {0, . . . ,k}, RTRi ⊆ RTR.
3. RT∗R =
⋃k
i=0RT
∗
Ri
.
Due to Lemma 5.3 (3) and Lemma 5.2, the discriminating tree representa-
tion (TˆR, tˆR) of R, if it exists, can be constructed by applying BUILD to the
union of the sets RT∗Ri . Analogously to the procedure in Chapter 4, the la-
beling tˆR can be constructed by selecting for every inner vertex v two leaves
x,y ∈ L(TˆR) with lcaTˆR(x,y) = v and setting tˆR(v) = i if (x,y) ∈ Ri. This
procedure is depicted in Algorithm 3. Note that this approach constructs a
labeling for every tree T . However, if T is a tree for which a labeling t exists
such that (T , t) is the tree representation of R, then the approach constructs
the unique labeling t.
Since Corollary 5.2 R is tree representable if and only if (i) the Triangle-
Condition holds and (ii) all monochromatic subgraphs Gi of GR are
cographs. Now, the connection between the discriminating tree representa-
tion (TˆR, tˆR) of R and the cographs Gi is shown. If R is tree representable,
and therefore all Gi are cographs it follows from Theorem 4.2 that all Ri ∈ R
are tree representable as well.
Lemma 5.4 (Hellmuth et al., 2013). Let R = {R0, . . . ,Rk} be a tree representable
set of symmetric relations. Then for all i ∈ {0, . . . ,k} it holds that Ri is tree repre-
sentable with (TˆRi , tˆRi) the discriminating tree representation of Ri .
Furthermore, for a tree representable set of symmetric relations R the tree
TˆR from the unique discriminating tree representation (TˆR, tˆR) displays the
cotrees TˆRi for all i ∈ {1, . . . ,k}.
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Lemma 5.5 (Hellmuth et al., 2013). Let R = {R0, . . . ,Rk} be a tree representable
set of symmetric relations. Then for all i ∈ {0, . . . ,k} it holds that TˆRi 6 TˆR.
By Lemma 5.2 BUILD applied to RT∗R as well as to RTR results in the
same tree TˆR. Next, it is shown that also BUILD applied to the set of cotrees
T = {TˆR0 , . . . , TˆRk} returns TˆR. To show this, the following proposition is
needed beforehand.
Proposition 5.2. Let RT,RT ′,RT ′′ be three consistent sets of rooted triples on the
same leaf set X such that RT ⊆ RT ′ ⊆ RT ′′. If BUILD applied to RT and RT ′′
return two isomorphic trees TRT and TRT ′′ , then the tree returned by BUILD applied
to RT ′ is isomorphic to TRT and TRT ′′ as well.
Proof. Let T be a tree isomorphic to TRT and TRT ′′ . The proof iterates over
every inner vertex v of T , starting with the root ρ, and shows that the aux-
iliary graph [RT ′,L(T(v))] has exactly the same connected components as
[RT,L(T(v))] and [RT ′′,L(T(v))]. Then, in Step 5 of Algorithm 1, BUILD ap-
plied to RT ′ produces the same number of children v1, . . . , vk of v with the
same leaf set L(T(vi)) = L(TRT ′(vi)) for all 0 6 i 6 k. As this holds for every
inner vertex v it follows that TRT ′ is isomorphic to T .
Since RT and RT ′′ applied to BUILD result in trees that are isomorphic to
T , it holds for the root ρT of T with L(T(ρT )) = X that the auxiliary graphs
[RT,X] and [RT ′′,X] have the same connected components S = {S1, . . . ,Sk}.
Assume for contradiction that [RT ′,X] has a different connected component
S ′ 6= Si for all i ∈ {1, . . . ,k}. As RT ⊆ RT ′ if follows for the edge sets that
E([RT,X]) ⊆ E([RT ′,X]). Hence, there must be some Si ⊂ S ′. On the other
hand, since RT ′ ⊆ RT ′′ it follows that E([RT ′,X]) ⊆ E([RT ′′,X]) and there
must be a Sj such that S ′ ⊂ Sj, a contradiction since S is a partition of X.
Hence, [RT ′,X] has the same connected components as [RT,X] and [RT ′′,X]
and BUILD constructs the same children v1, . . . , vk of the root ρTRT ′ of TRT ′
as in T .
By the same argument it can be seen that [RT ′,L(T(vi))] has the same con-
nected components as [RT,L(T(vi))] and [RT ′′,L(T(vi))] for all children vi of
ρT . Furthermore, this holds for all v ∈ V◦(T). Therefore, TRT ′ is isomorphic
to TRT and TRT ′′ .
Lemma 5.6. Let R = {R0, . . . ,Rk} be a tree representable set of symmetric relations.
Then the set of trees T = {TˆR0 , . . . , TˆRk} is well-defined and BUILD applied to T
returns the tree TˆR of the discriminating tree representation (TˆR, tˆR) of R.
Proof. As R is tree representable it follows from Lemma 5.4 that all Ri are
tree representable and by Theorem 4.2 that the tree TˆRi are isomorphic to
the cotrees of the corresponding monochromatic subgraphs Gi of the graph
representation GR of R. Since Lemma 4.2 it holds for all 0 6 i 6 k that TˆRi
displays exactly the triples RTRi
As RT∗Ri ⊆ RTRi and since Lemma 5.3 (2) and (3) it follows that RT∗R =⋃k
i=0RT
∗
Ri
⊆ ⋃ki=0RTRi ⊆ RTR. Since R is tree representable and by Lemma
5.2, BUILD applied to RT∗R as well as to RTR results in the same tree TˆR.
Because RT∗R ⊆
⋃k
i=0RTRi ⊆ RTR it follows from Proposition 5.2 that BUILD
applied to
⋃k
i=0RTRi returns a tree isomorphic to TˆR.
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Finally, as each tree TˆRi displays exactly the triples RTRi it follows that⋃k
i=0 rt(Ti) =
⋃k
i=0RTRi , and therefore BUILD applied to T returns a tree
that is as well isomorphic to TˆR.
In order to construct the discriminating tree representation of R, the pre-
vious lemma implies that it is sufficient to check the Triangle-Condition first,
then construct all cotrees TˆRi , and, if the cotrees exist, apply BUILD to con-
struct the tree TˆR. The corresponding labeling tˆR can then be constructed
using Algorithm 3.
5.5 symbolic ultrametric editing , completion, and deletion
Recall that a map δR : V ×V →M with M = {0, . . . ,k}∪ {} can represent
a set of pairwise disjoint symmetric relations R = {R1, . . . ,Rk}. That is, δR is
chosen such that
δ(x,y) =

, if x = y,
i 6= 0, if (x,y) ∈ Ri,
0 else, i.e., (x,y) /∈ Ri, 1 6 i 6 k.
Since not all sets of symmetric relations are tree representable, an estimate
R˜ = {R˜1, . . . , R˜k} of a tree representable relations is not tree representable in
general, and hence the corresponding map representation δR˜ is not always
a symbolic ultrametric. One possibility to solve this problem is to optimally
edit R˜ to a tree representable set of symmetric relations R, which is equiva-
lent to editing δR˜ to a symbolic ultrametric δR.
The problem of editing a given symmetric map d : V × V → M to a
symbolic ultrametric is defined as follows:
Problem 4. Symbolic Ultrametric Editing
Input: Given a symmetric map d : V × V →M such that
d(x,y) =  if and only if x = y.
Question: Is there a symbolic ultrametric δ : V × V →M, such that
|D| 6 k, where
D = {(x,y) ∈ V×irr | d(x,y) 6= δ(x,y)}?
A further problem, arising from the previous considerations, is as fol-
lows. Assume, there is a set of pairwise disjoint symmetric relations R˜ =
{R˜1, . . . , R˜k} that is believed to be a reliable estimate and thus, is not allowed
to be changed. However, since R˜ may not be complete, one may consider
that for all remaining pairs (x,y), that are in none of the relations R˜1 to R˜k,
the assignment is not known. By construction of δR˜, it holds that for those
pairs δR˜(x,y) = 0. The problem is, to change the assignment of a minimum
number of pairs (x,y) with d(x,y) = 0 so that the resulting map is a sym-
bolic ultrametric. In other words, only non-reliable estimates of pairs (x,y)
are allowed to be changed.
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Problem 5. Symbolic Ultrametric Completion
Input: Given a symmetric map d : V × V →M such that
d(x,y) =  if and only if x = y.
Question: Is there a symbolic ultrametric δ : V × V →M, such that
if d(x,y) 6= 0, then δ(x,y) = d(x,y) and
|D| 6 k, where
D = {(x,y) ∈ V×irr | d(x,y) 6= δ(x,y)}?
Conversely, one might ask to change a minimum number of assignments
d(x,y) 6= 0 to δ(x,y) = 0.
Problem 6. Symbolic Ultrametric Deletion
Input: Given a symmetric map d : V × V →M such that
d(x,y) =  if and only if x = y.
Question: Is there a symbolic ultrametric δ : V × V →M, such that
δ(x,y) = d(x,y) or δ(x,y) = 0 and
|D| 6 k, where
D = {(x,y) ∈ V×irr | d(x,y) 6= δ(x,y)}?
5.5.1 Computational Complexity
In this section, NP-completeness is shown for the problems Symbolic Ul-
trametric Editing, Completion, and Deletion. All proofs work by re-
duction from Cograph Editing, Deletion, and Completion, which all are
NP-complete (cf. Theorem 4.3).
Theorem 5.4. Symbolic Ultrametric Editing is NP-complete.
Proof. Given a symmetric map δ it can be verified in polynomial time, if δ is
a symbolic ultrametric: One can check Condition (S2) and (S3) individually
for each of the O(|V |3) many combinations of {x,y, z} ∈ (V3) for (S2), and
the O(|V |4) many combinations of {w, x,y, z} ∈ (V4) for (S3), respectively.
Hence, Symbolic Ultrametric Editing ∈ NP. In what follows, it is shown
by reduction from Cograph Editing that Symbolic Ultrametric Editing
is NP-hard.
Let G = (V ,E) be an arbitrary simple graph. Let d : V × V → M be a
map, where M = {0, 1, . . . ,n} is a non-empty finite set such that n > 1 and
thus, 0, 1 ∈M. Let M :−M∪ {} and set for all x,y ∈ V :
d(x,y) = d(y, x) =

, if x = y,
1, if {x,y} ∈ E, and
0, if {x,y} /∈ E.
Obviously, d can be constructed in polynomial time. In what follows, it is
shown that, given an integer k, there exists a solution of the Cograph Edit-
70 tree representable sets of symmetric relations
ing problem for G and integer k if and only if there exists a solution of the
Symbolic Ultrametric Editing problem for d and integer 2k.
First, it is shown that a solution of the Symbolic Ultrametric Editing
problem for d and 2k can be constructed from a solution of the Cograph
Editing problem for G and k. Let G ′ = (V ,E ′) be a cograph with |E∆E ′| 6 k.
Furthermore, let δ : V ×V →M be a map, such that for all x,y ∈ V , it holds
δ(x,y) = δ(y, x) =

, if x = y,
1 if {x,y} ∈ E ′, and
0 if {x,y} /∈ E ′.
It is easy to verify that δ is a symbolic ultrametric by application of Theorem
5.3. It remains to show that for D = {(x,y) ∈ V × V | d(x,y) 6= δ(x,y)} it
holds that |D| 6 2k. Note that for all x ∈ V it holds d(x, x) = δ(x, x) =  and
therefore (x, x) /∈ D. The set D can be partitioned into the two subsets
D1 = {(x,y) | d(x,y) = 1∧ δ(x,y) = 0}, and
D2 = {(x,y) | d(x,y) = 0∧ δ(x,y) = 1}.
Hence, (x,y) ∈ D1 if and only if {x,y} ∈ E \ E ′, and (x,y) ∈ D2 if and only if
{x,y} ∈ E ′ \ E. As (E \ E ′) ∪ (E ′ \ E) = (E∆E ′) it holds that, (x,y) ∈ D if and
only if {x,y} ∈ E∆E ′. As d and δ are symmetric, it also holds that (x,y) ∈ D
if and only if (y, x) ∈ D. Hence, {x,y} ∈ E∆E ′ if and only if (x,y) ∈ D
and (y, x) ∈ D. This reflects the fact, that an edge edit {x,y} ∈ E∆E ′ in G
corresponds to the two symmetric edits (x,y), (y, x) ∈ D in d. Therefore,
|D| = |{(x,y) | d(x,y) 6= δ(x,y)}| = 2|E∆E ′| 6 2k.
Next, it is shown that a solution of the Cograph Editing problem for
G and k can be constructed from a solution of the Symbolic Ultrametric
Editing problem for d and 2k. Let δ : V ×V → M˜ be a symbolic ultrametric
such that |D| = |{(x,y) | d(x,y) 6= δ(x,y)}| 6 2k. Note, the latter allows both
M˜ ⊆ M or M ⊆ M˜, however, in all cases it is assumed that 1 ∈ M˜.
Furthermore, let G ′ = (V ,E ′) be a simple graph, such that for all x,y ∈ V it
holds that {x,y} ∈ E ′ if and only if δ(x,y) = 1. By Theorem 5.3 (S3’) it holds
that G ′ = G1 and hence, G ′ is a cograph. It remains to show that |E∆E ′| 6 k.
By construction, for all x ∈ V , d(x, x) = δ(x, x) =  and {x, x} /∈ E∆E ′. Let
D = {(x,y) | d(x,y) 6= δ(x,y)}. Note that for all distinct x,y ∈ V it holds that
d(x,y) ∈ {0, 1}. Hence, D can be partitioned into the four subsets
D1 = {(x,y) | d(x,y) = 1∧ δ(x,y) = 0},
D2 = {(x,y) | d(x,y) = 0∧ δ(x,y) = 1},
D3 = {(x,y) | d(x,y) = 1∧ δ(x,y) ∈ M˜ \ {0, 1}}, and
D4 = {(x,y) | d(x,y) = 0∧ δ(x,y) ∈ M˜ \ {0, 1}}.
For these subsets of D it holds that if (x,y) ∈ D1 then {x,y} ∈ E \ E ′, and
if (x,y) ∈ D2 then {x,y} ∈ E ′ \ E. Furthermore, δ(x,y) ∈ M˜ \ {0, 1} implies
that {x,y} /∈ E ′ and it follows that if (x,y) ∈ D3 then {x,y} ∈ E \ E ′, and
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if (x,y) ∈ D4 then {x,y} /∈ E∧ {x,y} /∈ E ′. For all remaining x,y ∈ V , i.e.,
for which d(x,y) = δ(x,y), it holds that {x,y} /∈ E \ E ′ and {x,y} /∈ E ′ \ E. It
follows that {x,y} ∈ E \ E ′ if and only if (x,y) ∈ D1 ∪D3, and {x,y} ∈ E ′ \ E
if and only if (x,y) ∈ D2. As before, due to the symmetry of the maps d
and δ, two symmetric edits (x,y), (y, x) ∈ D in d correspond to at most
one edge edit {x,y} ∈ E∆E ′ in G. Finally, 2|E∆E ′| = 2|E \ E ′|+ 2|E ′ \ E|) =
|D1 ∪D3|+ |D2| 6 |D| 6 2k. Hence, |E∆E ′| 6 k.
Thus, Symbolic Ultrametric Editing is NP-complete.
Theorem 5.5. Symbolic Ultrametric Completion is NP-complete.
Proof. NP-completeness of Symbolic Ultrametric Completion is shown
by reduction from Cograph Completion. The proof idea is similar to the
proof of Theorem 5.4.
Let G = (V ,E) be an arbitrary simple graph and let d : V × V → M be a
map, as defined in the proof of Theorem 5.4:
d(x,y) = d(y, x) =

, if x = y,
1, if {x,y} ∈ E, and
0, if {x,y} /∈ E.
Let there be a solution G ′ = (V ,E ′) for the Cograph Completion problem
for G and k, i.e., E ⊆ E ′ and |E ′ \ E| 6 k. It is shown that there is a solution
for the Symbolic Ultrametric Completion problem for d and 2k. Define
the map δ : V × V →M as in the proof of Theorem 5.4:
δ(x,y) = δ(y, x) =

, if x = y,
1, if {x,y} ∈ E ′, and
0, if {x,y} /∈ E ′.
Again, it is easy to verify that δ is a symbolic ultrametric by application of
Theorem 5.3. Moreover, by construction δ(x,y) = d(x,y) for all x,y ∈ V
whenever {x,y} ∈ E ⊆ E ′ and hence, for all x,y ∈ V with d(x,y) 6= 0.
It remains to show that for D = {(x,y) ∈ V × V | 0 = d(x,y) 6= δ(x,y)} it
holds that |D| 6 2k. Note that for all x ∈ V it holds that d(x, x) = δ(x, x) = 
and therefore (x, x) /∈ D. Moreover,
D = {(x,y) | d(x,y) = 0∧ δ(x,y) = 1}.
Hence, (x,y), (y, x) ∈ D if and only if {x,y} ∈ E ′ \ E. Therefore, |D| = 2|E ′| 6
2k.
Next, it is shown that a solution of the Cograph Completion problem
for G and k can be constructed from a solution of the Symbolic Ultramet-
ric Completion problem for d and 2k. Let δ : V × V → M˜ be a symbolic
ultrametric s.t. |D| 6 2k and δ(x,y) = d(x,y) if d(x,y) 6= 0. Note, the latter
allows both M˜ ⊆ M or M ⊆ M˜, however, in all cases it is assumed
that 1 ∈ M˜. Furthermore, let G ′ = (V ,E ′) be a simple graph, such that for
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all x,y ∈ V it holds that {x,y} ∈ E ′ if and only if δ(x,y) = 1. By Theorem 5.3
(S3’), it holds that G ′ = G1 and hence, G ′ is a cograph. It remains to show
that |E ′ \ E| 6 k. By construction, for all x ∈ V , d(x, x) = δ(x, x) =  and
{x, x} /∈ E ′. Note that for all distinct x,y ∈ V it holds for the map associated
to G that d(x,y) ∈ {0, 1}. Hence, D can be partitioned into
D1 = {(x,y) | d(x,y) = 0∧ δ(x,y) = 1}, and
D2 = {(x,y) | d(x,y) = 0∧ δ(x,y) ∈ M˜ \ {0, 1}}.
Thus, if (x,y), (y, x) ∈ D1, then {x,y} ∈ E ′ \ E. Therefore, 2(|E ′ \ E|) = |D1| 6
|D| 6 2k and thus, |E ′ \ E| 6 k.
Hence, Symbolic Ultrametric Completion is NP-complete.
Using similar arguments as in the proof of Theorem 5.5 one can infer the
NP-completeness of Symbolic Ultrametric Deletion by reduction from
Cograph Deletion.
Theorem 5.6. Symbolic Ultrametric Deletion is NP-complete.
5.5.2 Integer Linear Program
It has been shown in Chapter 4 that the cograph editing problem is amenable
to formulations as integer linear program (ILP). Here, these results are ex-
tended to solve the problems Symbolic Ultrametric Editing, Comple-
tion, Deletion. Let d : V × V → M be an arbitrary symmetric map with
M = {0, 1, . . . ,k} and K|V | = (V ,E =
(
V
2
)
) be the corresponding com-
plete graph with edge-coloring such that each edge {x,y} ∈ E obtains color
d(x,y) = d(y, x).
For each of the three problems and hence, a given symmetric map d, the
binary constants dixy are defined for each distinct x,y ∈ V and i ∈ M with
dixy = 1 if and only if d(x,y) = i. Moreover, the binary variables Eixy are
defined for all i ∈M and x,y ∈ V that reflect the coloring of the edges in the
complete graph K|V | of the final symbolic ultrametric δ, i.e., Eixy is set to 1 if
and only if δ(x,y) = i.
In order to find the closest symbolic ultrametric δ, the objective function
is to minimize the symmetric difference of the d and δ among all different
symbols i ∈M:
min
∑
i∈M
( ∑
(x,y)∈V
(1− dixy)E
i
xy +
∑
(x,y)∈V
dixy(1− E
i
xy)
)
(SU-Obj)
The same objective function can be used for Symbolic Ultrametric Com-
pletion and Deletion.
In case of Symbolic Ultrametric Completion it must be ensured that
δ(x,y) = d(x,y) for all d(x,y) 6= 0. Hence, for all x,y with d(x,y) = i 6= 0
the following constraint is required.
Eixy = 1. (SU-Comp)
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In case of Symbolic Ultrametric Deletion it must be ensured that
δ(x,y) = d(x,y) or δ(x,y) = 0 or, in other words, for all d(x,y) = i 6= 0
it must hold that either Eixy = 1 or E0xy = 1 Hence, for all x,y ∈ V the
following constraint is required.
E0xy = 1, if d(x,y) = 0 and E
i
xy + E
0
xy = 1, else. (SU-Del)
For Symbolic Ultrametric Editing neither Constraint (SU-Comp) nor
(SU-Del) is needed. However, all three problems require the following.
Each pair (x,y) with x 6= y has exactly one value i ∈ M assigned to it
which is expressed by the following constraint.∑
i∈M
Eix,y = 1 and E
i
xy − E
i
yx = 0 for all x,y ∈ V . (SU-Aux)
In order to satisfy Condition (S2’), and thus, that all induced triangles have
at most two colors on the edges, the following constraint is required.
Eixy + E
j
yz + E
k
xz 6 2 (SU-Tri)
for all ordered tuples (i, j,k) of distinct i, j,k ∈ M and pairwise distinct
x,y, z ∈ V .
Finally, in order to satisfy Condition (S3’), and thus, that each mono-
chromatic subgraph comprising all edges with fixed color i is a cograph,
the following constraint, that forbids induced P4’s, is required.
Eixy + E
i
yu + E
i
uv − E
i
xu − E
i
xv − E
i
yv 6 2 (SU-P4)
for all i ∈M and all ordered tuples (x,y,u, v) of distinct x,y,u, v ∈ V .
It is easy to verify that the ILP formulation needs O(|M||V |2) variables and
O(|M|3|V |3 + |V |4) constraints.
5.6 summary
In this chapter three equivalent characterizations for tree representable sets
of symmetric relations have been given.
1. A characterization as symbolic ultrametric, which has been introduced
by Böcker and Dress (1998),
2. a characterization by means of consistent sets of rooted triples derived
by some pattern based rules, and
3. a characterization based on the monochromatic subgraphs Gi being
cographs and the Triangle-Condition.
For each characterization, it is argued in which way the algorithms pre-
sented in Chapter 4 can be utilized for recognizing if a given set of relations
is tree representable, and, in case it is, constructing the corresponding tree
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representation. Furthermore, it has been shown that the problem of sym-
bolic ultrametric editing, deletion, and completion is NP-complete and cor-
responding ILP formulations for all three problems are given.
These results are generalized for sets of non-symmetric relations in the
next chapter.
6
T R E E R E P R E S E N TA B L E S E T S O F N O N - S Y M M E T R I C
R E L AT I O N S
The previous chapter has been concerned with tree representable setsof symmetric relations are considered. The phylogenetic backgroundbehind that concept is based on the idea that a pair of genes stems
from a certain evolutionary event, e.g., speciation, duplication, or horizontal
gene transfer (HGT). This gives rise to an event-labeled gene tree T with each
inner vertex being labeled with its respective evolutionary event. However,
the HGT event is an asymmetric event, where a gene is transmitted horizon-
tally from a donor species towards a recipient species and it is possible to
determine the direction of that event from biological data (Ravenhall et al.,
2015). Moreover, even the duplication event can be considered as a directed
event. This can be either in terms of function, i.e., the function of the “orig-
inal” gene is remain the same, while the “copy” obtains a new function, or
it can be in terms of location, i.e., the “original” gene remains at the same
locus on the genome, while the “copy” is translocated to a distant locus.
Therefore, the inherently asymmetric nature of HGT events and (to some
degree) duplication events, suggests to relax the symmetry assumption and
explore a generalization towards directed graphs and (non-symmetric) sym-
bolic ultrametrics. From the mathematical point of view it seems natural to
ask which systems of binary relations on a set V (of genes) can be repre-
sented by a (phylogenetic) tree T with leaf set V and a suitable labeling of
“directed” event types on the internal vertices of T . To this end, the theory
of 2-structures (Ehrenfeucht and Rozenberg, 1990b; Ehrenfeucht and Rozen-
berg, 1990a) as well as the generalization of cographs by means of directed
graphs (Crespelle and Paul, 2006) provides an interesting starting point. It
should be noted that the notation “non-symmetric” is used to emphasize
the difference to the symmetric case as discussed in Chapter 5. However,
“non-symmetric relations” are a generalization of symmetric relations, i.e.,
relations without the restriction of being symmetric.
In Section 6.2 a formal definition of tree representable sets of non-
symmetric relations is given. Existing results concerning di-cographs are
briefly surveyed in Section 6.3. In Section 6.4 a generalized version of sym-
bolic ultrametrics is presented. Section 6.5 establishes the characterization
of 2-structures that have a particular tree-representation in terms of sym-
bolic ultrametrics, di-cographs, and so-called 1-clusters, which are obtained
from the tree-representation of the respective di-cographs. Section 6.6 deals
with the algorithmic approaches for recognizing if a set of non-symmetric
relations is tree representable or not and, in case it is, constructing the cor-
responding tree representation. Finally, in Section 6.7 the problem of mini-
mally editing a given set of non-symmetric relations such that it becomes
tree representable is presented in terms of an ILP formulation.
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Most of the work presented in this chapter, including the main theorems
and algorithmic ideas, was recently published in Hellmuth, Stadler, and
Wieseke [2016].
6.1 sets of non-symmetric relations , graphs , maps , and 2-
structures
Without stating it each time, all sets of non-symmetric relations R =
{R1, . . . ,Rk} considered throughout this chapter are assumed to be pairwise
disjoint, i.e., for each pair of elements x,y ∈ V and distinct i 6= j it holds that
if (x,y) ∈ Ri then (x,y) /∈ Rj.
In analogy to sets of symmetric relations, there are alternative representa-
tions of sets of non-symmetric relations. One alternative representation is by
means of directed edge-colored graphs. Therefore, let R = {R1, . . . ,Rk} with
Ri ⊆ V×irr be a set of pairwise disjoint non-symmetric relations. Construct
the directed graph GR = (V ,E) on the same vertex set V with E =
⋃k
i=1 Ei
and Ei = {(x,y) | (x,y) ∈ Ri}. Moreover, the corresponding edge-coloring
ψ : E → {1, . . . ,k} is given by ψ(x,y) = i if and only if (x,y) ∈ Ei, i.e.,
(x,y) ∈ Ri. Note that this implies for all pairs (x,y) /∈
⋃k
i=1 Ri, which are in
none of the relations R1, . . . ,Rk, that (x,y) /∈ E. Such a graph GR is called a
graph representation of R.
Another representation is by means of maps δ : V × V → M, with M =
{0, . . . ,k} and M :− M ∪ {}. Given a set of non-symmetric relations R =
{R1, . . . ,Rk} the construction of the corresponding map δR is identical as
in Chapter 5, but without the restriction of δ being symmetric. That is, for
any distinct x,y ∈ V it holds that (x,y) ∈ Ri if and only if δR(x,y) = i.
Moreover, δR(x, x) =  for all x ∈ V and δR(x,y) = 0 if and only if x 6= y
and (x,y) /∈ ⋃ki=1 Ri. The map δR is called a map representation of R.
2-structures, which play a key role in this contribution, can be considered
as edge-colored complete graphs. Given a 2-structure g = (V ,Υ,ϕ) with
vertices V , labels Υ = {0, . . . ,k} and a labeling map ϕ := V×irr → Υ, the
corresponding directed edge-colored graph is given by G = (V ,E) with E =⋃k
i=1 Ei and Ei = {(x,y) | ϕ(x,y) = i}. The corresponding edge-coloring
ψ : E → {1, . . . ,k} is given by ψ(x,y) = i if and only if (x,y) ∈ Ei, i.e.,
ϕ(x,y) = i. Note that the label 0 ∈ Υ is selected to denote the non-edges in G.
To construct a 2-structure from a given edge-colored graph G = (V ,E), it is
assumed that the edge-coloring ψ : E→ {1, . . . ,k} did not use the color 0. For
the labeling map of the corresponding 2-structure, one sets ϕ(x,y) = 0 for all
non-edges of G. Clearly, 2-structures are also equivalent to non-symmetric
maps δ : V × V → M for which δ(x,y) =  if and only if x = y holds
(Condition (S0)). Therefore, one can set ϕ(x,y) = δ(x,y) for all x 6= y and
δ(x, x) =  for all x ∈ V . Note that ϕ is defined on V×irr and therefore ϕ(x, x)
is undefined for all x ∈ V . Additionally, 2-structures are also equivalent to
sets of pairwise disjoint relations R = {R1, . . . ,Rk}. Thereby, gR = (V ,Υ,ϕ)
with Υ = {0, . . . ,k} and ϕ(x,y) = i if and only if (x,y) ∈ Ri and ϕ(x,y) = 0
if (x,y) is not present in any of these relations. The 2-structure gR is called
a 2-structure representation of R.
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Throughout this chapter, the monochromatic subgraph of an edge-colored
graph G that contains only edges with color i is denoted by Gi. Formally,
Gi = (V ,Ei) with edge set Ei = {(x,y) ∈ V×irr | (x,y) ∈ Ri}. To simplify nota-
tion in the proofs, the non-edges in GR are treated like edges, having color
0. Thus, G0 denotes the complement GR of GR and represents the pairs of
elements which are in none of the relations Ri, respectively having a value
of 0 in ϕ and δ. Since the equivalences between sets of non-symmetric rela-
tions R and their corresponding non-symmetric map δR and 2-structure gR,
the notations Gi(δ), and Gi(g) are used to refer to the respective represen-
tation being either the map representation or the 2-structure representation.
Note that, the graph representation GR is a complete graph if and only if
R is complete. If this is not the case, one can always construct the relation
R0 = {(x,y) ∈ V×irr | (x,y) /∈
⋃k
i=1 Ri} and it follows that {R0, . . . ,Rk} is a
complete set of pairwise disjoint non-symmetric relations.
6.2 tree representation
For a tree representable sets of symmetric relations R = {R1, . . . ,Rk} with
tree representation (TR, tR), a pair of elements (x,y) being in relation Ri
implies that the lowest common ancestor of x and y in the tree T is labeled
with i. The interesting point here is that (x,y) ∈ Ri does not only denote a
property of x and y, but also of the lowest common ancestor v = lcaTR(x,y).
In the context of gene trees, this property refers to the evolutionary event,
which led to the divergence of an ancestral gene v However, sets of sym-
metric relations are insufficient for modeling the HGT event properly. For
HGT events, it can be distinguished, which is the donor and which is the
recipient species. Thus, it would be better to represent this circumstance as
two independent relations R−−−→
HGT
and R←−−−
HGT
. Thereby (x,y) ∈ R−−−→
HGT
denotes
that a HGT event took place at the lowest common ancestor of x and y, and
gene x is from the donor species or from a descendant thereof). On the other
hand, (x,y) ∈ R←−−−
HGT
denotes that a HGT event took place at the lowest com-
mon ancestor of x and y, and gene x is from the recipient species (or from a
descendant thereof).
Sets of non-symmetric relations can model this circumstance, as (x,y) can
be in a different relation compared to (y, x). The goal is, to obtain a tree TR,
that reflects this set of non-symmetric relations. In this tree, an inner vertex v,
which is the lowest common ancestor of some leaf x and some leaf y would
get the labels i and j, whenever (x,y) ∈ Ri and (y, x) ∈ Rj. One can write
the labels of v as an ordered pair (i, j). In case of TR being a binary tree, this
denotes that the leaves in the left subtree are in relation i to the leaves in the
right subtree, and the leaves in the right subtree are in relation j to the leaves
in the left subtree. Note that this requires an order relation 6L between the
leaves in the left and in the right subtree of v.
If a tree exists, together with an ordering on the leaves and a respective
labeling of the inner vertices, that reflect the set of relations R, then it is
called a tree representation of R. Formally, this is:
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Definition 15 (tree representation of sets of non-symmetric relations). Let
R = {R1, . . . ,Rk}, Ri ∈ V×irr be a set of pairwise disjoint non-symmetric relations
and R0 := {(x,y) | (x,y) /∈
⋃k
i=1 Ri, x 6= y} be the remaining pairs that are in
none of the relations R1 to Rk. A tree representation of R is a pair (TR, tR) of an
ordered tree TR = (W,E) with leaf set L(TR) = V together with an order relation
6L on the leaves, and a labeling tR : W◦ → {0, . . . ,k}× {0, . . . ,k} on the inner
vertices of TR such that for all x,y ∈ L(TR) with x 6L y it holds that (x,y) ∈ Ri
and (y, x) ∈ Rj if and only if tR(lca(x,y)) = (i, j). If such a pair (TR, tR) exists,
then R is said to be tree representable.
Note that in the previous definition R ∪ R0 is a complete set of pairwise
disjoint non-symmetric relations, as R0 contains all remaining pairs (x,y)
which are in none of the relations Ri. In what follows, for all sets of relations
R it is considered that R0 ∈ R and therefore, R is complete.
As sets of non-symmetric relations, directed edge-colored simple graphs,
non-symmetric maps, and 2-structure are interchangeable, the tree represen-
tation (TR, tR) of a set of symmetric relations R is also a tree representation
of the corresponding graph, map, and 2-structure representations GR and
δR, and gR, respectively. Hence, throughout this chapter the term “tree rep-
resentation” is used for such sets of relations, graphs, maps, and 2-structures
interchangeably.
6.3 di-cographs
Since (undirected) cographs play a central role in the characterization of tree
representable sets of symmetric relations, it seems reasonable to consider
directed cographs, or di-cographs for short, for a characterization of tree
representable sets of non-symmetric relations. Di-cographs are a generaliza-
tion of the better-known undirected cographs (Corneil, Lerchs, and Burling-
ham, 1981; Brandstädt, Spinrad, et al., 1999). In the case of di-cographs, the
so-called order composition is added, which amounts to a directed variant
of the join operation. More precisely, let {G1, . . . ,Gk} be a set of k disjoint
di-graphs. The disjoint union of the Gis is the di-graph whose connected
components are precisely the Gis. The series composition of the Gis is the
union of these k graphs plus all possible edges between vertices of different
Gis. The order composition of the Gis is the union of these k graphs plus
all possible edges from Gi towards Gj, with 1 6 i < j 6 k. An example of
a cograph, which is constructed using all three composition operations, is
depicted in Figure 18 (left).
Di-cographs are also characterized by the collection of forbidden induced
subgraphs shown Figure 19 (Crespelle and Paul, 2006). Recall that an undi-
rected graph is a cograph, if and only if it does not contain a P4 as an induced
subgraph (Corneil, Lerchs, and Burlingham, 1981). For an undirected graph
G = (V ,E) and the directed variant G ′ = (V ,E ′ := {(x,y), (y, x) | {x,y} ∈ E})
the following statement holds.
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a b
cd
~1
0
a b
1
c d
Figure 18: Example of a di-cograph G together with its cotree. G does not contain
any of the forbidden subgraphs shown in Figure 19. The depicted co-
graph can be constructed from the four single vertex graphs G[a], G[b],
G[c], and G[d] by first constructing G[{a,b}] by a disjoint union of G[a]
and G[b], next constructing G[{c,d}] by a series composition of G[c] and
G[d], and finally constructing G by an order composition of G[{a,b}] and
G[{c,d}].
Lemma 6.1. Let G = (V ,E) be an undirected graph and G ′ = (V ,E ′ :=
{(x,y), (y, x) | {x,y} ∈ E}) its directed variant. Then G is a cograph if and only
if G ′ is a di-cograph.
Proof. Since G ′ is the directed variant of an undirected graph G it holds
that (x,y) ∈ E ′ if and only if (y, x) ∈ E ′. It is easy to see that from all the
forbidden subgraphs G ′ can only contain the directed version of a P4 (as
shown if Figure 19). Hence, G ′ is no di-cograph if and only if it contains
a (directed) P4. However, by construction of G ′ it holds that G ′ contains a
(directed) P4 if and only if G contains an (undirected) P4 and therefore, G is
no cograph. Thus, G is a cograph if and only if G ′ is a di-cograph.
For simplicity, one can use for a di-cograph G and its respective cotree T
the labeling map t : V0(T)→ {0, 1,−→1 } defined by
t(lca(x,y)) =

0, if (x,y), (y, x) /∈ E(G) (“parallel”),
1, if (x,y), (y, x) ∈ E(G) (“series”),and
−→
1 , else (“order”).
Since the vertices in the cotree T are ordered, the label
−→
1 on some lca(x,y)
of two distinct leaves x,y ∈ Lmeans that there is an edge (x,y) ∈ E(G), while
(y, x) /∈ E(G), whenever x is placed to the left of y in T , see Figure 18 for an
example. For a given cotree T and an inner vertex v, the strong module L(v)
of a di-cograph is called parallel, series, or order, if it is labeled 0, 1 and
−→
1 ,
respectively. The modular decomposition of a di-graph that is not a cograph
also contains strong modules that are neither parallel, nor series, nor order.
Such modules are called prime.
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A B
C3 D3 D3
N N
P4
Figure 19: Forbidden subgraphs for di-cographs. A di-graph G is a di-cograph if
and only if it does not contain one of these graphs as an induced sub-
graph. Following Engelfriet et al. (1996) the graphs are denoted from left
to right by A,B (top line), C3,D3,D3 (middle line), and N,N,P4 (bottom
line).
6.4 non-symmetric symbolic ultrametrics
In this Section symbolic ultrametrics are generalized with respect to non-
symmetric maps δ.
In case of a symmetric map δ : V ×V →M∪, the map has to satisfy Con-
dition (S0) to (S3) from Definition 14, in order to be a symbolic ultrametric.
Recall, that these are:
(S0) δ(x,y) =  if and only if x = y.
(S1) δ(x,y) = δ(y, x) for all x,y ∈ X.
(S2) |{δ(x,y), δ(x, z), δ(y, z)}| 6 2 for all x,y, z ∈ V .
(S3) there exist no pairwise distinct w, x,y, z ∈ V with δ(w, x) = δ(x,y) =
δ(y, z) 6= δ(w,y) = δ(w, z) = δ(x, z).
Moreover, by Theorem 5.3 symmetric symbolic ultrametrics can be char-
acterized by means of their graph representations by exchanging Condition
(S3) by
(S3’) Gi is a (undirected) cograph for all i ∈M = {0, . . . ,k},
with Gi being the monochromatic subgraph of the (undirected) graph GR
consisting of all vertices v ∈ V and having all edges of color i.
Condition (S0) refers to the “diagonal”, i.e., the labels chosen for δ(x, x)
for any x ∈ V . In particular it restricts these labels to be always , while for
all x 6= y it holds δ(x,y) 6= . By restricting δ to V×irr, i.e., δ : V×irr →M one can
omit Condition (S0) and the additional symbol  without loss of generality.
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Since 2-structures, that play a key role in this contribution, are defined on
V×irr only, this simplifies the presentation of the close relationships between
2-structures and non-symmetric symbolic ultrametrics. Furthermore, Condi-
tion (S1) restricts δ to by symmetric. To include also the non-symmetric case,
Condition (S1) can be omitted, too.
Consider a map δ : V×irr → M and two distinct vertices x,y ∈ V . The
set of labels assigned to the pairs (x,y) and (y, x) is denoted by Dxy :=
{δ(x,y), δ(y, x)}. Note that by construction, it holds that Dxy = Dyx and
|Dxy| = 1 if and only if δ(x,y) = δ(y, x). For any three pairwise distinct
vertices x,y, z ∈ V , the set of distinct label pairs Dxy, Dxz, and Dyz is de-
noted by Dxyz := {{Dxy}, {Dxz}, {Dyz}}. Note that |Dxyz| 6 3 holds for all
x,y, z ∈ V .
Remind that Gi(δ) = (V ,Ei) denotes the di-graph with edge set Ei =
{(x,y) ∈ V×irr | δ(x,y) = i} for all i ∈ M. Now, non-symmetric symbolic
ultrametrics can be defined as follows:
Definition 16. A non-symmetric symbolic ultrametric on V is a map δ : V×irr →
M satisfying the following two conditions.
(N1) Gi(δ) is a di-cograph for all i ∈M.
(N2) |Dxyz| 6 2 for all x,y, z ∈ V .
In the following, Condition (N2) is also called the “∆(xyz)-Condition” or
simply “Triangle-Condition”.
It is not hard to see that symmetric symbolic ultrametrics are cov-
ered by non-symmetric symbolic ultrametrics in the sense of Defini-
tion 16 with a symmetric map δ. Condition (S1) constitutes symme-
try of δ. Moreover, if δ is a symmetric symbolic ultrametric in the
sense of Definition 14, then the Triangle-Condition states that |Dxyz| =
|{{δ(x,y),δ(y, x)},{δ(x, z),δ(z, x)},{δ(z,y),δ(y, z)}}| = |{δ(x,y),δ(x, z),δ(y, z)}| 6
2. Hence, (S2) and (N2) are equivalent. Condition (N1) simplifies for sym-
metric maps to the statement that Gi(δ) must be an undirected cograph for
all i ∈M. Then, by Lemma 6.1, the undirected graph Gi(δ) is a cograph if its
directed variant is a di-cograph. Hence, for a symmetric map δ, Condition
(N1) and (S3’) are equivalent. Thus, Definition 16 serves as a natural gener-
alization of symbolic ultrametrics to maps that do not necessarily fulfill the
symmetry Condition (S1).
Up to this point, it has been shown that a symmetric map δ is tree rep-
resentable if it is a non-symmetric symbolic ultrametric in the sense of Def-
inition 16. It remains to show that also a non-symmetric map δ is tree rep-
resentable if it is a non-symmetric symbolic ultrametric. This is shown in
Section 6.5.2.
6.5 characterization
Let R = {R0, . . . ,Rk} be a set of pairwise disjoint non-symmetric relations.
The goal of this section is to characterize those R that are tree representable
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by means of Definition 15. First, it is shown that a certain class of 2-structures,
that are investigated by Engelfriet et al. (1996) 20 years ago, already charac-
terizes tree representable sets of non-symmetric relations. Moreover, it is also
shown that non-symmetric symbolic ultrametrics in the sense of Definition
16 are another characterization. Finally, the connection between 2-structures
g and certain modules in the modular decomposition of the underlying
graphs Gi(g) are established. This gives rise to a third characterization.
6.5.1 Characterization by Means of 2-Structures
In what follows, it is shown that tree representable sets of non-symmetric re-
lations can be characterized by a certain class of 2-structures, called uniformly
non-prime (unp) 2-structures. This class, which was heavily investigated by
Engelfriet et al. (1996), is given by the following definition.
Definition 17. A 2-structure h = (Vh,Υ,ϕ) is uniformly non-prime (unp), if
it does not have a prime substructure h of size |Vh| > 3.
In what follows, it is shown that for a given set of non-symmetric relations
R and the corresponding 2-structure gR, the modular decomposition tree TR
of gR, together with a certain labeling tR, is a tree representation of R, if and
only if gR is a unp 2-structure. To simplify the notation, the 2-structure gR is
denoted by g in the following and the modular decomposition tree TR and
its labeling tR are denoted by Tg and tg, respectively, to point out that they
are obtained from the 2-structure g.
Assume that Tg is the modular decomposition tree of a 2-structure g. Then
each vertex v ∈ V(Tg) corresponds to a strong module M ∈Mstr(g) of g and
vice versa. Precisely this means, that for every strong module M ∈ Mstr(g)
there is a vertex v ∈ V(Tg) and for every vertex v ∈ V(Tg) there is a strong
module M ∈ Mstr(g) such that M = L(v). In the following, it is said that
vertex v represents the module M whenever M = L(v).
In order to infer the labeling tg from the tree Tg, the labels ϕ(x,y) of all
pairs of distinct leaves x,y ∈ L(Tg), and thus of V , have to be considered.
Hence, tg has to be a labeling map that assigns this information to the inner
vertices of Tg.
Before tg can be defined, a useful property of modules is given first.
Lemma 6.2 (Ehrenfeucht and Rozenberg, 1990b). Let X, Y ∈ M(g) be two
disjoint modules of the 2-structure g = (V ,Υ,ϕ). Then there are labels i, j ∈ Υ
such that ϕ(x,y) = i and ϕ(y, x) = j for all x ∈ X and all y ∈ Y.
By the Lemma 6.2 and with {M1, . . . ,Mk} = Pmax(g) being the maximal
strong partition of g, the quotient g/Pmax(g) is well-defined. Recall that a
quotient g/Pmax(g) is obtained from g by contracting each module in M ∈
Pmax(g) into a single vertex, and then inheriting the edge classes from g.
Although 2-structures are not necessarily prime, linear, or complete, their
quotients g/Pmax(g) are always of one of these types.
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Lemma 6.3 (Ehrenfeucht and Rozenberg, 1990a; Engelfriet et al., 1996). Let g
be a 2-structure. Then the quotient g/Pmax(g) is either linear, complete, or prime.
If g is unp, then g/Pmax(g) is either linear or complete.
Note that the maximal strong partition Pmax(g) = {M1, . . . ,Mk} ⊆ Mstr
contains only strong modules of g and that
⋃
Mi∈Pmax(g)Mi = V . More-
over, for the root ρ of Tg it holds that L(ρ) = V while for the children
v1, . . . , vk of ρ it holds that M1 = L(v1) to Mk = L(vk). Now, for each
Mi ∈ Pmax(g) and therefore, for each vi one can define the substructure
g[Mi] with Pmax(g[Mi]) being the maximal strong partition of g[Mi] and the
elements from Pmax(g[Mi]) are represented by the children of vi. This recur-
sive procedure leads to the tree Tg with each vertex v ∈ V(Tg) representing
a strong module M = L(v) ∈ Mstr(g) and the corresponding substructure
g[M] = g[L(v)].
To simplify the language, an inner vertex v of Tg, i.e., the strong module
M = L(v) that is represented by v, is said to be linear, complete, or prime,
whenever the quotient g[M]/Pmax(g[M]) of the substructure g[M] is linear,
complete, or prime, respectively.
Now, a labeling tg for the modular decomposition tree Tg of a 2-structure
g can be defined as follows.
Definition 18. Let g = (V ,Υ,ϕ) be a 2-structure and Tg = (W,E) be the modular
decomposition tree of g. Let M ∈ Mstr(g) be a strong module of g and let v be
the corresponding vertex of Tg with M = L(v). Moreover, let {M1, . . . ,Mk} =
Pmax(g[M]) be the maximal strong partition of the substructure g[M] and, in case
M is a linear module, assume that M1, . . . ,Ml are ordered such that ϕ(x,y) = i
andϕ(y, x) = j for some i, j ∈ Υ if and only if x ∈Mr,y ∈Ms and 1 6 r < s 6 k.
Then the labeling map tg : W◦ → Υ×Υ is defined by tg(v) = (ϕ(x,y),ϕ(y, x))
for some x ∈Mr,y ∈Ms and 1 6 r < s 6 k.
Note that for arbitrary 2-structures this labeling is not necessarily unique,
since the labeling tg(v) = (ϕ(x,y),ϕ(y, x)) is chosen by some arbitrarily
selected x ∈ Mr,y ∈ Ms with 1 6 r < s 6 k. However, in what follows, it
is shown that the labeling is unique in case of g being unp. Moreover, it is
shown that a set of non-symmetric relations is tree representable if and only
if its corresponding 2-structure is unp.
Remind that by Definition 17 a 2-structure is unp if it does not contain
any prime substructure h of g with size |Vh| > 3. However, it was shown by
Engelfriet et al. (1996) that instead of considering all substructures of g, it is
sufficient to either consider only those substructures, that are obtained from
the strong modules Mstr(g) of g, or to consider only substructures of small
size. The following Lemma from Engelfriet et al. (1996) summarizes these
equivalencies.
Lemma 6.4 (Engelfriet et al., 1996). If g is a 2-structure then the following state-
ments are equivalent:
1. g is unp.
2. for each strong moduleM ∈Mstr(g) the quotient g[M]/Pmax(g[M]) is linear
or complete.
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3. g has no prime substructure of size 3 or 4.
Note that in the following, only unp 2-structures are considered and there-
fore, by Lemma 6.4 for all strong modules M ∈ Mstr(g) (,i.e., the quotient
g[M]/Pmax(g[M])) is always linear or complete. This implies, that all vertices
from the modular decomposition tree Tg of g (which represent those strong
modules) are either linear or complete.
The following theorem gives the characterization of tree representable sets
of non-symmetric relations by means of unp 2-structures.
Theorem 6.1. Let R = {R1, . . . ,Rn} be a set of pairwise distinct non-symmetric
relations and g = (V ,Υ,ϕ) the corresponding 2-structure representation. Further-
more, let Tg be the modular decomposition tree of g and assume that there is an
order 6L on the leaves of Tg that is in accordance to the order given by the children
of all linear vertices in Tg. Let tg be the labeling map as given by Definition 18.
Then R = {R1, . . . ,Rn} is tree representable if and only if g is a unp 2-structure.
Moreover, (Tg, tg) is the tree representation of R.
Proof. ⇒: If g is a unp 2-structure then by Lemma 6.4 any strong moduleM ∈
Mstr(g) (i.e., the quotient g[M)]/Pmax(g[M])) is either linear or complete.
Hence, each vertex in the modular decomposition tree Tg of g is linear or
complete. Let v ∈ V(Tg) such a vertex and letM = L(v) be the strong module
represented by v. Moreover, let {M1, . . . ,Mk} = Pmax(g[M]) the maximal
strong partition of the substructure g[M] If v is complete then for all x ∈Mr,
y ∈ Ms, s 6= r it holds that ϕ(x,y) = ϕ(y, x) = i for some i ∈ Υ. Thus,
the labeling tg(v) = (i, i) is proper. If v is linear then, by construction, the
children M1, . . . ,Mk of v are in an order such that for all different x ∈
Mr,y ∈ Ms and 1 6 r < s 6 k it holds that ϕ(x,y) = i and ϕ(y, x) = j
for some i, j ∈ Υ. Thus, the labeling tg(v) = (i, j) is proper. Hence, g and
therefore, R is tree representable with (Tg, tg) being a tree representation.
⇐: If g is not a unp 2-structure then, by definition, g contains a prime
substructure h of size |Vh| > 3. Thus, M(h) consists of trivial modules only.
Assume for contradiction that there is a tree representation (Tg, tg) of R and
therefore, of g.
First it is shown by contradiction that Tg cannot display any triple (xy|z)
with x,y, z ∈ Vh. If Tg displays such a triple (xy|z), then there must be a
vertex v ∈ V(Tg) with x,y ∈ L(v) and z /∈ L(v). Thus, for all z ′ ∈ V \
L(v) there exists a vertex lca(L(v) ∪ z ′) = u ∈ V(Tg) with v Tg u and
tg(u) = (i, j). Now, consider an arbitrary vertex x ′ ∈ L(v). Without loss of
generality assume that x ′ is left of z ′ in Tg, i.e., x ′ 6L z ′. Since, (Tg, tg)
is a tree representation of g it follows that ϕ(x ′, z ′) = i and ϕ(z ′, x ′) = j.
But then, L(v) is a module of g and therefore, L(v) ∪ Vh is a module of h
containing x and y, but not z. Hence,M(h) does contain a nontrivial module
and therefore, is not a prime substructure of g; a contradiction. Thus, Tg does
not display any such triple (xy|z).
If Tg does not display any triple (xy|z), x,y, z ∈ Vh then there is a vertex
v ∈ V(Tg) with {M1, . . . ,Mk} = Pmax(g[L(v)]) such that all vertices from h
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belong to distinct Ml. Let tg(v) = (i, j). Since, (Tg, tg) is a tree representa-
tion of g it follows that there exists an order 6L on the leaves of Tg such
that for all x ∈ Mr, y ∈ Ms with x 6L y it holds that ϕ(x,y) = i and
ϕ(y, x) = j. Now, let x1, . . . , xl be the vertices from h ordered with respect to
6L. Since all xl ∈ Vh belong to distinct Mk it follows for all xm, m > 3 that
ϕ(x1, xm) = ϕ(x2, xm) = i and ϕ(xm, x1) = ϕ(mm, x2) = j. But then, {x1, x2}
is a non-trivial module of h and therefore, h is not a prime substructure of g;
a contradiction. Thus, (Tg, tg) is not a tree representation of g, and therefore,
not a tree representation of R. The theorem follows immediately.
Thus, unp 2-structures are a characterization of tree representable sets of
non-symmetric relations. The corresponding tree representation (Tg, tg) is
given by the modular decomposition tree Tg of a unp 2-structure g The cor-
responding labeling tg is defined as in Theorem 6.1.
Moreover, it was already shown, that such a tree representation is unique
up to isomorphism.
Lemma 6.5 (Ehrenfeucht and Rozenberg, 1990a; Engelfriet et al., 1996). For
any 2-structures g,h it holds that (Tg, tg) ' (Th, th) if and only if g ' h.
6.5.2 Characterization by Means of Non-Symmetric Maps
Since unp 2-structures characterize tree representable sets of non-symmetric
relations it suffices to show the equivalence of unp 2-structures and non-
symmetric symbolic ultrametrics, in order to see that also non-symmetric
symbolic ultrametrics characterize tree representable sets of non-symmetric
relations. However, instead of showing the equivalence directly, it is shown
first for a certain subclass of 2-structures, the so-called reversible 2-structures.
These are simpler to handle than general 2-structures. Nevertheless, there is
no loss of generality as far as modules are concerned.
Definition 19. A 2-structure g = (V ,Υ,ϕ) is reversible, if for all e, f ∈ V×irr,
ϕ(e) = ϕ(f) implies that ϕ(e−1) = ϕ(f−1).
Equivalently, g is reversible, if for each label i ∈ Υ there is a unique label
j ∈ Υ such that ϕ(x,y) = i implies ϕ(y, x) = j.
The definition of modules simplifies for reversible 2-structures. It suffices
to require that M satisfies ϕ(x, z) = ϕ(y, z) for all z ∈ V \M and x,y ∈ M,
because ϕ(x, z) = ϕ(y, z) and reversibility implies that ϕ(z, x) = ϕ(z,y).
Definition 20. A 2-structure rev(g) is the reversible refinement of the 2-structure
g = (V ,Υ,ϕ) if (i) Vrev(g) = V and (ii) for all e, f ∈ V×irr it holds that ϕrev(g)(e) =
ϕrev(g)(f) if and only if ϕ(e) = ϕ(f) and ϕ(e−1) = ϕ(f−1).
There are some well-established results concerning 2-structures.
Theorem 6.2 (Ehrenfeucht and Rozenberg, 1990b). For every 2-structure g the
following properties hold.
1. rev(g) is reversible, i.e., rev(rev(g)) = rev(g).
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2. g is reversible if and only if g = rev(g) .
3. M(g) =M(rev(g)).
4. A 2-structure h is a substructure of g if and only if rev(h) is a substructure
of rev(g).
According to Ehrenfeucht and Rozenberg (1990a), one can construct the
reversible refinement of g by setting the labels of rev(g) as follows.
Remark 6.1. For a given 2-structure g = (V ,Υ,ϕ) set rev(g) = (V ,Υrev(g) :=
Υ× Υ,ϕrev(g)) with ϕrev(g)(e) = (ϕ(e),ϕ(e−1)) that maps each edge e to the
ordered pairs of labels on e and its reverse e−1.
Thus, for the 2-structures g = (V ,Υ,ϕ) and the so-constructed 2-structure
rev(g) it holds for all e, f ∈ V×irr that ϕrev(g)(e) = ϕrev(g)(f) = (i, j) if and
only if ϕ(e) = ϕ(f) = i and ϕ(e−1) = ϕ(f−1) = j. Hence, rev(g) is a reversible
refinement of g.
It should be noted that each non-symmetric symbolic ultrametric δ : V×irr →
M gives rise to a 2-structure g = (V ,Υ,ϕ) withM = Υ andϕ = δ. To simplify
the language, it is said that g satisfies Condition (N1) and (N2), whenever ϕ
satisfies Condition (N1) and (N2).
It is now shown that a reversible 2-structures is unp if and only if the
corresponding labeling map is a non-symmetric symbolic ultrametric.
Proposition 6.1. For every reversible 2-structure g = (V ,Υ,ϕ) the following two
statements are equivalent.
1. g is unp.
2. ϕ is a non-symmetric symbolic ultrametric.
Proof. In order to prove Proposition 6.1, one has to show that unp 2-
structures are characterized by Condition (N1) and (N2). Recall, that this
is:
(N1) Gi(g) is a di-cograph for all i ∈ Υ.
(N2) for all vertices x,y, z ∈ V it holds | {Dxy,Dxz,Dyz} | 6 2.
The following argument is frequently applied without explicitly stating it
every time: By definition, if g is reversible then ϕ(e) = ϕ(f) if and only if
ϕ(e−1) = ϕ(f−1). Hence, for reversible g, Dab 6= Dxy implies that ϕ(a,b) 6=
ϕ(x,y),ϕ(y, x) and ϕ(b,a) 6= ϕ(x,y),ϕ(y, x).
Note that throughout this proof the notation ∆(xyz) is used as a shorthand
for “the Condition (N2) must be fulfilled for the set Dxyz”, where x,y, z ∈ V .
Moreover, for any forbidden subgraph K that might occur in some monochro-
matic subgraph Gi(g) of some 2-structure g, the symbols Ki(abc) and
Ki(abcd) are used to denote that Gi(g) contains the forbidden subgraph
K induced by the vertices a,b, c, respectively, a,b, c,d in Gi(g).
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⇒: Let g = (V ,Υ,ϕ) be a reversible unp 2-structure. If |V | < 3 then (N1)
and (N2) are trivially satisfied. Thus, it is assumed w.l.o.g. that |V | > 3. Fur-
thermore, suppose there is a label i ∈ Υ such that Gi(g) is not a di-cograph,
i.e., Gi(g) contains one of the forbidden subgraphs. Since g is reversible, the
forbidden subgraphs A,B,D3, and N (from Figure 19) cannot occur.
Now let h be a substructure of g with |Vh| = 3 containing D3 or C3, or
|Vh| = 4 containing P4 or N, respectively. It is not hard to check that for
each of these four graphs and any two distinct vertices a,b ∈ Vh there is
always a vertex v ∈ Vh \ {a,b} so that ϕ(a, v) 6= ϕ(b, v). Therefore, {a,b}
cannot form a module in h. For P4 and N one checks that for any three
distinct vertices a,b, c ∈ Vh and v ∈ Vh \ {a,b, c} it always holds that either
ϕ(a, v) 6= ϕ(b, v), or ϕ(a, v) 6= ϕ(c, v), or ϕ(b, v) 6= ϕ(c, v), so that {a,b, c}
cannot form a module in h. Thus, h contains only trivial modules and hence,
is prime. This contradiction implies that (N1) must be fulfilled.
Since g = (V ,Υ,ϕ) has a tree-representation without prime vertices, and
since three distinct leaves can have at most two distinct lowest common
ancestors, Condition (N2) must hold as well.
⇐: Now assume that ϕ is a non-symmetric symbolic ultrametric, i.e., Con-
dition (N1) and (N2) are fulfilled for a reversible 2-structure g. In order to
show that g is unp it has to be shown that all substructures h of g with
|Vh| = 3 and |Vh| = 4 are non-prime (cf. Lemma 6.4). In the following case-
by-case analysis it is shown by contradiction, that in each case either one
of the conditions (N1) or (N2) is not fulfilled and therefore, the assumption
that ϕ is a non-symmetric symbolic ultrametric does not hold, or that there
exists a non-trivial module in h, which implies that the substructures h is
non-prime.
Claim 1: If h is a substructure of g with Vh = {a,b, c}, then h is non-prime.
Proof of Claim 1. Since ∆(abc) one can assume that Dab = Dac, otherwise
one can simply relabel the vertices. If |Dab| = 1, then {b, c} forms a module in
h. Assume that |Dab| = 2. There are two cases, either ϕ(a,b) = ϕ(a, c), then
{b, c} is a module in h, or ϕ(b,a) = ϕ(a, c) = i. In the latter case, ϕ(b, c) = i
since otherwise either or Di3(abc) or C
i
3(abc) would occur. Therefore, {a, c}
forms a module in h.
Hence, in all cases, a substructure h of g with Vh = {a,b, c} forms a non-
prime structure. 
Claim 2: If h is a substructure of g with Vh = {a,b, c,d}, then h is non-prime.
Proof of Claim 2. There are two cases, either |Dab| = 1 or |Dab| = 2. For both
cases, there are numerous sub-cases that might occur, and it is shown that for
each of these cases h contains non-trivial modules and thus, is non-prime.
Case |Dab| = 1: Since ∆(abc) one can assume that Dab = Dac, otherwise
relabel the vertices. Thus, ϕ(a,b) = ϕ(b,a) = ϕ(a, c) = ϕ(c,a) = i for some
i ∈ Υ. Since ∆(acd) there are the three distinct subcases
(i) ϕ(a,d) = ϕ(c,d) = i,
(ii) either (A) ϕ(a,d) = i or (B) ϕ(c,d) = i, and
(iii) neither ϕ(a,d) = i nor ϕ(c,d) = i.
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In Case (i) and (iiA), {b, c,d} is a module in h. In Case (iiB), the edge (b, c)
or (b,d) must be labeled with i as otherwise there is Pi4(abcd). If ϕ(b, c) = i,
then {a,b,d} is a module in h. If ϕ(b,d) = i, then {a,d} is a module in h.
Consider now Case (iii). Since ∆(acd), it follows that Dad = Dcd and in
particular, i /∈ Dad = Dcd, since g is reversible. Let first |Dad| = |{j}| = 1.
Since ∆(abd), it holds that either ϕ(b,d) = j, in which case {a,b, c} is a
module in h or ϕ(b,d) = i, which implies that ϕ(b, c) = i, since otherwise
Pi4(abcd). In the latter case, {a, c,d} forms a module in h. If |Dad| = 2, there is
only the case that ϕ(a,d) = ϕ(c,d) = j for some j ∈ Υ. In the two other cases
ϕ(a,d) = ϕ(d, c) = j or ϕ(d,a) = ϕ(c,d) = j one would obtain Dj3(adc).
Since ∆(abd), it holds that either (I) ϕ(b,d) = i, (II) ϕ(b,d) = j or (III)
ϕ(d,b) = j. Case (I) implies that ϕ(b, c) = i as otherwise there is Pi4(abcd).
Hence, {a, c,d} forms a module in h. In Case (II) {a,b, c} is a module in h
and Case (III) cannot occur, as otherwise there is Dj3(abd).
Case |Dab| = 2: Since ∆(abc), it can be assumed w.l.o.g. that Dab = Dac,
otherwise relabel the vertices. Hence, it holds either (I) ϕ(a,b) = ϕ(a, c) = i
or (II) ϕ(b,a) = ϕ(a, c) = i. Note that in Case (I), ϕ(b,a) = ϕ(c,a) = i ′ 6= i
and in Case (II) ϕ(a,b) = ϕ(c,a) = i ′ 6= i.
Consider Case (I). Since ∆(acd), there can be the four distinct subcases
(i) Dac = Dad = Dcd,
(ii) Dac = Dad 6= Dcd,
(iii) Dac = Dcd 6= Dad, and
(iv) Dac 6= Dcd and Dac 6= Dad.
In Case (Ii) it is not possible to have ϕ(c,d) = ϕ(d,a) = i as otherwise
there is Ci3(acd). If ϕ(a,d) = i, then {b, c,d} is module in h. If ϕ(d,a) =
i, then ϕ(d,b) = ϕ(d, c) = i, since otherwise there is Di3(abd), D
i
3(acd),
Ci3(abd) or C
i
3(acd). In that case, {a,b, c} is a module in h.
In Case (Iii) it is not possible to have ϕ(d,a) = i, since otherwise there is
Di3(acd). Thus, ϕ(a,d) = i and therefore, {b, c,d} forms a module in h.
In Case (Iiii) it is not possible to have ϕ(c,d) = i, since otherwise there is
Di3(acd). Hence, ϕ(d, c) = i. But then, at least one of the remaining edges
(b, c), (c,b), (b,d), (d,b) must have label i, since otherwise there is Ni(abcd).
If ϕ(b, c) = i, then {a,b,d} is a module in h. If ϕ(c,b) = i, then ϕ(d,b) = i as
otherwise there is Di3(bcd) or C
i
3(bcd). Hence, {a, c,d} is a module in h. The
case ϕ(b,d) = i is not possible, since then there is Di3(abd). If ϕ(d,b) = i,
then {a,d} is a module in h.
In Case (Iiv) and since ∆(acd), it holds that Dad = Dcd. If Dad = {j} and
thus, |Dad| = 1, then ∆(abd) implies that either ϕ(b,d) = ϕ(d,b) = j 6= i,
or ϕ(b,d) = i, or ϕ(d,b) = i. If ϕ(b,d) = j 6= i, then {a,b, c} is a module
in h. The case ϕ(b,d) = i cannot happen, since otherwise there is Di3(abd).
If ϕ(d,b) = i, then either ϕ(b, c) = i or ϕ(c,b) = i, otherwise there is
Ni(abcd). The case ϕ(b, c) = i is not possible, otherwise there is Di3(bcd). If
ϕ(c,b) = i, then {a, c,d} is a module in h.
Assume now that in Case (Iiv) it holds |Dad| = 2. Again, since ∆(acd), it
follows that Dad = Dcd. Assume that j ∈ Dad. There are two cases, either
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ϕ(a,d) = ϕ(c,d) = j 6= i or ϕ(a,d) = ϕ(d, c) = j 6= i. However, the latter
case is not possible, as otherwise there is Dj3(acd). Hence, let ϕ(a,d) =
ϕ(c,d) = j 6= i. Since ∆(abd) one can conclude that either ϕ(b,d) = i,
or ϕ(d,b) = i, or ϕ(b,d) = j, or ϕ(d,b) = j. The cases ϕ(b,d) = i and
ϕ(d,b) = j are not possible, as otherwise there is Di3(abd) and D
j
3(abd),
respectively. If ϕ(d,b) = i, then ϕ(b, c) = i or ϕ(c,b) = i, as otherwise there
is Ni(abcd). This case can be treated as in the previous step which leads to
the module {a, c,d} in h. If ϕ(b,d) = j, then {a,b, c} is a module in h.
Consider now Case (II) with ϕ(b,a) = ϕ(a, c) = i, and ϕ(a,b) = ϕ(c,a) =
i ′ 6= i. Hence, ϕ(b, c) = i, as otherwise there is Di3(abc) or Ci3(abc). Again,
since ∆(acd), there can be the four distinct cases (i), (ii), (iii) or (iv), as in
Case (I).
Consider the Case (IIi). If ϕ(d, c) = i, then {a,b,d} is a module in h. Thus,
assume ϕ(c,d) = i. The case ϕ(d,a) = i is not possible, since then there
is Ci3(acd). If ϕ(a,d) = i, then ϕ(b,d) = i, otherwise there is D
i
3(abd) or
Ci3(abd). Now, {a, c,d} is a module in h.
Now, Case (IIii). The case ϕ(d,a) = i is not possible, as otherwise there
is Di3(acd) and thus, ϕ(a,d) = i. Then ϕ(b,d) = i,as otherwise there is
Di3(abd) or C
i
3(abd). Therefore, {a, c,d} is a module in h.
Consider the Case (IIiii). The case ϕ(c,d) = i is not possible, as otherwise
there is Di3(acd). Thus, ϕ(d, c) = i and therefore, {a,b,d} is a module in h.
In Case (IIiv) and since ∆(acd), it holds that Dad = Dcd. If Dad = {j}
and thus, |Dad| = 1, then ∆(abd) implies that either ϕ(b,d) = j 6= i, or
ϕ(b,d) = i, or ϕ(d,b) = i. If ϕ(b,d) = j 6= i, then {a,b, c} is a module in
h. If ϕ(b,d) = i, then {a, c,d} is a module in h. The case ϕ(d,b) = i cannot
happen, as otherwise there is Di3(bcd).
If |Dad| = 2 and j ∈ Dad, then there are two cases either ϕ(a,d) =
ϕ(c,d) = j 6= i or ϕ(a,d) = ϕ(d, c) = j 6= i. However, the latter case is not
possible, as otherwise there is Dj3(acd). Hence, let ϕ(a,d) = ϕ(c,d) = j 6= i.
Since ∆(abd) one can conclude that either ϕ(b,d) = i, or ϕ(d,b) = i, or
ϕ(b,d) = j, or ϕ(d,b) = j. The cases ϕ(d,b) = i and ϕ(d,b) = j are not pos-
sible, as otherwise there is Di3(abd) and D
j
3(abd), respectively. If ϕ(b,d) = i
or ϕ(b,d) = j, then {a, c,d}, respectively, {a,b, c} is a module in h. 
In summary, in each of the cases a substructure h of g with 3 or 4 vertices
is non-prime whenever (N1) and (N2) holds. Thus, g is unp.
The next step is to generalize Proposition 6.1 to arbitrary 2-structures. To
this end, two technical results are shown first:
Lemma 6.6. Let g = (V ,Υ,ϕ) be a 2-structure. Then Condition (N2) is satisfied
for g if and only if (N2) is satisfied in rev(g).
Proof. Condition (N2) is satisfied in g if and only if |Dabc| 6 2 in g for all
a,b, c ∈ V if and only if there are two edges e, f in this triangle induced by
a,b, c such that ϕ(e) = ϕ(f) and ϕ(e−1) = ϕ(f−1) if and only if ϕrev(g)(e) =
ϕrev(g)(f) (and thus, by reversibility of g, ϕrev(g)(e−1) = ϕrev(g)(f−1)) if and
only if |Dabc| 6 2 in rev(g) for all a,b, c ∈ V .
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Lemma 6.7. Let g = (V ,Υ,ϕ) be a 2-structure satisfying (N2). Then Gi(g) is a
di-cograph for all i ∈ Υ if and only if Gj(rev(g)) is a di-cograph for all j ∈ Υrev(g).
Proof. ⇒: Let Gi(g) be a di-cograph for all i ∈ Υ. Moreover, assume for
contradiction that there is a label j ∈ Υrev(g) such that Gj(rev(g)) is not a
di-cograph. Then Gj(rev(g)) contains a forbidden subgraph. Since rev(g) is
reversible, only the subgraphs D3, C3, N, and P4 are possible. Moreover, by
construction of rev(g) and because ϕrev(g)(e) = ϕrev(g)(f) implies ϕ(e) =
ϕ(f), that Gj(rev(g)) ⊆ Gk(g) for some k ∈ Υ.
In what follows, it is shown that the existence of one of the forbidden
subgraphs D3, C3, N, and P4 in any Gj(rev(g)) leads to a contradiction.
Case: Gj(rev(g)) contains D3 for some j ∈ Υrev(g).
If Gj(rev(g)) contains D3 induced by the vertices x,y, z, one can w.l.o.g.
assume that the vertices are labeled so that ϕrev(g)(x,y) = ϕrev(g)(y, z) =
j 6= ϕrev(g)(x, z), ϕrev(g)(z,y) = ϕrev(g)(y, x) = k 6= ϕrev(g)(z, x) and j 6= k.
By construction of rev(g) it holds that ϕ(x,y) = ϕ(y, z) = j ′, ϕ(z,y) =
ϕ(y, x) = k ′ for some distinct j ′,k ′ ∈ Υ. However, since g does not contain
forbidden subgraphs in Gj ′(g), there must be an edge connecting x and z
with label j ′. The possibilities ϕ(z, x) = j ′ 6= ϕ(x, z) and ϕ(z, x) = ϕ(x, z) =
j ′ cannot occur, since then Gj ′(g) would contain a C3 or D3 as forbidden
subgraph. Hence, it must hold that ϕ(x, z) = j ′. Analogously, one shows
that ϕ(z, x) = k ′. By construction of rev(g), it holds that ϕrev(g)(x, z) = j,
and ϕrev(g)(z, x) = k; a contradiction.
Case: Gj(rev(g)) contains C3 for some j ∈ Υrev(g).
If Gj(rev(g)) contains a C3 induced by the vertices x,y, z, one can w.l.o.g.
assume that the vertices are labeled so that ϕrev(g)(x,y) = ϕrev(g)(y, z) =
ϕrev(g)(z, x) 6= ϕrev(g)(y, x) = ϕrev(g)(x, z) = ϕrev(g)(z,y). Thus, ϕ(x,y) =
ϕ(y, z) = ϕ(z, x) = j ′ and ϕ(y, x) = ϕ(x, z) = ϕ(z,y) = k ′. Then it holds that
j ′ 6= k ′, as otherwise ϕrev(g)(x,y) = ϕrev(g)(y, x). Therefore, Gj ′(g) contains
the forbidden subgraph C3; a contradiction.
Case: Gj(rev(g)) contains P4 for some j ∈ Υrev(g).
If Gj(rev(g)) contains a P4 induced by the vertices a,b, c,d, one can w.l.o.g.
assume that the vertices are labeled so that ϕrev(g)(e) = ϕrev(g)(f) = j for all
e, f ∈ E ′ = {(a,b), (b,a), (b, c), (c,b), (c,d), (d, c)}. For all these edges e, f ∈ E ′
it additionally holds that ϕ(e) = ϕ(f) = j ′. Moreover, for all other edges
e ∈ {a,b, c,d}×irr \ E ′ it is not possible that ϕ(e) = ϕ(e−1) = j ′, as otherwise
ϕrev(g)(e) = ϕrev(g)(e
−1) = j and the P4 would not be an induced subgraph
of Gj(rev(g)). By the latter argument and since Gj ′(g) does not contain an
induced P4 there must be at least one edge e ∈ {a,b, c,d}×irr \ E ′ with ϕ(e) =
j ′, but ϕ(e−1) 6= j ′. Now, full enumeration of all possibilities (which is left
to the reader) to set one, two, or three of these edges to the label j ′ yields
one of the forbidden subgraphs D3,A,B or N in Gj ′(g); a contradiction.
Case: Gj(rev(g)) contains N for some j ∈ Υrev(g).
If Gj(rev(g)) contains an N induced by the vertices a,b, c,d, one can
without loss of generality assume that the vertices are labeled such that
ϕrev(g)(b,a) = ϕrev(g)(b, c) = ϕrev(g)(d, c) = j 6= k = ϕrev(g)(a,b) =
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ϕrev(g)(c,b) = ϕrev(g)(c,d). Thus, ϕ(b,a) = ϕ(b, c) = ϕ(d, c) = j ′ 6=
ϕ(a,b) = ϕ(c,b) = ϕ(c,d) = k ′. Since Gj ′(g) is di-cograph, there must be an
edge e ∈ E ′ = {(a, c), (c,a), (a,d), (d,a), (b,d), (d,b)} with ϕ(e) = j ′. More-
over, for this edge e it must hold that ϕ(e−1) 6= k ′, as otherwise ϕrev(g)(e) =
j. The graph Gk(rev(g)) also contains an N induced by the vertices a,b, c,d.
Hence, by analogous arguments, there is an f ∈ E ′, e 6= fwith ϕ(f) = k ′ with
ϕ(f−1) 6= j ′. Assume first that e is (a, c) or (c,a) and thus, Dac = {j ′, j ′′}
where j ′′ = j ′ is allowed. If f is (a,d) or (d,a), then Dad = {k ′,k ′′} where
k ′′ = k ′ is allowed. But then Dacd = {{k ′, j ′}, {j ′, j ′′}, {k ′,k ′′}} with j ′ 6= k ′
and thus |Dacd| = 3 violating Condition (N2) in g; a contradiction. If f
is (b,d) or (d,b), then Dbd = {k ′,k ′′} where k ′′ = k ′ is allowed. Thus,
{j ′, j ′′}, {k ′, j ′} ∈ Dacd and {k ′,k ′′}, {k ′, j ′} ∈ Dabd. The only way to satisfy
|Dacd| = 2 and |Dabd| = 2 is achieved by Dad = {k ′, j ′}. However, the case
ϕ(e) = j ′ and ϕ(e−1) = k ′ with e ∈ E ′ is not allowed. All other cases,
starting with e ∈ E ′ \ {(a, c), (c,a)} can be treated analogously.
⇐: Let Gj(rev(g)) be a di-cograph for all j ∈ Υrev(g). Moreover, assume for
contradiction that there is a label i ∈ Υ such that Gi(g) is not a di-cograph.
Hence, Gi(g) contains a forbidden subgraph.
In what follows, it is shown that the existence of one of the forbidden
subgraphs in any Gi(g) leads to a contradiction. Again all possible forbidden
subgraphs are analyzed separately.
Case: Gi(g) contains D3, A, or B for some i ∈ Υ.
If Gi(g) contains a forbidden subgraph D3,A,B then there are edges
(a,b), (b, c) contained in these forbidden subgraphs withϕ(a,b) = ϕ(b, c) =
i but ϕ(a, c) 6= i and ϕ(c,a) 6= i. Moreover, since Gj(rev(g)) does not
contain these forbidden subgraphs for any j ∈ Υrev(g), it also holds that
ϕ(a,b) = ϕ(b, c) = i but ϕ(b,a) 6= ϕ(c,b). But this implies that |Dabc| = 3
in g; a contradiction to (N2).
Case: Gi(g) contains D3 or C3 for some i ∈ Υ.
If Gi(g) contains a forbidden subgraph D3 or C3, then there are edges
(a,b), (b, c) contained in these forbidden subgraphs withϕ(a,b) = ϕ(b, c) =
i and ϕ(b,a) 6= i,ϕ(c,b) 6= i. If ϕ(b,a) = ϕ(c,b) and the case D3 is con-
tained Gi(g), then Gj(rev(g)) contains the D3 as forbidden subgraph. If
ϕ(b,a) = ϕ(c,b) in the case that C3 is contained Gi(g), then Gj(rev(g))
contains the D3 or C3 as forbidden subgraph. Hence, ϕ(b,a) 6= ϕ(c,b). For
the case D3, it holds that |Dabc| = 3 in g; a contradiction to (N2). For the
case C3, one can conclude by analogous arguments that ϕ(b,a) 6= ϕ(c,a)
and ϕ(c,b) 6= ϕ(c,a) and again, |Dabc| = 3 in g; a contradiction.
Case: Gi(g) contains N for some i ∈ Υ.
Similarly, if N is contained in Gi(g) then there are edges (b,a), (b, c), (d, c)
contained in N with ϕ(b,a) = ϕ(b, c) = ϕ(d, c) = i and ϕ(e) 6= i for all e ∈
{(a, c), (c,a), (b,d), (d,b)}. Since Gj(rev(g)) does not contain N it holds that
ϕ(a,b) 6= ϕ(c,b) or ϕ(c,b) 6= ϕ(c,d). If ϕ(a,b) 6= ϕ(c,b) then |Dabc| = 3,
as ϕ(a, c) 6= i and ϕ(c,a) 6= i; a contradiction to (N2). On the other hand,
if ϕ(c,b) 6= ϕ(c,d) then |Dbcd| = 3, as ϕ(b,d) 6= i and ϕ(d,b) 6= i; again a
contradiction to (N2).
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Case: Gi(g) contains P4 for some i ∈ Υ.
The P4 on four vertices a,b, c,d cannot be contained in any Gi(g), since
for any two edges e, f ∈ E ′ = {(a,b), (b,a), (b, c), (c,b), (c,d), (d, c)} of this
P4 it still holds ϕrev(g)(e) = ϕrev(g)(f) = i ′ and for any edge e not in E ′,
ϕrev(g)(e) 6= i ′. Hence, if Gi(g) contains a P4, then Gi ′(rev(g)) contains a P4
as forbidden subgraph; a contradiction.
Case: Gi(g) contains N for some i ∈ Υ.
If Gi(g) contains the forbidden subgraph N on four vertices a,b, c,d, then
for the three edges e1, e2, e3 with ϕ(ej) = ϕ(e−1j ) = i, it still holds, that
ϕrev(g)(ej) = ϕrev(g)(e
−1
j ) = i
′, 1 6 j 6 3. However, for the other edges
f1, f2, f3 with ϕ(fj) = i 6= ϕ(f−1j ), one can infer that ϕrev(g)(fj) 6= i ′ and
ϕrev(g)(f
−1
j ) 6= i ′. Thus, Gi ′(rev(g)) contains a P4 on the three edges e1, e2,
e3 as forbidden subgraph; a contradiction.
It is now easy to show the equivalency between unp 2-structures and non-
symmetric symbolic ultrametrics.
Theorem 6.3. The following two statements are equivalent for all 2-structures g =
(V ,Υ,ϕ).
1. g is unp.
2. ϕ is a non-symmetric symbolic ultrametric.
Proof. Lemma 6.6 and Lemma 6.7 together imply that ϕ is a non-symmetric
symbolic ultrametric if and only if ϕrev(g) is a non-symmetric symbolic ul-
trametric. Proposition 6.1 implies that ϕrev(g) is a non-symmetric symbolic
ultrametric if and only if rev(g) is unp. Now recall that unp 2-structures are
defined in terms of their modules and that M(g) = M(rev(g)) (cf. Theo-
rem 6.2(4)). Therefore, rev(g) is a unp 2-structure if and only if g is a unp
2-structure. The theorem follows immediately.
Since the equivalency between unp 2-structures and non-symmetric sym-
bolic ultrametrics it follows immediately that symbolic ultrametrics charac-
terize tree representable set of non-symmetric relations.
Corollary 6.1. Let R = {R1, . . . ,Rn} be a set of non-symmetric relations and δR the
corresponding (non-symmetric) map. Then R = {R1, . . . ,Rn} is tree representable if
and only if δR is a non-symmetric symbolic ultrametrics.
6.5.3 Characterization by Means of Di-Cographs and 1-Clusters
Finally, in this section, a third characterization of tree representable sets of
non-symmetric relations is given. This characterization is based on the corre-
sponding graph representation. More precisely, the characterization is based
on the monochromatic subgraphs only.
Let R = {R0, . . . ,Rk} be a complete set of pairwise disjoint non-symmetric
relations. As discussed above, the assumption that R is complete can be
made w.l.o.g, by considering that R0 = {(x,y) ∈ V×irr | (x,y) /∈
⋃k
i=1 Ri} is the
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set of pairs that are in none of the relations R1 to Rk. Remind that in this
case for all 0 6 i 6 k the monochromatic subgraphs Gi(R) and Gi(g) are
isomorphic.
For R to be tree representable it is implied by Corollary 6.1 that all
monochromatic subgraphs Gi(R) have to be di-cographs, i.e., Condition (N1)
is fulfilled. However, this Condition is not sufficient. In what follows, it is
shown that Condition (N2) can be replaced by the condition of a certain
set of strong modules of the monochromatic subgraphs Gi(R), the so-called
1-clusters, being a hierarchy.
Recall, that each di-cograph Gi(g) is represented by a unique ordered tree
Ti, called cotree (Corneil, Lerchs, and Burlingham, 1981; Crespelle and Paul,
2006) and that in notation, used here, the label of an inner vertex in the cotree
is always one of 0, 1,
−→
1 . It is said that a leaf set L(v) is a 1-cluster of Ti if v has
a label distinct from 0. The set C1i of 1-clusters of Ti is therefore, a subset of
the clusters that form the hierarchy equivalent to Ti. Thus, C1i ⊆Mstr(Gi(g))
is a subset of the strong modules from Gi(g). Consider the set
C1(g) := ∪ki=0C1i ∪ {{v} | v ∈ Vg}
comprising the 1-clusters for each Ti and the singletons.
In what follows, it is shown that a 2-structure g = (V ,Υ,ϕ) is unp if
and only if all Gi(g) are di-cographs and C1(g) is a hierarchy. Similar, as
in Section 6.5.2, the statement is shown for reversible 2-structures first, and
extended to arbitrary 2-structures later on.
Before the statements can be shows, a closer look to the connection be-
tween the modulesM(g) of a 2-structure g and the graph-modulesM(Gi(g))
of the corresponding monochromatic subgraphs Gi(g) as well their connec-
tion to the 1-clusters is necessary. Consider a 2-structure g = (V ,Υ,ϕ) and
the set of all (2-structure) modulesM(g) of g. Moreover, remind that Gi(g) =
(V ,Ei) denotes the di-graphs with edge sets Ei = {(x,y) ∈ V×irr | ϕ(x,y) = i}
for all i ∈ Υ.
Lemma 6.8. A subset M ⊆ V is a module of a 2-structure g = (V ,Υ,ϕ) if and
only if M is a graph-module of Gi(g) for all i ∈ Υ.
Proof. For a fixed vertex x ∈ M ⊆ V and an arbitrary vertex z ∈ V \M the
labels be ϕ(x, z) = iz ∈ Υ and ϕ(z, x) = jz ∈ Υ.
It holds that M is a module in g if and only if ϕ(y, z) = iz and ϕ(z,y) = jz
for all y ∈ M, z ∈ V \M if and only if (y, z) ∈ E(Giz(g)) and (z,y) ∈
E(Gjz(g)) (and thus, (y, z), (z,y) /∈ E(Gk(g)) for any k ∈ Υ with k 6= iz, jz)
for all y ∈M, z ∈ V \M
Thus, M is a module in g if and only if M is a module in Gl(g) for all
l ∈ Υ.
Remark 6.2. Any two disjoint (graph-)modules M,M ′ of a di-graph G are either
adjacent or non-adjacent, i.e., for each vertex of x ∈ M and each vertex of y ∈ M ′
there is an edge (x,y) or (y, x) in G or there is no edge between any vertex of M
and any vertex of M ′ (Möhring, 1985; Engelfriet et al., 1996). Now, let G = (V ,E)
be a di-cograph, M ∈Mstr(G) a strong module of G and M1, . . . ,Ml the children
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of M in the respective cotree, i.e., the inclusion-maximal elements of Mstr(G[M]).
By construction, the module M is a 1-cluster of G if and only if M is a series or
order module. Moreover, M is a 1-cluster if and only if there exists at least one of
the edges (x,y) ∈ E or (y, x) ∈ E for any two vertices x ∈ Mi and y ∈ Mj, with
i 6= j.
Lemma 6.9. Let g = (V ,Υ,ϕ) be a reversible unp 2-structure. Then C1(g) is a
hierarchy and, in particular, Mstr(g) = C1(g).
Moreover, for each cluster M ∈ C1(g) there are at most two distinct di-cographs
Gi(g),Gj(g) such that M ∈ C1i and M ∈ C1j . In other words, each cluster M ∈
C1(g) appears as a 1-cluster in at most two different cotrees.
Proof. The statement is proven by showing that Mstr(g) = C1(g). It then
follows that C1(g) is a hierarchy.
First, it is shown that Mstr(g) ⊆ C1(g). Since g is unp there is a tree-
representation (Tg, tg) of g with Tg being the modular decomposition tree
of g. By construction, for every strong module from M ′ ∈ Mstr(g), there is
a vertex v ∈ V(Tg) with M ′ = L(v). Since, L(v) ∈Mstr(g) Lemma 6.8 can be
applied, which implies that L(v) is a module of Gk(g) for all k ∈ Υ.
Let tg(v) = (i, j). The next step is to show that L(v) is a strong module of
Gi(g). Then this is used to show that L(v) is contained in C1i ⊆ C1(g) and
hence, Mstr(g) ⊆ C1(g). To this end, it is shown first that all a,b ∈ L(v) are
contained in the same connected subgraph of both Gi(g) and Gj(g).
Claim 1: All a,b ∈ L(v) are contained in the same connected subgraph of
both Gi(g) and Gj(g). Moreover, ϕ(a,b) = i if and only if ϕ(b,a) = j for all
a,b ∈ V .
Proof of Claim 1. Let v1, . . . , vk be the children of v, ordered from left to right.
If i = j, an ordering is not necessary. For leaves x ∈ L(vr) and y ∈ L(vs)
it holds that ϕ(x,y) = i and ϕ(y, x) = j if r < s. Hence, x ∈ L(vr) and
y ∈ L(vs) and r < s implies that (x,y) ∈ E(Gi(g)) and thus, all vertices L(v)
are contained in one connected subgraph of Gi(g). Analogously, all vertices
L(v) are contained in one connected subgraph of Gj(g). Since ϕ(x,y) = i,
ϕ(y, x) = j if r < s and g is reversible, it holds that ϕ(a,b) = i if and only if
ϕ(b,a) = j for all a,b ∈ V . 
Claim 2: L(v) is a strong in Gi(g) and Gj(g).
Proof of Claim 2. Assume, for contradiction, that the module L(v) is not strong
in Gi(g). Hence, there is a further module M in Gi(g) such that M G L(v).
Since L(v) is a strong module in g, M cannot be a module in g. Since M G
L(v), it holds that M ∩ L(v) 6= ∅, M 6⊆ L(v) and L(v) 6⊆ M. By the latter, and
since all a,b ∈ L(v) are contained in one connected subgraph of Gi(g) there
must be an edge (u, x) or (x,u) in Gi(g), for some x ∈ L(v) \M and u ∈
M ∩ L(v). Wlog. assume that (u, x) is an edge in Gi(g), since the following
arguments can be applied analogously for the case that (x,u) is an edge in
Gi(g). Thus, it follows that ϕ(u, x) = i and since g is reversible, ϕ(x,u) = j.
SinceM and L(v) are modules in Gi(g) and there is an edge (u, x) in Gi(g),
where particularly x ∈ L(v) and u ∈M, one can conclude that for all vertices
x ′ ∈ L(v), there is an edge (y, x ′) in Gi(g). This implies additionally that all
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y ∈M form an edge (y,u), since u is also contained in L(v). However, since
M is not a module in g and g is reversible, there must be a vertex y ∈ M
such that ϕ(y, z) 6= ϕ(u, z) and ϕ(z,y) 6= ϕ(z,u) for some z ∈ V \M. Since
ϕ(y, x ′) = ϕ(u, x ′) for all x ′ ∈ L(v), one can conclude that for the latter
chosen vertex z it holds z ∈ V \ (M∪ L(v)).
Since ϕ(y, z) 6= ϕ(u, z), ϕ(z,y) 6= ϕ(z,u), g is reversible, and M is a mod-
ule in Gi(g) with u,y ∈ M, it follows that ϕ(y, z), ϕ(z,y), ϕ(u, z), and
ϕ(z,u) must all be different from i. To see this, assume for contradiction
that for some e ∈ {(y, z), (u, z)} it holds that ϕ(e) = i. Since M is a module
in Gi(g) it follows that ϕ(f) = i for f ∈ {(y, z), (u, z)} \ {e}; a contradiction to
ϕ(y, z) 6= ϕ(u, z). The same argument applies for e, f ∈ {(z,y), (z,u)}.
Thus, assume that ϕ(y, z) = l 6= ϕ(u, z) = k for some l,k ∈ Υ distinct
from i. Since all ϕ(y, z), ϕ(z,y), ϕ(u, z), ϕ(z,u) are distinct from i while
ϕ(y,u) = i, and since Condition (N2) must be fulfilled for the set Dyuz,
it follows that ϕ(z,y) = k, and ϕ(z,u) = l. Since g is reversible, neither
ϕ(u,y) = k, nor ϕ(u,y) = l. But then there is Dk3(yuz) and D
l
3(yuz) in
Gk(g) and Gl(g); a contradiction to (N1).
Thus, L(v) is a strong module in Gi(g). By analogous arguments, L(v) is a
strong module in Gj(g). 
Claim 3: L(v) is contained in C1i ⊆ C1(g). Therefore, Mstr(g) ⊆ C1(g).
Proof of Claim 3. All strong modules ofGi(g) are represented in the respective
cotree Ti. As already observed, since tg(v) = (i, j) for all leaves x ∈ L(vr) and
y ∈ L(vs) it holds that ϕ(x,y) = i if r < s. Hence, (x,y) is an edge in Gi(g)
for all x ∈ L(vr),y ∈ L(vs), r < s. If i = j then even (y, x) is an edge in Gi(g).
Hence, L(v) cannot be labeled with “0” in the cotree, because otherwise it is
not possible to have all edges (x,y) with x ∈ L(v1) and y ∈ L(vi), 1 < i 6 k.
In particular, if i 6= j, then L(v) must be labeled “−→1 ” in Gi(g); if i = j, then
the strong module L(v) must labeled “1” in Gi(g). Hence, L(v) is contained
in C1i ⊆ C1(g). Therefore, Mstr(g) ⊆ C1(g). 
Next, it is shown that C1(g) ⊆Mstr(g). Let L(v) ∈ C1i ⊆ C1(g) be a strong
module with label different from “0” obtained from the cotree Ti. Clearly,
|L(v)| > 1, since the singletons {v} are by definition not contained in C1i ,
albeit they are by construction contained in C1(g).
Claim 4: L(v) ∈ C1i ⊆ C1(g) is a module of g.
Proof of Claim 4. Assume for contradiction that L(v) is not a module in g.
Since g is reversible, there must be two vertices a,b ∈ L(v) and c ∈ V \ L(v)
such that ϕ(a, c) = j 6= ϕ(b, c) = k. In particular, j and k must both be
distinct from i, as otherwise L(v) would not be a module in Gi(g). Since g is
reversible, ϕ(c,a) 6= ϕ(c,b) and by analogous arguments as before, neither
ϕ(c,a) = i nor ϕ(c,b) = i. The latter arguments and reversibility of g imply
that ϕ(x, c) 6= i and ϕ(c, x) 6= i for all x ∈ L(v), as otherwise L(v) would
not be a module in Gi(g) or L(v) would be a module in g; a contradiction.
Since L(v) ∈ C1i the vertex v has either label 1 or
−→
1 in Ti. Thus, the subgraph
in Gi(g) induced by the vertices in L(v) is connected. Let (a, v1, . . . , vn,b)
be a walk in Gi(g) with vi ∈ L(v) for 1 6 i 6 n, that connects the vertices
a and b. Since none of the labels ϕ(a, c),ϕ(c,a),ϕ(v1, c),ϕ(c, v1) is i, and
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since Condition (N2) must be fulfilled for the set Dav1c, one can conclude
that the label ϕ(a, c) = j must occur on at least one of the edges (v1, c) or
(c, v1). There can be two distinct cases (i) ϕ(v1, c) = j 6= ϕ(c, v1) and (ii)
ϕ(v1, c) = ϕ(c, v1) = j.
Case (i) Since none of the labels ϕ(v2, c),ϕ(c, v2) is i, and Condition (N2)
must be fulfilled for the set Dv1v2c, it holds that ϕ(v2, c) = j or ϕ(c, v2) =
j. Repeating the latter, it follows that ϕ(vn, c) = j or ϕ(c, vn) = j. Since
Condition (N2) must be fulfilled for the set Dvnbc, and none of the labels
ϕ(vn, c) and ϕ(c, vn) is i, but ϕ(b, c) = k, one can conclude that ϕ(c,b) =
j and the labels j and k must occur on the two edges (vn, c) and (c, vn).
The case ϕ(c, vn) = k cannot occur, since then there is Dk3(bcvn). Thus,
ϕ(vn, c) = k and by reversibility of g, ϕ(c, vn) = j. By analogous arguments,
ϕ(c, vn−1) = j and ϕ(vn−1, c) = k, and, iterative, ϕ(c, v1) = j, ϕ(v1, c) =
k and ϕ(c,a) = k. Since g is reversible and ϕ(v1,a) = i or ϕ(a, v1) = i
it follows that there are forbidden subgraphs Dj3(acv1) and D
k
3(acv1); a
contradiction.
Case (ii) If ϕ(c, v1) = ϕ(v1, c) = j, then by analogous arguments as in Case
(i), ϕ(c, vn) = ϕ(vn, c) = j. But then |Dbcvn | = 3, violating (N2) and thus, g
is not unp.
In summary, L(v) is a module of g. 
It remains to show that L(v) ∈ C1(g) is also strong in g. Assume for con-
tradiction that L(v) is not strong in g. Hence, there is a module M in g with
|M| > 1 and L(v) G M. Lemma 6.8 implies that M is also a module in Gi(g)
and hence, M overlaps L(v) in Gi(g); a contradiction, since L(v) is strong in
Gi(g). Therefore, C1(g) ⊆Mstr(g).
Since Mstr(g) ⊆ C1(g) and C1(g) ⊆Mstr(g) it follows that C1(g) =Mstr(g)
and thus, C1(g) is a hierarchy.
Finally, it is shown that each cluster M ∈ C1(g) appears at most in two
different cotrees. Let M ∈ C1(g) = Mstr(g) and assume that tg(M) = (i, j).
By Claims 1, 2, and 3, M is a strong module in Gi(g) with label
−→
1 , if i 6= j,
and label 1, if i = j in the cotree of Gi(g). Thus, M ∈ C1i in all cases and
additionally, M ∈ C1j , if i 6= j.
It remains to show that there is no further k ∈ Υ, k 6= i, j with M ∈ C1k.
Assume for contradiction that there is a di-cograph Gk(g) such that M is la-
beled 1 or
−→
1 , in the respective cotree Tk. LetM1, . . . ,Mr be the children ofM
in Tg and N1, . . . ,Ns be the children of M in Tk. Let xl be a vertex contained
in Ml for 1 6 l 6 r. Since every edge between distinct xl, xl ′ is labeled i or j,
and in particular, not k, and since x1, . . . , xr are contained in M, one can con-
clude that x1, . . . , xr ∈ Nm for some m ∈ {1, . . . , s}. Otherwise, there would
be a label k on some edge between some xl, xl ′ . Now take a further vertex
y ∈Ml. By analogous arguments for the vertices x1, . . . , xl−1,y, xl+1, . . . , xr
and since x1, . . . , xr ∈ Nm, it follows that y ∈ Nm. By induction, all vertices
in ∪ri=1Mi must be contained in Nm. Thus, M = ∪ri=1Mi ⊆ Nm ⊂ M; a
contradiction. Therefore, M ∈ C1i ,M ∈ C1j but M /∈ C1k for any k 6= i, j, from
what the statement follows.
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Figure 20: Example of a non-reversible unp 2-structure g with tree-representation
(Tg, tg) (first row) and its reversible refinement rev(g) with tree-
representation (Trev(g), trev(g)) (second row). Labels are indicated by
numbers and colors. All Gi(g) and Gi(rev(g)) are di-cographs and
the Triangle-Condition is satisfied. The six cotrees corresponding to
the Gi(rev(g)) are shown in the third and forth row. They generate
C1(rev(g)) = {{a,b, c,d}, {b, c,d}, {c,d}, {a}, {b}, {c}, {d}}, i.e., a hierarchy. By
Lemma 6.10 and Theorem 6.4 it holds that C1(rev(g)) = Mstr(rev(g)) =
Mstr(g). The trees Tg and Trev(g) are isomorphic and differ only in the
labels.
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Figure 21: Example of a non-reversible 2-structure g (top) and its reversible re-
finement rev(g) (bottom). Labels are indicated by numbers and col-
ored edges. The Triangle-Condition (N2) is violated in both g and
rev(g). Hence, neither 2-structure has a tree representation despite the
fact that all Gi(g) and Gi(rev(g)) are cographs. There are four differ-
ent cographs, and hence cotrees, for g and eight for rev(g). This im-
plies C1(g) = {{a,b, c,d}, {b, c,d}, {a}, {b}, {c}, {d}}. Note that C1(g) is a
hierarchy even though g is not unp. Moreover, the clusters {a,b, c,d},
{b, c,d} are both contained in two different cotrees. Thus, the con-
verse of Lemma 6.9 does not hold in general for non-reversible 2-
structures. For cotrees for rev(g) generate the 1-clusters C1(rev(g)) =
{{a,b, c,d}, {b, c}, {b,d}, {c,d}, {a}, {b}, {c}, {d}}. Therefore, C1(rev(g)) does
not form a hierarchy, cf. Lemma 6.10 and Theorem 6.4.
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Note that the fact that C1(g) is a hierarchy and that each 1-cluster appears
in at most 2 cotrees is not sufficient to conclude that g is unp. Figure 21 gives
a counterexample. However, the Triangle-Condition (N2) and the property
that C1(g) is a hierarchy, are equivalent for reversible 2-structures that fulfill
(N1).
Lemma 6.10. Let g = (V ,Υ,ϕ) be a reversible 2-structure such that Gi(g) is a
di-cograph for all i ∈ Υ. Then the following statements are equivalent.
1. The Triangle-Condition (N2) is satisfied for g.
2. C1(g) is a hierarchy. In particular, Mstr(g) = C1(g).
Proof. ⇒: If g satisfies Condition (N1) and (N2), then, by Theorem 6.3, g is
unp. Now apply Lemma 6.9.
⇐: Suppose g does not satisfy (N2), i.e., there are three vertices a,b, c ∈ V
such that ϕ(a,b) = i and |Dabc| = 3. Since g is reversible one can conclude
that ϕ(a, c), ϕ(c,a), ϕ(b, c), and ϕ(c,b) are all distinct from i. In the cotree
Ti of Gi(g), lca(ab) must be labeled either 1 or
−→
1 . Next, note that c cannot be
a descendant of lca(ab) in Ti, since otherwise there would be lca(ac) ∈ {1,−→1 }
or lca(bc) ∈ {1,−→1 }. This implies that at least one of the edges (ac), (ca), (bc),
(cb) must be present in Gi(g), which is possible if and only if ϕmapped one
of those edges to the label i; a contradiction. Therefore, there is a cluster in
Ti that contains a and b but not c, and this cluster is also contained in C1(g).
Now, let ϕ(a, c) = j 6= i. Since g is reversible, it follows that ϕ(a,b), ϕ(b,a),
ϕ(b, c), and ϕ(c,b) are all distinct from j. Using the same argument as above,
one can show that in the cotree Tj there is a cluster containing a and c but
not b, which is contained in C1(g). But then these two particular clusters
overlap, and hence, C1(g) is not a hierarchy. Since Mstr(g) is a hierarchy, one
can conclude that C1(g) 6=Mstr(g).
Corollary 6.2. Let g = (V ,Υ,ϕ) be a 2-structure such that Gi(g) is a di-cograph
for all i ∈ Υ. The following statements are equivalent.
1. g satisfies the Triangle-Condition (N2).
2. C1(rev(g)) is a hierarchy.
3. C1(rev(g)) =Mstr(g).
Proof. By Lemma 6.6, g satisfies Condition (N2) if and only if rev(g) satisfies
Condition (N2). Together with Lemma 6.7 this implies that g satisfies Condi-
tion (N1) if and only if rev(g) satisfies Condition (N1). Therefore, rev(g) sat-
isfies Condition (N1) and (N2), which, by Lemma 6.10, is equivalent to rev(g)
satisfying (N1) and C1(rev(g)) being a hierarchy. This implies in particular
that C1(rev(g)) = Mstr(rev(g)). By Theorem 6.2(4), M(rev(g)) = M(g) and
hence, Mstr(rev(g)) =Mstr(g). Therefore, the statement holds.
Collecting the theorems and lemmata above, the following equivalencies
are obtained:
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Theorem 6.4. Let R = {R1, . . . ,Rn} be a set of pairwise disjoint non-symmetric
relations and g = (V ,Υ,ϕ) the corresponding 2-structure. The following statements
are equivalent.
1. R is tree representable.
2. g is unp.
3. ϕ is a non-symmetric symbolic ultrametric.
4. g fulfills the following two properties:
a) Gi(g) is a di-cograph for all i ∈ Υ.
b) C1(rev(g)) is a hierarchy. In particular, C1(rev(g)) =Mstr(g).
5. rev(g) fulfills the following two properties:
a) Gi(rev(g)) is a di-cograph for all i ∈ Υrev(g).
b) C1(rev(g)) is a hierarchy.
6. rev(g) is unp.
Proof. By Theorem 6.1 Item (1.) and (2.) are equivalent and by Theorem 6.1
Item (2.) and (3.) are equivalent. By Corollary 6.2, it then follows that ϕ is
a symbolic ultrametric if and only if (N1) and the condition that C1(rev(g))
is a hierarchy (with C1(rev(g)) = Mstr(g)) is satisfied. Thus, Item (3.) and
(4.) are equivalent. By Lemma 6.7 and since g satisfies Condition (N2), g
satisfies Condition (N1) if and only if rev(g) satisfies Condition (N1), and
thus Item (4.) and (5.) are equivalent. Lemma 6.10 implies that if rev(g)
satisfies Condition (N1) and in addition C1(rev(g)) is a hierarchy this is
equivalent to the property that rev(g) satisfies Condition (N1) and (N2) and
thus, ϕrev(g) is a symbolic ultrametric. Finally, by Theorem 6.3, rev(g) is unp
and hence, Item (5.) and (6.) are equivalent.
6.6 recognition and construction algorithms
The characterization of tree representable sets of pairwise disjoint non-
symmetric relations, as given by Theorem 6.4(5), is now used to derive a
recognition algorithm. In what follows, the integer n always denotes |V | as a
measure of the input size.
It should be noted, that there are O(n2) time algorithms described by
Ehrenfeucht et al. (1994) and McConnell (1995) to compute the modular de-
composition of 2-structures. Ehrenfeucht et al. (1994) proposed a divide-and-
conquer algorithm based on particular partitions of V defined by maximal
modules that do not contain a certain vertex v. These partitions, together
with connected components of a graph that reflects whether vertex v is “dis-
tinguished” by other vertices, are then used to iteratively compute the mod-
ular decomposition tree of a 2-structure. The “incremental” algorithm by
McConnell McConnell (1995) successively extends small substructures h of
a given 2-structure g by one vertex while computing an updated modular
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decomposition tree. The modular decomposition for an arbitrary 2-structure
is then obtained by a series of such incremental steps. These algorithms
can be used in order to verify whether a 2-structure is unp or not: Simply
check whether the modular decomposition tree has an inner vertex labeled
“prime”.
Here, an alternative O(n2) time algorithm to recognize unp 2-structures is
proposed. It is based on the previous characterization via di-cographs and
1-clusters. On the one hand, the established results allow to design a con-
ceptual simple algorithm by means of Theorem 6.4 and, on the other hand,
the method developed here might be an interesting starting point for novel
heuristics for corresponding NP-complete editing problems (see Section 6.7).
For a given 2-structure g = (V ,Υ,ϕ) the approach works as follows:
step 1 Compute the reversible refinement rev(g) of g.
step 2 Check whether for all i ∈ Υ the graph Gi(rev(g)) is a di-cograph or
not.
step 3 If they are all di-cographs then compute the 1-clusters C1i for all
i ∈ Υ.
step 4 If C1(rev(g)) is a hierarchy, then a tree can be constructed with the
method described by McConnell and De Montgolfier (2005).
Pseudocode for the recognition procedure is given in Algorithm 4. Further-
more, the pseudocode for all necessary subroutines is given in Algorithm 5
to 9. The procedure for computing the modular decomposition Mstr(G) of
a di-graph G = (V ,E) is omitted. McConnell and De Montgolfier (2005) al-
ready presented an O(|V |+ |E|) time algorithm for this problem.
At first, the correctness of Algorithm 7, 8, and 9 is shown.
Lemma 6.11. Given a di-graph G and its modular decomposition Mstr(G), Algo-
rithm 7 recognizes whether G is a di-cograph or not.
Proof. At first, Algorithm 7 computes the inclusion tree T of Mstr(G) and
then iterates over all strong modules M ∈Mstr(G). For each strong module
M two arbitrary but distinct children M ′,M ′′ ∈ Mstr(G) of M in T are se-
lected and it is checked if there is an edge between two vertices x ∈M ′ and
y ∈ M ′′. If G is a di-cograph and there is an edge (x,y) ∈ E or (y, x) ∈ E,
then by Remark 6.2, M must be either series or order. In other words, if an
(x,y) ∈ E or (y, x) ∈ E is found, but M is neither series nor order, it must
be prime which implies that G is not a di-cograph. However, it might be
possible, that the chosen elements x and y do not form an edge (x,y) ∈ E
or (y, x) ∈ E, but then M is either prime or parallel. If M is prime there
must be edges (x ′,y ′) or (y ′, x ′), that might have not been observed in the
preceding step, where x ′ ∈ M ′, y ′ ∈ M ′′ for some children M ′,M ′′ of M,
otherwiseMwould be parallel. However, this case is covered by counting the
numbers of all edges between the vertices of maximal strong sub-modules
contained in series or order modules M. If the accumulated number e of all
counted edges is equal to the number of edges |E| in G, then all modules
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Algorithm 4 Recognition of unp 2-Structures
Input: 2-structure g = (V ,Υ,ϕ) with n = |V | vertices and k = |Υ| labels;
Output: TRUE, if g is unp and FALSE otherwise;
1: g ′ = (V ,Υ ′,ϕ ′)← Compute rev(g)
2: if |Υ ′| > 2(n− 1) then
3: return FALSE
4: end if
5: set of di-graphs G← Compute monochromatic subgraphs Gi(g ′)
6: multiset of clusters C← ∅
7: for Gi in G do
8: set of strong modules Mstr ← Compute the modular decomposition of Gi
(cf. McConnell and De Montgolfier (2005))
9: if Check di-cograph property of Gi then
10: C1i ← Get 1-clusters of di-cograph Gi
11: else
12: return FALSE
13: end if
14: C← ⊎i∈Υ ′ C1i
15: end for
16: if |C| > 2(n− 1) then
17: return FALSE
18: end if
19: if Check hierarchy property for C then
20: return TRUE
21: else
22: return FALSE
23: end if
M ′ ∈Mstr(G) which are neither series nor order must be parallel. Hence, no
prime modules exists and therefore G is a di-cograph.
Lemma 6.12. Given a di-cograph Gi and its modular decomposition Mstr(Gi),
Algorithm 8 computes the 1-clusters C1i of Gi.
Proof. At first, Algorithm 8 computes the inclusion tree T of Mstr(Gi). Then,
for each strong module M, two arbitrary vertices from distinct children
M ′,M ′′ ∈ Mstr(G) of M in T are selected. If there is an edge (x,y) ∈ E
or (y, x) ∈ E, then by Remark 6.2, M cannot be parallel and hence, M is a
1-cluster and therefore, has to be added to the set of 1-clusters C1i .
The next lemma shows that Algorithm 9 correctly recognizes, whether
C1(rev(g)) is a hierarchy or not. However, due to efficiency and also simplic-
ity of the algorithm, multisets C =
⊎
i∈Υrev(g) C
1
i are considered. The symbol
“
⊎
” denotes the multiset-union of sets where the multiplicity of an element
M in C is given by the number of sets that contain M.
Lemma 6.13. Given a multiset C =
⊎
i∈Υrev(g) C
1
i of the 1-clusters of a set of di-
cographs Gi = (V ,Ei), Algorithm 9 recognizes whether C1 =
⋃
i∈Υrev(g) Ci ∪ {v |
v ∈ V} is a hierarchy or not.
Proof. Note that the multiset C may contain a cluster C more than once, as
C can be part of different 1-clusters C1i . Furthermore, C does not contain the
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Algorithm 5 Compute rev(g)
Input: 2-structure g = (V ,Υ,ϕ) with n = |V | vertices;
Output: reversible refinement rev(g) of g;
1: Υ ′ ← ∅
2: for i = 1, . . . ,n do
3: for j = 1, . . . ,n do
4: ϕ ′(i, j)← (ϕ(i, j),ϕ(j, i))
5: Υ ′ ← Υ ′ ∪ {ϕ ′(i, j)}
6: end for
7: end for
8: return g ′ = (V ,Υ ′,ϕ ′)
Algorithm 6 Compute monochromatic subgraphs Gi(g ′)
Input: 2-structure g ′ = (V ,Υ ′,ϕ ′) with n = |V | vertices and k ′ = |Υ ′| labels;
Output: monochromatic subgraphs Gi(g ′);
1: define bijection µ : Υ ′ → 1 . . . k ′
2: G← ∅
3: for i = 1, . . . ,k ′ do
4: Ei ← ∅
5: Gi = (V ,Ei)
6: end for
7: for i = 1, . . . ,n do
8: for j = 1, . . . ,n do
9: Eµ(ϕ ′(i,j)) ← Eµ(ϕ ′(i,j)) ∪ {(i, j)}
10: end for
11: end for
12: return G =
⋃k ′
i=1{Gi}
Algorithm 7 Check di-cograph property of Gi
Input: di-graph Gi and its modular decomposition Mstr(Gi);
Output: TRUE, if Gi is a di-cograph and FALSE otherwise;
1: tree T ← inclusion tree of Mstr
2: edge counter e← 0
3: for M ∈ V(T) do
4: M ′,M ′′ ← two arbitrary but distinct child vertices of M in T
5: x,y← two arbitrary elements x ∈M ′ and y ∈M ′′
6: if (x,y) ∈ E(Gi) or (y, x) ∈ E(Gi) then
7: if M is not series or order then
8: return FALSE
9: else
10: increase e by the number of edges between all elements from distinct
children of M in T
11: end if
12: end if
13: end for
14: if e 6= |E(Gi)| then
15: return FALSE
16: end if
17: return TRUE
104 tree representable sets of non-symmetric relations
Algorithm 8 Get 1-clusters of di-cograph Gi
Input: di-cograph Gi and its modular decomposition Mstr(Gi);
Output: 1-cluster C1i from di-cograph Gi;
1: C1i ← ∅
2: tree T ← inclusion tree of Mstr(Gi)
3: for M ∈ V(T) do
4: M ′,M ′′ ← two arbitrary but distinct child vertices of M in T
5: x,y← two arbitrary elements x ∈M ′ and y ∈M ′′
6: if (x,y) ∈ E(Gi) or (y, x) ∈ E(Gi) then
7: C1i ← C1i ∪M
8: end if
9: end for
10: return C1i
Algorithm 9 Check hierarchy property for C
Input: multiset of clusters C, on the ground set {1, . . . ,n};
Output: TRUE, if C is a hierarchy and FALSE otherwise;
1: for each element in C compute a unique identifier id : C→ {1, . . . , |C|}
2: for each element in C compute its bit string representation bsr : C→ {0, 1}n with
bsr(Cj)[i] = 1 iff i ∈ Cj, Cj ∈ C
3: sorted list C6 ← sort C ascending by cardinality of its elements
4: for i=1, . . . , n do
5: if bsr(C6(|C6|))[i] 6= 1 then
6: return FALSE
7: end if
8: Li ← C6
9: for Cj ∈ Li do
10: if bsr(Cj)[i] = 0 then
11: remove Cj from Li
12: end if
13: end for
14: end for
15: while L1 6= ∅ do
16: s← the smallest i such that |Li(1)| 6 |Lj(1)| for all i 6= j
17: L← Ls(1)
18: for t ∈ L with t 6= s,Lt 6= ∅ do
19: for r = 1, . . . , |Ls| do
20: if id(Ls(r)) 6= id(Lt(r)) then
21: return FALSE
22: end if
23: Lt ← ∅
24: end for
25: end for
26: remove L from Ls
27: end while
28: return TRUE
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singletons. However, it is easy to see that C1 is a hierarchy if and only if the
singletons are contained in C1 (which is satisfied by construction), there is a
1-cluster equal to V and for all C ′,C ′′ ∈ C it holds that C ′ ∩C ′′ ∈ {C ′,C ′′, ∅}.
The latter is equivalent to the following statement. For all C ′,C ′′ ∈ C, |C ′| 6
|C ′′| it holds that either C ′ ∩C ′′ = ∅ or C ′ ⊆ C ′′.
In Line 4, a list C6 is created with all C ∈ C being sorted ascending by
cardinality. Hence, C6(|C6|) is one of the largest clusters. In Line 6, it is
checked if this largest cluster contains all elements from the ground set V =
{1, . . . ,n}. If not then V /∈ C and therefore C1 is not a hierarchy. In Lines
9 to 14, lists Li are created, containing all clusters C ∈ C with i ∈ C. The
relative order of clusters in Li is identical to the relative order of clusters
in C6. In each iteration of Lines 16 to 28 the smallest cluster L is selected
among all remaining clusters
⋃n
i=1Li. For each i ∈ L obviously L ∈ Li. If
s, t ∈ L then it is checked if Ls = Lt. This can be done, as Ls and Lt have
the same relative order of clusters. If s, t ∈ L and Ls = Lt then it follows that
s, t ∈ L ′ for all L ′ ∈ Ls ∪Lt. As this holds for all pairwise distinct s, t ∈ L
and |L| 6 |L ′| for all L ′ ∈ ⋃ni=1Li it follows that L ⊆ L ′ for all L ′ ∈ ⋃ni=1Li
with L ∩ L ′ 6= ∅. As Ls = Lt it is sufficient to keep only one of the lists, e.g.,
Ls (Line 24). Finally, L is removed from Ls (Line 27) and the while-loop is
repeated with the next smallest cluster.
Now, correctness of Algorithm 4 is shown.
Lemma 6.14. Given a 2-structure g = (V ,Υ,ϕ), Algorithm 4 recognizes whether
g is unp or not.
Proof. In fact, Algorithm 4 recognizes, for the reversible refinement rev(g),
whether all monochromatic subgraphs Gi(rev(g)) are di-cographs and
whether in addition the 1-clusters in C1(rev(g)) form a hierarchy. By The-
orem 6.4, this suffices to decide whether g is unp or not.
It is easy to see that Algorithm 5 computes the reversible refinement
of g by means of Definition 20 and Remark 6.1 with ϕrev(g)(e) =
(ϕg(e),ϕg(e−1)). Hence, in Line 2 the reversible refinement g ′ = rev(g)
of g is computed.
If rev(g) is unp, then there exists a tree-representation (Trev(g), trev(g)). As
Trev(g) has at most n − 1 inner vertices there can be at most n − 1 differ-
ent labels trev(g)(lca(x,y)) = (i, j), each composed of at most two distinct
labels i, j ∈ Υrev(g). Assuming that all labels are pairwise distinct leads to
2(n− 1) 6 |Υrev(g)| distinct labels in total. Hence, if |Υrev(g)| > 2(n− 1) then
rev(g) is not unp. It is easy to see that, given the 2-structure rev(g), Algo-
rithm 6 (which is called in Line 6) computes the respective monochromatic
subgraphs Gi(rev(g)). By Lemma 6.11, for each Gi Algorithm 7 (which is
called in Line 10) checks whether Gi is a di-cograph or not, and by Lemma
6.12 in Line 11 the corresponding 1-clusters C1i are returned. In Line 15, the
1-clusters C1i of all di-cographs Gi are collectively stored in the multiset C,
without removing duplicated entries.
Since Trev(g) has at most n− 1 inner vertices and since each 1-cluster ap-
pears in at most 2 distinct cotrees whenever rev(g) is unp (cf. Lemma 6.9),
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one can conclude that C can contain at most 2(n − 1) elements. Hence, if
|C| > 2(n− 1) then rev(g) is not unp, and therefore, g is not unp (Line 17).
Finally, by Lemma 6.13 it is checked in Line 20, if the set of 1-clusters C1
is a hierarchy. Hence, TRUE is returned if g is unp and FALSE else.
Before the time complexity of Algorithm 4 is analyzed, the time complex-
ity of the two subroutines Algorithm 7 and Algorithm 9 are shown first.
The following Lemma implies that a tree can be constructed from a hier-
archy in linear time w.r.t. the number of elements in the hierarchy, which is
bounded by 2|V |− 1 due to Theorem 3.1.
Lemma 6.15 (McConnell and De Montgolfier, 2005). Given a hierarchy C, it
takes O(|C|) time to construct its inclusion tree.
Lemma 6.16. For a given di-graph G = (V ,E) and its modular decomposition
Mstr, Algorithm 7 runs in time O(n+m) with n = |V | and m = |E|.
Proof. By Lemma 6.15 computing the inclusion tree T of Mstr(G) in Line 2
takes time O(n) as there are at most O(n) strong modules. In the for-loop
from Line 4 to 14 for each strong module M it is checked, whether or not
there is an edge between two arbitrary vertices from two distinct children
of M in T . This has to be done for all O(n) strong modules M ∈ Mstr(G).
Only if there is an edge it is further checked whether M is series or order.
This can be done by checking all the edges between vertices x and y from
distinct children of M in T . In both cases (M being series and order) there
is at least one edge (x,y) ∈ E or (y, x) ∈ E, between any pair of vertices x
and y. Furthermore, as only vertices from distinct children of M in T are
considered, every pair (x,y) is checked at most once. Hence, the number of
all pairwise checks is bounded by O(m). For the same reason, counting the
edges (Line 11) can also be done in O(m) time. This accounts to a running
time of O(n+m) in total.
Lemma 6.17. For a given multiset of clusters C of size N on the ground set
{1, . . . ,n}, Algorithm 9 runs in time O(nN).
Proof. Computing the identifier id for each cluster in C (Line 2) takes time
O(N), computing the bit string representation for each cluster in C (Line 3)
takes time O(nN), and sorting the clusters of C (Line 4) using bucket sort
with n buckets takes time O(N + n). The for-loop from Line 5 to Line 15
runs in time O(nN), as there are O(N) clusters in C which possibly have to
be removed in Line 12 from the respective lists Li. The while-loop (Lines
16 to 28) is executed at most O(N) times, as in each iteration one of the
N clusters is removed from all the lists Li that contain it (Line 24 and 27).
The for-loop from Line 19 to Line 26 is executed for all of the O(n) many
elements t ∈ L. However, as in each execution of the inner loop (Lines 20 to
25) one of the n lists Li gets empty, Lines 20 to 25 are executed n times in
total and each execution takes O(N) time. Hence, the time that Algorithm 9
spends on computing Lines 20 to 25 is bounded by O(nN). This sums up to
a total running time of O(nN) for Algorithm 9.
6.7 unp 2-structure editing , completion, and deletion 107
Finally, the time complexity of O(n2) for Algorithm 4 is shown.
Lemma 6.18. For a given 2-structure g = (V ,Υ,ϕ) with n = |V |, Algorithm 4
runs in time O(n2).
Proof. Computing the reversible refinement of g in Line 2 takes O(n2) time
using Algorithm 5. In Line 3 it is ensured that there are at most 2(n − 1)
labels and hence N = |Υrev(g)| < 2(n − 1) monochromatic subgraphs
Gi(rev(g)). Computing those O(n) subgraphs at once using Algorithm 6
in Line 6 takes O(n2) time. The for-loop from Line 8 to Line 16 runs for
each of the O(n) many di-graphs Gi(rev(g)). As already stated, there is an
O(n+m) time complexity algorithm for computing the modular decomposi-
tion of a di-graph (Line 9) given by McConnell and De Montgolfier (2005). By
Lemma 6.16 Algorithm 7 (Line 10) has also a time complexity of O(n+m).
Algorithm 8 (Line 11) has a time complexity of O(n), as by Lemma 6.15 con-
structing the inclusion tree within Line 3 of Algorithm 8 takes time O(n)
as there are at most O(n) strong modules within Gi. Hence, all procedures
within the for-loop (Lines 8 to 16) have a time complexity of O(n+m). Pre-
cisely, the time complexity is O(n+mi) with mi = |E(Gi(rev(g)))| the num-
ber of edges of Gi(rev(g)). The total running time of the for-loop therefore
is O(n +m1) +O(n +m2) + . . . O(n +mN) = O(n2 +
∑N
i=1mi). As each
edge (x,y) occurs in exactly one of the di-graphs Gi(rev(g)) it follows that∑N
i=1mi = n(n− 1), which leads to a running time of O(n
2) for Line 8 to 16.
Line 17 ensures that the multiset C contains at most 2(n− 1) clusters. Hence,
|C| ∈ O(n). Therefore, and by Lemma 6.17 Algorithm 9 runs in time O(n2).
This leads to a time complexity of O(n2) for Algorithm 4.
Taken together Lemma 6.14 and 6.18, the following result is obtained.
Theorem 6.5. For a given 2-structure g = (V ,Υ,ϕ) it can be verified in O(|V |2)
time, whether g is unp or not. In the positive case, the tree-representation (Tg, tg)
can be computed in O(|V |2) time.
6.7 unp 2-structure editing , completion, and deletion
Recall that a 2-structure gR = (V ,Υ,ϕ) with Υ = {0, 1, . . . ,k} can be used to
represent sets of pairwise disjoint non-symmetric relations R = {R1, . . . ,Rk},
that is, ϕ is chosen such that
ϕ(x,y) =
i 6= 0, if (x,y) ∈ Riand
0 else, i.e., (x,y) /∈ Ri, 1 6 i 6 k
Since not all sets of non-symmetric relations are tree representable, an es-
timate R˜ = {R˜1, . . . , R˜k} of a tree representable set of relations is not tree
representable in general, and hence, the corresponding 2-structure represen-
tation gR˜ might not be unp. One possibility to solve this problem is to opti-
mally edit R˜ to a tree representable set of non-symmetric relations R, which
is equivalent to editing gR˜ to a unp 2-structure gR.
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The problem of editing a given 2-structure g˜ = (V ,Υ, ϕ˜) to a symbolic
ultrametric is defined as follows:
Problem 7. unp 2-Structure Editing
Input: Given a 2-structure g = (V ,Υ,ϕg) and an integer k.
Question Is there a unp 2-structure h = (V ,Υ,ϕh) such that
|D| 6 k, where
D = {(x,y) ∈ V×irr | ϕg(x,y) 6= ϕh(x,y)}?
The corresponding completion problem is motivated by R˜ being reliable,
but not complete. Hence, for all pairs (x,y) that are in none of the relations
R˜1 to R˜k the assignment to is not known. Note that for all those pairs, by
construction ϕ˜(x,y) = 0. The problem is then to change the assignment of
a minimum number of pairs (x,y) with ϕ˜(x,y) = 0 such that the resulting
2-structure is unp. In other words, only non-reliable estimates of pairs (x,y)
are allowed to be changed.
Problem 8. unp 2-Structure Completion
Input: Given a 2-structure g = (V ,Υ,ϕg), a fixed symbol 0 ∈ Υ
and an integer k.
Question Is there a unp 2-structure h = (V ,Υ,ϕh) such that
if ϕg(x,y) 6= 0, then ϕh(x,y) = ϕg(x,y) and
|D| 6 k, where
D = {(x,y) ∈ V×irr | ϕg(x,y) 6= ϕh(x,y)}?
Conversely, the deletion problem asks to change a minimum number of
assignments ϕg(x,y) 6= 0 to ϕg(x,y) = 0.
Problem 9. unp 2-Structure Deletion
Input: Given a 2-structure g = (V ,Υ,ϕg), a fixed symbol 0 ∈ Υ
and an integer k.
Question Is there a unp 2-structure h = (V ,Υ,ϕh) such that
ϕh(x,y) = ϕg(x,y) or ϕh(x,y) = 0 and
|D| 6 k, where
D = {(x,y) ∈ V×irr | ϕg(x,y) 6= ϕh(x,y)}?
6.7.1 Computational Complexity
In Theorem 5.4 it has been shown that Symbolic Ultrametric Editing,
Completion, and Deletion is NP-complete. This result can be used in
order to show that the corresponding problems for 2-structures are NP-
complete as well.
Theorem 6.6. unp 2-Structure Editing, Completion, and Deletion is NP-
complete.
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Proof. Since Algorithm 4 can be test in polynomial time whether a 2-
structure is unp, it follows taht unp 2-Structure Editing, Completion, and
Deletion ∈ NP.
To show NP-completeness, one can simply reduce the instance d : V×irr →
M of Symbolic Ultrametric Editing, Completion, and Deletion to the
instance g = (V ,M,d) of unp 2-Structure Editing, Completion, and Dele-
tion. By Theorem 6.3, δ is a symbolic ultrametric if and only if h = (V ,M, δ)
is unp and thus, NP-completeness of unp 2-Structure Editing, Comple-
tion, and Deletion is obtained.
The previous proof in particular implies that unp 2-Structure Editing,
Completion, and Deletion is even NP-complete in the symmetric case, i.e.,
with ϕg(x,y) = ϕg(y, x) for all distinct x,y ∈ V .
6.7.2 Integer Linear Program
In Chapter 4 and 5 it has been shown that Cograph Editing, Comple-
tion, and Deletion and Symbolic Ultrametric Editing, Completion,
and Deletion are amenable to formulations as integer linear program (ILP).
These results are now extended to solve unp 2-Structure Editing, Comple-
tion, and Deletion.
Let g = (V ,Υ,ϕg) be an arbitrary 2-structure with Υ = {0, . . . ,n} and
K|V | = (V ,E = V
×
irr) be the corresponding complete di-graph with edge-
labeling such that each edge (x,y) ∈ E obtains label ϕg(x,y).
Given 2-structure g, for each of the three problems the binary constants
dix,y are defined for each distinct x,y ∈ V and all i ∈ Υ with dix,y = 1 if and
only if ϕg(x,y) = i. Moreover, define the binary variables E
ij
xy for all i, j ∈ Υ
and all x,y ∈ V that encode the labeling of the edges in K|V | of the final unp
2-structure h, i.e., Eijxy is set to 1 if and only if ϕh(x,y) = i and ϕh(y, x) = j.
In what follows, the notation Eixy is used as a shortcut for
∑
j∈Υ E
ij
xy. Note
that Eixy ∈ {0, 1} and Eixy = 1 if and only if ϕh(x,y) = i.
In order to find the closest unp 2-structure h, the objective function is
to minimize the symmetric difference of ϕg and ϕh among all different
symbols i ∈ Υ:
min
∑
i∈Υ
( ∑
(x,y)∈V×irr
(1− dixy)E
i
xy +
∑
(x,y)∈V×irr
dixy(1− E
i
xy)
)
. (U2S-Obj)
The same objective function can be used for the unp 2-structure completion
and deletion problem.
For unp 2-Structure Completion, it must be ensured that ϕh(x,y) =
ϕg(x,y) for all ϕg(x,y) 6= 0. Hence, for all x,y with ϕg(x,y) = i 6= 0 the
following constraint is added:
Eixy = 1. (U2S-Comp)
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For unp 2-Structure Deletion, it must be ensured that ϕh(x,y) =
ϕg(x,y) or ϕh(x,y) = 0. In other words, for all ϕg(x,y) = i 6= 0 it must
hold that for some j ∈ Υ either Eijxy = 1 or E0jxy = 1. Hence, the following
constraint is added for all (x,y) ∈ V×irr:
E0xy = 1, if ϕg(x,y) = 0, and E
i
xy + E
0
xy = 1, else. (U2S-Del)
For unp 2-Structure Editing none of the constraints (U2S-Comp) or
(U2S-Del) is needed. However, for all three problems the following Con-
straints are required.
Each pair (x,y) with x 6= y has exactly one pair of values (i, j) ∈ Υ× Υ
assigned to it, such that Eijxy = E
ji
yx. Hence, the following constraint is added
for all distinct (x,y) ∈ V×irr and all (i, j) ∈ Υ×Υ.∑
i,j∈Υ
Eijxy = 1 and E
ij
xy = E
ji
yx. (U2S-Aux)
In order to satisfy Condition (N2) and thus, to ensure that all induced
triangles have at most two label-pairs, the following constraint is needed:
Eijxy + E
kl
yz + E
rs
zx 6 2. (U2S-Tri)
for all (not necessarily distinct) labels i, j,k, l, r, s ∈ Υ with pairwise distinct
{i, j}, {k, l}, and {r, s} and for all distinct x,y, z ∈ V .
Finally, in order to satisfy Condition (N1) and thus, to ensure that each
monochromatic subgraph comprising all edges with fixed label i is a di-
cograph, for each possible forbidden subgraph A, B, C3, D3, D3, N, N, and
P4, depicted in Figure 19, the following constraints are added:
Eiab − E
i
ba − E
i
ac − E
i
ca + E
i
bc + E
i
cb 6 2, (U2S-A)
−Eiab + E
i
ba − E
i
ac − E
i
ca + E
i
bc + E
i
cb 6 2, (U2S-B)
Eiab − E
i
ba − E
i
ac + E
i
ca + E
i
bc − E
i
cb 6 2, (U2S-C3)
Eiab − E
i
ba − E
i
ac − E
i
ca + E
i
bc − E
i
cb 6 1, (U2S-D3)
−Eiab + E
i
ba + E
i
ac + E
i
ca − E
i
bc + E
i
cb 6 3, (U2S-D3)
− Eiab − E
i
ba + E
i
ac − E
i
ca + E
i
ad − E
i
da
+ Eibc − E
i
cb − E
i
bd − E
i
db − E
i
cd − E
i
dc 6 2,
(U2S-N)
Eiab + E
i
ba − E
i
ac + E
i
ca − E
i
ad + E
i
da
− Eibc + E
i
cb + E
i
bd + E
i
db + E
i
cd + E
i
dc 6 8,
(U2S-N)
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Eiab + E
i
ba − E
i
ac − E
i
ca − E
i
ad − E
i
da
+ Eibc + E
i
cb − E
i
bd − E
i
db + E
i
cd + E
i
dc 6 5,
(U2S-P4)
for all i ∈ Υ and all ordered tuple (a,b, c), respectively (a,b, c,d), of distinct
a,b, c,d ∈ V .
It is easy to verify that the ILP formulation needs O(|Υ|2|V |2) variables and
O(|Υ|6|V |3 + |Υ||V |4) constraints.
6.8 summary
In this chapter three equivalent characterizations for tree representable sets
of non-symmetric relations have been given.
1. A characterization as unp 2-structures, which has been introduced by
Engelfriet et al. (1996),
2. a characterization as non-symmetric symbolic ultrametrics, a general-
ization of symbolic ultrametrics, and
3. a characterization based on the monochromatic subgraphs Gi being
di-cographs and the so-called 1-clusters forming a hierarchy.
Based on the characterization by means of di-cographs and 1-clusters, a
novel recognition and construction algorithm with time complexity O(|V |2)
is presented. Furthermore, it has been shown that the problem of unp 2-
structure editing, deletion, and completion is NP-complete and correspond-
ing ILP formulations for all three problems are given.
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Up to this point, it has been shown that not all (sets of) relations aretree representable and that those, which are tree representable, canbe characterized using cographs, symbolic ultrametrics, and unp 2-
structures. Moreover, if a relation, or a set of relations, is tree representable,
then this can be recognized in polynomial time.
In this chapter, the theoretical results are translated into the context of
evolutionary biology and, based on that, a novel method for inferring phy-
logenetic species trees is introduced. Therefore, it is assumed, that a set of
genes G (from a set of species S) evolve along a tree G, the gene tree, by
means of a series of evolutionary events. The leaves of G are the genes G
and the inner vertices represent the evolutionary events. Thus, each inner
vertex can be labeled by the respective event. Moreover, consider that it is
(approximately) known which type of evolutionary event took place at the
lowest common ancestor of a pair x,y ∈ G of genes in T .
As a reminder, note that two genes are said to be orthologous, paralogous,
xenologous, if there was a speciation, gene duplication, or horizontal gene
transfer event at the lowest common ancestor of both genes in the gene
tree. Besides speciation, gene duplication, and horizontal gene transfer, other
events may occur in biology, e.g., retrotranspositions (Cordaux and Batzer,
2009), or the duplication event can be more refined into types such as local
segmental duplications, or whole-genome duplications (Zhang, 2003).
However, these events lead to a set of relations R = {R1, . . . ,Rn} between
genes and moreover, to a corresponding graph GR. In order to be consistent
with an (event-labeled) gene tree, the set R has to satisfy some conditions. Us-
ing the characterization by (non-symmetric) symbolic ultrametrics (cf. Defi-
nition 16) this implies that each monochromatic subgraph Gi of GR has to
be a di-cograph (N1) and that the “Triangle-Condition” (N2) is fulfilled, i.e,
a triangle in GR is colored by at most two colors. Now, estimates of these re-
lations, which are usually based on sequence data, are not tree representable
in general. However, in order to be “biologically reasonable” these relations
have to be tree representable. As shown in the previous chapters, the corre-
sponding tree representation (TR, tR) gives an “incompletely resolved” esti-
mate of the corresponding event-labeled gene tree. It is labeled in the sense,
that for each inner vertex it is specified which event took place. Moreover,
the tree is “incompletely resolved” in the sense that adjacent events of the
same type from the “true” gene tree are not resolved, i.e., the corresponding
edges are contracted in the constructed gene tree.
It should be noted, that orthology and paralogy data has already been
used to correct estimated gene trees (Lafond et al., 2013; Lafond, Swenson,
and El-Mabrouk, 2013; Lafond et al., 2016; Lafond, Dondi, and El-Mabrouk,
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2016). However, the theory on tree representable sets of relations presented
here, shows a promising avenue for gene tree inference, based solely on
the knowledge about all kinds of evolutionary events, that took place at
the lowest common ancestor of pairs of genes within the evolutionary gene
history, e.g., a speciation, gene duplication, horizontal gene transfer. This
information has to be provided in the form of estimated relations between
pairs of genes, e.g., the relations orthology, paralogy, or xenology.
Given such estimates, the aim of this approach is not only to construct
labeled gene trees, but in addition inferring the underlying species tree in
which the gene tree is embedded. Note that this approach breaks the tradi-
tional restriction of phylogeny inference methods to 1:1 orthologs, such as
rRNAs, most ribosomal proteins, and many of the housekeeping enzymes.
In general, every genomic subsequence, including all genes that have a ho-
mologous counterpart in another species, can be integrated into the analysis
as long as it is possible to estimate the event that took place at the lowest
common ancestor within the corresponding gene tree.
The method is divided into four steps, from which three of the steps con-
sist of an individual NP-complete optimization problem. Hence, one cannot
realistically hope for an efficient exact algorithm. Therefore, the presented
approach resorts to integer linear programming (ILP), as the method of
choice for solving these problems exactly. Although, using ILP, it might not
be feasible to solve large instances of the problems, it turns out that species
trees with a moderate size of, e.g., 20 species, can be reconstructed.
This approach, which is called ParaPhylo in the following, is based on the
idea that a phylogenetic species tree can be inferred using information from
paralogous genes in addition to orthologs. ParaPhylo is also intended to
serve as a proof-of-concept, admitting for improvement by means of heuris-
tics for the NP-complete problems [Hellmuth et al., 2017].
Section 7.1 gives an overview of the approach, briefly discussing the four
steps of the method. In the Section 7.2 to 7.5, each step is discussed in detail
and some properties are shown, that are used for the ILP formulation, that
is given in Section 7.6.
This chapter is based on the publications Hellmuth et al. [2015]; Hellmuth
and Wieseke [2016] and, in part, Hernandez-Rosales, Hellmuth, Wieseke,
Huber, Moulton, and Stadler [2012].
7.1 algorithmic overview
ParaPhylo is a method for inferring phylogenetic species trees from esti-
mates of the events that took place at the lowest common ancestors of pairs
of genes within the evolutionary history of that genes, i.e., the gene trees.
These events might be speciation, gene duplication, or horizontal gene trans-
fer. The corresponding binary relations on pairs of genes are called orthology,
paralogy, and xenology, respectively.
However, estimating orthology, paralogy, or even xenology is a challeng-
ing task, which is usually based on sequence data. Many of the orthology
inference methods, e.g., the COG database Tatusov et al. (2000), OrthoMCL
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(Li, Stoeckert, and Roos, 2003), InParanoid Berglund et al. (2008), GETHOGs
Altenhoff et al. (2013) and Proteinortho (Lechner et al., 2011), did consider
paralogy only implicitly as the complement of orthology. Moreover, none of
the methods mentioned above consider xenology at all. Instead, xenology is
assumed to either not occur, or it is mispredicted as orthology, respectively
paralogy. Even though, xenology is ignored by this approach, it is shown
later, that in practical computations the existence of xenologous genes does
not have a large impact on the reconstructed species history.
As a precondition of ParaPhylo, it is assumed that for a set of genesG from
a set of species S it is known if pairs of genes x,y ∈ G are either orthologous
or paralogous. In case this information is not given, then Proteinortho, or
its extension PoFF [Lechner et al., 2014b], can be used tho infer the orthology
information from sequence data and it is assumed that each pair of genes
that is not orthologous, is paralogous. This gives an estimate of the two
relations orthology and paralogy.
In general, this estimate is not tree representable, due to false-positive
and false-negative orthology assignments, horizontal gene transfer, or par-
allel evolution (Zhang and Kumar, 1997). However, in order to be “biologi-
cally proper” relations, orthology and paralogy have to be tree representable.
Thus, the given estimate has to be edited to a tree representable set of rela-
tions. One possibility to correct errors in the estimates is to find a tree repre-
sentable set of relations that is closest to the estimates. Assuming the maxi-
mum parsimony principle, this approach gives a most likely explanation of
the data. Hence, the editing problem can be interpreted as an optimization
problem. In Theorem 4.3 it has been shown that this optimization problem
is NP-complete.
Once, the two relations, orthology and paralogy, are edited to a tree repre-
sentable set of relations, certain constraints on the species tree are inferred.
To this end, the corresponding tree representation (T , t), and in particular, a
subset of the triple set rt(T) is used to infer corresponding “species triples”,
i.e., triples S, that a species tree has to display, in order to be “in accordance”
with the gene tree.
The extracted set S of species triples may not be consistent, i.e., there might
be no species tree displaying all of them. Once more, under the maximum
parsimony criterion, a maximal consistent triple set S∗ ⊆ S leads to a tree that
most likely explains the data. The problem of finding the maximal consistent
triple set is NP-hard and also APX-hard (Jansson, 2001; Wu, 2004; Byrka et
al., 2010; Van Iersel, Kelk, and Mnich, 2009). Polynomial-time approximation
algorithms for this problem are reviewed by Byrka, Guillemot, and Jansson
(2010).
Finally, from this consistent subset S∗ a species tree S is constructed. In
case there exists multiple species trees that display the triples in S∗, then,
one would like to obtain a tree that did not pretend a higher resolution, than
actually supported by the data. One possibility is to search for a tree S that
has the smallest number of inner vertices among all possible trees displaying
the triple set S∗. Such a tree is called a least resolved tree with minimum number
of inner vertices. Finding such a least resolved tree for a given consistent set
116 paraphylo - a novel approach for species tree inference
R˜o
a1
c1 b1
a2 b2
d2 c2
a3
d3 c3
b3
Cograph
Editing
Ro
a1
c1b1
a2 b2
d2 c2
a3
d3 c3
b3
Species
Triple
Extraction
(AB|C)
(AC|B)
(AC|D)
(BD|A)
(BD|C)
S =
Max.
Consistent
Triple Set
(AC|B)
(AC|D)
(BD|A)
(BD|C)
S∗ =
Build
Tree
A C B D
Figure 22: Outline of the computational framework. Starting from an estimated or-
thology relation R˜o, its graph representation GR˜o is edited to obtain the
closest cograph GRo , which in turn is equivalent to a (not necessarily
fully resolved) gene tree T and an event labeling t. From (T , t) the set S
of all relevant species triples is extracted. As the triple set S need not to
be consistent, the maximal consistent subset S∗ of S is computed. Finally,
a least resolved species tree is constructed from S∗.
of rooted triples is known to be NP-hard (Jansson, Lemence, and Lingas,
2012). As an alternative to the least resolved tree with a minimum number
of inner vertices, one might also consider a tree S that displays all triples
from S and that, in addition, minimizes the number of additional triples r ∈
rt(S) \ S, that are displayed by S. Such a tree is called a least resolved tree that
minimizes the number of additional triples. In this approach, both alternatives
are considered.
The outline of the computational framework is depicted in Figure 22.
7.2 constructing a tree representable set of relations
Due to the incapability of current inference methods to accurately predict
xenology, this approach considers only orthology and paralogy as possible
relations between genes. Moreover, since only these two types of events are
considered paralogy is assumed to be the complementary relation of orthol-
ogy. This is, given an orthology relation Ro for a set of genes G, it is assumed
that Rp := G×irr \Ro is an estimate of the paralogy relation. Since orthology is
assumed to be a symmetric relation, this implies that paralogy is symmetric
as well.
In what follows, the monochromatic subgraphs GRo and GRp of the cor-
responding graph representation GR are called orthology graph and paralogy
graph, respectively.
Now, assume that estimates R˜ = {R˜o, R˜p} of the two relations are given. In
order to construct a labeled gene tree, these estimates have to be edited to
a tree representable set of relations R = {Ro,Rp}. By Theorem 6.1 and 6.3 R
is tree representable, if the two conditions (N1) and (N2) from Definition 16
are fulfilled. That is, GRo and GRp must be (di-)cographs (N1) and the “Tri-
angle Condtion” (N2) is satisfied. However, since only two types of events
are considered, it follows that R˜ is complete and the corresponding graph
GR˜ contains only two colors. Thus, the “Triangle Condition” (N2) is trivially
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fulfilled. Moreover, since R˜o and R˜p, are symmetric, the editing process sim-
plifies to directed cograph editing. Furthermore, since the paralogy graph is
the complement of the orthology graph, it is sufficient to edit only one of
the graphs GR˜o or GR˜p . Then the edited graph GRo is a cograph whenever
GRp = GRo is a cograph (cf. Corneil, Lerchs, and Burlingham (1981)). With-
out loss of generality, the estimated orthology graph GR˜o is chosen to be
edited to a closest cograph GRo . This results in a tree representable relation
Ro with discriminating tree representation (T , t).
To keep track of the species s ∈ S a gene g ∈ G resides in, a map σ : G→ S
is defined that assigns to each gene g the corresponding species σ(g). In the
following, the discriminating tree representation (T , t) of Ro is denoted by
(T , t;σ) to explicitly denote the mapping σ.
Since an edge {x,y} ∈ GRo indicates that a speciation event took place at
the lowest common ancestor of x and y, this implies that x and y reside in
different species. Thus, the following condition must be satisfied: If {x,y} ∈
GRo then σ(x) 6= σ(y).
Let G be a set of genes and let the estimated orthology graph GR˜o contain
one vertex for each gene from G. Editing this graph to the closest cograph
might be quite time consuming if hundreds, or even thousands of genes are
contained in G. However, not all genes in G might be pairwise homologous,
and therefore also not orthologous. Thus, in general, the estimated orthology
graph GR˜o is not connected. In the ideal case, i.e., if the estimation is correct,
then each connected component denotes a certain gene family. Genes from
different gene families are assumed to be not orthologous. This motivates,
to edit the connected components of GR˜o individually. Beside this biological
motivation, the following lemma shows, that editing edges between con-
nected components of a graph never leads to a closest cograph.
Lemma 7.1. For any graph G(V ,E) let F ∈ (V2) be a minimal set of edges so that
G ′ = (V ,E M F) is a cograph. Then (x,y) ∈ F \ E implies that x and y are located
in the same connected component of G.
Proof. Suppose, for contradiction, that there is a minimal set F connecting
two distinct connected components of G, resulting in a cograph G ′. W.l.o.g.,
assume thatG has only two connected components C1 and C2. Denote byG ′′
the graph obtained from G ′ by removing all edges {x,y} with x ∈ V(C1) and
y ∈ V(C2). If G ′′ is not a cograph, then there is an induced P4, which must
be contained in one of the connected components of G ′′. By construction this
induced P4 is also contained in G ′. Since G ′ is a cograph no such P4 exists
and hence G ′′ is also a cograph, contradicting the minimality of F.
Thus, editing the connected components of the estimated orthology graph
individually, always leads to a closest cograph. By this argument it is possi-
ble to reduce one large instance of the cograph editing problem to multiple
smaller instances, whenever the graph consists of several connected compo-
nents. Thus, even data sets containing thousands of genes might be solvable
in reasonable time, if the connected components of the estimated orthology
graph are of small size.
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In this approach the cograph editing process is performed in the connected
components of the orthology graph GR˜o using the ILP formulation given in
Subsection 7.6.1.
7.3 extracting constraints on the species tree
This section is a brief review of the main results presented in Hernandez-
Rosales et al. [2012].
A gene tree T on a set of genes G arises by a series of evolutionary events
along a species tree S on a set of species S. The events, wich are considered in
this approach, are speciation (denoted by •) and gene duplication (denoted
by ).
Recall that σ(g) denotes the species s ∈ S, a gene g ∈ G resides in, and that
an event-labeled gene tree (T , t) together with a map σ is denoted by (T , t;σ).
Moreover, a labeling map t : V(T) \ L(T) → {•,} is considered, which indi-
cates either a speciation, or a duplication event took place at an inner vertices
of T . Given such a labeled gene tree (T , t;σ), the question is:
Does there exists a species tree S on S that is “consistent” with
(T , t;σ) and how can it be constructed?
To clarify the notation of “consistency”, Hernandez-Rosales et al. [2012] de-
fined so-called reconciliation maps.
Definition 21 (Hernandez-Rosales et al., 2012). Let S = (W, F) be a species tree
on S, let (T = (V ,E), t;σ) be a labeled gene tree on G with corresponding event
labeling t : V◦ → {•,} and the map σ : G → S. Then it is said that S is a species
tree for (T , t;σ) if there is a map µ : V → W ∪ F such that, for all x ∈ V the
following conditions hold.
(I) If x ∈ G, then µ(x) = σ(x).
(II) If t(x) = •, then µ(x) ∈W◦.
(III) If t(x) = , then µ(x) ∈ F.
(IV) Let x,y ∈ V with x ≺T y. The following two cases are distinguished:
(a) If t(x) = t(y) = , then µ(x) S µ(y) in S.
(b) If t(x) = t(y) = • or t(x) 6= t(y), then µ(x) ≺S µ(y) in S.
(V) If t(x) = •, then µ(x) = lcaS(σ(L(x))).
The map µ is called the reconciliation map from (T , t,σ) to S.
In other words, a reconciliation map µmaps the leaves x ∈ G of T to leaves
µ(x) :− σ(x) in S and the inner vertices x ∈ V◦ to inner vertices w ∈W◦ in S
if t(x) = • and to edges f ∈ F in S if t(x) = , such that the ancestor relation
S is implied by the ancestor relation T . Definition 21 is consistent with
the definition of reconciliation maps for the case when the event labeling t
on T is not known, see (Doyon, Chauve, and Hamel, 2009).
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Figure 23: A labeled gene tree (top left), a species tree (top right), and the reconcilia-
tion between both (bottom). Speciations, gene duplications, and gene loss
events are indicated by circles, squares, and the symbol ×, respectively.
The reconciliation map is indicated by the arrows between the gene tree
and the species tree.
For a given labeled gene tree and a species tree, the reconciliation map
describes in which way the gene tree is “embedded” into the species tree. In
Figure 23 an example is given. Thereby, the reconciliation map is implicitly
given by drawing the species tree superimposed on the gene tree.
The reconciliation of gene and species trees is usually studied in the situ-
ation that only S, T , and σ are known and both µ and t must be determined
(e.g., by Guigo, Muchnik, and Smith (1996); Page and Charleston (1997); Ar-
vestad et al. (2003); Bonizzoni, Della Vedova, and Dondi (2005); Górecki and
J. (2006); Hahn (2007); Bansal and Eulenstein (2008); Chauve, Doyon, and
El-Mabrouk (2008); Burleigh et al. (2009); Larget et al. (2010); Szöllo˝si et al.
(2013) and also in Merkle, Middendorf, and Wieseke [2010]; Wieseke, Bernt,
and Middendorf [2013]; Wieseke et al. [2015]). In this form, there is always
a solution (µ, t). However, this solution is not unique in general. The situa-
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tion changes when in addition to T and σ a labeling map t is given. Then a
species tree does not have to exist. Hernandez-Rosales et al. [2012] derived
necessary and sufficient conditions for the existence of a species tree S so
that there exists a reconciliation map from (T , t;σ) to S.
To this end, a set of species triples S is constructed as follows. For (T , t;σ)
define first the following set of gene triples G ⊆ rt(T).
G = {r ∈ rt(T) | t(lcaT (L(r))) = • and σ(x) 6= σ(y), for all x,y ∈ L(r), x 6= y}
In other words, the set G contains all triples r = (ab|c) of rt(T), with all
three genes in a,b, c ∈ L(r) are contained in different species and the
event at the most recent common ancestor of L(r) is a speciation event,
i.e., t(lcaT (a,b, c)) = •. It is easy to see that in this case S must display
(σ(a)σ(b)|σ(c)), i.e., it is a necessary condition that the triple set
S = {(AB|C) | ∃(ab|c) ∈ G with σ(a) = A,σ(b) = B,σ(c) = C}
is consistent. It is shown later, that this condition is also sufficient.
It should be noted first, that by results established by Böcker and Dress
(1998) and Hellmuth et al. [2013], it is possible to derive the triple set S
directly from the orthology relation Ro without constructing a gene tree (cf.
Hellmuth et al. [2013]). That is: (AB|C) ∈ S if and only if
(I) A,B and C are pairwise different species and there are genes a ∈ A,b ∈
B, c ∈ C so that either
(IIa) (a, c), (b, c) ∈ Ro and (a,b) /∈ Ro or
(IIb) (a, c), (b, c), (a,b) ∈ Ro and there is a gene d ∈ G with (c,d) ∈ Ro and
(a,d), (b,d) /∈ Ro.
From this, it becomes clear that there must be a sufficient number of pairs
of genes x,y with (x,y) /∈ Ro and therefore, (x,y) /∈ Rp to infer species
triples. In the extreme case with Rp = ∅, i.e., there are no duplication events,
then the set of species triples S is the empty set, that is trivially consistent.
However, the least resolved tree displaying the empty set of triples is a star,
i.e., all leaves are adjacent to the root, and such a species tree does provide
any phylogenetic information. Thus, in order to infer a well resolved species
tree a sufficient number of duplication events must have happened. A fully
resolved (binary) species tree is reconstructed, whenever for each edge in
the species tree a corresponding species triple is inferred. This is the case, if
for each edge {u, v} ∈ E(S) in the species tree, there are vertices x,y, z ∈ V(T)
in the gene tree such that x ≺T y ≺T z, µ(x) = u, µ(z) = v, t(x) = t(z) = •,
and t(y) = , i.e., on each edge of the species tree at least one “observable”
duplication event has happened.
The following theorem states that S being consistent is also a sufficient
condition for (T , t;σ) being reconcilable with some species tree S.
Theorem 7.1 (Hernandez-Rosales et al., 2012). Let (T , t;σ) be a given gene tree
that contains only speciation and duplication events. Then there is a reconciliation
µ from (T , t;σ) to S if and only if S contains all triples in S.
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Figure 24: Example of a gene tree (left) which results in an inconsistent set of species
triples (right). Speciations and duplications in the gene tree are denoted
by circles and squares, respectively. lowercase letters in the gene names
corresponds with the capital letters in the species, the gene resides in.
The inconsistent set of species triples {(AB|C), (AC|B)} is extracted due to
the triples (a1b1|c1) and (a2c2|b2) in the gene tree.
In the positive case, the species tree S and the reconciliation µ between (T , t;σ)
and S can be found in polynomial time.
Thus, the set of species triples S obtained from the labeled gene tree
(T , t;σ) contains all constraints on the corresponding species tree S.
Extracting the set of species triples S from the orthology can be performed
in polynomial time, e.g, by checking for each distinct a,b, c,d ∈ G if the
Conditions (I), (IIa), or (IIb) is satisfied, or by using the BUILD algorithm and
explicitly constructing the tree T . However, for the sake of completeness, an
ILP formulation for species triple extraction is given in Subsection 7.6.2.
7.4 constructing a maximal consistent triple set
In general, the species triples S obtained from the labeled gene tree (T , t;σ)
may not be consistent. An example for a labeled gene tree (T , t;σ) leading
to an inconsistent set S, is given in Figure 24. In this case, it is not possible
to find a reconciliation map for (T , t;σ) to any species tree. To attack this
problem, a maximal consistent subset of S is sought.
Since the maximal consistent triple set problem is NP-hard (Jansson, 2001;
Wu, 2004), the aim is to formulate this using ILP. Therefore, an ILP formu-
lation is needed, which ensures that a selected subset of S is consistent. Al-
though, BUILD gives a polynomial-time algorithm for that, it cannot be trans-
lated directly into ILP constraints without using an exponential number of
variables, i.e., one for each possible combination of leaves in the tree.
Here, a different approach is used. Instead of checking the consistency of
the set S∗ ⊆ S directly, a certain superset S ′ containing S∗ is sought and
consistency is checked for S ′. Clearly, if S ′ is consistent, then also S∗ ⊆ S ′ is
consistent as well. As shown later, the ILP formulation for ensuring consis-
tency of this superset S ′ can be done, using less ILP variables, compared to
a formulation that checks consistency for S∗ itself.
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For a given leaf set L, a triple set RT is said to be (strict) dense if for each dis-
tinct x,y, z ∈ L there is (exactly) one triple r ∈ RT with L(r) = {x,y, z}. Note
that if RT is strict dense, then either (xy|z), or (xz|y), or (yz|x) is contained in
RT.
In what follows, it is shown that for a strict dense triple set, consistency
can be characterized by the closure of any two-element subset of S ′.
First, a simple way of inferring the closure cl(RT) of a two-element triple
set RT is given. To this end, reconsider the inference rules of order two, as
given in Section 4.3 and introduced by Dekker (1986).
(I1) {(ab|c), (ad|c)} ` (bd|c).
(I2) {(ab|c), (ad|b)} ` (bd|c), (ad|c).
(I3) {(ab|c), (cd|b)} ` (ab|d), (cd|a).
Remind that a rule RT ` r denotes the fact that every tree that displays RT,
does also display the triple r and therefore, by the definition of the closure
operation it holds that r ∈ cl(RT).
Remark 7.1. It is an easy task to verify, that inference rules, which are based on
two triples r1, r2 ∈ RT, can lead to new triples only, whenever |L(r1)∩ L(r2)| = 2.
If r1 and r2 share only one leaf, then for each tree T that displays r1, r2, and a
some other triple, say r3, there exists a tree T ′ that displays r1 and r2, but not r3.
Thus, r3 cannot be inferred from r1 and r2. If, on the other hand, r1 and r2 share
three leaves, then r1 and r2 are either inconsistent, or r1 ' r2. Again, no additional
triple can be inferred. Hence, the three stated rules are the only ones that lead to
new triples for a given pair of triples. This, in particular, holds in the case of a strict
dense triple set.
Next, it is shown, that given a strict dense triple set RT not all three rules
are required. In fact it is sufficient to consider Rule (I2) or Rule (I3) only.
Lemma 7.2. Let RT be a strict dense set of rooted triples. For all L ′ = {a,b, c,d} ⊆
L(RT) the following statements hold:
All triples, which are inferred by applying Rule (I2) on triples r1, r2 ∈ RT with
L(ri) ⊂ L ′, are contained in RT if and only if all triples, which are inferred by
applying Rule (I3) on triples r1, r2 ∈ RT with L(ri) ⊂ L ′, are contained in RT.
Moreover, if all triples, which are inferred by applying Rule (I2) on triples r1, r2 ∈
RT with L(ri) ⊂ L ′, are contained in RT, then all triples, which are inferred by
applying Rule (I1) on triples r1, r2 ∈ RT with L(ri) ⊂ L ′, are contained in RT.
Proof. The first statement was established by Guillemot and Mnich (2013).
For the second statement assume that for all pairwise distinct L ′ =
{a,b, c,d} ⊆ L(RT) it holds that all triples inferred by rule (I2), or equiva-
lently, by rule (I3) applied on triples r1, r2 ∈ R with L(ri) ⊂ L ′ are contained
in RT. Assume for contradiction that there are triples (ab|c), (ad|c) ∈ RT, but
(bd|c) /∈ RT. Since RT is strict dense, there is either (bc|d) ∈ RT or (cd|b) ∈ RT.
In the first case and since (ab|c) ∈ RT, Rule (I2) implies that (ac|d) ∈ RT, a
contradiction. In the second case and since (ab|c) ∈ RT, Rule (I3) implies that
(cd|a) ∈ RT, a contradiction.
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By Remark 7.1 and Lemma 7.2 it follows that for any strict dense set of
triples RT the closure cl(RT ′) of any two-element subset RT ′ ⊆ RT can be
computed by repeated application of one of the rules (I2) or (I3).
For the following characterization of consistent strict dense triple sets, a
series of auxiliary lemmata are needed.
Lemma 7.3 (Aho et al., 1981; Bryant and Steel, 1995). A set of rooted triples RT
on L =
⋃
r∈RT L(r) is consistent if and only if for each subset L ⊆ L, |L| > 1 the
graph [R,L] is disconnected.
Lemma 7.4 (Huson, Rupp, and Scornavacca, 2010). Let RT be a dense set of
rooted triples on L =
⋃
r∈RT L(r). Then for each L ⊆ L, the number of connected
components of the Aho graph [RT,L] is at most two.
The tree, which is computed with BUILD based on the Aho graph [RT,L]
for a consistent set of rooted triples RT, is denoted by Aho(RT). Lemma 7.4
implies that Aho(RT) must be binary for a consistent dense set of rooted
triples. The Aho graph and its key properties are used as a frequent tool in
upcoming proofs.
For later reference, recall the following lemma from Bryant and Steel
(1995).
Lemma 7.5 (Bryant and Steel, 1995). If RT ′ is a subset of the triple set RT and
L =
⋃
r∈RT ′ L(r) is the leaf set of RT
′, then [RT ′,L] is a subgraph of [RT,L].
Next, it is shown, that a strict dense triple set RT is consistent, if and
only if the closure of any two-element subset of RT is already contained in
RT. The statement is shown by induction on the number of leaves |L(RT)|.
Therefore, the following two auxiliary lemmata are needed. The first lemma
shows the base clause for this induction and the second lemma shows that
the induction assumption is true in each induction step.
Lemma 7.6. Let RT be a strict dense set of triples on L with |L| 6 4. If for all
RT ′ ⊆ RT with |RT ′| = 2 it holds that cl(RT ′) ⊆ RT then RT is consistent.
Proof. For the cases L = 0, L = 1, and L = 2 no triple exists and thus, RT = ∅,
which is consistent. If L = 3 and since RT is strict dense, it holds that |RT| = 1
and thus, RT is always consistent. Consider now the case L = 4 and assume
for contradiction that RT is not consistent. Thus, by Lemma 7.3, the Aho
graph [RT,L] is connected for some L ⊆ L. Since RT is strict dense, for any
L ⊆ L with |L| = 2 or |L| = 3 the Aho graph [RT,L] is always disconnected.
Hence, [RT,L] for L = L must be connected. The graph [RT,L] has four
vertices, say a,b, c and d. The fact that RT is strict dense and |L| = 4 implies
that |R| = 4 and in particular, that [RT,L] has three or four edges. Hence, the
graph [RT,L] is isomorphic to one of the following graphs G0, G1 or G2.
The graph G0 is isomorphic to a P4, i.e., a path x1 − x2 − x3 − x4 on four
vertices; G1 is isomorphic to a chordless square; and G2 is isomorphic to
the P4 x1 − x2 − x3 − x4 where the edge {x1, x3} or {x2, x4} is added. W.l.o.g.
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assume that for the first case [RT,L] ' G0 has edges {a,b}, {b, c}, {c,d}; for
the second case [RT,L] ' G1 has edges {a,b}, {a, c}, {c,d} and {b,d} and for
the third case assume that [RT,L] ' G2 has edges {a,b}, {a, c}, {c,d} and
{a,d}.
Let [RT,L] ' G0. Then there are triples of the form (ab|∗), (bc|∗), (cd|∗),
where one kind of triple must occur twice, since otherwise, [RT,L] would
have four edges. Assume that this is (ab|∗). Hence, the triples (ab|c), (ab|d) ∈
RT since |RT| = 4. Since RT is strict dense, (bc|∗) = (bc|d) ∈ RT, which im-
plies that (cd|∗) = (cd|a) ∈ RT. Now, RT ′ = {(ab|c), (bc|d)} ` (ac|d). However,
since RT is strict dense and (cd|a) ∈ RT one can conclude that (ac|d) /∈ RT,
and therefore cl(RT ′) 6⊆ RT. The case with triples (cd|∗) occurring twice is
treated analogously. If triples (bc|∗) occur twice, one can argue the same way
to obtain (bc|a), (bc|d) ∈ RT, (ab|∗) = (ab|d), and (cd|∗) = (cd|a). However,
RT ′ = {(bc|a), (cd|a)} ` (bd|a) /∈ RT, and thus cl(RT ′) 6⊆ RT.
Let [RT,L] ' G1. Then there must be triples of the form (ab|∗), (ac|∗), (cd|∗),
(bd|∗). Clearly, (ab|∗) ∈ {(ab|c), (ab|d)}. Note that not both (ab|c) and (ab|d)
can be contained in RT, since then [RT,L] ' G0. If (ab|∗) = (ab|c) and since
RT is strict dense, (ac|∗) = (ac|d). Again, since RT is strict dense, (cd|∗) =
(cd|b) and this implies that (bd|∗) = (bd|a). However, RT ′ = {(ab|c), (ac|d)} `
(ab|d) /∈ RT, since RT is strict dense and (bd|a) ∈ RT. Thus, cl(RT ′) 6⊆ RT.
If (ab|∗) = (ab|d) and since RT is strict dense, one can argue analogously,
and obtain, (bd|∗) = (bd|c), (cd|∗) = (cd|a) and (ac|∗) = (ac|b). However,
RT ′ = {(ab|d), (bd|c)} ` (ad|c) /∈ RT, and thus cl(RT ′) 6⊆ RT.
Let [RT,L] ' G2. Then there must be triples of the form (ab|∗), (ac|∗),
(cd|∗), (ad|∗). Again, (ab|∗) ∈ {(ab|c), (ab|d)}. By similar arguments as in the
latter two cases, if (ab|∗) = (ab|c) then it follows, (ac|∗) = (ac|d), (ad|∗) =
(ad|b) and (cd|∗) = (cd|b). Since RT ′ = {(ab|c), (ac|d)} ` (bc|d) /∈ RT, one
can conclude that cl(RT ′) 6⊆ RT. If (ab|∗) = (ab|d) analogously, it follows
that (ad|∗) = (ad|c), (cd|∗) = (cd|b) and (ac|∗) = (ac|b). However, RT ′ =
{(ab|d), (ad|c)} ` (bd|c) /∈ RT, and thus cl(RT ′) 6⊆ RT.
Lemma 7.7. Let RT be a strict dense set of triples on L such that for all RT ′ ⊆ RT
with |RT ′| = 2 it holds that cl(RT ′) ⊆ RT. Let x ∈ L and L ′ = L \ {x}. Moreover,
letRT|L ′ ⊂ RT denote the subset of all triples r ∈ RT with L(r) ⊆ L ′. ThenRT|L ′ is
strict dense and for all RT ′ ⊆ RT|L ′ with |RT ′| = 2 it holds that cl(RT ′) ⊆ RT|L ′ .
Proof. Clearly, since RT is strict dense and since RT|L ′ contains all triples
except the ones containing x, it still holds that for all a,b, c ∈ L ′ there is
exactly one triple r ∈ RT|L ′ with a,b, c ∈ L(r). Hence, RT|L ′ is strict dense.
Assume for contradiction, that there are triples r1, r2 ∈ RT|L ′ ⊂ RT with
cl(r1, r2) 6⊆ RT|L ′ . By construction of RT|L ′ , no triples r1, r2 ∈ RT|L ′ can infer
a new triple r3 with x ∈ L(r3). This immediately implies that cl(r1, r2) 6⊆ RT,
a contradiction.
Now, the characterization of consistent strict dense triple sets is given.
Note that an analogous result was given by Guillemot and Mnich (2013) and
the references therein. However, here an additional direct and transparent
proof is given.
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Theorem 7.2. Let RT be a strict dense triple set on L with |L| > 3. The set RT is
consistent if and only if cl(RT ′) ⊆ RT holds for all RT ′ ⊆ RT with |RT ′| = 2.
Proof. ⇒: If RT is strict dense and consistent, then for any triple (ab|c) /∈ RT
holds RT ∪ (ab|c) is inconsistent as either (ac|b) or (bc|a) is already contained
in RT. Hence, for each a,b, c ∈ L exactly one RT ∪ {(ab|c)}, RT ∪ {(ac|b)},
RT ∪ {(bc|a)} is consistent, and this triple is already contained in RT. Hence,
RT is closed. Therefore, for any subset RT ′ ⊆ RT holds cl(RT ′) ⊆ cl(RT) =
RT. In particular, this holds for all RT ′ ⊆ RT with |RT ′| = 2.
⇐ (Induction on |L|):
If |L| 6 4, then Lemma 7.6 implies that if for any two-element subset RT ′ ⊆
RT holds that cl(RT ′) ⊆ RT, then RT is consistent. Assume therefore, the
assumption is true for all strict dense triple sets RT on L with |L| = n.
Let RT be a strict dense triple set on L with |L| = n+ 1 such that for each
RT ′ ⊆ RT with |RT ′| = 2 it holds cl(RT ′) ⊆ RT. Moreover, let L ′ = L \ {x}
for some x ∈ L and RT|L ′ ⊂ RT denote the subset of all triples r ∈ RT
with L(r) ⊂ L ′. Lemma 7.7 implies that RT|L ′ is strict dense and for each
RT ′ ⊆ RT|L ′ with |RT ′| = 2 it follows that cl(RT ′) ⊆ RT|L ′ . Hence, the
induction hypothesis can be applied for any such RT|L ′ implying that RT|L ′
is consistent. Moreover, since RT|L ′ is strict dense and consistent, for any
triple (xy|z) /∈ RT|L ′ it holds that RT|L ′ ∪ (xy|z) is inconsistent. But this implies
that RT|L ′ is closed, i.e., cl(RT|L ′) = RT|L ′ . Lemma 7.4 implies that the Aho
graph [RT|L ′ ,L] has exactly two connected components C1 and C2 for each
L ⊆ L ′ with |L| > 1. In the following, let Li = V(Ci), i = 1, 2 denote the
set of vertices of the connected component Ci in [RT|L ′ ,L]. Clearly, L =
L1 ∪ L2 and L1 ∩ L2 = ∅. It is easy to see that [RT,L] ' [RT|L ′ ,L] for any
L ⊆ L ′, since none of the graphs contain vertex x. Hence, [RT,L] is always
disconnected for any L ⊆ L ′. Therefore, it remains to show that, for all
L∪ {x} with L ⊆ L ′ the following statement is true: If for any RT ′ ⊆ RT with
|RT ′| = 2 holds cl(RT ′) ⊆ RT, then [RT,L ∪ {x}] is disconnected and hence,
RT is consistent.
To proof this statement the different possibilities for L are considered sep-
arately. It is frequently used that [RT|L ′ ,L] is a subgraph of [RT,L] for every
L ⊆ L (Lemma 7.5).
Case 1. If |L| = 1, then L∪ {x} implies that [RT,L∪ {x}] has exactly two vertices
and clearly, no edge. Thus, [RT,L∪ {x}] is disconnected.
Case 2. Let |L| = 2 with L1 = {a} and L2 = {b}. Since RT is strict dense,
exactly one of the triples (ab|x), (ax|b), or (xb|a) is contained in RT. Hence,
[RT,L ∪ {x}] has exactly three vertices where two of them are linked by an
edge. Thus, [RT,L∪ {x}] is disconnected.
Case 3. Let |L| > 3 with L1 = {a1, . . . ,an} and L2 = {b1, . . . ,bm}. Since
RT|L ′ is consistent and strict dense and by construction of L1 and L2 it
holds ∀ai,aj ∈ L1,bk ∈ L2, i 6= j : (aiaj|bk) ∈ RT|L ′ ⊆ RT and ∀ai ∈
L1,bk,bl ∈ L2,k 6= l : (bkbl|ai) ∈ RT|L ′ ⊆ RT. Therefore, since RT is
strict dense, there cannot be any triple of the form (aibk|aj) or (aibk|bl) with
ai,aj ∈ L1,bk,bl ∈ L2 that is contained RT. It remains to show that RT is
consistent. The following three subcases can occur.
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3.a) The connected components C1 and C2 of [RT|L ′ ,L] are connected in
[RT,L ∪ {x}]. Hence, there must be a triple (ab|x) ∈ RT with a ∈ L1
and b ∈ L2. Hence, in order to prove that RT is consistent, it has to be
shown that there is no triple (cx|d) contained RT for all c,d ∈ L, which
would imply that [RT,L∪ {x}] stays disconnected, i.e., [RT,L∪ {x}] then
consists of two components, one containing the vertices V(C1)∪V(C2)
and the other containing the single vertex x.
3.b) The connected component C1 of [RT|L ′ ,L] is connected to x in [RT,L∪
{x}]. Hence, there must be a triple (ax|c) ∈ RT with a ∈ L1, c ∈ L.
Hence, in order to prove that RT is consistent, it has to be shown that
there are no triples (bkx|ai) and (bkx|bl) for all ai ∈ L1, bk,bl ∈ L2,
which would imply that [RT,L∪ {x}] stays disconnected.
3.c) As in Case 3.b), the connected component C2 of [RT|L ′ ,L] might be
connected to x in [RT,L∪ {x}] and it has to be shown that there are no
triples (aix|bk) and (aix|aj) for all ai,aj ∈ L1, bk ∈ L2 in order to prove
that RT is consistent.
Case 3.a Let (ab|x) ∈ RT, a ∈ L1, b ∈ L2. First it is shown that for all ai ∈ L1
it holds that (aib|x) ∈ RT. Clearly, if L1 = {a} the statement is trivially true.
If |L1| > 1 then {(ab|x), (aia|b)} ` (aib|x) for all ai ∈ L1. Since the closure of
all two-element subsets of RT is contained in RT and (ab|x), (aia|b) ∈ RT one
can conclude that (aib|x) ∈ RT. Analogously one shows that for all bk ∈ L2
holds (abk|x) ∈ RT.
Since {(aia|bk), (abk|x)} ` (aibk|x) and (aia|bk), (abk|x) ∈ RT one can conclude
that (aibk|x) ∈ RT for all ai ∈ L1, bk ∈ L2. Furthermore, {(aiaj|b), (aib|x)} `
(aiaj|x) for all ai,aj ∈ L1 and again, (aiaj|x) ∈ RT for all ai,aj ∈ L1. Analo-
gously, one shows that (bkbl|x) ∈ RT for all bk,bl ∈ L2.
Thus, it has to be shown that for all c,d ∈ L it holds that (cd|x) ∈ RT. Since
RT is strict dense, there is no triple (cx|d) contained in RT for any c,d ∈ L.
Hence, [RT,L∪ {x}] is disconnected.
Case 3.b Let (ax|c) ∈ RT with a ∈ L1, c ∈ L. Assume first that c ∈ L1. Then
there is triple (ac|b) ∈ RT. Moreover, {(ax|c), (ac|b)} ` (ax|b) and thus, (ax|b) ∈
RT. This implies that there is always some c ′ = b ∈ L2 with (ax|c ′) ∈ RT.
In other words, w.l.o.g. one can assume that for (ax|c) ∈ RT, a ∈ L1 it holds
that c ∈ L2.
Since {(ax|b), (aai|b)} ` (aix|b) and (ax|b), (aai|b) ∈ RT one can conclude
that (aix|b) ∈ RT for all ai ∈ L1. Moreover, {(aix|b), (bbk|ai)} ` (aix|bk)
and by similar arguments, (aix|bk) ∈ RT for all ai ∈ L1,bk ∈ L2. Finally,
{(aix|bk), (blbk|ai)} ` (bkbl|x), and therefore, (bkbl|x) ∈ RT for all bk,bl ∈ L2.
To summarize, for all ai ∈ L1,bk,bl ∈ L2 it holds that (aix|bk) ∈ RT and
(bkbl|x) ∈ RT. Since RT is strict dense there cannot be triples (bkx|ai) and
(bkx|bl) for any ai ∈ L1, bk,bl ∈ L2, and hence, [RT,L∪ {x}] is disconnected.
Case 3.c By similar arguments as in Case 3.b) and interchanging the role of
L1 and L2, one can show that [RT,L∪ {x}] is disconnected.
In summary, it has been shown that [RT,L ∪ {x}] is disconnected in all
cases. Therefore, RT is consistent.
7.5 constructing a least resolved species tree 127
Since Theorem 7.2, it is possible to check the consistency of a strict dense
triple set RT, by repeatedly applying the inference rules of order two and
ensuring that only triples are inferred that were already contained in RT.
It remains to show that, given a (possibly inconsistent) set of specie triples
S and a maximal consistent subset S∗ ⊆ S, there always exists a consistent
strict dense set S ′ with S∗ ⊆ S ′.
Lemma 7.8. Let RT be a consistent set of triples on L. Then there is a strict dense
consistent triple set RT ′ on L that contains RT.
Proof. Let Aho(RT) be the tree constructed by BUILD from a consistent triple
set RT. This is in general not a binary tree. Let T ′ be a binary tree obtained
from Aho(R) by substituting a binary tree with k leaves for every internal
vertex with k > 2 children. Any triple (ab|c) ∈ rt(Aho(R)) is also displayed
by T ′ since unique disjoint paths a−b and c− ρ in Aho(R) translate directly
to unique paths in T ′, which obviously are again disjoint. Furthermore, a
binary tree T ′ with leaf set L displays exactly one triple for each {a,b, c} ∈ (L3).
Hence, RT ′ is strict dense.
To summarize the idea of this section, recall that the set of species triples
S obtained from the edited orthology relation Ro might not be consistent.
To infer a species tree S, a maximal consistent subset S∗ ⊆ S is sought. By
Lemma 7.8 and Theorem 7.2 one can translate the problem of finding a
maximal consistent subset S∗ ⊆ S of triples to the problem of finding a
consistent strict dense set of triples S ′ that contains as many triples from S
as possible. Then S∩ S ′ is a maximal consistent subset of S.
It should be noted that recently some approaches were introduced that
avoid the problem of inconsistent sets of specie triples. In the approach pre-
sented by Lafond and El-Mabrouk (2014) it is assumed that the given set of
relations {R˜o, R˜p} is not complete. For such a set it is recognized if there ex-
ists a complete set of relations {Ro,Rp}, Ro ⊆ R˜o and Rp ⊆ R˜p such that the
respective set of species triples S is consistent. If this is the case, then the cor-
responding species tree is constructed. Moreover, Dondi, El-Mabrouk, and
Lafond (2016) introduced an approach for editing an estimated orthology
relation R˜o to a tree representable orthology relation Ro such that the set of
species triples S extracted from the tree representation (T , t) of Ro is consis-
tent with a given species tree S. There, the set of extracted species triples is
trivially consistent, since the species tree S is already known.
An ILP formulation for the maximal consistent triple set problem is given
in Subsection 7.6.3.
7.5 constructing a least resolved species tree
In Section 7.1 two alternative definitions of least resolved trees are given. One
definition considers a tree with a minimum number of inner vertices and the
other definition considers a tree that minimizes the number of additional
triples, that a tree displays.
In this section, it is shown under which conditions, the BUILD algorithm
constructs a least resolved tree (with respect to both definitions). In such
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cases, the polynomial-time algorithm BUILD can be used instead of a time
consuming ILP.
Proposition 7.1. Let RT be a consistent triple set on L. If the tree obtained with
BUILD is binary, then the closure cl(RT) is strict dense. Moreover, this tree T is
unique and therefore, a least resolved tree for RT.
Proof. Note, the algorithm BUILD relies on the Aho graph [RT,L] for par-
ticular subsets L ⊆ L. This means, that if the tree obtained with BUILD is
binary, then for each of the particular subsets L ⊆ L the Aho graph [RT,L]
must have exactly two components. Moreover, RT is consistent, since BUILD
constructs a tree.
Now consider arbitrary three distinct leaves x,y, z ∈ L. Since T is binary,
there is a subset L ⊆ L with x,y, z ∈ L in some stage of BUILD such that two
of the three leaves, say x and y are in a different connected component than
the leaf z. This implies that RT ∪ (xy|z) is consistent, since even if {x,y} 6∈
E([RT,L]), the vertices x and y remain in the same connected component
different from the one containing z when adding the edge {x,y} to [RT,L].
Moreover, by the latter argument, both RT ∪ (xz|y) and RT ∪ (yz|x) are not
consistent. Thus, for any three distinct leaves x,y, z ∈ L exactly one of the
sets RT ∪ {(xy|z)}, RT ∪ {(xz|y)}, RT ∪ {(zy|x)} is consistent, and thus, contained
in the closure cl(RT). Hence, cl(RT) is strict dense.
Since a tree T that displays RT also displays cl(RT) and because cl(RT) is
strict dense and consistent, one can conclude that cl(RT) = rt(T) whenever T
displays RT. Hence, T must be unique and therefore, the least resolved tree
for RT.
Remark 7.2. Let T be a binary tree. Then rt(T) is a consistent and strict dense.
Hence, rt(T)∪ {r} is inconsistent for any triple r /∈ rt(T). Since the BUILD algorithm,
when applied on a consistent set of triples, construct a tree the displays all those
triples, it follows that rt(T) ⊆ rt(Aho(rt(T))) and thus, there is no consistent
triple set (on the same set of leaves) that strictly contains rt(T). Therefore, rt(T) =
rt(Aho(rt(T))) holds and thus, Aho(rt(T)) = T .
Lemma 7.9. Let RT be a consistent set of triples that identifies a phylogenetic tree T .
Suppose the trees T1 and T2 display all triples of RT such that T1 has the minimum
number of vertices among all trees in the tree set 〈RT〉 of RT and T2 minimized the
cardinality | rt(T2)|. Then, T ' Aho(R) ' T1 ' T2.
Proof. Lemma 2.1 and 2.2 from Grünewald, Steel, and Swenson (2007) state
that RT identifies T if and only if rt(T) = cl(RT) and that T ' Aho(RT) in
this case. Since RT identifies T , any other tree that displays RT refines T and
thus, must have more vertices. Hence, T ' T1.
Since the closure cl(RT) must be displayed by all trees that display RT it
follows that T is one of the trees that have a minimum cardinality set rt(T)
and thus, | rt(T2)| = | rt(T)| and hence, rt(T2) = rt(T) = cl(RT). Lemma 2.1
from Grünewald, Steel, and Swenson (2007) implies that RT identifies T2.
Lemma 2.2 from Grünewald, Steel, and Swenson (2007) implies that, there-
fore, T2 ' Aho(RT).
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By the previous lemma, whenever the maximal consistent triple set S∗
identifies a tree S then this tree is a least resolved tree with respect to the
minimum number of inner vertices as well as to the minimum number of ad-
ditional triples. This is, in particular, the case if the BUILD algorithm applied
on S∗ outputs a binary tree. Moreover, this binary tree is the least resolved
tree (with respect to both definitions). Thus, when constructing a least re-
solved tree S from a consistent triple set S∗, then the BUILD algorithm can be
used. If the output is a binary tree, the time consuming ILP, which is given
in Subsection 7.6.4, can be omitted.
7.6 ilp formulation
In what follows, for each of the four steps of the approach, an ILP formu-
lation is given. Three, out of the four steps require the solution of hard
combinatorial optimization problem.
The input data consist of an estimated orthology relation R˜o or of a
weighted version thereof. In the weighted case, it is assumed that the edge
weights w(x,y) have values in the unit interval that measures the confidence
in the statement “(x,y) is orthologous”. Because of measurement errors, the
first task is to correct R˜o to an irreflexive, symmetric relation Ro that is a
valid orthology relation. As outlined in Section 7.2, GRo must be a cograph
so that (x,y) ∈ Ro implies σ(x) 6= σ(y). By Lemma 7.1 this problem can be
solved independently for every connected component of GR˜o . The resulting
relation Ro has the tree representation (T , t).
In the second step a (possibly non-consistent) set of species triples S is
inferred from Ro. Precisely, S contains all triples (AB|C) for which a triple
(ab|c) ∈ rt(T) exists such that σ(a) = A, σ(b) = B, σ(c) = C with A,B,C
pairwise distinct and lcaT (a,b, c) = •, i.e., there is a speciation vertex at the
root of (ab|c) in T .
In the third step, the maximum consistent subset of S is sought. The hard
part in the ILP formulation for this problem is to enforce consistency of a set
of triples (Chang et al., 2011). This step can be simplified considerably using
the fact that for every consistent triple set S∗ there is a strict dense consistent
triple set S ′ that contains S∗ (Lemma 7.8). The maximal consistent subset can
then be written as S∗ = S ′∩S. The gain in efficiency in the corresponding ILP
formulation comes from the fact that a strict dense set of triples is consistent
if and only if all its two-element subsets are consistent (Theorem 7.2). This
allows a much faster check of consistency.
In the fourth step a least resolved species tree S is determined from the
triple set S∗ since this tree makes least assumptions of the topology and
thus, of the evolutionary history. In particular, it displays only those triples,
which are either directly derived from the data or that are logically implied
from it. Thus, S is the tree with either the minimal number of (inner) vertices
that displays S∗ or the tree that displays the minimum number of additional
triples r /∈ S∗. The ILP formulation uses ideas of Chang et al. (2011) to
construct S in the form of an equivalent partial hierarchy.
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7.6.1 Cograph Editing
Given the edge set of an input graph, in this case the pairs (x,y) ∈ R˜o, the
first task is to determine a modified edge set so that the resulting graph is a
cograph. The input is conveniently represented by binary constants Θab = 1
if and only if (a,b) ∈ R˜o. The edges of the adjusted cograph GRo are repre-
sented by binary variables Exy = Eyx = 1 if and only if {x,y} ∈ E(GR˜o). Since
Exy ≡ Eyx these variables are used interchangeably, without distinguishing
the indices. Since genes, residing in the same organism, cannot be orthologs,
the edges {x,y} are excluded whenever σ(x) = σ(y). This is expressed by
setting
Exy = 0 for all {x,y} ∈
(
G
2
)
with σ(x) = σ(y). (ILP 1)
To constrain the edge set of GRo such that GRo is a cograph, it is used that
cographs are characterized by P4 as forbidden subgraphs. This can be ex-
pressed as follows. For every ordered four-tuple (w, x,y, z) ∈ G4 with pair-
wise distinct w, x,y, z the following constraint is required
Ewx + Exy + Eyz − Exz − Ewy − Ewz 6 2. (ILP 2)
Constraint (ILP 2) ensures that for each ordered tuple (w, x,y, z) it is not the
case that there are edges {w, x}, {x,y}, {y, z} and at the same time no edges
{x, z}, {w,y}, {w, z} that is, w, x,y and z induce the path (w, x,y, z) on four
vertices. Enforcing this constraint for all orderings of w, x,y, z ensures that
the subgraph induced by {w, x,y, z} is P4-free.
In order to find the closest orthology cograph GRo , the symmetric differ-
ence of the estimated and adjusted orthology relation is minimized. Thus,
the objective function is
min
∑
(x,y)∈G×G
(1−Θxy)Exy +
∑
(x,y)∈G×G
Θxy(1− Exy). (ILP 3)
Remark 7.3. The relation R˜o is defined as a binary relation. However, the problem
can be generalized to a weighted version in which the input R˜o is a real valued
function R˜o : G×G → [0, 1] measuring the confidence with which a pair (x,y) is
orthologous. The ILP formulation remains unchanged.
The latter ILP formulation makes use of O(|G|2) variables and (ILP 1) and
(ILP 2) impose O(|G|4) constraints.
7.6.2 Species Triple Extraction
Let Ro be an orthology relation with tree representation (T , t;σ) so that
σ(x) = σ(y) implies (x,y) /∈ Ro. By Theorem 7.1, the species tree S dis-
plays all triples (AB|C) with a corresponding gene triple (xy|z) ∈ G ⊆ rt(T),
i.e., a triple (xy|z) with speciation event at the root of t(lcaT (x,y, z)) = • and
σ(x) = A, σ(y) = B, σ(z) = C are pairwise distinct species. The set of these
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triples is denoted by S. Although all species triples can be extracted in poly-
nomial time, e.g., by using the BUILD algorithm, here an ILP formulation is
given to complete the entire ILP pipeline. It is also useful as a starting point
for the final step, which consists in finding a minimally resolved tree that dis-
plays S. Instead of using the tree representation (T , t;σ) one can make use
the information stored in Ro directly, considering the following observation.
Lemma 7.10. Let Ro be an orthology relation with tree representation (T , t;σ) that
is identified with the cotree of the corresponding cograph GRo = (G,ERo). Assume
that (xy|z) ∈ rt(T) is a triple where all genes x,y, z are contained in pairwise
different species. Then, it holds: t(lca(x,y)) =  if and only if {x,y} /∈ ERo and
t(lca(x,y, z)) = • if and only if {x, z}, {y, z} ∈ ERo
Proof. Assume there is a triple (xy|z) ∈ rt(T), where all genes x,y, z are con-
tained in pairwise different species. Clearly, t(lca(x,y)) =  if and only if
(x,y) /∈ Ro if and only if {x,y} /∈ ERo . Since, lca(x,y) 6= lca(x, z) = lca(y, z) =
lca(x,y, z) it follows that t(lca(x, z)) = t(lca(y, z)) = •, which is if and only if
(x, z), (y, z) ∈ Ro and thus, if and only if {x, z}, {y, z} ∈ ERo .
The set S of species triples is encoded by the binary variables T(AB|C) = 1
if and only if (AB|C) ∈ S. Note that (BA|C) ≡ (AB|C). In order to avoid super-
fluous variables and symmetry conditions, connecting them, it is assumed
that the first two indices in triple variables are ordered. Thus, there are three
triple variables T(AB|C), T(AC|B), and T(BC|A) for any three distinct A,B,C ∈ S.
Assume that (xy|z) ∈ rt(T) is an arbitrary triple displayed by T . In the
remainder of this section, it is assumed that these genes x,y and z are
from pairwise different species σ(x) = A, σ(y) = B, and σ(z) = C. Given
that in addition t(lca(x,y, z)) = •, one needs to ensure that T(AB|C) = 1.
If t(lca(x,y, z)) = • then there are two cases: (1) t(lca(x,y)) =  or (2)
t(lca(x,y)) = •. These two cases needs to be considered separately for the
ILP formulation.
Case (1) t(lca(x,y)) =  6= t(lca(x,y, z)): Lemma 7.10 implies that Exy = 0
and Exz = Eyz = 1. This yields (1− Exy) + Exz + Eyz = 3. To infer that in
this case T(AB|C) = 1 the next constraint is added.
(1− Exy) + Exz + Eyz − T(AB|C) 6 2. (ILP 4)
Due to symmetry, these constraints are also needed for the possible triples
(xz|y), respectively, (yz|x) and the corresponding species triples (AC|B), re-
spectively, (BC|A):
Exy + (1− Exz) + Eyz − T(AC|B) 6 2. (ILP 5)
Exy + Exz + (1− Eyz) − T(BC|A) 6 2. (ILP 6)
Case (2) t(lca(x,y)) = • = t(lca(x,y, z)): Lemma 7.10 implies that Exy =
Exz = Eyz = 1. Since lca(x,y) 6= lca(x,y, z) and the tree representation, the
triple is obtained from, is discriminating, there must be an inner vertex v /∈
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{lca(x,y), lca(x,y, z)} on the path from lca(x,y) to lca(x,y, z) with t(v) = .
Since T is a phylogenetic tree, there must be a leafw ∈ L(v) withw 6= x,y and
lca(x,y,w) = v, which implies t(lca(x,y,w)) = t(v) = . For this vertex w it
holds that (xw|z), (yw|z) ∈ rt(T) and in particular, lca(y,w, z) = lca(x,y, z) =
lca(w, z). Therefore, t(lca(y,w, z)) = t(lca(w, z)) = •.
Now two subcases have to be distinguished: Either Case (2a) σ(x) = A =
σ(w) (analogously one treats the case σ(y) = B = σ(w) by interchanging
the role of x and y) or Case (2b) σ(x) = A 6= σ(w) = D /∈ {A,B,C}. Note, the
case σ(w) = σ(z) = C cannot occur, since (T , t) is obtained from the cotree of
GRo and in particular, it holds that t(lca(w, z)) = •. Therefore, Ewz = 1 and
hence, by Constraint (ILP 1) it must hold that σ(w) 6= σ(z).
(2a) Since t(lca(y,w, z)) = • and v = lca(y,w) with t(v) =  it follows that
the triple (yw|z) fulfills the conditions of Case 1 and hence, T(AB|C) = 1.
(2b) Analogously as in Case (2a), the triples (xw|z) and (yw|z) fulfill the con-
ditions of Case (1), and hence it follows that T(AD|C) = 1 and T(BD|C) = 1.
However, it must be ensured that also the triple (AB|C) is determined
as observed species triple. Thus, the following constraint is added:
T(AD|C) + T(BD|C) − T(AB|C). 6 1 (ILP 7)
which ensures that T(AB|C) = 1 whenever T(AD|C) = T(BD|C) = 1.
The constraints (ILP 4) to (ILP 6) are added for all {x,y, z} ∈ (G3), whenever
all three genes are contained in pairwise different species σ(x) = A, σ(y) = B,
and σ(z) = C. Constraint (ILP 7) is added for all {A,B,C,D} ∈ (S4).
In particular, these constraints ensure that for each triple (xy|z) ∈ G with
speciation event on top and corresponding species triple (AB|C), the variable
T(AB|C) is set to 1.
However, the latter ILP constraints allow some degree of freedom for the
choice of the binary value T(AB|C), where for all respective triples (xy|z) ∈
rt(T) holds t(lca(x,y, z)) = . To ensure, that only those variables T(AB|C)
are set to 1, where at least one triple (xy|z) ∈ rt(T) with t(lca(x,y, z)) = •
and σ(x) = A, σ(y) = B, σ(z) = C exists, the following objective function is
added, which minimizes the number of variables T(AB|C) that are set to 1:
min
∑
{A,B,C}∈(S3)
T(AB|C) + T(AC|B) + T(BC|A). (ILP 8)
For the latter ILP formulation O(|S|3) variables and O(|G|3 + |S|4) con-
straints are required.
7.6.3 Maximal Consistent Triple Set
Given the set of species triple S, the next step is to extract a maximal subset
S∗ ⊆ S that is consistent. This combinatorial optimization problem is known
to be NP-complete Jansson (2001); Wu (2004). In an earlier ILP approach
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(Chang et al., 2011) explicitly constructed a tree that displays S∗. In order
to improve the running time of the ILP, a consistent and strict dense triple
set S ′ is constructed, containing the desired subset S∗. By Theorem 7.2, the
consistency check then involves only two-element subsets of S ′. From S ′
the desired solution is obtained as S∗ = S ′ ∩ S. Therefore, binary variables
T ′(AB|C) are introduced with T
′
(AB|C) = 1 if and only if (AB|C) ∈ S ′.
To ensure that S ′ is strict dense, the following constraint is added for all
{A,B,C} ∈ (S3).
T ′(AB|C) + T
′
(AC|B) + T
′
(BC|A) = 1. (ILP 9)
By the results of Theorem 7.2 and Lemma 7.2, the inference rule (I2) can now
be applied. To this end, the following constraint are added for all ordered
tuples (A,B,C,D) with {A,B,C,D} ∈ (S4):
2T ′(AB|C) + 2T
′
(AD|B) − T
′
(BD|C) − T
′
(AD|C) 6 2. (ILP 10)
Constraint (ILP 10) is a direct translation of the inference rule (I2). More-
over, by Theorem 7.2 and Lemma 7.2, it is known that testing pairs of triples
with Rule (I2) is sufficient for verifying consistency.
To ensure maximal cardinality of S∗ = S ′ ∩ S the following objective func-
tion is used:
max
∑
(AB|C)∈S
T ′(AB|C). (ILP 11)
This ILP formulation can be adapted to solve a “weighted” maximum con-
sistent subset problem: Therefore, consider thatw(AB|C) denotes the number
of connected components in GRo from which the species triple (AB|C) has
been extracted. When applying the following objective function, the signif-
icance of species triples in S, which have been observed multiple times, is
increased.
max
∑
(AB|C)∈S
T ′(AB|C) ∗w(AB|C). (ILP 12)
Finally, the binary variables T∗(AB|C) are defined, indicating whether a triple
(AB|C) ∈ S is contained in a maximal consistent triples set S∗ ⊆ S, i.e.,
T∗(AB|C) = 1 if and only if (AB|C) ∈ S∗ and thus, if and only if T(AB|C) = 1 and
T ′(AB|C) = 1. Therefore, for all {A,B,C} ∈
(
S
3
)
the binary variables T∗(AB|C) are
added, as well as the following constraints.
0 6 T ′(AB|C) + T(AB|C) − 2T∗(AB|C) 6 1 (ILP 13)
It is easy to verify, that in the latter ILP formulation O(|S|3) variables and
O(|S|4) constraints are required.
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7.6.4 Least Resolved Species Tree
The final step consists in finding a minimally resolved tree that displays all
triples of S∗. The variables T∗(AB|C), which are defined in the previous step,
take on the role of constants here.
Chang et al. (2011) proposed an ILP approach for determining maximal
consistent triple sets. However, this approach relies on determining consis-
tency by checking and building up a binary tree, a very time consuming
task. As shown before, this can be improved and simplified by the latter ILP
formulation. To this end, some of the ideas established by Chang et al. (2011)
are adopted, to solve the NP-hard problem of finding a least resolved tree.
At first, a least resolved tree with a minimum number of inner vertices is
considered (Jansson, Lemence, and Lingas, 2012).
To build an arbitrary tree for the consistent triple set S∗, one can use the
fast algorithm BUILD (Semple and Steel, 2003). Moreover, if the tree obtained
by BUILD for S∗ is a binary tree, then Proposition 7.1 implies that the closure
cl(S∗) is strict dense and that in this case the constructed tree is unique and
therefore, a least resolved tree for S∗. Hence, as a preprocessing step one
could use BUILD first, to test whether the tree for S∗ is already binary and if
not, proceed with the following ILP approach.
A phylogenetic tree S is uniquely determined by a hierarchy C = {L(v) |
v ∈ V(S)} according to Theorem 3.1. Thus, it is possible to construct S by
building the clusters induced by the triples of S∗. Therefore, the condition
for C to be a hierarchy has to be translated into the language of ILPs.
Following Chang et al. (2011), a binary |S| ×N matrix M is used, with
entries MAp = 1 if and only if the species A is contained in cluster p. By
Theorem 3.1, it is clear that at most 2|S|− 1 clusters are needed. As shown
later, the cluster S and the trivial singleton clusters {x} ∈ S are (implicitly)
excluded. Hence, it suffices to use N = 2|S| − 1 − |S| − 1 = |S| − 2 clusters.
Each cluster p, which is represented by the p-th column of M, corresponds
to an inner vertex vp in the species tree S so that p = L(vp).
Since a least resolved tree is sought, rather than a fully resolved one, a
smaller number of clusters than N− 2 is allowed, i.e., some columns of M
might have no non-zero entries. Here, the approach deviate from Chang et al.
(2011). Columns p with
∑
A∈SMAp = 0 containing only 0 entries and thus,
clusters L(vp) = ∅, are called trivial, all other columns and clusters are called
non-trivial. Clearly, the non-trivial clusters correspond to the internal vertices
of S. Hence, the number of trivial columns of M has to be maximized. This
condition suffices to remove redundancy, i.e., non-trivial columns with the
same entries.
At first, those ILP constrains are given, that capture that all triples (AB|C)
contained in S∗ ⊆ S are displayed by a tree. A triple (AB|C) is displayed by
a tree if and only if there is an inner vertex vp such that A,B ∈ L(vp) and
C /∈ L(vp) and hence, if and only if MAp = MBp = 1 6= MCp = 0 for this
cluster p.
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To this end, binary variables NAB,p are defined, so that NAB,p = 1 if and
only if A,B ∈ L(vp) for all {A,B} ∈
(
S
2
)
and p = 1, . . . , |S|− 2. This condition
is captured by the following constraint:
0 6MAp +MBp − 2NAB,p 6 1. (ILP 14)
It still has to be ensured that for each triple (AB|C) ∈ S∗ there is at least one
cluster p that contains A and B but not C, i.e., NAB,p = 1 and NAC,p = 0 and
NBC,p = 0. Therefore, for each possible triple (AB|C) the following constraint
is added:
1− |S|(1− T∗(AB|C)) 6
∑
p
NAB,p −
1
2
NAC,p −
1
2
NBC,p. (ILP 15)
To see that (ILP 15) ensures A,B ∈ L(vp) and C /∈ L(vp) for each (AB|C) ∈ S∗
and some p, assume first that (AB|C) /∈ S∗ and hence, T∗(AB|C) = 0. Then
1− |S|(1− T∗(AB|C)) = 1− |S| and the variables NAB,p, NAC,p, and NBC,p are
unrestricted. Now assume that (AB|C) ∈ S∗ and hence, T∗(AB|C) = 1. Then
1− |S|(1− T∗(AB|C)) = 1. This implies that there exists a p such that NAB,p is
set to 1. If NAB,p = 1 and NAC,p = 1, then Constraint (ILP 14) implies that
MAp =MBp =MCp = 1 and thus NBC,p = 1. Analogously, if NAB,p = 1 and
NBC,p = 1, then NAC,p = 1. It remains to show that there is some cluster p
with NAB,p = 1 and NAC,p = NBC,p = 0. Assume, for contradiction, that for
none of the clusters p with NAB,p = 1 holds that NAC,p = NBC,p = 0. Then,
by the latter arguments all of these clusters p satisfy: NAC,p = NBC,p = 1.
However, this implies that NAB,p − 12NAC,p −
1
2NBC,p = 0 for all p, which
contradicts Constraint (ILP 15). Therefore, if T∗(AB|C) = 1, there must be at
least one cluster p with NAB,p = 1 and NAC,p = NBC,p = 0 and hence,
MAp =MBp = 1 and MCp = 0.
In summary the constraints above ensure that for the maximal consistent
triple set S∗ of S and for each triple (AB|C) ∈ S∗ there exists at least one
column p in the matrix M that contains A and B, but not C. Note that for a
triple (AB|C), the constraint does enforce a cluster q that contains C but not
A and B and therefore, singleton clusters are not enforced. Moreover, there is
no constraint that claims that the set S is decoded by M. In particular, since
the number of trivial columns in M are going to be maximized, and since
there are no ILP constraints that insist on finding clusters S and {x}, x ∈ S,
these clusters are not defined by M. However, these latter clusters are clearly
known, and thus, to decode the desired tree, it is only required that M is a
“partial” hierarchy. That is, for every pair of clusters p and q it holds that p∩
q ∈ {p,q, ∅}. In such a case the clusters p and q are said to be compatible. Two
clusters p and q are incompatible if there are (not necessarily distinct) species
A,B,C ∈ S with A ∈ p \q and B ∈ q \p, and C ∈ p∩q. In the latter case there
would be (MAp,MAq) = (1, 0), (MBp,MBq) = (0, 1), (MCp,MCq) = (1, 1).
As suggested by Chang et al. (2011), the so-called three-gamete condition is
used here. For each gamete (Γ ,Λ) ∈ {(0, 1), (1, 0)(1, 1)} and each columns p
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and q, a set of binary variables Cp,q,ΓΛ is defined. Then, for all A ∈ S and all
p,q ∈ {1, . . . , |S|− 2} with p 6= q the following constraints are added.
Cp,q,01 > −MAp +MAq, (ILP 16)
Cp,q,10 >MAp −MAq, (ILP 17)
Cp,q,11 >MAp +MAq − 1. (ILP 18)
These constraints capture that Cp,q,ΓΛ = 1 if and only if MAp = Γ and
MAq = Λ for some A ∈ S. To ensure that only compatible clusters are
contained, the following constraint is added for each of the latter defined
variables.
Cp,q,01 +Cp,q,10 +Cp,q,11 6 2 (ILP 19)
Hence, the constraints (ILP 14) to (ILP 19) ensure that a “partial” hierarchy
M is obtained, where only the singleton clusters and the set S is missing.
Finally, for the maximal consistent triple set S∗ a hierarchy is sought, that
determines the least resolved tree, i.e, a tree that displays all triples of S∗
and which has a minimal number of inner vertices and makes therefore the
fewest assumptions on the tree topology. Since the number of leaves |S| in
the species tree S is fixed and therefore, the number of clusters is determined
by the number of inner vertices, one can conclude that a minimal number
of clusters results in tree with a minimal number of inner vertices. In other
words, to find a least resolved tree determined by the hierarchy matrix M,
the number of trivial columns in M, i.e., the number of columns p with∑
A∈SMAp = 0, has to be maximized.
For this, an additional binary variable Yp is required for each p =
1, . . . , |S| − 2, indicating whether there are entries in column p equal to 1
or not. To infer that Yp = 1 whenever column p is non-trivial, the following
constraint is added for each p = 1, . . . , |S|− 2.
0 6 Yp|S|−
∑
A∈S
MAp 6 |S|− 1 (ILP 20)
If there is a “1” entry in column p and Yp = 0 then, Yp|S|−
∑
A∈SMAp < 0, a
contradiction. If column p is trivial and Yp = 1 then, Yp|S|−
∑
A∈SMAp = |S|,
again a contradiction. Finally, in order to minimize the number of non-trivial
columns in M and thus, to obtain a least resolved tree for S∗, the following
objective function is used.
min
∑
p
Yp (ILP 21)
For the maximal consistent subset S∗ ⊆ S, the latter ILP formulation re-
sults in a “partial” hierarchy defined by M. That is, for all clusters L(vp)
and L(vq) defined by columns p and q in M, it holds that L(vp) ∩ L(vq) ∈
{L(vp),L(vq), ∅}. The clusters S and {x}, x ∈ S, are not defined by M. How-
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ever, from these clusters and the clusters determined by the columns of M it
is easy to build the corresponding tree, which, by construction, displays all
triples in S∗, see Semple and Steel (2003); Dress, Huber, and Koolen (2012).
The latter ILP formulation requires O(|S|3) variables and constraints.
As already argued, the least resolved tree (in the sense of Jansson,
Lemence, and Lingas (2012)) is not the only possible way to construct a
species tree S without spurious resolution. As an alternative, a least resolved
tree, that displays all triples of S∗ and at the same time minimizes the num-
ber of additional triples r ∈ rt(S) \ S∗ is considered next. Since the closure
cl(S∗) is displayed by all trees that display also S∗, this task is equivalent
to finding a tree S with Ŝ := rt(S) that displays cl(S∗) and minimizes the
number of triples in Ŝ \ cl(S∗). Thus, Ŝ must be of minimum cardinality. To
this end, the ILP constraints (ILP 14) to (ILP 21) are modified. In particular,
Constraint (ILP 20) is removed, the objective function (ILP 21) is exchanged,
and the variables Yp are omitted. Instead, binary variables T̂(AB|C) are intro-
duced with T̂(AB|C) = 1 if and only if (AB|C) ∈ Ŝ. For each p = 1, . . . , |S|− 2
and all {A,B,C} ∈ (S3), the following constraint is added.
MAp +MBp + (1−MCp) − T̂(AB|C) 6 2. (ILP 22)
Constraint (ILP 22) enforces that T̂(AB|C) = 1 whenever there exists a cluster
p with A,B ∈ L(vp) and C /∈ L(vp), and hence, (AB|C) ∈ Ŝ. Finally, in order
to minimize the number of triples in Ŝ, the objective function (ILP 21) is
exchanged by
min
∑
(AB|C)
T̂(AB|C). (ILP 23)
Constraints (ILP 14) to (ILP 19) remain unchanged. This alternative ILP for-
mulation requires O(|S|3) variables and O(|S|4) constraints.
Note that if S∗ is strict dense, then both ILP formulations result in the
same binary tree as constructed using the BUILD algorithm.
7.7 implementation
The ILP approach has been implemented using IBM ILOG™ Optimizer 12.6
in the weighted version of the maximum consistent triple set problem. For
each component of the estimated orthology graph GR˜o , it is checked in ad-
vance if it is already a cograph. If this is not the case, then an ILP instance is
executed, finding the closest cograph. In a similar manner, one can check for
each resulting cograph whether it contains any paralogous genes at all. If
not, then the cograph is a complete graph and the resulting gene tree would
be a star, not containing any species triple information. Hence, extracting the
species triples is skipped.
Triple extraction is done using a polynomial-time algorithm instead of the
ILP formulation. Although the connected components of GR˜o are treated
separately, some instances of the cograph editing problem have exception-
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ally long computation times. Therefore, components of GR˜o with more than
50 genes are excluded. In addition, the running time for finding the closest
cograph for one disconnected component is limited to 30 minutes. If an opti-
mal solution for this component is not found within this time limit, the best
solution found so far is used. The other ILP computations are not restricted
by a time limit.
The software ParaPhylo is publicly available, free of charge, at http://
pacosy.informatik.uni-leipzig.de/paraphylo.
8
E VA L U AT I O N
By way of example, it is shown in this chapter, that the traditionalrestriction to 1:1 orthologs for reconstructing reliable phylogeneticspecies trees is not necessary. Therefore, artificial benchmark data
sets and real-life data sets, comprising genome-scale protein sets for dozens
of species, are analyzed using the ParaPhylo approach as described in Chap-
ter 7.
The following analyzes was published earlier in Hellmuth, Wieseke, Lech-
ner, Lenhof, Middendorf, and Stadler [2015] and in part in Hellmuth and
Wieseke [2016].
8.1 simulated data
To evaluate ParaPhylo, simulated and real-life data sets are used. Artificial
data is created with the method described by Hernandez-Rosales et al. [2014]
as well as the Artificial Life Framework (ALF) (Dalquen et al., 2012). The
first method generates explicit species/gene tree histories, from which the
orthology relation is directly accessible. All simulations are performed with
the following parameters: 1.0 for gene duplication, 0.5 for gene loss, and
0.1 for the loss rate, respectively increasing loss rate, after gene duplication.
Cluster or genome duplications are not considered. ALF simulates the evo-
lution of sequences along a branch length-annotated species tree, explicitly
taking into account gene duplication, gene loss, and horizontal gene transfer
(HGT) events. To obtain bacteria-like data sets, the procedure from Dalquen
et al. (2013) was adopted. Therefore, a tree of γ-proteobacteria from the OMA
project (Altenhoff et al., 2011) was randomly pruned to obtain trees of mod-
erate size, while conserving the original branch lengths. All simulations are
performed with parameters 0.005 for gene duplication/loss rate. A duplica-
tion or a loss of clusters of genes is, as before, not considered.
For all simulated data sets, species trees are predicted, using the ILP ap-
proach implemented in ParaPhylo. The reconstructed species trees are then
compared with the generated species trees. Therefore, the software TreeCmp
by Bogdanowicz, Giaro, and Wróbel (2012) is used to compute distances for
rooted trees based on Matching Cluster (MC), Robinson-Foulds (RC), Nodal
Splitted (NS), and Triple metric (TT). The distances are normalized by the
average distance between random Yule trees Yule (1925). This procedure is
described in detail in Section 8.4.
The following four simulation studies are intended to answer four indi-
vidual questions.
1. How much data is needed to provide enough information to recon-
struct accurate species trees?
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2. How robust is the method against noise in the data?
3. What is the impact of HGT on the accuracy of the method?
4. How does the method perform with respect to the chosen tree building
method in the last step of the ILP pipeline?
The results for the four simulation studies are discussed in Section 8.5.1
8.1.1 Impact of Data Size
The presented method heavily depends on the amount of duplicated genes,
which heavily depends on the number of analyzed genes per species. Nat-
urally, the question arises, how many genes, respectively gene families, are
needed, to provide enough information to reconstruct accurate species trees,
assuming a certain gene duplication rate. Therefore, the precision of recon-
structed trees is evaluated with respect to the number of species and gene
families. 100 species trees of size five, ten, 15, and 20 (ALF only) leaves are
generated. For each tree, the evolution of ten to 100 (first simulation method)
and 100 to 500 (ALF) gene families is simulated. For the first simulation
method, this corresponds to 32.6% (five species), 19.0% (ten species), and
13.5% (15 species) of all homologous pairs being paralogs. For ALF simula-
tions, 11.2% (five species), 8.1% (ten species), and 7.5% (15 and 20 species)
of paralogous pairs of genes are obtained. Note that these values are de-
termined from the simulations. HGT and cluster duplication/loss were not
considered.
8.1.2 Impact of Noise in the Data
In order to estimate the effects of noise in the empirical orthology relation,
several forms of perturbations are considered: (i) insertion and deletion of
edges in the orthology graph (homologous noise), (ii) insertion of edges
(orthologous noise), (iii) deletion of edges (paralogous noise), and (iv) mod-
ification of gene/species assignments (xenologous noise). In the first three
models each possible edge is modified with probability p. Model (ii) simu-
lates overprediction of orthology, while model (iii) simulates underpredic-
tion. Model (iv) retains the original orthology information but changes the
associations between genes and their respective species with probability p.
This simulates noise as expected in case of HGT. For each model the species
trees of 100 simulated data sets with ten species and 100 gene families (first
simulation method), respectively 1,000 gene families (ALF) are considered.
As before, no HGT or cluster duplications/losses were simulated. Noise is
added with a probability p ∈ {0.05, 0.10, 0.15, 0.20, 0.25}.
8.1.3 Impact of Horizontal Gene Transfer
Horizontal gene transfer is an abundant process, in particular in procary-
otes, which may lead to particular types of errors in each step of the ap-
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proach. Therefore, the robustness of the presented approach to HGT as a
specific type of perturbation is investigated. To this end, data sets of 1,000
gene families are simulated, using ALF, with a duplication/loss rate of 0.005
and evolutionary rates r ∈ {0.0, 0.0025, 0.005, 0.0075} for HGT. Cluster dupli-
cations/losses, or horizontal transfers of groups of genes are not considered.
The simulation is repeated 100 times for each combination of parameters.
From the simulated sequences, orthologous pairs of genes are predicted with
Proteinortho, using an E-value threshold of 1e− 10 and similarity param-
eter of 0.9. From this estimate of the orthology relation species trees are
reconstructed.
The authors of Dalquen et al. (2013) observed that increasing HGT rates
have only a minor impact on the recall of orthology prediction, while the
precision drops significantly, i.e., orthology prediction tools tend to mis-
predict xenology as orthology. To evaluate the impact of noise solely coming
from mis-predicting xenology as orthology, a second orthology relation is
constructed from the same simulations. This orthology relation differs from
the simulated orthology relation by all simulated xenologs being predicted
as orthologs, i.e., all paralogs are correctly detected (perfect paralogy knowl-
edge), see Figure 29 (B). Analogously, the impact of noise solely coming from
mis-predicting xenology as paralogy is evaluated, i.e., all orthologs are cor-
rectly detected (perfect orthology knowledge), see Figure 29 (C). From these
orthology relations, species trees are reconstructed with the ILP approach,
and compared with the generated species trees, used for the simulation. As
discussed in Section 2.1, there are two distinct definitions of xenology: (i)
the lca-xenology, where two genes x and y are (lca-)xenologs, if their is a
HGT event at the lowest common ancestor lcaT (x,y) within the gene tree
T and (ii) the xenology by Fitch (Fitch, 2000), where two genes x and y are
(Fitch-)xenologs, if there is at least one HGT event on the path from x to y
within the gene tree T . Although, the lca-xenology fits better to the theoret-
ical framework on tree representable sets of binary relations, there is a lack
of approaches on how to infer lca-xenologs form sequence data without the
need of reconciling gene trees with an already known species tree. On the
other hand, for the definition of xenology by Fitch, which is most commonly
used, there are some promising approaches, e.g., Mrazek and Karlin (1999);
Tsirigos and Rigoutsos (2005); Jaron, Moravec, and Martínková (2014).
8.1.4 Impact of Different Tree Building Methods
All simulations so far are performed by computing a least resolved tree that
minimized the cardinality of the vertex set, i.e., the definition of Jansson,
Lemence, and Lingas (2012). Given a consistent set of triples S∗, it is of in-
terest to evaluate the influence of different choices of how a tree is inferred
from the triple set. To this end, three different tree building methods are
compared: (i) the BUILD algorithm, (ii) the least resolved tree with minimum
number of vertices, and (iii) the least resolved tree that minimizes the num-
ber of additional triples r /∈ cl(S∗). As a consequence of Proposition 7.1, the
three methods produce the same tree, whenever the tree constructed with
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BUILD is binary. This is nearly always the case when the target tree is binary.
Therefore, ALF is used to generate a duplication/loss history along a non-
binary species tree. As before, parameter values of 0.005 are used for gene
duplication and loss. Horizontal gene transfer and cluster duplication/loss
were not considered here. The resulting orthology relation is perturbed with
“orthologous noise” (insertion of edges) with probability 0.05. Each data set
was analyzed with the ILP pipeline with the three different tree building
methods. The resulting trees are compared with each other as well as the
input tree used for the simulation. The procedure is repeated 100 times.
8.2 real-life data sets
As real-life applications two sets of eubacterial genomes are analyzed. The
set of eleven Aquificales species studied in Lechner et al. [2014a] covers
the three families Aquificaceae, Hydrogenothermaceae, and Desulfurobacteriaceae.
The species considered are the:
• Aquificaceae:
– Aquifex aeolicus VF5 (NC_000918.1, NC_001880.1)
– Hydrogenivirga sp. 128-5-R1-1 (ABHJ00000000.1)
– Hydrogenobacter thermophilus TK-6 (NC_013799.1)
– Hydrogenobaculum sp. Y04AAS1 (NC_011126.1)
– Thermocrinis albus DSM 14484 (NC_013894.1)
– Thermocrinis ruber DSM 12173 (CP007028.1)
• Hydrogenothermaceae:
– Persephonella marina EX-H1 (NC_012439.1, NC_012440.1)
– Sulfurihydrogenibium sp. YO3AOP1 (NC_010730.1)
– Sulfurihydrogenibium azorense Az-Fu1 (NC_012438.1)
• Desulfurobacteriaceae:
– Desulfobacterium thermolithotrophum DSM 11699 (NC_015185.1)
– Thermovibrio ammonificans HB-1 (NC_014917.1, NC_014926.1)
A larger set of 19 Enterobacteriales was taken from RefSeq (Pruitt et al.,
2002): The species considered are the Enterobacteriaceae:
• Cronobacter sakazakii ATCC BAA-894 (NC_009778.1, NC_009779.1,
NC_009780.1)
• Enterobacter aerogenes KCTC 2190 (NC_015663.1)
• Enterobacter cloacae ATCC 13047 (NC_014107.1, NC_014108.1,
NC_014121.1)
• Erwinia amylovora ATCC 49946 (NC_013971.1, NC_013972.1,
NC_013973.1)
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• Escherichia coli K-12 substr DH10B (NC_010473.1)
• Escherichia fergusonii ATCC 35469 (NC_011740.1, NC_011743.1)
• Klebsiella oxytoca KCTC 1686 (NC_016612.1)
• Klebsiellapneumoniae 1084 (NC_018522.1)
• Proteus mirabilis BB2000 (NC_022000.1)
• Salmonella bongori Sbon 167 (NC_021870.1, NC_021871.1)
• Salmonella enterica serovar Agona SL483 (NC_011148.1, NC_011149.1)
• Salmonella typhimurium DT104 (NC_022569.1, NC_022570.1)
• Serratia marcescens FGI94 (NC_020064.1)
• Shigella boydii Sb227 (NC_007608.1, NC_007613. 1)
• Shigella dysenteriae Sd197 (NC_007606.1, NC_007607.1, NC_009344.1)
• Shigella flexneri 5 str 8401 (NC_008258.1)
• Shigella sonnei Ss046 (NC_007384.1, NC_007385.1, NC_009345.1,
NC_009346.1, NC_009347.1)
• Yersinia pestis Angola (NC_010157. 1, NC_010158.1, NC_010159.1)
• Yersinia pseudotuberculosis IP 32953 (NC_006153.2, NC_006154.1,
NC_006155.1)
The results for the real-life data sets analyzes are discussed in Section 8.5.2
8.3 estimation of the input orthology relation
An initial estimate of the orthology relation is computed with Proteinortho
from all the annotated proteins using an E-value threshold of 1e− 10 and
similarity parameter of 0.9. Additionally, the genomes of all species were
re-blasted to detect homologous genes not annotated in the RefSeq. In
brief, Proteinortho implements a modified pairwise best hit strategy start-
ing from blast comparisons (Altschul et al., 1990). It first creates a graph
consisting of all genes as vertices and an edge for every blast hit with an
E-value above a certain threshold. In a second step edges between two genes
a and b from different species are removed if a much better blast hit is
found between a and a duplicated gene b ′ from the same species as b. Fi-
nally, the graph is filtered with spectral partitioning to result in disconnected
components with a certain minimum algebraic connectivity.
The resulting orthology graph usually consists of several pairwise discon-
nected components, which can be interpreted as individual gene families.
Within these components there may exist pairs of genes having blast E-
values worse than the threshold so that these vertices are not connected in
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the initial estimate of R˜o. Thus, the input data has a tendency towards un-
derprediction of orthology, in particular for distantly related species. The
simulation results suggest that the ILP approach handles overprediction of
orthology much better. Therefore, those genes from connected components
in the estimated orthology graph GR˜o , which are not considered as orthologs
due to the E-value cut-off, are treated as potential orthologs by ParaPhylo.
Thus, the corresponding edges are re-added to GR˜o .
8.4 evaluation of phylogenies
For the analysis of simulated data the reconstructed species trees are com-
pared with the trees generated by the simulation. To this end, the four com-
monly used distances measures for rooted trees are computed: Matching
Cluster (MC), Robinson-Foulds (RC), Nodal Splitted (NS), and Triple metric
(TT), as described by Bogdanowicz, Giaro, and Wróbel (2012).
The MC metric asks for a minimum-weight one-to-one matching between
the internal vertices of both trees, i.e., the clusters C1 from tree T1 with
the clusters C2 from tree T2. For a given one-to-one matching the MC tree
distance dMC is defined as the sum of all weights hC(p1,p2) = |L(p1)∆L(p2)|
with p1 ∈ C1 and p2 ∈ C2. For all unmatched clusters p a weight |L(p)| is
added. The RC tree distance dRC is equal to the number of different clusters
in both trees divided by 2. The NS metric computes for each tree Ti a matrix
l(Ti) = li(x,y) with x,y ∈ L(Ti) and li(x,y) the length of the path from
lca(x,y) to x. The NS tree distance dNS is defined as the l2-Norm of these
matrices, i.e., dNS = ‖l(T1) − l(T2)‖2 =
√∑
x
∑
y |l1(x,y) − l2(x,y)|2. The
TT metric is based on the set of triples rt(Ti) displayed by tree Ti. For two
trees T1 and T2 the TT tree distance is equal to the number of different triples
in respective sets rt(T1) and rt(T2).
The four types of tree distances are implemented in the software TreeCmp
(Bogdanowicz, Giaro, and Wróbel, 2012), together with an option to compute
normalized distances. Therefore, average distances between random Yule
trees (Yule, 1925) are provided for each metric and each tree size from four
to 1,000 leaves. These average distances are used for normalization, resulting
in a value of 0 for identical trees and a value of approximately 1 for two
random trees. Note that distances greater 1 are also possible.
For the trees reconstructed from the real-life data sets a support value
s ∈ [0, 1] is computed, utilizing the triple weights w(AB|C) from Equation
(ILP 12). Precisely,
s =
∑
(AB|C)∈S∗ w(AB|C)∑
(AB|C)∈S∗ w(AB|C) +w(AC|B) +w(BC|A)
. (1)
The support value of a reconstructed tree indicates how often the triples from
the computed maximal consistent subset S∗ were obtained from the data in
relation to the frequency of all obtained triples. It is equal to 1 if there was
no ambiguity in the data. Values around 0.33 indicate randomness.
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In a similar way, a support value can be defined for each subtree T(v)
of the resulting species tree T . Therefore, let Sv = {(AB|C) ∈ rt(T) | A,B ∈
L(v),C /∈ L(v)} be the subset of the triples displayed by T with the two closer
related species being leaves in the subtree T(v) and the third species not from
this subtree. Then the subtree support is defined as:
sv =
∑
(AB|C)∈Sv w(AB|C)∑
(AB|C)∈Sv w(AB|C) +w(AC|B) +w(BC|A)
. (2)
Note that Sv only contains triples that support a subtree with leaf set L(v).
Therefore, the subtree support indicates how often triples are obtained sup-
porting this subtree in relation to the frequency of all triples supporting the
existence or non-existence of this subtree.
In addition, bootstrap trees are constructed for each data set, using two
different bootstrapping approaches: (i) bootstrapping based on components
and (ii) bootstrapping based on triples. Let m be the number of pairwise
disconnected components from the orthology graph GRo , ni the number of
species triples extracted from component i, and n =
∑m
i=1 ni. In the first
approach m components are randomly selected with repetition from GRo .
Then the respective species triples are extracted and the maximal consistent
subset and least resolved tree is computed. In the second approach, n triples
are randomly selected with repetition from S. Each triple (AB|C) is chosen
with a probability according to its relative frequency w(AB|C)/n. From this
set the maximal consistent subset and least resolved tree is computed. Boot-
strapping is repeated 100 times. Majority-rule consensus trees are computed
with the software CONSENSE from the PHYLIP package (Felsenstein, 2005).
8.5 results
It has been shown in theory that orthology information alone is sufficient to
reconstruct the species tree provided that (i) the orthology relation is known
without error and unperturbed by HGT, and (ii) the input data contains a
sufficient number of duplication events. The species tree can be inferred in
polynomial time for noise-free data. However, in a realistic setting three NP-
hard optimization problems need to be solved.
8.5.1 Simulated Data
The results for simulated data sets with a varying number of independent
gene families suggest, that a few hundred gene families are sufficient to
contain enough information for reconstructing proper phylogenetic species
trees. The reconstructions for data sets generated with ALF need much more
gene families to obtain a similar accuracy, as compared to simulations with
the first simulation method. The ALF simulations generated with five, ten,
15, and 20 species yield prefect, fully resolved reconstructions in 80%, 56%,
24%, and 11% of the cases using 500 gene families. In contrast, the data
sets generated with the first simulation method and five, ten, and 15 species
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yield correct reconstructions in 100%, 80%, and 50% of the cases using 100
gene families. This can be explained by the fact that the simulations of the
first method resulted in a higher amount of paralogs, ranging from 13.5% to
32.6%, compared to the ALF simulations (7.5% to 11.2%). Another reason is
that due to the construction of the gene trees, used for ALF simulations, the
distribution of branch lengths, and hence, the distribution of duplications
among the species tree, is very heterogeneous. The average percentage of
short branches (for which less than one duplication is expected, using a du-
plication rate of 0.005 and n gene families) is ranging from 11.3% (5 species,
500 gene families) to 33.6% (20 species, 100 gene families). Note that the lack
of duplications leads to species trees that are not fully resolved and hence,
have a larger distance to the generated trees used for the simulation. Never-
theless, the average TT distance was always smaller than 0.09 for more than
300 gene families, independent from the number of species. Figure 25 (first
simulation method) and Figure 26 (ALF simulations) show boxplots for the
four tree distances as a function of the number of independent gene families.
The results for simulated data with a varying amount of noise shows a
substantial dependence of the accuracy of the reconstructed species trees on
the noise model. The results are most resilient against noise model (ii), i.e.,
overprediction of orthology (see 2nd column in Figure 27 and 28). Even in
this case of 25% of orthologous noise, 72% of the species trees could be re-
constructed correctly and 93% are reconstructed almost correct, i.e., having
a TT distance less then 0.1. For this data set, a TT distance less then 0.1 corre-
sponds to more then 93% of all triples being correct. However, missing edges
in R˜o, as present in noise model (i) and (iii), have a larger impact. This behav-
ior can be explained by the observation that many false orthologs (overpre-
dicting orthology) lead to an orthology graph, whose components are more
clique-like and hence, yield few informative triples. Incorrect species triples
thus are reduced, while missing species triples often can be supplemented
through other gene families. On the other hand, if there are many false par-
alogs (underpredicting orthology) more false species triples are introduced,
resulting in inaccurate trees. Xenologous noise (model (iv)), simulated by
changing gene/species associations with probability p, while retaining the
original gene tree, amounts to an extreme model for HGT. The ParaPhylo ap-
proach, in particular in the weighted version, is quite robust for xenologous
noise of 5% to 10%. Although some incorrect triples are introduced, they
are usually dominated by correct alternatives observed from multiple gene
families, and thus, excluded during computation of the maximal consistent
triple set. Only large scale concerted HGT, which may occur in long-term en-
dosymbiotic associations (Keeling and Palmer, 2008), pose a serious problem.
The complete results for the 2,000 simulated data sets of ten species and 100,
respectively 1,000 gene families with a varying amount of noise are depicted
in Figure 27 (first simulation method) and Figure 28 (ALF simulations).
Horizontal gene transfer is by far the most common deviation from verti-
cal inheritance (Grilli et al., 2014). The key problem with HGT in the context
of orthology prediction is that pairs of genes that derive from a speciation
rather than a duplication event may end up in the same genome. Pairs of
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Figure 25: Matching Cluster (MC), Robinson-Foulds (RC), Nodal Splitted (NS), and
Triple metric (TT) tree distances of 100 reconstructed phylogenetic trees
with (from left to right) five, ten, and 15 species and ten to 100 gene
families, each. Simulations are generated with first simulation method.
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Figure 26: Matching Cluster (MC), Robinson-Foulds (RC), Nodal Splitted (NS), and
Triple metric (TT) tree distances of 100 reconstructed phylogenetic trees
with (from left to right) five, ten, 15, and 20 species and 100 to 500 gene
families, each. Simulations are generated with ALF.
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Figure 27: Matching Cluster (MC), Robinson-Foulds (RC), Nodal Splitted (NS), and
Triple metric (TT) tree distances of 100 reconstructed phylogenetic trees
with ten species and 100 gene families generated with first simulation
method. For each model noise was added with a probability of 0.05 to
0.25.
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Figure 28: Matching Cluster (MC), Robinson-Foulds (RC), Nodal Splitted (NS), and
Triple metric (TT) tree distances of 100 reconstructed phylogenetic trees
with ten species and 1,000 gene families generated with ALF. For each
model noise was added with a probability of 0.05 to 0.25.
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genes in the same genome are classified as paralogs by the initial orthology
detection heuristics and subsequently by Constraint (ILP 1) during cograph
editing. Such pseudo-orthologous pairs can lead to a misplaced vertex with an
incorrect event label in the cotree. This may, under some circumstances, lead
to the inference of false species triples. Note, the latter problem still remains,
when using the triple sets G and S without any additional restrictions, even
if all events on the gene tree are detected correctly. Therefore, it is of central
interest to understand in more detail the relation between tree representa-
tions, reconciliation maps, and triple sets that take also HGT into account,
which might solve this problem.
The results for simulated data sets with HGT show that the ParaPhylo
method is very robust against noise introduced by HGT, in the case of all
Fitch-xenologs being mis-predicted as orthologs, see Figure 29 (5th row). In
the data set the number of HGT events is varied up to 15.3%, which corre-
sponds to 39.4% of all pairs of genes (x,y) having at least one HGT event on
the path from x to y, and therefore are xenologous with respect to the defi-
nition of Fitch. Even a rate of 15.3% of HGT events had only a minor impact
on the obtained tree distances. Assuming perfect paralogy knowledge with
Fitch-xenology, i.e., assuming that all Fitch-xenologs are mis-predicted as or-
thologs, the correct trees are reconstructed in 71%, 68%, 68%, and 55% of
the cases for 0%, 5.5%, 10.6%, and 15.3% of HGT events, respectively. In the
vast majority of the remaining cases, the TT distance to the correct tree was
less than 0.1. For perfect paralogy knowledge with Fitch-xenology, the triple
support values s for the reconstructed species trees ranges between 0.978
(HGT rate 0.0025) and 0.943 (HGT rate 0.0075). This shows that only very
few false species triples have been inferred. However, these triples could be
excluded during the computation of the maximal consistent subset, as they
are usually dominated by the amount of correctly identified species triples.
The small differences between generated and reconstructed species trees can
be explained by the fact that the method forces homologous genes within the
same species to be paralogous, although, due to HGT, their lowest common
ancestor can be a speciation event. This leads to the estimated orthology not
being a cograph, introducing errors during the cograph editing step.
When considering perfect orthology knowledge with Fitch-xenology, i.e.,
assuming that all Fitch-xenologs are mis-predicted as paralogs, then, the
distance of the of the constructed tree to the correct tree was somewhat
larger, see Figure 29 (4th row). This is consistent with the observations from
the simulation with different noise models. That is, the ParaPhylo method
tend to be more accurate when overpredicting orthology (noise model (ii)),
compared to overpredicting paralogy (noise model (iii)).
On the other hand, when considering perfect orthology knowledge or per-
fect paralogy knowledge with respect to lca-xenology, i.e., the lca-xenologs
are all mis-predicted as either orthologs (Figure 29 (2nd row)) or paralogs
(Figure 29 (3nd row)) while all remaining (lca-)orthologs and (lca-)paralogs
are correctly identified, the expected negative correlation between accuracy
and amount of HGT is observed. That is, the accuracy decreases as the
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amount of HGT increases. In the case of 15.3% of HGT events 24% and
39% of the reconstructed trees have a TT distance of less than 0.1.
Tree reconstruction based directly on the estimated orthology relation
computed with Proteinortho are of course more inaccurate (Figure 29 (1st
row)). However, the interesting observation is that even extreme rates of
HGT, have no discernible effect on the quality of the inferred species trees.
The median of the TT distance is 0.32, 0.37, 0.34, and 0.37 for 0%, 5.5%, 10.6%,
and 15.3% of HGT events, respectively. The approach is therefore limited
only by quality of initial orthology prediction tools.
ParaPhylo constructs most accurate tree if the correct paralogy informa-
tion is known, and if all Fitch-xenologs are mis-predicted as orthologs.
Fortunately, existing approaches for identifying xenologs, consider xenolo-
gous genes in the sense of Fitch, rather than in the sense of lca-xenologs
(Mrazek and Karlin, 1999; Tsirigos and Rigoutsos, 2005; Jaron, Moravec, and
Martínková, 2014). Thus, such approaches might be suitable to improve the
estimated orthology relation computed with Proteinortho.
Figure 29 shows boxplots for the tree distance as a function of the percent-
age of xenologous noise.
Computations with the different tree building methods (i.e., BUILD, min-
imum number of vertices, and minimum number of additional triples)
showed no influence of the used method on the resulting species trees. As ex-
pected, for none of the 100 data sets, the correct tree was reconstructed since
the added noise introduces a few spurious triples that incorrectly resolve
non-binary vertices. Indeed, all trees were (not fully resolved) refinements
of the target tree. Furthermore, the triple distance between the reconstructed
trees and the target tree was minute, with an average of 0.04. Interestingly,
for each of the 100 data sets, the respective three trees reconstructed with the
three different tree building methods, were always identical. The consistent
sets of triples obtained from the 100 data sets always identified a certain tree
T . As demonstrated by Lemma 7.9, under this condition all three methods
necessarily yield the same result. This finding suggests that the choice of
the least resolved tree could be replaced by BUILD as and efficient heuristics.
For the analyzed data sets BUILD used less than three milliseconds of com-
putation time and was approximately 105 times faster than the other two
methods. A head-to-head comparison of the two ILP methods shows that
the method which minimizes the number of additional triples (153 seconds
on average) was approximately three times faster compared to the method
which minimizes the number of vertices (496 seconds on average).
8.5.2 Real-life Data
For the Aquificales data set Proteinortho predicts 2,856 gene families, from
which 850 contain duplications. The reconstructed species tree (see Figure 30
(A) with support s = 0.61) is almost identical to the tree presented in Lechner
et al. [2014b] (Figure 30 (B). All species are clustered correctly according to
their taxonomic families. A slight difference refers to the two Sulfurihydro-
genibium species not being directly clustered. These two species are very
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Figure 29: Matching Cluster (MC), Robinson-Foulds (RC), Nodal Splitted (NS), and
Triple metric (TT) tree distances of 100 reconstructed phylogenetic trees
with ten species. ALF simulations are performed with duplication/loss
rates of 0.005 ∼= 6.1% and HGT rates of 0.0025 to 0.0075, resulting
in 0.0% to 15.3% of HGT events, which corresponds to 0.0% to 39.4%
of all pairs of genes being Fitch-xenologs. Reconstructions are based
on Proteinortho orthology estimation (1st row), and perfect paralogy
knowledge, respectively perfect orthology knowledge w.r.t. both xeneol-
ogy definitions, i.e, lca-xenology (2nd and 3rd row), and Fitch-xenology
(4th and 5th row).
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closely related. With only a few duplicates exclusively found in one of the
species, the data was not sufficient for the approach to resolve this subtree
correctly. Additionally, Hydrogenivirga sp. is misplaced next to Persephonella
marina. This does not come as a surprise: Lechner et al. [2014a] already sus-
pected that the data from this species was contaminated with material from
Hydrogenothermaceae.
Figure 30 (C) and (D) depicts the phylogenetic tree obtained from boot-
strapping experiments. The majority-rule consensus trees for both bootstrap-
ping approaches are identical to the previously computed tree. In general,
the bootstrap support appears to be smaller next to the leaves. This is in par-
ticular the case for closely related species with only a few duplicated genes
exclusively found in one of the species.
The second data set comprises the genomes of 19 Enterobacteriales with
8,218 gene families of which 15 consists of more than 50 genes and 1,342
containing duplications. The species tree constructed by ParaPhylo (Figure
31 (A)) shows the expected groupings of Escherichia and Shigella species
and identifies the monophyletic groups comprising Salmonella, Klebsiella, and
Yersinia species. The topology of the deeper vertices agrees only in part with
the reference tree from PATRIC database Wattam et al. (2013) (Figure 31 (B)).
The resulting tree has a support of 0.53, reflecting that a few of the deeper
vertices are poorly supported.
Figure 32 depicts the phylogenetic tree obtained from bootstrapping ex-
periments. When assuming the PATRIC to be correct, then the subtree sup-
port values appear to be a much more reliable indicator, compared to the
bootstrap values.
8.5.3 Running Time
The CPLEX Optimizer is capable of solving instances with approximately a
few thousand variables. As the ILP formulation for cograph editing requires
O(|G|2) many variables, instances with more than 100 vertices per connected
component in GR˜o cannot be solved in general. Therefore, the size of each
component was limited to 50 vertices, i.e., components with more vertices
were excluded from the analysis. However, depending on the amount of
noise in the data, the runtime for cograph editing can increase dramatically
even for families with less than 50 genes. Furthermore, the ILP formulations
for finding the maximal consistent triple set and least resolved species tree
requires O(|S|3) many variables. Hence, problem instances of up to about 20
species can be processed.
Table 2 shows the running times for simulated and real-life data sets for
each individual sub-task. Note that the time used for cograph editing is
quite high, compared to the other sub-tasks. This is due to the fact, that
cograph editing if performed for each connected component in GR˜o individ-
ually. Although, ParaPhylo first performs a check, if for a given connected
component cograph editing has to be performed. Nevertheless, initializing
the ILP solver for the remaining components is a relevant factor. Triple ex-
traction is performed with a polynomial-time algorithm. The running time,
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Figure 30: Phylogenetic tree of eleven Aquificales species. Depicted are: (A) the tree
computed with ParaPhylo(internal vertex labels indicate support of sub-
trees), (B) the reference tree from Lechner et al. (2014a), (C) the cograph-
based bootstrapping tree, and (D) the triple-based bootstrapping tree of
eleven Aquificales species
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Figure 31: Phylogenetic trees of 19 Enterobacteriales species. Depicted are: (A) the
tree computed with ParaPhyloof 19 Enterobacteriales species (internal ver-
tex labels indicate support of subtrees) and (B) the reference tree from
PATRIC database, projected to the 19 considered Enterobacteriales species.
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Figure 32: Phylogenetic trees of 19 Enterobacteriales species. Depicted are: (A) the
cograph-based bootstrapping tree and (B) the triple-based bootstrapping
tree of 19 Enterobacteriales species.
158 evaluation
required for this task is negligible and therefore, not listed in Table 2. An-
other oddity is the extraordinary short running time for the computation of
the maximal consistent subset of species triples in the Enterobacteriales data
set. During the bootstrapping experiments for this set much longer times
were observed.
Table 2: Running time in seconds on two Six-Core AMD Opteron™ Processors
with 2.6GHz for individual sub-tasks: CE cograph editing, MCS maximal
consistent subset of triples, LRT least resolved tree.
Data CE MCS LRT Totala
Simulationsb 125c < 1 < 1d 126
Aquificales 34 < 1 < 1 (6)e 34
Enterobacteriales 2, 673 2f < 1 (1, 749)e 2, 676
a Total time includes triple extraction, parsing input, and writhing output files.
b Average of 2,000 simulations generated with ALF, ten species, 1,000 gene families.
c 2,000,000 cographs, 41 not optimally solved within time limit of 30 min.
d In 95.95% of the simulations the least resolved tree could be found using BUILD.
e A unique tree was obtained using BUILD. Second value indicates running time with ILP
solving enforced.
f Note that the bootstrap computations had a much longer running time (125 sec. on aver-
age).
9
C O N C L U S I O N
A hierarchical order on a set of objects induces a certain binary rela-tion on these objects. This has been known at least since Corneil,Lerchs, and Burlingham (1981) introduced the class of cographs
and their corresponding cotrees. Here, every tree topology can be consid-
ered as a cotree of a certain cograph and the edge set of that cograph can be
interpreted as a binary relation on the vertices.
On the other hand, since the work of Böcker and Dress (1998) it is known
that a set of symmetric irreflexive binary relations have to fulfill certain prop-
erties in order to be tree representable: It has to be a symbolic ultrametric.
However, since almost two decades this theory was barely touched.
Symbolic ultrametrics are defined as symmetric maps. By considering the
non-symmetric case, i.e., tree representable sets of non-symmetric irreflexive
binary relations, it turned out, that they can be characterized by a certain
class of 2-structures, the so-called unp 2-structures, introduced by Ehren-
feucht and Rozenberg (1990b); Ehrenfeucht and Rozenberg (1990a).
In this work, numerous novel characterizations for tree representable sets
of symmetric and non-symmetric relations are given, including a general-
ization of symbolic ultrametric that covers the non-symmetric case as well.
It has been shown that there is a very close connection between cographs,
symbolic ultrametrics and unp 2-structures. This leads to novel polynomial-
time recognition algorithms for tree representable sets of relations as well
as for constructing the corresponding tree representation. Not all sets of
relations are tree representable. This motivates the problem of editing an ar-
bitrary set of relations to its closes tree representable set. In this work, the
corresponding editing, completion, and deleting problems were defined, for
transforming a given graph, symmetric map, or 2-structure to the closest co-
graph, symbolic ultrametric, or unp 2-structure, respectively. For all of these
problems NP-completeness has been shown and exact algorithms are given
in the form of ILP formulations.
By applying the theoretical findings to biological data, it has been shown
that within the orthology, paralogy, and xenology relations on a set of genes,
all the information is contained to infer correct gene trees, or at least a not
fully resolved version thereof. Provided, that enough duplication events oc-
cur, and the data is not perturbed by horizontal gene transfer, then fully
resolved species trees, as well as the reconciliation between the gene tree
and the species tree, can be reconstructed in polynomial time.
In general, this means that the restriction to 1:1 orthologs for the recon-
struction of the evolutionary history of species is not necessary. In particular,
the knowledge of only a few correct identified paralogs allows to recon-
struct accurate species trees, even in the presence of horizontal gene trans-
fer. The information of paralogs is strictly complementary to the sources of
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information used in phylogenomics studies, which are often based on align-
ments of orthologous sequences. In fact, 1:1 orthologs – the preferred data
in sequence-based phylogenetics – correspond to cographs that are complete
and hence have a star as their cotree and therefore do not contribute at all to
the phylogenetic reconstruction in this approach.
However, the relations orthology and paralogy can only be estimated with
a certain degree of accuracy. Due to noise in the data, inferring the phylo-
genetic information, contained in the orthology and paralogy relations re-
quires the solution of three NP-complete combinatorial optimization prob-
lems. Here, these problems are solved exactly, using an ILP formulation.
Although, this restricts the number of considered species to about 20, it was
possible to consider almost the complete set of genes for the analysis. It
should be noted, that many phylogenetic analyzes have to deal with com-
putationally complex tasks. Both, the multiple sequence alignment problem
and the extraction of maximum parsimony, maximum likelihood, or opti-
mal Bayesian trees is NP-complete as well. A common approach to handle
large instances is therefore, to settle for heuristics. For many phylogenetic
based problems, heuristics already exists. This is also the case for the maxi-
mal consistent triple set problem (Gasieniec et al., 1999; Snir and Rao, 2006;
Byrka, Guillemot, and Jansson, 2010; Jahangiri, Hashemi, and Poormoham-
madi, 2013). Moreover, it has been shown, that the BUILD algorithm is appli-
cable as a heuristics for the least resolved tree problem. However, accurate
heuristics for the cograph editing, as well as the extensions, symbolic ultra-
metric, and unp 2-structure editing are still needed.
Using phylogenomic data for Aquificales and Enterobacteriales it was
demonstrated that non-trivial phylogenies can indeed be reconstructed from
tree-free orthology estimates alone. Just as sequence-based approaches in
molecular phylogeny crucially depend on the quality of multiple sequence
alignments, this approach is sensitive to the initial estimate of the orthology
and paralogy relations. Horizontal gene transfer, furthermore, is currently
not included in the implementation but rather treated as noise that disturbs
the phylogenetic signal. Moreover, it has been shown in theory that this in-
formation can be treated similar to orthology and paralogy, provided that
xenologs are given, with respect to the definition of their lowest common an-
cestor being a horizontal gene transfer event, i.e., being lca-xenologs. Note
that the most commonly used definition of xenology, however, is based on
the presence of one or more horizontal gene transfer events along the unique
path in the gene tree connecting two genes, i.e., the Fitch-xenology. It cannot
be expressed in terms of labels at the lowest common ancestor only. This
raises the question whether edge labeled phylogenetic trees give rise to sim-
ilar systems of relations on the gene set.
So far, the theory on tree representable sets of relations has been used for
considering genes and their orthology and paralogy relation, in order to in-
fer species trees. However, in general every property that can be estimated
for the lowest common ancestor of two species, might serve as possible in-
put data for constructing phylogenetic trees. One can think of using, e.g., the
presence and absence of morphological characters, metabolic pathways, en-
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vironmental requirements, or even potential interactions with other species,
as possible input. Moreover, all of these properties can be combined, e.g., in
one bitvector, with each bit indicating the presence and absence of one prop-
erty. Then, the unique integer, encoded by a bitvector, can be interpreted as
an individual property. This gives rise to a new set of relations, which, in
order to be tree representable, has to be a (non-symmetric) symbolic ultra-
metric. Clearly, the editing process for estimated relations has to be adapted,
but once, a symbolic ultrametric is obtained, the corresponding tree can be
constructed in polynomial time using the algorithms presented in this work.
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N O TAT I O N
variables
e, f – edges
g,h – 2-structures
i, j,k, l – indices
m,n – number of entities
r – rooted triples
u, v,w, x,y, z – vertices
E – edge sets
G,H – graphs
L – leaf sets
R – relations
M – set of symbols (symbolic ultrametric)
S, T – trees
V ,W – vertex sets
X – sets of taxa | leaves
Υ – sets of labels (2-structure)
C – sets of clusters
G – sets of gene triples
L – sets of leaves (Aho graph)
M – sets of modules
R – sets of relations
S – sets of species triples
T – sets of trees
RT – sets of rooted triples
sets – V
V G V ′ – V and V ′ overlap
V∆V ′ – symmetric difference of V and V ′
2V – power set of V(
V
n
)
– set of unordered n-element subsets of V
V × V – set of ordered pairs of V
V×irr – V × V \ {(x, x) | x ∈ V}
graphs – G | 2-structures – g
G = (V ,E) – graph
V(G) | Vg – vertex set of G | g
E(G) – edges set of G
{x,y} – undirected edge in G
(x,y) – directed edge in G
deg(v) – degree of vertex v in G
G – complement of G
Cn, Kn, Pn – cycle, clique, path on n vertices
g = (V ,Υ,ϕ) – 2-structure
ϕ(x,y) – label of (x,y) in g
G[X] | g[X] – induced subgraph | substructure
' – isomorphism among graphs | 2-structures
modules – M
parallel modules of G
series | complete modules of G | g
ordered | linear modules of G | g
prime modules of G | g
M(G) |M(g) – set of modules of G | g
Mstr(G) |Mstr(g) – strong modules of G | g
Pmax(G) | Pmax(g) – maximal strong partition
G/M | g/M – quotient graph | 2-structure
trees – T
T = (V ,E)
ρT – root of T
L(T) – leaf set of T
V◦ – inner vertices
lcaT (X) | lcaT (x,y) – lowest common ancestor
T – descendant relation
T(v) – subtree of T with root v
C(v) | L(v) – cluster v | leaf set of subtree T(v)
CT – set of all clusters in T | hierarchy
T|X – restriction of T with respect to X ⊆ L(T)
T 6 T ′ – T ′ refines T , i.e., C(T) ⊆ C(T ′)
L(T) – union of leaves in a set of trees T
(xy|z) – rooted triple
rt(T) – set of triples displayed by T
cl(RT) – closure of a set of rooted triples
〈RT〉 – set of trees that display triple set RT
[T,L] – Aho graph for trees T and leaves L
(T , t) – tree T with labeling t on inner vertices
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