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1. Introducción 
 
I. Circuitos neuronales 
La gran habilidad del sistema nervioso para realizar tareas tan complejas como 
la percepción, cognición,  o el movimiento del cuerpo,  dependen de la 
cooperación de diferentes estructuras que procesen la información sensorial 
proveniente de un gran número de fuentes, tanto internas como externas. El 
procesamiento de la información sensorial requiere de la presencia de áreas 
perceptivas a la naturaleza física del estímulo en cuestión y a la vez, por muy 
sencillo que éste sea, de la coordinación de diferentes estructuras que permitan 
reconstruir la escena en su globalidad. Por tanto, toda percepción conlleva la 
simultaneidad de diversos procesos de diferente  funcionalidad y complejidad, 
que trabajan en distintas escalas espacio-temporales y zonas del cerebro de 
forma jerarquizada y conjunta. Es decir, el procesamiento de la información 
requiere simultáneamente de segregación, con áreas especializadas en la 
naturaleza del estímulo que se percibe, y de integración para alcanzar una 
cooperación global entre áreas. De esta forma el cerebro es capaz de generar 
información de forma compleja, llevando a cabo simultáneamente varias etapas 
de procesamiento. Además el sistema nervioso es dinámico, capaz de 
reaccionar ante un entorno continuamente cambiante, generarando e 
integrando información en tiempo real. Podemos decir por tanto que el sistema 
nervioso es la red compleja por excelencia.  
 
Dicotomía segregación-integración funcional en el cerebro  
Existen numerosas evidencias experimentales (véanse por ejemplo las 
revisiones de Tononi et al., 1994; Engel et al., 1997; Mountcastle, 1998) de la 
segregación e integración funcional de la información en el cerebro, centradas 
principalmente en la corteza cerebral. La corteza se ha subdividido en 
compartimentos caracterizados por las propiedades de sus respuestas y sus 
conexiones con otras estructuras. Esta parcelación es bastante pronunciada en 
regiones de la corteza como la somatosensorial (Kandel y Jessell, 1991), 
auditiva (Nelly, 1991) y la motora (Kalaska y Crammond, 1992). Sin embargo el 
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ejemplo más estudiado se muestra en la corteza visual, donde por ejemplo en 
el caso del mono se han clasificado más de 30 áreas visuales diferentes 
(Livinsgstone y Hubel, 1988; Zeki y Shippi, 1988; Felleman y von Essen, 1991). 
Como en los otros sistemas  corticales las parcelación de la corteza visual está 
relacionada con su especialización funcional. Las neuronas en cada una de las 
áreas visuales son, al menos en un cierto grado,  selectivas a un sub-conjunto 
característico de los atributos del estímulo visual. Algunas áreas están 
dedicadas, por ejemplo, al análisis del movimiento, otras al color mientras otras 
procesan la textura y las formas. Esta subdivisión funcional deja intuir cómo se 
representan los objetos en el sistema visual: un estímulo visual activa células  
en varias áreas visuales quedando representado como un único patrón de 
activación distribuida  sobre dichas áreas visuales. Este problema llamado 
“binding” (Treisman, 1996; Von der Malsburg, 1995) es aplicable a otros 
campos de la percepción, lo que origina un esquema de codificación 
distribuido, que tiene como ventaja un uso muy económico de las neuronas ya 
que una célula selectiva a una propiedad en particular puede participar en la 
representación de todos los estímulos visuales que contengan dicho atributo. 
Otra ventaja es que objetos parecidos, que difieren sólo en pocos atributos, 
provocan patrones que son más similares que aquellos provocados por objetos 
que difieren en más aspectos lo que facilita la generalización entre patrones 
relacionados.  
 
Figura 1: Segregación-integración. Muchos procesos generandose a la vez 
(razonamiento, emoción, visión, audición, percepción del lenguaje) para 
generar un fenómeno de cognición. 
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Aunque esta codificación de red distribuida proporciona en principio una 
estrategia eficiente y flexible (Edelman, 1987; Gerstein et al., 1997; Palm, 1990) 
surge la cuestión de cómo se integra tal actividad distribuida para dar lugar a 
una representación no ambigua de los objetos visuales. Además, esta 
estrategia se encuentra con el problema de que cualquier escena real contiene 
más de un objeto simple, lo que provoca un problema de superposición: 
neuronas que responden a uno de los objetos (o atributos de éste) son, en 
principio, indistinguibles de neuronas que responden a otro objeto o atributo. 
Una opción para solventar este problema se remonta a 1949 cuando Hebb 
sugirió que la representación podría llevarse a acabo por redes neuronales, es 
decir por poblaciones distribuidas de neuronas que interactúan 
cooperativamente y que en conjunto determinan la presencia de un objeto en 
particular. Más tarde autores como von der Malsburg (1981, 1995), Abeles 
(1982) y Milner (1974) formalizaron este concepto de integración. Estos autores 
sugieren que podría eliminarse esta ambigüedad en la representación 
distribuida apoyándose en los tiempos precisos del potencial de acción de las 
neuronas, lo que se conoce como el problema de “temporal bindingl”.  Las 
neuronas que responden a varios atributos de la componente de una imagen 
podrían sincronizar sus descargas en una escala temporal fina, mientras que 
neuronas que responden a diferentes atributos no dispararan en sincronía. Una 
ventaja crucial de esta estrategia de codificación es que permite la existencia 
de múltiples redes activas simultáneamente sin ser confundidas (von der 
Malsburg, 1981, 1995;  Engel et al., 1992; Singer y Gray, 1995).  
Por otra parte, detallados estudios anatómicos muestran la existencia de 
un engranaje de vías anatómicas entre áreas corticales (Edelman, 1978, 1987, 
Felleman y Van Essen, 1991; Scannell et al., 1995, 1999;) y dentro de un área 
cortical, de forma que incluso grupos de neuronas distantes pueden estar 
unidas mediante conexiones a gran escala formando una densa red (Gilbert y 
Wiesel, 1989). Dichas vías de conexión proporcionan un sustrato estructural 
para la integración funcional entre poblaciones neuronales a diferentes escalas 
espaciales permitiendo así la correlación espacio-temporal entre y en las áreas 
corticales (Edelman, 1978, 1987). 
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Resumiendo, podemos decir que la investigación del procesamiento de 
la información durante el último siglo ha estado marcada por una dicotomía: 
mientras que muchos neuroanatómicos han trabajado para cerciorarse de 
cómo las diferentes poblaciones neuronales se conectan para formar una red, 
los  neurofisiólogos han enfocado su atención en determinar la especialización 
funcional de los sistemas registrados, ya sean neuronas individuales o grupos 
celulares. Por una parte la segregación funcional requiere que los disparos de 
grupos de neuronas con diferente especialización sean mutuamente 
independientes. Mientras que por otra, la integración funcional requiere que sus 
actividades conjuntas sean altamente coherentes. La integración debe ocurrir  
entre un gran número de poblaciones neuronales especializadas y de áreas 
segregadas en el cerebro, conllevando cambios en los subgrupos de sus 
componentes dependiendo del estado funcional del organismo, sus señales de 
entrada habituales y su comportamiento motor. La controversia que conlleva la 
coexistencia en el cerebro de la segregación funcional y su integración ha sido 
estudiada también desde el punto de vista teórico. Tononi et al. (1994) 
propusieron una medida basada en la entropía y la información mutua llamada 
Complejidad neuronal (CN) para capturar la convivencia entre esos dos 
procesos fundamentales en la organización del cerebro.  En este contexto se 
expresa la segregación funcional de un sistema neuronal en términos de la 
independencia estadística relativa de un sub-conjunto pequeño del sistema y la 
integración funcional en términos de las desviaciones estadísticas de un sub-
conjunto mayor. De esta forma, sistemas con valores de CN  bajos están 
caracterizados por componentes de total dependencia o independencia; y 
valores de CN  altos suponen independencia en pequeños sub-conjuntos y una 
creciente dependencia en grupos mayores.  
En conclusión, desde el punto de vista de esta contradicción implícita 
podemos decir que el procesamiento de la información que acompaña a 
estados cognitivos está asociado con la cooperación de áreas o grupos 
neuronales segregados y distribuidos.  
 
II. Tipos de conectividad  
En el contexto de cómo de arraigada está la capacidad de integrar información 
a la anatomía o a la fisiología, o qué clases de patrones de conexión permite la 
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combinación conjunta de segregación e integración surge la necesidad de 
definir las diferentes clases de conectividad. Por una parte debemos considerar 
el sustrato anatómico o estructural, y por otra la dinámica temporal de las 
neuronas o sus poblaciones lo que da lugar a patrones de dependencia 
(estadística) entre los sistemas (conectividad funcional) y sus interacciones 
causales (conectividad efectiva). 
A nivel neuronal, Aertsen, Gerstein, Perkel y sus colaboradores fueron 
los pioneros en el análisis matemático de registros electrofisiológicos 
simultáneos de múltiples unidades (Gerstein y Perkel, 1969; Gerstein, 1970; 
Gerstein y Arresten, 1985; Aertsen et al., 1989, 1994; Aertsen y Preissl, 1991). 
Fue en este contexto donde surgieron por primera vez los conceptos de 
conectividad neuronal funcional y efectiva (Aertsen y Preissl, 1991). Se definió 
conectividad funcional como la coherencia temporal entre los disparos de 
diferentes neuronas, y fue medida usando la correlación cruzada.  Sin embargo 
la conectividad efectiva es un concepto más abstracto. Se define como el 
circuito más simple que podría reproducir las mismas relaciones temporales 
observadas experimentalmente entre un par de neuronas componentes de una 
red neuronal.  Por tanto la conectividad efectiva no tiene una relación 
univalente con la conectividad anatómica ya que más de una red neuronal 
podría mostrar al mismo comportamiento global.    
Son pocos los estudios realizados sobre la conectividad función a nivel 
mesoscópico, a partir de los potenciales de campo local (LFP). Recientemente 
se ha abarcado este tema desde el contexto de la teoría de sistemas dinámicos 
complejos para estudiar los circuitos neuronales en la corteza visual durante el 
procesamiento de la información visual (Carmeli et al., 2007). En este trabajo 
los circuitos neuronales se consideran como una entidad global descrita por el 
grado de sincronización de las respuestas de los potenciales de campo medio. 
A nivel macroscópico, la electroencefalografía (EEG) fue el primer 
método para examinar el cerebro humano in vivo de forma no invasiva. El uso 
de estos datos tenía como propósito original determinar la interactividad 
(funcional o efectiva) entre regiones corticales (Adey et al., 1961; Barlow y 
Brazier, 1954; Gevins et al., 1985; Livanov, 1977). Se han empleado varios 
métodos matemáticos que pretendían capturar la correlación en el dominio de 
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frecuencias entre pares de señales registradas por los electrodos en el cuero 
cabelludo en presencia estímulos de diferente naturaleza. 
Recogiendo estos detalles se definen las tres siguientes grandes modalidades 
de la red cerebral. 
 
Conectividad anatómica: Es el conjunto de conexiones estructurales o físicas 
(sinápsis) que unen neuronas o áreas neuronales (Fig. 2). Los datos de la 
conectividad anatómica pueden encontrarse en diferentes escalas espaciales, 
desde los circuitos locales a las redes a gran escala de vías inter-regionales. 
Los patrones de conexión anatómica son relativamente estáticos en escalas 
temporales cortas,  segundos o minutos, pero pueden ser dinámicos a escalas 
de tiempo más largas (horas o días), por ejemplo durante el aprendizaje o el 
desarrollo. 
 
Conectividad funcional: Captura el patrón de dependencia (estadística) entre 
sistemas neuronales distribuidos (Fig. 2), a veces remotos espacialmente 
(Friston, 1994) sin hacer referencia explicita a sus efectos causales. La 
conectividad funcional puede depender del tiempo (en escalas de cientos de 
milisegundos). Las técnicas de evaluación de la interacción entre unidades o 
poblaciones neuronales deben capturar el aparentemente opuesto 
requerimiento de mantener la especialización local a la vez que permiten la 
coherencia global. 
 
Conectividad efectiva: Describe el conjunto de efectos causales de un 
sistema neuronal sobre otro (Friston, 1994). Por tanto, al contrario que la 
conectividad funcional, la conectividad efectiva requiere la especificación de un 
modelo causal que incluya los parámetros estructurales. Experimentalmente, la 
conectividad efectiva puede inferirse a través de perturbaciones o a través de la 
observación de la secuencia temporal de los eventos neuronales (espigas).  
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Figura 2: Conectividad anatómica como conjunto de conexiones estructurales 
entre neuronas. Conectividad funcional como patrón que capta las 
dependencias (estadísticas) entre las neuronas. 
 
Los patrones de conectividad funcional y efectiva en general son 
dinámicos, es decir pueden evolucionar en el tiempo reflejando así una 
participación dinámica de subconjuntos de regiones cerebrales y vías en 
diferentes tareas cognitivas (Bressler, 1995; McInstosh et al., 2003; Varela et 
al., 2001; Büchel y Friston, 2000), estados de atención o comportamiento 
(Büchel y Friston, 1997), cambios en el sustrato relacionado con el aprendizaje 
(Büchel et al., 1999) o por ejemplo en redes celulares hebbianas (Hebb, 1949). 
La conectividad anatómica está en la base de cualquier clase de patrón de 
conectividad funcional o efectiva que pueden ser generados en una red. Las 
señales de entrada y salida anatómicas de una región en particular 
caracterizan sus propiedades funcionales. Por ejemplo, Passingham et al. 
(2002) mostraron que cada área cortical tiene un único patrón de entrada y 
salida, lo que se denominó “huella de conexión”, y argumentan que es el mayor 
determinante de la función de ese área. De forma inversa, las interacciones 
funcionales pueden contribuir a la formación del sustrato anatómico 
subyacente, ya sea directamente a través de una modificación sináptica 
dependiente de la actividad o en largas escalas de tiempo, a través de aquello 
que afecta a las capacidades cognitivas y de percepción del organismo así 
como a su adaptación y supervivencia.  La noción de “quienes disparan juntos 
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permanecen unidos” (Löwel y Singer, 1992) ha encontrado apoyo experimental 
en una gran variedad de sistemas en desarrollo. Estos hallazgos sugieren que 
la conectividad funcional puede contribuir a formar la conectividad anatómica 
durante el desarrollo, proporcionando un mecanismo de ajuste subyacente a la 
cartografía cerebral.      
 
Sincronización como mecanismo de interacción 
En los últimos años, experimentos electrofisiológicos y de neuroimagen así 
como simulaciones matemáticas de redes neuronales han contribuido a la 
comprensión de los mecanismos neuronales que subyacen y determinan la 
conectividad funcional. Son numerosos los estudios que han mostrado por 
ejemplo que neuronas en la corteza y regiones subcorticales pueden 
sincronizar sus disparos con una precisión en el rango de milisegundos (Engel 
et al., 1992; Aertsen y Arndt, 1993; Köning y Engel, 1995; Singer y Gray, 1995).  
La primera evidencia experimental de la interacción dinámica se mostró 
en la década de los 80 (Hubel y Wiesel, 1981; Eckhorn et al., 1988)  en 
neuronas selectivas a la orientación en la corteza visual primaria del gato,  
donde se mostró que células separadas espacialmente mostraban una fuerte 
sincronización sólo si respondían al mismo objeto visual. Sin embargo, en el 
caso de dos estímulos diferentes, las células disparaban de una forma menos 
correlacionada e incluso sin ninguna relación temporal (Gray y Singer, 1989).   
Además se empezó a observar un llamativo comportamiento, la emergencia de 
estados sincronizados estaba asociada frecuentemente con un patrón de 
disparo oscilatorio en las neuronas correspondientes (Eckhorn et al., 1988; 
Gray et al., 1989; Engel et al., 1990, 1991, Kreiter y Singer, 1992, 1996; Köning 
et al., 1993, 1995; Frien et al., 1994; Roelfsema et al.; 1994, 1997, Gray y 
McCormick, 1996; Gray y Viana di Prisco, 1997). Se observó que con una 
apropiada estimulación, neuronas vecinas tendían a interaccionar mediante 
descargas y mostraban un patrón de disparo oscilatorio a una frecuencia en el 
rango gamma entre 30 y 80 Hz (Fig 3). Estos resultados sugieren por primera 
vez que la sincronización entre neuronas puede desempeñar un papel clave en 
la percepción, lo que abrió el debate sobre el papel de la correlación temporal 
en el problema binding, y sobre si las oscilaciones en las respuestas 
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neuronales podrían ser relevantes para la interacción de neuronas distribuidas 
y la formación de redes.  
 
 
Figura 3: Sincronización de las respuestas oscilatorias entre las áreas 17 y la 
corteza parietal (PMLS) del gato. A). Posición de los electrodos de registro en 
el área 17 (electrodo 1) y en PMLS (electrodos 2 y 3). B) Histogramas de 
correlación cruzada entre la neurona registrada en el área 17 y las dos 
neuronas registradas en PMLS. Las respuestas de los pares 3-1 y 2-1 
muestran un grado de sincronización significante. Sin embargo, la interacción 
entre 2-1 es más debil.  
  
 
Estos hallazgos en animales han inspirado estudios con el ánimo de 
demostrar la presencia de actividad sincronizada en las respuestas a estímulos 
sensoriales y cognitivos en humanos. Debido a que los registros a nivel celular 
son altamente invasivos la mayoría de los estudios se han realizado a partir de 
EEGs. Estas señales representan la suma de la actividad sobre una gran 
población de neuronas locales y por tanto la presencia de una potencia 
destacada a una frecuencia dada puede interpretarse como una medida 
indirecta de la sincronización en esa población. Esta interpretación data de 
1970 cuando se establecieron las bases de análisis de los potenciales 
provocados y los cambios en las diferentes bandas de frecuencia, fenómeno 
llamado sincronización-desincronización relacionada al evento (Pfurtscheller, 
1998). Lutzenberg et al. (1994) encontraron que una reducción en la potencia 
de la banda de frecuencia gamma en el EEG ante la percepción de pseudo-
palabras (palabra carente de significado pero con un sonido similar a una 
palabra conocida) frente a la potencia en dicha banda que genera la audición 
de una palabra. Pulvermüller et al. (1996) confirmó estos hallazgos a partir de 
los registros magnetoencefalográficos (MEG) y centrándose en las bandas 
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gamma y beta.  Lachaux et al. (2000) trabajaron sobre la banda gamma en la 
respuesta de los LFP ante la discriminación de tareas. 
Aunque los cambios en la sincronización local pueden intuirse mediante 
los cambios en la potencia de las distintas bandas de frecuencia del EEG, esta 
es una medida indirecta y puede confundirse con los cambios en la actividad 
global de la población neuronal subyacente. Aunque los efectos de la 
sincronización local, como aquellos encontrados en la corteza visual del gato, 
no pueden detectarse expresamente en el EEG debido a su baja resolución 
espacial, la señal de EEG es sin embargo de gran utilidad para investigar la 
sincronización a larga escala entre diferentes áreas del cerebro como un 
indicador de la integración funcional.  
A partir de este momento han surgido numerosos estudios, sobre todo 
en la corteza cerebral, que apoyan el papel funcional de la sincronización 
mostrando la existencia de actividad correlacionada temporalmente 
dependiente del estímulo en el área visual (Gray et al., 1989), auditiva 
(deCharms y Merzenich, 1996), frontal (Vaadia et al., 1995), y motora 
(Donoghue et al., 1998; Murthy y Fetz, 1996) o entre las áreas sensorial y 
motora (Bressler et al., 1993; Ding et al., 2000) o mediada por el cuerpo calloso 
(Engel et al., 1991, Innocenti 1987, Makarov et al., 2007). También se ha 
mostrado que un incremento de la atención conlleva un aumento de la 
sincronización de la actividad (Steinmetz et al., 2000).  La sincronización en los 
disparos no está sólo circunsccrita a la corteza cerebral ya que también tiene 
lugar a nivel subcortical. 
¿Cuál es la evidencia de que cambios en la conectividad funcional estén 
asociados con procesos cognitivos y de cómo la conectividad funcional puede 
ser evaluada y observada experimentalmente? Diferentes estudios, sobre todo 
de neuroimagen, pretendían identificar qué regiones del cerebro muestran un 
incremento o disminución de la actividad durante una tarea dada. Sin embargo, 
son más abundantes los trabajos en los que se estudian los estados cognitivos 
en el contexto de cambios en la conectividad funcional, es decir en términos de 
qué regiones están correlacionadas. Existen numerosos ejemplos de cambios 
en la conectividad funcional, la mayoría de ellos entre regiones corticales en 
sujetos humanos despiertos, entre los que destacan los trabajos del grupo de 
Varela (Varela, 1995; Rodríguez et al., 1999; Lachaux et al., 1999; Lachaux et 
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al., 2000; Varela et al., 2001) y otros (por ejemplo, Classen et al., 1998; 
McIntosh et al., 1999; Srinivasan et al., 1999, von Stein et al., 2003).  
 
 
III. Escalas espaciales en los registros de la actividad neuronal 
Según se ha discutido, la percepción es un proceso dinámico complejo que 
conlleva la operación simultánea en múltiples escalas espaciales, desde la 
interacción de neuronas individuales hasta regiones ampliamente separadas en 
cada una de las distintas estaciones del sistema nervioso (Fig. 4).  
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Figura 4: El procesamiento de la información que acompaña a estados 
cognitivos está asociado con patrones de conectividad, tanto anatómica como 
funcional, entre grupos neuronales distribuidos y áreas. En dicho 
procesamiento intervienen redes locales y distantes, y se requiere de la 
cooperación conjunta y jerarquizada de diferentes estructuras del cerebro y en 
diferentes escalas espaciales. 
 
Desde el punto de vista espacial podemos distinguir redes en tres 
escalas: micro, meso y gran escala: 
Escala local (microescala): Los registros  extracelulares electrofisiológicos 
comunes nos proporcionan trenes de disparo (tiempos de ocurrencia de los 
potenciales de acción) generados por un grupo de neuronas observadas 
simultáneamente (desde 1 ó 2 neuronas con electrodos simples hasta varias 
con electrodos múltiples o arrays). La actividad de disparo multi-unitaria 
representa la suma ponderada espacialmente de los potenciales de acción de 
las neuronas en una esfera aproximada de 140-300 µm2 de área con 
electrodos de registro con una punta de 1-10 µm de radio (Henze et al., 2000). 
La integración ocurre sobre una red local distribuida a través de conexiones 
monosinápticas con retrasos de conducción de 4-6 ms (Girad et al., 2001). 
 Mesoescala: En la escala temporal de muchos procesos cognitivos (cientos 
de milisegundos) una neurona, por ejemplo cortical, podría provocar muy pocos 
disparos lo que no es suficiente para activar una neurona diana a menos que 
sus disparos coincidan en el tiempo con otros disparos de otras neuronas 
(Palm, 1990; Tononi et al., 1992; Abeles, 1991; Eckhorn y Steinz, 1990). Esto 
indica que el nivel más relevante de observación de una función de integración 
es el análisis del comportamiento coordinado de un grupo neuronal  local a 
través de sus interacciones dinámicas. La observación a este nivel requiere el 
registro de la actividad como densidad de disparos multi-unitaria o como la 
suma de las corrientes sinápticas, lo que es medido por el potencial 
extracelular de campo local (LFP). LFP no precisa la contribución individual de 
una neurona que participa en el proceso, sino la acción común. La señal cruda 
(sin filtrar) refleja la suma de los potenciales de acción y la actividad sináptica 
de células contenidas en un área concéntrica a la punta del electrodo (1 mm) 
de 350 µm2. 
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Macroescala: La sincronización a gran escala concierne a redes neuronales 
compuestas por sistemas separados en el cerebro más de 1 cm, y con retrasos 
de transmisión de 8-10 ms a través de vías polisinápticas (Girad et al., 2001). 
Se utilizan registros EEG que miden la actividad sincrónica de una extensa 
población neuronal cortical de área del orden de 1 cm2. 
          
Métodos para determinar el patrón de conectividad funcional 
Dominio de tiempo 
En la década del los 60 autores como Perkel, Moore, Segundo y Gerstein 
establecieron las bases del análisis estadístico de los trenes de disparo de  
neuronas registradas simultáneamente con el objetivo de extraer información 
concerniente a las posibles relaciones sinápticas o a otras fuentes de 
interacción entre neuronas. Uno de los primeros métodos desarrollados con 
dicho objetivo fue la Correlación Cruzada (CC) (Perkel et al., 1967), cuyo 
histograma cuantifica la probabilidad de ocurrencia de un disparo dada la 
presencia de otro dentro de un cierto intervalo de tiempo anterior o posterior.  
En el mismo contexto, un método muy común para captar el acoplo temporal o 
la asociación funcional entre eventos de estimulación y respuesta neuronal es 
el histograma de tiempo Periestímulo (PSTH), que caracteriza la correlación 
cruzada entre los eventos del estímulo y los disparos neuronales (Perkel et al., 
1967).  Un pico en un histograma CC indica que los trenes de disparos exhiben 
correlación; la ocurrencia de un disparo en un tiempo concreto no es 
independiente de la ocurrencia de disparos en otro instante tanto en el tren de 
disparos de una neurona individual como entre múltiples neuronas.  
Una opinión muy extendida es que la presencia de correlaciones es la 
clave del código neuronal. Sin embargo, la ausencia de un evento podría 
también considerarse como un bit de información. Dicha “lógica negativa” es 
menos aceptada entre la comunidad científica, en parte debido a las 
dificultades experimentales y matemáticas de la investigación en este caso. 
¿Cómo medir la ausencia de algo? Una solución posible es el uso de métodos 
en el dominio de frecuencias, donde alternancia entre silencios y disparos se 
presenta en forma de oscilaciones que es captada por esos métodos. 
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Dominio de frecuencia 
En el contexto de las propiedades espectrales de la señal electrofisiológica se 
ha utilizado ampliamente la transformada de Fourier (FT) y basada en ella, la 
coherencia espectral (SC). La FT nos permite estudiar la densidad espectral 
local (univariable) de la señal en sus diferentes bandas de frecuencia. La SC es 
una característica bivaribale que determina el grado de sincronía de las 
oscilaciones de un par de señales. Este método nos permite inferir en la 
presencia y la fuerza de la asociación funcional entre las correspondientes 
señales. La coherencia espectral, como medida de la asociación funcional 
entre dos procesos, tiene como ventaja importante sobre la correlación que es 
independiente del tamaño del bin, es decir de los detalles técnicos del análisis 
realizado.lo que aumenta su potencia y robustez frente a otros métodos 
similares.  
Como hemos visto son muchos los estudios que se centran en los 
cambios en la potencia de las diferentes bandas  de frecuencia del EEG. 
Dando un paso más allá del análisis espectral local, numerosos trabajos han 
aplicado la coherencia como medida bi-variable de sincronización. Sarnthein et 
al. (1998) encontraron un incremento en la coherencia de los EEG en la banda 
theta en una tarea de memorización de números. Miltner et al. (1999) 
notificaron un incremento en la banda gamma de la coherencia de los EEGs 
durante una tarea de aprendizaje asociativo, entre aquellas áreas que procesan 
las dos clases de estímulos presentados. Weiss et al. (1999) encontraron 
diferencias en la coherencia en las bandas alpha y beta durante el 
procesamiento de nombres concretos y abstractos a diferentes velocidades. 
Von Stein y Sarnthein (2000) revisaron varios estudios de la coherencia a partir 
de  EEG y el papel de las diferentes bandas de frecuencia y argumentan la 
relación entre la escala espacial en la que tiene lugar la integración funcional 
mediada por sincronía y la banda de frecuencia de las oscilaciones que 
conlleva, en el rango de theta a gamma.  
Con el objetivo de extender las capacidades de SC al tratamiento de tres 
o más señales registradas simultáneamente se ha propuesto un método 
estadístico basado en la parcialización lineal (probabilidad condicional) 
(Brillinger et al., 1976; Dahlhaus et al., 1997; Rosenberg et al., 1989), la 
coherencia espectral parcial (PSC). Este método es capaz de distinguir entre 
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conexión directa e indirecta (vía otra/s neuronas o  sistemas neuronales). Sin 
embargo, los métodos presentados hasta ahora (SC y PSC) no son capaces de 
identificar relaciones mutuas entre neuronas debido a sus limitaciones para 
hallar la dirección de la sinapsis. Parra arrojar luz en este sentido se aplica un 
concepto ampliamente  usado en la descripción matemática de los datos en el 
campo de la economía, la causalidad de Granger (Granger, 1969): 
“Una serie temporal es causante-Granger de otra serie si el conocimiento del 
pasado de la primera mejora significativamente la predicción de la segunda”. 
Esta relación no es reciproca lo que dota de direccionalidad los métodos 
basados en este concepto. Se han desarrollado principalmente tres métodos: 
Coherencia Parcial Dirigida (PDC) (Sameshima et al., 1999), Función de 
Transferencia Dirigida (DTF) (Kaminski & Blinowska, 1991) y Función de 
Transferencia Dirigida directa (dDTF) (Korzeniewska et al., 2003). Dichos 
métodos son capaces de determinar la dirección del flujo de información 
incluso en el caso de acoplamiento mutuo entre neuronas pero no podemos 
determinar el tipo de conexión.  
Destacamos ya que los métodos en el dominio de frecuencia no han 
tenido gran aceptación a nivel neuronal y son escasos los estudios de 
aplicación a trenes de disparos reales debido a que: i) no son capaces de 
resolver el acoplo mutuo entre neuronas y/o no distinguen el tipo de acoplo 
(excitador o inhibidor); ii) se supone que los trenes de disparo son 
suficientemente largos y sus propiedades estadísticas son constantes (trenes 
estacionarios), una condición difícil de satisfacer en los experimentos; iii)  
suelen errar cuando se aplican a trenes excesivamente rítmicos, una situación 
más que común y que representa por sí misma una materia de estudio; iv) la 
estimación del espectro de potencias de un tren de disparos es muy dificultosa 
y poco fiable. La transformada de Fourier estima el espectro de potencias del 
proceso proporcionando una medida del contenido espectral de la señal. Sin 
embargo, se conoce que tal transformación tiene algunas dificultades al tratar 
con procesos puntuales o trenes de disparos (Brillinger, 1978). Como veremos 
en los resultados de este trabajo (sección 6.4) esta limitación impide el uso de 
dichos métodos. Para solventar algunas de esas limitaciones se ha abogado 
por el uso de la transformada de Fourier multi-taper (Jarvis y Mitra, 2001). 
Aunque dicha transformada en general proporciona mejores resultados, en el 
17 
caso de trenes de disparo altamente rítmicos (por ejemplo, en condiciones 
experimentales de estimulación sensorial periódica) la técnica falla al 
representar la densidad espectral de la señal. Sin embargo su aplicación a 
series temporales continuas,  sobre todo EEG, es extensa y bien aceptada. La 
diferencia de aceptación de los métodos en trenes de disparos o EEG puede 
deberse a los problemas anteriormente mencionados que supone la estimación 
del espectro de potencias para un proceso puntual. 
 
Dominio de tiempo-frecuencia 
Las medidas que acabamos de mencionar pueden ser muy útiles en diferentes 
aspectos de la Neurociencia,  sin embargo se basan en una hipótesis 
fundamental que difícilmente cumplen las señales en cuestión: la actividad 
neuronal no es estacionaria, por tanto dichos métodos no permiten inferir sobre 
los cambios temporales en la asociación entre las señales.  De hecho, 
cualquier análisis basado enteramente en el promedio temporal (PSTH, CC) o 
en la transformada de Fourier (Coherencia espectral) ignora las variaciones 
temporales en el acoplamiento funcional entre las señales. Es esencial por 
tanto una resolución temporal adicional que reemplace la coherencia clásica 
basada en la transformada de Fourier.  
Para solventar esta carencia de balance entre teoría y experimento se 
requiere del uso de conceptos y métodos de un campo en continuo y rápido 
crecimiento como es la teoría de sistemas complejos y dinámica no lineal, y 
requiere del desarrollo y mejora de las herramientas que puedan ayudarnos a 
interpretar la información que conllevan las complejas series temporales 
biológicas. En este camino ha habido exitosos  intentos de adaptar los métodos 
basados en la transformada de Fourier a señales temporales cortas, por 
ejemplo mediante ventanas deslizantes ortonormales (Bayram and Baraniuk 
1996; Lovett and Ropella 1997; Xu et al., 1999), muy similar a la clásica 
transformada de Gabor (Mallat, 1999). 
Hace relativamente poco tiempo se ha propuesto la transformada de 
wavelet como método de análisis de series temporales que puede adaptarse a 
señales complejas no estacionarias, siendo éste el propósito con el que fue 
diseñado. La técnica de transformación wavelet proporciona una alta resolución 
temporal con una buena resolución de frecuencia ofreciendo un compromiso 
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razonable para estos parámetros. La transformada wavelet se ha utilizado para 
analizar señales cerebrales con muy diferentes propósitos y ha tenido una 
amplia aceptación. La mayoría de las aplicaciones han sido en registros 
electroencefalográficos (por ejemplo, Schiff et al., 1994; Goelz et al., 2000; 
Alegre et al,. 2003; Quiroga and Garcia 2003; Makinen et al., 2004; Mormann et 
al., 2005; Murata 2005; Castellanos and Makarov 2006, Herrojo et al., 2008, 
2008b). Sin embargo, hay muy pocos estudios sobre la sincronización entre 
pares de trenes de disparos. En esta dirección se ha utilizado el espectro 
cruzado wavelet para analizar las oscilaciones en fase entre trenes de disparos 
registrados simultáneamente en el área motora del mono rheus entenado para 
producir una serie de movimientos de la mano guiados visualmente de acuerdo 
a los cambios en la localización del objetivo (Lee 2002, 2003). Los primeros 
estudios de la coherencia wavelet son muy recientes (Le Van Quyen et al., 
2001; Lachaux et al., 2002; Grinsted et al., 2004; Klein et al., 2006). La 
coherencia wavelet, igual que la coherencia espectral, permite obtener el 
acoplamiento funcional entre dos señales neuronales pero además proporciona 
la estructura temporal del acoplo.  Li et al. (2007) investigaron la interacción 
temporal en las regiones CA1 y CA3 en ratas con epilepsia inducida usando la 
transformada wavelet. En los trabajos de Pavlov et al. (2006, 2007) se aboga e 
ilustra el uso de la transformada wavelet para el análisis de trenes de disparos 
neuronales registrados en el núcleo trigémino bajo estimulación táctil de la 
vibrisa.  
 
 
El estudio de conectividad funcional puede abarcarse desde dos 
enfoques que según se demostrará en este trabajo están relacionados: el 
matemático y el biológico. Por un lado debemos interpretar el patrón de 
conectividad funcional en el contexto de cada uno de los métodos matemáticos  
que se han desarrollado para determinarlo, y que acabamos de exponer, y por 
otro dicha interpretación de la conectividad debe estar sujeta a los procesos 
neuronales que registramos con las diferentes técnicas experimentales y que 
se refieren a distintos niveles de escala espacial.  
Los múltiples tipos de datos que pueden usarse para evaluar la 
conectividad funcional difieren unos de otros en numerosas características, 
19 
incluyendo la resolución espacial y temporal, o si los datos representan la 
actividad individual de una neurona, de una población neuronal o la actividad 
(eléctrica o hemodinámica) de una región cerebral macroscópica (Horwitz, 
2003). Más aún, se pueden emplear diferentes métodos matemáticos para 
estimar la interacción entre señales, incluso para un mismo tipo de datos.  En 
este punto surge la discusión acerca de la naturaleza elusiva de los conceptos 
de conectividad funcional y efectiva, principalmente por dos motivos. Primero, 
las diferentes técnicas tanto de registro (experimentales) como aquellas por las 
que se puede determinar la conectividad funcional (métodos matemáticos) no 
siempre llevan a las mismas conclusiones acerca de si una o varias 
poblaciones o unidades neuronales interactúan. Segundo, existen dificultades 
relativas a la forma en que se calcula la conectividad efectiva ya que ésta 
depende tanto de la conectividad funcional como del modelo hipótesis. 
Dependiendo de qué aspectos de los datos considere el investigador 
importantes podría haber varios modelos para un mismo conjunto de datos. Por 
ejemplo, si un estudio conlleva un diseño experimental complejo consistente de 
múltiples condiciones, la conectividad efectiva dependerá de qué tareas sean o 
no incluidas en el modelo y de cómo se tenga en cuenta el diseño experimental 
(Mechelli et al., 2002).  Por tanto la comparación de la conectividad ya sea 
funcional o efectiva entre diferentes estudios debe tomarse con precaución y 
ser definida previamente. Hasta la fecha son pocos los estudios que relacionan 
las medidas de registro y los procesos biofísicos responsables. Por ejemplo, 
¿cómo se correlaciona la coherencia de los EEG con la conectividad funcional 
de las series temporales de fMRI? Según menciona Lee et al. (2003), un 
acercamiento podría ser el uso de modelos neuronales a larga escala, 
biológicamente realistas y que incluyan diferentes escalas espaciales y 
temporales. La conectividad funcional y efectiva son conceptos que no pueden 
tratarse de forma aislada o universal sino en su contexto. 
En simulaciones numéricas puede observarse que en distintos tipos de 
estructuras anatómicas surgen diferentes patrones de conectividad funcional. 
De esta básica observación surge la pregunta de si las diferentes regiones 
anatómicas están asociadas consistentemente con un tipo particular de 
conectividad funcional. Es decir, ¿puede llevarse a cabo el procesamiento de la 
información de un cierto nivel de complejidad de varias formas cualitativamente 
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diferentes y que no estén estructuralmente relacionadas, o hay categorías 
únicas de conectividad o áreas anatómicamente distinguidas que favorecen la 
emergencia de dicha complejidad? Teniendo presente esta cuestión y 
atendiendo a la crítica realizada por Horwitz (2003) surge la necesidad de 
estudiar la conectividad funcional en las diferentes escalas espaciales del 
cerebro (micro con trenes de disparos, meso con LFPs y macro con EEG), y en  
regiones cerebrales de diferente complejidad,  e interpretar los resultados en su 
contexto biológico haciéndose eco a la vez de las restricciones que impone 
haber elegido un determinado método matemático para determinar la 
conectividad funcional.  En este trabajo hacemos frente a dichas críticas desde 
el planteamiento de tres cuestiones: i) Los mecanismos de integración 
funcional, mediados por la sincronización, ¿son los mismos en las diferentes 
escalas espaciales del cerebro y en estructuras de diferente complejidad?, ii) 
¿pueden emplearse los mismos procedimientos matemáticos para señales 
neuronales de naturaleza distinta? y, iii) ¿todos los métodos matemáticos 
desarrollados para determinar la conectividad funcional capturan de forma 
efectiva los procesos asociativos en las distintas señales? Para responder a 
esta pregunta es necesario un profundo estudio comparativo tanto a nivel 
matemático como biológico.  
Para ello el primer paso debe ser la evaluación de los métodos 
matemáticos más comunes en su aplicación a los dos tipos de series 
temporales que podemos encontrar en electrofisiología: los procesos puntuales 
como los trenes de disparo y, las series temporales continuas, los LFP y EEG 
(sección 6.1 del presente trabajo). Los métodos matemáticos para inferir en la 
asociación funcional entre señales pueden desarrollarse como ya hemos 
clasificado en tres dominios: tiempo (basada en correlaciones), frecuencia, 
(basados en la transformada de Fourier) y el dominio más novedoso tiempo-
frecuencia simultáneamente (basados en la transformada wavelet).  Son pocos 
los estudios comparativos (Castellanos et al., 2004; Castellanos et al., 2005) 
que recogen las limitaciones de los métodos que hemos expuesto en la sección 
anterior. Las técnicas en el dominio de tiempo, como la correlación cruzada, 
aunque ampliamente usadas ofrecen una información bastante limitada del 
proceso de acoplamiento y puede llevar a conclusiones falsas o ambiguas. Los 
métodos espectrales solventan algunas de sus desventajas y ofrecen una 
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representación de la señal en sus componentes espectrales lo que abre otros 
campos de investigación. Estos métodos tienen como punto de partida la 
estimación del espectro de potencias mediante la transformada de Fourier y es 
en este punto donde surge la principal causa de que dichas herramientas 
matemáticas no hayan sido extensamente aplicadas a trenes de disparos 
reales, lo que cierra el camino hacía la determinación de la asociación entre 
neuronas a partir de sus trenes de disparos (Castellanos et al., 2007).  
Al contrario que con los trenes de disparo, los métodos en el dominio de 
frecuencias aneriormente citados han sido aplicados con éxito a series  
continúas. Apoyándonos en esta base matemática la identificación y 
clasificación de los circuitos son una herramienta que nos permite abarcar entre 
otros el problema de clasificación de estados cerebrales. Por otra parte, el 
patrón de conectividad funcional cortico-cortical obtenido a partir de los 
registros de EEGs que se realizan de forma no invasiva nos permite centrarnos 
en la posibilidad de distinguir entre los estados cerebrales de personas con 
daño cerebral (Castellanos et al., 2005; Castellanos et al., 2006, Castellanos et 
al., 2006b; Castellanos et al., 2006c). Para ello es necesario implementar un 
análisis capaza de agrupar y extraer las características que definen y 
discriminan cada estado (sección 6.2 del presente trabajo). En este tipo de 
datos es de primordial importancia el pre-procesamiento de la señal ya que los 
EEG están inevitablemente contaminados por artefactos debidos entre otras 
fuentes al parpadeo o movimientos de los sujetos. Las consecuencias que 
puedan derivarse de una incorrecta eliminación de los artefactos podrían alterar 
drásticamente el análisis posterior y conducir a conclusiones arróneas. En la 
literatura se ha destacado con frecuencia la corrosión que sufre la señal al 
aplicar los métodos más convencionales, sin embargo no se ha cuantificado el 
daño que podría causar sobre las propiedades espectrales y de conectividad 
en los EEG. Ante un deficiente rendimiento de una de las técnicas más 
empleadas, basada en el análisis de componentes independientes, nos 
proponemos establecer un método que subsane los errores del anterior y 
proporcione una señal fiable para el análisis de conectividad (Castellanos y 
Makarov, 2006). Por otra parte, a partir de los registros LFP registrados en la 
corteza visual podemos determinar el circuito funcional local que subyace al 
procesamiento de estímulos visuales de diferentes características, y dando un 
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paso más en la escala espacial estudiar el papel de la interacción inter-
hemisférica en dicho procesamiento (sección 6.3 del presente trabajo) 
(Makarov et al., 2007).  
Anteriormente se ha destacado que las técnicas espectrales están 
basadas en la suposición de que las señales son estacionarias, condición que 
difícilmente cumplen las señales neuronales y que en general será violada 
drásticamente durante la estimulación. Por ello, nos proponemos desarrollar 
una herramienta que no sólo cubra las expectativas puestas sobre los métodos 
previamente publicados y solvente sus limitaciones, sino que amplíe las 
posibilidades de estudio de las anteriores técnicas tratando las conexiones 
desde su naturaleza dinámica. Ante estas expectativas se adecuan 
satisfactoriamente las posibilidades que ofrece la transformada wavelet como 
núcleo de un método matemático destinado al análisis y cuantificación de la 
asociación entre señales en el dominio tiempo-frecuencia, la coherencia 
wavelet.  
Junto a todo ello la metodología propuesta nos perimitirá ser capaces de 
estimar correctamente el espectro de potencias de un tren de disparos, lo que 
reabriría el camino hacía la inferencia de circuitos neuronales. La coherencia 
wavelet puede aplicarse a la investigación de las propiedades dinámicas de los 
trenes de disparo y proporciona una herramienta útil para evaluar los cambios 
dinámicos de la respuesta neuronal. Por ello y como aplicación experimental de 
nuestros métodos, pretendemos cuantificar la coherencia wavelet, es decir la 
asociación funcional tempo-espectral, entre la respuesta de las neuronas del 
núcleo gracil (Castellanos et al., 2007) y trigémino (Malmierca et al., 2007) ante 
la estimulación táctil y estudiar el papel modulador de la corteza 
somatosensorial primaria. 
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Figura 5: Esquema del trabajo. Los datos electrofisiológicos pueden dividirse en 
dos grandes grupos, según su tratamiento matemático: Las series temporales 
discretas, como son los trenes de disparos, o las series temporales continuas 
como son los potenciales de campo local (LFP) o los registros 
electroencefalográficos (EEG). En este trabajo vamos a estudiar, evaluar y 
proponer métodos matemáticos para determinar la asociación funcional entre 
señales neurológicas teniendo en cuenta dicha división de los datos. Respecto 
a los trenes de disparo, la conectividad funcional se ha abarcado 
principalmente desde el dominio de tiempo, a través del histograma de 
correlación cruzada (se muestra un ejemplo en el panel inferior de la izquierda). 
En el dominio de frecuencia se ha propuesto el uso de diferentes métodos, que 
proporcionan la asociación funcional entre neuronas en función de la banda 
espectral. Sin embargo nuestro estudio nos lleva a descartar dichos métodos 
como herramienta para determinar los circuitos neuronales (Panel inferior, 
segundo por la izquierda). En este trabajo vamos a proponer el uso del dominio 
de tiempo y frecuencia simultáneo para desarrollar una función de asociación 
tempo-espectral. La representación 3D nos muestra el grado de acoplamiento 
entre trenes de disparos (codificado con el color), en función del tiempo (eje x) 
y frecuencia (eje y) (se muestra un ejemplo en el panel inferior, tercero por la 
izquierda). Respecto a las series temporales contínuas recurrimos a los 
métodos espectrales para determinar la conectividad funcional entre sistemas 
(se muestra un ejemplo en el panel inferior a la derecha). 
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2. Objetivos 
El presente trabajo tiene como fin evaluar y proponer métodos matemáticos 
para determinar la asociación funcional entre series temporales de origen 
neurofisiológico. A partir del patrón de conectividad funcional pretendemos 
inferir en la conexión efectiva de diferentes sitemas sensoriales. Este fin se 
lleva a cabo a través de los siguientes objetivos. 
 
1. Dividir las series temporales neurológicas en dos grupos diferenciados 
por su tratamiento matemático: i) series temporales discretas, como son 
los trenes de disparos, y ii) series temporales continuas, como los 
registros electroencefalográfico (EEG) y los potenciales de campo 
locales (LFP). 
 
2. Estudiar e implementar de los métodos matemáticos para determinar la 
conectividad funcional. Clasificamos los métodos según el dominio en el 
que se ha desarrollado: i) tiempo, donde se ha considerado el 
histograma de Correlación Cruzada (CC), ii) frecuencia, donde se ha 
considerado la Coherencia Espectral (SC), Coherencia Espectral Parcial 
(PSC),  Coherencia Dirigida Parcial (PDC), Función de Tranferencia 
Dirigida (DTF) y la Función de Transferencia Dirigida directa (dDTF), y 
iii) tiempo-frecuencia, donde consideraremos la Coherencia Wavelet.  
 
3. Evaluar la capacidad de los métodos mencionados en el punto anterior 
para determinar la asociación funcional a partir de trenes de disparos. 
 
4. Probada en la literatura la eficacia de los métodos mencionados en el 
punto 2 para determinar el acoplamiento funcional a partir EEGs, el 
presente objetivo es determiar los circuitos cortico-corticales y establecer 
una comparación entre los circuitos en personas con daño cerebral y 
sujetos control. Para ello se seguirán los siguientes pasos cuyos 
objetivos concretos son : 
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a.  Proponer un método de eliminación de los artefactos que no 
distorsione las propiedades espectrales y de conectividad de las 
señales de EEGs. 
b. Determinar los circuitos cortico-corticales, o circuitos a gran 
escala, a partir de registros EEGs en humanos. 
c. Establecer un criterio de comparación de los circuitos a gran 
escala que no permita reducir la dimensión de la medida y 
clasificar las poblaciones bajo estudio, comprobando así sí los 
circuitos a gran escala son una medida discrimínate de los 
estados de daño cerebral. 
 
5. Abarcar la interacción a larga escala desde el enfoque matemático de 
comparación y clasificación de señales. Estudiar la influencia de la 
interacción interhemisférica a nivel local, a través de LFP registrados en 
la corteza visual en diferentes condiciones experimentales y caracterizar 
dicha influencia según la naturaleza del estímulo estático o dinámico.  
 
6. Proponer el uso de un nuevo método matemático para determinar la 
asociación funcional en el tiempo y frecuencia simultáneamente a partir 
de trenes de disparos. Aprovechar las naturaleza dinámica que ofrece 
dicho dominio tempo-espectral para caracterizar el papel modulador de 
la vía corticofugal en las respuestas de las neuronas del núcleo gracil y 
trigémino. 
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3. Datos experimentales  
Los registros experimentales utilizados en esta tesis provienen de la 
colaboración científica con diferentes grupos experimentales tanto nacionales 
como internacionales. En este capitulo resumimos brevemente el 
procedimiento experimental para completar el trabajo. 
 
3.1 Trenes de disparo 
Los experimentos han sido realizados por el equipo de Ángel Nuñez, profesor 
del departamento de Anatomía, Histología y Neurociencia de la Facultad de 
Medicina de la Universidad Autónoma de Madrid. 
 
Preparación de los animales 
Los datos fueron obtenidos de un total de 91 ratas Wistar de Iffa-Credo 
(Francia), criadas en el animalario de la Facultad de Medicina de la Universidad 
Autónoma de Madrid. Las ratas fueron de ambos sexos y sus pesos estuvieron 
comprendidos entre 200 y 230 g. Todos los animales fueron anestesiados con 
una inyección intraperitoneal de uretano a una dosis de 1,6 g/Kg.  
Tras la anestesia los animales se colocaron en un aparato estereotáxico, 
y se les ventiló artificialmente durante todo el experimento mediante una bomba 
de Harvard Instruments a 22 ciclos por minuto. También se monitorizó el 
porcentaje de dióxido de carbono (CO2) en el aire espirado, manteniéndose 
entre 2-4%. Para completar la anestesia general, se inyectó en todos los 
puntos de incisión un anestésico local (lidocaína al 1%). Para monitorizar el 
nivel de anestesia se observó el reflejo pupilar y se registró el 
electroencefalograma (EEG) mediante la inserción de un macroelectrodo 
colocado en la corteza cerebral del lóbulo frontal. El electrodo de referencia se 
colocó en la musculatura del animal. El EEG ha sido observado de forma 
continua en un osciloscopio analógico. El nivel de anestesia se estimó por la 
amplitud de las ondas lentas del EEG y se administraron dosis suplementarias 
de anestésico para mantener al animal arrefléxico o cuando la amplitud de las 
ondas lentas del EEG decrecía. La temperatura del animal se mantuvo a 37ºC 
con ayuda de una manta térmica.  
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Todos los procedimientos experimentales se realizaron de acuerdo con 
la normativa de la Unión Europea (European Communities Council Directive, 
86/609/EEC) y se trató de minimizar el sufrimiento y el número de animales de 
experimentación en lo posible. 
 
3.1.1. Núcleo gracil 
Cirugía 
Para el registro en el núcleo gracil se realizó una incisión en la piel a nivel de la 
línea media desde el occipucio hasta los segmentos cervicales inferiores. Tras 
desinsertar la musculatura de la nuca sobre el occipucio y sobre la membrana 
occipito-atloidea, se extirpó dicha membrana junto con la duramadre y la 
leptomeninge adherida a la misma para dejar abierta la cisterna magna y el 
tronco del encéfalo al descubierto. Los NCD se localizaron por visualización 
directa bajo el microscopio de disección, utilizando como referencia el obex. Se 
añadió aceite mineral para evitar la desecación de las estructuras nerviosas.  
Las referencias estereotáxicas fueron las siguientes: Antero-Posterior, -13,6 a -
14,6 mm; lateral 0,2 a 1,0 mm, utilizando el bregma como referencia; H, 0,0 a 
0,5 mm desde la superficie del tronco del encéfalo (Atlas de Paxinos y Watson, 
1986). 
El resto de estructuras registradas o estimuladas fueron localizadas por 
métodos estereotáxicos según las coordenadas del atlas de Paxinos y Watson 
(1986). Para el registro y estimulación de la corteza somestésica primaria (SI) 
se realizó una craniotomía desde el bregma hasta 4 mm posterior a este punto 
y desde 2 a 6 mm lateralmente. Se retiró la duramadre y se cubrió la corteza 
cerebral con aceite mineral. 
 
Registros electrofisiológicos 
Para los registros de la actividad unitaria se utilizaron micropipetas de vidrio o 
microelectrodos de tungsteno (World Precision Instruments, Reino Unido). Las 
micropipetas se realizaron en un estirador de pipetas (Narishigui, Japón) y se 
rellenaron con NaCl 3M para conectarse a través de un hilo de plata a un 
preamplificador. La punta de la pipeta fue seccionada hasta un diámetro de 2 a 
6 µm, con lo que se conseguían que la impedancia del electrodo fuera de 2-5 
MΩ. Los microelectrodos de tungsteno tenían también una impedancia de 2-5 
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MΩ. Los registros de actividad neuronal unitaria fueron filtrados (0,3-3 kHz) y 
amplificados mediante un preamplificador de corriente alterna P15 (Grass, 
West Warwick, USA). La señal contínua fue digitalizada y almacenada en un 
ordenador mediante un sistema de adquisición 1401 Plus completado por el 
programa Spike 2 (Cambridge Electronic Design, Cambridge, Reino Unido). La 
frecuencia de muestreo fue 10 KHz para el registro neuronal y de 1 KHz para 
los pulsos de sincronismo (estimulos antidrómicos o de los campos receptivos).  
La forma y amplitud de las espigas fueron monitorizadas continuamente en un 
osciloscopio analógico. Durante el análisis posterior en el ordenador se 
realizaron nuevos controles de amplitud y forma de las espigas, para asegurar 
que se registraba la misma célula durante todo el experimento.  
 
Estimulación somestésica 
Cuando se conseguía aislar en el registro disparos de una neurona, su campo 
receptivo (CR) sensorial  era delimitado minuciosamente con un pincel para 
determinar su extensión. Los CRs se perfilaban según los límites en los que el 
estímulo inducía cambios en la actividad basal de la neurona. El centro 
funcional del CR quedaba definido por la superficie cutánea cuyo estímulo 
provocaba la respuesta más intensa. La estimulación cutánea se realizó de 
forma precisa bien mediante un chorro de aire controlado por una válvula 
electrónica (1-2 kg/cm2; Picospritzer, General Valve), lanzado a través de un 
tubo de polietileno con un diámetro interior de 1 mm, o bien mediante una 
sonda de metal (0.5 mm de diámetro) movida por un solenoide que era 
alimentado por pulsos de voltage de 2-4 V generados con un estimulador S88 
(Grass) que permitía controlar la duración e intensidad de la indentación que 
producía en la piel el tubo de polietileno. La duración de los estímulos variaba 
según los experimentos en el rango 10-100 ms.  
 
Estimulación cortical   
Para estimular la corteza somatosensorial primaria (SI) se utilizaron electrodos 
bipolares (120 µm de diámetro de acero inoxidable, World Precision 
Instruments) que estaban aislados excepto en las puntas. Antes de colocar el 
electrodo de estimulación se delimitaba el CR del área cortical donde iba a ser 
introducido para poder estimular áreas corticales con el mismo o con diferente 
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CR que la neurona registrada en el núcleo gracil. Para ello se introducía un 
microelectrodo de tungsteno para registro multiunitario (1-2 MΩ) en las 
coordenadas estereotáxicas correspondientes a la corteza SI (A: +1 a -3; L: 2 a 
5; H 1.2 mm) y se buscaba un área cutánea de la extremidad inferior que 
provocara una respuesta multiunitaria vigorosa. Tras perfilar el CR, se colocaba 
el electrodo de estimulación en la corteza SI (a una profundidad de 1,2 mm) 
contralateral a la neurona  registrada en el gracil.  
Se aplicaron pulsos individuales de 0.3 ms de duración, 10-100 µA de 
intensidad separados uno del otro 2s. También se aplicaron trenes de pulsos 
cortos de duración a 50 ó 100 Hz de frecuencia, durante 500 ms. Estos 
estímulos fueron aplicados mediante un estimulador Grass S88 frecuencias 
conocidas y a través de una unidad de aislamiento (Stimulus Isolation Unit, 
Grass SIU5) para disminuir el artefacto de la estimulación en el registro 
neuronal. 
 
3.1.2. Núcleo trigeminal 
Los datos fueron obtenidos de un total de 10 ratas Wistar de Iffa-Credo 
(Francia), criadas en el animalario de la Facultad de Medicina de la Universidad 
Autónoma de Madrid. Las ratas fueron de ambos sexos y sus pesos estuvieron 
comprendidos entre 200 y 230 g. Todos los animales fueron anestesiados con 
una inyección intraperitoneal de uretano a una dosis de 1,6 g/Kg.  
Tras la anestesia se colocaron en un aparato estereotáxico, y se les 
ventiló artificialmente durante todo el experimento mediante una bomba de 
Harvard Instruments a 22 ciclos por minuto. También se monitorizó el 
porcentaje de dióxido de carbono (CO2) en el aire espirado, manteniéndose 
entre 2-4%. Para completar la anestesia general, se inyectó en todos los 
puntos de incisión un anestésico local (lidocaína al 1%). Para monitorizar el 
nivel de anestesia se observó el reflejo pupilar y se registró el 
electroencefalograma (EEG) mediante la inserción de un macroelectrodo (de 
acero inoxidable aislado 120 µm de diámetro, cortado de forma roma y en 
donde desaparecía el aislante). Este electrodo fue colocado en la corteza 
cerebral del lóbulo frontal y se colocó un electrodo de referencia en la 
musculatura del animal. El EEG se registró de forma continua en un 
osciloscopio analógico. El nivel de anestesia se estimó por la amplitud de las 
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ondas lentas del EEG y se administraron dosis suplementarias de anestésico 
para mantener al animal arrefléxico o cuando la amplitud de las ondas lentas 
del EEG decrecía. La temperatura del animal se mantuvo a 37ºC con ayuda de 
una manta térmica.  
Todos los procedimientos experimentales se realizaron de acuerdo con 
la normativa de la Unión Europea (European Communities Council Directive, 
86/609/EEC) y se trató de minimizar el sufrimiento y el número de animales de 
experimentación en lo posible. 
 
Preparaciones quirúrgicas 
Para el registro en los núcleos de la columna dorsal (NCD) o en el núcleo 
espinal caudal del trigémino (Sp5C) se realizó una incisión en la piel a nivel de 
la línea media desde el occipucio hasta los segmentos cervicales inferiores. 
Tras desinsertar la musculatura nucal sobre el occipucio y sobre la membrana 
occipito-atloidea, se extirpó dicha membrana junto con la duramadre y la 
leptomeninge adherida a la misma para dejar abierta la cisterna magna y el 
tronco del encéfalo al descubierto. Los núcleos se localizaron por visualización 
directa bajo el microscopio de disección, utilizando como referencia el obex. Se 
añadió aceite mineral para evitar la desecación de las estructuras nerviosas.  
Aunque los núcleos fueron identificados visualmente, las referencias 
estereotáxicas donde están situados fueron las siguientes: 
Núcleo gracil: antero-Posterior, -13,6 a -14,6 mm; lateral 0,2 a 1,0 mm, 
utilizando el bregma como referencia; H, 0,0 a 0,5 mm desde la superficie del 
tronco del encéfalo. Núcleo Sp5C: AP: -14.3 mm, L: 3 mm from the bregma; H: 
0.5 a 2 mm desde la superficie (Atlas de Paxinos y Watson, 1986). 
Para el registro y estimulación de la corteza somestésica primaria (SI) se 
realizó una craniotomía desde el bregma hasta 4 mm posterior a este punto y 
desde 2 a 6 mm lateralmente. Se retiró la duramadre y se cubrió la corteza 
cerebral con aceite mineral. 
 
Estimulación somestésica 
Para el estudio de interferencia de las respuestas somestésicas en el Sp5C se 
realizaron series de estímulos con la sonda antes mencionada en tres 
situacioes distintas: 
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 a) Control: secuencia de 30 estímulos de 20 ms de duración a una frecuencia 
de 1 Hz sobre el centro funcional del CR. 
b) Interferencia sensorial ipsilateral: se realiza la misma secuencia que en 
control pero se realiza sincrónicamente una estimulación táctil con un pincel 
sobre CRs adyacentes. 
c) Interferncia sensoria contralateral: igual que en (b) pero el estímulo distractor 
se aplicó sobre el territorio de inervación cutánea trigeminal contralateral. 
 
Estimulación cortical   
Para estimular la corteza SI se utilizaron electrodos bipolares (120 µm de 
diámetro de acero inoxidable, World Precision Instruments) que estaban 
aislados excepto en las puntas. Se aplicaron trenes de estímulos de 0,3 ms a 
50 Hz de frecuencia, durante 500 ms de duración. Estos estímulos fueron 
aplicados mediante un estimulador Grass S88 que permite aplicar pulsos de 
corriente de intensidad, duración y frecuencias conocidas y a través de una 
unidad de aislamiento (Stimulus Isolation Unit, Grass SIU5) para disminuir el 
artefacto de la estimulación en el registro neuronal. Antes de colocar el 
electrodo de estimulación se delimitaba el CR del área cortical donde iba a ser 
introducido para poder estimular áreas corticales con el mismo o con diferente 
CR que la neurona registrada en los NCD. Para ello se introducía un 
microelectrodo de tungsteno para registro multiunitario (1-2 MΩ) en las 
coordenadas estereotáxicas correspondientes a la corteza SI (A: 1 a -3; L: 2 a 
5; H 1.2 mm) y se buscaba un área cutánea de la extremidad inferior que 
provocara una respuesta multiunitaria vigorosa. Tras perfilar el CR, se colocaba 
el electrodo de estimulación en la corteza SI (a una profundidad de 1,2 mm) 
contralateral a la neurona  registrada en los NCD.  
 
Análisis de los datos 
Los registros unitarios aceptados para el análisis fueron aquellos cuya  
amplitud de la espiga varió menos del 10% durante todo el experimento y su 
relación con el ruido del registro fue de al menos dos veces mayor que éste. 
Los registros electrofisiológicos fueron adquiridos en un ordenador PC para su 
análisis estadístico. El término “adquisición” designa una serie de pasos por los 
cuales las señales son digitalizadas, es decir, el valor de voltaje de la señal en 
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un momento dado es almacenado en el ordenador como un valor numérico, 
repitiéndose esta operación a una frecuencia fija que denominamos “frecuencia 
de muestreo”. Cuanta más alta es la frecuencia de muestreo mayor es la 
exactitud de la señal reproducida dentro del ordenador ya que el intervalo entre 
las muestras es menor. Para la elección de la frecuencia muestreo hay que 
tener en cuenta el criterio de Nyquist, que establece que la frecuencia de 
muestreo debe ser al menos el doble de la frecuencia más alta contenida en la 
señal. En este estudio se eligió como frecuencia de muestreo 10 KHz para los 
registros unitarios. También se almacenaron en el ordenador junto con las 
señales de la actividad neuronal, las señales de sincronismo correspondientes 
a la ocurrencia de los estímulos táctiles o a los estímulos eléctricos en la 
corteza SI. Estas últimas señales se utilizaron como referencias temporales en 
los histogramas periestímulo. 
Los registros de la actividad neuronal se transformaron en procesos 
discretos sustituyendo las espigas por elementos puntuales tomando como 
referencia el momento de la generación de la espiga. Esta variable se 
almacenó en el ordenador como señales cuyo valor sólo pudo ser 1 o 0 según 
si hubiera acontecido el suceso o no, respectivamente. La obtención de este 
proceso puntual se hizo mediante el uso de un umbral de voltaje que discriminó 
la ocurrencia de un potencial de acción en la neurona estudiada y lo convirtió 
en un proceso puntual. 
 
3.2 Potenciales de campo local (Local Field Potencial, LFP) 
Los experimentos fueron realizados en el Departamento de Neurociencia del 
Instituto Karolinska (Estocolmo, Suecia) bajo la supervisión del profesor Giorgio 
Innocenti. 
 
Preparación de animales y electrofisiología  
Los experimentos han sido realizados en hurones mantenidos bajo anestesia 
de acuerdo con los protocolos que establece la Comunidad Económica 
Europea  y Suecia sobre el cuidado y uso de animales en experimentos 
científicos aprobado por el comité ético de Estocolmo. Se mantuvo la anestesia 
por ventilación artificial con una mezcla de N2O (65%), O2 (35%) e isoflurano 
(0.8-1.2%) suplementado con aplicaciones intravenosas al músculo 
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(pancuronium, 0.25 mg/kg/h) para prevenir los movimientos de los ojos. Las 
pupilas se dilataron con atropina y neosynephrina y fijadas con lentes de 
contacto.  Se realizó una craniotomia sobre el polo occipital de cada hemisferio.  
Se registraron los LFP en el hemisferio derecho empleando una matriz 3 
x 5 de 15 microelectrodos de tungsteno espaciados 410  µm entre sí (FHC, 
Bowdoinham, ME, USA) y situados en el borde entre las áreas 17 y 18.  La 
posición de los microelectrodos se controló histológicamente después del 
experimento y se encontró que se registraba en la capa supragranular. Los 
campos receptivos se perfilaron manualmente, confirmándose en la mayoría de 
los casos por el mapeo computerizado de las respuestas al estímulo S1 (Fig. 
6). Esto supone que los electrodos registraban la actividad dentro de 20 deg 
desde la línea media del campo visual, es decir, en partes donde las 
representaciones del campo visual están conectados por axones del cuerpo 
calloso (Innocenti et al., 2002).  Se centró un cryoloop de 7 mm de largo y 2 
mm de ancho en el borde 17/18 del hemisferio izquierdo. Como condición basal 
se realizó una estimulación de un ciclo de 30 repeticiones. Después el cryoloop 
se congeló hasta 2°C +/–1.5°C, para desactivar todas las capas corticales bajo 
la sonda (Lomber et al., 1999). Después de esperar 5 minutos para que se 
estabilice la temperatura se realiza otro ciclo de estimulación seguido de 30 
minutos de recuperación hasta la temperatura basal, después de la cual se 
realiza otro ciclo de estimulación. Los LFP se amplificaron con un amplificador 
convencional y se digitalizaron a 1 KHz (Plexon Inc,  Dallas, USA). 
Posteriormente se aplicó un filtro notch a 50 Hz y suavizado ponderado 
localmente  con un ajuste polinómico lineal de mínimos cuadrados para 
suprimir el ruido a frecuencias altas (> 120 Hz) y bajas (< 4 Hz). 
 
Estimulación visual 
Durante el experimento se presentaron tres clases de estímulo: S1, S2 y S3 
(Figura 6). 
Estimulación S1: En la pantalla se proyecta un cuadrado de luz brillante de 2.5 
grados durante 50 ms con una posición al azar en una cuadrilla de 10 x 10 
elementos, cubriendo 25 deg en la posición central del campo visual. El 
estímulo se repetía cada 0.5s hasta completar todas las 100 posibles 
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posiciones. Se repite la secuencia de estimulación 10 veces con un intervalo de 
2 s.  
Estimulación S2: Consistente en barras sólidas de blanco y negro orientadas 
en 4 direcciones diferentes con un paso de 45º en sentido horario e idénticas 
en los dos hemicampos.  La imagen permanece estacionaria durante 0.5 s 
después se mueven en las direcciones perpendiculares a sus orientaciones 
marcadas por flechas durante 3 s seguidas  de 3 s de exposición al monitor en 
gris equiluminiscente. Las barras tienen una frecuencia espacial de 0.1 
ciclos/deg y se mueven a 14 deg/s. 
Estimulación S3: El mismo protocolo que S2 pero la orientación y/o dirección 
del movimiento es diferente para cada hemicampo.  
 
 
Figura 6: Protocolos de estimulación visual. 
 
 
3.3 Electroencefalogramas (EEG) 
Los registros electroencefalográficos han sido adquiridos en el Centro de 
Rehabilitación de Daño Cerebral (C.R.E.C.E.R) en Sevilla bajo la dirección del 
profesor José León-Carrión de la Facultad de Medicina de la Universidad de 
Sevilla. 
 
Registros electroencefalográficos 
Se han realizado registros electroencefalográficos a un total de 16 pacientes 
con daño cerebral (11 hombres y 5 mujeres) de edades comprendidas entre 4 y 
69 años con una media de 32. De los 16 pacientes, 10 habían sufrido un 
traumatismo craneoencefálico, 5 habían sufrido accidentes cerebrovasculares 
(ACVs) y uno de ellos un tumor mesencefálico. La media de la puntuación en la 
escala de Glasgow de 12 de los 16 pacientes (no disponemos de los datos de 
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los 4 restantes) es de 5.75. También se han realizado EEG a 10 sujetos control 
sin ningún daño cerebral. 
Los registros de EEG fueron adquiridos utilizando el sistema ECI Electro-
Cap System ™, de ElectroCap International, Inc., compuesto de un gorro de 19 
electrodos situados según el sistema internacional 10–20 y digitalizados a una 
frecuencia de adquisición de 256 Hz. Los datos se procesan con un filtro notch 
a 50 Hz para suprimir el artefacto debido al suministro eléctrico y 
posteriormente se filtran en el rango de frecuencias [2–40] Hz. 
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4. Datos simulados y semi-simulados 
4.1 Generación de trenes de disparos con redes neuronales artificiales 
Debido a que nuestro propósito es evaluar los métodos matemáticos para 
determinar la conectividad entre neuronas, generamos artificialmente trenes de 
disparo cuyas características conocemos previamente, ya que el conocimiento 
de todas las propiedades de la red (principalmente el patrón de conectividad) 
nos permite evaluar los resultados en la identificación. Para generar trenes de 
disparos artificiales consideramos redes neuronales compuestas por neuronas 
que siguen el modelo de Integración y Disparo (IF) y de Respuesta disparo 
(Spike response model SRM) (Gerstner, 2002). 
 
Modelo neuronal de Integración y Disparo 
El modelo de Integración y Disparo con perdida es un ejemplo muy común para 
simular un sistema neuronal de disparo regular. La membrana neuronal se 
simula por un circuito eléctrico RC, donde R modela la resistencia y C la 
capacitancia de la membrana. El voltaje del circuito ( )V t  (potencial de 
membrana)  que describe el grado de activación de la neurona por debajo del 
umbral esta dado por: 
 
1 ( ) ( )dVC V t I t
dt R
= − +  (1) 
            
donde 0( ) ( ) ( )synI t t tI I ς= + +  es la corriente externa. En respuesta a un pulso de 
corriente constante, I , el modelo tenderá exponencialmente hacía un estado 
de reposo dado por el votage V IR= , tal que ( )/( ) 1 tV t IR e τ−= − , donde τ  es la 
constante de tiempo dada por RCτ = . La neurona integra sus entradas 
(external o sinápticas) y dispara cuando se alcanza un umbral establecido, 
*V V= . La corriente umbral mínima requierida para conducir a la neurona hasta 
el umbral es * /umbralI V R= . Una neurona de Integración y Disparo puede 
estimularse debido a corrientes externas (estímulo) o por entradas sinápticas 
desde neuronas presinápticas. La corriente de entrada del estímulo puede 
causar que la neurona dispare repetida y regularmente incluso en ausencia de 
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entrada sináptica desde otras neuronas. La curva de frecuencia de diparo 
frente a corriente está entonces dado por:  
1*
0
( )
log 1
umbral
ref umbral
si I I
f I Vt si I I
IR
τ
−
<=    − − >     
                                                 (2) 
Donde reft  es el periodo refractario. Sin embargo también podemos considerar 
a la neurona como componente de una red neuronal y no como una entidad 
aislada, en cuyo caso debemos modelar las corrientes sinápticas y suponemos 
que ( )I t  está generada por la actividad de neuronas presinápticas. En el 
contexto del modelo de Integración y Disparo, cada disparo presináptico genera 
un pulso de corriente postináptico. Es decir, si la neurona presináptica j  ha 
disparado una espiga en el instante fjt , una neurona i  “siente” una corriente 
que evoluciona en el tiempo como ( )fjt tα − . La corriente de entrada total a la 
neurona i  es la suma sobre todos los pulsos de corriente: 
( )( ) fi ij j
j f
I t w t tα= −∑ ∑                                                                                       (3) 
El factor ijw  es una medida de la eficacia de la sinápsis desde la neurona j  a 
la i .  Por tanro, si una neurona recibe espigas de otra su potencial de 
membrana cambia. Una espiga recibida en el intante tˆ provoca una corriente 
sináptica que se podemos aproximar por: 
ˆ( ) /ˆ( )ˆ( ) t tsyn
t tI t t w e λλ
− −Γ −− =
                                                                     
(4) 
dondeλ  la constante sináptica (10-100 ms) y Γ  es la función “escalón” que 
asegura que la corriente sináptica notificada por la neurona postsináptica 
comienza a partir del instante tˆ . Las corrientes sinápticas provocadas por 
diferentes espigas se suman. Para describir la variabilidad en la dinámica de la 
neurona y emular las fluctuaciones del entorno y/o tener en cuenta la actividad 
de neuronas “no observadas”, incluimos una corriente estocástica, ( )tς , en las 
ecuaciones del modelo. 
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Modelo neuronal de respuesta disparo 
El modelo de respuesta disparo es una generalización del modelo de 
Integración y Disparo con périda, donde los parámetros dependen del instante 
en que ocurrió el último disparo. Una diferencia con el anterior modelo es que 
IF está definida en terminos de ecuaciones diferenciales mientras que SRM 
expresa el potencial de membrana en el tiempo t como una integral sobre el 
pasado. La dependencia explicita del potencial de membrana del último disparo 
permite modelar el carácter refractario como una combinación de tres 
componetes: i) incremento del umbral después de disparar, ii) 
hiperpolarozación y iii) reducción de la respuesta neuronal después del disparo. 
 El potencial de membrana de una neurona, k , queda definida en este 
modelo por dos términos: 
ˆ( ) ( ) ( )ref synk k kh t h t t h t= − +                                                                            (5) 
donde ˆ( )refkh t t−  es un kernel que describe el comportamiento de refractario de 
la neurona, tˆ  es el instante del último evento de disparo que ha realizado la 
neurona y ( )synkh t  describe el efecto de la señal de entrada sináptica desde las 
otras neuronas del sistema. El comportamiento de refractario se modela como:  
 
0
0 0
( ) 0ref ref
ref
ref
for s
h s for s s
for s s
s s
η
 ≤= −∞ < ≤ > −
                                                                          (6) 
donde refS  es el periodo refractario absoluto y 0η  define la escala de 
recuperación. Los cambios en el potencial de membrana en el soma debidos a 
un disparo que llega (potencial post-sináptico) se describe por el kernel (función 
α ): 
2( ) exp
s ss
ε ε
ε τ τ
 = −  
                                                                                           (7) 
donde ετ es la constante de retraso sináptico. Para calcular ( )synkh t , la 
contribución de un disparo se suma sobre todos los disparos de todas las 
neuronas pre-sinápticas: 
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0
1,
( ) ( ) ( )
N
syn n
k kn j
n n k j
h t w ds s t s tε δ∞
= ≠
= − −∑ ∑∫                                                     (8) 
donde { }knω  es la matriz de conectividad, y { }njt  son los tiempos de disparo de 
la neurona n. Las ecuaciones anteriores junto a un umbral establecido, θ , 
definen un modelo determinista. En presencia de ruido, la neurona podría emitir 
un disparo incluso si el potencial de membrana no ha alcanzado el umbral o, 
por otra parte podría no disparar si el potencial de membrana cruza el umbral 
durante un corto intervalo de tiempo. Una forma simple de tratar el ruido es 
introducir una probabilidad de disparo: 
[ ]( )1 1 tanh ( ( ) )
2
P h tβ θ= + −                                                                               (9) 
donde el parámetro β  determina la cantidad de ruido interno. La probabilidad 
de disparo es igual a ½ para ( )h t θ=  y tiende asintóticamente a cero para  
( )h t →−∞  y a uno para ( )h t →+∞ . 
 
4.2 EEG semisimulados 
Generamos datos de EEG semi-simulados mezclando por una parte épocas 
consecutivas libres de artefactos preseleccionadas a partir de un EEG real de 
un sujeto sano en estado de reposo  de forma que compongan un segmento de 
15 segundos y por otro dos tipos de artefactos simulados: un ocular y un puso 
cardiaco. Perseguimos generar un EEG donde la forma del artefacto, la 
distribución espacial y la topografía en el cuero cabelludo concuerden con lo 
observado en datos reales. Para la mezcla usamos una matriz de composición 
estimada a partir de un EEG real (Hori et al., 2004; Delorme et al., 2005). Para 
reproducir la forma de un episodio de parpadeo usamos un proceso estocástico 
de Poisson y lo filtramos en pasa banda a 1-3 Hz, y de 0.3 s por episodio. El 
pulso cardiaco se simula con un tren de pulsos a 1 Hz.  
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5. Métodos matemáticos 
En este capitulo presentamos los métodos matemáticos empleados con 
diferentes fines: i) determinación de la conectividad funcional, ii) reducción de la 
dimensión, clasificación y discriminación de los datos, y iii) eliminación de 
artefactos en el EEG. 
 
5.1 Conectividad funcional 
Basandonos en trenes de disparos registrados simultáneamente de varias 
neuronas pretendemos establecer las conexiones funcionales entre ellos. 
Un tren de disparo es un proceso puntual o secuencia de eventos de 
disparo, donde quedan registrados únicamente los tiempos de ocurrencia de 
cada disparo. Por ejemplo en la figura 7 el tren describe el conjunto de los 
tiempos de ocurrencias de disparos {ti} = {0.05, 0.27, 0.32, 0.45, 0.5, 0.57, 0.65, 
0.8, 0.85, 0.97} s. Otra opción es discretizar el tiempo y representar el tren 
como una señal binaria, donde el potencial neuronal queda dividido en 
ventanas temporales cuya longitud se define por la frecuencia de muestreo 
elegida. Aquellas ventanas que contengan la ocurrencia de un potencial de 
acción tendrán un valor 1 mientras que un 0 indicaría la ausencia de disparo 
(figura 6).  
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Figura 7: Representación del tren de disparo como un proceso puntual 
(secuencia de los tiempos en que ocurre cada potencial de acción) o como una 
señal binaria donde “1” indica la ocurrencia de un disparo y “0” la ausencia. 
 
 
5.1.1 Dominio de tiempo: Histograma de correlación  
En 1967 Perkel y sus colaboradores (Perkel et al., 1967a, 1967b) introdujeron 
en neurociencia el concepto de Correlación Cruzada (CC), una herramienta 
relacionada con la probabilidad de encontrar un disparo de una neurona en el 
instante de tiempo τ+t  dado un disparo de otra neurona en un instante 
anterior t , de esta forma se incorpora el concepto de retraso en la transmisión 
sináptica, τ , y se dota así de información temporal a la medida. La función de 
correlación es, por tanto, una medida del nivel de coincidencia cuyo ánimo es 
determinar cómo dos procesos están relacionados entre sí y con qué retraso 
(Fig. 8).  
 
Figura 8: Tiempos transcurridos entre el disparo de la neurona N  (tren A) y los 
disparos generados por la neurona M  (tren B): { }1 1 2 3, , , ...w w w w− . 
 
 La CC para una pareja de trenes de disparo binarios puede obtenerse 
como el producto de los dos procesos evaluados en diferentes tiempos, uno en 
t  y el otro desplazado temporalmente t τ+ , sumado sobre todos los tiempos t . 
Formalmente, sean ( )N t  y ( )M t  dos trenes de disparos estacionarios, el 
histograma de correlación está definida como una función del retraso (o 
desplazamiento temporal), τ, dada por: 
∑ +=
τ
ττ dttMtNC MN )().()(,                                                                           (1) 
Los picos y valles en tal histograma indican el cambio de probabilidad de 
ocurrencia de un disparo  debido a la presencia de otro, sugiriendo por tanto la 
presencia de una sinapsis excitadora o inhibidora, respectivamente.   
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 Al correlacionar una señal consigo misma, obtenemos la Auto 
correlación que nos proporciona información sobre cómo una señal en un 
tiempo está relacionada consigo misma en otro tiempo, es decir evidencia el 
comportamiento cíclico del tren. Por tanto, los picos rítmicos en el histograma 
de Auto correlación indican la actividad oscilatoria de la neurona. Por otra 
parte, cuando se considera la correlación entre el tren de disparo neuronal y el 
tren de eventos de estimulación, tenemos lo que se conoce como el 
histograma Peristimulo (PSTH; Peri Stimulus Time Histogram). En este caso 
estudiamos el tiempo que tarda en responder (disparar) una neurona después 
del evento ON de estimulación. La altura y posición del pico, cuando lo 
hubiese, define la amplitud la fuerza de la respuesta y la latencia al estímulo, 
respectivamente. 
 
5.1.2 Dominio de frecuencia (Transformada de Fourier) 
Los métodos desarrollados en el dominio de frecuencias tienen como punto de 
partida la estimación del espectro de la señal a partir de la transformada de 
Fourier, que permite descomponer la señal en sus componentes sinusoidales 
de diferentes frecuencias. Es en este punto donde surge una gran diferencia 
entre procesos puntuales (trenes de disparo) y las series continuas (EEG o 
LFP). Para ambos tipos de datos asumimos que son estacionarios y satisfacen 
que eventos ampliamente separados en el tiempo son independientes. 
 
Transformada de Fourier para trenes de disparo 
  El procedimiento más usual para determinar el espectro de una señal es 
tomar el modulo al cuadrado de la transformada de Fourier de los datos. Esta 
estimación se conoce como periodograma.  
Consideremos un tren de disparo como un proceso puntual dado por los 
tiempos de disparos, { }it . Sobre estos datos es conveniente definir el proceso 
( )N t  como el número de disparos que ocurren entre el comienzo del intervalo 
(t=0) y el tiempo t. Esta función crece con el tiempo (Fig. 9), lo que no es 
beneficioso ya que supone un pico artificial dependiente del intervalo a bajas 
frecuencias en el espectro.  Para evitar esto se toma el siguiente proceso de 
media cero ( ) ( )N t N t tφ= − ,  donde φ  es la tasa media (Fig. 9). Notar que 
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( ) ( ) ( )dN t N t dt N t= + − , que puede ser 1 dtφ−  o dtφ−  dependiendo de si ha 
habido un disparo en el intervalo dt . Por tanto, ( ) /dN t dt  es una serie de 
funciones delta (para dt ? 0) donde se ha sustraído la media. 
 
 
Figura 9: Ejemplo ilustrativo de cómo están relacionados los procesos ( )N t , 
( )N t  y ( ) /dN t dt . Las líneas verticales en el proceso ( ) /dN t dt  simbolizan 
funciones delta. Con fines ilustrativos se representa sobre cada proceso el tren 
de disparo. 
 
Consideramos que los trenes de disparo son estacionarios de primer y 
segundos orden. Esto supone que las medias de sus respectivos momentos de 
primer y segundo orden no dependen del tiempo absoluto.  La estacionaridad 
de segundo orden implica que la tasa media de disparo (φ ) es independiente 
del tiempo y que la auto-covarianza depende sólo del intervalo (τ) y no del 
tiempo absoluto. Los momentos de primer y segundo orden de un tren de 
disparos para un proceso estacionario vienen dados por: 
( ) /dN t dt φ=                                                                                                   (2) 
( ) / 0dN t dt =                                                                                                     (3) 
( ) ( )
( ) ( )
dN t dN t
dtd
τµ τ φδ τ τ
++ =                                                                           (4) 
El espectro ( )S λ  es la transformada de Fourier de la función de auto-
covaranza: 
( ) ( ) exp( 2 )S i dλ φ µ τ π λτ τ∞−∞= + −∫                                                                      (5) 
Normalmente la auto-covarianza se estima como µ(t) pero para hallar la 
transformada de Fourier necesitamos la auto-covarianza completa ( ) ( )µ τ φδ τ+ . 
La incorporación de esta función delta lleva a una constante “offset” del 
espectro. Este offset es una diferencia importante entre los procesos continuos 
y los puntuales. Consideramos un segmento de longitud T , tomada como la 
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potencia de 2 más cercana a la longitud de los datos para mejorar el 
rendimiento del algoritmo de estimación del espectro que vamos a usar.  De 
forma general, un estimador espectral es el modulo cuadrado de la 
transformada de Fourier de los datos, pero donde los datos se multiplican por 
una función envolvente ( )h t , conocida como “taper” (Percival y Walden, 1993). 
De esta forma, la transformada de Fourier puede calcularse sin necesidad de 
transformar el tren de disparo a una señal binaria. La  transformada de Fourier,  
( )Nd λ , del tren de disparos N  se define como: 
2
0
( ) ( ) ( )
T
T i t
Nd h t e dN t
π λλ −= ∫                                                                          (6) 
donde 2
0
( ) 1
T
h t dt =∫ , ya que se ha escalado como 1/ T  debido a que la 
longitud está alterada. Esto asegura una normalización apropiada de la 
transformación de Fourier cuando el tamaño de la muestra varía. Teniendo en 
cuanta la expresión completa de la auto-covarianza dada en la ecuación 2.3, la 
transformada de Fourier de una secuencia de disparos { }it  viene dada por: 
( )
1
( )( ) ( )exp 2
Ns
j j
j
NsHd h t i t
T
λλ π λ
=
= − −∑                                                          (7) 
donde Ns  es el número de disparos que ocurren en el intervalo de tiempo 
considerado y ( )H λ  es la transformada de Fourier del taper.  
El estimador mediante ventanas temporales está basado en la idea de 
que frecuencias cercanas proporcionan estimaciones independientes. Sin 
embargo la estimación no es muy sistemática ya que uno debería ser capaz de 
descorrelacionar explícitamente frecuencias cercanas sabiendo que las 
ventanas de tamaño finito introducen correlaciones. Es decir, la segmentación 
de la señal en ventanas (generalmente rectangulares) conlleva una pérdida de 
la resolución de frecuencias proporcional al inverso de la longitud del 
segmento. Por otro lado, la elección de ventanas rectangulares provoca la 
aparición de frecuencias espurias debido a los efectos de borde. Para solventar 
este problema se propone la estimación espectral multi-taper. La idea básica 
de la estimación espectral multi-taper es promediar las estimaciones 
espectrales a partir de varios tapers ortogonales (Fig. 10). La estimación 
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espectral multitaper ha sido aplicada a señales neurológicas, tanto en procesos 
continuos (Mitra & Pesaran, 1999) como en trenes de disparo (Pesaran, 
Pezaris, Sahani, Mitra, & Andersen, 2000). La estimación del espectro,  ( )NS λ , 
de un tren de disparo, N , considerando L  tapers viene dada por tanto por: 
2
1
1( ) ( , )
L
N N
l
S d l
K
λ λ
=
= ∑                                                                               (8) 
La ortogonalidad de los tapers asegura que las estimaciones no están 
correlacionadas para muestras largas. Una cuestión crítica es la elección del 
conjunto de tapers ortogonales. Una elección común son las secuencias 
Slepianas, que están definidas por la propiedad de que están máximamente 
localizadas en frecuencia. 
 
 
 
Figura 10: Conjunto de 3, 5 y 9 tapers. La idea básica de la estimación 
espectral multi-taper es promediar las estimaciones espectrales a partir de 
varios tapers ortogonales. 
 
En este trabajo hemos usado 40 tapers para la estimación del espectro de los 
trenes de disparos.  
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Transformada de Fourier para series temporales continuas 
El procedimiento del cálculo de la transformada finita de Fourier comienza con 
el método de secciones inconexas (Rosenberg et al., 1989), por el que se 
definen intervalos para la estimación de los parámetros.  La señal queda 
dividida en L  segmentos no coincidentes de longitud T . De esta forma se 
estima la transformada de Fourier para cada segmento y se promedia sobre 
ellos. La transformada de Fourier de un segmento de longitud T  de una serie 
temporal continua, ( )x t , puede escribirse como:  
0
( ) ( )
TT i t
Xd x t e dt
λλ −= ∫                                                                                            (9) 
Debido a que ( )x t  es una serie regularmente muestreada, su espectro 
puede ser evaluado directamente por el algoritmo FFT: 
0
( ) j
T
i tT
X j t
t
d e xλλ −
=
≈∑                                                                                           (10) 
donde tx  es el valor de muestra de ( )x t  en el instante t . A partir de esta 
estimación de la transformada de Fourier podemos definir el espectro como el 
promedio de los L  segmentos:  
2
1
1( ) ( , )
2
L
N N
l
S d l
TL
λ λπ == ∑                                                                          (11) 
Esta ecuación proporciona la descomposición de Fourier de ( )x t  en sus 
constituyentes componentes de frecuencias, por lo que se distinguen las 
componentes periódicas en los datos (Briilinger, 1983). 
 
Coherencia espectral 
Una vez estimada la transformada de Fourier de cada señal, el paso inmediato 
es la coherencia espectral. El método de la coherencia espectral (SC) 
interpreta los datos en el espacio de frecuencias, donde el correspondiente 
parámetro de segundo orden (lineal) es el espectro cruzado entre los dos 
procesos ( )N t  y ( )M t . El espectro cruzado puede interpretarse como la 
correlación entre los procesos a frecuenciaλ : 
1
1( ) ( , ) ( , )
2
L
T T
NM N M
l
f d l d l
LT
λ λ λπ == ∑                                                                     (12) 
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promediados sobre los L  tapers o secciones según tratemos con trenes de 
disparos o series continuas, respectivamente. Consecuentemente, el espectro 
cruzado nos va a indicar si los dos procesos son linealmente independientes y 
a qué frecuencias. La SC es una medida normalizada de asociación entre dos 
trenes de disparo: 
2
2 ( )
( ) ( ) ( )
NM
NM
MM NN
f
R
f f
λλ λ λ=                                                                                                (13) 
Donde NMf  y  NNf  son el espectro cruzado y auto-espectro de las señales. 
Para concluir si dos procesos son linealmente independientes debe 
establecerse un valor de significancia estadística (vease abajo) para cada 
frecuencia de forma que valores de SC por debajo de este umbral suponga que 
las señales no están correlacionadas  a esa frecuencia y viceversa si la SC 
supera el nivel de significancia la hipótesis nula (los dos procesos son 
independientes) puede ser rechazada. 12 =R  indica una perfecta relación 
lineal entre los dos procesos.  
 
Coherencia espectral parcial  
SC estima la asociación directa entre dos procesos. Sin embargo, para inferir si 
dos sistemas están conectados directa o indirectamente (vía otro/s sistemas) 
se ha propuesto la Coherencia espectral parcial (PSC), basada en una medida 
de asociación entre los dos sistemas después de que los efectos lineales de los 
otros sistemas hayan sido sustraídos. El espectro cruzado parcial entre dos 
procesos ( )N t  y ( )M t  después de suprimir los efectos lineales de un tercero 
( )C t  viene dado por (Brillinger, 1981): 
1
/ ( ) ( ) ( ) ( ) ( )NM c NM NC CC CMf f f f fλ λ λ λ λ−= −                                                          (14) 
donde / ( )NM cf λ puede interpretarse como la probabilidad correspondiente a los 
procesos ( )N t  y ( )M t  sin la influencia de ( )C t , ( )NMf λ  es la probabilidad de 
que se den los procesos ( )N t  y ( )M t  y 1( ) ( ) ( )NC CC CMf f fλ λ λ−  es la probabilidad 
de que se den los procesos ( )N t  y ( )M t  dado  ( )C t . Esta puede hallarse 
teniendo en cuenta la probabilidad de Bayes. La independencia condicional 
puede formularse en términos de la inversa de la matriz espectral. En general 
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para un sistema multivariable se define la matriz ( )g λ , como 1( ) ( )g fλ λ−=  la 
inversa de la matriz de densidad espectral, y C  denota todos los demás 
sistemas excepto ( )N t  y ( )M t . Por tanto la PSC puede expresarse como 
(dalhaus et al., 1997):  
2
2
/
( )
( ) ( ) ( )
NM
NM C
MM NN
g
R
g g
λλ λ λ=                                                                                             (15) 
 
Para decidir si los dos sistemas están acopladas directamente o no se aplica el 
mismo criterio del test de significancia que para SC. 
 
Métodos basados en la causalidad de Granger 
La causalidad de Granger (Granger, 1969) entre dos series temporales 
establece que una serie temporal )(tN  es causante -  Granger de otra serie 
)(tM , si el conocimiento del pasado de )(tN  mejora significativamente la 
predicción de )(tM . De acuerdo a la definición, un marco apropiado para el 
estudio de la conectividad neuronal es el Modelo AutoRegresivo Multi-Variable 
(MVAR) (Bernasconi et al., 1999): 
1
( ) ( ) ( ) ( )
p
r
N t A r N t r tε
=
= − +∑ ,                                                                                   (16) 
donde N  representa el vector de las K señales registradas en el tiempo t  
( k trenes de disparo o las k  señales de EEG), { }1 2( ) ( ), ( ),...., ( )KN t N t N t N t= , A  
es la matriz de coeficientes de predicción (causalidad), ε  es el vector de 
valores de ruido blanco y p  es el orden del modelo. En este contexto, 
podemos interpretar la predicibilidad en términos de los coeficientes de 
causalidad dados por la matriz A. Basado en esos coeficientes se han 
propuesto varios métodos para estimar los patrones de conectividad de una red 
neuronal. 
 
Coherencia dirigida parcial 
Sameshima y Blinowska (1999) propusieron una medida llamada Coherencia 
dirigida parcial (Partial Directed Coherence, PDC) basada en la matriz de 
coeficientes en el dominio de frecuencias, A : 
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1
2
1
1 ( )
( )
( )
p
i r
ij
r
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i r
ij
r
A r e si i j
A
A r e si i j
πλ
πλ
λ
−
=
−
=
 − ==  − ≠
∑
∑                                                             (17) 
 
Por tanto, la PDC desde el sistema j al i viene dada por:  
*
1
( )
( )
( ). ( )
ij
ij K
ij ij
i
A
A A
λλ
λ λ
=
Π =
∑
                                                                                                  (18) 
Esta medida trabaja en el espacio de frecuencias y permite distinguir los casos 
de conexión indirecta.   
 
Función de transferencia dirigida 
Por otra parte, Kaminski and Blinowska (1991) propusieron una medida 
normalizada en el espacio de frecuencias, la función de transferencia dirigida 
(Directed Transfer Function, DTF), que depende de la matriz de función de 
transferencia definida como 1( )H I A −= −  de forma que se define: 
2
2
2
1
( )
( )
( )
ij
ij k
im
m
H
H
λγ λ
λ
=
=
∑                                                                                    (19) 
La DTF puede interpretarse como la influencia desde el sistema j  al i  y está 
acotada en el rango [0,1]. 
Una desventaja de la DTF es que no permite detectar conexión indirecta, 
mediada por otro/s sistemas. Para resolver dicha limitación, se propuso una 
versión modificada de dicho método, Función de transferencia dirigida directa 
(direct Directed Transfer Function, dDTF) (Korzeniewska et al., 2003) basada 
en la causalidad de Granger y en la coherencia espectral parcial que hemos 
expuesto anteriormente, / ( )NM CR λ . Esta nueva medida esta basada en una 
normalización en frecuencias: 
2
22
/2
1
( )
( ) ( )
( )
j
NM Cij k
im
mfreq
H i
R
H
λδ λ λ
λ
=
=
∑∑                                                                                     (20) 
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Freiwald et al. (1999) han desarrollado medidas similares basadas en la 
causalidad de Granger en un marco no lineal, cuya aplicación en neurociencia 
ha sido muy limitada hasta el momento. 
Para decidir si los dos sistemas están acopladas directamente o no 
según estás medidas podemos se aplica el mismo criterio de significancia 
estadística que los empleados para SC y PSC, y que exponemos a 
continuación. 
 
 
5.1.3 Test de significancia estadística 
Aunque un alto valor de la coherencia (o cualquier otra función de asociación) 
supone normalmente la presencia de una relación de fase consistente (acoplo) 
entre dos sistemas neuronales en un intervalo de tiempo dado, esta puede ser 
debida a una variación casual aleatoria en la señal neuronal. Por tanto, debe 
considerarse un test estadístico de significancia de la función observada. Para 
ello debemos encontrar el nivel de filtración aleatoria entre canales, lo que 
supone que debemos destruir toda dependencia de fase entre las señales. 
Para evaluar este nivel de significancia usamos el test de datos “barajados” 
(Theiler et al., 1992; Schreiber y Schmitz, 2000) con simulaciones Monte – 
Carlo para establecer el nivel del 95 % de intervalo de confidencia. Una vez 
más establecemos una diferencia para trenes de espigas y para series 
continuas.  
La significancia estadística de la función de asociación entre dos trenes 
de disparo puede calcularse relativa a la hipótesis nula de que dos señales 
generadas por procesos independientes estacionarios con una determinada 
distribución de intervalos entre espigas no están acoplados. Los trenes de 
disparos “barajados” se obtienen a partir de los originales de forma que las 
relaciones de fase sean aleatorias pero se mantengan invariables las 
características de primer orden. Generamos X pares de trenes de disparos 
permutando los intervalos entre espigas pero dejando inalterada la distribución 
de los mismos. Calculamos la función de asociación entre cada par de trenes 
de disparos “barajados”, promediamos la función de asociación para los X 
pares generados, y éste es el nivel de significancia que utilizaremos para 
concluir sobre la existencia de acoplamiento entre trenes de disparos.  
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Para señales continuas el procedimiento es el siguiente: transformamos  
la señal al dominio de frecuencias mediante la transformada de Fourier y 
multiplicamos cada amplitud por ie ϕ , donde la fase ϕ  es elegida aleatoriamente 
para cada frecuencia en un intervalo [ ]0, 2π . Volvemos al dominio de tiempo 
mediante la transformada inversa de Fourier, que para que sea real 
simetrizamos las fases, tal que ( ) ( )ϕ λ ϕ λ− = . La transformada inversa nos 
proporciona los datos “barajados”, que tienen el mismo espectro de potencias 
que los originales pero fases aleatorias y que son la base para determinar el 
acoplo umbral para inferir en la asociación entre señales. 
Para concluir positivamente en la conectividad entre dos trenes de 
disparos, su función de asociación debe tener valores por encima del nivel de 
significancia obtenido (véase el ejemplo para la función de asociación 
coherencia en la figura 11). 
 
Figura 11: Función de asociación (SC, PSC, DTF, dDTF, PDC) entre un par de 
neuronas o sistemas neuronales en función de la frecuencia. En este acso se 
representa como ejemplo la coherencia entre dos señales de EEGs. Nivel de 
significancia (línea gris) obtenido con el método de datos barajados  que marca 
el umbral para concluir positivamente sobre la conectividad en aquellas 
frecuencias que la función de asociación supere dicho nivel. 
 
 
5.1.4 Dominio de tiempo – frecuencia (Transformada wavelet) 
En el análisis de señales existe un gran número de herramientas entre las que 
destacan la transformada de Fourier y la correlación cruzada. Sin embargo, 
desde hace unos 20 años se han ido desarrollando nuevas herramientas que 
permiten realizar un análisis de las señales desde otra perspectiva, surgida 
principalmente ante la necesidad de poder analizar señales que no se 
comportan de forma estacionaria, o que presentan cambios bruscos en 
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intervalos muy pequeños. Entre estas nuevas herramientas se encuentra la 
teoría Wavelet.  
  La transformada de Fourier permite descomponer una señal en sus 
componentes sinusoidales de diferentes frecuencias proporcionando así las 
propiedades espectrales de la señal, es decir permite pasar de una 
representación en el dominio de tiempo al dominio de frecuencia. Al pasar una 
señal al dominio de la frecuencia se pierde la información referente al tiempo; 
más precisamente, cuando se observa una señal producto de la transformada 
de Fourier, resulta imposible determinar cuándo ocurre un determinado evento 
o cuándo está presente una determinada frecuencia. Si las propiedades de la 
señal que se está analizando no cambian demasiado en el tiempo, es decir, si 
se está trabajando con una señal que podemos considerar estacionaria, esta 
desventaja no resulta muy relevante (como en el caso de señales periódicas, 
por ejemplo). En el caso de señales estacionarias, no interesa saber cuándo 
ocurre una determinada frecuencia, ya que esta ocurre siempre (con una 
psobile variabilidad estacionaria en su amplitud). Sin embargo, un importante 
número de señales de interés, sobre todo señales neuronales, presentan 
características no estacionarias o transitorias, tales como una tendencia, 
cambios abruptos, comienzos o finales de eventos, etc. A menudo, estas 
características no estacionarias resultan ser las secciones más interesantes de 
las señales, y la transformada de Fourier no está preparada para detectarlas 
y/o analizarlas.  
En un esfuerzo por corregir las limitaciones anteriormente mencionadas 
de la transformada de Fourier, en 1946 Denis Gabor adaptó la transformada de 
Fourier para poder analizar una pequeña sección de la señal en un 
determinado tiempo, estableciendo una ventana. Esta adaptación, conocida 
como STFT (Short Time Fourier Transform), lleva una señal del plano del 
tiempo al plano bidimensional de tiempo y frecuencia. STFT se construye 
trasladando en el tiempo y frecuencia una ventana temporal, ( )g t . En un 
tiempo dado, u , y una frecuencia dada, ς ,  la venta cumple: 
, ( ) ( )
i t
ug t g t u e
ζ
ζ = −                                                                                          (21) 
La energía de ,ug ζ  se concentra en la vecindad de u  sobre un intervalo de 
tamaño ωσ , que mide el dominio donde la ventana espectral ˆ ( )g ω  no se anula. 
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En el plano de tiempo y frecuencia ( , )t ω , la extensión de energía de ,ug ζ  se 
representa simbólicamente mediante el rectángulo de Heisenberg (figura 12), 
que representa la incertidumbre. Este rectángulo está centrado en ( , )u ζ  y tiene 
una anchura temporal tσ  y de frecuencia ωσ . El principio de incertidumbre 
establece que esta área satisface: 1
2t ω
σ σ ≥ . Esta área es mínima cuando g  es 
Gaussiana, en cuyo caso  ,ug ζ son llamadas funciones de Gabor.  
 
Figura 12. Rectángulos de Heisenberg (en tiempo-frecuencia ( ),t ω ), que 
representan la extensión de energía de las funciones de Gabor. 
 
La STFT definida por Gabor correlaciona la señal f  con cada función ,ug ζ : 
*
,( , ) ( ) ( ) ( ) ( )
i t
uSf u f t g t dt f t g t u e dt
ζ
ζζ +∞ +∞ −−∞ −∞= = −∫ ∫                                               (22) 
 Es una integral de Fourier localizada en la vecindad de u  por la ventana 
( )g t u− . Esta integral temporal puede escribirse como una integral en 
frecuencias aplicando la fórmula de Fourier Parseval: 
*
,
1 ˆ ˆ( , ) ( ) ( )
2f u
S u f g dζζ ω ω ωπ
+∞
−∞= ∫                                                                        (23) 
La transformada ( , )Sf u ζ  depende solo de los valores de ( )f t  y ˆ ( )f ω  en la 
vecindad en tiempo y frecuencia donde se concentran las energías de ,ug ζ  y 
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,ˆug ζ . Gabor lo interpreta como un “quantum de información” sobre el rectángulo 
en tiempo – frecuencia (figura 4). La STFT representa un compromiso entre el 
dominio de tiempo y el de frecuencia de una señal, ya que provee información 
acerca de cuándo y a qué frecuencia de una señal ocurre un determinado 
evento. Sin embargo, solamente se puede obtener dicha información con una 
precisión limitada y prefijada, la cual está acotada por el tamaño de la ventana. 
El inconveniente del compromiso entre la información de tiempo y frecuencia 
viene dado una vez que se escoge un determinado tamaño para la ventana de 
tiempo, dicha ventana es la misma para todas las frecuencias. Por ello a la 
STFT también se le llama análisis con resolución fijada. Aunque esta 
herramienta proporciona información temporal sobre el contenido harmónico de 
la señal, muchas señales requieren un acercamiento más flexible, de tal modo 
que sea posible variar el tamaño de la ventana para determinar con mayor 
precisión elrango de tiempo o de la frecuencia.     
 
Análisis wavelet: conceptos básicos 
El análisis de wavelet representa un paso lógico siguiente a la STFT: una 
técnica mediante ventanas de tamaño variable. La generalización del concepto 
de resolución cambiante a diferentes frecuencias se obtiene mediante los 
llamados “paquetes wavelets”, donde la resolución tiempo-frecuencia puede ser 
arbitraria, aunque debe satisfacer la condición de incertidumbre, y se elige 
dependiendo de la señal. El análisis Wavelet permite el uso de intervalos 
grandes de tiempo en aquellos segmentos en los que se requiere mayor 
precisión en bajas frecuencias, e intervalos de tiempo más pequeños donde 
para frecuencias altas (Fig. 13).  
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Figura 13: Estructura espacio-temporal del análisis wavelet. A) Los recuadros 
tiempo-frecuencia de una base wavelet definen el mosaico del plano tiempo-
frecuencia. B) Funciones wavelet madre trasladadas en los espacios de tiempo 
y frecuencia. 
 
Grosso modo, la señal en base de tiempo es pasada por varios filtros 
pasa-bajos y pasa-altos, los cuales permiten separar los segmentos de la señal 
de alta frecuencia de aquellas de baja frecuencia. Este procedimiento se repite 
sucesivamente, cada vez sobre las porciones de la señal correspondientes a 
aquellas frecuencias que han sido removidas de la señal original.  
Proponemos un ejemplo de ilustración del procedimiento. Sea una señal que 
posee frecuencias hasta 1000 Hz. En la primera etapa se divide la señal en 2 
partes, pasándola por un filtro pasa-alto y uno pasa-bajo. De este modo, se 
obtienen 2 versiones diferentes de la señal original: parte de la señal que 
corresponde al rango 0 – 500 Hz y la otra al rango 500 – 1000 Hz. 
Posteriormente, se toma una de esas partes (o ambas) y se repite el proceso. 
Suponiendo que se hace nuevamente este proceso con la parte de baja 
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frecuencia de la señal, y que en dicho resultado el proceso se vuelve a repetir 
en la parte de baja frecuencia, se tienen 4 partes de la señal original: 0 – 125 
Hz, 125 – 250 Hz, 250 – 500 Hz y 500 – 1000 Hz. Se puede continuar con este 
proceso hasta que se haya descompuesto la señal en un determinado número 
de niveles. De este modo, se tienen un grupo de señales que representan a la 
misma señal, pero todas ellas corresponden a diferentes bandas de 
frecuencias. 
Dado que se sabe a qué rango de frecuencias corresponde cada una de 
estas señales, es posible agruparlas y hacer un gráfico en 3 dimensiones: 
teniendo el tiempo en un eje, la frecuencia en otro y la amplitud en el tercero. 
De este modo es posible observar qué frecuencias ocurren a qué tiempo y con 
qué potencia. Notar que este procedimiento está sujeto al principio de 
incertidumbre, que establece que no es posible conocer exactamente qué 
frecuencia ocurre en un instante de tiempo determinado. Sin embargo, sí es 
posible conocer qué banda de frecuencia ocurre en un determinado intervalo 
de tiempo. Este mismo grupo de señales puede servir para regenerar (suprimir 
alguna componente por ejemplo ruido) la señal original, puesto que 
básicamente se trata de una descomposición en una base ortogonal. Esto 
implica que la transformada Wavelet tiene la propiedad de invertibilidad.  
 
Wavelet madre 
Formalizamos los conceptos e ideas anteriormente mencionadas. Una función 
wavelet, ψ , más conocida como la Wavelet madre, es una señal (o forma de 
onda) de duración limitada cuyo valor medio es cero (Farge, 1992).  
( ) 0t dtψ+∞−∞ =∫                                                                                                  (24) 
Comparando las funciones wavelet con las funciones sinusoidales (que son la 
base del análisis de Fourier), se puede resaltar que la principal diferencia 
radica en que las señales sinusoidales se extienden desde −∞  a ∞ . Además, 
mientras las señales sinusoidales son suaves (sus derivadas son contínuas), 
las señales wavelet pueden a ser irregulares y asimétricas (figura). 
 
61 
 
Figura 14: A) Señal sinusoidal, base del análisis de Fourier que se extiende 
desde −∞  a ∞ .unción B) Wavelet db10 contínua, diferenciable. C) Función 
wavelet haar. 
 
La transformada Wavelet descompone la señal en versiones trasladadas 
(en tiempo) y escaladas (dilataciones y contracciones) de la Wavelet original,. 
La función Wavelet es una función definida por un parámetro de escala, s , y 
traslación, u : 
1( ) t ut
ss
ψ ψ − =                                                                                             (25) 
El factor 1/ s  es normaliza la energía a cualquier escala s. La escala 
puede interpretarse como el inverso de la frecuencia y la traslación como el 
tiempo ya que representa el corrimiento en tiempo que presenta la señal 
Wavelet madre, por lo que tiene una estrecha relación con la escala de tiempo. 
Podemos hacer una analogía entre el factor de escala y la escala de los 
mapas: escalas muy largas suponen una vista global, mientras que escalas 
muy pequeñas suponen una visión detallada. La relación entre la escala 
wavelet, s , y la frecuencia de Fourier puede calcularse siguiendo el método de 
Meyers et al. (1993). Dicho método establece que la relación entre el periodo 
equivalente de Fourier  y la escala wavelet puede derivarse analíticamente para 
una función wavelet en particular sustituyendo una onda coseno de frecuencia 
conocida en la transformada wavelet y computando la escala s  a la cual el 
espectro de potencia wavelet al cance su valor máximo.  
 
Transformada wavelet 
 La transformada Wavelet de una señal ( )f t  a la escala s  y posición temporal 
u se calcula correlacionando la función ( )f t  con la Wavelet madre, ψ : 
*1( , ) ( ) t uW u s f t dt
ss
ψ+∞−∞
− =   ∫                                                                        (26) 
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Aplicando la fórmula de Parseval la transformada de wavelet puede escribirse 
como una integración en el dominio de frecuencia: 
* *
, ,
1 ˆ ˆ( , ) ( ) ( ) ( ) ( )
2u s u s
W u s f t t dt f dψ ω ψ ω ωπ
+∞ +∞
−∞ −∞= =∫ ∫                                               (27) 
Los coeficientes Wavelet ( , )W u s  dependen de los valores de ( )f t  y 
ˆ ( )f ω  en el plano tiempo – frecuencia donde se concentra la energía de ,u sψ  y 
,ˆu sψ .  En el tiempo, ,u sψ  se centra en u con una extensión proporcional a s . Su 
transformada de Fourier puede calcularse como 
,ˆ ˆ( ) ( )
in
u s e s s
ωψ ω ψ ω−= ´                                                                                 (28) 
donde ψˆ  es la transformada de Fourier de ψ . Para analizar la información de 
fase se emplea la función Wavelet analítica compleja. Esto significa que 
ˆ ( ) 0ψ ω =  para 0ω < . Su energía se concentra en un intervalo de frecuencia 
positivo centrado en η . La energía de ,ˆ ( )u sψ ω  se concentra, por tanto, sobre un 
intervalo de frecuencia positivo centrado en / sη , cuyo tamaño es escalado por 
1/ s . En el plano de frecuencia y tiempo, una función wavelet ,u sψ  se representa 
simbólicamente por un rectángulo centrado en ( , / )u sη . La extensión de tiempo 
y frecuencia son proporcionales a s  y 1/ s , respectivamente. Cuando s  varía, 
la altura y el ancho del rectángulo cambia pero su área permanece constante 
(Fig. 15) 
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Figura 15. Cuadros en tiempo-frecuencia de dos funciones wavelet ,u sψ  y ,uo soψ . 
Cuando la escala s  decrece, el tiempo se reduce. Sin embargo la extensión de 
frecuencia se incrementa y cubre un intervalo que se desplaza hasta 
frecuencias altas. 
 
El primer paso que debe darse es elegir una Wavelet madre que servirá 
como prototipo para todas las ventanas que se emplean en el proceso. Existe 
una importante cantidad de familias de funciones wavelet entre las que 
destacan: Haar, Daubechies, Biortogonal, Coiflets, Symlets, Morlet, Sombrero 
mexicano y Meyer, entre otras.  
Para apoyar la decisión sobre la elección de la función Wavelet pueden 
considerarse diferentes factores: 
 
1. Ortogonal o no-ortogonal. En el análisis Wavelet ortogonal, el número de 
convoluciones en cada escala es proporcional al ancho de la base 
Wavelet en esa escala. Esto produce un espectro Wavelet que contiene 
bloques discretos de potencias Wavelet, siendo útil para el 
procesamiento de señales ya que proporciona una representación más 
compacta de la señal. Desafortunadamente para el análisis de series 
temporales, un cambio aperiódico en la serie temporal produce un 
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espectro wavelet diferente. El análisis no ortogonal es altamente 
redundante a largas escalas, donde el espectro Wavelet en tiempos 
adyacentes está muy correlacionado. La transformación no ortogonal es 
útil en el análisis de series temporales se espera que la amplitud 
Wavelet sea suave y con variaciones continuas.  
 
2. Compleja o real. Una función Wavelet compleja devuelve información a 
cerca de la amplitud y la fase y tiene una mayor adaptación para captar 
el comportamiento oscilatorio. Una función Wavelet real devuelve 
solamente una componente, y puede ser usada para el anáslisi de picos 
aislados o discontinuidades.  
 
3. Ancho. El ancho de una función Wavelet se define como el tiempo e-
folding (la escala donde la amplitud se disminuye un factor e) de la 
amplitud Wavelet. La resolución de una función wavelet está 
determinada por el balance entre el ancho en el espacio real y el ancho 
en el espacio de Fourier. Una función estrecha en tiempo tiene una 
buena resolución en tiempo pero pobre en frecuencias, mientras que 
una función ancha en tiempo tendrá pobre resolución en tiempo y buena 
resolución en frecuencia. El limite se consigue con senos y el anáslisi de 
Fourier. 
 
4. Forma. La función wavelet debe reflejar el tipo de características 
presentes en la serie temporal.  Para series temporales con saltos 
agudos o pasos, uno debería elegir una función tipo boxcar tal como 
Haar. Mientras que para series temporales que varían suavemente uno 
debería elegir funciones suaves. 
 
La tabla 1 y la figura 16 muestran las funciones no ortogonales más usadas. 
Las wavelets Morlet y Paul son complejas, mientras que las DOGs son reales. 
( )H ω  es la función salto Heaviside definida como 
1 0
( )
0 en otro caso
if
H
ωω >=                                                                                    (29) 
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DOG es la derivada de una Gaussiana, donde para 2m =  se obtiene la wavelet 
Harr o sombreo Mexicano. 
 
Función ( )ψ η  ˆ ( )sψ ω  sτ  
COI 
Periodo de 
Fourier, λ  
Morlet 
 
2
01/ 4 / 2i te eω ηπ − −  
( 0ω  frecuencia) 
2
0( ) / 21/ 4 ( ) sH e ω ωπ ω − −−  2s  
2
0 0
4
2
sπ
ω ω+ +  
Paul 
 
( 1)2 ! (1 )
(2 )!
m m
mi m i
m
ηπ
− +−  
(m = orden) 
2 ( )( )
(2 1)!
m
m sH s e
m m
ωω ω −−  
/ 2s 4
2 1
s
m
π
+  
DOG 
  ( )
2 / 2( 1) ( )
1/ 2
m m
m
d e
dm
η
η
−−
Γ +
 (m = derivada) 
( )
2( ) / 2( ) ( )
1/ 2
m
m si s e
m
ωω −−Γ +  
2s  2
1/ 2
s
m
π
+  
 
Tabla 1: Funciones wavelet no-ortogonales más comunes 
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Figura 16: Funciones wavelet descritas en la Tabla 1. Las gráficas de la 
izquierda representan la parte real (en línea sólida) y la imaginaria (discontinua) 
de las funciones en el dominio de tiempo. Las gráficas de la derecha 
representan las funciones correspondientes en el dominio de frecuencias.  
 
67 
 
Para estudiar componentes rítmicas se suele emplear la función wavelet 
Morlet, que es la función usada en este trabajo, 
2 2
0/ 22( ) t ki tt e eπψ −=                                                                                      (30) 
donde 0k  es un parámetro que debe ser elegido según el fenómeno físico que 
se estudie. Dada una escala temporal, s , la resolución de esta wavelet en los 
dominios de tiempo y frecuencia está dada por. 
0
0
, ct ck p
k p
δ δω= =                                                                                     (31) 
donde c es una constante  de orden de la unidad. Existe un balance entre la 
resolución temporal y de frecuencia. Valores bajos de 0k  proporcionan una 
buena resolución temporal, mientras que valores altos de 0k  incrementan la 
resolución en frecuencias. El valor más comúnmente adoptado es 0 1k = , y el 
límite 0k →∞ corresponde a la transformada de Fourier. En este trabajo hemos 
usado el valor 0 2k = , por motivos que detallamos posteriormente.  
 
Cono de influencia (COI) 
Debido a que trabajamos con series temporales de duración finita, se podría 
cometer error tanto al principio como al final del espectro de potencias wavelet. 
Una opción es rellenar con ceros los extremos de la serie antes de realizar el 
análisis wavelet y después cortar dichos segmentos para la interpretación de 
los resultados. Rellenar con ceros, sin embargo, introduce discontinuidades en 
la vecindad de los extremos. El cono de influencia (COI, de sus siglas en inglés 
cone of influence) es la región del espectro wavelet en la cual los efectos de 
borde se hacen más importantes. COI suele definirse como el tiempo e-folding 
para la correlación de la potencia wavelet a cada escala (en la Tabla 1 se 
muestran estos valores para las funciones wavelet más usadas). El tiempo e-
folding se elige de tal forma que la potencia wavelet para una discontinuidad en 
el extremo decaiga un factor 
2e , lo que nos da 02u k s=  para Morlet. En este 
trabajo hemos usado 0 2k =  por lo que tenemos 2u s= , como muestra la 
cuarta columna de la tabla 1 para la función Morlet. De tal forma nos 
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aseguramos que los efectos de borde son insignificantes fuera de este punto 
(Torrence y Compo, 1998). El tamaño del COI a cada escala da una medida del 
tiempo de decorrelación para un evento de disparo en la serie temporal. 
Comparando el ancho de un pico en el espectro de potencias wavelet con este 
tiempo de decorrelación, se puede distinguir entre un disparo en los datos 
(posiblemente debido a ruido) de una componente armónica a la equivalente a 
la frecuencia de Fourier. 
 
Espectro global de potencias wavelet y coherencia de un tren de disparos 
neuronal 
El tren de disparos de una neurona (proceso puntual) puede representarse 
como una serie de funciones delta, δ , en los tiempos de ocurrencia de cada 
potencial de acción 
( ) ( )i
i
x t t tδ= −∑                                                                                             (32) 
Esta representación nos permite calcular analíticamente los coeficientes 
wavelet 
( )( ) ( )( )2 2 201( , ) exp 2 / exp / 2i i
i
W u s i t u s t u k s
s
π= − − − −∑                            (33) 
Usando esta transformada wavelet se puede realizar un análisis en 
tiempo y frecuencia de las componentes rítmicas ocultas en el tren de disparo. 
Los coeficientes wavelet pueden ser considerados como una función 
parametrizada ( )pW u , donde u  juega el papel de tiempo. 
La representación espectral de un tren de disparos puede obtenerse 
generalmente por la transformada de Fourier. Sin embargo, se conoce que tal 
transformación tiene dificultades cuando se tratan procesos puntuales 
(Brilinger, 1978).  Para solventar algunos de los problemas mencionados, se ha 
propuesto la transformada de Fourier multi-taper, como hemos descrito 
anteriormente. Aunque la transformada multi-taper generalmente proporciona 
una buena estimación del espectro de potencia, en el caso de trenes de 
disparos periódicos (como, por ejemplo, en condiciones experimentales de 
estimulación periódica) podría cometer errores al representar la densidad 
espectral. La transformada de wavelet puede ser usada como un método 
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alternativo del análisis espectral. El espectro de potencias wavelet de un tren 
de disparos puede definirse como: 
2
0
1( , ) ( , )E u s W u s
rkπ=                                                                                    (34) 
donde r  es la tasa de disparo media. El factor de normalización asegura la 
unidad de energía del “ruido” blanco del tren de disparo con intervalos entre 
espigas distribuidos equiprobablemente. De esta forma la energía de un tren de 
disparos aleatorio se distribuye homogéneamente sobre todas las escalas 
( ) 1
u
E s = . Consecuentemente, se cuantifica la distribución de potencias del 
tren en unidades de la potencia de un tren de disparos estocástico con la 
misma tasa de disparo. 
El espectro wavelet global puede obtenerse promediando en el tiempo el 
espectro local (dependiente del tiempo): 
0
1( ) ( , )
T
GE s E u s duT
= ∫                                                                                       (35) 
donde T es la duración en tiempo del tren de disparos. El espectro global 
proporciona una estimación no sesgada y consistente del espectro de potencia 
real (Percival, 1995).  
 
Coherencia wavelet 
Tratando con dos trenes de disparos N  y M , y de forma análoga al espectro – 
cruzado de Fourier podemos introducir el espectro – cruzado wavelet   
*
, 0( , ) /N M N M N MW u s W W k r rπ=                                                                (36) 
Por tanto, la coherencia wavelet entre dos trenes de disparos es una 
medida de asociación normalizada (Grinsted et al., 2004):  
2
,
,
( ( , ) / )
( , )
( ( , ) / ) ( ( , ) / )
N M
N M
N M
S W u s s
C u s
S E u s s S E u s s
=
                                                        
   (37) 
donde S  es un operador para suavizar la función (Torrence y Webster, 1998; 
Grinsted et al., 2004).  La coherencia puede dar, eventualmente, valores de 
coherencia artificialmente altos en el caso de espectros de potencia 
infinitesimalmente bajos para cualquiera o ambas señales, es decir ( , ) 0E u s ≈ . 
Para evitar este problema en los cálculos numéricos empleamos un 
70 
procedimiento de umbral, poniendo a cero aquellos valores de la coherencia 
que correspondan a valores de potencia por debajo de un umbral establecido.  
Dos trenes de disparo linealmente independientes tendrán un valor de la 
coherencia por debajo del nivel de significancia, mientras que ( , ) 1C u s =  indica 
una perfecta relación lineal entre los trenes de disparo a escala s  y localización 
u .   
Al igual que con los métodos desarrollados en el dominio de frecuencia 
aplicamos un test sobre datos barajados para evaluar el nivel de significanción 
del 95%. Para realizar el test podemos generar pares de trenes de disparo 
barajados cuya estadística de primer orden no difiera a la de los trenes A y B, 
como hemos explicado anteriormente, permutando los intervalos entre espigas 
y manteniendo inalterado su histograma y la tasa de disparo del tren. Teniendo 
los trenes de disparo barajados podemos evaluar la coherencia wavelet para 
ellos y así encontrar el nivel de significación del 95%,  95 ( )S f . El procedimiento 
más simple para decidir sobre la significación de la coherencia es encontrar las 
“islas” que están por encima del nivel de significación, es decir encontrar el 
contorno que satisfaga: 
95 95( , ) ( , ) ( ) 0AB ABW f t W f t S f= − >                                                                              (38) 
Ahora procedemos a evaluar diferentes propiedades de segundo orden, como 
la distribución media de las islas significantes sobre el rango de frecuencias, 
oscilaciones en tiempo de la coherencia en un cierto rango de frecuencia, etc. 
Sin embargo, aplicando este procedimiento a trenes generados aleatoriamente 
podemos observar regiones coherentes distribuidas en tiempo y frecuencia 
cuya significancia queremos estimar. Para solventar este problema 
proponemos usar el siguiente procedimiento:  
1) Evaluar cuanto se eleva la coherencia wavelet de los trenes de disparo 
originales sobre el nivel de significación. Usando (38) tenemos   
95 95
0
( ) ( , )AB AB WW f W f t >=   donde se toma el promedio sólo sobre los 
valores no negativos. 
2)  Repetimos el mismo procedimiento para cada par de trenes barajados, 
por lo que tenemos 95 95
0
( ) ( , )k k VV f V f t >= , donde 95 ( , )kV f t  es la 
elevación  de la coherencia barajada para el par k  sobre el nivel de 
71 
significación 95 ( )S f , similar a (38). Obtenemos así el valor medio sobre 
todos los pares barajados: 95 95( ) ( )k kV f V f=  
3) El valor de la coherencia significante de los trenes A y B, 95 ( )ABW f , por 
encima de  95 ( )V f  muestra el rango de frecuencias donde las neuronas 
exhiben acoplamiento. 
 
Realizamos el mismo test de significancia estadística relativa a la 
hipótesis nula sobre la coherencia wavelet aplicando el método de datos 
barajados. En este caso las islas bordeadas marcan los intevalos en tiempo y 
frecuencia de valores de coherencia significativos (Fig. 17). 
 
Figura 17: Representación bi-dimensional de la función de asociación 
determinada con la coherencia wavelet en el dominio de tiempo (eje x) y de 
frecuencia (eje y). La intensidad de color representa la fuerza de asociación 
entre los dos procesos. El cono de  influencia delimita la región del espacio 
tiempo-frecuencia donde debe considerarse la coherencia libre de efectos de 
borde. Las líneas negras delimitan las “islas” de coherencia estadísticamente 
significativas.  
 
 
Coherencia wavelet entre un tren de disparos neuronal y el tren de 
eventos de estimulación 
Dado que uno de los objetivos de este trabajo es estudiar el nivel de 
coherencia (o acoplo funcional) entre los eventos de estimulación y la 
respuesta neuronal, centramos nuestra atención en la banda espectral 
correspondiente a la frecuencia de estimulación, por ejmplo para estimulación 
con la frecuencia 1f =  Hz, que corresponde a una escala de 1s =  para la 
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función wavelet elegida (Morlet). Para resolver adecuadamente el contenido en 
frecuencia inducido por el estímulo en la respuesta neuronal con una mínima 
pérdida en la resolución temporal elegimos el parámetro 0 2k = , de forma que la 
resolución que tenemos en tiempo y frecuencia son: 2, 1/ 2tδ δω≈ ≈ .  
La coherencia wavelet nos permite estudiar la estructura temporal y las 
variaciones del acoplo funcional entre el estímulo y la respuesta neuronal. Para 
cuantificar esta variación promediamos la coherencia disparos neuronales – 
estímulo sobre las escalas en una banda estrecha centrada en el periodo de 
estimulación, 1 segundo en este caso. Una estimación de los límites de dicha 
banda puede obtenerse a partir de la resolución, como: 
1 1
0 0
1 , 1
2 2
c cp
k kπ π
− −     = + −        
                                                                        (39) 
de donde para 2c =  tenemos una banda de escalas de 0.86, 1.2    s. Nos 
referiremos a esta banda de periodos como la banda de periodo (o frecuencia) 
de estimulación. De esta forma obtenemos como coherencia una función en el 
tiempo, ( )C t . Dicha función puede ser usada para evaluar su espectro de 
potencias a partir de la transformada de Fourier convencional y estimar el 
posible comportamiento oscilatorio de la coherencia, ventaja que nos ofrece la 
transformada wavelet. 
    
5.2 Reducción de la dimensión 
El Análisis de Componentes Principales (PCA) y el Análisis Discriminante 
Lineal (LDA) son técnicas estadísticas de síntesis de la información, o 
reducción de la dimensión (número de variables). Es decir, ante una base de 
datos multi- variable, el objetivo es reducirla a un menor número de variables 
perdiendo la menor cantidad de información posible.  
 
 5.2.1 Análisis de componentes principales  
El análisis de componentes principales (PCA) es una técnica que se utiliza para 
reducir la dimensionalidad de un conjunto de datos. Técnicamente, PCA busca 
la proyección del espacio original en la que los datos estén mejor 
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representados y suele usarse para determinar el número de factores que mejor 
explique la variabilidad de dichos datos. 
El primer objetivo del análisis de componentes principales es construir 
una transformación lineal y crear un nuevo sistema de coordenadas para el 
conjunto original de datos, en el cual la varianza de mayor tamaño de los datos 
sea capturada por el primer eje (llamado el primer componente principal), la 
segunda varianza más grande el segundo eje, y así sucesivamente.  
Supongamos que tenemos una muestra con n  señales en las que se han 
medido m  variables (aleatorias). PCA permite encontrar un número de factores 
subyacentes, p m< , que expliquen aproximadamente el valor de las m  
variables para cada señal. El hecho de que existan estos p  factores 
subyacentes puede interpretarse como una reducción de la dimensionalidad de 
los datos: si antes necesitábamos m  valores para caracterizar a cada señal 
ahora lo podemos hacer con p  valores. Cada uno de los p  encontrados se 
llama componente principal, de ahí el nombre del método. 
Para construir esta transformación lineal debe construirse primero la matriz de 
covarianza o la matriz de coeficientes de correlación de las señales. El método 
basado en la matriz de covarianzas se usa cuando los datos son 
dimensionalmente homogéneos y presentan valores medios similares. Sin 
embargo, el método basado en la matriz de correlación se emplea cuando los 
datos no son dimensionalmente homogéneos o el orden de magnitud de las 
variables aleatorias medidas no es el mismo. En este trabajo hemos usado la 
matriz de correlación dada por:  
( )
( ) ( )
cov ,
var var
i j
ij
i j
x x
r
x x
=                                                                                  (40) 
Debido a la simetría de esta matriz existe una base completa de 
vectores propios de la misma, sus autovectores. La transformación que lleva de 
las antiguas coordenadas a las coordenadas de la nueva base es precisamente 
la transformación lineal necesaria para reducir la dimensionalidad de datos. 
Además las coordenadas en la nueva base dan la composición en factores 
subyacentes de los datos iniciales.  
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Si las variables originales están descorreladas desde un principio, 
entonces no es necesario realizar un análisis de componentes principales. El 
análisis de componentes principales es una técnica matemática que no 
requiere la suposición de normalidad multivariante de los datos, aunque si esto 
último se cumple se puede dar una interpretación más profunda de dichos 
componentes. 
Se considera una serie de variables { }1 2( ), ( ),..., ( )mx t x t x t ,  m  señales 
registradas y se trata de calcular, a partir de ellas, un nuevo conjunto de 
variables { }1 2( ), ( ),..., ( )my t y t y t  descorrelacionadas entre sí, cuyas varianzas 
vayan decreciendo progresivamente. Cada jy  (donde 1,....,j m= ) es una 
combinación lineal de las 1 2( ), ( ),..., ( )mx t x t x t  originales, es decir: 
'
1 1 2 2 ...j j j jm m jy a x a x a x a x= + + + =                                                   (41) 
siendo ' 1 2( , ,..., )j j j jma a a a=  un vector de constantes que representa los pesos 
de cada variable en cada componente. Pretendemos maximizar la varianza, así 
una forma podría ser aumentar los coeficientes ija . Sin embargo, para 
mantener la ortogonalidad de la transformación se impone que el módulo del 
vector 'ja  sea 1. El primer componente se calcula eligiendo 1a  de modo que 1y  
tenga la mayor varianza posible, sujeta a la restricción del módulo unidad. El 
segundo componente principal se calcula obteniendo 2a  de modo que la 
variable obtenida, 2y  esté descorrelada con 1y . Del mismo modo se eligen 
1 2( ), ( ),..., ( )my t y t y t , descorrelados entre sí, de manera que las variables 
aleatorias obtenidas vayan teniendo cada vez menor varianza. Es decir, las p  
componentes y  se pueden expresar como el producto de una matriz formada 
por los autovectores, multiplicada por el vector x  que contiene las variables 
originales 1 2( ), ( ),..., ( )mx t x t x t  tal que y Ax= . 
Puesto que la matriz de correlación es simétrica puede diagonalizarse, 
tal que  sus valores propios, iλ , verifican 
1
1
m
i
i
λ
=
=∑ . De esta forma la matriz de 
covarianza de y , ( )Var yΛ = , puede expresarse mediante una diagonalización 
como: 
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1
2
0 0 0
0 0 0
0 0 .. 0
0 0 0 p
λ
λ
λ
   Λ =     
                                                                                        (42) 
donde 1 1 2 2( ) , ( ) ,..., ( )p pVar y Var y Var yλ λ λ= = = .  
La porción de varianza total que recoge cada componente será el 
porcentaje que presenta su valor propio frente al total: 
1 2
100
...
j
m
λ
λ λ λ+ + . Pero 
como la varianza de cada variable estandariza es 1, la varianza total será igual 
a m , con lo cual la expresión anterior queda: 100j
m
λ
. 
Una de las ventajas de PCA para reducir la dimensionalidad de un grupo 
de datos, es que retiene aquellas características del conjunto de datos que 
contribuyen más a su varianza, manteniendo un orden de bajo nivel de los 
componentes principales e ignorando los de alto nivel. El objetivo es que esos 
componentes de bajo orden a veces contienen el aspecto  "más importante" de 
esa información, por ejemplo el ruido. Un aspecto clave en PCA es la 
interpretación de los factores, ya que ésta no viene dada a priori, sino que será 
deducida tras observar la relación de los factores con las variables iniciales (se 
estudia tanto el signo como la magnitud de las correlaciones). Esto no siempre 
es fácil, y será de vital importancia el conocimiento que el experto tenga sobre 
la materia de investigación. 
 
Análisis estadístico de los LFP 
El análisis de componentes principales ha sido utilizado en este trabajo para el 
análisis de los LFP (sección 6.3 de este trabajo). Identificamos y eliminamos 
cerca del 5% de los LFP debido a que se desviaban del perfil estándar de un 
LFP o aquellos sospechosos de ser artefactos. Para cada clase de estímulo 
testamos la hipótesis nula de que los LFP provocados por el estímulo durante 
la congelación del hemisferio contralateral no difieren de aquellos bajo las 
condiciones control y recuperación (cuando se descongela dicho hemisferio). 
Además testamos si los LFPs durante la recuperación difieren de los de control. 
Aplicamos un análisis multivariable para la varianza a través del cual el voltaje 
registrado por el electrodo en cada paso de tiempo se considera como una 
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variable independiente (respuesta) y los factores son las variables categóricas 
que expresan la condición experimental, es decir, control-congelación-
recuperación.  Este acercamiento produce muchas variables altamente 
correlacionadas (por ejemplo, 150 variables para un LFP de 150 ms 
muestreado a 1 KHz), cuyo número excede el número de observaciones (por 
ejemplo, 10 observaciones  para las 10 presentaciones del estímulo S1). En 
este caso, el análisis multivariable clásico (MANOVA) no puede aplicarse 
directamente por lo que usamos un análisis multivariable de la varianza 
MANOVA 50-50 (Langsrud, 2002).  
Este enfoque usa el análisis de componentes principales para proyectar 
los datos en un nuevo espacio definido por los ejes ortogonales que describan 
de forma más eficiente la variación en los datos. Esos ejes se ordenan de 
acuerdo a cuanta varianza de los datos originales contienen (Malinowski, 
1991). La mayoría de las diferencias entre las observaciones en condiciones 
experimentales distintas (control-congelación-recuperación) se describe por las 
primeras componentes principales. En el caso más simple el siguiente paso 
sería usar unas pocas componentes principales, que expliquen por ejemplo al 
menos el 75% de la varianza de los datos, para un examen MANOVA ordinario. 
Sin embargo, Langsrud (2002) propuso otra estrategia para mejorar la potencia 
del test. Las primeras k componentes principales que explican el 50% de la 
variabilidad se usan para calcular el modelo de predicción y el error se evalúa 
sobre el último 25% de todas las componentes principales. Por tanto, el 
MANOVA clásico (test F con un nivel de significancia de p = 0.05) se aplica 
sobre la razón entre la media de las primeras 50% y las medias de las últimas 
25% componentes principales.  
En el caso del estímulo S1 teníamos 10x10 posiciones que analizar. Un 
indiscriminado uso del test estadístico podría proporcionarnos una incontrolable 
presencia de errores Tipo I (falsos positivos). Hemos abarcado este problema 
de comparación múltiple combinando el MANOVA 50-50 descrito anteriormente 
con el control de la tasa de falsos descubrimientos (Benjamini and Hochberg 
1995).  
Además de testar la hipótesis nula como ya hemos descrito, para todos 
los LFPs medimos las latencias, amplitud y duración de los picos del LFP. 
Estos valores han sido usados para la tasación estadística de 1) media y 
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desviación estándar de los picos del LFP, y 2) significancia de la diferencia en 
la amplitud del LFP entre control y congelación con ANOVA.  Para hallar la 
latencia de un LFP usamos un método propuesto por Kaur et al. (2004). 
Primero se calcula el nivel control como la media del voltaje registrado por un 
electrodo durante los primeros 20 ms después del inicio del estímulo y que 
precede a la respuesta en el LFP. Definimos una línea umbral paralela a la 
control y otra por encima o debajo de esta, dependiendo de la polaridad del 
LFP considerado. Para evitar cruces de la línea umbral espurios debido a 
fluctuaciones de la señal elegimos primero un valor umbral conservador que 
para un LFP negativo está dado por   ( )min3umbral control controlV V V V= − − , 
donde controlV  es el voltaje control y minV  es el voltaje mínimo evaluado sobre los 
primeros 20 ms después del inicio del estímulo.   La fase inicial del LFP se 
aproxima por una línea recta que comienza en la línea control y tangente al 
LFP. Esta tangente se calcula ajustando una línea recta por 3 valores del LFP 
cercanos a la localización de la intersección del LFP con la línea umbral. La 
intersección de la línea ajustada con el control nos da una estimación robusta 
de la latencia. 
 
5.2.2 Análisis discriminante lineal  
Entre las técnicas de clasificación de datos más empleadas se encuentra 
además de PCA el análisis discriminante lineal (LDA). El objetivo de LDA es 
realizar una reducción de la dimensionalidad, preservando el máximo posible 
de información discriminatoria, de tal forma que pueda clasificar los datos como 
pertenecientes a una clase dada y proporcionar las características que definen 
cada clase y las que discriminan de las demás clases. LDA maximiza la 
relación entre la varianza entre clases respecto a la varianza dentro de una 
clase para un conjunto de datos en particular garantizando la máxima 
separación.  
Supongamos que tenemos un conjunto de N  vectores en D 
dimensiones, { }1 2( ), ( ),..., ( )Nx t x t x t , entre los cuales 1N  son de clase 1ω , y 2N  de 
clase 2ω . Pretendemos obtener un escalar y  proyectando los vectores x  sobre 
una recta:  
78 
Ty xω=                                                                                                         (43) 
De todas las posibles rectas, queremos seleccionar aquella que maximice la 
separabilidad de los escalares.  
Para poder encontrar un buen vector de proyección, necesitaremos 
definir una medida de separación entre las proyecciones. El vector promedio de 
cada clase en los espacios x  e y  es: 
1 1 1 T T
i i i
x i y i y ii i i
x y x
N N Nω ω ω
µ µ ω ω µ
∈ ∈ ∈
= = = =∑ ∑ ∑?
                                            
 (44) 
Podríamos entonces elegir nuestra función objetivo como la distancia 
entre los promedios proyectados: 
1 2 1 2( ) ( )
TJ ω µ µ ω µ µ= − = −? ?                                                                             (45) 
Sin embargo, la distancia entre los promedios proyectados no es una 
buena medida ya que no tiene en cuenta la desviación estándar dentro de las 
clases (Fig. 18). 
 
Figura 18: Ejemplo de clasificación de datos. En este caso el eje 1x maximiza la 
distancia entre medias  mientras la separación entre clases en el eje 2x  es 
mejor. 
 
La solución propuesta por Fisher es maximizar una función que 
represente la diferencia entre las medias, normalizada por una medida de la 
dispersión dentro de las clases. Por cada clase definimos la dispersión, un 
equivalente a la varianza, como: 
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( )22i i
y i
S y
ω
µ
∈
= −∑? ?                                                                                                (46) 
donde   2 21 2S S+? ?   es la “dispersión intra clase” de los ejemplos proyectados. El 
discriminante lineal de Fisher se define como la función lineal T xω  que 
maximiza la función objetivo: 
2
1 2
2 2
1 2
( )J
S S
µ µω −= +
? ?
? ?                                                                                                (47) 
De esta forma, estaremos buscando una proyección donde los ejemplos 
de la misma clase son proyectados muy cerca unos de otros, y al mismo 
tiempo, las medias proyectadas están lo más lejos posible (Fig. 19). 
 
 
Figura 19: Nuevo proyección que separa las medias de cada grupo. 
 
Para poder encontrar la proyección óptima *ω , necesitaremos expresar 
( )J ω  como una función explícita de ω . Primero hay que definir las matrices de 
dispersión: 
( )( )
1 2
T
i i i
x
S x x
S S S
ω
ω
µ µ
∈
= − −
+ =
∑
                                                                                    (48) 
donde Sω  es la llamada “matriz de dispersión intra clase”. La dispersión de la 
proyección y  se puede expresar en función de la matriz de dispersión en el 
espacio x : 
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( ) ( ) ( )22
2 2
1 2
TT T
i i i i i
y i y i
T
i
S y x x S
S S S
ω ω
µ ω µ µ ω ω ω
ω ω
∈ ∈
= − = − − =
+ =
∑ ∑? ?
? ?
                                  
(49) 
 
De manera similar, podemos expresar la diferencia entre los promedios 
proyectados en función de las medias en el espacio original x : 
( )21 1 1 2 1 2( )( )T T T BSµ µ ω µ µ µ µ ω ω ω− = − − =? ?                                                (50) 
donde BS  es la “matriz de dispersión interclase”. Como es el producto de dos 
vectores, tiene rango ≤ 1. Con lo que hemos visto, podemos expresar ( )J ω  
como una función explícita de ω : 
( )
T
B
T
SJ
Sω
ω ωω ω ω=                                                                                                   (51) 
La maximización de ( )J ω  respecto a w tiene una solución analítica sencilla: 
( )1 1 2* argmax
T
B
T
S S
S ωω
ω ωω µ µω ω
− = = −                                                           (52) 
donde el módulo de *ω  es indiferente. Esta solución se llama Discriminante 
Lineal de Fisher (1936), aunque en realidad no es un discriminante sino la 
elección de una dirección específica para la proyección de los datos a una 
dimensión.  
El Discriminante de Fisher se puede generalizar a problemas con C 
clases (arbitrario). En vez de buscar una proyección y , buscamos (C-1) 
proyecciones { }1 2 1( ), ( ),..., ( )Cy t y t y t−  por medio de (C-1) vectores de proyección 
1ω . Definimos por conveniencia la matriz de proyección ω  con (C-1) columnas:  
T T
i iy x y xω ω= → =                                                                                  (53) 
Se puede demostrar analíticamente que la matriz óptima *ω  es la que 
en sus columnas contiene los (C-1) autovectores de la matriz 1 BS Sω
−
∂  
correspondientes a los (C-1) autovalores más grandes: 
( )* * * *1 2 1* ... argmax 0
T
B
C B i iT
S
S S
S ωω
ω ωω ω ω ω λ ωω ω−
   = → − =     
               (54) 
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donde BS  es la suma de C matrices de orden 1 o menos, y los vectores media 
están restringidos por:  
1
1 C
i
iC
µ µ
=
=∑
                                                                                                     (55)
 
 
De esta forma, BS  es de rango menor o igual que (C-1). Esto significa 
que hay como mucho (C-1) autovalores iλ  que no son cero. LDA se puede 
también derivar del método de Máxima Verosimilitud para el caso en el que las 
densidades condicionadas a la clase son gaussianas con las mismas matrices 
de covarianza. 
La principal diferencia entre LDA y PCA es que PCA clasifica los rasgos 
de los datos y LDA clasifica los datos. En PCA, la forma y localización del 
conjunto original de datos cambia cuando se transforman a un espacio 
diferente mientras que LDA no cambia la localización sino que intenta 
proporcionar una separabilidad de clase y perfilar la región entre las clases 
dadas.   
 
5.3 Supresión de artefactos 
Introducimo los métodos elegidos en este trabajo para la supresión de los 
artefactos en el EEG. 
 
5.3.1 Análisis de componentes independientes  
ICA es un procedimiento que está basado en tres suposiciones: (i) los datos 
experimentales son una combinación espacialmente estable de las actividades 
de fuentes cerebrales y artificiales temporalmente independientes, (ii) la 
superposición de los potenciales que surge desde diferentes partes del 
cerebro, cuero cabelludo y cuerpo es lineal en los electrodos, y los retrasos de 
propagación desde las fuentes a los electrodos son despreciables, y (iii) el 
número de fuentes no es mayor que el número de electrodos. 
ICA comienza asumiendo que las K  señales de EEG registradas 
simultáneamente { }1 1( ) ( ), ( ),..., ( )KX t X t X t X t=  son combinaciones lineales de 
N  ( N K≤ ) componentes (fuentes) independientes a priori desconocidas 
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{ }1 1( ) ( ), ( ),..., ( )NS t S t S t S t= , entre las que se encuentran componentes de origen 
neuronal y de origen artificial, tal que podemos expresarlas como:  
 ( ) ( )X t MS t=  (56) 
 
donde M  es la matriz de combinación, desconocida, que define con qué peso 
está presente cada fuente en un EEG dado registrado en el cuero cabelludo. 
Estos pesos dibujan los mapas topográficos del cuero cabelludo de las 
componentes, que proporcionan una información adicional de la localización de 
las fuentes. El objetivo de ICA es estimar tanto ( )S t  como M  a partir de ( )X t .  
Hemos usado el algoritmo infomax propuesto por Bell y Sejnowski 
(1995) con las modificaciones posteriores que introdujeron Amari et al. (1996) y 
Lee et al. (1999). El algoritmo está implementado en el paquete de programas 
de MatLab EEG (Delorme y Makeig, 2004) disponible en 
http://sccn.ucds.edu/eeglab y que usa redes neuronales para maximizar la 
entropía conjunta y minimizar la información mutua entre las componentes de 
salida de un procesador neuronal. Hemos empleado otro algoritmo para testar 
el rendimiento de infomax, Fastica (Hyvärinen y Pajunen, 1999), disponible en 
http://www.cis.hut.fi/projects/ica/fastica y encontramos resultados muy 
similares.  
Una vez que se ha aplicado el algoritmo que nos proporciona las 
componentes independientes, analizamos la estructura temporal y topográfica 
de las componentes ( )S t  (por ejemplo, los artefactos oculares proyectan 
principalmente sobre las posiciones frontales) e identificamos entre ellos 
aquellas componentes responsables del artefacto. Dichas componentes se 
anulan, ( ) 0artefactoS t = , obteniendo una matriz de componentes, ˆ( )S t  donde las 
fuentes artificiales han sido suprimidas. Finalmente, reconstruimos las señales 
de EEG corregidas por ICA, como:  
 ˆˆ ( ) ( )X t MS t=  (57) 
 
De esta forma obtenemos señales ˆ ( )X t  que representa la estimación ICA de 
los datos originales libres de artefacto.  
 
5.3.2 Análisis de componentes independientes filtradas wavelet, wICA 
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Introducimos el método que proponemos y que emplea la transformada wavelet 
para mejorar el rendimiento de ICA como método de supresión de artefactos. 
Cuando tratamos con EEGs reales, las componentes independientes 
estimadas por ICA capturan las fuentes artificiales, sobre todo aquellos 
artefactos fuertemente presentes en el EEG, pero con frecuencia esas 
componentes contienen una considerable cantidad de actividad cerebral. Esto 
puede ocurrir, por ejemplo debido a la limitación sobre el número máximo de 
fuentes independientes, o por restricción sobre la independencia temporal o 
una aplicación sub-óptima del algoritmo (Jung et al., 2000a; Brown et al., 2001).  
La supresión de tales componentes supone por tanto la pérdida de una parte 
de la actividad cerebral y, consecuentemente, la distorsión del EEG libre de 
artefactos (Friston, 1998).  
 
Figura 20: Descomposición de la componente independiente asociada como 
responsable del artefacto en sus partes de origen neuronal y artificial. A) La 
componente independiente estimada por ICA tiene dos episodios de parpadeo 
(alrededor de 0.8 y 5.5 s). B) Fuente de artefacto presente en la componente. 
C) Señal subyacente de origen neuronal “colada” en la componente 
independiente.  
 
La figura 20A ilustra la primera componente independiente, 1( )S t , 
estimada por ICA e identificada como responsable del artefacto de parpadeo. 
Tenemos dos episodios de artefacto [0.5-1.5] y [5-6] s. De acuerdo con las 
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suposiciones de ICA esta componente no puede incluir otro tipo de artefacto 
independiente del ocular. La componente puede dividirse en una componente 
de artefacto de alta amplitud, ( )a t  (Fig. 20B) y una señal neuronal residual de 
baja amplitud, ( )n t  (Fig. 20C):  
 1( ) ( ) ( )S t a t n t= +  (58) 
 
Notar que el artefacto ocular se anula fuera de los episodios de parpadeo (Fig. 
20B), sin embargo, la componente tiene una considerable cantidad de señal 
neuronal que persiste en esta región (Fig. 20A y C). Según el procedimiento 
convencional de ICA la componente entera se anula, 1( ) 0S t = , antes de la 
recomposición de la señal (56). Por tanto, la señal corregida por ICA pierde una 
parte de la actividad cerebral  
 1ˆ ( ) ( ) ( )j j jX t r t m n t= −   (59) 
 
donde 1( ) ( ) ( )j j jr t X t m a t= −  es la señal libre de artefactos registrada en el 
electrodo j y 1jm  es el correspondiente peso en la matriz de combinación, M .  
Estimar la señal neuronal persistente, ( )n t , supondría poder sustraerla 
de la componente y así corregir la reconstrucción de ICA del registro de EEG 
libre de artefacto. A priori, como sucede en ICA, la descomposición (53) de las 
componentes independientes en actividad neuronal y artificial es desconocida. 
Sin embargo, usando las propiedades de las señales ( )a t  y ( )n t  podemos 
estimarlas. De hecho, el artefacto, ( )a t , tiene alta magnitud (potencia) y está 
localizado en el dominio de tiempo y/o frecuencia, mientras que ( )n t  tiene baja 
amplitud y una banda de espectro ancha (Fig 20B y C). Estas propiedades se 
ajustan bien a las posibilidades que ofrece la descomposición wavelet, que 
proporciona una buena resolución tanto en los dominios de tiempo como de 
frecuencia sin requerir que la señal sea estacionaria. La transformada wavelet 
de una componente independiente por ejemplo 1( )S t  viene dada por: 
 1 , ,
1( , ) ( ) ( ) ,s d b d b
t bW d b S t t dt
dd
ψ ψ ψ − = =   ∫  (60) 
 
donde ( , )sW d b  es la representación wavelet de 1( )S t , ψ  es la función madre y 
b  y d  definen la localización temporal y la escala. La transformada WT es 
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redundante y por tanto en la práctica se suele usar su correspondiente discreta 
(DWT). En la DWT las escalas de tiempo y localización toman solo valores 
fijos, normalmente 2 jd = , 2 jb k=  con j  y k  enteros que desempeñan el papel 
de nivel de descomposición y localización temporal a ese nivel, 
respectivamente. Usando las ecuaciones (58) y (60) podemos escribir:   
 ( , ) ( , ) ( , )s a nW d b W d b W d b= +  (61) 
 
donde ( , )aW d b  y ( , )nW d b  son los coeficientes wavelet obtenidos por la 
transformación (61) de las partes artificiales y neuronales de la componente, 
respectivamente. Como hemos mencionado los coeficientes correspondientes 
a los artefactos tendrán alta amplitud y una buena localización en tiempo y 
escala, mientras que los coeficientes de la parte neuronal estarán distribuidos a 
lo largo de todas las escalas, y tendremos un espectro ancho de baja energía. 
Para ilustrarlo aplicamos  (61) a las tres señales mostradas en la figura 20.  
 
 
Figura 21: Representación wavelet de la componente independiente 1( )S t . A) y 
sus partes de origen artificial ( )a t , B) y neuronal ( )n t . C). La intensidad de gris 
codifica el valor absoluto de los coeficientes wavelet. Los datos corresponden a 
las trazas mostradas en la figura anterior.  
 
La figura 21 muestra la componente independiente y sus partes 
artificiales y neuronales en el espacio wavelet. De hecho, la componente 
artificial, ( )a t  tiene coeficientes wavelet de alta amplitud (Fig. 21B) localizados 
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en las ventanas de tiempo de los episodios de parpadeos (ver también fig. 20) 
y en escalas largas. La parte neuronal, ( )n t , es pequeña y distribuida 
homogéneamente sobre todo el espectro de escalas y localizaciones 
temporales. De acuerdo a ello, el procedimiento de descomposición (5) puede 
describirse como un proceso de umbral: todos los coeficientes wavelet por 
encima de un cierto umbral se suprimen, y por tanto la estructura resultante se 
usa para la transformación inversa wavelet. Notar que el procedimiento de 
umbral solo puede ser realizado con la DWT, de donde junto a  (61) obtenemos 
la separación de los coeficientes wavelet en “artificiales” y “neuronales”, es 
decir si ( , ) 0aW j k =  entonces ( , ) 0nW j k ≠  y viceversa. El procedimiento 
descrito es muy similar a la técnica de supresión del ruido propuesta por 
Donoho et al. (1995) pero aquí el objetivo es el contrario: separar la señal útil 
de baja amplitud y ancho espectro de los fuertes artefactos y suprimir los 
últimos. Finalmente el algoritmo de ICA mejorado con wavelet (wICA) para la 
supresión de artefactos en el EEG se compone de los siguientes pasos: 
 
(1) Aplicar la descomposición convencional de ICA a los EEG crudos, 
obteniéndose así la matriz de combinación M  y las k componentes 
independientes { }1 1( ), ( ),..., ( )KS t S t S t  
(2) Calcular la transformada wavelet de las componentes obteniendo sus 
representaciones { }( , ) SiW j k  
(3) Aplicar un proceso de umbral a los coeficientes wavelet, es decir ( , ) 0W j k =  
para aquellos que sobrepasen un cierto umbral, ( , )W j k K> . 
(4) Calcular la transformada inversa wavelet de los coeficientes que no superen 
el umbral, ( , )W j k , recomponiendo así únicamente las componentes que 
contienen fuentes de origen neuronal, { }( )in t . 
(5) Componer la señal EEG corregida por wICA: [ ]1 2ˆ ( ) . ( ), ( ),..., ( ) TNX t M n t n t n t=  
 
La selección del valor umbral, K, es un elemento esencial del algoritmo. 
Hemos usado 2logK Nσ= , donde N  es la longitud del segmento de datos 
que procesamos, y 2 ( , ) / 0.6745W d bσ =  es el estimador de la magnitud del 
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ancho de banda de la parte neuronal de la señal. Este valor permite un buen 
rendimiento del procedimiento para los artefactos oculares y de pulso cardiaco. 
Pueden aplicarse otras estrategias de umbral que proporcionen un mejor ajuste 
del algoritmo a ciertas peculiaridades de algunos artefactos o EEGs (ver una 
revisión en por ejemplo, Debnath, 2002).  Hacemos notar que el algoritmo es 
completamente automático, ya que no se requiere de una inspección visual 
laboriosa de las componentes independientes seguida de la selección de 
aquellas responsables del artefacto. Las componentes que no tengan 
artefactos de alta amplitud pasan por el procedimiento de umbral (pasos 2-4) 
quedando intactas ( ( ) ( )k kn t S t= ). Esto permite una aplicación automática del 
algoritmo, siendo su paso más crucial el paso 1, que debe aplicarse a épocas 
relativamente cortas (10 segundos) contiguas según sugieren Jung et al. 
(2000a). 
88 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
RESULTADOS
89 
 
6. Resultados 
6.1 Evaluación de los métodos de determinación conectividad funcional 
para trenes de disparos 
Hasta ahora los métodos para inferir en el patrón de conectividad se han  
desarrollado o bien en el dominio de tiempo o en el de frecuencia. Los métodos 
en el domino de tiempo aunque ampliamente usados presentan serias 
limitaciones por lo que hemos optado por estudiar en más detalle las técnicas 
espectrales. La evaluación del rendimiento de los métodos ha sido publicada 
en la literatura exclusivamente para series temporales, probándose su utilidad 
en este campo. Nuestro primer objetivo ha sido la evaluación del rendimiento 
de los métodos en su aplicación a trenes de disparos. 
Para dicho propósito generamos artificialmente trenes de disparo cuyas 
características conocemos previamente, ya que el conocimiento de todas las 
propiedades de la red (principalmente el patrón de conectividad) nos permite 
cualificar los resultados de identificación. Para generar trenes de disparos 
artificiales consideramos redes neuronales compuestas por neuronas que 
siguen el modelo de Integración y disparo (IF) (Lapicque, 1907 y Gerstner, 
2002).  
Con el propósito de evaluar los métodos expuestos elegimos tres 
arquitecturas de red compuestas de tres neuronas (Fig.22). En la primera red 
las neuronas están acopladas en cadena, la segunda red presenta un bucle 
excitación-inhibición, y finalmente la tercera red ilustra el caso de una neurona 
que sinápta a otras dos (entrada común).  
 
 
Figura 22: Redes propuestas para el estudio que incluyen conexión mediada 
por otra neurona, bucle excitación-inhibición y conexión común. 
 
Con ello, cubrimos los patrones de conectividad mas críticos: conexión 
unidireccional, bucle excitación-inhibición, entrada común y conexión indirecta 
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(vía otras neurona). Las frecuencias de disparo de las neuronas son 5, 7 y 3 Hz 
para las neuronas denotadas como 1, 2 y 3 respectivamente y el nivel de ruido 
elegido es 0.3 (suficiente para que las neuronas no presenten un 
comportamiento rítmico pero que tengan cierta regularidad en la actividad de 
disparo). Los valores de la fuerza de acoplo son aproximadamente del 20 % del 
umbral de disparo. Este acoplo es suficiente para que las neuronas notifiquen 
la presencia de una entrada en su voltaje pero no demasiado alto para hacerlas 
disparar inmediatamente tras recibir una entrada excitadora. De acuerdo con 
esto, las neuronas de la red no están completamente sincronizadas sin 
embargo una conexión excitadora (inhibitoria) incrementa (disminuye) la 
frecuencia de disparo respecto a la intrínseca, es decir la debida a las 
propiedades intrínsecas de la neurona aislada. La escala en la transmisión 
sináptica es de 20 ms. Los métodos elegidos para su evaluación son la 
correlación cruzada, en el dominio de tiempo, y en el de frecuencia la 
coherencia espectral parcial y los métodos basados en la causalidad de 
Granger DTF y PDC. 
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Figura 23. Ilustración esquemática de las tres redes usadas para evaluar los 
métodos. Se presentan los histogramas de ISI y correlaciones cruzadas 
correspondientes a las redes de tres neuronas. 
 
 
 Cuando se analizan trenes de disparos neuronales surgen dos 
cuestiones: 1) ¿Cual es la cantidad de datos mínima y óptima necesaria para 
aplicar cada uno de los métodos? Y  2) ¿Que método tiene mayor rendimiento 
(comete el menor numero de errores al determinar la estructura de la red) bajo 
ciertas condiciones experimentales? Para contestar a dichas cuestiones 
evaluamos el rendimiento de los métodos en función de la duración del registro 
(numero de disparos) y en función de las propiedades intrínsecas de las 
neuronas, como la frecuencia de disparo y el comportamiento oscilatorio con 
las tres redes expuestas anteriormente.  
 Como medida del rendimiento de los métodos proponemos la relación 
(porcentaje) de conexiones mal identificadas sobre las posibles conexiones. En 
la definición de rendimiento debemos tener en cuenta la información que 
proporciona cada método. PSC detecta sólo interacciones unidireccionales 
entre pares de neuronas, por tanto en una red de N neuronas es capaz de 
detectar ( 1) / 2N N −  conexiones mientras que DTF y PDC detectan también 
sinapsis mutua y por tanto el rendimiento debe evaluarse sobre las ( 1)N N −  
posibles conexiones. Consecuentemente, normalizamos el número de 
inferencias falsas al máximo número de interacciones accesibles a cada 
método.     
 
Realizamos dos experimentos. En primer lugar calculamos el porcentaje de 
inferencias estructurales falsas en función de la duración del registro para las 
tres redes. La duración va desde 5 segundos (donde en todos los casos el 
numero de  disparos de cada neurona es inferior a 30) a 200 segundos (se 
superan los 1000 disparos por parte de cada neurona). En el segundo 
experimento evaluamos la influencia del carácter oscilatorio en los métodos de 
identificación. Debido a que el nivel de ruido es un indicador de dicho 
comportamiento en nuestro modelo neuronal, partimos de neuronas libres de 
ruido (nivel cero de ruido supone comportamiento absolutamente rítmico 
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(regular en el disparo) hasta neuronas con un alto nivel de ruido (en cuyo caso 
obtenemos un histograma de intervalos inter-disparo muy ancho, indicando el 
comportamiento no-oscilatorio de las neuronas aunque no estocástico). En este 
experimento el nivel de ruido de las tres neuronas es el mismo y varía en el 
rango [0.001, 3]. Hacemos notar que el nivel de ruido mínimo es 0.001 y no 
cero para evitar problemas de divergencia en los cálculos. La duración del 
registro es de 150 segundos y las frecuencias de disparo intrínsecas son las 
mismas que en el experimento anterior. Promediamos los resultados sobre 60 
simulaciones Monte Carlo. 
 
Los resultados de los experimentos se representan en dos conjuntos de 
gráficas para cada red. Por una parte representamos la curva  correspondiente 
a la eficacia de los métodos en función del parámetro que varia (duración del 
registro y nivel de ruido). Para los métodos DTF y PDC representamos además 
la eficacia para cada sinapsis (entre cada par de neuronas) posible ya que 
estos métodos nos permiten conocer la dirección de la conexión. En rojo se 
representan las sinapsis existentes y en azul las ausentes. De tal forma que 
esperaríamos que las curvas rojas alcancen un valor de “1” (buena eficacia de 
los métodos) mientras que las curvas azules alcanzan el “0” (los métodos 
detectan la ausencia de conexión). Por tanto, fallo o éxito depende del color de 
la grafica. Estas figuras nos permiten saber en detalle en qué fallan los 
métodos. 
Exponemos los resultados para cada red.  
 
Red I 
En esta red pretendemos captar el rendimiento de los métodos ante la 
presencia de una conexión indirecta, en este caso desde la neurona 1 a la 3. 
En el histograma de ISI (Fig. 23A, panel de la izquierda) podemos ver un pico 
principal indicando el periodo mas representativo de cada neurona. Debido a la 
conexión excitadora desde la neurona 1 a la 2 y desde la neurona 2 a la 3,  el 
histograma ISI de las neuronas 2 y 3 aparece desplazado a la izquierda 
respecto a sus periodos intrínsecos (0.14 y 0.33 segundos, para las neuronas 
aisladas) indicando que su frecuencia ha disminuido. Como la neurona 1 no 
recibe ninguna entrada, el histograma ISI aparece centrado en 0.2 segundos (5 
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Hz). Su anchura se debe, al igual que en el resto de las neuronas a la 
presencia de ruido en su corriente interna lo que hace que su actividad de 
disparo no sea absolutamente regular. La frecuencia de disparo de la neurona 
1 es menor que la de la neurona 2 (5 y 7 Hz), esto  conlleva la existencia de 
dos picos en el histograma ISI de la neurona 2: uno corresponde al intervalo 
entre disparos cuando se ha recibido una entrada por parte de la neurona 1 (la 
pre-sináptica) y el otro al intervalo donde no se ha recibido ninguna entrada por 
parte de la neurona 1. Los histogramas de correlación cruzada (Fig. 23B, panel 
de la izquierda) muestran la existencia de interacción entre los pares de 
neuronas 1-2 y 2-3. La fuerza de acoplo entre las neuronas 1 y 3 (indirecta) 
viene dado por el producto de las conexiones directas (W31 = W21.W32), lo que 
hace que W31 sea débil y por ello no obtengamos correlación entre las 
neuronas 1 y 3. 
 
 
Figura 24. Porcentaje de inferencia estructural falsa para tres diferentes redes 
en función de la duración del registro empleado en la identificación.  
 
Red I: Duración del registro (Fig. 24 y 25). Para segmentos de longitud mayor 
de 80 segundos, el método de PSC detecta correctamente la topología de la 
red (con errores inferiores al 5%). El método es capaz de distinguir conexiones 
directas (acoplo entre los pares de neuronas 1-2 y 2-3) de conexión indirecta 
(acoplo entre las neuronas 1 y 3 vía la neurona 2). Las curvas de los métodos 
DTF y PDC varían poco pero notamos un decremento en el porcentaje de fallos 
a medida que aumenta la duración del registro. La eficacia de PDC es menor 
que la de DTF pero nunca alcanzan niveles de error por debajo del 50 %. PDC 
tiende a identificar una topología de “todos con todos”. Para explicar dichos 
resultados recurrimos a las gráficas donde se detallan cada una de las 
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sinápsis.  Como vemos el método de DTF detecta correctamente, incluso para 
registros muy cortos, la conexión desde la neurona 1 a la 2. Sin embargo, el 
alto error que presenta el método (50 % en promedio) es debido por una parte 
a la identificación como ausente de la conexión desde la neurona 2 a la 3 
(existente) y por otra a los frecuentes falsos positivos que obtenemos de las 
conexiones ausentes (curvas en azul). Por su parte, el método PDC detecta 
correctamente las conexiones existentes (las dos curvas rojas alcanzan el valor 
de 1 para toda duración del registro). La fuente de error la encontramos en las 
sinápsis ausentes. Obtenemos en un alto porcentaje de los casos que dicha 
conexiones se identifican como existentes, en ningún caso obtenemos valores 
cercanos al 0 como esperaríamos. 
 
Red I: Variabilidad de la actividad de disparo (Fig. 26). En este experimento 
estamos interesados en ver como el nivel de ruido (variabilidad del histograma 
ISI) influye en el rendimiento de los métodos. Es decir, queremos estudiar la 
existencia de regiones en el comportamiento de la actividad de disparo en las 
que los métodos proporcionan mejores resultados. Vemos que el método de 
PSC obtiene buenos resultados para niveles de ruido inferiores a 1.5 (a partir 
de dicho punto el error supera el 10%). Los métodos de DTF y PDC presentan 
regiones en las que el error de detección disminuye. Dicho rango es mas ancho 
para PDC que DTF lo que nos indica que es tolerante a más niveles de ruido. 
El estudio de las conexiones detalladas nos indica que para niveles bajos de 
ruido la topología detectada es “todos a todos” mientras que para niveles altos 
se percibe ninguna conexión entre las neuronas. 
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Figura 25. Porcentaje de inferencia estructural falsa para las redes I, II y III (en 
los paneles de la izquierda, en medio y derecha, respectivamente) en función 
de la duración del registro empleado en la identificación. Curvas de inferencia 
de la conexión para cada para de neuronas. En rojo, las sinápsis existentes en 
la red que idealmente deben alcanzar el valor 1 (identificada como existente) y 
en azul las ausentes que deben alcanzar el valor 0. 
 
Red II 
En esta red examinamos el rendimiento de los métodos en presencia de un 
bucle de excitación-inhibición. El efecto de la conexión inhibitoria desde la 
neurona 2 a la 1 puede observarse en el histograma ISI (Fig. 23A, panel de en 
medio) de la neurona 1, que aparece mucho mas ancho (desde 0.3 segundos 
hasta 0.9 segundos) que en el caso aislado (neurona 1 en la red I). En este 
caso el histograma ISI esta desplazado a la derecha respecto al histograma ISI 
de la neurona aislada indicando que su frecuencia de disparo ha disminuido. El 
histograma de la neurona 2 esta centrado alrededor de 0.13 segundos (similar 
al caso de la neurona aislada) y el de la neurona 3 en 0.2 (desplazado a la 
izquierda respecto al intrínseco debido a la excitación recibida por parte de la 
neurona 2). Los histogramas de correlación cruzada (Fig. 23A, panel de en 
medio) muestran un pico central denotando conexión entre las neuronas 1 y 2, 
mostrando además un comportamiento oscilatorio y un valle a la izquierda del 
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pico central (debido a la inhibición o la escasa actividad de la neurona 1).  Los 
demás pares de neuronas aparecen como funcionalmente desacopladas. 
 
Red II: Duración del registro (Fig. 24 y 25).   Para registros de duración mayor a 
80 segundos el método PSC  alcanza un nivel de error inferior al 5% por lo que 
podemos decir que detecta correctamente la topología de la red. A partir de 
este punto su eficacia aumenta con la duración del registro. El método DTF 
presenta un mayor rendimiento alrededor de 80 segundos. Sin embargo, el 
método PDC muestra una curva siempre decreciente. El valor mínimo de error 
para los métodos DTF y PDC es el mismo (27 %). La trayectoria de la eficacia 
del método DTF puede explicarse si tenemos en cuenta cada una de las 
sinapsis por separado. Para una duración del registro inferior a 80 segundos 
(donde la curva de error presenta su valor mínimo) el método detecta 
correctamente la conexión desde la neurona 1 a la 2 (existente) así como las 
conexiones ausentes (vemos que las curvas en azul alcanzan un valor inferior 
al  0.1). A partir de dicho punto la eficacia del método disminuye, debido 
exclusivamente a las conexiones desde la neurona 1 a la 2 y desde la 2 a la 3 
(conexiones existentes que se detectan como ausentes). En el método PDC 
obtenemos la situación inversa. En este caso podemos ver que el error es 
debido a las conexiones ausentes, principalmente por  la sinapsis desde la 
neurona 1 a la 3 que es detectada como existentes. Sin embargo vemos que 
las curvas en rojo alcanzan el 100 % de aciertos. 
 
Red II: Variabilidad de la actividad de disparo (Fig. 26). Las conclusiones que 
obtenemos son similares a las de la red I. El método de PSC se ve afectado 
para niveles de ruido superiores a 2 y a diferencia de la red I para niveles muy 
bajos de ruido obtenemos un error del 18%. En los métodos de DTF y PDC 
observamos también la presencia de regiones de ruido en las que el error en la 
detección de la topología es menor. El rango de ruido a los cuales PDC es 
tolerante es mayor que el de DTF, pero en este caso el error mínimo alcanzado 
por PDC es del 25 % mientras que en la red I se alcanzaba el 5 %. Estudiando 
cada una de las posibles sinapsis nos muestran que para niveles muy bajos de 
ruido la topología detectada es de “todos a todos” mientras que niveles altos 
todas las conexiones se tratan como ausentes. 
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Red III 
En este caso existe una entrada  común entre las neuronas 2 y 3. El punto más 
interesante en esta red es la posible sincronización entre las neuronas 2 y 3. 
Del histograma de ISI (Fig. 23A, panel de la derecha) podemos observar que la 
entrada excitadora incrementa la frecuencia de disparo respecto a la intrínseca 
para las neuronas 2 y 3 (como sucedía en las redes I y II). La correlación 
cruzada (Fig. 23B, panel de la derecha) muestra un comportamiento oscilatorio 
en las tres neuronas e interacción entre pares de neuronas 1-2 y 1-3, como 
podemos ver en el pico central del histograma y un leve acoplo entre las 
neuronas 2 y 3. 
 
Red III: Duración del registro (Fig. 24 y 25). El método de PSC muestra buenos 
resultados (errores de detección inferiores al 5 %) para segmentos de duración 
mayores de 50 segundos, llegando a alcanzar el 0 % de fallos. Las curvas de 
error para los métodos DTF y PDC decrecen al aumentar la duración del 
registro. A partir de los 150 segundos DTF alcanza valores inferiores al 10 % 
por lo que podemos decir que detecta correctamente la red en un 90 % de las 
simulaciones, como muestran las gráficas detalladas. Sin embargo PDC a 
pesar de su tendencia a disminuir el número de errores se estabiliza en un 
valor del 16 %, lo que supone detectar al menos una de las conexiones 
erróneamente, como vemos en las gráficas detalladas para cada conexión. Las 
curvas en rojo (existentes) son detectadas correctamente para toda duración, 
sin embargo la conexión entre las neuronas 2 y 3 (en ambos sentidos) 
alcanzan un error del 40 %. Observar que para una duración del registro 
inferior a los 10 segundos los métodos DTF y PDC detectan un patrón de 
conectividad de “todos con todos” (tanto las curvas rojas como las azules 
parten del valor 1). Comportamiento que se repite para las tres redes. 
 
Red III: Variabilidad de la actividad de disparo (Fig. 26). En esta red obtenemos 
unos resultados simulares a los de la red I. El método de PSC comienza con un 
error del 18% para niveles muy bajos de ruido, decreciendo hasta niveles 
superiores a 1.5. Los métodos de DTF y PDC siguen el comportamiento 
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observado en los casos anteriores. Una vez más el rango en el que trabaja con 
menor error PDC es mayor que el de DTF, alcanzando valores inferiores al 5%.     
 
 
   
Figura 26. Porcentaje de inferencia estructural falsa para tres diferentes redes 
en función del nivel de ruido (variabilidad del histograma de intervalos entre 
disparos) empleado en la identificación.  
 
En este trabajo hemos estudiado diferentes métodos disponibles en la 
literatura para inferir la arquitectura funcional de redes neuronales a partir de 
registros extracelulares (a partir únicamente los momentos de disparo de cada 
neurona). Entre otros hemos elegido algunos de los métodos más empleados: 
Correlación Cruzada, Coherencia Espectral Parcial, y métodos basados en la 
causalidad de Granger. Recogemos las ventajas y limitaciones de cada método 
derivadas de nuestro estudio. 
 
Correlación Cruzada (CC). Este método se presenta como capaz de revelar 
interacciones entre pares de neuronas, su tipo y dirección. En las tres redes 
propuestas CC muestra un claro pico central para neuronas que interactúan. 
Sin embargo, para conexiones indirectas y ante la presencia de inhibición los 
resultados pueden ser engañosos o ambiguos de interpretar. En la red II, CC 
muestra una identificación incorrecta de la conexión entre las neuronas 1 y 3. 
La dirección de la sinapsis podría identificarse en la asimetría de CC alrededor 
del retraso cero, pero en las redes estudiadas no hemos encontrado una 
evidencia clara en este sentido. Los input inhibitorios deben conllevar un valle 
(depresión) en CC; en la segunda red tenemos inhibición desde la neurona 2 a 
la 1 sin que esto se refleje en el diagrama de CC. La falta de actividad de la 
neurona 1 puede ser debida tanto a inhibición como a un comportamiento 
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silente por parte de la neurona, presentando ambigüedad en este caso. Otro 
punto a mencionar es la influencia del comportamiento individual de una 
neurona en CC. Basta que una de las dos neuronas presente un 
comportamiento oscilatorio para observar picos equidistantes en el histograma, 
de los que podríamos concluir una regularidad en el disparo de las dos 
neuronas, como vemos en nuestras redes. 
 
Coherencia espectral parcial (PSC): Nuestra evaluación muestra que el 
método de PSC es el mejor método estadístico en la detección de 
interacciones sinápticas (teniendo en cuenta sus limitaciones). Es un método 
robusto para distinguir entre conexión directa e indirecta. Sin embargo, en los 
casos extremos de comportamiento oscilatorio (ante niveles de ruido nulo o 
muy altos) el método empeora sus habilidades. Para comportamientos libres de 
ruido, la inversa de la matriz de densidad espectral diverge y solo podemos 
obtener información fiable a partir de SC. El método PSC presenta tres 
limitaciones que enumeramos: 1) no proporciona conocimiento acerca del tipo 
de sinapsis; 2) No detecta bucles (presente en la red II); y 3) la dirección de la 
sinapsis no es fácilmente extraíble. Nuestra evaluación de los métodos nos 
lleva a considerarlo el método “de primera elección” debido a su simplicidad y 
bajo nivel de error. 
 
Métodos basados en la causalidad de Granger (DTF y PDC). En general, 
estos métodos tienen un porcentaje de errores mayor que PSC, sin embargo 
proporcionan una información indispensable sobre la configuración de la red: 
detectan la dirección del flujo de información (dirección de la sinapsis) entre 
neuronas, siendo esta la propiedad más importante de los métodos basados en 
la causalidad de Granger. 
DTF es capaz de detectar correctamente la dirección de la interacción pero 
presenta un mayor porcentaje de error al distinguir entre conexión directa e 
indirecta. El método PDC presenta también la propiedad de detectar la 
dirección de la sinapsis. Sin embargo, no identifica las conexiones indirectas 
correctamente. Todos los métodos basados en la causalidad de Granger 
presentan dos limitaciones: 1) problemas al distinguir conexión directa de 
indirecta, y 2) no proporcionan conocimiento acerca del tipo de la sinapsis. En 
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comparación, DTF (y DC) es más robusto que PDC al detectar sinapsis 
unidireccional. Para registros cortos, PDC tiende a concluir erróneamente la 
presencia de bucles entre todos los pares de neuronas. El porcentaje de error 
de DTF es siempre menor que el de PDC. En comparación, PDC es más 
robusto detectando conexiones existentes. Sin embargo DTF es más eficiente 
en la identificación de las conexiones ausentes que PDC. En cuanto al 
comportamiento frente a la variabilidad del histograma ISI podemos decir que 
para niveles extremos de ruido (caso libre de ruido o niveles altos) los métodos 
funcionan pobremente. PDC muestra un rango de trabajo más ancho en este 
sentido que DTF, es decir, es tolerante a más niveles de ruido que DTF. 
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6.2. Eliminación de artefactos en el EEG y determinación y discriminación 
de circuitos cortico-corticales 
 
Respecto a las señales de mayor escala espacial, en los resgitros 
electroencefalográficos (EEG) estudiamos la asociación entre las diferentes 
áreas corticales. El análisis de interacción entre las señales 
electroencefalográficas registradas por los electrodos en diferentes posiciones 
del cuerpo  cabelludo ha sido muy amplio. En este contexto la coherencia 
espectral es una herramienta ampliamente usada para determinar el grado de 
sincronía entre las señales, ya que el contenido espectral del EEG revela una 
importante información desde el punto de vista clínico.  Sin embargo el uso 
directo de dichos métodos sobre los registros EEG está fuertemente restringido 
por la presencia de artefactos (debidos al movimiento de los ojos, parpadeo, 
actividad muscular, etc.) cuya magnitud puede ser mayor que la de la señal 
neuronal.  
 
6.2.1 Eliminación de artefactos en el EEG 
Actualmente, un procedimiento muy usado para evitar los artefactos es la 
selección manual o semi-automática de épocas libres de artefactos. Aunque en 
algunos casos puede ser práctico, este procedimiento de supresión de 
artefactos es subjetivo, laborioso y conlleva la pérdida de una gran cantidad de 
datos disponibles para el posterior análisis. Como ejemplo, de un EEG de 10 
minutos de duración de un sujeto sano, podría obtenerse  una época de 
aproximadamente un minuto de segmentos yuxtapuestos. En la práctica 
médica la masiva presencia de artefactos en, por ejemplo niños (Tran et al., 
2004) o pacientes con cierto daño cerebral (Urrestarazu et al., 2004), agravan 
aún más la pérdida de datos y limitan fuertemente la capacidad de diagnóstico 
sobre el EEG. Pero aparte de la reducción de datos, la segmentación lleva a 
cuestionarse la naturaleza estacionaria  de los datos a lo largo de épocas 
distantes. Por ello, es necesario aplicar un procedimiento que no requiera de 
cortes sucesivos (como un filtro) para limpiar los datos de artefactos. 
Una señal EEG registrada en por un electrodo puede considerarse como una 
mezcla de señales desde diferentes regiones del cerebro y artefactos. En una 
primera aproximación las señales de origen neuronal son independientes de los 
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artefactos (Jung et al., 2000b; James y Hesse, 2005). Teniendo esto en cuenta 
se ha propuesto un método de supresión de artefactos basado en el análisis de 
componentes independientes (ICA) (Bell y Sejnowski, 1995). Sin embargo la 
evaluación de dicho método (Castellanos y Makarov, 2006) nos ha llevado a 
considerarlo como un procedimiento contaminante tanto en el dominio de 
tiempo como de frecuencia. Por ello proponemos un nuevo método de 
supresión de artefactos en el EEG basado en ICA y en el análisis wavelet. El 
método parte de ICA y hace uso de wavelet no para eliminar el ruido de la 
señal, como suele emplearse, sino como un paso intermedio que se aplica 
sobre las componentes independientes. Con la perspectiva de estudiar los 
circuitos cortico-corticales realizamos una evaluación comparada de la 
distorsión que introducen los métodos basados en ICA y wICA sobre las 
propiedades espectrales y la coherencia.  
Los circuitos funcionales cortico-corticales se muestran como una 
herramienta prometedora en nuestro siguiente objetivo, estudiar los aspectos 
diferenciales entre personas control y pacientes que han sufrido algún tipo de 
daño cerebral. En la actualidad no existen métodos fiables y válidos para el 
diagnóstico de los pacientes que, después de tener un traumatismo 
craneoencefálico o un trastorno cerebrovascular, quedan en estado vegetativo 
(coma vigil), en estado de mínima respuesta o con un trastorno neurocognitivo 
severo. Estos pacientes quedan en un estado en los que es difícil determinar, 
aunque estén con los ojos abiertos, parezca que siguen con la mirada, y que 
mantienen el ciclo sueño/vigilia, si realmente tienen conciencia. Aquellos que 
están conscientes pero no pueden demostrarlo clínicamente deben ser tratados 
de diferente manera que aquellos que no tienen conciencia.  
El método de diagnostico más usado hoy en día es la puntuación que 
sugiere el procedimiento de Glasgow y que se basan en una exploración clínica 
del paciente. Sin embargo la ambigüedad en las respuestas de dicha 
exploración y el solape sintomático de algunos estados de coma a nivel de 
comportamiento llevan a un 5% de error en la valoración del nivel de 
profundidad del estado de coma. Por ello es necesario obtener una herramienta 
de diagnóstico que permita distinguir el tipo de actividad cerebral subyacente a 
la estimulación en este tipo de pacientes, ya que la exploración clínica por sí 
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sola no ofrece garantías absolutas de diagnóstico en pacientes sin respuestas 
claras, coherentes y consistentes.  
Un primer paso en este objetivo es comprobar si los circuitos cortico-
corticales son una característica diferencial capaz de discriminar entre sujetos 
control y pacientes con daño cerebral leve. Dicha comprobación abriría las 
puertas a un estudio más detallado de los diferentes niveles de profundidad de 
daño cerebral o el grado de recuperación que hayan experimentado los 
pacientes, mediante la determinación de los circuitos cortico-corticales 
respuesta a un apropiado protocolo de estimulación sensorial.   
 
Antes de estudiar la determinación de los circuitos a partir de los registros 
electroencefalográficos  reparamos en unos de los problemas de mayor 
importancia en el análisis de EEG: la identificación y posterior eliminación de 
sus artefactos; paso previo y obligatorio ante cualquier tipo de análisis o estudio 
de la señal debido a que su presencia puede hacer que el EEG no sea 
interpretable o bien que una corrosiva eliminación de los mismos conlleve la 
pérdida de las propiedades diagnósticas de la señal. 
 
Entre los artefactos más comunes que aparecen en el EEG están: 
 
1. Chasquido del electrodo: Una importante fuente de artefactos es el 
contacto deficiente del electrodo con el cuero cabelludo, producido 
cuando el sujeto realiza algún movimiento con la cabeza. Este fenómeno 
se conoce como “chasquido” y son debidos a un incremento 
momentáneo y súbito en la impedancia del electrodo. El potencial 
extracerebral es remitido al electrodo causante.  
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Figura 27: Artefactos típicos que se superponen al EEG limpio  (A): Parpadeo 
(B),  movimiento de ojos (C), suministro eléctrico (D), actividad muscular (E) y 
pulso cardiaco (F).   
 
 
2. Artefacto por el parpadeo: Potenciales de voltaje máximo en las 
derivaciones frontales. El registro se debe al potencial corneorretiniano 
(la córnea es electropositiva respecto a la retina, del orden de milivoltios) 
y hay una contribución menor del electrorretinograma (ERG). Durante el 
parpadeo los globos oculares giran levemente hacia arriba (fenómeno de 
Bell). Así, los electrodos fronto-polares se vuelven momentáneamente 
positivos (Fig. 27B y Fig. 28).  
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Figura 28: EEG contaminado por artefactos de parpadeo 
 
3. Artefacto por movimiento ocular lateral: Se pueden reconocer en las 
derivaciones fronto-temporales en forma de potenciales puntiagudos 
fuera de fase. Por ejemplo, si el ojo se desvía hacia la izquierda, el globo 
ocular izquierdo se aproxima al electrodo temporal anterior izquierdo 
(F7), mientras que el globo ocular derecho gira hacia el electrodo 
temporal anterior derecho (F8). Por tanto, se registra un potencial 
positivo en F7 y un potencial negativo en F8 (recordar que la córnea es 
positiva respecto de la retina). De este modo, en el registro bipolar, las 
ondas resultantes se separan entre sí en los canales conectados a F7, 
mientras que en los canales conectados a F8 ocurre lo contrario. (Fig. 
27C y Fig. 29). 
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Figura 29: EEG contaminado por artefactos de movimiento ocular 
 
4. Movimientos oculares erráticos: Los movimientos oculares laterales y 
lentos que aparecen durante las fases de somnolencia producen ondas 
lentas con relaciones alternantes de fase en las derivaciones fronto-
temporales.  
5. Artefacto debido al suministro eléctrico, de una frecuencia de 50 ó 60 
Hz: Una frecuencia rítmica de 50 Hz (en nuestro caso) debida a la 
presencia de un dispositivo eléctrico cercano o de una toma de tierra 
deficiente, que suele aparecer debido a  la elevada impedancia del 
electrodo pero que en ocasiones es difícil de eliminar. Este artefacto es 
especialmente problemático en la unidad de cuidados intensivos (UCI), 
debido a la cantidad de aparatos eléctricos (Fig. 27D). 
6. Potenciales de acción musculares: Los artefactos musculares son 
muy frecuentes en el EEG. Estos artefactos suelen ser máximos en las 
regiones frontal y temporal. El artefacto muscular procedente de las 
regiones temporales se puede reducir si el paciente tiene la boca 
ligeramente abierta ya que así relaja la mandíbula. Un aspecto 
diferencial importante es la duración del potencial muscular, menos de 
20 ms (Fig. 27E).  
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7. Artefacto por la respiración: Potenciales excesivamente lentos con 
duración de varios segundos. El artefacto refleja el acortamiento de las 
corrientes entre los electrodos debido a una reducción de la impedancia 
en los mismos. En este caso, la sudoración (rica en sal) da lugar a lo 
que se conoce como puente de sal.  
8. Artefacto por el pulso: Onda rítmica y de configuración puntiaguda que 
tiene la misma frecuencia que el electrocardiograma (ECG). El tiempo de 
ascenso es más rápido que el de descenso. Este artefacto aparece 
cuando se coloca un electrodo sobre una arteria del cuero cabelludo, por 
ejemplo sobre una rama de la arteria temporal superficial. El 
desplazamiento del electrodo lejos de la arteria (1 – 2 cm) elimina el 
artefacto (Fig. 27F).  
9. Artefacto por temblor: Generalmente es una frecuencia  rítmica que a 
menudo es más evidente en las derivaciones posteriores. Los 
movimientos repetitivos de un miembro se transmiten a la cabeza, dando 
lugar a oscilaciones sutiles que afectan a los electrodos occipitales. Un 
ejemplo típico es el temblor de 5 a 6 Hz de personas con parkinson (que 
puede imitar a una descarga epiléptica rítmica). Se suele añadir un 
electrodo de electromiograma (EMG) para mayor claridad.  
 
La señal electroencefalográfica que registra un electrodo situado en el cuero 
cabelludo puede considerarse como una mezcla de señales provenientes de 
diferentes áreas del cerebro y señales catalogadas como artefactos.   En una 
primera aproximación las señales de origen neuronal pueden considerarse 
independientes de los artefactos (Jung et al., 2000b; James y Hesse, 2005). 
Teniendo esta aproximación en mente se ha propuesto un método de 
supresión de artefactos que no requiere la eliminación de segmentos y que 
está basado en el análisis de componentes independientes (ICA, de sus siglas 
en inglés) (Bell y Sejnowski, 1985). Posteriormente se han ido presentando 
diferentes modificaciones al algoritmo original (Anemüller et al., 2003; James 
and Gibson, 2003; James and Lowe, 2003; Joyce et al., 2004; Flexer et al., 
2005; Melissant et al., 2005).  El  objetivo de ICA es descomponer la señal de 
EEG registrada en fuentes estadísticamente independientes (componentes), y 
rechazar entre ellas aquellas responsables del artefacto. La mayoría de las 
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aplicaciones de este método se han centrado en la supresión de los artefactos 
oculares, sobre todo los debidos al parpadeo, donde este método se presenta 
bastante útil (Vigario, 1997; Jung et al., 2000a, b; Tong et al., 2001; Joyce et 
al., 2004; Flexer et al., 2005). Entre la comunidad científica ICA se concibe 
como una herramienta robusta y poderosa para la eliminación de artefactos 
(Jung et al., 2000a, b; Vigario et al., 2000; Tong et al., 2001; Iriarte et al., 2003; 
Tran et al., 2004; Urrestarazu et al., 2004). Sin embargo, todavía hay algunas 
cuestiones que merecen ser discutidas: 
 
1. La identificación de componentes responsables del artefacto requiere la 
experiencia del usuario en el campo y un conocimiento a priori sobre la 
estructura del artefacto. Además para una aplicación óptima del 
algoritmo deben usarse segmentos de EEG relativamente cortos, 10 s 
según sugieren los autores (Jung et al., 2000a) por lo que el método 
supone un laborioso análisis secuencial del EEG dividido en segmentos 
de corta duración. En este punto nos encontramos con un resultado que 
podría considerarse contra-intuitivo: una mayor cantidad de datos no 
siempre es mejor, como se discute por ejemplo en Brown et al. (2001).  
En un paso que perseguía la automatización del método, James y 
Gibson (2003) propusieron el uso de componentes independientes 
ajustadas a una señal de referencia que incorporase información sobre 
la estructura temporal del artefacto. Otro acercamiento supone la 
correlación entre el oculograma y las componentes independientes 
(Flexer et al., 2005).    
2. Aunque ICA es considerada como una técnica útil para eliminar los 
artefactos en el EEG, se han realizado pocos estudios cuantitativos que 
muestren sus ventajas y limitaciones. Los resultados publicados se han 
centrado casi exclusivamente en la mejora espectral que supone la 
descomposición de ICA cuando se eliminan los artefactos más típicos. 
Aunque se ha demostrado de la señal de EEG corregida por ICA exhibe 
una fuerte reducción en la banda de frecuencias correspondiente al 
artefacto (Tong et al., 2001; Tran et al., 2004)  también se ha alertado 
sobre la corrupción del espectro de potencias que sufre la actividad 
neuronal subyacente  (Wallstrom et al., 2004; Kierkels et al.; 2006). Un 
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problema clave en  el campo de la eliminación de artefactos del EEG es 
el estudio cuantitativo de cómo se distorsiona el espectro de la actividad 
cerebral cuando se aplica la corrección basa en ICA.  
3. Una de las aplicaciones inmediatas que sugiere el EEG es el estudio de 
circuitos cortico-corticales y su reorganización ante cambios de estados 
cerebrales [por ejemplo, Rodríguez et al., 1999; von Stein et al., 1999; 
Varela et al., 2001]. En la literatura actual no se ha evaluado la distorsión 
que podría inducir la supresión de artefactos empleando ICA en el 
análisis de la sincronía entre señales registradas por diferentes 
electrodos. Las características no locales como la coherencia espectral 
directa y parcial dependen de la relación de fase entre las señales bajo 
estudio. Por tanto la distorsión de la coherencia debido a los artefactos y 
su supresión no son deducibles de la distorsión del espectro de 
potencias (amplitud). Esto evidencia la necesidad de un estudio 
cuantitativo de la distorsión de la coherencia para poder realizar un 
análisis fiable de los circuitos.      
 
El estudio de estas tres cuestiones y la evaluación del método ICA para 
suprimir los artefactos ha tenido como fruto la propuesta de un nuevo método 
de eliminación de artefactos en el EEG, basado en ICA y en la transformada 
wavelet y que denotamos como wICA. Hemos evaluado el rendimiento de los 
métodos de supresión de artefactos ICA y wICA aplicándolos a registros EEG 
con dos objetivos definidos: a) testar la calidad de la recuperación de la señal 
cerebral sobre la que se superpone el artefacto. Para ello empleamos datos 
semi-simulados, donde la señal cerebral conocida a priori se usa como 
referencia para estimar la calidad de la recuperación en el dominio de tiempo. 
b) cuantificar la distorsión del espectro de potencias del EEG y la coherencia 
espectral introducidos por ambos métodos, ICA y wICA.  En este caso usamos 
registros EEG y tomamos como referencia épocas libres de artefactos situadas 
entre dos artefactos de parpadeo consecutivos. Dichos segmentos son 
delimitados manualmente en el registro original inspeccionando 
cuidadosamente cada canal (Jung et al., 200b) de forma que no haya ningún 
artefacto de otro tipo en la señal del electrodo seleccionado (por ejemplo, FP1). 
Nos referiremos a estas épocas como control. Una vez que hemos obtenido lo 
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datos a comparar (épocas control y los registros de EEG procesados por ICA y 
wICA), se aplica un análisis espectral y de conectividad. Comparamos las 
características derivadas (espectro de potencia y coherencia) obtenidas sobre 
la misma época después de aplicar los métodos de ICA y wICA con las 
designadas como control.  
 
 
Procedimiento de supresión de artefactos con los métodos ICA y wICA 
Ilustramos la supresión de artefactos apoyándonos en un ejemplo de 
eliminación de artefactos debidos al parpadeo y pulso cardiaco.  El artefacto 
generado por el parpadeo aparece en el EEG como un gran pulso bien 
localizado en el tiempo y que tiene un gran impacto sobre las señales del EEG, 
sobre todo las frontales. El artefacto del pulso cardiaco aparece cuando un 
electrodo está situado muy cerca de una arteria y se muestra como un tren de 
pulsos cortos y de amplitud relativamente baja a una frecuencia de unos 70 
pulsos por minuto. La figura 30A muestra un ejemplo de EEG de una persona 
adulta sana en estado de reposo y con los ojos abiertos. El segmento de datos 
mostrado  contiene los dos tipos de artefacto en los que estamos interesados: 
dos episodios de parpadeos (localizados alrededor de 3 y 7 segundos) que se 
manifiestan sobre casi todos los canales teniendo un efecto mayor en los 
frontales (FP1 hasta F8). Los segmentos control (para FP1) se han tomado 
entre dichos artefactos consecutivos, es decir desde 3.5 a 6.5 segundos. El 
artefacto del pulso cardiaco contamina sobre todo las señales registradas por 
los electrodos tempo-occipitales del lado izquierdo (T3, T5, O1).  
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Figura 30: Ejemplo de descomposición de un EEG contaminado por artefactos 
de parpadeo y cardiacos. A) Señal original (se muestra un segmento de 8 
segundos de longitud). B) Descomposición de una señal EEG original en sus 
19 fuentes (componentes independientes). La primera componente es 
identificada como responsable del artefacto generado por el parpadeo, 
mientras que la cuarta captura el artefacto del pulso cardiaco. C) Mapa del 
cuero cabelludo que muestra la fuerza de proyección relativa de cada 
componente sobre los 19 electrodos de registro. Las componentes #1 y # 4 
proyectan fuertemente sobre áreas frontales y tempo-occipitales del lado 
izquierdo, respectivamente.    
 
El algoritmo ICA separa la contribución artificial de la neuronal en 19 
componentes independientes (el mismo número que señales registradas). La 
primera componente exhibe unos pulsos fuertes (Fig. 30B) y que proyectan 
sobre todo a los electrodos frontales (Fig. 30C). Esto coincide con las 
características conocidas del artefacto de parpadeo (Jung et al., 2000a). 
Usando este conocimiento a priori podemos identificar la primera componente 
como responsable del artefacto de parpadeo. De igual forma, la cuarta 
componente (Fig. 30B) captura los pulsos rítmicos del artefacto cardiaco, que 
proyecta sobre áreas tempo-occipitales del lado izquierdo (Fig. 30C).     
De acuerdo al método de supresión de artefactos basado en ICA 
anulamos la primera y la cuarta componente y reconstruimos el registro EEG 
usando la ecuación (4), lo que nos da el EEG corregido por ICA (Fig. 31A). 
Notamos que de esta forma y de acuerdo con las suposiciones de ICA 
eliminamos únicamente los artefactos de parpadeo y pulso cardiaco.  
“Limpiamos” el mismo segmento de EEG con el algoritmo wICA. Una vez 
estimadas las componentes independientes por el algoritmo ICA aplicamos el 
procedimiento de corte (“thresholding”) wavelet automático (pasos 2 – 4, página 
92 sección de métodos) seguido de la recomposición de la señal (paso 5). La 
figura 31B muestra el EEG corregido por wICA. Una primera inspección visual  
del EEG limpiado confirma que ambos métodos suprimen los dos tipos de 
artefactos. Sin embargo, analizando las señales en detalle en los electrodos 
frontales dentro del segmento libre de artefactos (entre los dos episodios de 
parpadeo) observamos alguna distorsión introducida por el método ICA. La 
señal de EEG limpiada por wICA se aproxima más a la control (Fig. 31C).     
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Figura 31: Supresión del artefacto y distorsión de la señal por los métodos ICA 
y wICA. A y B) Los artefactos oculares y de pulso cardiaco son eliminados por 
los métodos ICA (A) y wICA (B) (comparar con la figura 3A). C) Ampliación de 
la señal en los segmentos designados como control (libres de artefacto) en el 
electrodo FP1. La señal limpiada por wICA reproduce prácticamente la señal 
control, mientras que la limpiada por ICA introduce alguna distorsión. D) 
Estimación del artefacto del pulso cardiaco que contamina la señal del 
electrodo T5 de acuerdo a la ecuación (11) 
 
 
Cuantificamos el error cuadrado medio en el dominio de tiempo: 
( )2/ ( ) ( )ICA wICA controlMSE E x t x t = −  , de donde tenemos para la señal registrada 
por el electrodo situado en la posición FP1 10.6 y 0.1 2Vµ  para ICA y wICA, 
respectivamente. Para caracterizar la calidad de la corrección del pulso 
cardiaco por ambos métodos reconstruimos dicho artefacto presente en la 
señal T5:  
 /ˆ( ) ( )pulso cardiaco original ICA wICAa t x x t= −   
 
La figura 31D muestra la estimación del artefacto que proporcionan 
ambos métodos. La reconstrucción del artefacto que estiman ICA y wICA 
retienen alrededor de 4.1 y 0.5  2Vµ  de la actividad cerebral, respectivamente.  
Recalcamos que esta actividad se pierde en el EEG corregido por ambos 
métodos. Para descartar posibles fallos en la ejecución del algoritmo ICA o 
peculiaridad en los datos hemos repetido el procedimiento empleando 
diferentes algoritmos de ICA (Informax y FastIca) y hemos usado diferentes 
registros de EEG. Consistentemente con otros estudios (McKeown et al., 1998; 
Brown et al., 2001) ambos algoritmos aplicados a diferentes registros nos 
proporcionan resultados similares. Por tanto podemos concluir que los métodos 
ICA y wICA suprimen los artefactos pero wICA conserva mucho mejor la 
actividad cerebral fuera de los episodios de artefacto. Notar que las 
componentes identificadas como responsables de los artefactos (Fig. 30B) 
contienen actividad (de origen neuronal) entre dos episodios consecutivos de 
artefactos, y que por definición debería ser nula.  Por tanto al anular las 
componentes, según marca el procedimiento de ICA, perdemos dicha actividad 
lo que provoca la distorsión del EEG que acabamos de cuantificar. 
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Como hemos adelantado pretendemos evaluar el rendimiento de ICA y 
wICA con dos objetivos claros: a) testar la calidad en la recuperación de la 
señal bajo el artefacto; y b) cuantificar la distorsión espectral y coherente que 
introducen ambos métodos. 
 
       a) Recuperación de la señal cerebral bajo el artefacto 
Hemos visto que ICA podría alterar la señal cerebral, mientras que wICA 
preserva mejor la actividad neuronal. Cuantificamos en el dominio de tiempo 
las distorsiones introducidas por los métodos cuando recuperamos la señal 
cerebral que está debajo del artefacto. Para ello hacemos uso de datos de EEG 
semi-simulados.  
La figura 32A muestra un ejemplo de tal registro. Los artefactos oculares 
se propagan a través de áreas frontales y el del pulso cardiaco está más 
presente en el canal F8. Siguiendo el procedimiento discutido anteriormente 
calculamos las 19 componentes independientes (Fig. 32B) e identificamos la 1 
y 3 como responsables de los artefactos oculares y de pulso cardiaco, 
respectivamente.  Notar que tal y como ya se comentó que fuera de los 
episodios de artefacto las componentes contienen una considerable cantidad 
de actividad cerebral que incluso persiste durante el artefacto.  Esta 
persistencia de actividad degrada la calidad de la limpieza de ICA. wICA nos 
permite recuperar esta actividad mejorando así el rendimiento del método de 
supresión de artefactos. La figura 32C muestra una ampliación de la actividad 
cerebral, los artefactos simulados que superponemos y las señales 
recuperadas por ICA y wICA. De forma similar a la figura 31C observamos una 
distorsión mas prominente en la señal corregida por ICA que en la de wICA, lo 
que sucede para los dos tipos de artefactos. 
Para cuantificar la calidad de la recuperación de la señal cerebral 
calculamos el error cuadrado medio residual entre el EEG de referencia (libre 
de artefactos) en los canales FP1 y F8 y aquellos obtenidos después del 
procesamiento de ICA o wICA. La tabla 2 recoge los resultados.  
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  Canal FP1 (µV2) Canal F8 (µV2) 
Semi-simulado 92.4 11.2 
ICA 9.9 7.5 
wICA 1.6 2.3 
 
Tabla 2: Error cuadrático medio para los EEG corregidos con ICA o wICA en el 
dominio de tiempo. 
 
La presencia de artefactos oculares y de pulso cardiaco en el EEG semi-
simulado (control + artefactos) se caracteriza por 92.4 y 11.2 2Vµ en la señal 
“registrada” relativa al control para los electrodos FP1 y F8, respectivamente. El 
EEG limpiado por ICA reduce fuertemente (unas 9 veces) la presencia de 
artefactos en el canal FP1 y moderadamente (1.5 veces) en el canal F8. Esto 
corresponde a una reducción de 19.4 y 3.5 dB del artefacto ocular y de pulso 
cardiaco, respectivamente. wICA mejora considerablemente la calidad de la 
supresión del artefacto y mejora el rendimiento de ICA 6 veces en la 
separación de la actividad cerebral del artefacto ocular y más de tres veces en 
el caso del artefacto de pulso cardiaco. Por tanto, tenemos que wICA 
proporciona una reducción de 35.2 y 13.7 dB de los artefactos oculares y de 
pulso cardiaco, respectivamente. 
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Figura 32: Recuperación de la señal cerebral bajo el artefacto sobre datos de 
EEG semi-simulados. A) Segmento de EEG de 8 segundos de duración que 
exhibe artefactos oculares (en los electrodos FP1-F4)  y de pulso cardiaco 
(electrodo F8) (solo se muestran los 8 primeros canales de los 19). B) 
Componentes independientes encontradas por ICA (se muestran solo los 4 
primeras de las 19). Las componentes #1 y #3 captan correctamente las series 
temporales de los artefactos oculares y de pulso cardiaco, respectivamente. Sin 
embargo, hay una cantidad considerable de actividad cerebral que “se cuela”  
en esas componentes. C). Ampliación de los episodios de artefacto  ocular 
(FP1) y pulso cardiaco (F8) en control y corregido por ICA y wICA. Los 
artefactos simulados se muestran en línea discontinua en gris. Para ambos 
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tipos de artefacto las señales corregidas por ICA se desvían de la de referencia 
mucho más fuertemente que las corregidas por wICA.  
 
 
b) Distorsión del  espectro de potencias y coherencia  
El primer paso es derivar la distorsión espectral y de la coherencia que 
introducen los métodos. Por definición, el espectro de potencias de una señal, 
( )y t , está dada por la transformada de Fourier de su función de auto-
covarianza ( ) ( ) ( )yyC y t y tτ τ= − :  
( ) ( ) iyy yyP C e d
ωτω τ τ−= ∫ . 
Podemos representar la señal corregida por ICA o wICA como 
1ˆ ( ) ( ) ( )j j jx t r t m n t= − , donde ( )jr t  es la señal libre de artefactos y ( )n t  la 
actividad neuronal residual. La covarianza puede representarse por tanto como: 
 ˆ 1( ) ( ) ( )j jr n x a j nnC C m Cτ τ τ= +  (6.1) 
    
Si tenemos en cuenta que en una primera aproximación el artefacto no está 
correlacionado con la actividad neuronal, por tanto ˆ ( ) 0jx aC τ = , y que las 
componentes son independientes tenemos que ˆ ( ) 0jx SC τ = . Por tanto, la 
ecuación (6.1) se reduce a 1( ) ( )jr n j nnC m Cτ τ= . La auto-covarianza del EE 
corregido por ICA en el electrodo j-ésimo viene dada por: 
2
ˆ ˆ 1 1( ) ( ) 2 ( ) ( )j j j j jx x r r j r n j nnC C m C m Cτ τ τ τ= − +  
donde yzC  denota la función de covarianza de las señales ( )y t  y ( )z t . 
Empleando esta expresión de la covarianza obtenemos que el espectro de un 
EEG corregido por ICA es: 
ˆ ˆ 1 1( ) ( )j j j jx x r r j k nnP P m m Pω ω= − . 
De esta expresión podemos concluir que la distorsión de la señal en el 
electrodo j-ésimo introducida por ICA está dada por: 
2
1( ) ( )j j nnP m Pω ω∆ = −         
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donde 1jm  es el peso correspondiente en el matriz de composición M, y ( )nnP ω  
es el espectro de la actividad cerebral que persiste en la componente 
independiente. 
 
Figura 33: Selección de la época de EEG considerada para la estimación de las 
componentes y sobre la que vamos a  evaluar la eficacia en la supresión de 
artefactos (recuadrada en gris).  Designación de los segmentos control (libres 
de artefactos) y los correspondientes en la señal corregida por ICA y wICA 
sobre los que vamos a evaluar la distorsión introducida en el dominio de tiempo 
y de frecuencia (recuadrada en naranja). 
 
 
Estudiamos sobre EEG reales la distorsión en el espectro de potencias 
de la actividad cerebral que introduce la supresión de artefactos. La distorsión 
de la señal que hemos cuantificado anteriormente (tabla 1) tendrá por lo 
general un efecto sobre el espectro de potencias de la señal cerebral:   
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( ) ( ) ( )x x r rP P Pω ω ω= + ∆   
donde ( )r rP ω  es el espectro de potencias de referencia de la señal libre de 
artefacto, ( )x xP ω  es el espectro de la señal procesada por ICA o wICA, y ( )P ω∆  
es la distorsión introducida por los métodos y que idealmente debería ser igual 
a cero.  
 De acuerdo con la expresión de ( )P ω∆   el espectro de potencias de las 
señales registradas por todos los electrodos en un EEG corregido por ICA 
estarán infra-estimadas con la misma función espectral, ( )nnP ω , pero con 
diferentes factores, 21jm . Debido a que 
2
1jm  decae con j para el artefacto ocular 
(Fig. 30C), la distorsión espectral será mayor en los electrodos frontales. El 
algoritmo wICA reduce drásticamente la actividad cerebral residual en la 
componente designada como responsable del artefacto por lo que Pnn decrece 
fuertemente y por tanto proporciona potencialmente una mejor aproximación al 
espectro de potencias de un EEG libre de artefacto.     
 Para cuantificar el grado de distorsión espectral introducido por los 
métodos de supresión de artefacto sobre las diferentes bandas de frecuencia, 
calculamos la densidad de potencia media promediando sobre diez épocas y 
convirtiéndolo a decibelios, para los segmentos de referencia (control, 
segmentos enmarcados en el cuadro naranja en la figura 33) y después de la 
supresión de artefactos con ICA y wICA. Repetimos el mismo procedimiento 
cambiando la longitud de los datos usado para la descomposición de ICA 
(longitud del segmento enmarcado en un cuadro gris en la figura 33), pero 
manteniendo los mismos límites temporales para la época control (segmentos 
anaranjados en la figura 33). La tabla 3 recoge los resultados. 
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Tabal 3: Densidad de potencia media para la señal registrada por el electrodo 
FP1 evaluada sobre el segmento control y el mismo después de suprimir los 
artefactos con ICA y wICA. 
 
 La distorsión del espectro que introduce ICA (la diferencia entre la 
densidad de potencia evaluada sobre la señal corregida por ICA y la señal libre 
de artefacto) incrementa con la longitud de los datos usados para la estimación 
de la matriz de composición y las componentes independientes. Con respecto a 
las bandas de frecuencias, las bandas Theta y Alpha son las menos afectadas, 
mientras que Beta y Gamma sufren más la distorsión. Por otro lado, wICA 
preserva la señal mejor que ICA en las ventanas de tiempo libres de artefacto y 
conlleva un error considerablemente menor en la estimación del espectro. Se 
observa una ligera distorsión en la banda Theta, mientras que en las demás 
bandas la densidad es prácticamente igual a la densidad en control. De igual 
forma que con ICA observamos una ligera disminución del rendimiento al 
aumentar la longitud de los datos considerados para la estimación de las 
componentes independientes. Recomendamos el uso de segmentos de 
longitud no superior a 15 segundos. Fijando la longitud a 10 segundos (la 
longitud recomendada para la aplicación de ICA, Jung et al., 2000a) tenemos 
que el valor absoluto de la distorsión espectral, dado por: 
/ICA wICA controlP P P∆ = −    
sobre las bandas Theta, Alpha, Beta y Gamma es 4.4, 3.8, 4.3 y 4.8 dB para 
ICA, y 0.7, 0.2, 0.1 y 0.1 dB para wICA. Notar que, como se predecía en (13), el 
espectro del EEG corregido por ICA es siempre menor que el espectro en 
control.  
 Una vez cuantificada la distorsión que sufre el espectro de potencias 
un paso inmediato pero sin embargo no estudiado hasta el momento es 
estudiar cómo la supresión de artefactos afecta a los resultados de la inferencia 
de la interacción (circuito) entre señales registradas por diferentes electrodos. 
 En el caso más simple, la sincronía entre diferentes electrodos es 
capturada por la evaluación de la coherencia espectral directa y parcial (SC y 
PSC). La figura 34 muestra un ejemplo de la SC evaluada para el par de 
electrodos FP1 y F7 en control (usando épocas libres de artefacto) y después 
de la supresión de artefactos con ICA y wICA. Sobre cada gráfica 
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representamos también el nivel de significancia estadística obtenido sobre los 
datos barajados. La coherencia en una banda de frecuencia dada por encima 
del nivel de los datos barajados puede considerarse significativa y podemos 
concluir positivamente sobre la asociación funcional entres dichos canales. 
 
 
 
 
Figura 34: Coherencia espectral párale par de electrodos FP1 y F7 evaluada 
sobre control y después de la supresión de artefactos con ICA y wICA. Las 
curvas en blanco marcan el nivel de significancia estadística obtenidos sobre 
datos barajados. EL EEG corregido por ICA presenta una coherencia sobre-
estimada.     
 
La coherencia calculada sobre el EEG corregido por ICA es 
significativamente mayor que en control para todas las bandas de frecuencias. 
Esta sobreestimación podría llevar a una hper-conectividad espuria, es decir a 
un falso positivo en la conclusión de la interacción entre las correspondientes 
áreas corticales. La supresión del artefacto por el algoritmo wICA ofrece una 
menor distorsión de la amplitud y fase y obtenemos una estimación de la 
coherencia muy similar a la obtenida en control (Fig. 34A y C).  
Ahora testamos cómo los resultados de la supresión de los artefactos 
afectan a la identificación del patrón de conectividad entre las señales de EEG. 
Para concluir positivamente en la presencia de conexión entre pares de 
electrodos evaluamos la elevación de la PSC sobre el nivel de significancia 
estadística proporcionado por los datos barajados, de forma similar a la 
coherencia ordinaria representada en la Figura 34. Si la elevación es positiva, 
este valor cuantifica el grado de sincronía entre las áreas corticales teniendo en 
cuenta la dinámica observada en los otros electrodos. La Figura 35 muestra el 
grado de sincronía calculado para los EEG corregidos por ICA y wICA relativo 
al nivel de coherencia en control.  Ningún trazo que conecte dos áreas 
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corticales supone una perfecta concordancia con el circuito en control, mientras 
que un trazo rojo o azul conectando dos puntos significa una hiper- e hipo-
conectividad, respectivamente. Los datos procesados por ICA en general 
conllevan una hiper-conectividad sobre todas las bandas de frecuencia  (ver 
también la figura 34). La aplicación de wICA mejora considerablemente la 
predicción proporcionando únicamente unos pocos trazos espurios en las 
bandas Theta y Alpha.     
 
 
 
Figura 35: Grado de acoplo relativo entre áreas corticales hallado con la 
coherencia espectral parcial. Como referencia (nivel cero) usamos la 
coherencia evaluada sobre u segmento control. Las líneas rojas y azules 
muestran respectivamente hiper- e hipo- coherencia espuria. El grosor del 
acoplo define la fuerza de la asociación relativa entre las correspondientes 
áreas corticales.  
 
Para profundizar en el problema de la hiper-conectividad después de la 
eliminación de artefactos con ICA (Fig. 35) consideramos el caso en el que las 
señales de origen neuronal de dos electrodos están estadísticamente no 
relacionadas, ( )jr t  y ( )kr t , que consecuentemente deben tener una correlación 
cruzada y coherencia nula. La aplicación de ICA nos dará: 
 1 1ˆ ˆ( ) ( ) ( ), ( ) ( ) ( )k k k j j jx t r t m n t x t r t m n t= − = −   
 
Donde las variables marcadas con ^ corresponden a la señal de EEG corregida 
por ICA, , ( )j kr t  son las señales libres de artefacto, ( )a t  la señal corrupta por el 
artefacto  y 1( ) ( ) ( )n t S t a t= −  es la actividad neuronal persistente en la 
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componente independiente responsable del artefacto, ( )S t . De laexpresión de 
ˆ( )x t  podemos ver que aunque la señal libre de artefacto ( )jr t  y ( )kr t  están 
descorrelacionadas sus partes procesadas por ICA, ˆ jx  y ˆkx  se correlacionan 
debido a la presencia de un término común, ( )n t . Usando la definición de 
coherencia espectral y la representación 
¡Error! No se encuentra el origen de la referencia. de la señal obtenemos: 
1 1
ˆ ˆ
ˆ ˆ ˆ ˆ
( )
( )
( ) ( )
j k
j k
j j k k
r r j k nn
x x
x x x x
P m m P
SC
P P
ωω ω ω
−=  
De aquí que tenemos una coherencia espuria diferente de cero: 
1 1
ˆ ˆ ˆ ˆ
( ) 0
( ) ( )
j j k k
j k nn
x x x x
m m P
SC
P P
ω ω ω= ≥   
Por tanto cuando la actividad neuronal residual que persiste en la 
componente independiente responsable del artefacto no es nula, la coherencia 
espectral (así como la coherencia espectral parcial) pueden sobreestimarse 
después de la supresión de artefactos con ICA (Fig. 35). El algoritmo wICA 
recupera la actividad neuronal persistente en la componente por lo que mejora 
los resultados de la estimación de la coherencia. 
 
6.2.2 Circuitos cortico-corticales  
Una vez  aplicado el método wICA de eliminación de artefactos podemos 
trabajar con las señales de EEG en la determinación de los circuitos cortico-
corticales. Contamos con una base de 25 sujetos control y 10 pacientes que 
han sufrido algún tipo de daño cerebral, a partir de los cuales pretendemos 
estudiar las características discriminantes en el circuito entre ambas 
poblaciones. 
Como hemos discutido en la sección antreior recomendamos el método 
PSC por ser el más robusto en la determinación del patrón de conectividad 
global, distinguiendo entre las conexiones directas e indirectas. Sin embargo, 
no es posible extraer fácilmente la dirección del acoplo. En este sentido el 
método DTF proporciona los mejores resultados. Korzeniweska et al. (2005) 
propusieron el método dDTF como una técnica que combina las ventajas de los 
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métodos anteriores. Empleamos dDTF para hallar la conectividad cortico-
cortical, cuyo procedimiento ilustramos con ejemplos de conectividad entre 
circuitos locales para sujetos ante los estados de reposo con ojos abiertos y 
cerrados.   
En la representación de las curvas de conectividad proporcionadas por 
dDTF o PSC la gráfica situada en la fila i y columna j muestra el acoplo desde 
el electrodo i hasta el j. Las curvas en rojo marcan el nivel de independencia 
calculada utilizando el método datos barajados que nos permite concluir la 
existencia de interacción.   
  Centramos nuestra atención en la determinación del patrón de 
conectividad para ciertos electrodos seleccionados. Trabajamos con dos 
conjuntos de electrodos;  por una parte hallaremos la conectividad entre los 
electrodos Pz, P4, T6 y O2 y por otra consideramos el conjunto FP1, F7, F3, 
Fz, P4, T6 y O2 que tiene en cuenta electrodos situados en posiciones 
distantes entre sí. Para este último conjunto de electrodos estudiamos el patrón 
de conectividad funcional determinado por el método dDTF como puede verse 
en la figura 2. Los electrodos situados en posiciones cercanas están 
sincronizados (hay conexión entre las correspondientes zonas corticales) pero 
no establecen ninguna interacción con los electrodos distantes.  
 
 
 
126 
Figura 36. A) Representación gráfica de los resultados de la aplicación del 
método dDTF para el conjunto de electrodos FP1, F7, F3, P4, T6 y O2. B) 
Circuito funcional detectado por el método sobre las posiciones de los 
electrodos. El grosor de la línea de interacción simboliza la fuerza de acoplo 
entre los pares. 
 
  
Diferencias en el acoplamiento: ojos abiertos - cerrados 
Debido a que trabajamos con los EEGs cuando el paciente tiene los ojos 
abiertos y cuando los tiene cerrados es interesante observar las variaciones 
relativas a los electrodos en la posición occipital (en este caso O2), como 
podemos ver del estudio de la topología de los electrodos Pz, P4, T6 y O2. 
La figura 36 muestra el análisis del registro del sujeto con los ojos abiertos. La 
topología encontrada por los métodos de la coherencia parcial y dDTF coincide, 
sin embargo dDTF nos proporciona además la dirección del acoplo (pueden 
verse las puntas de flechas en el circuito de la figura). Ambos métodos 
detectan una interacción débil entre los electrodos Pz y O2 que sabemos que 
esta dirigida desde la región occipital a la parietal. Para los demás pares de 
canales el acoplo puede considerarse fuerte, ya que como vemos en las 
gráficas las funciones   para ambos métodos superan considerablemente el 
valor umbral de independencia para varias frecuencias.  
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Figura 37. A) Representación gráfica de la coherencia parcial y dDTF para el 
conjunto de electrodos Pz, P4, T6 y O2 para el paciente con los ojos abiertos. 
B) Representación sobre las posiciones de los electrodos los circuitos 
funcionales encontrados por ambos métodos.  
 
  
Para ver las diferencias respecto al sujeto con los ojos cerrados nos 
fijamos en la figura 37 y la comparación dada en la figura 38. En este caso los 
métodos de coherencia parcial y dDTF difieren en la interacción entre los pares 
Pz y O2. Como vemos en la figura la coherencia parcial desprecia tal conexión 
y dDTF la considera aunque de forma débil. Sigue apreciándose conexión 
desde el electrodo O2 hasta los electrodos Pz y T6 pero esta última se debilita. 
Respecto a las diferencias con el caso anterior vemos que aunque las gráficas 
son muy similares, hay variaciones que se centran en el electrodo O2 como 
cabría esperar ya que se refiere a la corteza visual. 
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Figura 38: El mismo esquema de gráficas que la figura 2 para el caso del 
paciente con los ojos cerrados. Notar las diferencias topológicas en torno al 
electrodo O2. 
 
 
6.2.2 Discriminación de estados  
Recuperando el objetivo final de nuestro trabajo, discriminar entre sujetos 
control y pacientes como primer paso y discriminar diferentes niveles de 
profundidad de daño cerebral como objetivo último, nos planteamos estudiar si 
el circuito es una característica discriminante de dichos estados. Es decir, una 
vez hallados los circuitos para la población de sujetos control y de pacientes es 
necesario aplicar alguna medida capaz de evidenciar las diferencias entre 
ambas poblaciones. La medida propuesta es el Análisis Discriminante Lineal 
(LDA) por ser una herramienta de agrupamiento. Aplicamos LDA a ambas 
poblaciones (sujetos  control – pacientes) para estudiar su discriminación. El 
siguiente diagrama resume nuestro dilema.   
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Aplicamos LDA a los circuitos obtenidos a partir de 10 sujetos control y 
10 pacientes. La siguiente gráfica muestra la variable de Fisher para cada 
circuito (Fig. 39). En rojo se han representado los pacientes y en verde los 
sujetos control. Como puede verse la separación es clara. Hemos remarcado 
las diferencias agrupando cada población en un círculo. En este caso hemos 
trabajado con la conectividad funcional para los rangos de frecuencia Theta y 
Beta. Este análisis nos permite, además, saber que pares de electrodos son 
más importantes para la discriminación. Nuestros resultados muestran que las 
parejas de electrodos significantes en la discriminación son Pz ? P4, T6 ? P4, 
P3 ? T5 y C4 ? P4.  
 
  
 
Figura 39: Análisis Discriminante Lineal (LDA) para las poblaciones de sujetos 
control (verde) y pacientes (rojo). La separación entre los circuitos de ambas 
poblaciones de clara. Cada población puede reagruparse definiendo un grupo 
de similares características. 
130 
 
6.3 Interacción entre las áreas visuales de los dos hemisferios cerebrales 
dependiente del estímulo 
Dando un paso más en la escala espacial de los registros electrofisiológicos 
trabajamos a media escala  con los LFP registrados en la corteza visual del 
hurón. Sin embargo estudiamos un circuito a gran escala: la interacción inter-
hemisférica y local en el procesamiento de la información visual. En el sistema 
visual la representación de la retina se divide entre los dos hemisferios a lo 
largo de la línea correspondiente a la decusación naso-temporal de los axones 
de las células ganglionares en el quiasma.  
 
 
Figura 40: Representación de la escena visual de la retina que se divide entre 
los dos hemisferios a lo largo de la línea media. Estudiamos el papel de las 
conexiones entre las áreas visuales de los dos hemisferios para restablecer la 
continuidad funcional entre las dos hemi-representaciones del campo visual.  
 
Esta línea carece de forma (un-sharp) y, por tanto en ambos hemisferios 
está representada una ancha franja del campo visual a lo largo de la línea 
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media. Una pregunta inmediata (por ejemplo, Hubel y Wiesel 1967; Berlucchi 
1972; Payne et al. 1991; Ptito 2003) es si la representación bilateral de esta 
porción ancha de la retina es suficiente  para restablecer la continuidad 
funcional entre las dos hemi-representaciones del campo visual o si se requiere 
de conexiones entre las áreas visuales de los dos hemisferios. La organización 
anatómica de la conexión dada por el cuerpo calloso parece apoyar la última 
opción.  
En todas las especies, incluido el hurón con el que hemos trabajado, y 
en áreas que contienen mapas retinotópicos, las conexiones callosas se 
encuentran principal o exclusivamente cerca de la representación de la línea 
media del campo visual (Innocenti, 1986; Manger et al., 2002). 
Consistentemente a la anatomía, las neuronas que proyectan sus axones en el 
cuerpo calloso tienen campos receptivos que involucran la línea media del 
campo visual   (Hubel y Wiesel 1967; Berlucchi et al., 1967; Shatz 1977; 
Innocenti 1980; Lepore y Guillemot 1982). Se cree que las conexiones callosas 
realizan, a lo largo de la línea media del campo visual,  funciones similares a 
aquellas realizadas en otros lugares del campo visual mediante conexiones 
entre áreas. Esto está apoyado por  el hecho de que la topografía funcional de 
las conexiones callosas es parecida a la de las conexiones entre áreas; ambas 
conectan predominantemente neuronas con una orientación preferentes 
(Schmidt et al., 1997). En este trabajo pretendemos evaluar el papel de la 
interacción inter-hemisférica, en la integración de respuestas a lo largo de la 
línea media del campo visual estudiando las consecuencias de la desactivación 
de las áreas visuales del hemisferio contralateral (siguiendo el protocolo de 
Payne et al., 1991). Para comparar los resultados con trabajos anteriores 
usamos tres tipos de estímulo visual: pequeños destellos cuadrados (siguiendo 
el protocolo de Nakamura et al., 2007) y barras de idéntica o diferente 
orientación en los dos hemicampos (siguiendo los protocolos de Kiper et al., 
1999; Carmeli et al., 2005; Knyazeva et al., 2006).  
 
Abarcamos el estudio de la interacción a gran escala, inter-hemisférica 
mediada por el cuerpo calloso y a escala local en el sistema visual empleando 
por una parte las herramientas vista hasta ahora y por otra desde el punto de 
vista deductivo a partir de las propiedades estadísticas de los registros LFP.  
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Para poder estudiar cómo las áreas visuales de los dos hemisferios cerebrales 
interaccionan en el procesamiento de un estímulo visual hemos registrado los 
potenciales de campo locales (LFP, de sus siglas en inglés) en las zonas 
conectadas por el cuerpo calloso de las áreas 17 y 18 del hurón (Fig. 41B) 
durante la presentación de tres tipos de estímulo (Fig. 41A). 
 
Estimulación S1: Pulsos cuadrados de luz brillante a una intensidad lumínica de 
2.5 deg, de duración 50 ms con un intervalo entre estímulos de 0.5 s con una 
posición al azar en una cuadrilla de 10 x 10 elementos, cubriendo 25 deg en la 
posición central del campo visual. Repetimos la secuencia de estimulación 10 
veces con un intervalo de 2 s.  
 
Estimulación S2: Barras sólidas en cuatro orientaciones diferentes con un paso 
de 45º en sentido horario e idénticas en los dos hemicampos.   
 
Estimulación S3: El mismo protocolo de S2 pero la orientación y/o dirección del 
movimiento es diferente para cada hemicampo. Los estímulos permanecen 
estacionarios durante 0.5 s después se mueven en una de las dos direcciones 
perpendiculares a sus orientaciones durante 3 s seguidas  de 3 s de exposición 
al monitor en gris equiluminiscente. Las barras tienen una frecuencia espacial 
de 0.1 ciclos/deg y una velocidad de 14 deg/s. 
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Figura 41: Montaje experimental. A) Estímulo visual empleado. S1: Pulsos 
cuadrados de luz brillante con una posiciones al azar en una cuadrilla de 10 x 
10 elementos. S2: barras sólidas en cuatro orientaciones diferentes con un 
paso de 45º en sentido horario e idénticas en los dos hemicampos. S3: El 
mismo protocolo de S2 pero la orientación y/o dirección del movimiento es 
diferente para cada hemicampo. B) Introducción de una matriz de 15 micro-
electrodos en la corteza occipital del hemisferio derecho del hurón. Los 
electrodos cubren un rectángulo de 1640 x 820 µm y están espaciados en 
intervalos de 410 µm. Un metal de 3 mm x 6 mm situado sobre la 
correspondiente posición del hemisferio contralateral congela la zona. 
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Respuesta al estímulo S1 
Reconstruimos la respuesta al estímulo S1, para las 10x10 posiciones en las 
que se ha presentado y cada una de las localizaciones de registro de los 
electrodos (45 con respuesta), como promedio de la actividad en las 10 
repeticiones de cada estímulo.  Las respuestas (Fig. 42) consisten en LFP de 
componente negativa cuya amplitud depende de la localización del estímulo, 
definiendo así el campo receptivo periférico (PRF).  En el territorio cortical 
cubierto por los multi-electrodos la posición de los PRF cambia, en elevación y 
azimut, tal y como se esperaba según los mapas retinotopicos de las áreas 17 
y 18 (Manger et al., 2002). Es decir, la elevación del PRF se incrementa en la 
dirección medial a lateral y el azimut decrece en la dirección posterior a anterior 
hasta un mínimo, correspondiente a la línea media del campo visual y al borde 
entre las áreas 17 y 18 e incrementó en el área 18 (Fig. 43). Debido a la 
parálisis los ojos pueden encontrarse desalineados y cuando este fenómeno no 
se compensa se pueden definir dos PRF separados, uno para cada ojo y donde 
el de mayor respuesta corresponde a la estimulación del ojo contralateral (Fig. 
43). La respuesta en los LFPs comienza con una latencia en el rango de 24-37 
ms, siendo más corta cerca del centro del PRF y mayor en la periferia, lo que 
concuerda con los trabajos de Nakamura et al. (2007). La componente negativa 
del LFP dura entre 80 y 120 ms, seguida de una componente positiva de mayor 
duración.     
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Figura 42: Respuesta al estímulo S1 antes, durante y después de la 
congelación del hemisferio contralateral. En cada posición del estímulo S1 se 
generó un conjunto de LFP de diferentes amplitudes, que definían el campo 
receptivo periférico (PRF). (Véase también la figura Fig. 43). Ni la localización 
de los PRF, ni la amplitud y forma de los LFPs cambian debido a la congelación 
del hemisferio contralateral. Como se esperaba, la resta de las respuestas 
obtenidas antes de la congelación (pre-cooling) de aquellas obtenidas después 
de la primera y segunda congelación es prácticamente plana.  
 
La congelación del hemisferio contralateral no afecto la respuesta al 
estímulo S1, tal y como podemos ver en la figura 42 donde se muestra la resta 
de las respuestas antes y durante la congelación que resultó en trazos 
prácticamente planos (Fig. 42). Para testar la posibilidad de cambios más 
sutiles, se aplico separadamente a cada LFP registrado en cada posición de 
estimulación un test de 50-50 MANOVA. Este Se encontró cambios 
significativos en 58 de 479 localizaciones de estimulación que pertenecían al 
PRF. Desafortunadamente, la mayoría de esos cambios no se recuperaron 
después de la congelación. Además, se encontraron cambios significativos 
fuera del PFR en un número significante de casos (152 de 2521). Finalmente, 
usando el método de tasa de falsos descubrimientos en control para errores de 
tipo I solo 4 de las 58 respuestas en el PRF mantuvieron sus cambios 
significativos después de la congelación. En el mismo experimento que el 
mostrado en la figura 2 y con la misma localización del micro-electrodo la 
congelación provocará un decremento de la respuesta durante la estimulación 
con el protocolo S2 (tal y como se mostrará en la figura 45). 
 
En conclusión,  la señal de entrada de las áreas visuales contralaterales  
no contribuye significativamente al PRF definido con estímulos de flashes 
discretos cerca de la línea media del campo visual, como ya se sugirió en 
trabajos anteriores realizados con estudios de imagen óptica y LFPs 
(Nakamura et al., 2007). Estímulos discretos de corta duración no parecen ser 
procesados a través de la interacción inter-hemisférica en las áreas visuales 
primarias. Esto sugiere que la interacción inter-hemisférica en las áreas 
visuales primarias es específica para cada estímulo.   
Coincidiendo con los trabajos de Payne et al. (1991), al eliminar la señal de 
entrada proveniente del hemisferio contralateral no se suprime la respuesta al 
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estímulo visual, sino que se modifica de una forma más compleja. Es decir, la 
señal de entrada desde el cuerpo calloso interfiere a la tálamo-cortical, al 
menos en las áreas visuales primarias. Esto podría ser un principio común en 
la función del cuerpo calloso, en las áreas sensoriales primarias, como se ha 
visto en las áreas somatosensoriales en gatos, roedores y humanos (Innocenti 
et al., 1973; Fabri et al., 2006; Li y Ebner 2006). El papel modulador de la 
conexión inter-hemisférica es consistente con la morfología de los axones 
callosos en gato (Tettoni et al., 1998). 
 
 
Figura 43. Ejemplos de respuesta al estímulo S1. En cada posición del micro-
electrodo (numeradas como muestra la figura 41) S1 genera un conjunto de 
potenciales de campo locales (LFP) de diferente amplitud, que conforman el 
campo receptivo periférico (PRF), que aproximamos a un contorno circular en 
la figura.  Cuando los ojos están desalineados, debido a la parálisis,  pueden 
identificarse dos PRF binoculares en los cuales podemos identificar dos centros 
del campo receptivo para el ojo izquierdo (contralatera) y derecho (ipsilateral). 
Notar que en la región cubierta por la matriz de micro-electrodos  la localización 
de los PRF cambia como era de esperar por la retinotopia global de las áreas 
visuales del hurón; es decir, el meridiano vertical (línea gris discontinua) recorre 
paralelamente la dirección medio-lateral y las líneas de iso-elevación en la 
dirección anteroposterior (línea gris delgada). En cada posición del electrodo la 
barra de calibración horizontal es de 75 ms (la duración completa del trazo es 
de 200 ms). 
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Respuesta al estímulo S2 
Hemos registrado respuesta al estímulo S2 en 107 localizaciones de micro-
electrodos en 9 experimentos, y en cada localización para 8 orientaciones y 
direcciones de movimiento de las barras (Fig.41).  La mayoría de las 
respuestas consisten en dos ondas negativas (Fig. 44). La primera, y más larga 
de las ondas corresponde a la presentación del estímulo estático y en la mayor 
parte de los casos (63%) consiste de dos picos denotados como N1 y N2 
(Fig.44A). En promedio N1 tiene una latencia de 23.0 ± 6.8 ms y alcanza el 
valor más profundo del pico a los 36.3 ± 11.0 ms después del comienzo del 
estímulo; su duración es de 25.0 ± 8.4 ms. N2 se origina en la fase de caída de 
N1, y alcanza su pico de valor más profundo a los 60.9 ± 12.2 ms del comienzo 
del estímulo y tiene una duración de 56.8  ± 20.6 ms. La amplitud de los picos 
N1 (-242.8 ± 230.0 µV) y N2 (-148.0 ± 110.0 µV) varia a lo largo de los 
experimentos y ocasionalmente N2 podría estar ausente. La segunda onda 
negativa provocada por el estímulo S2 dinámico ocurre con una latencia de 
53.2 ± 48.2 ms,  respuesta negativa dinámica que denotamos como DN. En la 
mayoría de los experimentos consiste de un pico único y negativo cuyo valor 
más profundo se alcanza a los 73.4 ± 43.8 ms y tiene una duración de 54.1 ± 
30.9 ms. El pico DN es menor que los generados por la respuesta estática, con 
una amplitud de -81.9 ± 69.5 µV, y más variable en amplitud y forma y a veces 
ausente (Fig. 44B). 
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Figura 44: Tipos de LFPs obtenidos con los estímulos S2 o S3. El estímulo 
invariablemente genera un LFP respuesta cuando aparece en el campo visual. 
A) Respuesta al estímulo estático caracterizada por la latencia, tiempo en el 
que se alcanza el valor más profundo del pico y duración para los picos N1 (el 
primero) y N2 (segundo, a veces ausente). B) Respuesta al estímulo dinámico, 
consistente normalmente de un solo pico aunque a veces se observa un 
segundo.  
 
La amplitud de N1 y N2 varía con la orientación al estímulo aunque 
también podría deberse a la posición de los contrastes sobre el campo 
receptivo más que a la orientación de las barras. La congelación del hemisferio 
contralateral afecta significativamente las amplitudes de N1 y/o N2 en el 52% 
de los 640 LFPs. Después de la congelación la respuesta se recuperó 
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completamente hasta niveles estadísticamente indistinguibles del control en el 
27% de los casos (p < 0.05) y de forma incompleta (p < 0.125) en otro 12% de 
los casos. El 39% de los LFP, que responden y se recuperan total o 
parcialmente después de la congelación, se han considerado para un posterior 
análisis, recogido en las figuras 45 a 48 y la Tabla 3. Aquellos que no se 
recuperaron han sido considerados ambiguos y no se describen en detalle.  
 
N1 N2 DN Estático Dinámico  
Amplitud Frecuencia 
I 36.83 40.37 57.32 36 63 
D -24.69 -45.38 -38.10 20 37 
ID 34.12 -17.29  25  
DI -29.25 31.29  19  
 
Tabla 3: Amplitud y frecuencia de los efectos de la congelación I, D, ID, DI 
durante la presentación del estímulo S2. Los valores significativos se marcan 
en negrita.  
 
En el 36% de los casos con recuperación o bien N1 o N2 o ambos a la 
vez incrementaron su valor durante de la congelación (denotado como efecto I, 
Figs. 45 y 46, y Tabla 3) al 37% y 40% del control en promedio, 
respectivamente. En el 20% de los casos o N1 o N2 o ambos disminuyeron su 
valor (efecto D, Figs. 44 y 46, y Tabla 3). En el caso de N1 dicho decremento 
no alcanzó una significancia estadística mientras que N2 disminuyo su valor en 
un 45% respecto a control.        
En el 25% de los LFP N1 aumentó mientras que N2 disminuyo (efecto 
ID, Figs. 45 y 46, y Tabla 3) aunque sólo el incremento de N1, en un 34% 
respecto al control fue estadísticamente significativo. Finalmente en el 19% de 
los casos N1 disminuyó y N2 se incremento (efecto DI, Figs. 45 y 46, y Tabla 
3). El decremento de N1 no alcanzó valores significativos mientras que el 
incremento de N2 solo es considerable estadísticamente en los casos de 
recuperación completa después de la congelación.  
En conclusión, durante la fase estática del estímulo S2 tanto los valores 
de los picos N1 como N2 se incrementan significativamente durante la 
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congelación mientras que solo N2 decrece. Globalmente, el incremento fue 
observado con más frecuencia que el decrecimiento (61 frente a 20 casos, 
Tabla 3).  
 
 
Figura 45: La congelación del hemisferio contralateral modifica la respuesta al 
estímulo (ejemplo para la estimulación S2). La congelación incrementa (efecto 
I) o disminuye (efecto D) la amplitud de la respuesta aunque a veces el efecto 
fue más complejo y dependiente de la latencia al estímulo. Por ejemplo, en el 
registro presentado (electrodo CH 4, panel inferior) el análisis estadístico 
muestra un incremento moderado de la respuesta estática, el primer pico 
ocurre a 24-40 ms y un más robusto decrecimiento al segundo pico en 60-80 
ms (efecto ID). 
 
Los efectos de la congelación del hemisferio contralateral sobre la 
respuesta a barras en movimiento, respuesta DN, han podido ser estudiados 
en 547 LFPs, La congelación afectó significativamente al 22% de los casos, de 
los cuales el 60% se recuperó completamente (p < 0.05) y el 63% lo hizo 
parcialmente (p < 0.125). Entre ellos, el efecto I fue más frecuente (63%) y 
largo (57% del control), que el efecto D (37% y -37%, respectivamente) (Fig. 47 
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y Tabla 3). Por tanto, cuando se muestran a los dos hemisferios barras en 
movimiento y de igual orientación, facilitan o deprimen la respuesta de la otra 
pero parece predominar el efecto de facilitación tanto en frecuencia como en 
amplitud.     
 
Figura 46: Frecuencia (A) y amplitud (B) de los efectos de la congelación del 
hemisferio contralateral sobre las respuestas a la fase estática de los estímulos 
S2 y S3 (columnas izquierda y derecha, respectivamente, para cada par). Tipos 
de efectos: I-incremento en la amplitud de la respuesta, D-disminución en la 
amplitud de la respuesta, ID-secuencia de incremento-disminución para los 
picos N1 y N2; DI-viceversa. A). Notar que los efectos predominantes son los I 
e ID en S2 y S3 y que la distribución de efectos es similar para aquellos que se 
recuperan después de la congelación que los que no lo hacen. B) Cambios en 
la amplitud para los picos N1 y N2 de la respuesta. Notar que con ambos 
estímulos el efecto que prevalece es el de incremento, particularmente el de 
N1, pero también N2 y más moderadamente el decrecimiento de N2.  
 
 
Respuesta al estímulo S3 
Se ha registrado la respuesta al estímulo S3 para testar si la interacción entre 
los hemisferios se ve afectada por la orientación de las barras que procesa 
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cada hemisferio. En otras palabras, abordamos la cuestión  de si la interacción 
entre hemisferios depende o no de la orientación. Para ello le presentamos al 
animal columnas igualmente orientadas en un hemisferio y columnas 
orientadas perpendicularmente a las anteriores (Fig. 41, S3).  Hemos registrado 
respuesta al estímulo S3 en 81 localizaciones del micro-electrodo, para 8 
orientaciones y direcciones de movimiento. Al igual que para S2, la aparición 
del estímulo estático y el dinámico provocaron potenciales evocados con 
características similares a los encontrados en S2 (Fig.44). La latencia de N1 es 
de 22.1 ± 5.9 ms, el tiempo hasta el pico es de 29.3 ± 8.6 ms, de duración es 
de 18.8 ± 8.0 ms, y amplitud -226.1 ± 238.4 µV. El pico N2 surge a los 58.9 ± 
18.6 ms, dura 53.8 ± 21.4 ms y su amplitud fue de -159.8 ± 155.8 µV. 
 
Figura 47: Caracterización estadística de la respuesta a la fase dinámica de los 
estímulos S2 y S3. A). Amplitud media y error estándar de la respuesta, B) 
frecuencia y C) magnitud de los efectos de la congelación. Notar que la 
respuesta a la fase dinámica del estímulo consiste en una onda negativa de 
mayor amplitud para S3 que para S2. La congelación incrementa la amplitud de 
la respuesta a S2 (efecto I) más frecuentemente que para S3, sin embargo 
ocurre lo contrario para el efecto D, más frecuente para S3. El incremento de la 
amplitud es mayor en S2 que en S3, pero el decrecimiento es por el contrario 
menor en S2 que en S3.  
 
Después de la congelación, la respuesta se recuperó hasta niveles 
estadísticamente indistinguibles del control en el 21% de los casos (p < 0.05) y 
de forma parcial (p < 0.125) en otro 7% más de los casos. Al igual que para S2, 
se han identificado los tipos de efecto I, D, ID y DI (Fig. 46 y Tabla 4).  El efecto 
I se observó en el 48% de los LFP que responden y se recuperan con un 
incremento significante del 80% para N1 y 63% para N2. El efecto D se 
encontró en el 12% de los LFP recuperados pero no fue estadísticamente 
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significativo. El efecto ID se observó en el 30% de los LFP con un incremento 
significativo del 105% para N1 y un decremento del -35.9% para N2 con 
respecto al control. Finalmente, el efecto DI se observó en el 10% de los casos 
con un decremento significativo del -4% para N1 y un incremento del 155% 
para N2 sobre los niveles control. Globalmente, el incremento se observó más 
frecuentemente que el decremento (88 frente a 44; Tabla 4).  
 
N1 N2 DN Estático Dinámico  
Amplitud Frecuencia 
I 79.92 63.40 47.10 48 38 
D -27.35 -34.06 -43.97 12 62 
ID 105.07 -35.87  30  
DI -48.53 154.83  10  
 
Tabla 4: Amplitud y frecuencia de los efectos de la congelación I, D, ID, DI 
durante la presentación del estímulo S3. Los valores significativos se marcan 
en negrita. 
 
Estos hallazgos coinciden con los observados en S2, demostrando así 
que las barras que se extienden sobre ambos hemisferios se procesan por la 
interacción inter-hemisférica y este procesamiento deprime más 
frecuentemente la respuesta modulada por la vía tálamo-cortical.  
Los efectos de la congelación del hemisferio contralateral sobre la respuesta a 
barras en movimiento, respuesta DN, han podido ser estudiados en el 24% de 
los LFP (Fig. 47 y Tabla 4). La latencia (43.2 ± 26.0 ms), la posición del pico 
(74.7 ± 14.0 ms) y su duración (51.7 ± 28.8 ms) son similares a los encontrados 
en la estimulación S2. Sin embargo, la amplitud fue significativamente (p < 
0.0001) mayor que la de S2 (-135.3 ± 93.5 µV). La congelación afectó  al 37% 
de los casos con una recuperación completa y a un13% más si la recuperación 
fue parcial. Entre ellos, el efecto D predomina (62%) sobre el efecto I (38%). Es 
interesante notar que sólo el efecto D alcanzó una significancia estadística en 
el cambio de amplitud (-43.9 % sobre el control), mientras que el efecto I 
alcanzó la significancia sólo en los LFP recuperados completamente, donde su 
magnitud (28.1%) permaneció sin embargo inferior a la del efecto D (-35.6%).  
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El decrecimiento ante las barras de estimulación S3 podría deberse al 
hecho de que el estímulo S3 activa diferentes grupos (circuitos) de neuronas 
específicas a la orientación y/o dirección a través de rutas tálamo-corticales y el 
cuerpo calloso. La congelación del hemisferio contralateral elimina la última vía, 
reduciendo así sus respuestas. Por tanto, cuando se muestran diferentes 
barras a los dos hemisferios, facilitan o deprimen la respuesta del otro pero de 
forma contraria al caso de barras de igual orientación, la depresión predomina 
tanto en frecuencia como en amplitud. Las respuestas observadas en el LFP 
provocadas por las barras dependen de la señal de entrada de las 
correspondientes áreas del hemisferio contralateral y los efectos son 
dependientes del estímulo.  
 
Latencia de las interacciones inter-hemisféricas 
Para estudiar la latencia de las interacciones entre hemisferios, hemos dividido 
el efecto de la congelación sobre la respuesta generada por los estímulos S2 y 
S3 estáticos en cuatro ventanas temporales: 25-50, 45-60, 60-500 y 550-700 
ms después del comienzo del estímulo (fig. 48). Para S2 y S3, el efecto I 
ocurrió predominantemente en latencias más cortas, mientras que el efecto D 
es progresivamente más frecuente al incrementar la latencia. Esto indica que la 
interacción de depresión entre los hemisferios podría estar conducida a través 
de vías rápidas que facilitan la interacción.  
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Figura 48: Latencia de los efectos I y D para el estímulo S2 (barra de la 
izquierda) y S3 (barra de la derecha). A) Respuestas recuperadas después de 
la congelación del hemisferio contralateral. B) Todas las respuestas. Los dos 
paneles muestran una mayor frecuencia al incremento en la fase más cercana 
al comienzo del estímulo y un decrecimiento progresivamente más frecuente a 
mayores latencias.   
 
Los resultados que acabamos de presentar son similares 
cualitativamente a los obtenidos mediante técnicas de inactivación semejantes 
(Payne et a, 1991), donde se estudiaron los cambios en la respuesta de 
neuronas individuales encontrándose que la inactivación contralateral se 
incrementaba en  un 46% de las respuestas y disminuía en el 41%, 
permaneciendo el resto inalteradas.  De dicho estudio se puede concluir que el 
cuerpo calloso mejora y atenúa la respuesta evocada visualmente del 
hemisferio contralateral. Esta conclusión también puede ser inferida desde un 
punto de vista experimental muy diferente, la conexión auditiva callosa en el 
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hurón  (Kitzes y Doherty, 1994). La literatura cuenta con diferentes ejemplos de 
interacciones excitadoras e inhibitorias entre los hemisferios (ver por ejemplo 
las revisiones de Innocenti, 1986). Los hallazgos mencionados clarificaron 
sustancialmente el antiguo debate de si la conexión callosa tiene un papel 
principalmente excitador o inhibidor (Bloom y Hydn, 2005): tiene ambos.  
 
Figura 49: Modelo que captura los aspectos principales de nuestros resultados. 
Panel superior: Debido a que los cuadros pequeños no afectan la diana 
contralateral, mientras que las barras si lo hacen,  parece que la señal de salida 
de las neuronas que responden a pequeños cuadros requiere una sumación 
para afectar a las dianas contralerales. El dibujo sugiere que la sumación 
puede ocurrir o bien al nivel de la señal de salida del hemisferio emisor o bien 
al de las neuronas diana en el hemisferio receptor. Panel inferior: La señal de 
entrada inter-hemisférica parece ser principalmente excitadora (alrededor de 
los terminales sinápticos axónicos), sin embargo,  genera una respuesta 
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temprana inhibidora vía las interneuronas locales. Esta inhibición temprana  se 
extiende más que la excitación y podría estar conducida principalmente por 
axones anchos, con una alta velocidad de conducción, mientras que la 
excitación tardía es conducida principalmente por axones finos, con una 
velocidad de conducción baja.  El panel inferior captura algunos aspectos 
adicionales: la inhibición sucede entre ambas neuronas igualmente orientadas 
y con orientación cruzada. La excitación sucede más bien entre neuronas con 
igual orientación. Podría haber una excitación temprana pero débil de 
orientación igual o cruzada (marcada con un signo de interrogación y línea 
discontinua). 
 
La figura 49 pretende capturar los aspectos principales del presente 
estudio en un modelo simple. El hecho de que la respuesta a pequeños flashes 
no se vea afectada por la inactivación del hemisferio contralateral mientras que 
con las barras si, indica que las interacciones Inter.-hemisféricas requieren una 
sumación espacial. La sumación podría ocurrir sobre las neuronas de 
proyección al calloso (en el hemisferio que manda la información). De hecho, 
algunas de las neuronas de proyección al calloso tienen campos receptivos 
simples que suman las señales de entrada geniculo-laterales y se activan con 
estímulos alongados (Hubel and Wiesel 1967; Berlucchi and others 1967; Shatz 
1977; Innocenti 1980). Estas neuronas, sin embargo, representan una minoría 
de las neuronas de proyección al calloso. Según varios estudios representan el 
13%, activándose antidromicamente (Innocenti, 1980; McCorut et al., 1990). 
Hay que mencionar que estos estudios se refieren a la corteza visual del gato, 
y que no existen datos comparables para el hurón. Por tanto, la sumación tiene 
que ocurrir en las neuronas diana, ya que todas o la mayoría de las neuronas 
que reciben una señal de entrada callosa tienen campos receptivos 
catalogados de complejos (Berlucchi and others, 1967; Innocenti 1980; Lepore 
and Guillemot 1982; McCourt and others 1990), construidos supuestamente por 
la sumación de las señales de entrada de otras neuronas corticales.  
La figura 49 asume que las neuronas que responden a la misma orientación del 
estímulo están interconectadas por axones callosos excitadores. Esto cuadra 
con la mayoría de las evidencias experimentales de hoy en día (Schmidt et al. 
1997; Kiper et al., 1999; Rochefort et al., 2007; Bosking et al., 2000). Las 
conexiones callosas son excitadoras pero causan inhibición vía una Inter.-
neurona, como muestran numerosos estudios (Innocenti, 1986; Cissé et al., 
2003; Alenda y Nuñez, 2007; Karayannis et al., 2007) aunque existen unas 
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pocas conexiones directas inhibitorias entre los hemisferios (Peters et al., 1990; 
Fabri y Manzini, 1996). Asumimos además que las Inter-neuronas inhibitorias 
conducidas por una orientación dada contactan con neuronas iso-orientadas y 
no iso-orientadas (Monier et al., 2003; Mariño et al.,  2005; Kisvárday et al., 
1994). El modelo incorpora nuestro resultado de que la interacción inhibitoria 
predomina a latencias cortas y la excitadora a latencias más largas después del 
estímulo. Este asume que los axones delgados y conductores del calloso 
contactan a las Inter.-neuronas inhibitorias mientras que las conexiones más 
lentas son excitadoras.  En un modelo previo de las interacciones callosas en 
las áreas visuales se postuló también que la conducción de la interacción Inter.-
hemisférica es más rápida para la inhibición que para la excitación (innocenti et 
al., 1995) y que las diferencias de tiempos entre las dos podría modular los 
ciclos oscilatorios de los hemisferios. Desafortunadamente no existen 
evidencias de que esto sea así. El modelo que proponemos atribuye 
significancia al hecho de que el cuerpo calloso contenga un gran espectro de 
diámetros de axones desde 0.06 (no milienizado) hasta 1 µm en el gato (Berbel 
y Innocenti, 1988) y entre 0.08 y 2.5 µm en el mono rhesus (LaMantia y Rakic, 
1990) con axones de diferente diámetros (0.25 – 3  µm) originados en el borde 
de las áreas 17 y 18 (Houzel et al., 1994). Las diferencias en los diámetros de 
los axones lleva a los rangos en la velocidad de conducción en el borde de las 
áreas 17 y 18 del gato, que son 1.4 – 27 o 8 – 30 m/s y a los retrasos de la 
conducción orotdrómica entre 2 y 20 ms (Innocenti et al., 1995). Finalmente 
debemos mencionar que los hallazgos presentados sugieren que las 
conexiones callosas de las áreas visuales primarias no conducen 
independientemente las respuestas corticales sino que modulan la señal de 
entrada tálamo-cortical predominante. 
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6.4 Conectividad espectro temporal a partir de trenes de disparos 
A nivel neuronal, el análisis cualitativo y cuantitativo de la actividad de disparo 
de las neuronas individuales es una valiosa herramienta para estudiar la 
dinámica y arquitectura de las redes neuronales en el sistema nervioso central 
(Kandel et al., 2000; Moore et al., 1966; Perkel et al., 1967a). Tal actividad no 
se debe únicamente a las propiedades intrínsecas de las neuronas sino que es 
más bien una consecuencia de las influencias directas de otras neuronas, 
desde unas pocas centenas a miles,  lo que lleva a un comportamiento 
dinámico complejo mas que a una simple combinación de lo que hace cada 
una de las neurona. Aunque el comportamiento de una red neuronal depende 
de las interacciones de un alto número de neuronas, de su morfología y del 
patrón de conectividad completo, normalmente no podemos registrar la 
actividad de cada una de las células sino que más bien nos debemos restringir 
a una muestra muy limitada de la red cuyas propiedades pretendemos 
capturar. Más aún, deducir la conectividad funcional/efectiva entre neuronas 
cuyos trenes de disparo experimentales hemos observado es de crucial 
importancia en neurociencia: primero para una correcta interpretación de la 
actividad electrofisiológica de las neuronas y redes neuronales involucradas, y 
segundo y probablemente más importante,  relacionar la actividad 
electrofisiológica con las tareas funcionales que desempeña la red. 
El procesamiento sensorial en el sistema nervioso central involucra una 
adaptación dinámica de la eficiencia sináptica dependiendo del nivel de alerta o 
las condiciones de comportamiento. En este proceso la proyección corticofugal 
a las estaciones de relevo sub-corticales podría jugar un papel muy importante 
de modulación añadiendo el concepto temporal a la dinámica interna. Los 
núcleos de la columna dorsal (DCN), que incluyen los núcleos gracil y cuneatus 
y los núcleos del trigémino, pertenecen a la estructura cerebral de la primera 
estación de relevo en la vía lemniscal que reciben información somatosensorial 
desde el cuerpo y la cara respectivamente a través de la columna dorsal, y 
proyectan al tálamo somatosensorial. Aunque se han estudiado previamente 
los mecanismos sinápticos de la modulación corticofugal en las neuronas del 
DCN, todavía no se han establecido los cambios dinámicos de esta acción 
corticofugal, debido principalmente a la falta de herramientas adecuadas para 
el análisis de la evolución temporal de las respuestas sensoriales (Fig. 50). 
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Figura 50: Esquema del sistema lemniscal: Los núcleos gracil y trigémino 
pertenecen a la estructura de la primera estación de relevo del sistema. 
Reciben de la corteza somatosensorial primaria una importante entrada cuyo 
papel es modular la actividad de disparo de las neuronas de dicho núcleos. 
Estudiamos los efectos de dicha modulación dinámica en la respuesta de las 
neuronas a estímulos táctiles. 
  
En este trabajo pretendemos cuantificar la coherencia wavelet, es decir 
la asociación funcional tempo-espectral, entre la respuesta de las neuronas del 
núcleo gracil a la estimulación táctil y mostrar que la activación de la corteza 
somatosensorial primaria lleva a una alteración dinámica (variante en el tiempo) 
de la respuesta de las neuronas mediada por la vía corticofugal.  
Primero describimos cómo la coherencia wavelet puede aplicarse a la 
investigación de las propiedades dinámicas de los trenes de disparo y después 
aplicamos el método para evaluar los cambios dinámicos de la respuesta 
neuronal a la estimulación táctil en el núcleo gracil provocado por la activación 
de la retroalimentación corticofugal desde la corteza SI, mostrando que puede 
modular la respuesta de las neuronas del gracil. Por tanto la fase entre la 
actividad de disparo inducida por la estimulación táctil y el estímulo puede 
acentuarse o debilitarse. La existencia de tal modulación puede interpretarse 
como una posibilidad de cambio de “atención” a estímulos relevantes, ya que 
una respuesta coherente de las neuronas de proyección del estímulo al tálamo 
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favorecerá el transporte del estímulo sensorial desde la periferia al tálamo y 
después a la corteza.  Para centrarnos en las propiedades de alerta de la vía 
corticofugal hemos estudiado la respuesta de las neuronas del trigémino a 
estímulos táctiles aplicados sobre la vibrisa y hemos cuantificado los cambios 
ocurridos ante la presencia de un estímulo de distracción aplicado sobre el 
mismo lado o el contrario de la cara. Las complejas alteraciones que sufre la 
asociación funcional entre la respuesta neuronal y los eventos de estimulación 
ante una posible distracción apoyan el papel modulador de la corteza 
somatosensorial ya sobre las primeras estaciones de relevo en el sistema 
lemniscal.    
Los métodos empleados hasta ahora parten de la estimación del 
espectro de potencias de la señal, y es en este punto donde surge la gran 
diferencia entre la aplicación de los métodos a procesos puntuales o a series 
de temporales. Nuestro primer objetivo ha sido la evaluación del rendimiento de 
los métodos en su aplicación a trenes de disparos, lo que nos ha llevado a 
descártalos como  herramienta para inferir en el patrón de conectividad debido 
a la dificultad que conlleva el tratamiento previo de este tipo de datos y la baja 
fiabilidad de los resultados. Sin embargo en este punto surge la controversia de 
si los métodos no son capaces de determinar el circuito neuronal 
correctamente o su bajo rendimiento es fruto de una pobre estimación del 
espectro de potencias del tren de disparos, medida en la que están 
fundamentalmente basados. Ante este dilema proponemos una herramienta 
capaz de estimar el espectro de potencias del tren y que además sea capaz de 
superar en prestaciones a la transformada de Fourier. Recurrimos a la 
transformada wavelet por ser una técnica que trabaja simultáneamente en el 
dominio de tiempo y frecuencia y no requiere del comportamiento estacionario 
de la señal, proporcionando así su dinámica. Basada en el espectro de 
potencias wavelet proponemos la coherencia wavelet como método para inferir 
en la interacción dinámica entre dos trenes de disparo. Ejemplos de sus 
ventajas son la aplicación al estudio de las respuestas de las neuronas de 
proyección del grácil ante estímulos táctiles rítmicos y el papel de modulación 
que ejerce la corteza somatosensorial primaria. Hemos caracterizado las 
propiedades dinámicas de dicha respuesta y la influencia de la frecuencia de 
estimulación. También hemos empleado la coherencia wavelet a los trenes de 
152 
disparo de las neuronas del núcleo trigémino, cuantificando los cambios de las 
respuestas a la estimulación de las vibrisas ante una distracción simultánea de 
diverso carácter.  
 
6.4.1 Modulación corticofugal en la coherencia de  la respuesta táctil de 
las neuronas de proyección del núcleo gracil 
Las neuronas del DCN reciben principalmente dos señales de entrada 
excitadoras que controlan su actividad. Por una parte de las fibras 
somatosensoriales ascendentes vía la columna dorsal, que establecen contacto 
las neuronas de proyección talámica y las Inter.-neuronas inhibitorias 
(Rustinioni y Weinberg, 1989; DeBiais et al., 1994; Lue et al., 1996). Y por otra, 
por las fibras corticofugales, en primer lugar desde las células en las regiones 
de las patas traseras y delanteras de la corteza somatosensorial primaria (SI) y, 
en menor medida, desde el área cortical somatosensorial secundaria, 
principalmente a través del tracto piramidal (Jabbur y Towe, 1961; Kuypers y 
Tuerk, 1964; Valverde 1966; Weisberg y Rustioni, 1976). 
La vía ascendente ha sido ampliamente estudiada a lo largo de las últimas 
décadas (ver por ejemplo, Rustioni y Weinberg, 1989; deBiais et al., 1994; Lue 
et al., 1996), mientras que el papel y las propiedades dinámicas de la vía 
corticofugal son aún bastante desconocidas. Estudiar la interacción entre las 
dos vías podría arrojar luz sobre la globalidad del procesamiento de la 
información táctil en el DCN. 
Recientemente, que se mostrado que la corteza sensori-motora ejerce 
un control selectivo de la transmisión somatosensorial al DCN (Malmierca y 
Nuñez 1998, 2004; Canedo y Aguilar 2000; Aguilar et al.. 2003). De hecho, la 
señal de entrada corticofugal facilita las respuestas sensoriales de las neuronas 
del gracil con campos receptivos coincidentes e inhibe las respuestas 
sensoriales de células con campos receptivos separados, proporcionando 
probablemente un mecanismo sináptico para mejorar el contraste entre señales 
sensoriales. Experimentos in vitro han mostrado que la activación de las fibras 
corticofugales regula tanto la señal sensorial de entrada a través de la columna 
dorsal como la señal de entrada corticofugal (facilitación homo y hereto-
sináptica; Nuñez y Buño, 1999, 2001). Los receptores NMDA se activan por la 
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liberación de glutamato desde las terminales corticofugales e inducen un flujo 
de Ca2+ a través de canales dependientes de voltaje a las neuronas del DCN, 
desencadenando esos procesos de facilitación (Nuñez y Buño, 1999, 2001; 
Malmierca y Nuñez, 2004).  Aunque se han estudiado previamente los 
mecanismos sinápticos de la modulación corticofugal en las neuronas del DCN, 
todavía no se han establecido los cambios dinámicos de esta acción 
corticofugal, debido principalmente a la falta de herramientas adecuadas para 
el análisis de la evolución temporal de las respuestas sensoriales. 
Se han analizado 29 trenes de disparos obtenidos a partir de 16 
registros extracelulares medidos en el núcleo gracil de la rata ante tres 
condiciones de estimulación consecutivas: i) espontánea; y respuesta a 
estimulación periódica a 1 Hz del campo receptivo en ii) control y iii) después 
de estimular eléctricamente la corteza somatosensorial primaria (SI), que 
abreviaremos como AESC (de sus siglas en inglés After Electrical Stimulation 
of Cortex).  Todas las neuronas fueron identificadas como neuronas de 
proyección al tálamo ya que fueron antidromicamente activadas ante la 
estimulación del lemnisco medial. El criterio de identificación antidrómica se 
estableció en una latencia de 2.0±0.08 ms (en el rango [1.2-2.8] ms) y por la 
habilidad para seguir estímulos rápidos (100 Hz).  Las neuronas analizadas 
mostraron una baja actividad en espontánea, de media 1.1 ± 0.4 spikes/s (en el 
rango [0-10] spikes/s), cuyo patrón de disparos coincide con características 
electrofisiológicas ya descritas (Panetsos et al., 1997; Nuñez et al., 2000). Las 
neuronas seleccionadas para el estudio tienen un campo receptivo que solapa 
más de un 50 % con el área cortical estimulada (matching condition; Malmierca 
and Nuñez 1998, 2004). 
 
Análisis wavelet de un tren de disparos neuronal 
Con el objetivo de ilustrar las capacidades del análisis wavelet vamos a detallar 
el procedimiento para un tren de disparos. La figura 51A muestra el tren de 
disparos durante las tres condiciones de estimulación diferentes (por motivos 
ilustrativos hemos empleado una neurona cuya actividad espontánea). En 
condición espontánea la neurona exhibe un patrón de disparo irregular con un 
ligero pico en 70 ms que se manifiesta en el histograma de auto-correlación 
(ACH, Fig. 51B, panel izquierdo).  La estimulación mecánica en la condición de 
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control induce una pronunciada respuesta con una latencia de 25 ms seguida 
de un ligero ritmo de disparo de periodo 120 ms (Fig. 51B, panel de en medio). 
La estimulación eléctrica de la corteza SI facilita la respuesta neuronal a la 
estimulación táctil. La respuesta en el PSTH se vuelve más pronunciada (Fig. 
51B, panel de la derecha). Sin embargo, ni la latencia ni la tasa de disparo 
(21.1 versus 23.7 spike/s) varían mucho con respecto a la condición de control. 
Además, el débil comportamiento oscilatorio observado en la cola del PSTH en 
control desaparece.  
 
 
Figura 51. Espectro y coherencia wavelet de trenes de disparo 
experimentales. A). Eventos de estimulación y tren de disparo neuronal durante 
3 épocas: actividad espontánea, estimulación táctil control de 32 s de duración 
a 1 Hz, y la misma estimulación pero después de haber estimulados 
eléctricamente la corteza somatosensorial primaria (AESC). B) histogramas de 
autocorrelación (ACH) y periestímulo (PSTH) para las correspondientes 
épocas. C) Espectro de potencias wavelet del tren de disparo neuronal para las 
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correspondientes épocas. El eje x corresponde a la localización (tiempo) 
mientras que el eje y se representa en escala logarítmica la frecuencia de 
oscilación en el rango 0.5 – 15 Hz. La intensidad de grises es equivalente a la 
potencia espectral wavelet (Eq. 6). Las líneas discontinuas definen el cono de 
influencia y las líneas horizontales punteadas delimitan la banda de frecuencia 
del estímulo, 0.83 – 1.16 Hz. D). Nivel de significancia estadística para la 
coherencia wavelet obtenida mediante el método de datos barajados. Valores 
de la coherencia por encima de este nivel se consideran significativos. El área 
gris muestra la banda de frecuencia de interés (alrededor de la frecuencia del 
estímulo). E) Coherencia wavelet de un tren de disparos neuronal a la 
estimulación táctil para la época control y AESC. Las líneas sólidas negras 
delimitan las islas de coherencia estadísticamente significativas. La intensidad 
de grises corresponde a la fuerza de la coherencia al estímulo de la respuesta 
neuronal. 
 
 
Espectro de potencias wavelet y coherencia 
El espectro de potencias wavelet (Fig. 51C, panel de la izquierda) confirma la 
irregularidad en la actividad de disparo observada en el ACH. Existen varios 
ritmos oscilatorios localizados tanto en el dominio de tiempo como de 
frecuencia con una distribución esencialmente errática. Luego la actividad de 
disparo no tiene una periodicidad dominante bien definida (aunque se intuye un 
leve y no persistente en el tiempo pico en 14 Hz). La distribución de las 
potencias en control (Fig. 51C, panel de en medio) muestra un pico consistente 
en la banda de frecuencia del estímulo (de 0.83 a 1.16 Hz, entre las dos líneas 
discontinuas). Este pico indica la presencia de un ritmo inducido por el estímulo 
en la actividad de disparo.  También es destacable que la amplitud del pico 
(potencia) no es persistente en el tiempo y exhibe una oscilación de baja 
frecuencia (inferior a 0.3 Hz). Dicha oscilación de la potencia espectral sugiere 
que la respuesta neuronal al mismo estímulo táctil no es estable (idéntica) a lo 
largo del tiempo sino que presenta cierta variabilidad, es decir, la neurona 
dispara esencialmente un numero diferente de disparos y lo hace con diferente 
intervalo entre espigas (ISI) ante el mismo estímulo a lo largo de la secuencia 
de eventos de estimulación.  Destacamos además el incremento en la potencia 
espectral alrededor de 8 Hz consistente con la oscilación de periodo 120 ms 
observada en el correspondiente PSTH (Fig. 51B, panel de en medio). En 
concordancia con la facilitación a la respuesta al estímulo observada en el 
PSTH tras la estimulación eléctrica de la corteza SI, el pico de la potencia en la 
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banda de la frecuencia de estimulación se vuelve mas pronunciado (Fig. 51C, 
panel de la derecha). Ahora tenemos una isla negra prácticamente continua a 
lo largo de la estimulación en la banda de frecuencias del estímulo.  
Destacamos, sin embargo, que la oscilación de  frecuencia ultra-baja de la 
potencia aunque más débil sigue presente. Además existe un fuerte incremento 
en la potencia de los armónicos del ritmo 1 Hz y, en promedio, una mayor 
presencia de oscilaciones en el dominio de las frecuencias altas.  
Para cuantificar como de coherente es la respuesta neuronal al estímulo 
evaluamos la coherencia wavelet entre entren de disparos neuronal y los 
eventos de estimulación. Decidimos la siginificancia estadística desnivel de 
coherencia encontrado, es decir, inferimos positivamente en la presencia de 
una asociación funcional (acoplo) entre el estímulo y la respuesta neuronal 
basándonos en un test de datos “barajados” haciendo que las relaciones de 
fase entre las dos señales sean estocásticas. La figura 51D muestra la curva 
de significancia (valor-p 0.05) para el rango de frecuencias observado en 
entren de disparo neuronal.  Aquellos valores de la coherencia que estén por 
encima de dicha curva son considerados estadísticamente significativos. 
Además consideramos la restricción de que si el área de las islas significativas 
es muy pequeña (alrededor del 5% o menos) entonces la conclusión sobre la 
respuesta coherente debe ser considerada con precaución.     
La figura 51E ilustra la coherencia wavelet entre los eventos de estimulación 
y la respuesta neuronal evocada. Debido a que la estimulación táctil es 
periódica (solo tiene una frecuencia), cuando hablamos de la coherencia 
respuesta nos referimos a aquella en la banda de frecuencia del estímulo solo 
(delimitada por las líneas discontinuas en la figura 51E). Esto evidencia la 
presencia de la asociación estímulo-respuesta neuronal que habías adelantado 
a través del PSTH. Sin embargo, encontramos además que la asociación no es 
constante sino que en una función oscilatoria en el tiempo.  Notar también que 
el espectro de potencias neuronal en la correspondiente banda de frecuencia 
no era muy fuerte (Fig. 51C, panel de en medio); Sin embargo la coherencia 
revela claramente el acoplo funcional entre la dinámica de disparo neuronal y 
los eventos de estimulación. La coherencia al estímulo de la respuesta 
neuronal se vuelve más fuerte después de la estimulación eléctrica de la 
corteza (Fig. 51E, panel de la derecha). Tal y como observamos desde un 
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principio en el espectro de potencias wavelet (Fig. 51C, panel de en medio y 
derecho), la coherencia al estímulo presenta oscilaciones de frecuencia ultra-
baja.   
Resumiendo,  para una neurona observamos dos fenómenos: i) la fuerza 
del acoplo funcional entre el estímulo y la respuesta neuronal se agudiza 
después de estimular eléctricamente la corteza SI, y ii) la fuerza del acoplo es 
una cantidad dinámica lentamente oscilante en el tiempo que puede caer 
temporalmente por debajo del nivel significativo. Esto supone que la neurona 
podría perder temporalmente la asociación estímulo-respuesta neuronal.  
 
 
Espectro wavelet global frente al espectro de potencias Fourier 
Con el fin de ilustrar los posibles fallos en la interpretación del espectro de 
potencias de Fourier evaluamos el espectro de potencias de un tren de 
disparos obtenido con la transformada de Fourier de múltiples tapers, como 
muestra la figura 51A. En concordancia con la irregularidad del patrón de 
disparo en espontánea el espectro de potencias de Fourier (Fig. 52A) es 
esencialmente plano con un pico a 14 Hz correspondiente a la periodicidad 
observada en el ACH (Fig. 51B, panel izquierdo).  Sin embargo, durante la 
estimulación control la distribución espectral es bastante similar a la que se 
observa en espontánea aunque con un pico en 1 Hz correspondiente a la 
respuesta neuronal a la frecuencia del estímulo. Por otro lado, debido a la 
excesiva periodicidad de la respuesta neuronal, tras la estimulación eléctrica de 
la corteza SI observamos un pico a 1 Hz inconsecuentemente ancho seguido 
de varios armónicos fuertes que contaminan el rango de frecuencias altas. Por 
tanto, la transformada de Fourier de un tren de disparos podría representar 
erróneamente su densidad espectral.     
Hemos usado la transformada wavelet como alternativa para el análisis 
espectral. La figura 52B muestra el espectro de potencias wavelet global 
(promediado a lo largo de la duración del registro). El espectro wavelet es 
mucho más consistente con el ritmo oscilatorio sugerido por el análisis previo 
de un tren de disparo, ACH y PSTH. De acuerdo con la normalización usada en 
(6) el valor de la densidad de potencia igual a 1 corresponde al espectro de 
potencia de un tren de disparo con unos intervalos entre espigas distribuido 
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equiprobablemente al azar, alo que nos referiremos como tren de disparo 
estocástico.  Por tanto, la potencia espectral por encima (o debajo) de la unidad 
indica la presencia (o ausencia) del correspondiente ritmo en el tren de disparo 
con una potencia estadística mayor que la relación puramente casual.  
 
 
Figura 52. Análisis espectral de un tren de disparo (correspondiente a la 
figura 51A) para las 3 diferentes épocas: actividad espontánea (línea 
punteada), estimulación táctil control (línea sólida) y AESC (línea discontinua). 
Las áreas grises delimitan las bandas de frecuencia alpha, 5 – 15 Hz, y la 
banda alrededor del estímulo, 0.83-1.16 Hz. A) Espectro de potencia obtenido a 
partir de la transformada de Fourier multitaper. B) Espectro de potencia wavelet 
global para las mismas épocas.  
 
Durante la actividad espontánea el espectro de potencias se desvía solo 
ligeramente del espectro de de un tren estocástico, en todas las bandas de 
frecuencia (Fig. 52B, línea discontinua). En concordancia con el ligero ritmo 
observado en el ACH (Fig. 51B, panel izquierdo), el espectro global wavelet 
presenta un pequeño pico a 14 Hz. Además detectamos picos a 0.7 y 1.9 Hz. 
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Volviendo al espectro wavelet completo (Fig. 51C, panel izquierdo) 
encontramos que esos picos se deben a eventos episódicos fuertes localizados 
entre 4 y 7 s y entre 10 y 16 s, respectivamente.  Podemos definir el patrón de 
disparo espontáneo como un proceso estocástico que no muestra frecuencias 
específicas persistentes. 
Bajo la estimulación táctil control observamos un pico considerable en la 
banda de frecuencias del estímulo (Fig. 52B, línea sólida). Notar que el pico es 
bastante estrecho y tiene un único armónico a  2 Hz. La estimulación de la 
corteza SI aumenta la amplitud del pico en la banda de frecuencia del estímulo 
y se observa además una importante mejora de la potencia en la banda [5, 15] 
Hz.  Para frecuencias superiores a 15 Hz no hay una desviación significativa de 
la densidad de potencia  desde 1, mientras que para el rango por debajo de 5 
Hz los armónicos del ritmo de 1 Hz se manifiestan de forma clara. De acuerdo 
a estas observaciones, definimos una segunda banda de frecuencias de interés 
[5-15] Hz, que denotamos como alpha. Por tanto, al nivel individual de las 
neuronas empleadas en este estudio encontramos que la actividad de disparo 
está localizada en las bandas de frecuencias correspondientes a la frecuencia 
de estimulación y al rango alpha.   
 
Evaluación de la coherencia wavelet como método para determinar la 
asociación funcional entre trenes de disparo 
Al igual que hemos hecho con los métodos desarrollados en el dominio de 
frecuencias propuestos para determinar la conectividad funcional entre pares 
de neuronas, evaluamos la coherencia wavelet con redes neuronales 
simuladas. 
Primero establecemos el nivel de significancia estadística con el método de 
datos barajados, donde hemos incluido algunas consideraciones. 
Consideremos dos trenes de disparos A y B registrados simultáneamente, ya 
sea la actividad de disparo de dos neuronas o el tren de espigas de una 
neurona y los eventos de estimulación. Sea ( , )ABW f t  coherencia wavelet entre 
los trenes de disparo A y B, donde f es el contenido en frecuencia y t 
desempeña el papel de tiempo. Por definición 0 ( , ) 1ABW f t≤ ≤ . Una de las 
aplicaciones de la coherencia es inferir en la conectividad (sincronía) entre 
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trenes y dicha conectividad puede variar, como ya hemos dicho, en tiempo y en 
frecuencia. El valor ( , )ABW f t  puede capturar esta variación. La figura 53 
muestra un ejemplo donde se puede observar la presencia de “islas” rojas 
indicando un valor alto de la coherencia.  
 
 
 
Figura 53: Ejemplo de la coherencia evaluada para dos trenes de disparo. El 
color codifica el valor de la coherencia. 
 
 
Obviamente una coherencia mayor supone una mayor probabilidad de 
conexión entre neuronas. Sin embargo, para afirmar la presencia de asociación 
entre dos trenes de disparo debemos realizar un test estadístico. Un punto 
importante es que incluso dos trenes de disparo generados aleatoriamente 
muestran una coherencia (espuria) no nula (Fig. 54). Notamos que este 
fenómeno no es particular de la coherencia wavelet sino que también sucede 
con la coherencia ordinaria (basada en la transformada de Fourier).  
 
 
Figura 54: Coherencia wavelet para dos trenes de disparo generados 
aleatoriamente. Observamos que la coherencia no es nula para todas las 
bandas de frecuencia. 
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Para evaluar e ilustrar la metodología propuesta hacemos uso del 
modelo neuronal de generación de respuesta expuesto en la sección de 
Métodos. En primer lugar generamos dos trenes de disparo correspondientes a 
dos neuronas asiladas, es decir que disparan espontáneamente y por tanto con 
total independencia entre ellas. El amplio espectro de potencias (Fig. 55A) de 
ambas neuronas es una consecuencia del comportamiento estocástico de las 
mismas, sin embargo la coherencia entre ellas es prácticamente nula. 
Promediamos la coherencia a lo largo de la duración del registro (Fig. 55B) y 
comprobamos que la coherencia wavelet entre las neuronas alcanza valores 
que están por debajo del nivel de significación para la gran mayoría de las 
frecuencias, por lo que podemos concluir que la coherencia wavelet no detecta 
ninguna asociación entre las neuronas. 
 
 
Figura 55: A) Espectro de potencias y coherencia wavelet entre dos neuronas 
aisladas. B) Coherencia wavelet promediada en el tiempo frente al nivel de 
significación. 
 
Comprobamos ahora el efecto que tiene la presencia de acoplamiento 
entre las neuronas sobre la coherencia wavelete. La red construida se 
compone de dos unidades con un acoplo excitador desde la neurona 2 a la 
neurona 1.  En un primer caso (Fig. 56AB) las neuronas están unidas por un 
acoplo relativamente débil, lo suficientemente fuerte como para que la neurona 
1 notifique su presencia pero no tan fuerte como para tener una alta 
sincronización. Como vemos la coherencia wavelet (Fig. 56A) exhibe regiones 
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de mayor coherencia para las frecuencias bajas, comportamiento que se 
verifica en la curva promedio (Fig. 56B). Al aumentar la fuerza del acoplo la 
coherencia wavelet entre neuronas alcanza valores mayores (Fig. 56C), lo que 
evidencia un comportamiento de mayor sincronización. Este fenómeno puede 
apreciarse también en la curva promedio (Fig. 56D). 
 
 
Figura 56: A y C) Espectro de potencias y coherencia wavelet entre dos 
neuronas aisladas. B y D) Coherencia wavelet promediada en el tiempo frente 
al nivel de significación para una red formada por dos neuronas con un acoplo 
excitador. Los paneles superiores muestran los resultados para una red con 
acoplo intermedio y los inferiores con un acoplo mayor.   
 
Una vez comprobado el rendimiento de la coherencia wavelet sobre datos 
simulados el siguiente parámetro que ha sido sometido a examen es el número 
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de parejas de trenes de disparo barajados que debemos generar para evaluar 
el nivel de significación de la coherencia. El número mínimo de parejas que 
proporciona una curva fiable del nivel de significación está alrededor de 30. Sin 
embargo, para asegurar la fiabilidad de los resultados hemos generado 50 
parejas de datos barajados en todos nuestros cálculos.   
  
 
Cambios espectrales en la respuesta neuronal provocados por la 
estimulación eléctrica de la corteza SI. 
La figura 57 recoge los resultados de las propiedades estadísticas de los 
cambios observados en la potencia espectral, donde se ha comparado el 
espectro de potencias wavelet global en espontánea y bajo la estimulación 
táctil en control y AESC. 
 
 
Figura 57. Características espectrales de las neuronas de proyección del gracil 
en las bandas de frecuencia del estímulo y alpha. A). Potencia media del 
espectro wavelet global y su desviación estándar en la banda de frecuencia del 
estímulo para las condiciones de espontánea y durante la respuesta a la 
estimulación táctil antes y después de estimular eléctricamente la corteza SI. B) 
Igual que A) pero para la banda de frecuencia alpha. C) Estadística de los tipos 
de efectos espectrales de la estimulación eléctrica de la corteza SI para las dos 
bandas de frecuencias. I, No y D se refieren a Incremento, No cambio y 
Decremento de la potencia espectral, respectivamente. Las barras negras y 
grises corresponden a las bandas de frecuencia del estímulo y alpha, 
respectivamente.  
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La potencia media en espontánea corresponde a la potencia de un tren de 
disparo estocástico tanto en la banda de frecuencias del estímulo (1 Hz) como 
en alpha (Fig. 57A y 57B). Esto confirma que el patrón de disparo  de las 
neuronas de proyección en el núcleo gracil es esencialmente estocástico. La 
estimulación del campo receptivo aumenta la potencia media concentrada en 
las dos bandas de frecuencias estudiadas (Fig. 57A y 57B, control).  El 
incremento es mucho más notorio en la banda de frecuencia del estímulo (7 
versus 2.5 veces). La estimulación eléctrica de la corteza SI provoca el mayor 
incremento de la potencia, concentrada en ambas bandas de frecuencia (Fig. 
57A y 57B,  AESC). Sin embargo, en promedio el aumento no es tan drástico. 
El efecto de la estimulación eléctrica dura entre 15 y 30 minutos y después la 
neurona recupera su actividad. 
El análisis de varianza (ANOVA) asegura que la potencia espectral medias 
en las tres épocas estudiadas (espontánea, control y AESC) son 
significativamente  diferentes con un valor α 2.5e-5 para la banda de frecuencia 
de estimulación y 2.7e-5 para la banda alpha. Un test de comparación múltiple 
muestra que los valores de la potencia durante estimulación táctil en control y 
AESC son significativamente diferentes  de la potencia en espontánea en 
ambas bandas de frecuencias y son estadísticamente indistinguibles entre 
ellas.  
Aunque la potencia espectral media en ambas bandas de frecuencia en 
control no difiere estadísticamente de la de AESC (Fig. 57A y 57B) en la 
mayoría de los experimentos se ha observado un incremento en la potencia 
provocado por la estimulación de la corteza.   
Este resultado concuerda con anteriores observaciones de la facilitación de 
la respuesta al estímulo provocada por la estimulación eléctrica de la corteza SI 
(Malmierca and Nuñez 1998, 2004; Canedo and Aguilar 2000; Aguilar et al., 
2003). Para cuantificar el porcentaje de neuronas que exhibe cada uno de los 
diferentes tipos de efecto ante la estimulación eléctrica de la corteza, 
evaluamos el número de incrementos de la potencia espectral (efecto I), el 
número de No-efecto (cuando la diferencia es despreciable), y el número de 
decrementos (efecto D). Para decidir sobre el tipo de efecto usamos el 
incremento relativo de la potencia en una cierta banda de frecuencia: 
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AESC cntr
AESC cntr( ) / 2
E EE
E E
−∆ = +  
donde cntrE  y AESCE  son la potencia espectral en control y AESC. Si el 
incremento absoluto es menor del 5% lo designamos como No-efecto, de otra 
forma de acuerdo al signo del incremento decidimos en el efecto I o en D.  
La figura 57C muestra que de hecho que en AESC la mayoría de los casos 
(66% y 69% para las bandas de frecuencia del estímulo y alpha, 
respectivamente) la potencia incrementa, es decir, tenemos un efecto I tras la 
estimulación de la corteza. En el 17% y 14% de los casos en las bandas de 
frecuencia del estímulo y alpha respectivamente la estimulación eléctrica de la 
corteza no provoca ningún efecto sobre la potencia. Y, finalmente el 17% de los 
casos para las dos bandas de frecuencia presenta un efecto D.   
Podemos concluir que la facilitación de la respuesta neuronal que media la vía 
corticofugal se manifiesta no sólo en el incremento del número de disparos sino 
en la ordenación del patrón de respuesta. 
 
Efecto de la estimulación eléctrica de la corteza SI sobre la coherencia al 
estímulo 
Debemos recalcar que la coherencia es una medida normalizada del espectro 
cruzado entre dos señales, y por tanto sus implicaciones están estrechamente 
unidas al dominio de frecuencias tanto para el tren de disparos neuronal como 
para los eventos de estimulación. El estímulo tiene una frecuencia fija de 1 Hz 
(con pequeñas variaciones debidas al montaje experimental). De acuerdo a 
ello,  estudiamos la coherencia wavelet de la respuesta neuronal a la 
estimulación táctil únicamente en la banda de frecuencia del estímulo cuyos 
límites hemos fijado en [0.83-1.16] Hz.    
Para estudiar el efecto de la estimulación de la corteza evaluamos la 
coherencia al estímulo media en control mcontrolC  y en AESC 
m
AESCC . La figura 4A 
muestra el valor absoluto del incremento de la coherencia   m m mAESC cntrC C Cδ = −  
como función de la coherencia media m m mAESC control( ) / 2C C C= +  para la base de 
datos experimentales. Como era esperable la gráfica muestra una fuerte 
tendencia lineal del incremento de coherencia que es menor para valores altos 
de la coherencia media. Ajustando el modelo (10) a los datos por mínimos 
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cuadrados obtenemos 0.41α =  (línea sólida en la figura 58A). Por tanto, para 
un valor dado de la coherencia wavelet, usando (10) podemos evaluar la 
expectación del valor absoluto del incremento de coherencia y definir así los 
efectos I, D y No-efecto provocados por la estimulación de la corteza (Fig. 
58A).  
 
 
Figura 58. Efecto de la activación eléctrica de la corteza SI sobre la coherencia 
wavelet de la respuesta de las neuronas de proyección en el núcleo gracilis a la 
estimulación táctil de sus campos receptivos. A) El valor absoluto del 
incremento de la coherencia mCδ  en función de la coherencia media global 
mC  muestra una fuerte tendencia lineal. La recta sólida es el mejor ajuste de 
los datos al modelo. El área gris delimita la región de No-efecto (puntos 
mostrados como triángulos) donde le valor del incremento de la coherencia 
observado experimentalmente es menor que un 50% del esperado. Los 
círculos y cuadros corresponden a los tipos de efecto I (incremento) y D 
(decremento) ante la estimulación de la corteza SI. B) Porcentaje de neuronas 
que exhiben los tipos de efecto I, No y D. C) Cambios relativos (incremento o 
decremento) de la coherencia para los efecto I y D.  
 
La figura 58B muestra el porcentaje de los diferentes tipos de efecto ante la 
estimulación eléctrica de la corteza SI. En la mayoría de los casos (59%) la 
167 
estimulación eléctrica de la corteza SI facilita la respuesta neuronal haciéndola 
más coherente al estímulo táctil.  En el 24% no hay cambios en la coherencia y 
en el 17% se observa en decremento. El valor del incremento relativo de la 
coherencia para los efectos I y D es el mismo: 13% y 15%, respectivamente 
(Fig. 58C).    
Destacamos que el incremento positivo de la coherencia (reproducibilidad 
de la respuesta neuronal a la estimulación táctil) se observó en un ligeramente 
menor número de casos que el porcentaje de casos de efecto I sobre la 
potencia en la banda de frecuencia del estímulo (59% en la figura 58B frente a 
66% en la figura 57C), lo que confirma que un incremento de la potencia 
espectral no va necesariamente acompañado de un incremento de la 
coherencia. Es mas, esto sugiere que los posibles cambios que ocurren en el 
patrón de respuesta al estímulo se deben a la vía corticofugal mas que aun 
simple incremento de la tasa de disparo.  
Para corroborar si el incremento de la coherencia wavelet al estímulo está 
correlacionado con las características convencionales de la actividad neuronal, 
representamos el incremento de la tasa de disparo media AESC cntrFR FR FRδ = −  
y el incremento de la amplitud del pico respuesta del PSTH PSTH AESC cntrA A Aδ = −  
frente a mCδ  (Fig. 59).  
En dichas gráficas un punto perteneciente a los cuadrantes I o III 
corresponden a una correlación positiva entre las correspondientes medidas, 
es decir un incremento o decremento de la coherencia va acompañado con un 
efecto análogo en las otras características, mientras que los cuadrantes II y IV 
establecen el efecto contrario o anti-correlación. De acuerdo a los hallazgos 
descritos es de esperar que una mejora en la reproducibilidad de la respuesta 
neuronal al estímulo táctil (es decir, m 0Cδ > ) no se reflejase en la tasa de 
disparo, pero si en el PSTH y por tanto observar PSTH 0Aδ > .  
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Figura 59. Incremento de la tasa de disparo media (A) y de la amplitud del pico 
del PSTH (B) frente al incremento de la coherencia de la respuesta neuronal al 
estímulo. Los cuadrantes I y III corresponden a una correlación positiva entre 
las 2 características  (es decir, un incremento o decremento de una 
característica se acompaña del mismo efecto en la otra), mientras que los 
cuadrantes II y IV corresponden a una correlación negativa o anticorrelación 
(es decir, cuando un efecto en una característica es contrario al efecto en la 
otra). Las líneas discontinuas y las áreas en gris alrededor muestran el mejor 
ajuste lineal de los datos y los límites de su intervalo del 95% de confianza. La 
dirección y la posición del ajuste implican la ausencia de correlación entre la 
tasa de disparo y la coherencia y una correlación positiva de la amplitud del 
pico del PSTH y la coherencia. Sin embargo, notar la presencia de casos 
donde los cambios en la amplitud del PSTH no se corresponden con los 
cambios en la coherencia. 
 
De hecho, la figura 59A muestra que los puntos en el caso de la tasa de 
disparo media se distribuyen casi arbitrariamente sobre el plano. El ajuste lineal 
de los datos lo confirma. La recta y su intervalo de confianza del 95% son 
esencialmente horizontales y no muestran una correlación significativa entre las 
medidas.  Encontramos una gráfica totalmente diferente para el incremento de 
la amplitud del pico del PSTH (Fig. 59B). La recta ajustada y su intervalo de 
confianza del 95% tienen una pendiente positiva notoriamente positiva. Por 
tanto, tal y como se esperaba, tenemos una correlación positiva de los cambios 
provocados por la estimulación eléctrica de la corteza SI entre la coherencia y 
la amplitud del pico del PSTH. Sin embargo destacamos que la mejora (o 
reducción) de la coherencia al estímulo no siempre se acompaña de un 
incremento (o decremento) en la amplitud del PSTH. Esto supone que para un 
número considerable de experimentos la medida del PSTH puede predecir 
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erróneamente el efecto de cambio de la coherencia de la respuesta neuronal al 
estímulo. 
 
Oscilación de frecuencia ultra baja en la coherencia 
En la figura 51E habíamos observado cualitativamente que la coherencia al 
estímulo táctil oscilaba lentamente en el tiempo tanto en control como AESC. 
Vamos a cuantificar dichas oscilaciones y a estudiar su posible papel funcional. 
La figura 60A muestra dos secciones de la coherencia en la banda de 
frecuencia del estímulo, entre [0.083, 1.16] Hz. Para examinar la coherencia 
media y su modulación en el tiempo promediamos la coherencia local sobre la 
banda de frecuencia del estímulo. Las series temporales obtenidas para control 
control ( )C t  y después de la estimulación de la corteza SI AESC ( )C t  proporcionan 
una medida de la reproducibilidad de la respuesta neuronal a los eventos de 
estimulación (Fig. 60A, panel inferior). Al principio de la estimulación (hasta 
unos 20 s) la coherencia respuesta al estímulo es mayor en AESC que en 
control. Después ambas características exhiben una caída (es decir, los 
disparos neuronales se vuelven menos coherentes a los eventos de 
estimulación) y no hay gran diferencia entre las coherencias. A lo largo de la 
estimulación se puede observar una oscilación lenta de amplitud relativamente 
alta. Destacamos que el periodo de oscilación lenta es mucho más corto que la 
resolución temporal wavelet (alrededor de 10 a 15 s frente a 2 s), lo que 
asegura la correcta identificación del comportamiento oscilatorio de la 
coherencia. 
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Figura 60.  Comportamiento oscilatorio de la coherencia wavelet de la 
respuesta neuronal a los eventos de estimulación táctil en la banda de 
frecuencia del estímulo. A) Panel superior: Las franjas muestran la coherencia 
evaluada en la banda de frecuencia 0.83 – 1.16 Hz (correspondiente a la 
mostrada en la figura 1E entre las líneas horizontales) para control y AESC 
para una neurona representativa (la misma que en la figura 1). La intensidad de 
grises corresponde al valor de la coherencia local. Cero sobre el eje temporal  x 
corresponde al comienzo de cada época. Panel inferior: Curvas que muestran 
la integral (promediada sobre la banda de frecuencia del estímulo) de la 
coherencia wavelet al estímulo de la respuesta neuronal a lo largo de las 
épocas de estimulación. La línea horizontal define el nivel de significancia 
estadística de la coherencia en la condición de estimulación control. De 
acuerdo a la significancia estadística definimos ventanas temporales de 
coherencia significante (recuadros grises) y no significantes (recuadros 
blancos). B). PSTH de la respuesta neuronal en control evaluados sobre las 
ventanas temporales con coherencia superiores (izquierda) e inferiores 
(derecha) al nivel de significancia. En las ventanas de respuesta coherente la 
neurona muestra un pronunciado pico, mientras que se pierde en las ventanas 
no coherentes. C) Espectro de potencia Fourier de la oscilación de la 
coherencia wavelet en control y AESC.   
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La oscilación observada podría tener un papel funcional. De hecho, para la 
estimulación control la coherencia cae temporalmente por debajo del nivel de 
significancia (Fig. 51E, panel izquierda y Fig. 60A, panel inferior). Por tanto 
podemos definir ventanas temporales (segmentos) con coherencia por encima 
o debajo del nivel de significancia estadística. En la figura 60A esas ventanas 
se marcan con recuadros blancos y negros, seleccionadas de forma que la 
longitud total de los segmentos significantes y sean la misma. Obviamente, en 
ventanas con coherencia alta la neurona debería exhibir una fuerte relación 
funcional estímulo – respuesta. Sin embargo, cuando la coherencia al estímulo 
no es significativa su asociación funcional podría perderse. El PSTH (Fig. 51B, 
panel de en medio) no muestra ninguna evidencia de este fenómeno. Sin 
embargo, dividiendo el tren de disparos en dos partes de acuerdo a la 
significancia de la coherencia observamos diferencias esenciales en los PSTH 
de cada parte (Fig. 60B). En regiones con coherencia significante la neurona 
exhibe una respuesta al estímulo bien pronunciada (Fig. 60B, panel izquierdo), 
mientras que el patrón de disparo se vuelve prácticamente descorrelacionado 
con el estímulo en las ventanas temporales de coherencia no significante (Fig. 
60B, panel derecho). Podemos interpretar este comportamiento como una 
pérdida temporal de la conectividad funcional entre el estímulo táctil y la 
neurona.  Notamos además que la estimulación eléctrica de la corteza SI 
incrementa la coherencia respuesta al estímulo y permanece por encima 
desnivel de significancia prácticamente durante toda la estimulación y sólo 
después de alrededor de 27 s la coherencia se vuelve no significativa.  En tal 
estado de “alerta” la neurona mantiene su acoplo funcional al estímulo 
sensorial enviando disparos coherentes al tálamo.        
La figura 60C muestra la densidad espectral de Fourier de la coherencia en 
control y AESC. En el primer caso el espectro tiene un pico en 0.09 Hz, 
mientras que en AESC el pico cae en un valor de menor frecuencia y amplitud, 
0.06 Hz.  
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Figura 61. Propiedades estadísticas de las oscilaciones ultra-lentas de la 
coherencia de respuesta al estímulo de las neuronas de proyección del núcleo 
gracilis en control y AESC. A) Frecuencia de oscilación media, B) potencia de 
oscilación media. 
 
La figura 61 muestra la frecuencia media y la potencia de las oscilaciones 
de la coherencia promediada sobre la población durante la estimulación táctil 
en control y AESC. La frecuencia media en control es de 0.065 Hz, ligeramente 
menor que la correspondiente a AESC, 0.068 Hz. Sin embargo, no se confirma 
una diferencia estadística entre las dos medias. De igual forma, la potencia 
media de la oscilación es ligeramente mayor, aunque no significativa, en el 
caso AESC que en control. Podemos concluir que la frecuencia y amplitud de la 
frecuencia ultra baja de las oscilaciones de la coherencia promediadas en toda 
la población neuronal no se ven afectadas por la estimulación eléctrica de la 
corteza SI. 
 
 
Caracterización espectral de la respuesta neuronal ante diferentes 
frecuencias de estimulación 
Acabamos de caracterizar la respuesta de las neuronas a estímulos táctiles 
rítmicos a una frecuencia de 1 Hz, donde hemos observado la presencia de 
oscilaciones de muy baja frecuencia en la curva promedio de la coherencia 
wavelet en la banda espectral en torno a la frecuencia de estimulación. El paso 
siguiente es estudiar cómo varían dichas características espectrales con la 
frecuencia de estimulación. Para ello se realizan los mismos experimentos pero 
con el siguiente protocolo de estimulación: 1 – 3 – 5 – 10 – 1 Hz. 
El primer análisis que realizamos sobre los trenes de disparos de la 
población neuronal es calcular la tasa de disparos, en este caso definida como 
el número de disparos por estímulo. La figura 62 muestra el promedio de la 
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tasa de disparos sobre la población y su error relativo. Observamos una clara 
tendencia a disminuir la tasa de disparo con el aumento de la frecuencia de 
estimulación. Las neuronas responden de forma menos constante a los 
estímulos de alta frecuencia, alternando épocas silentes con otras de baja 
actividad. También destacamos la capacidad de recuperación del 
comportamiento neuronal, en este caso estudiada para una frecuencia de 
estimulación de 1 Hz, ya que vuelve a disparar con la misma tasa tras una 
secuencia de estímulos a 3, 5 y 10 Hz. 
 
 
Figura 62: Tasa de disparo (disparos/estímulo) para las diferentes frecuencias 
de estimulación para la población neuronal. Observamos un decremento de la 
tasa de disparo con la frecuencia de la estimulación. 
 
Como acabamos de ver (Fig. 60) las neuronas no responde de igual 
forma a estímulos idénticos, comportamiento que se acentúa cuando la 
frecuencia de estimulación aumenta. Venimos usando la coherencia wavelet 
como una medida de la reproducibilidad de la respuesta en el tiempo, y por 
tanto en este caso puede ser de gran ayuda para caracterizar la respuesta 
neuronal a estímulos rítmicos a diferentes frecuencias.  
El primer paso para el cálculo de la coherencia wavelet es la estimación del 
espectro de potencias. En concreto, por estar interesados en la frecuencia 
inducida por el estímulo, calculamos la potencia promedio en la banda de 
frecuencia correspondiente al estímulo. En este caso no observamos una 
tendencia de cambio ante la frecuencia de estimulación (Fig. 63). 
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Figura 63: Potencia promedio sobre la población neuronal en las frecuencias de 
estimulación. 
 
Observamos un comportamiento similar al de la potencia en la 
coherencia wavelet promedio en la banda de frecuencia del estímulo (Fig. 64). 
En 3 y 10 Hz hay una disminución de la coherencia respecto a 1 Hz, sin 
embargo a 5 Hz la coherencia alcanza valores muy próximos a los observados 
para 1 Hz, al igual que sucediese con la potencia.  
 
 
Figura 64: Coherencia promedio sobre la población neuronal en las frecuencias 
de estimulación. 
 
 
Como hemos dicho al aumentar la frecuencia de estimulación las 
neuronas no responden de igual forma a estímulos idénticos, muy al contrario 
adoptan un comportamiento silente ante algunos estímulo dentro de la época 
de estimulación a una frecuencia dada. Por ello, la coherencia wavelet 
promedio no es un buen indicador de los cambios que ocurren. Aprovechamos 
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las ventajas que nos ofrece la coherencia wavelet para poder observar las 
curvas promedio en la banda de frecuencia del estímulo para un registro dado 
en función del tiempo (Fig. 65). Como podemos observar las curvas presentan 
cambios cada vez más bruscos, llegando incluso a niveles de coherencia cero 
como ocurre para la frecuencia de estimulación de 10 Hz, debido a la 
disminución momentánea de la actividad de disparo. 
  
 
Figura 65: Curvas ejemplo de la coherencia promediada en la banda espectral 
correspondiente a la frecuencia de estimulación. 
 
Una medida de tal variación es la desviación estándar de las curvas para 
cada registro. La figura 66 muestra el promedio sobre la población de la 
desviación estándar de dichas curvas y observando que aumenta con la 
frecuencia de estimulación como intuíamos.  
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Figura 66: Desviación estándar promedio de las curvas de coherencia 
 
En estas curvas podemos ver la presencia no sólo de oscilaciones muy 
lentas sino también la aparición de frecuencias más altas. La figura 67 muestra 
los espectros de potencias de las curvas ejemplo mostradas en la figura 65. Tal 
y como hemos descrito anteriormente ante una frecuencia de estimulación de 1 
Hz tenemos una clara oscilación a una muy baja frecuencia, 0.06 Hz. A medida 
que aumenta la frecuencia de estimulación el espectro es cada vez más ancho 
y complejo. Se mantiene la oscilación ultra lenta por debajo de 0.1 Hz pero 
aparecen frecuencias más altas hasta completar el espectro en el rango [0,1] 
Hz para una frecuencia de estimulación de 10 Hz. 
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Figura 67: Espectro de potencias de las curvas mostradas en la figura 4 
 
Hallamos el espectro de potencias de las curvas para cada registro y 
sobre éste calculamos la frecuencia media y desviación estándar del espectro, 
promediándolos sobre la población. Consideramos aquellas frecuencias cuya 
potencia sea al menos el 10% de la potencia de la frecuencia predominante. 
  La figura 68 muestra los resultados. Vemos que la frecuencia media 
aumenta con la frecuencia de estimulación (Fig. 68A), al igual que la desviación 
estándar (Fig. 68B),  debido a que el espectro se va ensanchando hacía la 
derecha y por tanto la frecuencia media se desplaza a valores mayores y la 
desviación estándar aumenta. Esto concuerda con el hecho de que la 
coherencia wavelet respuesta a la estimulación táctil en la banda 
correspondiente a la frecuencia de estimulación cambia sus propiedades 
espectrales, oscilando con un patón más complejo y variado.  
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Figura 687: Propiedades espectrales de la coherencia wavelet en la banda 
correspondiente a la frecuencia de estimulación. A) Frecuencia media de 
oscilación de la curva. B) Desviación estándar del espectro de potencias. 
 
 
6.4.2 Respuesta de las neuronas del núcleo trigémino espinal ante un 
estímulo de distracción  
La actividad sináptica repetitiva puede inducir modificaciones persistentes de la 
eficacia sináptica en muchas regiones del cerebro en forma de potenciación a 
largo plazo (LTP) y depresión a largo plazo (LTD). Tal plasticidad sináptica 
proporciona un mecanismo celular para el refinamiento, que depende de la 
experiencia del desarrollo de los circuitos neuronales y del aprendizaje y 
funciones de la memoria del cerebro. Los tiempos precisos de disparo pre y 
post-sináptico son frecuentemente críticos para determinar si una sinapsis de 
excitadora sufre LTP o LTD.   
Estudios electrofisiológicos recientes indican la existencia de un importante 
procesamiento  somatosensorial en el núcleo trigémino, modulado por la 
proyección corticofugal desde la corteza somatosensorial que puede enfocarse 
sobre un estímulo en particular mejorando así la respuesta neuronal a éste. Por 
otra parte, la respuesta sensorial en el núcleo trigémino podría disminuir ante 
un estímulo novel, de distracción. Este decrecimiento de la respuesta puede 
interpretarse como una interferencia sensorial. Nuestro objetivo ha sido 
demostrar que la interacción sensorial podría ocurrir ya en las primeras 
estaciones de relevo de la vía somatosensorial trigeminal cambiando no sólo el 
número de disparos inducidos por el estímulo sino la coherencia espectro-
temporal del tren de disparos neuronal con los eventos de estimulación.  
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La información somatosensorial procedente de la cara (incluyendo la boca 
y la cornea) converge, se procesa y finalmente envía al tálamo desde el 
complejo trigeminal. Para estudiar los mecanismos de representación de la 
información y procesamiento del sistema sensorial de las vibrisas en roedores, 
el trigémino es una buena referencia por ser un sistema particularmente bien 
organizado y estructurado. De hecho, las vibrisas largas mystaciales de la rata 
están organizadas en una matriz característica y altamente conservada de 
cinco columnas y hasta siete arcos (Brecht et al., 1997; Welker, 1971). Las 
ratas usan las vibrisas faciales para realizar varias tareas de discriminación tátil 
y diversos comportamientos (Carvell & Simons, 1990; Gustafson & Felbain-
Keramidas, 1977).  La información sensorial desde las vibrisas llega al 
complejo trigeminal, que está organizado en tres núcleos sensoriales y uno 
motor. El núcleo trigeminal sensorial incluye: núcleo Principal (Pr5), núcleo 
espinal (Sp5) y el núcleo mesencefálico (Me5). El núcleo Sp5 se divide en tres 
subnúcleos: oralis (Sp5O), interpolaris (Sp5I) y caudalis (Sp5C). En las 
aferentes del complejo trigeminal primario y las neuronas forman los “barriletes” 
Se distinguen tres tipos de neuronas en el núcleo trigémino de la rata, 
distinguibles desde el punto de vista morfológico y fisiológico: barriletes, 
interbarriletes e interneuronas GABAérgicas o glicinérgicas (Ressot et al., 2001; 
Viggiano et al., 2004).   
Los núcleos trigeminales Pr5 y Sp5 son relevos sinápticos obligatorios 
para la información somatosensorial que se origina en la vibrisa mystacial o 
“whisker” a uno de los lados de la cara del núcleo medial posterior ventral 
contralateral (VPm) del tálamo (Peschanski, 1984; Smith, 1973). Las neuronas 
de proyección Pr5 se caracterizan por tener un campo receptivo de una sola 
vibrisa, mientras que el resto de la población tiene campos receptivos múltiples 
(Friedberg et al., 2004; Veinante & Deschênes 1999). Las neuronas talámicas 
Sp5 responden a más de cuatro vibrisas, y tienen grandes campos receptivos 
(Friedberg et al., 2004; Woolston et al., 1982). Por tanto, a nivel neuronal hay 
un alto grado de integración de la señal de entrada táctil desde múltiples 
vibrisas en la mayoría de las neuronas trigeminales. En el tálamo contralateral 
(VPm) la información de los barriletes es recibida por un grupo de neuronas 
llamadas barriloides (Sugitani et al., 1990), información sensorial que llega a 
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través de la vía lemniscal. Además, la vía paralemniscal transporta información 
menos precisa desde las neuronas Sp5 al núcleo talámico posterior 
contralatreal (Po), y también a VPm (Patrick y Robinson, 1987). También hay 
una organización similar en la corteza somatosensoral primaria (SI). La 
información de las vibrisas está organizada en columnas llamadas barriles y 
cada uno recibe información desde unas pocas vibrisas (Erzurumlu & Jhaveri, 
1990; Hutson & Masterton, 1986). Existe una proyección de retroalimentación 
(feed-back) desde SI así como desde la corteza motora primaria al núcleo 
trigémino. Es una proyección cruzada monosináptica que va por el tractor 
piramidal con una somatopía altamente precisa (Dum y Tolbert, 1982). Las 
propiedades electrofisiológicas y la acción de esta proyección son poco 
conocidas. Haciendo un paralelismo, en los núcleos de la columna dorsal esta 
proyección juega un papel relevante en la modulación de la respuesta 
somatosensorial, siendo capaz de modificar el tamaño del campo receptivo e 
incrementar la agudeza del sistema (Malmierca y Nuñez, 1998, 2004, 2007, 
Mariño et al., 2000).  
Las señales de entrada periférica y corticofugal al núcleo trigémino son 
glutamatergicas (Feliciano y Potashner, 1995). Existen evidencias 
electrofisiológicas de actividad GABAergica en el complejo trigeminal que 
controlan el tamaño de los campos receptivos. Así los antagonistas GABAA 
incrementan el tamaño del campo receptivo en el núcleo trigémino mientras 
que el agonista lo reduce (Takeda et al., 2000). Además se ha mostrado que 
las interneuronas glicinérgicas inhiben la respuesta somatosensorial en el 
núcleo trigémino (Ressot et al., 2001). Las células barriletes exhiben un EPSP 
monosináptico seguido de un IPSP disináptico después de la estimulación del 
nervio trigeminal. El IPSP disináptico debería estar mediado por un circuito una 
alimentación hacía adelante (feed-forward). Las células GABAergicas de Pr5 
actúan principalmente como interneuronas inhibitorias en este circuito. Un IPSP 
sin ser precedido de un EPSP podría ser evocado por células barriletes al 
estimular el nervio trigémino, sugiriendo la existencia de un circuito inhibitorio 
separado, a parte del circuito inhibitorio de alimentación hacía delante (Lo et 
al., 1999).  
En el núcleo trigémino también se ha descrito plasticidad sináptica. Un 
día después de nacer (P1), cuando los barriletes están en la etapa de 
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formación, una estimulación a alta frecuencia de los aferentes ganglionares 
trigeminales produce una depresión a largo plazo (LTD) en las respuestas 
sinápticas. Entre P3-7, cuando los barriletes se consolidan, una gran actividad 
de los axones ganglionares trigeminales lleva a una potenciación a largo plazo 
(LTP) de las respuestas (Guido et al., 2004). Esto sugiere que LTD puede 
actuar como mecanismo que elimina selectivamente la señal de entrada de 
múltiples vibrisas y LTP consolidaría las señales de entrada que están 
conectadas. 
Los resultados sobre las neuronas de proyección del DCN sugieren que 
la arquitectura temporal de la respuesta neuronal es crucial para determinar la 
facilitación o depresión de una neurona post-sináptica y dejan intuir la 
presencia de un filtro de atención ya en las primeras estaciones del 
procesamiento sensorial. Para comprobar esta hipótesis estudiamos la 
respuesta de las neuronas del núcleo trigémino a estímulos táctiles y su 
modificación cuando se presenta simultáneamente un estímulo nuevo, de 
distracción. El protocolo de estimulación establecido supone que tras un 
periodo de 30 segundos de actividad espontánea se estimula la vibrisa 
principal, provocando su deflexión, en tres condiciones diferentes: 
1. Estimulación control: La estimulación táctil consiste en una secuencia 
de 30 pulsos de duración 20 ms a 1 Hz sobre la vibrisa principal 
2. Interferencia sensorial Ipsilateral: Simultáneamente a la estimulación 
táctil control  se aplica un estímulo de distracción hand-held brush a las 
vibrisas localizadas fuera del campo receptivo de la neurona registrada. 
3. Interferencia sensorial Contralateral: El mismo protocolo que en 2) pero 
el estímulo de distracción se aplica sobre un área de la piel en el lado 
contralateral del cuerpo. 
 
La respuesta a estímulos táctiles se ha estudiado en el núcleo Sp5c, cuya 
participación en el procesamiento sensorial es todavía poco conocido. Se han 
estudiado 20 registros neuronales (trenes de disparos) con una baja tasa de 
disparo en espontánea, 0.9±0.9 disparos/s, y un campo receptivo que 
corresponde a una o dos vibirsas. El estímulo táctil control provoca una tasa de 
disparos de 2.1±0.4 disparos/estímulo y una latencia media de 20.1±0.9 ms. 
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Interferencia sensorial 
La aplicación simultánea de otro estímulo táctil, que ejerce de distracción, en la 
vibrisa contralateral reduce la tasa de disparos desde 2.1±0.4 hasta 1.7±0.3 
disparos/estímulo (un 81% respecto al control, con un valor-p de 0.02) en el 
70% de las neuronas (Fig. 69). Denotamos a este decrecimiento de la 
respuesta neuronal causada por la aplicación de un estímulo de distracción en 
el lado contrlateral como interferencia-sensorial-contralateral, como se descibió 
en la corteza SI (Alenda y Nuñez, 2004, 2007). Distinguimos tres tipos de 
efectos para la tasa de disparo: Incremento (I), No cambio (No) y decremento 
(D). Ante la estimulación contralateral un 9% de las neuronas no alteraron su 
tasa de disparo, un 21% de incrementaron y la mayoría, un 70%, disminuyeron 
su tasa de disparo. Un efecto similar de interferencia sensorial se observa 
cuando se aplica un estímulo táctil de distracción en la vibrisa ipsilateral 
simultáneamente al estímulo sobre la vibrisa principal, lo que denotamos como 
interferencia-sensorial-ipsilateral. La respuesta en este caso se reduce a 
1.6±0.5 disparos/segundo (76% del valor control, valor-p 0.01) en el 82% de las 
neuronas (fig. 69). El resto de las neuronas no se han visto afectadas.  
 
 
 
Figura 69: Porcentaje de tipos de efectos I, NO y D para la tasa de disparo ante 
la distracción ipsi y contralateral. 
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La figura 70 ilustra los PSTHs que muestra la respuesta típica en las tres 
condiciones experimentales descritas y que demuestran el decrecimiento de la 
respuesta táctil durante la aplicación de un estímulo de distracción, en la figura 
70B el pico es más estrecho y en 70C es además más bajo. La tasa de disparo 
de una célula trigeminal no se ha visto afectada después de la interferencia 
sensorial (0.9±0.9 disparos/s frente a 1.0±0.9 disparos/s). De igual forma, la 
latencia en control tampoco difiere. La reducción del número de disparos 
evocados por el estímulo (alrededor del 20%) representa una disminución 
significativa de la transmisión sensorial cuando ocurren simultáneamente 
diferentes estímulos sensoriales.    
 
 
Figura 70: PSTHs de la respuesta neuronal a los eventos de deflexión de la 
vibrisa en control (A) y con distracción ipsi (B) y contralateral (C) 
 
Nuestros resultados sugieren una clara tendencia a la disminución de la 
respuesta sensorial durante la interferencia sensorial.  Sin embargo, los 
resultados expuestos hasta ahora no evidencian los cambios dinámicos que 
ocurren en el patrón de disparo. El patrón de disparo evocado por el estímulo 
es crucial en la transmisión sensorial ya que tal y como han demostrado varios 
estudios el input pre-sináptico genera  diferentes tipos de plasticidad sensorial. 
Por tanto, la transformada wavelet del tren de disparo permite estudiar dicha 
hipótesis.  
 El espectro de potencias wavelet nos permite estudiar las propiedades 
espectrales y su evolución en el tiempo. La figura 71 muestra un ejemplo 
representativo del espectro de potencias wavelet de un tren de disparos 
neuronal en espontánea y durante la deflexión de la vibrisa en control y durante 
las interferencias ipsi y contralateral.  
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La actividad de disparo espontánea es irregular, con un patrón temporal 
no repetitivo. El valor máximo de la potencia espectral se localiza en los 
eventos de disparo y no en estructuras de larga duración (Fig. 71A). Sólo entre 
20 y 25 segundos se observa un débil pico de periodo 0.5 s que solapa con 1.5 
s. La estimulación táctil de la vibrisa genera una pronunciada respuesta, que ya 
podía observarse en el PSTH (Fig. 70A).  Esto sugiere la presencia de un ritmo 
a la frecuencia del estímulo impuesta por el patrón de estimulación. De echo, la 
distribución de la potencia en control (Fig. 71B) muestra un ritmo permanente 
(estable) en la banda de frecuencia del estímulo, es decir,  la neurona está 
funcionalmente asociada a los eventos de estimulación y de forma constante a 
lo largo de la estimulación control. 
 
 
Figura 71: Tren de disparo neuronal (el mismo de la figura 2) su 
correspondiente espectro de potencias wavelet. La intensidad del color se 
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corresponde con la intensidad local espectral. Las áreas blancas cubren el 
cono de influencia. A) Actividad espontánea B) Respuesta periódica a los 
eventos de deflexión de la vibrisa en condiciones control; C y D) Respuesta a la 
estimulación táctil con distracción ipsi y contralateral, respectivamente. La 
distracción táctil reduce la ritmicidad de la respuesta neuronal a las defexiones 
de la vibrisa en la banda de frecuencia (periodos) del estímulo.   
 
La distracción sensorial influye de forma clara en la estabilidad de la 
respuesta neuronal a la deflexión de la vibrisa (Fig. 71C, D). La potencia a una 
frecuencia de 1 Hz decrece y se vuelve oscilatoria, es decir el pico de la 
amplitud no es persistente en el tiempo, lo que genera una oscilación de baja 
frecuencia.   De hecho, en la figura 71C (distracción ipsilateral) la potencia 
máxima ocurre a los 11, 20 y 32 segundos, lo que corresponde a una oscilación 
lenta de frecuencia de 0.1 Hz.  Dicha oscilación de la potencia espectral sucede 
debido a que la respuesta neuronal durante la distracción no es la misma a lo 
largo del tiempo, sino que presenta cierta variabilidad, es decir, la neurona 
dispara un número diferente de veces con un intervalo entre espigas diferente 
ante el mismo evento de estimulación. Destacamos, como ya hemos hecho, 
que este comportamiento dinámico no podría haberse observado con el PSTH 
(Fig. 70). Comparando la potencia espectral a 1 Hz en las diferentes 
condiciones experimentales podemos cuantificar el grado de influencia de la 
distracción táctil sobre la estabilidad (acoplo) de la respuesta neuronal a las 
deflexiones de la vibrisa. Sin embargo, para este propósito la coherencia 
wavelet es una herramienta más adecuada. En el caso bajo estudio, los 
eventos de estimulación inducen una actividad de disparo en la neurona. Por 
tanto, hablamos de acoplo unidireccional entre la neurona y el estímulo y nos 
centramos en la banda de periodos del estímulo. Para testar los efectos de la 
interferencia sensorial ipsi y contralateral sobre el procesamiento del estímulo 
evaluamos la coherencia wavelet para cada tren de disparos en cada una de 
las condiciones experimentales de distracción, y se compraran con las halladas 
en control.  
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Figura 72: Coherencia wavelet de la respuesta de una neurona representativa 
(la misma de las figuras 2 y 3) a los eventos de deflexión de la vibrisa 
evaluados en la banda de periodo del estímulo 0.86 -1.2 s, en control (A), y 
durante la distracción ipsi (B) y contralateral (C). La distracción sensorial lleva a 
una disminución del nivel de coherencia y una baja frecuencia de oscilación. La 
intensidad del color corresponde al nivel de la coherencia. 
 
La figura 72 ilustra la coherencia wavelet de la respuesta de la vibrisa al 
estímulo. Al igual que antes, debido a que la estimulación es periódica (a 1 Hz) 
nos centramos en la respuesta concerniente a la banda de frecuencia o periodo 
del estímulo, en este caso en el rango [0.83, 1.16] Hz o [0.8, 1.2] s, 
respectivamente. Durante la estimulación control (Fig. 72A) la respuesta de la 
neurona es altamente coherente con el tren del estimulo, lo que evidencia la 
presencia de una asociación estímulo – respuesta neuronal que ya intuíamos 
en el PSTH (Fig. 70A) y en el espectro de potencias (Fig.  71B). Observamos 
que en este caso el acoplo funcional entre la neurona y el estímulo es muy alto 
y constante a lo largo de la estimulación.  
 La aplicación simultánea de un estímulo de distracción ipsi (Fig. 72B) o 
contralateral (Fig. 72C) durante la estimulación de la principal vibrisa provoca 
una disminución en el acoplo entre los eventos de estimulación y la respuesta 
sensorial de la neurona trigeminal. Notamos además que el efecto de la 
interferencia sensorial no es constante a lo largo del experimento. El máximo 
decremento de la coherencia se observa al principio de la aplicación de la 
interferencia sensorial. Esto sugiere que el estímulo novel atrapa la mayor 
“atención” del sistema sensorial y por tanto el efecto se manifiesta en una 
disminución de la coherencia.  
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Figura 73: Coherencia wavelet promediada sobre la banda de periodo del 
estímulo en las épocas control, y durante la distracción ipsi y contralateral.  
 
Para estudiar los cambios en el acoplo de la respuesta neuronal al 
estímulo promediamos la coherencia local sobre la banda de frecuencia del 
estímulo. La figura 73 muestra la curva obtenida en control y durante la 
aplicación del estímulo de distracción ipsi y contralateral.  Se observa que el 
nivel medio de la coherencia respuesta disminuye con la interferencia sensorial 
y la amplitud de la oscilación de la coherencia aumenta. El decremento de la 
coherencia es más drástico al principio de la interferencia sensorial 
contralateral. Sin embargo, tras 10 segundos la coherencia tiende a 
recuperarse aunque de forma no persistente. En esta figura se puede observar 
claramente una oscilación lenta durante la interferencia sensorial y el alto 
acoplo entre la respuesta neuronal y el estímulo en condiciones control.  
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Figura 74: Porcentaje de tipos de efectos I, No y D a la distracción táctil de la 
coherencia de la respuesta neuronal a las deflexiones de la vibrisa relativas a la 
estimulación control.  
 
 Aplicando este análisis a cada tren de disparo registrado obtenemos los 
valores característicos de la coherencia promedio respuesta neuronal sobre la 
población. Al igual que antes describimos los efectos I (incremento), D 
(decremento) y no-efecto en comparación de la coherencia control y tras la 
interferencia sensorial.  La figura 74 muestra el porcentaje de casos de cada 
tipo de efecto ante la distracción ipsi y contralateral. La interferencia sensorial 
ipsilateral disminuye la coherencia en un 86% de los casos, mientras que la 
contralateral en un 70%.  En pocos casos (un 10% para la distracción ipsilateral 
y un 3% en la contralateral) la interferencia sensorial no provoca ningún efecto 
sobre la coherencia en control. Finalmente, la coherencia de aumenta en un 
27% de los casos durante la interferencia contralateral y un 4% durante la 
interferencia sensorial ipsilateral. Ante la estimulación de distracción ipsilateral 
el porcentaje de casos en los que la coherencia disminuye es mayor que ante 
la distracción contralateral, pero en ambos casos la distracción produce una 
disminución de la coherencia respecto a la estimulación control. Los resultados 
sugieren la existencia de un “filtro de atención” en las primeras etapas del 
procesamiento sensorial. 
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7. Discusión 
 
Evaluación de los métodos matemáticos para inferir en la conectividad 
funcional a partir de trenes de disparo 
El estudio de los trenes de disparo es de central importancia en 
electrofisiología. Habitualmente se estudian los cambios en la tasa media de 
disparo. Una extensión natural al cálculo de la tasa de disparo es estimar las 
funciones de autocorrelación y correlación-cruzada. Sin embargo es cada vez 
mayor el interés en caracterizar la estructural temporal de los trenes de disparo 
y sus relaciones de forma más completa (Gray et al., 1989; Gerstein et al., 
1985; Abeles et al., 1983).  
El objetivo de la sección 6.1 ha sido estudiar los métodos matemáticos 
propuestos para determinar el patrón de conectividad funcional de una red 
neuronal a partir de las series temporales que caracterizan su actividad de 
disparo, los trenes de disparo. Dicho trabajo está enmarcado en un proyecto 
cuyo ánimo es el análisis de datos experimentales y la identificación de 
circuitos funcionales compuestos por neuronas, donde los métodos que hemos 
presentado y estudiado aquí proporcionan las herramientas matemáticas para 
obtener información sobre el comportamiento y la organización de estructuras 
neuronales basándonos en dichos registros.  
La Correlación Cruzada (CC) es una herramienta extensamente 
empleada en neurociencia, sin embargo son varios los autores que han 
resaltado sus limitaciones y han alertado sobre la validez de las conclusiones 
que se derivan de ella (entre otros, Aerten et al., 1986; Brody., 1999). Por 
ejemplo, no podemos concluir si la conexión es directa o mediada por una o 
varias neuronas intermedias o por una entrada común. La correlación podría 
mostrar interacción entre dos neuronas no acopladas (falso positivo). 
Consideramos el caso de dos neuronas independientes con la misma tasa de 
disparo, la CC mostraría un pico a una frecuencia dada. Por otro lado la 
correlación entre el tren de disparo de una neurona arrítmica y otra rítmica 
mostraría oscilaciones caracterizadas por el ritmo de la segunda. Brody (1999) 
mostró que la correlación no puede discernir entre picos debidos a la sincronía 
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y la latencia de respuesta al estímulo o la excitabilidad neuronal. En este 
trabajo hemos presentado ejemplos y topologías en las que hemos podido ver 
algunas de las limitaciones de CC; la dificultad para detectar la presencia de 
conexión inhibitoria (Aertsen et al., 1985; Palm et al., 1988), la fuerza de acoplo 
o la indistinguibilidad entre conexión directa e indirecta en los casos de alto 
acoplamiento. La CC contiene información relativa no sólo a los efectos 
inmediatos de la señal de entrada (tren de disparo de la neurona pre-sináptica) 
sobre la salida (neurona post-sináptica) sino también relativa a la dinámica de 
cada una de las neuronas (Popele et al., 1998). Para restar ambigüedad a la 
interpretación, debemos tener en cuenta también las auto-correlaciones de 
cada neurona. Trabajos originales (Knox, 1977) demostraron que parámetros 
relativos a la dinámica neuronal influyen en la detección de la correlación entre 
neuronas, ya que la CC depende de la distribución del potencial de membrana 
y de cómo se altera ante la presencia de entradas. Por las dificultades en la 
interpretación que conlleva CC, el método puede servir como paso preliminar 
para detectar el patrón de conectividad funcional en redes neuronales.  
 
Los métodos desarrollados en el dominio de frecuencia, como la coherencia 
espectral (SC), coherencia espectral parcial (PSC), y los métodos basados en 
la cusalidad de Granger, como la función de transferencia dirigida (DTF), la 
coherencia dirigida parcial (PDC) o la función de transferencia dirigida directa 
(dDTF) nos aportan además de la conectividad el conocimiento sobre las 
frecuencias a las que interactúan las neuronas. El dominio de frecuencias 
ofrece varias ventajas frente al dominio de tiempo. Primero, los métodos en el 
dominio de frecuencia captan mejor las sutilezas de la estructura del patrón de 
disparo, que a veces resulta de gran dificultad en el dominio de tiempo. 
Segundo, las medidas en el dominio de tiempo son más sensibles al 
comportamiento no estacionario débil (Brody, 1998). Tercero, las medidas en el 
dominio de tiempo no dependen de la selección de un bin. Y cuarto, la 
coherencia y otros métodos similares son medidas normalizadas de la 
correlación entre dos series temporales, en contraste con la correlación 
cruzada en el dominio de tiempo que no está normalizada.  
La SC y PSC tienen un buen rendimiento, sin embargo la información 
que proporciona sobre la estructura funcional de la red es bastante limitada. 
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PSC es un método robusto para distinguir entre conexión directa e indirecta. 
Sin embargo, en casos límite de trenes prácticamente aleatorios o muy rítmicos 
el rendimiento del método disminuye. PSC tiene tres claras limitaciones: no 
proporciona conocimiento acerca del tipo de sinapsis; No detecta bucles; y  la 
dirección de la sinapsis no es fácilmente extraíble. A pesar de ellos, nuestros 
resultados sugieren que PSC es un método “de primera elección” debido a su 
simplicidad y bajo nivel de error. 
 
Los métodos basados en la causalidad de Granger ofrecen mayor información 
de la red (por ejmplo la dirección de la sinpásis) pero su porcentaje de error 
(eficacia) es mayor que los de PSC. Nuestra evaluación concluye que DTF y 
PDC son buenos métodos para detectar correctamente la dirección de la 
interacción pero tienen un menor rendimiento al distinguir entre conexión 
directa e indirecta. Dichos métodos presentan dos limitaciones: problemas al 
distinguir conexión directa de indirecta, y no proporcionan conocimiento acerca 
del tipo de la sinapsis.  Se ha propuesto dDTF como método capaz de 
combinar las ventajas de PSC para distinguir la conexión directa y la indirecta y 
DTF para poder concluir sobre la dirección de la sinápsis.  
 
Los métodos en el dominio de frecuencia tienen como punto de partida la 
estimación del espectro de potencias de la señal (transformada de Fourier), y 
es en este punto donde surge la gran diferencia entre la aplicación de los 
métodos a procesos puntuales o a series temporales continuas. La evaluación 
del rendimiento de los métodos ha sido publicada en la literatura únicamente 
para series temporales contínuas, probándose su utilidad en este campo. Las 
aplicaciones de los métodos a procesos puntuales son escasas y se limitan 
casi exclusivamente a datos simulados. Nuestro objetivo ha sido la evaluación 
del rendimiento de los métodos en su aplicación a trenes de disparos, lo que 
nos ha llevado a descártalos como  herramienta para inferir en el patrón de 
conectividad a partir de trenes de disparo debido a la dificultad que conlleva el 
tratamiento previo de este tipo de datos y la baja fiabilidad de los resultados. 
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Eliminación de artefactos en el EEG y determinación y discriminación de 
circuitos cortico-corticales 
Apoyándonos en los métodos matemáticos desarrollados en el dominio de 
frecuencia, cuya utilidad para series temporales continuas como el EEG ha sido 
extensamente probada, nos hemos centrado en la determinación de circuitos a 
gran escala, circuitos cortico-corticales. Para ellos un primer paso obligatorio es 
la eliminación de los artefactos en el EEG.  
Recientemente se han realizado grandes esfuerzos en la supresión de 
artefactos en los registros de EEG, y se ha mostrado la gran utilidad del 
análisis de componentes independientes (ICA) en la descomposición de la 
señal. Sin embargo son varios los autores que aconsejan tratar este análisis 
con precaución (véase la revisión de Stone, 2002). Los estudios publicados 
sobre la evaluación del rendimiento de ICA en la supresión de artefactos se 
han centrado casi exclusivamente en la importante reducción del espectro en la 
banda correspondiente a los artefactos típicos en un EEG corregido por ICA 
(Tong et al., 2001; Tran et al., 2004). Sin emabrgo, la distorsión de la parte 
cerebral del EEG que introduce el método ha sido una cuestión que aunque 
discutida se ha dejado sin tratar. Algunos estudios han apuntado a una posible 
distorsión de la actividad cerebral debido al procedimiento de corrección de ICA 
(Wallstrom et al., 2004; Kierkels et al., 2006) pero la cuantificación de la 
distorsión sobre las características no locales (por ejemplo la coherencia 
espectral) ha sido hasta la fecha completamente no estudiada. En la sección 
6.2 nos hemos propuesto dos objetivos complementarios: (1) estudiar 
cuantitativamente cómo la supresión de artefactos en el EEG distorsiona la 
actividad cerebral subyacente y afecta la calidad de las características 
derivadas locales (espectro) y no locales (coherencia); y (2) proponemos un 
nuevo método que mejora el rendimiento de la técnica convencional ICA, que 
reduce la distorsión en el EEG al suprimir los artefactos. 
Primero, hemos mostrado que el EEG corregido por ICA podría perder 
parcialmente la actividad cerebral. De hecho, ICA descompone el EEG en sus 
componentes de origen artificial y neuronal y rechaza las primeras. Tal 
separación es válida para fuentes independientes, linealmente mezcladas 
donde el número total no excede el número de electrodos de registro (Bell y 
Sejnowski, 1995).  En la práctica estas suposiciones pueden violarse lo que 
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conllevaría una filtración de actividad cerebral en las componentes asociadas 
como artificiales. El rechazo completo de tales componentes supone por tanto 
una pérdida parcial de la señal neuronal. Para reducir las distorsiones en  el 
EEG corregido hemos propuesto un método de mejora de ICA que se apoya en 
las posibilidades que ofrece wavelet, que hemos denominado wICA, y que 
permite recuperar la actividad cerebral que se filtra en las componentes 
artificiales. wICA está basado en la descomposición de la señal ICA e incluye 
como paso intermedio un procedimiento de umbral sobre las componentes 
independientes. Este paso recupera la actividad neuronal persistente, de baja 
amplitud y ancho espectro, que se haya filtrado en las componentes 
identificadas como responsables del artefacto.  Por tanto, la anulación de tal 
componente conlleva únicamente la supresión de la parte artificial dejando 
inalterada la actividad neuronal en el EEG corregido por wICA. Notamos que 
wICA no sólo recupera la actividad cerebral fuera de los episodios de artefacto 
sino que también permite una sustancial recuperación de la señal neuronal bajo 
el artefacto. Otra ventaja de wICA es la posibilidad que ofrece de automatizar el 
proceso. No se requiere una laboriosa y a veces ambigua inspección visual de 
las componentes independientes. Todas las componentes se  pasan por el 
procedimiento de umbral de forma que sólo a las componentes que contienen 
artefactos (con una determinada morfología y de alta magnitud) se les aplica la 
transformada wavelet. En este punto recalcamos que el uso propuesto del 
análisis wavelet no se realiza sobre el EEG crudo sino sobre las componentes 
independientes lo que supone una gran ventaja ya que los artefactos se 
centran en unas pocas componentes, donde la relación entre la magnitud del 
artefacto y la magnitud de la actividad cerebral es mucho mayor que en la señal 
registrada por los electrodos afectados por el artefacto. Esto mejora 
fuertemente la calidad en la detección del artefacto y simplifica la aplicación del 
método ya que no se requiere una selección fina del valor de umbral. 
Segundo, hemos cuantificado el rendimiento de ICA y wICA como 
métodos de supresión de artefactos en los dominios de tiempo y frecuencia 
usando EEG reales y semi-simulados. Notamos que la cuantificación de la 
calidad de recuperación de la señal se refiere al control, épocas de EEG libres 
de artefacto.  En el dominio de tiempo mostramos que ICA elimina (en 19.4 dB) 
la presencia de artefactos oculares y reduce moderadamente los artefactos de 
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pulso cardiaco (en 3.5 dB). wICA ofrece una mejora significativa reduciendo en 
35.0 y 13.7 dB la presencia de artefactos oculares y de pulso cardiaco, 
respectivamente. En el dominio de frecuencia, mostramos que ICA tiende a 
infraestimar el espectro de potencias del EEG en todas las bandas de 
frecuencia. Hemos estimado teóricamente la pérdida en el espectro de 
potencias y mostramos que es el producto de la actividad neuronal persistente 
y el peso correspondiente de la matriz de combinación. Esto supone por 
ejemplo que la pérdida espectral en la supresión de los artefactos oculares es 
mayor en las posiciones frontales. Calculando el valor absoluto de la distorsión 
espectral en el electrodo FP1 encontramos que para ICA/wICA: 4.4/0.7, 3.8/0.2, 
4.3/0.1 y 4.8/0.1 dB en las bandas Theta, Alpha, Beta y Gamma, 
respectivamente. 
El EEG proporciona una base natural para el estudio de la dinámica 
cerebral no local y los circuitos corticales. Por primera vez, hemos abarcado la 
cuestión de cómo la supresión de artefactos afecta la evaluación de las 
características no locales más simples, es decir la coherencia espectral directa 
y parcial. Nuestros resultados sugieren que los EEGs corregidos por ICA 
podrían exhibir un nivel de coherencia sobre-estimado mientras que wICA 
supera este problema presentando niveles de coherencia próximos a los 
encontrados en condiciones control. La sobre-estimación podría llevar a 
conclusiones erróneas sobre la presencia de acoplo (asociación) espurio entre 
las correspondientes áreas corticales. De hecho, hemos mostrado que el 
patrón de conectividad funcional que proporciona la coherencia espectral 
parcial evaluado sobre EEG corregidos por ICA es mucho más denso que el de 
condiciones control. wICA solventa este problema mostrando prácticamente el 
mismo patrón de conectividad que en condiciones control.      
 
Una vez hemos establecido un procedimiento fiable de eliminación de 
artefactos podemos volver al objetivo original de determinar el circuito cortico-
cortical. Para ello hemos empleado los métodos PSC y dDTF estableciendo 
una primera comparación entre ellos para el caso de un sujeto control en los 
estados de ojos abiertos y cerrados. Aplicamos el método dDTF para dterminar 
los circuitos a gran escala para las poblacione de sujetos control y una 
población de pacientes con diverso daño cerebral. Hemos podido comprobar, 
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aplicando el análisis discriminante lineal (LDA), que los circuitos cortico-
corticales son una medida que define y caracteriza cada población. Gracias a 
las posibilidades que ofrece LDA los resultados muestran que las bandas de 
frecuencia que mejor discriminan tales poblaciones son las bandas Theta (4-8 
Hz) y Beta (13-30 Hz). Además proponemos que las parejas de electrodos que 
marcan las diferencias entre los circuitos de una población control y una 
población con daño cerebral son las correspondientes a los pares de electrodos 
(Pz, P4), (T6, P4), (P3, T5) y (C4, P4), cuya dirección de acoplamiento es 
proporcionada por el método dDTF. 
 
 
 
Interacción entre las áreas visuales de los dos hemisferios cerebrales 
dependiente del estímuloConsideraciones metodológicas 
Las interacciones entre las áreas visuales de los dos hemisferios han sido 
estudiadas a nivel de neuronas individuales y señales EEG y fMRI. En este 
trabajo hemos elegido analizar interacciones interhemisféricas registrando 
LFPs ya que representa el paso intermedio entre el nivel neuronal y el 
macroscopico. Los LFPs proporcionan el nivel “mesoscopico” de la resolución 
espacial. Además como los LFPs reflejan la depolarización de las membranas 
neuronales, no es necesario alcanzar el umbral de disparo, son más sensibles 
que un registro individual y son directamente comparables con los resultados 
obtenidos con imagen óptica lenta y rápida (Schmidt et al., 2005; Nakamura et 
al., 2007).   
La inactivación de la corteza visual por congelación fue propuesta por 
Payne y colaboradores (Payne et al., 1991) en estudios de interacciones 
interhemisféricas similares a las de este trabajo y posteriormente extendidas a 
estudios de comportamiento (Galuske et al., 2002). Comparado con la 
transección callosa, la inactivación de las áreas visuales como vía para evaluar 
el papel de las interacciones interhemisféricas tiene las siguientes ventajas.  Es 
menos invasiva quirúrgicamente, y esto, particularmente en animales pequeños 
como el hurón, evita daños en los hemisferios. Los efectos de la inactivación 
son reversibles lo que permite estudiar las respuestas antes y después de la 
inactivación del otro hemisferio, eliminando así los efectos confusos de 
tendencias naturales o espontáneas. Finalmente, las áreas individuales pueden 
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congelarse separadamente y esto permite diseccionar el papel de las diferentes 
vías inter-hemisféricas. Aunque la congelación no interrumpe las fibras 
callosas, la anatomía de las vías visuales deja poca duda sobre si la 
congelación de un hemisferio marca la influencia de su proyección callosa a 
otro hemisferio. Finalmente, el hecho de que la congelación afecte 
selectivamente a las respuestas a las barras y no a los pulsos de luz 
cuadrados, como se concluye de nuestros resultados, previene de efectos 
inespecíficos, y concuerda con estudios previos (Payne et al., 1991; Lomber et 
al., 1994, 1996, 1999). En particular elimina la posibilidad de que la congelación 
pudiese haber afectado directamente al hemisferio donde se realizan los 
registros. 
 
Modelo de interacción inter-hemisférica en las áreas visuales 
Destacamos cuatro resultados de la sección 6.3 de este trabajo. Primero, la 
señal de entrada del hemisferio contralateral parece no ser relevante a la 
localización, tamaño y forma del campo receptivo periférico (PRF) cartografiado 
mediante estímulos de pulsos de luz de corta duración cerca de la línea media 
del campo visual. Además no modifica la fuerza de la respuesta a tal estímulo.  
El hecho de que las respuestas a las barras si dependan de la señal de entrada 
desde el hemisferio contralateral supone una primera indicación de que las 
interacciones inter-hemisféricas en las áreas visuales primarias son específicas 
al estímulo. Segundo, consistentemente con el trabajo de Pyane y 
colaboradores (Payne et al., 1991) eliminar la señal de entrada del hemisferio 
contralateral no suprime las respuestas al estímulo visual, sino que las modifica 
de forma compleja. Es decir, las señales de entrada callosas per se, al menos 
en las áreas visuales primarias, cooperan principalmente con las entradas 
tálamo-corticales que modifica. Esto podría ser un principio común de la 
función callosa, al menos en las áreas sensoriales primarias ya que esto 
también se aplica a las áreas somatosensoriales del gato, humanos y roedores 
(Innocenti et al., 1973; Fabri et al., 2006; Li y Ebner, 2006). Este papel 
modulador de las conexiones callosas es consistente con la morfología de los 
axones callosos según lo estudiado en gato (Tetón et al., 1998) y con el 
modesto tamaño de la mayoría de los EPSPs provocados por estímulos 
transcallosos en las áreas visuales, somatosensoriales y de asociación del gato 
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(Innocenti et al., 1972; Toyama et al., 1974; Cissé et al., 2003). Tercero, las 
respuestas LFP provocadas por las barras dependen de la entrada desde las 
correspondientes áreas de los hemisferios contralaterales y los efectos son 
dependientes del estímulo. Son llamativos los diferentes efectos sobre la fase 
dinámica de los estímulos S2 y S3. El 63% de las respuestas a S2 se 
incrementaron después de la congelación y el 37% disminuyó, mientras que 
con el estímulo S3 el 38% de las respuestas se incrementó y el 62% disminuyó. 
Los diferentes resultados obtenidos con los estímulos dinámicos S2 y S3 tienen 
una explicación plausible. El incremento de las respuestas con la congelación a 
las barras S2 podría deberse a un efecto predominante de liberación desde los 
inhibidores iso-orientados guiados callosamente (Ferster, 1986; Kisvárday et 
al., 1994; Monier et al., 2003).  De hecho, el decrecimiento con las barras S3 
podría deberse al hecho de que el estímulo S3 activa diferentes conjuntos de 
neuronas específicas a la orientación y/o dirección vía rutas tálamo-corticales y 
vía rutas callosas. La congelación elimina esta última, y por tanto reduce sus 
respuestas.   El cuarto resultado de este capitulo es que mientras las entradas 
excitadoras e inhibidoras de las áreas visuales contralaterales pueden ser 
inferidas por los efectos de la congelación, el efecto inhibitorio predomina a 
cortas latencias (25-50 ms) después del inicio del estímulo, mientras que el 
efecto excitador predomina a largas latencias (> 50 ms). Las latencias de 
ambos efectos son compatibles con las conducciones callosas.  
En el trabajo de Ramachandra (Ramachandra et al., 1986) se utilizaban 
estímulos pequeños (20 min de arco) de corta duración (130 ms) en una 
sucesión en y a través de los hemicampos en sujetos normales y aquellos con 
el cerebro dividido (“split-brain”). Ambas poblaciones percibían un movimiento 
aparente  en y entre los hemicampos lo que sugirió que el mecanismo 
responsable de la percepción del movimiento aparente no se veía alterado por 
la “callostomía”. El papel que desempeña cada área visual en la detección del 
movimiento aparente no está todavía claro, el estímulo usado en los 
experimentos de Ramachandra es muy similar al estímulo S1 de este trabajo. 
Los resultados del grupo de Ramachandra, posteriormente confirmados por 
Corballis (1995), parecen estar en línea con los hallados en este trabajo, la 
respuesta  a estos estímulos no requieren de la interacción entre las áreas 
visuales de los dos hemisferios.  
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El presente trabajo revela tres modos de interacción mediada por el 
cuerpo calloso en las áreas visuales primarias. Estas modalidades son 
específicas para cada estímulo y, en particular, dependen de si los dos 
hemisferios procesan estímulos idénticos y coherentes o diferentes. La 
interacción entre los hemisferios: i) modula la amplitud de las respuestas a 
estímulos visuales de forma compleja, ii) modifica la sincronización de las 
respuestas de los dos hemisferios (Engel et al., 1991; Kiper et al., 1999; 
Knyazeva et al., 2006; Munk et al., 1995; Rose et a.., 2006); iii) modulan la 
formación de redes neuronales sincronizadas guiadas por el estímulo en cada 
hemisferio (Carmeli et al., 2007). Debido a que esas interacciones son 
especificas al estímulo, pueden contribuir a la detección y/o categorización del 
estímulo. Esto podría realizarse incrementando la relación señal-ruido a un 
cierto estímulo, en particular a estímulos idénticos en los dos hemicampos.  
 
Finalmente, debe mencionarse que los resultados presentados en este capitulo 
sugieren que en las áreas visuales primarias las conexiones callosas no 
conducen independientemente las respuestas corticales si no que modulan las 
entradas predominantes tálamo-corticales. 
 
 
Conectividad espectro-temporal a partir de trenes de disparo. 
 
Modulación corticofugal de la coherencia de la  respuesta a estímulos 
táctiles en las neuronas de proyección del núcleo gracil 
Aunque las neuronas pueden comunicarse usando la tasa de disparo 
promediada (Shadle y Newsome, 1988), en el sistema nervioso central son 
cada vez más frecuentes las observaciones de tiempos de disparo precisos y 
reproducibles, lo que incrementa la probabilidad de que el patrón de disparo 
provocado por el estímulo codifique información sensorial (Abeles et al., 1993; 
Mainen y Sejnowski 1995; Bair y Koch 1996). Esta última posibilidad  se 
manifestaría en el sistema somatosensorial como un patrón de respuesta 
repetido de las neuronas de proyección del gracil coherente con los eventos de 
estimulación. Por tanto, sus descargas sincronizadas por el estímulo inducirán 
un EPSP en una ventana temporal estrecha en las células talámicas, 
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incrementando la probabilidad de generar un disparo que posteriormente será 
transmitido a la corteza somatosensorial primaria (SI) (Nicolelis et al., 1995; 
Steinmetz et al., 2000). Por esta razón estudiamos la coherencia de la 
respuesta al estímulo en el núcleo gracil y su evolución temporal sobre épocas 
de estimulación. Este análisis ha revelado que el aumento de la coherencia 
podría ser más relevante en el procesamiento sensorial que un incremento en 
el número de disparos provocado por el estímulo. Por otro lado, la 
retroalimentación corticofugal que proyecta desde la corteza SI al núcleo gracil 
cierra el bucle en el procesamiento de la información sensorial. Nos hacemos 
eco de la hipótesis de que las oscilaciones en la corteza SI podrían facilitar una 
asociación funcional entre células funcionalmente relacionadas (Murthy y Fetz 
1992, 1996; Roy y Alloway 1999). Esta “hipótesis de asociación” podría 
aplicarse también al núcleo gracil. De hecho, la señal de entrada sensorial 
podría ser integrada por redes neuronales oscilantes compuestas de neuronas 
del gracil espacialmente distribuidas, pero que comparten un campo receptivo 
común. Su actividad podría estar modulada y acentuada a través de la 
retroalimentación corticofugal de la corteza SI. De esta forma, la sincronización 
rítmica podría incrementar el contraste entre los EPSPs provocados por las 
neuronas entrenadas rítmicamente y las salidas sinápticas de neuronas no 
coherentes.  
En el sistema somatosensorial ya había sido descrito previamente un 
efecto de facilitación selectivo de la retroalimentación corticofugal (Malmierca y 
Nuñez 1998, 2004; Canedo y Aguilar 2000) y en otras vías sensorales (ver por 
ejemplo, Sillito et al., 1994; Yan y Suga 1996; Jen et al., 2002). Este efecto 
facilitador se debe a la activación de los receptores de NMDA en las neuronas 
del gracil (Nuñez y Buño, 2001; Malmierca y Nuñez 2004). La retroalimentación 
cortical selectiva, acuñada como “selección egocéntrica” por Jen et al., (2002), 
podría jugar un papel crucial en la entrada de la información sensorial que 
alcanza el tálamo y después la corteza. Para validar y desarrollar la hipótesis 
de asociación hemos estudiado la modulación de la coherencia del estímulo 
táctil en las neuronas del gracil después de estimular eléctricamente la corteza 
SI. Nuestros resultados muestran que la activación de la vía corticofugal  
incrementa la actividad rítmica sincronizada con el estímulo sensorial en el 
mayoría de los casos (alrededor de un 60%).  
201 
Los resultados obtenidos han sido posibles gracias al uso de la 
coherencia wavelet para el análisis de trenes de disparos. Aunque podría 
obtenerse una descripción aproximada del bucle somatosensorial basándose 
en el PSTH, el creciente campo de la dinámica no lineal y la teoría de sistemas 
complejos proporcionan un nuevo enfoque para comprender los complejos 
procesos biológicos que subyacen (Pavlov et al.,, 2006). En este sentido 
hemos demostrado que el contexto wavelet para análisis de señales no 
estacionarias puede adaptarse a la investigación de trenes de disparo y puede 
usarse para cuantificar el acoplamiento funcional entre la respuesta neuronal y 
el estímulo. El acoplamiento entre dos señales (es decir, los eventos de 
estimulación y la respuesta neuronal) pueden detectarse mediante la 
coherencia espectral. Sin embargo, el cálculo de la transformada de Fourier 
representa el origen del problema por el que la coherencia no sea aplicada a 
trenes de disparo en la práctica. La coherencia wavelet es más apropiada y 
puede aplicarse directamente a trenes de disparo. Además de proporcionar la 
estructura temporal de la relación funcional de forma evaluable la transformada 
wavelet se ajusta bien a los procesos puntuales (trenes de disparo). Para un 
uso óptimo de la coherencia wavelet es aconsejable: i) ajustar el parámetro 
Morlet de acuerdo al problema, y ii) testar la coherencia significativa. Para una 
frecuencia de estimulación constante (1 Hz, en nuestro caso) hemos 
encontrado que el parámetro k0 = 2 permite resolver bien el ritmo de disparo 
inducido por el estímulo. La coherencia significativa se refiere a la creencia 
(estadística) de en qué grado las coincidencias aleatorias son responsables de 
un valor determinado de la coherencia. Esto puede testarse usando 
simulaciones Monte-Carlo con trenes de disparo barajados obtenidos al 
permutar sus intervalos entre espigas.   
 
Respecto al análisis del espectro de potencias hemos demostrado que el 
patrón de disparo espontáneo (cuando existe) de las neuronas de proyección 
del núcleo gracil es esencialmente aleatorio y no se ve afectado por la 
estimulación eléctrica de la corteza SI. Esto supone que la estimulación 
corticofugal no incrementa la excitabilidad neuronal, sino que facilita 
específicamente las respuestas sensoriales sinápticas. La estimulación táctil 
del campo receptivo de la neurona incrementa fuertemente el espectro de 
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potencias en la banda correspondiente a la frecuencia de estimulación, como 
esperábamos. Nuestros resultados muestran también un incremento de la 
potencia en la banda de frecuencia alpha (5-15 Hz), en concordancia con 
resultados anteriores (Panetsos et al., 1998; Nuñez et al., 2000). Aunque a 
nivel neuronal solo hemos encontrado cambios en las bandas de frecuencuia 
alpha y la del estimulo otras bandas de frecuencia (por ejemplo gamma) 
podrían estar presentes a nivel de la población neuronal (redes pequeñas). 
Posteriormente hemos demostrado que la estimulación eléctrica de la corteza 
SI incrementa la potencia para el 66% y 69% de las neuronas de proyección en 
las bandas de frecuencia del estímulo y alpha, respectivamente. Sin embargo, 
el incremento medio no es significativo. Esto argumenta que la facilitación 
observada de la respuesta neuronal por la vía corticofugal no es extensiva sino 
que, al menos en parte, podría estar mediada a través de una apropiada 
ordenación del patrón de disparo provocado por el estímulo en el núcleo gracil.  
Para verificar esta hipótesis abarcamos la cuestión de cómo de coherente es la 
respuesta neuronal al estímulo táctil. Aunque el espectro de potencias del tren 
de disparo en la banda de frecuencia del estímulo puede ser incluso mayor, 
esto no supone una mayor coherencia de la respuesta neuronal a la 
estimulación táctil. El nivel de coherencia depende fuertemente de la 
“reproducibilidad” del patrón de disparo generado por el estímulo, mientras que 
debido a la normalización, la potencia de la señal en una banda de frecuencia 
dad es menos importante.   
Además hemos encontrado que la correlación entre el incremento de la 
tasa de disparo y la coherencia no es significativa, pero mostramos que hay 
una correlación positiva en los cambios provocados por la estimulación 
eléctrica de la corteza SI en la coherencia t la amplitud del pico de respuesta al 
estímulo que se muestra en el PSTH. Sin embargo, notamos que un aumento 
(o disminución) de la coherencia al estímulo no está siempre acompañada por 
un incremento (o decremento) en la amplitud del PSTH. Esto supone que la 
amplitud del pico no es una medida aconsejable para evaluar la coherencia de 
la respuesta neuronal al estímulo táctil. 
  
Hemos mostrado que se observa un incremento en la coherencia al 
estímulo provocado por la estimulación eléctrica de la corteza SI en el 59% de 
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las neuronas de proyección del gracil con campos receptivos coincidentes (que 
es el 7% más bajo que el incremento de la potencia), mientras que en el 17% 
observamos una disminución de la coherencia de la respuesta al estímulo. Este 
efecto podría deberse a la activación simultánea de fibras corticales desde los 
campos receptivos coincidentes y no coincidentes.  Esto sugiere que la 
sincronización selectiva de las descargas guiadas por el estímulo podría 
mejorar el contraste entre las señales de entrada sinápticas desde el campo 
receptivo y otras entradas sinápticas. Por tanto, la corteza SI podría contribuir a 
una fina focalización de las respuestas sensoriales en las neuronas del gracil, 
mejorando la actividad de neuronas relacionadas funcionalmente y filtrando 
aquellas entradas sensoriales irrelevantes desde la periferia.  
 
La posibilidad de estudiar la estructura temporal de la coherencia de la 
respuesta neuronal al estímulo nos permite describir las fluctuaciones ultra 
lentas en la respuesta a estímulo táctiles de las neuronas de proyección. 
Notamos que tal oscilación no puede observarse directamente a partir del 
espectro de Fourier ni del PSTH de la respuesta neuronal, sin embargo si lo 
permite la coherencia wavelet. Dichas fluctuaciones representan una 
modulación lenta de la coherencia (o reproducibilidad) de la respuesta neuronal 
a la estimulación táctil sobre una larga escala de tiempo; es decir, la neurona 
dispara esencialmente un número diferente de disparos con diferente intervalo 
entre espigas a los mimos eventos de estimulación a lo largo de la época de 
estimulación. Además de la observación de la facilitación en el acoplo funcional 
estímulo táctil – respuesta neuronal tras la estimulación eléctrica de la corteza 
SI, proporcionamos una evidencia de que el acoplamiento funcional entre el 
estímulo sensorial  y la respuesta neuronal oscila lentamente en el tiempo. A lo 
largo de la esta oscilación, la coherencia al estímulo puede caer por debajo del 
nivel de significación temporalmente. Esto supone que la asociación funcional 
entre la respuesta de una neurona y el estímulo podría perderse 
temporalmente. Este fenómeno apoya la idea de que el procesamiento de la 
información en el núcleo gracil ocurre a nivel de la red neuronal, lo que podría 
ser “energéticamente” beneficioso para el sistema. La frecuencia media de la 
oscilación observada en la coherencia es de alrededor de 0.07 Hz.  Se han 
demostrado oscilaciones en la misma banda de frecuencia, entre 0.02 y 2 Hz, 
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en estudios de EEG humanos (Vanhatalo et al., 2004). Los autores muestran 
que las oscilaciones ultra lentas a gran escala en regiones corticales 
extendidas podrían representar una modulación cíclica de la excitabilidad 
cortical. Esta oscilación ultra lenta de la actividad cortical podría transferirse al 
núcleo gracil a través de la proyección corticofugal, modulando las respuestas 
táctiles. 
 
Modulación corticofugal de las respuestas a estímulos táctiles de las 
neuronas del núcleo trigeminal espinal 
La corteza somatosensorial podría realzar estímulos relevantes, como ocurre 
en los núcleos de la columna dorsal (núcleo gracíl que acabamos de citar) 
(Malmierca y Nuñez, 1998, 2004) o podría disminuir las respuestas en el núcleo 
trigémino cuando se presenta un estímulo nuevo y con carácter de distracción 
(interferencia sensorial). Este efecto provocado por un estímulo de distracción 
que se aplica fuera del campo receptivo de la neurona registrada se observa 
cuando dicho estímulo se aplica en el lado opuesto de la cara. De esta forma, 
los datos sugieren la existencia de un filtro de “atención” ya en las primeras 
estaciones del procesamiento sensorial. Para evaluar esta modulación 
compleja de las respuestas seonsoriales hemos empleado como en el caso 
anterior el contexto de la coherencia wavelet, herramienta capaz de revelar los 
cambios dinámicos en las interacciones sinápticas en una red neuronal.  
El análisis del espectro de potencias wavelet muestra, como 
esperábamos, que la estimulación táctil de la neurona provoca un gran 
incremento de la potencia espectral en la banda de frecuencia del estímulo. 
Además hemos demostrado que la coherencia de la respuesta neuronal al 
estímulo disminuye en un 86% para distracción ipsilateral y un 70% para 
contralateral respecto a la coherencia medida durante la estimulación control.  
Además, el análisis mostró que la coherencia decae más inmediatamente 
después de aplicar el estímulo de distracción y posteriormente se recupera 
pero no llega a alcanzar los niveles control. De acuerdo a los resultados previos 
sobre la plasticidad sináptica, la disminución de la coherencia tiene una 
importante implicación ya que supone un decremento de la correlación 
temporal entre los eventos de estimulación táctil y el tren de disparos 
provocado. Este decrecimiento puede interpretarse como una interferencia 
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sensorial, como se describió anteriormente para la corteza SI (Alenda y Nuñez, 
2004, 2007). Además se ha observado en la corteza de roedores que la 
deflexión de la vibrisa ipsilateral suprime las respuestas corticales provocadas 
por la estimulación de la vibrisa contralateral (Shuler et al., 2001). Estos datos 
son consistentes con el modelo donde la actividad sensorial provocada por las 
vibrisas ipsilaterales inhibe las respuestas corticales a la estimulación de su 
campo receptivo, que está localizado en la vibrisa contralateral. De acuerdo 
con esto, la ausencia de vibrisas ipsilaterales en la corteza somatosensorial 
incrementa el campo receptivo de las vibrisas contralaterales (Glazewski et al., 
2007). La interferencia sensorial se manifiesta como un decremento en el 
número de disparos provocados por la deflexión de una vibrisa así como un 
cambio en la correlación temporal entre el inicio del estímulo y el tren de 
disparo provocado (coherencia). Ambos eventos son cruciales en la 
transmisión sensorial ya que las descargas sincronizadas mediante el estímulo 
inducirán EPSPs en una ventana temporal estrecha en las células talámicas, 
incrementando la probabilidad de generar disparos que posteriormente serán 
transmitidos a la corteza.     
La interferencia sensorial provocada por un estímulo de distracción 
ipsilateral podría ser debida a la interacción sináptica dentro del núcleo 
trigeminal. Sin embargo, el hecho de que un estímulo de distracción 
contralateral también induzca interferencia sensorial en las neuronas del SP5c, 
sugiere fuertemente que este efecto está mediado por proyecciones 
corticofugales desde la corteza somatosensorial ya que no hay proyecciones 
entre el núcleo trigémino o talámico de cada lado (Killackey, 1973).  
 
Nuestros resultados pueden interpretarse consistentemente bajo la suposición 
de que las neuronas corticales somatosensoriales reciben información desde 
sus campos receptivos contralaterales y también desde otros campos 
receptivos localizados en el lado contra o ipsilateral del cuerpo. Proponemos 
que las conexiones interhemisféricas a través del cuerpo calloso pueden 
considerarse como una fuente de esas señales de entrada sensoriales. Las 
proyecciones callosas en la corteza somatosensorial son homotópicas 
(Olavaria et al., 1984) aunque otros estudios han indicado que hay pocas 
conexiones directas entre campos de barriles (Armstrong-James y George, 
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1988) y que las proyecciones callosas desde los campos barriles pueden estar 
altamente distribuidas sobre varias áreas corticales contralaterales, incluyendo 
SII y la corteza motora (Welker et al., 1988).  
Consecuentemente, los datos sugieren la existencia de un 
procesamiento sensorial complejo en la corteza somatosensorial que modula 
las respuestas sensoriales en estaciones de relevo subcorticales ante a la 
aparición de un estímulo sensorial novedoso. Resumiendo, la retroalimentación 
cortical realza estímulos relevantes corticalmente mientras que apacigua otros 
estímulos sensoriales. Este efecto ha sido acuñado como “selección 
egocéntrica” (Jen et al., 2002), fenómeno que ya hemos mencionado en el caso 
del núcleo gracil. Nuestros resultados muestran que un estímulo de distracción 
podría reducir las respuestas sensoriales en las neuronas trigeminales. Por 
estas razones, se sugiere que el sistema de retroalimentación corticofugal 
desempeña el papel de contribuir a la atención selectiva (Malmierca y Nuñez, 
2007).La atención selectiva se define como una función cognitiva que permite 
focalizar los recursos del procesamiento en los estímulos sensoriales 
relevantes entre la información del entorno disponible en ese momento dado, 
mientras que se ignora la información sensorial irrelevante.  Diferentes estudios 
han demostrado que, además de mejorar el procesamiento neuronal para 
estímulos relevantes atencionalmente, la atención selectiva involucra además 
la supresión del procesamiento sensorial del estímulo de distracción (Reynolds 
et al., 1999; Smith et al., 2000). Por tanto, las proyecciones corticofugales 
actúan como un filtro de atención que ensalza los estímulos relevantes y 
reduce los irrelevantes de acuerdo al contexto y a la tarea de comportamiento 
que se esté realizando en ese momento.   
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8. Conclusiones 
 
1. Este trabajo pretende abarcar la determinación de la conectividad 
funcional desde dos enfoques: la naturaleza matemática de las señales  
neurológicas y las escalas espaciales de los circuitos cerebrales.  
 
2. Hemos evaluado los métodos en el dominio de frecuencias, Coherencia 
Espectral (SC), Coherencia Espectral Parcial (PSC),  Coherencia 
Dirigida Parcial (PDC), Función de Tranferencia Dirigida (DTF) y la 
Función de Transferencia Dirigida directa (dDTF), en su aplicación a 
trenes de disparos lo que nos ha llevado a descartarlos como métodos 
para determinar la conectividad funcional. 
 
3. Estudiamos el campo de la eliminación de artefactos en el EEG y 
evaluamos uno de los métodos más comunes con dicho fin, basado en 
el análisis de componentes independientes (ICA). Nuestra evaluación 
sugiere que dicho método distorsiona las propiedades espectrales y de 
conectividad de la señal. Proponemos un método basado en ICA en la 
tranformada Wavelet, que respeta la señal y reconstruye una señal libre 
de artefactos. 
 
4. Determinamos los circuitos cortico-corticales o de gran escala a partir de 
as señales EEGs registradas en una población de sujetos control y otra 
de pacientes con daño cerfebral. Aplicamos el análisis discriminante 
lineal (LDA) como herramienta útil para discriminar entre ambas 
poblaciones y captar los pares de señales EEG acopladas que 
caracterizan a cada población. 
 
5. Hemos estudiado el papel de la interación interhemisférica en el 
procesamiento de la información visual. Hacemos uso del analisis de 
componentes principales (PCA) para captar las diferencias entre 
condiciones experimentales. El análisis de los LFP registrados en la 
corteza visual nos indican que la señal de entrada del hemisferio 
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contralateral no suprime las respuestas al estímulo visual, sino que las 
modifica de forma compleja. 
 
6. Descatada la transformada de Fourier como método para estimar el 
espectro de un tren de disparos y posteriormente la asociación funcional, 
hacemos uso de la transformada de Wavelet para proponer el uso de la 
coherencia wavelet.  Este método captura la asociación funcional a partir 
de trenes de disparos correctamente y proporciona la dinámica del 
acoplamientol.  
 
7. La coherencia wavelet nos ha permitido cuantificar el aumento de la 
respuesta de las neuronas de proyección del núcleo gracil ante 
estímulos táctiles después de haberse estimulado eléctricamente la 
corteza somatosensorial primaria (SI). Las propiedades dinámicas de la 
coherencia wavelet evidencian las oscilaciones ultra lentas y la 
intermitencia del acoplamiento entre la neurona y el estímulo. 
 
8. La respuesta de las neuronas del trigémino a estímulos rítmicos 
aplicados sobre la vibrisa y sus cambios frente a estímulos con carácter 
de distracción ipsi y contralateral han servido como base para el estudio 
del papel modulador de la vía corticofugal de la corteza somatosensorial. 
 
9. Para el acoplamiento de sistemas neuronales, el complejo patrón de 
disparo es más importante que el aumento o disminución del número de 
espigas. 
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