We prove sharp upper and lower bounds for the nodal length of Steklov eigenfunctions on real-analytic Riemannian surfaces with boundary. The argument involves frequency function methods for harmonic functions in the interior of the surface as well as the construction of exponentially accurate approximations for the Steklov eigenfunctions near the boundary.
Introduction and main results
1.1. Steklov problem. Let be a compact n-dimensional manifold with C 1 -boundary and unit exterior normal . We consider the Steklov eigenvalue problem u .x/ D 0;
x 2 ; (1.1.1) u .q/ D u .q/; q 2 :
The solutions u 2 C 1 . / are called Steklov eigenfunctions. Let W C. / ! C. / denote the boundary restriction map. The boundary restrictions of the Steklov eigenfunctions, ' WD u , are the eigenfunctions of the Dirichlet-to-Neumann (sometimes also referred to as the Poincaré-Steklov) operator P . It is well known that P is a first-order homogeneous, self-adjoint, elliptic pseudodifferential operator P 2 ‰ 1 . /, where P p 2 ‰ 0 . / (see [30] ). Consequently, the Steklov spectrum, which coincides with the spectrum of P , consists of an infinite sequence of eigenvalues j with j ! 1 as j ! 1.
Recently, there has been a significant interest in the study of the nodal geometry for the Steklov problem, see [2, 35, 38] . However, these results were concerned with the nodal sets of the Dirichlet-to-Neumann eigenfunctions ' , i.e. the boundary nodal sets. The present paper focusses on the interior nodal sets, i.e. the nodal sets of the Steklov eigenfunctions u . With the The research of Iosif Polterovich was partially supported by NSERC, FRQNT and Canada Research Chairs Program. The research of David A. Sher was partially supported by NSF EMSW21-RTG 1045119. The research of John A. Toth was partially supported by NSERC and FRQNT. Iosif Polterovich and John A. Toth were also supported by the French National Research Agency project Gerasic-ANR-13-BS01-0007-0.
for the volume jZ j of the interior nodal sets has recently been proven in [28] . It can be viewed as the Steklov analogue of the lower bounds on the size of the nodal sets of Laplace eigenfunctions obtained in [5, 15, 16, 23, 29] .
After the first version of the present paper was posted on the archive, an upper bound of order 3=2 on the size of the nodal set of Steklov eigenfunctions on surfaces was obtained in [41] using a quite different approach. While this bound is not sharp, it is valid for arbitrary compact smooth surfaces with boundary. More recently, while the present paper was under review, the sharp upper bound in Theorem 1.2.1 has been extended in [40] to real-analytic Riemannian manifolds of arbitrary dimension.
1.3. Sketch of the proof. For any closed manifold with boundary , Steklov eigenfunctions u decay rapidly into the interior of (see [10, 17] ). In order to analyze their nodal lengths, we must therefore consider a neighborhood of the boundary and its complement separately. The idea is to use quasimodes near the boundary and frequency function techniques in the interior.
We begin, in Section 2, by constructing quasimodes for the Dirichlet-to-Neumann operator P . In Proposition 2.3.2, we show that trigonometric functions are approximate eigenfunctions for P , up to an exponentially decaying error term. The proof uses the C ! -surface assumption in a very strong way: from [10] , we conclude that the error term decays faster than any polynomial in , and the assumption of analyticity allows us to improve the decay of the error term to exponential. From Proposition 2.3.2 and some fairly standard linear algebra techniques, we show in Lemma 3.1.1 that the boundary Steklov eigenfunctions ' can be approximated by trigonometric functions plus an error f which decays exponentially in in any C k -norm.
We would like to use the quasimode approximation to estimate nodal length of a Steklov eigenfunction u near the boundary, but from the example of the annulus (see Example 1.4), we know that it is possible for u to itself be exponentially small near one or more boundary components. Indeed, this seems to be the generic situation. Near these "residual" boundary components, the error in the quasimode approximation can be larger than the quasimode itself and hence the approximation is not particularly useful. Our proof avoids this difficulty via harmonic extension of the Steklov eigenfunctions across residual boundary components. By controlling the C k -norm of the extended eigenfunctions (see Lemma 4.3.1), one can effectively treat a neighborhood of the "residual" boundary components in the same way as the interior of D.
To illustrate the proof, consider a Steklov eigenfunction u on the annular domain D in Figure 1 . Suppose that D 1 is a non-residual, i.e. "dominant", boundary component for u and that D 2 is a residual boundary component. In Section 3.2, we extend our boundary quasimode approximation given by Lemma 3.1.1 into the interior. The exponential decay of the error means that the approximation is effective in a -independent neighborhood of D 1 . A direct comparison of nodal sets (Section 4.2) then gives us upper and lower bounds on the nodal length of u in a small neighborhood of D 1 , denoted by the dotted line in Figure 1 . To treat the interior and a neighborhood of the residual boundary components, we extend u (Section 2.4) to a small -independent neighborhood of D 2 , with boundary denoted by the dotted circle. In this neighborhood, u is still exponentially small in (Section 4.3). Now let U Q U be two sets as in Figure 1 . In Section 4.4, we use standard frequency function techniques to bound the nodal length of u in U from above by the "renormalized Almgren frequency function" of the larger domain Q U . Then, using the quasimode approximation near the boundary and the fact that a portion of Q U coincides with D 1 , we bound this frequency function by a multiple of . A covering argument extends these upper bounds to all of D outside a neighborhood of D 1 , including a neighborhood of D 2 . Combining these upper bounds with the two-sided bounds near D 1 completes the proof. Remark 1.3.1. A particularly novel aspect of the problem is the exponential decay into the interior of the eigenfunctions, namely that for some positive constants and C depending only on the geometry of ,
This is an immediate consequence of Lemma 3.2.8 and the exponential decay of the interior quasimode approximations. A similar estimate holds for the derivatives of order k 1 of u , provided we multiply the right-hand side by k . Our problem therefore resembles the question of estimating the size of nodal sets in forbidden regions for eigenfunctions of Schrödinger operators (see [4, 13] ). A different method of proving (1.3.2) has been communicated to us by M. Taylor [31] .
Remark 1.3.3. It also follows from our results (see Proposition 3.1.3) that for realanalytic surfaces, the error term in the eigenvalue approximation of [10, Theorem 1.4] in fact decays exponentially as the index of the eigenvalue increases. In particular, for a simply connected real-analytic surface , there exists a constant > 0 depending on the geometry of such that
This improves the error estimate O.j 1 / obtained independently by Rozenblyum [26] and Guillemin-Melrose and [8] for smooth simply connected surfaces.
Example:
Steklov problem on an annulus. To illustrate several features of Steklov eigenvalues and eigenfunctions used in the proof of Theorem 1.2.1 outlined in Section 1.3, consider an annulus A.1; "/ with inner radius " and outer radius 1.
First we compare its Steklov spectrum to the spectrum of a union of two disks, of radii 1 and ", which consists of the double eigenvalue zero, as well as the double eigenvalues k and k " for each k 2 N. Let us show that the difference between these eigenvalues and the corresponding eigenvalues of A.1; "/ is in fact exponentially vanishing in k. Indeed, as computed in [6] (see also [11, Section 4.2] ), the nonzero Steklov eigenvalues of the annulus are given by the roots of the quadratic polynomial
for each k 2 N (each root corresponds to a double eigenvalue). We could compute the eigen-values directly, but it is easier to compare p k . / to the polynomial
which has roots k and k " . In fact,
/, a straightforward calculation shows that the roots of p k . / differ from k and k " by O.k" 2k / as well. The error is exponentially decreasing in k, which agrees with the eigenvalue approximation result in Proposition 3.1.3.
Steklov eigenfunctions on surfaces also exhibit exponential decay at certain boundary components, which motivates our definition of "dominant" and "residual" boundary components (see Definition 4.1.1). To illustrate this, consider an eigenfunction u j of the annulus A.1; "/ corresponding to an eigenvalue j D k C O.k" 2k /. As computed in [11] ,
where T .kÂ/ is a unit norm linear combination of cos.kÂ / and sin.kÂ / and C k is an appropriate normalizing constant. Since k j D O.k" 2k /, we see that C k 1, that the L 2 -norm of u j on ¹r D 1º is roughly 1, and that the L 2 -norm on ¹r D "º is O." k / -which is exponentially decaying in k. So, in this case, the circle of radius 1 is a dominant boundary component, while the circle of radius " is a residual boundary component. A similar analysis holds for the eigenfunctions corresponding to eigenvalues of the form k " C O.k" 2k /, with the roles of the boundary components reversed.
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2. Steklov problem for real-analytic planar domains 2.1. Koebe uniformization. We first prove Theorem 1.2.1 in the case where is a realanalytic planar domain and explain the fairly minor modifications needed to treat the general case of compact Riemann surfaces with boundary in Section 4.5. The two-dimensional case is quite special. Indeed, unlike the higher-dimensional case, for surfaces the Steklov operator P W C 1 . / ! C 1 . / agrees with the square root of the Laplacian on the various boundary components modulo a smoothing operator. Upon reparametrization by arclength, the latter operator is consequently (modulo smoothing) just the Fourier multiplier M acting on the component boundary circles. Although not necessary, one can see the former directly by applying conformal mapping. Indeed, by the Koebe uniformization theorem [14] , one can conformally map to a planar domain D, where D is the disk of radius 1 with a finite number of interior disks removed. In the cases where is simply-connected, this reduces to the Riemann mapping theorem. When is real-analytic, it follows by C ! -regularity up to the boundary in the associated Dirichlet problem for the Green's function [24] that the conformal map f W D ! extends to a real-analytic map of D to . Moreover, f maps boundary to boundary in a univalent fashion. In particular, the induced boundary restriction f W D ! is a C ! -diffeomorphism. The boundary D consists of a union of circles, which we denote by D 1 , D 2 ; : : : ; D k , with radii 1 ; : : : ; k and centers c 1 ; : : : ; c k , respectively. The corresponding boundary components of are denoted by j WD f . D j /, j D 1; 2; : : : ; k. We let Â j 2 OE0; 2 be the usual angle coordinate on D j for each j , and let the arc length coordinate q j be j Â j . Let q be an arc length coordinate on D which coincides with q j when we restrict attention to D j . Finally, let dq and dq j be the measures on D and D j , respectively, induced by the Euclidean measure dx on R 2 . As in [8] , the Steklov problem in (1.1.1) is conformally mapped to the problem v .x/ D 0;
x 2 D;
with g D df .q/ D jf 0 .q/j analytic for q 2 D and g ¤ 0. By conformal mapping, we have v D f u -so without loss of generality, it suffices to work with the conformal model (2.1.1) and we will do so here. We will abuse notation somewhat and denote the corresponding Steklov operator in the conformal model (2.1.1) by P W C 1 . D/ ! C 1 . D/ as well, and its eigenfunctions by ' . We henceforth make the normalization that
Since we consistently work with the model case in (2.1.1), this should not lead to confusion. Given D . 1 ; : : : ; k / 2 .0; 1/ k , we complexify D to a Grauert tube (i.e. an annulus)
We choose j > 0 here to be the analytic modulus of gj D j 2 C ! . D j /; that is, the maximal tube radius for which g has a holomorphic extension to . D j / C j . We also note that the length L j of j D f . D j / is R D j g.q j / dq j , and define a new coordinate on D j by s j .q j / D R q j 0 g.q 0 j / dq 0 j 2 OE0; L j . Let s be the corresponding coordinate on all of D. Note that since g is analytic and strictly positive, this is an analytic reparametrization with analytic inverse.
Potential layer formulas and the Steklov operator.
We briefly review the characterization of the Steklov operator
in terms of potential layer operators. This material here is well known and further details can be found in [30, Section 7.1] . Here, we assume that R n is a bounded domain with C 1 -boundary. Let G.x; x 0 / 2 D 0 .R n R n / be the ambient free Green's function for
Consider the single and double layer operators
Corresponding to Sl and Dl are the boundary layer operators S and N W C 1 . / ! C 1 . / given by
These operators are classical pseudodifferential with S; N 2 ‰ 1 . /, and S is elliptic. Given a function v 2 C 0 .R n n / and q 2 , let v C .q/ and v .q/ denote the limits of v.x/ as x ! q from x 2 and x 2 R n n , respectively. The layer potential operators in (2.2.1) and the induced boundary operators in (2.2.2) are linked via the boundary jumps equations Since S 2 ‰ 1 . / and is elliptic, it follows from (2.2.5) by a parametrix construction in the standard pseudodifferential calculus that P 2 ‰ 1 . / and is also elliptic.
In the case where is real-analytic, P is also analytic pseudodifferential in the sense of [3] (see also [33, Chapter 5] ), and we write P 2 ‰ 1 a . /. To see this, we first note integration against G.x; x 0 / in R n is a pseudodifferential operator I with full symbol j j 2 in the usual coordinates. As the subprincipal symbols are all zero, the symbol satisfies Cauchy estimates and so, I 2 ‰ 2 a .R n /. Since is real-analytic, the Fermi coordinates . N x; x n / near are also real-analytic. In terms of these local coordinates, I . N
x; x n ; N ; n / is thus an analytic symbol; hence so is x n I . N
x; x n ; N ; n /. It is easy to check that the symbols of S and N are given, respectively, by R R . I j x n D0 / d n and 2 R R .. x n I C i n I /j x n D0 / d n , respectively, and hence are also analytic. So S, N 2 ‰ 1 a . /. By constructing a parametrix for S in the analytic pseudodifferential calculus (see [33, Chapter 5] for details), then multiplying (2.2.5) by this parametrix on the left and rearranging, it follows that P 2 ‰ 1 a . /:
In the following, we say that an operator R 2 ‰ a . / is analytic smoothing if its Schwartz kernel K. ; / 2 C ! . /, and we write R 2 ‰ 1 a . /.
In what follows, we use the following notation: given a set X and two non-negative functions f W X ! R and g W X ! R, throughout the paper we write f / g if there exists a constant C > 0 such that f .x/ Ä Cg.x/ for all x 2 X. In addition, f g will mean that both f / g and g / f are satisfied.
Quasimodes for the Steklov operator.
It is well known ( [10] , see also [8, 12] ) that for smooth bounded planar domains,
Note that M D p D . As in [10] , let A.˛/ be the sequence ¹0;˛;˛; 2˛; 2˛; : : : º and let A.˛1; : : : ;˛k/ be the union of these sequences, with multiplicity, arranged in the appropriate order. We write
which is the nth eigenvalue of the operator M . As a consequence of (2.3.1) and [10] , the eigenvalues of P consist of the sequence n D n C O.n 1 /; n 2 Z C :
It follows that n n as n ! 1. We abuse notation somewhat and denote the corresponding orthonormal basis of eigenfunctions of P on by ¹' n º, so that each ' n is the restriction of u n to . Although the operator M acting on D is non-local, it clearly maps each of the boundary components D j to itself; that is, for any f
We also let e m;j .s/ be the function which is e m;j .s j / on D j and 0 on the other boundary components, with an analogous definition for ' n ;j .
The following lemma is central to the proof of Theorem 1.2.1 and shows that when is analytic, the functions e m;j are quasimodes for P to exponential error in m.
Suppose that is analytic, with D, the conformal map f W D ! , and the Dirichlet-to-Neumann operator P W C 1 . D/ ! C 1 . D/ as in (2.1.1). Then:
with analytic modulus at least Q > 0 in each variable separately. Here, Q depends on the analytic modulus of the conformal multiplier g 2 C ! and the geometry of D.
(2) As jmj ! 1,
In the last line, O k .e 2 Q jmj=L j / denotes a non-negative term that is Ä C k e 2 Q jmj=L j with constant C k > 0 depending on k.
Proof. Our proof uses the boundary integral equation for ' . For x, x 0 2 R 2 , we continue to let G.x; x 0 / be the free Green's kernel for R 2 D 2
x 2
x 0 , which is 1 2 log jx x 0 j. Using (2.2.5) (see also [26, 27] ), the functions ' satisfy the boundary jumps equation
x;x 0 /D.q;q 0 / : Change variables in the first integral to integrate in terms of s 0 :
We now claim:
.s 0 / ds 0 :
Recall that ‰ 1 a . D/ is the space of operators with C ! -Schwartz kernels. We also claim: Claim 2.3.6. If we extend M 1 j to act on C 1 . D j / by letting it be zero when acting on constants,
Assuming both claims, we now prove Proposition 2.3.2. The claims combine to show
By linearity, the boundedness of K 1 and K 2 , and the rapid decay of˛k and of˛k k , it follows that
a . D/ and P 2 ‰ 1 a . D/, standard theory of analytic pseudodifferential operators [33, Chapter 5] 
Now, we choose f .s/ D e m;j .s/. For any Q < j , by contour deformation we have
where the choice of˙is determined by the sign of m. The same is true for each .
The same is therefore true for k Q Ke m;j k H k for any k. Since M 2 ‰ 1 . D/ is a (classical) pseudodifferential operator, it is bounded from H k ! H k 1 for each k. From this and Sobolev embedding we conclude that kM Q Ke m;j k C k D O k .e 2 jmj 0 =L j / for any k. Combining this with (2.3.7) completes the proof of the proposition.
We now prove both claims.
Proof of Claim 2.3.5. Assume that q.s/ 2 D j . The portions of the integrals in (2.3.4) over D n D j can be absorbed into K 1 and K 2 , since d. D i ; D j / > 0 for i ¤ j and therefore the integrands are real-analytic functions of s 0 . Using the symbol Š to denote equivalence up to terms of the form . n K 1 C K 2 /' n with K 1 and
For notational simplicity, we now suppress all j subscripts. The last term in formula (2.3.8) can be absorbed, because the normal derivative K.q.s/; q.s 0 // is itself real-analytic in .s; s 0 / 2 OE0; L OE0; L. To see this, observe that analyticity away from the diagonal s D s 0 is clear. To establish the analyticity near s D s 0 we insert the Taylor expansion
Here Ä.s/ denotes the curvature at the point s. The result is that
and so we have
Finally, all we need to do to complete the proof is to show that
However, the reparametrization q ! s.q/ is analytic with analytic inverse, and Taylor expansion of the quotient on the right-hand side shows that it is analytic and nonzero at s D s 0 (cf. ([32, formula (8.8)])). Therefore, its logarithm is also analytic there. Analyticity away from s D s 0 is automatic.
Proof of Claim 2.3.6. By scaling, it suffices to prove the claim for j D 1 and L 1 D 2 . We will show
The claim follows since ¹e i ms º n2Z is a Fourier basis. To prove (2.3.9), consider the harmonic function on the disk whose Neumann data is e i ms . On the one hand, this is r jmj jmj e i ms . On the other hand, the Poisson kernel for the Neumann problem is 1 log jx x 0 j, so Restricting to r D 1 shows (2.3.9).
Harmonic extension of interior eigenfunctions across the boundary.
It is well known that a harmonic function on a domain can be extended harmonically across a real analytic boundary (see [22] ). The following lemma, which will be used in the proof of Theorem 1.2.1, provides an explicit estimate on the C k -norms of the harmonic extension of a Steklov eigenfunction u across a boundary component D j in terms of the L 2 -norm of its trace ' on D j . Proposition 2.4.1. Let u 2 C ! .D/ be a Steklov eigenfunction. Then, for every connected component D j of the boundary, and 0 < " < with defined in (3.2.1), there is a harmonic continuation of u (also denoted u ) across the boundary component D j to an annulus A C j ."/ of width ". Moreover, for k D 0; 1; 2; : : : , one has the exterior estimate
We use this characterization of P to estimate Fourier coefficients of ' j D j along the boundary circle D j . To simplify the writing in the following we assume that L j D 2 and that the center of the disk D j is the origin. Also, we abuse notation somewhat and simply write ' .s/ for ' .q j .s// in (2.4.2)-(2.4.4) below.
Then, for k 2 Z n ¹0º,
and hence,
It follows that ' holomorphically continues to the strip OE0; 2 C i OE "; " and so ' j D j holomorphically continues to an annular neighborhood of D j of any width " < . In terms of the parametrizing coordinates s 2 OE0; 2 , one holomorphically continues ' to the annulus
Without loss of generality, we assume here that the set where =w < 0 (denoted by A j ."/) is the part of the annulus lying inside the domain D and =w > 0 (denoted by A C j ."/) is the part lying outside. Note that " > 0 is independent of . It also follows from (2.4.3) that the holomorphic continuation, ' C of the boundary Steklov eigenfunction ' satisfies
with an appropriate constant C " > 0. Now we need to construct the harmonic continuation of the interior Steklov eigenfunction u 2 C ! .D/. By Green's formula,
Since the harmonic continuation of both terms in (2.4.6) is carried out in the same way, we consider here the second term and then just indicate the minor changes necessary to deal with the first one. Since the multiplicative factor is irrelevant to the continuation, we just consider
That R' .q/ harmonically continues to x 2 A C j ."/ is immediate since the kernels G.x; q/ with .x; q/ 2 A j ."/ D k , j ¤ k, are supported off-diagonal and so G.x; q/ is harmonic in each variable. Thus, it is enough to analyze the first term on the right-hand side of (2.4.7).
The arclength parametrization of D j is given by q.s/ D e i s 2 D j , s 2 OE0; 2 . We let
First, by application of Green's formula in (2.1.1) with harmonic measure ı D j , it follows that
it has the same holomorphic continuation properties as g' .s/ (with continuation to the strip OE0; 2 C iOE "; "/. Then, making the definition .e i s / WD ‚ .s/; s 2 OE0; 2 ;
it follows thatˆ 2 C ! . D j / holomorphically continues to the "-annulus A j ."/ and satisfies (2.4.5) there. Then the right-hand side of (2.4.7) can be written in the form
Here, we continue to view x D e iw 2 C as a complex variable. Then, writing
an integration by parts with respect to s gives has the same analyticity properties as ' C .x/ and consequently, f ;s extends to a holomorphic function for all x 2 A j ."/. Thus, the first term on the right-hand side extends harmonically to x 2 A j ."/. Also, we note that for each x 2 A j ."/ the function
x e i s extends holomorphically to s 2 OE0; 2 C i OE "; ". By Cauchy's formula, we can therefore deform the contour of integration into A j ."/ by letting s 7 ! s i ı 0 for any 0 < ı 0 < ". Undoing the integration by parts in (2.4.8) then implies that we can write the harmonic continuation formula for the single layer term in the form As a result, we can write in complex form:
Next, writing
one integrates by parts in s with the effect of replacing the O.jx q.s/j 1 / singularity in (2.4.11) with a log jx q.s/j-type singularity. In the process, one creates an extra factor of coming from differentiation of ' .q.s//. To see this, we note that from Proposition 2.3.2,
and P ' D ' . Since M j .e i ms j / D jmje ms j , for all m, it follows from Fourier expansion that
So, modulo replacing ' .q.s// with s ' .q.s//, the analysis proceeds as in the singlelayer case and jDl.' /.x/j also satisfies the bound (2.4.12) jDl.' /.x/j / e ı 0 k' k L 2 . D j / uniformly for x D e iw 2 A C j . ı 0 2 /. Finally, we note that for k 1, kSl.g' /k C k and kDl.' /k C k are estimated in the same way, except that one must first integrate by parts k times in s to compensate for the k-derivatives in x. This creates an extra multiplicative factor of k . As a consequence of (2.4.6)-(2.4.12), we have proved Proposition 2.4.1.
Approximation of Steklov eigenfunctions
In this section, we construct approximations to our Steklov eigenfunctions, which we will use in our study of their nodal sets. First we use Proposition 2.3.2 and our functions e m;j to construct these approximations on the boundary. Then we show how to construct quasimodes for Steklov eigenfunctions in the interior.
3.1. Approximation of boundary eigenfunctions. As a first step, Proposition 2.3.2 allows us to show that the boundary Steklov eigenfunctions ' n can be approximated up to exponentially decaying error by linear combinations of the quasimodes e m;j . More specifically, one has the following: Lemma 3.1.1. There exist functions n and f n in C 1 . D/, n D 0; 1; 2; : : : , such that ' n D n C f n for each n, and furthermore:
(1) Let n ;j WD n j D j , and suppose n is sufficiently large. Then for each boundary component D j , either n ;j D 0 or there exist m n;j 2 Z as well as b n;j;C and b n;j; 2 R such that n ;j D b n;j;C e 2 i L j m n;j s j C b n;j; e 2 i L j m n;j s j ; withˇ n 2 m n;j L jˇÄ 2 L ; L WD max¹L 1 ; : : : ; L k º:
(2) For each`2 Z C , there exist constants C`> 0 and 0 > 0 such that kf n k C`. D/ Ä C` ǹ e 0 n :
Since ' n are L 2 -normalized, for sufficiently large n, there exist boundary components for which n ;j are not too small -in particular, large compared to jf n j D j . These boundary components will be called dominant for u n (the precise definition follows in Section 4.1). Those components on which n ;j are small, or vanish identically, will be called residual.
Another consequence of Proposition 2.3.2 is eigenvalue asymptotics with exponentially decaying error: We will extend each n ;j to an almost harmonic function N u n;j 2 C 1 . N D/, then sum them to create our global interior quasimode N u n .
As a first step, we define the rate constant
where 0 is the exponential rate for the approximation in Lemma 3.1.1 and Q is the minimal analytic modulus in Proposition 2.3.2.
To construct the needed approximately harmonic functions, let s j W D j ! OE0; L j be the arc length function (with metric g) along the boundary circle D j . Without loss of generality, we assume here that the circle D j is centered at the origin. Identifying D j with R=2 Z via the parametrization Â W OE0; 2 ! D j , we let
Since s j is monotone increasing, each of the constants j > 0. We let s C j .z/ be the holomorphic continuation to the strip S WD OE0; 2 Ci. ; / and put N j WD max ÂCi 2S j 3 Â =s C j .Â Ci /j. We now fix a constant ı > 0 once and for all:
with > 0 defined by (3.2.1). By possibly shrinking > 0 further, we can (and do) assume from now on that ı > 0.
In the following, we identify holomorphic extensions of 2 -periodic C ! -functions to a strip over OE0; 2 with an annular neighborhood of jzj D 1 via the conformal map Then natural harmonic extensions to the strip are given by u n;j;C .z/ WD <e C n;j .z/; u n;j; .z/ D =e C n;j .z/; z 2 OE0; 2 C i. ; /:
With z D Â C i , we can write To define the global quasimode corresponding to u n we let j 2 C 1 0 .R 2 I OE0; 1/ be standard cutoff equal to 1 in annular neighborhood of D j of width 2 and vanishing outside an annulus of width . Then, with x D e iz , and j 2 ¹1; : : : ; kº corresponding to an outer boundary component and with b n;j;˙a s in Lemma 3.1.1, we define the global interior quasimode to be N u n;j .x/ WD j .x/ .b n;j;C u n;j;C .z/ C b n;j; u n;j; .z// (3.2.5)
We note that in the case of an outer boundary component, the point x D e iz with =z D > 0 will lie in an interior collar neighborhood of the boundary circle. In view of (3.2.3), for such points, =s C j .z/ > 0 and so, the quasimode (3.2.5) decays exponentially in n. When D j with j 2 ¹1; : : : ; kº is an inner boundary component, we replace e C n;j .z/ above with Q e C n;j .z/ WD e 2 L j i m n;j s C j .z/ and replace u n;j;˙. z/ in formula (3.2.5) with < Q e C n;j .z/ and = Q e C n;j .z/, respectively. In this case, the corresponding quasimodes decay exponentially in an interior collar neighborhood where =s C j .z/ < 0. The function N u n;j 2 C 1 . N D/ is approximately harmonic in D and agrees with the boundary quasimode n ;j on D j . Indeed, since u n;j;˙D 0, by Leibniz' rule for the Laplacian N u n;j D OE j .b n;j;C u n;j;C C b n;j; u n;j; / D 2r x j r.b n;j;C u n;j;C C b n;j; u n;j; / C j .b n;j;C u n;j;C C b n;j; u n;j; /: Since the derivatives of j are supported in an annular neighborhood of the component D j where 2 < jxj < , it follows in view of (3.2.3) that with ı D ı. / as in (3.2.2), k x N u n;j k C 0 . N D/ D O. n e ı n / and similarly, (3.2.6) k x N u n;j k C`. N D/ D O`. `C1 n e ı n /;`2 Z C : Now for each n, we define the interior quasimode
As we now prove, the function N u n in (3.2.7) is the quasimode approximation to the Steklov eigenfunction u n in a collar neighborhood of the boundary D that we seek. Proof. For each n, let N f n WD u n N u n ;
so that N f n is the error in the interior quasimode approximation. To k N f n k C`. N D/ we note that by construction, N u n D n on D, so N f n j D D f n , which by Lemma 3.1.1 and the definition of ı shows that (3.2.9) k N f n j D k C`. D/ Ä C k ǹ e 0 n Ä C` ǹ e ı n :
Moreover, both N u n and N f n are approximately harmonic. Indeed, in view of (3.2.6) and (3.2.7), we see
n e ı n : To begin, we claim that (3.2.11) k N f n k C 0 . N D/ Ä C n e ı n : Indeed, letˆbe the solution of ˆD 1 on D satisfying the Dirichlet boundary condition j D D 0. Then, by the maximum principle,ˆ> 0 in D. We define N g n WD C 0 e ı n C C 1 n e ı nˆ> 0:
Consequently, again by the maximum principle,
which proves (3.2.11).
To treat the cases where m 1, we note that by standard elliptic estimates (cf. [20, Theorem 5.4.1]), for any m 2 Z C even,
Substitution of (3.2.11) and (3.2.9) in (3.2.12) gives
Finally, using (3.2.10) and the fact that ; n ºe ı n :
The proof then follows by an application of the Sobolev lemma which gives
Proof of Theorem 1.2.1
We now prove Theorem 1.2.1; first we prove lower bounds on nodal length and then proceed to upper bounds. Recall that u is the Steklov eigenfunction on with eigenvalue , and v D f u is the corresponding eigenfunction on D. Throughout, we denote the nodal length of a function u on a set A by L.u; A/. Note that since the Steklov eigenfunction in the conformal model is v D f u , the ratio of L.u ; A/ and L.v ; f .A// is bounded from above and below by geometric constants independent of and of A ; hence we may work with the conformal model D without creating problems for our estimates. To simplify the writing, we abuse notation somewhat and henceforth denote both the Steklov eigenfunction and its image in the conformal model simply by u .
Dominant and residual boundary components.
Our first step is to group the boundary components D j , j D 1; : : : ; k, into dominant and residual categories. The idea here is that since the basic quasimodes approximate actual Steklov eigenfunctions to O.e / in C k -norm (by Lemma 3.1.1), eigenfunctions that have L 2 -norm less than e along a boundary component have no meaningful quasimode approximations. We note that since n n (see Section 2.3), the bounds in Lemma 3.1.1 in terms of e 0 n are comparable to ones in terms of e n by possibly adjusting the constant > 0. We choose to work here with the latter. The simple example of the annulus (see Example 1.4) shows that L 2 -norms of Steklov eigenfunctions can indeed be exponentially small with k' k L 2 . D j / e C along certain boundary circles with some C > 0. Moreover, it is not clear in general that C > 0 will be smaller than the exponential rate > 0 appearing in the quasimode approximation in Lemma 3.1.1. Otherwise, it is said to be residual.
We refer to Example 1.4 for an illustration of the concepts of dominant and residual boundary components. If a surface has a single boundary component, it is obviously dominant for each u .
A key observation about our dominant and residual boundary components is the following. Recall the approximation in as long as n is sufficiently large.
Remark 4.1.3. We note that even though L 2 -mass can be exponentially small along boundary components, it has recently been proved by a Carleman argument applied to Steklov eigenfunctions on the boundary ([39, Theorem 1]), that they satisfy quantitative unique continuation in any dimension. More precisely, there is a constant C D C. / > 0, such that k' k L 2 . j / e C for all j D 1; : : : ; k;
where j , j D 1; : : : ; k, denote disjoint subsets of .
Note that as ! 1, the dominant components of the boundary change depending on . However, there are only finitely many configurations of dominant and residual components, so by passing to subsequences we may consider each configuration separately. Therefore, without loss of generality, we assume that the boundary components D j , j D 1; : : : ; P , are dominant and the remaining ones with j D P C 1; : : : ; k are residual. Given the L 2 -normalization condition (2.1.2), we may also assume that ku k D 1 1 2k (at least one dominant boundary component has this property for sufficiently large , and there are only finitely many configurations). In the following, we denote by A j .˛/ an˛-width annular neighborhood of the dominant boundary component D j . 2.1) ). Then there exists˛D˛. / > 0 and geometric constants C j D C j . D; D/, j D 1; 2, such that, for any Steklov eigenfunction u ,
Proof. We use the decomposition u n DW N u n;j C N f n;j , with C k -bounds on N f n;j as in Lemma 3.2.8 (note that N f n;j D N f n in A j .˛/). Rescale all of these functions by multiplying by C > 0, where C is chosen so that b 2 n;j;C C b 2 n;j; D 1. By Proposition 4.1.2, :
For simplicity, assume that D j is the outer boundary (a similar argument works for the inner boundaries). As in Section 3.2, we use the coordinates .Â; / 2 OE0; 2 C i.0; ı/ in the ı-strip model of the annulus A.˛/ with complex variable z D Â C i . Here, > 0 corresponds to the interior of D where eigenfunctions decay exponentially in n . A direct computation with the quasimodes of (3.2.5) gives (4.2.3) N u 2 n;j C 2 n j Â N u n;j j 2 ' e 4 m n;j L j =s C j .Â; / :
We recall from (3.2.3) that
with Q j s 0 j .Â / j > 0 and so =s C j .Â; / for 0 Ä < C 1 . / with C 1 . / small. Thus, choosing C 1 . / > 0 sufficiently small, one can arrange that 0 Ä =s C j .Â; / < 2C 1 . / Q j :
By possibly shrinking C 1 . / > 0 in (4.2.3) further, one can arrange that for 0 Ä Ä C 1 . /, (4.2.4) N u 2 n;j C 2 n j Â N u n;j j 2 ' e ım n;j 5 ' e ı n 5 :
In the last inequality in (4.2.4), we have use the fact that jm n;j n j < 2 L .
Now, fix˛D C 1 . / and let E n be the subset of A j .˛/ D ¹.Â; / W 0 Ä <˛º where j N u n;j j 2 Ä e ı n =4 . By formula (4.2.2) , for n sufficiently large, Z u n \ A j .˛/ Â E n . But using (4.2.4), for n sufficiently large, j Â N u n;j .Â; /j C n e 2 m n;j L j =s C j .Â; / C 0 n e ı n 10 ; .Â; / 2 E n : (4.2.5)
Using formula (4.2.2), the eigenfunctions are approximated by quasimodes in C k -norm to O.e ı n =6 /-error and so, it follows from (4.2.5) that for the actual eigenfunctions, j Â u n .Â; /j C n e 2 m n;j L j =s C j .Â; / C 0 n e ı n 10 ; .Â; / 2 E n :
So on each connected component of E n , u n is either monotonically increasing or monotonically decreasing in Â. Since for each fixed , N u n;j has exactly one zero in each connected component of E n , so must u n for each fixed . From (4.2.5), it follows by the analytic implicit function theorem that the nodal set Z u n \ A j .˛/ is a union of C ! -curves, one in each connected component of E n , which are graphs with dependent variable Â and independent variable . There are precisely 2 n zeroes of N u n;j , so we can write Z u n \ A j .˛/ as a union of graphs of C ! -functions f 1 . /; : : : ; f 2 n . /.
It remains to control the geometry of these graphs. To do this, we claim that there exists a constant C 0 > 0 such that
Given (4.2.6), it follows by the chain rule that jf 0 i . /j is uniformly bounded in n for each . Therefore the arc length of each f i . / is uniformly bounded above and below. Since there are 2 n such graphs, and 2 n 2 n , the result follows.
To prove (4.2.6), we note that by (4.2.5), j Â N u n;j .Â; /j C 2 n e 2 m n;j L j =s C j .Â; / ; .Â; / 2 E :
We also note that from ( The analogue of (4.2.6) is therefore immediately true for the quasimodes N u n;j in place of the eigenfunctions u n . Transferring to u n via Lemma 3.2.8 introduces errors that are O.e ı n =6 /. However, in view of (4.2.5), these are lower-order than e 2 m n;j =s C j =L j ' e n ı=10 in E n . Such errors are therefore negligible, so the pointwise estimate in (4.2.6) is satisfied for the actual eigenfunctions u n .
This gives both upper and lower bounds for nodal length near dominant boundary components, and the overall lower bound is an immediate corollary. It remains to estimate, from above, nodal lengths in the interior and near residual boundary components.
Estimates for the harmonic extensions of interior eigenfunctions near residual boundary components.
To estimate nodal lengths all the way up to residual boundary components, we need to extend our domain slightly near the residual boundary components (independent of ) and use this slightly enlarged domain. In the following, we continue to work in the conformal model. So let e D be an extension of D to include a ( -independent) neighborhood of the residual boundaries. We claim the following: for some geometric constant C > 0 depending on ı but independent of .
Proof. This follows from Proposition 2.4.1. Given any residual boundary component D j and ı 0 < ı, consider the annular neighborhood
To simplify notation, in the following we denote the extended domain e D.ı/ simply by e D.
Nodal length bounds away from dominant boundary components.
We begin the analysis away from the dominant boundary components by considering simply connected sets in the interior of the extended domain Q D. In this subsection, we prove nodal bounds on these sets, then complete the proof with a covering argument. (1) U is not contained in S P j D1 A j .˛/, where˛D˛. / was fixed in Section 4.2.
(2) For each j D 1; : : : ; P , Q U \ D j is a nontrivial circular subarc of D j .
(3) (Technical assumption) Translating the angle coordinate Â if necessary, we assume that Q U \ A j .˛/, for each j , may be parametrized in the form ¹.Â; / W jÂ j Ä Â 0 ; D F .Â /º with F .Â / D 0 for jÂj < " 0 , F 0 .Â / > 0 for Â > " 0 and F 0 .Â / < 0 for Â < " 0 .
Then there exists a constant C , depending on U and Q U but independent of , such that L.u ; U / Ä C :
The technical assumption, made for convenience (see (4.4.6)), says that the boundary of Q U approaches each dominant boundary component D j in a monotone fashion, travels along it for some distance, then departs in a monotone fashion. Note that F . / measures distance from the boundary D j . See Figure 1 for an illustration of sets U and Q U satisfying the hypotheses of the lemma.
Proof. We divide the proof into two steps.
Step 1. Pick x 0 2 U n S P j D1 A j .˛/, which is possible by condition (1) . Conformally mapping Q U to a disk and x 0 to the origin keeps the functions harmonic, and changes the length of the nodal set by at most a geometric constant. Therefore, we may assume that Q U is a disk of radius 1 and that x 0 is the origin.
Note that U is contained in some disk B r with r < 1. We cover B r by finitely many disks A 1 ; : : : ; A k with centers x 1 ; : : : ; x k and radii r 1 ; : : : ; r k , where each A i has the property that 4A i , the disk with center x i and radius 4r i , is contained in B 1 . By finiteness, we only need to prove the bound for each A i . By the nodal measure bound of Han and Lin [12, Theorem 2.3.1],
Note that Han-Lin's result is stated for a ball of radius 1, but scaling shows that it also holds for a ball of radius r, modulo a geometric constant which we absorb into C 1 . Since 4A i B 1 D Q U for all i D 1; : : : ; k, a uniform control estimate on the frequency function ([12, Theorem 2.2.8], see also [25, Section 3.2.2] ) yields
Then, summing up over the disks A i and using Green's identity as well as the Cauchy-Schwarz inequality, we get
Here and further on we use the simplified notation k k Q U WD k k L 2 . Q U / .
Step 2. Since the argument for each dominant circle is the same, consider here the intersection of the open set Q U with the -annular neighborhood of one fixed dominant boundary circle, say D 1 . Let us estimate the numerator from above and the denominator from below, beginning with the denominator. We continue to divide through by a constant and without loss of generality assume that b 2 n;1;C C b 2 n;1; D 1, where b n;1;C and b n;1 are constants defined in 
for ı 0 > 0 small by a change of variables Â 7 ! F .Â /, using that jF 0 .Â /j > 0 in the range
This is the piece of Q U in the closed domain N D outside the annulus. Here, we know by formula (4.2.2) that with˛D C 1 . / > 0 sufficiently small,
Here, the first term is bounded using ( 
This completes the proof of the lemma. Now we use a covering lemma to finish the proof. ¹U i º which covers (compactness guarantees finiteness is possible). Take small enough balls to ensure that U i is contractible for each i (for example, assume that each ball has radius less than the injectivity radius of ). For each i , we will find an open set V i which contains U i , has contractible closure, and moreover intersects each boundary component. The collection ¹V i º is then the desired cover. So: begin with a set U i . Since is connected, for each j D 1; : : : ; k, let j W OE0; 1 ! be a smooth path with j .0/ 2 U i and j .1 
Finiteness of the covering completes the proof of Theorem 1.2.1.
4.5.
Real analytic Riemannian surfaces: General case. We consider here the general case when . ; g/ is a compact real-analytic Riemannian surface with boundary , and show that the argument above applies to this setting. It is well known that given a real-analytic Riemannian manifold it is always possible to extend it across its boundary to a slightly larger open real-analytic Riemannian manifold (see, for instance, [ where a is harmonic in both variables and hence a 2 C ! . Q Q /.
Next, we note that although we have used the Koebe conformal model in the genus zero planar case for convenience, it is not necessary. Indeed, returning to the initial Steklov eigenfunctions ' 2 C ! . /, one can directly derive the potential layer equations used to obtain the crucial quasimode approximations for the Steklov eigenfunctions along . Therefore, the arguments of Section 2.3 may be repeated with the only difference that one needs to take into account the contribution of a.z; w/. However, since this function is harmonic, its contribution can be absorbed in the last two terms of the expression in Claim 2.3.5. Consequently, just as in the planar case,
where the Schwartz kernels of K 1 and K 2 are elements of C ! . / and G is the same as in Throughout the appendix, for simplicity, we work with a real basis of eigenfunctions.
A.1. An auxiliary lemma. Lemma 3.1.1 depends on the presence of recurring spectral gaps, so in order to prove it, we must first prove the following lemma.
Lemma A.1.1. Fix any sufficiently small " > 0. Then there exist pairwise disjoint closed intervals I i D OEA i ; B i R C , i D 1; : : : ; 1, with the following properties:
for i 2 and all j , each I i contains at most one distinct element of .M j /, (4) for each i , there exists n such that n 2 I i and n 2 I i .
Proof. Pick " < 2kL , where L is the maximum of the boundary lengths L 1 ; : : : ; L k . Since j n n j ! 0, there exists N such that if n N , then j n n j < " 2 . Observe that since ¹ n º is a union of k arithmetic progressions, each with period 2 L , there are at most k elements of ¹ n º in any interval of length L . Thus any such interval must contain a gap of length at least kL > 2" with no elements of ¹ n º. We may therefore choose some m 2 so that m 2 > N and m 2 m 2 1 C 2". Consider the interval OE m 2 ; m 2 C L and observe that it must itself contain a gap of length at least 2". Let n 2 m 2 be such that n 2 is the left endpoint of the first such gap; we have n 2 m 2 Ä L . Then let m 3 D n 2 C 1, so that m 3 is the right endpoint of that gap. Choosing n 3 as with n 2 and iterating this process, we produce m 2 ; n 2 ; m 3 ; n 3 ; : : : . Now let
; n i C " 2 for all j 2:
We claim that these intervals satisfy each property we want. Indeed, by construction, property (2) is automatic. Property (1) follows immediately from the fact that j n n j < " 2 whenever n m 2 1 N . To see property (3), note that each I i with i 2 has length at most L C " < 2 L , and hence contains at most one element of each arithmetic progression with period at least 2 L . Finally, property (4) is also immediate by construction (note that I 1 contains 0 D 0). This completes the proof.
We now use these intervals to split the sequence ¹ n º into pieces with gaps of size at least " between each. Specifically, fix some " and let I i , i D 1; 2; : : : , be the intervals constructed int Lemma A.1.1. For each i , we let L i be the set of all j for which j 2 I i , and we say that (A.1.2) j 1 j 2 " there exists i 2 N such that j 1 2 I i and j 2 2 I i :
Since each interval I i for i 2 contains at most k eigenvalues n (and each interval, including I i , contains at least one), there exists a universal constant C such that (A.1.3) j 2 L i H) j Ä C i and i Ä j:
A.2. Completing the proofs.
Proof of Lemma 3.1.1. Let ¹ N e n º be an orthonormal basis of eigenfunctions for M , with eigenvalues n , and note that each N e n;j D N e n j D j is either a trigonometric polynomial with frequency n or identically zero. Write a j;k D h' j ; N e k i. By orthonormality and completeness of the eigenbases, we have We claim that if we set n D X j n a n;j N e j ; f n D X j oen a n;j N e j ;
where is defined by (A.1.2), then the conditions of the lemma are satisfied. Indeed, condition (1) is obvious, since by the definition of our intervals I i , the frequency of each N e j with j n is within 2 L of n . It remains to prove (2) . In what follows, we let C and > 0 be universal constants (which may depend on the geometry of D and on the conformal map from D to ) and re-label at will. From Proposition 2.3.2 and the Weyl asymptotics, we know that there exists > 0 such that jP N e j j N e j j Ä C e j :
Plugging in the first equation in (A.2.1), we see that 1 X nD1 a n;j . n j /' n 1 Ä C e j and hence that the same is the true of the L 2 -norm. Summing only over the n with n oe j , we obtain (A.2.2) Â X noej a 2 n;j . n j / 2 Ã 1 2 Ä C e j :
By property (2) of Lemma A.1.1, we know j n j j " whenever n oe j , so (A.2.3) X noej a 2 n;j Ä C e j :
However, by (A.2.1), for each j we have P n a 2 n;j D 1. So (A.2.4) 1 C e j Ä X n j a 2 n;j Ä 1:
In addition, suppose j 1 j 2 with j 1 < j 2 . Then, again using (A.2.1) and the orthonormality of ' k , as well as Cauchy-Schwarz, X n j 1 a n;j 1 a n;j 2ˇDˇ X noej 1 a n;j 1 a n;j 2( A.2.5)
Thinking of A D ¹a n;j º as an infinite matrix, let M i be the square submatrix of A with n and j in L i ; note that by condition (3) We see now that M i M T i has the form I C Q i , where Q i satisfies kQ i k 1 Ä C e i (note that the entries of M i and M T i are bounded by 1). This now tells us that the rows of M i have almost unit length, i.e. that 1 C e i Ä X j n; j 2L i a 2 n;j Ä 1:
By subtraction and (A.1.3), there exists > 0 such that (A.2.6) X j oen a 2 n;j Ä C e n ;
which is the analogue of (A.2.3), but summing in j instead of in n. Additionally, it is an immediate consequence of (A.2.3) and (A.2.6) that if j oe n, (A.2.7) a 2 n;j Ä C e j ; a 2 n;j Ä C e n :
By the Sobolev embedding theorem, for each k 2 N 0 , we have k k C k . D/ Ä C k k H kC1 . D/ :
We apply this to f n , knowing that we can compute Sobolev norms of the N e j directly:
kf n k 2 C k Ä C kf n k 2 H kC1 Ä C X j oen .1 C j / kC1 ja n;j j 2 :
By Weyl asymptotics of the j , kf n k 2 C k Ä C X j oen .1 C j / kC1 a 2 n;j D C X j oen; j <n .1 C j / kC1 a 2 n;j C C X j oen; j >n .1 C j / kC1 a 2 n;j :
Using (A.2.7), then the Weyl asymptotics again, we have kf n k 2 C k Ä C X j oen; j <n .1 C n/ kC1 e n C C X j oen; j >n .1 C j / kC1 e j Ä C n.1 C n/ kC1 e n C C Z 1 n .1 C t / kC1 e t dt Ä C kC2 n e n :
Choosing slightly less than the current 2 , we can absorb 2 n and take square roots, completing the proof.
Proof of Proposition 3.1.3. From the discussion before (A.2.2), considering each term individually, we see that for every n and j , (A.2.8) ja n;j . n j /j Ä C e j :
Using the matrix notation from the previous proof, let V i and W i be the diagonal matrices whose entries are ¹ j W j 2 L i º and ¹ j W j 2 L i º, respectively. Using now (A.1.3), (A.2.8) implies the statement
For sufficiently large i, M i is invertible with inverse uniformly bounded in the k k 1 matrix norm. We deduce that
So W i C N R i is diagonalized by M i and has eigenvalues ¹ j W j 2 L i º. By the Bauer-Fike theorem (see, e.g., [18, Observation 6.3.1]), the eigenvalues of W i D .W i C N R i / N R i lie in disks centered at each j of radius kM i k 1 kM i k 1 1 kR i k 1 Ä C e i . Although the perturbed eigenvalues may move from one disk to another if there is overlap, there are at most k disks, so they can move at most 2kC e i . Relabeling C D 2kC , this shows that j n n j Ä C e i , where n 2 L i . The result follows immediately by another use of implication (A.1.3), replacing with 1 D C .
