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0. INTRODUCTION
Throughout this paper all rings are commutative, associative, with mul-
tiplicative identity, and modules are unital. We introduce the notion of the
tight integral closure of a set of ideals, both for Noetherian rings of character-
istic p > 0 and for rings nitely generated over a eld of characteristic 0. In
the positive characteristic case we shall give the denition even for innite
sets of ideals, but we immediately restrict our treatment here to nite sets.
We use this idea to give a generalization of the BrianconSkoda theorem
that cannot be obtained in other ways, and that contains new information.
Our objective is this: given a set I = I1; : : : ; In of ideals of a Noetherian
ring R of positive prime characteristic p, we associate to it a single ideal of
R, which we shall denote I1; : : : ; In∗ or I ∗. We shall write J for the inte-
gral closure of the ideal J, and J∗ for the tight closure of J. It will turn out
that when n = 1, I ∗ is simply I1. When all of the ideals It are principal,
it will turn out that I ∗ is the tight closure of the ideal I = I1 + · · · + In.
Thus, the new notion is a mixture of the notions of tight closure and inte-
gral closure. We shall see that I ∗ always lies between I1 + · · · + In∗ and
I1 + · · · + In.
1 The author was supported in part by a grant from the National Science Foundation.
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Besides recovering the usual equicharacteristic BrianconSkoda theorem
we obtain the following result, which does not refer to tight integral closure,
and which does not seem to be approachable by other methods. (The result
is a very special case of Theorems (2.1) and (4.3) combined with Theorems
(3.1) and (4.4).)
Theorem 0.1. Let R be a polynomial ring Kx1; : : : ; xh where K is a
eld of arbitrary characteristic and the xi are variables. Suppose that the
variables are partitioned into n sets, n ≥ 1, and that Ij is an ideal of R
whose generators involve only variables from the jth set, 1 ≤ j ≤ n. Then
I1 + · · · + Inn ⊆ I1 + · · · + In:
For background concerning tight closure we refer the reader to [HH1
HH7, Hu2, Ho1Ho-2, and Bru]. For background concerning the integral
closure of an ideal we refer the reader to [L, Hu1, Section 5.1 of HH4, and
ZS, Appendices 4 and 5].
1. DEFINITION AND BASIC PROPERTIES OF THE NEW NOTION
1.1. Discussion: The Integral Closure of an Ideal
We recall the following facts about integral closure. An element r ∈ R is
in the integral closure of I ⊆ R if and only if there exists an integer k ≥ 0
such that rk+1 + i1rk + · · · + itrk+1−t + · · · + ikr + ik+1 = 0 with it ∈ It for
1 ≤ t ≤ k + 1. (An equivalent statement is that I + rRk+1 = II + rRk
for some k ∈ , and then it follows by an easy induction on n that I +
rRn+k = InI + rRk for all n ≥ 0.) Let z be an indeterminate over R and
form the Rees ring RIz = R+ Iz + I2z2 + I3z3 + · · · ⊆ Rz: Then r ∈ R
is in the integral closure of I if and only if rz is integral over the ring RIz.
Another equivalent condition is that r is in the integral closure of I if and
only if for every map R → V , where V is a (not necessarily Noetherian)
valuation domain, r ∈ IV . The set of elements integral over I is an ideal I
of R. If R→ S is any homomorphism, it is immediate from the denition
that IS ⊆ IS. If R is Noetherian, then x ∈ I if and only if for every minimal
prime P of R, the image of x in R/P is in IR/P. If R is Noetherian, then
x ∈ I if and only if x ∈ IV for every map R→ V; where V is a Noetherian
valuation domain, and it sufces to consider those valuation rings V such
that the kernel of the map R→ V is a minimal prime of R. Thus, when R
is a Noetherian domain, x ∈ I if and only if x ∈ IV for every Noetherian
valuation domain V with R ⊆ V .
One important property of integral closure of ideals is that if I ⊆ R is an
ideal, R ⊆ S is an integral extension of rings, and J ⊆ S is an ideal integral
over IS, then J ∩ R is integral over I. Hence, if I is integrally closed, then
J ∩ R = I.
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We note that if I is an integrally closed ideal of a Noetherian ring R and
S is geometrically normal over R (i.e., R → S is flat, with geometrically
normal bers, where K→ T is geometrically normal if for any nite purely
inseparable extension K′ of the eld K, K′ ⊗K T is normal), then IS is
integrally closed. Compare [L], Lemma (2.4) and the examples that follow.
1.2. A Particularly Useful Characterization of Integral Closure
Suppose that R is a Noetherian domain. Then r ∈ I if and only if there
exists c ∈ R − 0 such that crn ∈ In for every positive integer n, and it
sufces if crn ∈ In for innitely many values of n.2
Let R0 denote the set of elements of R not in any minimal prime. When
R is Noetherian but not necessarily a domain it is convenient to use the
following more general version of this criterion: an element r ∈ R is in I if
and only if there exists c ∈ R0 such that crn ∈ In for every positive integer
n, and it sufces if crn ∈ In for innitely many n.
1.3. The Denition of Tight Integral Closure
Let R be a Noetherian ring of positive prime characteristic p, and let
I be a set of ideals of R. We shall say that an element x ∈ R is in the
tight integral closure or TI closure I ∗ of I if there exists an element c ∈ R0
(see the paragraph above) such that for all sufciently large e ∈ , cxpe ∈P
I∈I Ip
e
. Note that the powers occurring are ordinary powers of the ideals,
not bracket powers, which we dene in the paragraph just below.
Since we shall also have occasion to refer to bracket powers, we recall
that, in a ring of positive prime characteristic p, if q = pe, then Iq denotes
the ideal generated by the q th powers of the elements of I. The ideal Iq is,
in fact, generated by the q th powers of the elements in any set of generators
for I. If J is a principal ideal (or a locally principal ideal), then Jq = Jq,
but this is rarely true otherwise.
We extend this notation to sets I of ideals as follows: if q = pe where
p > 0 is the prime characteristic, then I q denotes
P
I∈I Iq. Thus, in a ring
R of positive prime characteristic p, x ∈ I ∗ iff there exists c ∈ R0 such that
cxp
e ∈ I pe for all e 0.
2This is well known but we do not know of a reference for a proof, and we give a sketch. Let
r ∈ I. If r = 0 the result is clear. If r 6= 0, by the parenthetical comment in the rst paragraph
of (1.1), for suitable k and all n ≥ 0, I + rRn+k = InI + rRk, and so rk+n ∈ In for all n ∈ 
and we may take c = rk. On the other hand, if crn ∈ In for innitely many n, it sufces to
prove that for any Noetherian discrete valuation domain V;m ⊇ R that r ∈ IV . Call the
associated valuation v and let minvi x i ∈ I − 0 = b. Then vcrn = vc + nvr, while
minvj x j ∈ In − 0 = nb. Then vc + nvr ≥ nb for arbitrarily large n. Divide by n and
take the limit as n→+∞ to get vr ≥ b.
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The following result discusses some basic properties of tight integral clo-
sure. Note that while it is easy to see that I ∗ is an ideal of R, this does use
the fact that the Frobenius map is a ring endomorphism in characteristic p.
This means that one cannot generalize the notion to equal characteristic
zero without quite a bit of effort.
Proposition 1.4. Let R be a Noetherian ring of positive prime character-
istic p and let I = I1; : : : ; In and J = J1; : : : ; Jn denote nite sets of
ideals of R. Let hx R→ S be a homomorphism, where S is also Noetherian.
(a) I ∗ is a tightly closed ideal of R that contains It for every t, and
is contained in I1 + · · · + In, i.e., I1 + · · · + In∗ ⊆ I ∗ ⊆ I1 + · · · + In:
Moreover, there is a single element c ∈ R0 such that cuq ∈ I q for all q ∈ I ∗
and all q 0.
(b) If It ⊆ Jt for 1 ≤ t ≤ n then I ∗ ⊆ J∗.
(c) If It ⊆ Jt ⊆ It for 1 ≤ t ≤ n then I ∗ = J∗. In particular, if every
ideal in a set is replaced by its integral closure then the tight integral closure of
the new set is the same as the tight integral closure of the original set.
(d) Let P1; : : : ; Ps be the minimal primes of R. Then x ∈ I ∗ (in
R) if and only if for every i, 1 ≤ i ≤ s, the image of x in R/Pi is in
I1R/Pi; : : : ; InR/Pi∗ in R/Pi. (Informally, we say that tight integral
closure may be tested modulo minimal primes.)
(e) If J is a nilpotent ideal of R, then x ∈ I ∗ if and only if the image
of x in R/J is in I1R/J; : : : ; InR/J∗. If J is the nilradical of R, then
I
∗ is the inverse image in R of I1R/J; : : : ; InR/J∗. In particular, I ∗
contains all nilpotents of R.
(f) If hR0 ⊆ S0, which holds, for example, if R→ S is flat or if R ⊆ S
and S are domains, and x ∈ I ∗, then hx ∈ I1S; : : : ; InS∗.
(g) If one of the ideals It in the set I is contained in the integral closure
of another, It may be omitted without changing the TI closure of the set.
This principle may be applied repeatedly. Thus, for example, if every It for
t > k is contained in the integral closure of one of the ideals I1; : : : ; Ik, then
I
∗ = I1; : : : ; Ik∗.
(h) If I is the union of several nite sets of ideals I1; : : : ;Ir; then
I
∗ ⊆ I1∗; : : : ;Ir∗∗:
Proof. If cuq ∈ I q for q 0 and dvq ∈ I q for q 0, then cdu+
vq ∈ I q for q  0, and it follows easily that I ∗ is an ideal. If u ∈ It for
some t, it follows that for some c ∈ R0 and all q 0, cuq ∈ Iqt ⊆ I q, and
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so each It is contained in I
∗. The nal statement of part (a) is obtained
by choosing a c ∈ R0 for each of the nitely many generators of I ∗ and
multiplying them together.
We next claim that I ∗ is tightly closed. Suppose u ∈ I ∗∗. Then we have
cuq ∈ I ∗q for all q  0 with c ∈ R0. But we can also choose d ∈ R0
such that dI ∗q ⊆ I q for all q  0. But then cduq ∈ I q for all
q  0. Since we have already shown that I1 + · · · + In ⊆ I ∗, it follows as
well that I1+ · · · + In∗ ⊆ I ∗. Finally, the assertion that I ∗ ⊆ I1 + · · · + In
is immediate from the fact that I q ⊆ I1 + · · · + Inq and (1.2), and this
completes the proof of part (a).
Part (b) is obvious, since it is clear that I q ⊆ J q for every q.
To prove (c) suppose that cJ∗q ⊆ J q for all q  0 with c ∈ R0, and
for each t choose ct ∈ R0 such that ctJqt ⊆ Iqt for all q, which we can do by
(1.2). Let d be the product of c and the various ct . Then dJ∗q ⊆ I q
for all q 0, as required.
To prove (d), for each minimal prime Pi of R choose an element of
R− Pi, call it ci, such that ciuq ∈ I q + Pi for all q 0. This continues to
hold if ci is replaced by another element of ci + Pi. Now, ci + Pi cannot be
contained in the union of the other minimal primes of R, by Theorem 124
of [Kap], and so we may assume without loss of generality that every ci is
outside the union of the minimal primes of R. For each i choose ri in all
the minimal primes of R except Pi. Let N be the ideal of nilpotents of R.
Then riPi ⊆ N , and so riciuq ⊆ I q + N for all i and for all q  0. Let
c = Pi rici. Then, adding, we see that cuq ∈ I q +N for all q  0. It is
easy to check that c ∈ R0. Choose q0 so large that N q0 = 0. Taking q0
powers, we see that cq0uqq0 ∈ I qq0 ⊆ I qq0 for all q  0. As q = pe
takes on all large values that are powers of p, so does qq0 = pe+e0 , and (d)
is therefore established.
The fact stated in (e), that tight integral closure may be, so to speak,
calculated modulo nilpotents, follows from (d). We also refer the reader to
Proposition (8.5) (i), (j) of [HH4], where a similar result is proved for tight
closure directly.
Part (f) is immediate from the denition of tight integral closure.
Next, suppose that It is contained in Is for s 6= t. By part (c) we may
replace Is by Is without changing the tight integral closure of the set. It
is now clear that omitting It does not change the tight integral closure of
the set, since it does not change I q: Iqt ⊆ Iqs . Let I ′ be the set with It
omitted. By a second application of (c), we may replace Is by Is in I ′
without changing the tight integral closure. This establishes (g).
Finally, to prove (h), suppose that for some c ∈ R0, cuq ∈ I q =Pr
j=1
P
I∈Ij I
q for all q  0. The result is immediate from the fact thatP
I∈Ij I
q ⊆ PI∈Ij Iq ⊆ Ij∗q:
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The inclusion I ∗ ⊆ I1 + · · · + In is usually strict, even if the ring is reg-
ular, when all the ideals are principal.
1.5. The Examples of Miller and Singh
Miller and Singh have examples, which we discuss in this and the next
paragraph, where I1+ · · · + In∗ ⊂ I ∗ strictly, even if the ring is Kx; y; z,
K a eld, and n = 2. In characteristic 2 one may let I = I1 = x2 + y3; z2,
and J = I2 = x2 + z3; y2). (Then xyz2 ∈ I21 + I22 , while both Rees rings
are normal. One may apply the Frobenius endomorphism, and so see that
xyz ∈ I; J∗.)
A class of examples for all characteristics except 3 that is somewhat
harder to verify is obtained by Miller and Singh as follows. If the char-
acteristic of K = p 6= 3 let R = Kx; y; z, let I = I1 = x3 + y6; z2
and J = I2 = y2. We shall show that x2yz ∈ I; J∗, while, again, both
Rees rings are normal and so both ideals are integrally closed (RIt ∼=
Kx; y; z; u; v/uz2 − vx3 + y6). Note that x2yz represents the socle el-
ement in R/I + J, since I + J = x3; y2; z2. To see that x2yz ∈ I; J∗
for all p 6= 3, let q = pe = 6k − δe for 1 ≤ δe ≤ 5. Let c = x2yz5. To
show that cx2yzq ∈ Iq + Jq, it sufces to show that x2yz6k ∈ (x3 +
y63kz23k; y26k. Thinking in the polynomial ring Kx3; y6, we may
use the division algorithm to divide x12ky6k by x3 + y63k, and we obtain
x12ky6k = Qx3; y6x3 + y63k +Gx3; y6 where Q, G are polynomials in
two variables with coefcients in K, and G has degree < 3k in x3. We may
multiply both sides by z6k and we nd that modulo x3 + y63kz23kR, we
have that x2yz6k is in the K-span of monomials z6kxiyj where i < 3k.
Give the variables x; y; z weights 2; 1; 1, respectively. A degree argument
shows that we may assume that for each monomial we have 66k = 6k+
2i + j, but since i < 9k, one has that j > 12k, and so the monomials oc-
curring are multiples of y12k, as required.
1.6. Discussion: One-Dimensional Noetherian Rings
In a one-dimensional Noetherian ring R of prime characteristic p > 0,
I∗ = I for every ideal I. In fact, since both closures may be tested modulo
the minimal primes one immediately reduces to the case where R is a
one-dimensional Noetherian domain with integral closure, say S, which is
always Noetherian in the one-dimensional case and, hence, a Dedekind
domain. Now I∗ ⊆ I always (cf. Theorem (5.2) of [HH4]). In the present
case, IS ⊆ IS = IS, since S is a Dedekind domain and ideals are locally
principal. Thus, I ⊆ IS ∩R, and so I ⊆ IS0 ∩R for a suitably large module-
nite extension S0 of R within S. But then IS0 ∩R ⊆ I∗ by Corollary (5.23)
of [HH7]. Because of this particularly simple behavior in one-dimensional
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Noetherian rings, we have the following result:
Corollary 1.7. If R is a one-dimensional Noetherian ring of prime char-
acteristic p > 0 and I = I1; : : : ; In is a nite set of ideals, then I ∗ =
I1 + · · · + In∗ = I1 + · · · + In.
Proof. By (1.4a), I ∗ lies between the other two ideals, which are equal
by (1.6).
There is no theory of test elements for TI closure (there is a very useful
theory for tight closure), making it difcult to prove base change results for
TI closure. The following result, while much weaker than what is known
for tight closure, is still very useful.
Theorem 1.8. Let R → S be a homomorphism of Noetherian rings of
positive prime characteristic p, let I = I1; : : : ; In be a nite set of ideals of
R, and let J denote the set of expansions, I1S; : : : ; InS, to S.
(a) If every element of S0 has a multiple in S that is mapped into R0
by some R-linear map S to R, then J∗ ∩ R ⊆ I ∗. In particular, if S is a
module-nite domain extension of R then J∗ ∩ R ⊆ I ∗.
(b) If R ⊆ S is cyclically pure, i.e., IS ∩ R = I for every ideal I of R
(which holds whenever S is faithfully flat over R and whenever R is a direct
summand of S as an R-module), and every element of S0 has a multiple in
R0, then J∗ ∩ R ⊆ I ∗.
(c) If R is a K-algebra, where K is a eld of characteristic p > 0, L is
an algebraic extension eld of K, and S ∼= L⊗K R happens to be Noetherian,
which is always the case if R is essentially of nite type over K, then J∗ ∩R =
I
∗.
Proof. Suppose that r ∈ J∗ ∩ R and that d in S is such that for all
q = pe  0, we have that drq ∈Pt Jqt =Pt Iqt S = I qS.
To prove part (a), let φx S → R be an R linear map sending d to c
in R0. Applying φ, we have that crq ∈ Pt Iqt = I q for all q = pe  0,
as required. When S is module-nite and torsion-free over the domain R,
e.g., when S is a domain, it can be embedded in a free R-module, and it
follows that any element of S − 0 maps to an element of R− 0.
For (b), multiply further to replace d by an element c of R0. Then crq ∈
I qS ∩ R for q = pe  0, and by cyclic purity this yields crq ∈ I q for
q 0.
To prove part (c), rst note that I ∗ ⊆ J∗ because S is flat over R, so
that R0 maps into S0. Thus, I ∗ ⊆ J∗ ∩ R. We shall deduce the opposite
inclusion from part (b). Since S is faithfully flat over R (in fact, free over
R, since L is free over K), R → S is cyclically pure, and it will sufce to
show that every element of S0 has a multiple in R0. Let W = R0. Then
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W −1R is a 0-dimensional ring, and it follows that W −1S is a 0-dimensional
ring, since it is integral over R. Since d is not in any minimal prime of S, it
is not in any prime ideal of W −1S (all primes are minimal), and it follows
that d is a unit of this ring. But then we can choose an element s ∈ S and
an element c ∈ W such that s/cd/1 = 1/1 in W −1S, and then there exists
c′ ∈ W such that c′sd − c = 0, i.e., c′sd = cc′ ∈ R0.
Finally, we consider an instance in which it is possible to calculate I ∗
effectively.
Proposition 1.9. Let R = Dx1; : : : ; xn be a polynomial ring over a
Noetherian ring D of positive prime characteristic p, and let I = I1; : : : ; In
be a nite set of ideals each of which is generated by monomials in the vari-
ables xi. Then I
∗ = I1 + · · · + In.
Proof. Both sides contain all nilpotents, and the various closures on both
sides are the inverse images of what one gets after passing to D/NX,
where N is the ideal of nilpotents of D. We may therefore assume that D
is reduced.
Each integral closure on the right is generated by monomials, and the
integral closure of It consists of all monomials having a k th power which
is the product of a monomial with the product of k monomials from It
for some non-negative integer k, a formal calculation that is independent
of the reduced base ring D. In particular, when we make any base change
whatsoever D→ C such that C is reduced, ItC is simply ItC:
We have ⊇, and we need only prove ⊆. Suppose that r ∈ I ∗ −Pj Ij .
We can form faithfully flat extensions of D containing an innite eld and,
hence, innitely many units such that the difference of any two of them is
also a unit. (For example, with κ the prime eld of D, we can take D′ to
be κu ⊗κ D, where u is a new indeterminate, and use the elements of
κu − 0 as the required units.) Then r is still in the TI closure of the
expansion I ′ = I1D′; : : : ; InD′ of the set of ideals to D′, and, arguing as
in (4.1) of [HH7] and (7.30) of [HH6] we have that this closure is generated
by monomials when we work over D′. If we prove the assertion of the
theorem over D′ we are done, by the remark in the paragraph just above,
for that shows that ItD′ = ItD′, and then I ∗ ⊆ I ′∗ =
P
j IjD
′ =Pj IjD′ =
Pj IjD′ and the contraction of this last ideal to D is Pj Ij , as needed.
Thus, we may assume without loss of generality that D is reduced and
contains an innite eld, and, hence that I ∗ is generated by monomials.
If one of these monomials is not contained in the ideal on the right-hand
side, this will remain true after we kill a minimal prime of D′ and localize
at 0, by the last sentence of the second paragraph of this proof. Thus,
there is no loss of generality in considering only the case where D is an
innite eld and I ∗ is generated by monomials.
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Now suppose that v is a monomial in I ∗. Then we can choose a nonzero
element c of DX such that cvq ∈ I q for all q = pe  0. Since vq is
a monomial and I q is generated by monomials, it follows easily that any
monomial occurring with nonzero coefcient in c can be used instead of c.
Thus, we may assume that c is a monomial. But for monomial ideals the
colon distributes over sum, and so the fact that vq ∈ Pt Iqt  x c =PtIqt x c
implies that for every q  0, vq ∈ Iqt x c for at least one value of t. Since
there are only nitely many choices for t, it follows that there exists at least
one value of t such that cvq ∈ Iqt for innitely many values of q, and for
that value of t we have that v ∈ It , as required.
2. A BRIANCONSKODA THEOREM
The main result of this section is the following generalization of the
tight closure form of the BrianconSkoda theorem. The theorem was
rst proved for regular rings of characteristic 0 in [BrSk] using an analytic
criterion for membership in an ideal developed in [Sk]. It was proved by
algebraic means rst in a special case in [LT] and then in general in [LS].
The tight closure form, which has a very short proof, is given in Section 5
of [HH4]. It is this form that we generalize here. In the result just below, if
all the ideals It are principal one obtains the tight closure form discussed,
for example, in Section 5 of [HH4].
Henceforth, in the treatment of positive prime characteristic p situations,
we shall always assume that q denotes pe for some non-negative integer e
and treat q and pe as synonyms. For example, the phrase for all q" shall
mean for all q of the form pe."
We recall that if I is a set of ideals we denote by I q the ideal
P
I∈I Iq,
so that u ∈ I ∗ if and only if there exists c ∈ R0; such that for all q  0,
cuq ∈ I q.
Theorem 2.1. Let R be a Noetherian ring of positive prime characteristic
p and let I = I1; : : : ; In be a set of n ideals. Let I = I1 + · · · + In. Then
In ⊆ I ∗.
Proof. It sufces to prove the result mod each minimal prime of R:
we may assume that R is a domain. Suppose that u ∈ In. Then there is a
c ∈ R− 0 such that cut ∈ Int for all t > 0. We may restrict the value of t
to be a power q = pe of the characteristic. Now Inq = I1 + · · · + Innq ⊆
I
q
1 + · · · + Iqn; since when we write nq as a sum of n non-negative integers
at least one of them must be q or larger, and so cuq ∈ Iq1 + · · · + Iqn for
all q.
Example 2.2. Let R = Kx; y; u; v be a formal power series ring
over a eld K of characteristic p > 0. Let I1 = x2; y2R and I2 =
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u2; v2R. To see that Theorem 2.1 yields information not available from
the BrianconSkoda theorem, we note that with I = I1; I2 we have that
I1 + I22 ⊆ I ∗, by Theorem 2.1. Theorem 3.1 of the next section shows
that I ∗ = I1 + I2, and this implies x; y; u; v4 ⊆ x2; xy; y2; u2; uv; v2.
(Note that I1 + I2 is m2, where m = x; y; u; v. The ordinary Briancon
Skoda theorem only yields that m8 ⊆ I1 + I2, since I1 + I2 is a four
generator ideal.)
The tight closure form of the BrianconSkoda theorem may be strength-
ened to assert that if I is generated by n elements in a Noetherian ring R
of prime characteristic p > 0, then for every integer k ≥ 1, one has that
In+k−1 ⊆ Ik∗. The following result extends this form to our context. We
make the following notational convention. If I is a set of ideals then I k
denotes the set of ideals consisting of all products of k elements of I ,
allowing repetitions. For example, if I = I1; I2; then I 2 = I21 ; I1I2; I22.
Theorem 2.3. Let R be a Noetherian ring of characteristic p > 0, let
I = I1; : : : ; In be a set of n ideals, let k ≥ 1 be an integer, and let I =
I1 + · · · + In. Then In+k−1 ⊆ I k∗.
Proof. If n = 0 both sides are 0. If n ≥ 1, as in proving (2.1) we may
assume R is a domain and u ∈ R, c ∈ R− 0 are such that cut ∈ Int+k−1t
for all t. Let t = q = pe. Then Inq+k−1q is a sum of products Ia11 · · · Iann
where the ai ∈  and
P
i ai = nq + k − 1q. Write ai = biq + ri for all
i, where bi ∈  and 0 ≤ ri ≤ q − 1. Then
P
i ri ≤ nq − 1 ⇒
P
ibiq ≥
nq+k− 1q− nq− 1 = n+k− 1q; i.e., Pi bi ≥ n/q+ k− 1. Since
it is an integer,
P
i bi ≥ 1 + k − 1 = k. This shows that Ia11 · · · Iann ⊆ Jq
where J ∈ I k, and so u ∈ I k∗.
3. TENSOR PRODUCTS OF RINGS
In this section we prove the following theorem, which enables one to
compute tight integral closures in certain cases. The result is special but
still of considerable interest: it was applied in Example 2.2 of the preced-
ing section. We state the result but defer the proof until several lemmas
that we need are established. For properties of complete tensor products
over a eld we refer the reader to [S, Chapter V, Section 2] and to [HH6,
Sections (6.3) and (7.39)].
Theorem 3.1. Let K be a eld of characteristic p > 0 and let R1; : : : ; Rn
denote a nite family of Noetherian K-algebras. We assume that we are in one
of two cases:
(1) Every Rs is of nite type over K.
(2) Every Rs;ms is a complete local ring, and for every s, K ∼= Rs/ms.
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Let R denote the tensor product of the Rs over K in case (1) or the complete
tensor product of the Rs over K in case (2). Let Is be an ideal of Rs, 1 ≤ s ≤ n.
Let I = I1R; : : : ; InR. Then I ∗ = I1R+ · · · + InR.
It is surprising how difcult it is to prove this. As indicated earlier, we
need several lemmas. The rst of these, Lemma 3.2 just below, is proved
in the domain case of [Hu1, Lemma (3.4)]. The general case is immediate
from the domain case: we can choose a minimal prime P of R such that
the image of x in R/P is not in the integral closure I ′ of IR/P. For the
statement in the rst paragraph it sufces to solve the problem for the
image of u and I ′. The statement in the second paragraph is immediate:
the inverse image of I ′V in R will be an m-primary integrally closed ideal
containing I but not x.
Lemma 3.2. Let R;m;K be a local ring and I any ideal of R. If an
element x ∈ R is not integral over I, then there is a local homomorphism from
R to a discrete rank one valuation domain V; such that the image of x is not
in IV . If R is a domain, V may be chosen so that R ⊆ V .
Moreover, I = Tt I +mt , i.e., I is an intersection of m-primary integrally
closed ideals containing I.
Lemma 3.3. Let K be a eld. Assume either that
(1) R1; : : : ; Rn are K-algebras or that
(2) R1; m1; : : : ; Rn; mn are complete local K-algebras and for all
s, K ∼= Rs/ms.
Let R be their tensor product over K in case (1) or their complete tensor
over K in case (2). Let Is be an ideal of Rs for every s, 1 ≤ s ≤ n, and let
Js = IsR.
(a) Let 21; : : : ; 2n be index sets which are assumed to be nite in case (1)
but arbitrary in case (2). Let Is; tt∈2s be a family of ideals of Rs, 1 ≤ s ≤ n,
such that for 1 ≤ s ≤ n, Tt∈2s Is; t = Is. Let Js; t = Is; tR. Then\
t1;:::;tn∈21×···×2n
 
nX
s=1
Js; ts
!
=
nX
s=1
Js:
(b) Suppose that for every s, Rs → Ss is a K-algebra homomorphism
(which is assumed to be a local homomorphism of complete local rings that
induces an isomorphism of residue elds in case (2)). Let S denote the (com-
plete in case (2)) tensor product of the Ss. Let I ′s denote an ideal of Ss lying
over Is in Rs, and let J ′s denote the expansion of I
′
s to S. Then J
′
1 + · · · + J ′n
lies over J1 + · · · + Jn.
(c) Let Ms → Ns be an injective map of Rs modules, 1 ≤ s ≤ n, and
assume that these modules are nitely generated in case (2). Then the induced
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map from the (complete in case (2)) tensor product of the Ms to the (complete
in case (2)) tensor product of the Ns is injective.
(d) Let us be an element of Rs for each s. Let u = u1⊗ · · · ⊗ un in case (1)
and let u = u1 b⊗ · · ·b⊗un in case (2). Then Ps Jsx u =PsIs x usR.
Proof. We give all proofs for case (2): the arguments for case (1) are
identical or simpler.
In part (a) we need to prove ⊆ (the opposite inclusion is obvious). First
assume all the families of ideals are nite. (In case (1) we know this.)
We use induction on n. There is nothing to prove if n = 1. If n = 2 rst
x one of the ideals I2; t in the family in R2 and intersect all the sums
that involve J2; t . Since all these ideals contain J2; t , we may calculate the
intersection modulo J2; t , i.e., in R1 b⊗R2/I2; t. Since the family of ideals
in R1 is nite and b⊗R2/I2; t is exact, the intersection is I1 b⊗R2/I2; t.
Taking the inverse image in R, we see that when n = 2 and we intersect
the terms involving J2; t , the result is J1 + J2; t . Now we intersect all of these
as t varies in the 22. We are in essentially the same situation (although
the roles of R1 and R2 are interchanged), and we can conclude that the
intersection is J1 + J2, as required.
Now suppose that n > 2 and that the result is known for n − 1. Again,
x one ideal In; t in the family for Rn and intersect all terms involving Jn; t .
Work mod Jn; t . The intersection is then the result of applying b⊗Rn/In; t
to an intersection of ideals in the (complete) tensor product of R2; : : : ; Rn−1
constructed analogously from the families for those rings, by the induction
hypothesis and the exactness of b⊗Rn/In; t. Thus, what one gets is J1 +
· · · + Jn−1 + Jn; t . We now want to intersect all these as t varies. But the
ideal in parentheses can be thought of as the expansion of an ideal in the
(complete) tensor product of R1; : : : ; Rn−1, and so we can think of this as
an intersection in the case where n = 2 in which the rst family contains
just one ideal, and we are done.
We now assume that the 2s are arbitrary but that we are in case (2). We
rst observe that we can replace 2s by a countable subfamily with the same
intersection.3 Thus, we may assume that all the families are countable, and
index them as sequences, i.e., we assume that the family in Rs is Is; 1; Is; 2;
Is; 3; : : : : But we can then see that what we get by intersecting all sums
such that the second index is at most h is the same as if we were using the
families Is; 1; Is; 1 ∩ Is; 2; Is; 1 ∩ Is; 2 ∩ Is; 3; : : : (but, again, only intersecting
3This is well-known, but we indicate an argument. We may assume the family is closed
under countable intersection. For any xed power mhs of the maximal ideal of Rs , the image
of the family in Rs/mhs has a minimum element, since that ring has DCC. Suppose that Is; th
achieves that minimum. For each Is; t , Is; t =
T
hIs; t + mh. But then Is =
T
t Is; t =
T
t
T
h
Is; t +mh =
T
h
T
t Is; t +mh =
T
h Is; th , a countable intersection.
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sums in which the second index of each ideal is at most h): this follows
from the result already proved for the case where all the families are nite.
Hence, there is no loss of generality in assuming that all the sequences are
non-increasing.
We now apply Chevalley’s lemma to the complete ring Rs/Is to see that
for any given integer N > 0 we have that Is; t ⊆ Is +mNs for all t  0, and
hence if all the ts are large we have, after expanding to R and summing, thatPn
s=1 Js; ts ⊆ 
Pn
s=1 Js +mN; where m is the maximal ideal of R. Part (a)
follows: the ideals of R are closed in the m-adic topology.
To prove part (b) we note that the assertion is equivalent to the statement
that the complete tensor product C of the rings Rs/Is over K injects into
the complete tensor product D of the rings Ss/I ′s, for the ideal J1 + · · · + Jn
is the kernel when we map R onto C, and the ideal J ′1 + · · · + J ′n is the
kernel when we map S onto D. Thus, it sufces to consider the case where
all the ideals are 0 (replacing Rs by Rs/Is and Ss by Ss/I ′s), and we only
need to show that R → S is injective. By a straightforward induction on
n and the associativity of complete tensor products, we may assume that
n = 2. But R1 b⊗K R2 → R1 b⊗K S2 is injective by the exactness of R1 b⊗K
while R1 b⊗K S2 → S1 b⊗K S2 is injective by the exactness of b⊗K S2, and
we may compose these two. The proof of (c) is very similar to that of (b)
and is omitted. To prove (d), apply (c) to the n injections R/Is x us
us→
Rs/Is.
The following fact is well-known, but we include a proof, since it is very
short.
Lemma 3.4. Let K be an uncountable algebraically closed eld, and
let T 6= 0 be a countably generated K-algebra. Then there exists a K-
homomorphism θx T → K. In fact, for every maximal ideal Q of T ,
K → T/Q is an isomorphism. Moreover, if T is a domain, θ may be chosen
so as not to vanish on a specied countable subset of T − 0.
Proof. Replacing T by T/Q we need only prove that if a eld T has
countable K-vector space dimension over K then it is an algebraic exten-
sion. But if y ∈ T were transcendental the uncountably many elements
1/y − c x c ∈ K would be linearly independent in Ky over K, a con-
tradiction. The nal statement follows because we may adjoin inverses to
T for the elements in the specied countable set before killing a maximal
ideal, and the resulting algebra is still countably generated over K.
Lemma 3.5. Let K be an uncountable algebraically closed eld, let R; m
be a complete local K-algebra such that K maps isomorphically onto R/m,
let I be any ideal of R and let x ∈ R be an element not integral over I. Let z
be an indeterminate. Then there exists a local K-homomorphism R→ Kz
such that the image of x is not in IKz.
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In consequence, there exists an ideal of Rz that is integrally closed, pri-
mary to the maximal ideal of Rz, irreducible, and such that the ideal con-
tains I but not u (in fact, it can be taken so that u represents a socle generator
modulo the ideal).
Hence, every integrally closed ideal of R is an intersection of contractions
from Rz of integrally closed irreducible ideals primary to the maximal ideal
of Rz.
Proof. By Lemma 3.2 there is a local map h to a Noetherian valua-
tion ring V such that hx is not in IV and we complete V and so as-
sume that it has the form Lz where L is a eld extension of K (since
the image of K in V is a perfect eld, it extends to a coefcient eld).
Think of R as a homomorphic image of S = KX1; : : : ;Xb, and let T
be the K-subalgebra of L generated by all the coefcients of the images
of the Xi. Then T is countably generated over K, and the image of S in
Lz under S R → Lz is actually contained in T z, so that we
have a factorization R → T z → Lz. Let a be the order of hx
in Lz, and let λ be the coefcient of za in hx. By Lemma 3.4 we
can choose a K-algebra map θx T → K such that θλ 6= 0. We have a
K-homomorphism θ′x T z → Kz that simply lets θ act on the coef-
cients of a given power series in z. Then the order of the image of u under
R→ T z → Kz is still a, while the order of the image of any element
of R, compared to what it was for the image of that element in Lz, can
only increase. The result follows.
For the last part, we can choose a K-homomorphism hx R→ Kz such
that hx has order a while every element of I has order at least a + 1.
Now extend this continuously to a K-homomorphism Rz → Kz by
sending z to z. This map is now onto. Consider the inverse image I ′ under
this map of za+1Kz. Then I ′ is primary to the maximal ideal of Rz,
integrally closed, contains I, but not x, and is irreducible since Rz/I ′ ∼=
Kz/za+1. It also clear that the image of x represents a socle generator.
Finally, we give one more lemma (known to experts, but we lack a ref-
erence) characterizing integral dependence on an ideal of a complete local
domain.
Lemma 3.6. Let R;m be a complete local domain. Let I be an ideal of
R and u ∈ R. Then u is in the integral closure of I if and only if there exists
an integer h such that IN x uN meets R − mh for innitely many values of
N . Equivalently, u is not in I if and only if IN x uN becomes and remains in
arbitrarily high powers of m for N  0.
Proof. If u ∈ I choose c 6= 0 such that c ∈ IN x uN for all N and h so
that c /∈ mh. For the converse, suppose there are arbitrarily large values
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of N and elements cN ∈ R − mh such that cNuN ∈ IN , but that u /∈ I.
Then we can choose a local homomorphism R ⊆ V , where V;mV  is a
Noetherian valuation domain, such that u /∈ IV . Suppose that ordV u = a
while if w ∈ I, ordV w ≥ a + 1. Then we can nd arbitrarily large values
of N and cN /∈ mh such that ordV cN + Na ≥ Na + 1, i.e., such that
ordV cN ≥ N . But
T
N m
N
V = 0, and so
T
NmNV ∩R = 0. By Chevalley’s
lemma applied to R, for any given h all elements of mNV ∩R for N  0 are
in mh, a contradiction.
Proof of Theorem 3.1. We may assume without loss of generality that
the ideals Is have been replaced by their integral closures, i.e., we may
assume that the Is are themselves integrally closed. We must show that
I
∗ ⊆Ps IjR. If not, let y ∈ I ∗ −Ps IjR.
In the afne case, let L = Se K1/pe . We replace K by L, the Rs by the
rings L⊗K Rs, and R is replaced by L⊗K R. Since this is a flat extension the
element y remains in the tight integral closure of the expanded n-tuple of
ideals. Since the extensions Rs → L⊗K Rs = R′s are integral, it follows that
the integral closure I ′s of IsR
′
s lies over Is. Thus, if we know the theorem
for L, we have that y is in the contraction of
P
s J
′
s to R, and the result
follows from part (b) of Lemma 3.3, case (1). Thus, we may assume that K
is perfect.
We next make a base change to an uncountable algebraically closed eld
containing K. Now the extensions are geometrically regular, so that integral
closure commutes with base change, and so we reduce to the case where K
is uncountable and algebraically closed.
We may localize R at a maximal ideal so that the image of y is still
not in the sum of the IsR, and we may complete. The completed R
may be identied with the complete tensor product of the rings obtained
from the Rs by localizing and completing each at the contraction of the
maximal ideal of R. Each base change is geometrically regular, and so
the expanded ideals remain integrally closed. Hence, it sufces to prove
case (2).
Assuming that we start with case (2) we still want to reduce to the case
where K is algebraically closed and uncountable. Here, one does the en-
largement by taking the union of the complete tensor products over K of
the Rs with K1/p
e
for e varying, which is a flat, integral extension. This will
be F-nite and, hence, excellent, by Lemma 6.6 (d) of [HH6]: this is, in
fact, a special case of the 0-construction studied there. Then one can com-
plete, since that will be a geometrically regular base change. Then one can
take the complete tensor product with an uncountable algebraically closed
eldsince we have already made the coefcient eld perfect, that will be
geometrically regular. Thus, we may again assume we are in case (2) with
uncountable algebraically closed residue eld.
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By Lemma 3.5 each of the ideals Is is the intersection of a family of
irreducible integrally closed ideals in Rszs, each of which is primary to
the maximal ideal in Rszs. If we know the result in the case of irreducible
integrally closed ideals primary to the maximal ideals in their respective
rings, we nd that for every choice of ideals I ′′s ⊆ Rsz for 1 ≤ s ≤ n
such that Is ⊆ I ′′s and every I ′′s is integrally closed, primary to the maximal
ideal of Rszs, and irreducible, we have that y ∈
P
s I
′′
s R. Let I
′
s denote
the intersection of all such choices of I ′′s . By Lemma 3.3 (a) in case (2)
we nd that y is in
P
s I
′
sS, where S denotes the complete tensor product
over K of the rings Rszs (S may be identied with Rz1; : : : ; zn). By
Lemma 3.5, I ′s lies over Is in Rs, while by Lemma 3.3 (b) in case (2), it then
follows that y is in
P
IsR, as required.
Thus, we may assume that each Is is primary to the maximal ideal in Rs,
integrally closed, and irreducible. Let us be an element of Is that represents
the socle element.
Then u1 b⊗ · · ·b⊗un represents a socle generator in R/J1 + · · · + Jn, and
if the left side is bigger than the right side we must have that u1 b⊗ · · · b⊗un
is in the tight integral closure. Thus, we may assume we have a counter-
example in which y = u1 b⊗ · · · b⊗un and where for every s, us is not in the
integral closure of Is.
We can choose a minimal prime Ps of Rs such that us is also not in
the integral closure of IsRs/Ps for each s, and, replacing Rs by R/Ps for
every s we obtain an example in which every Rs is a complete local domain.
(This is equivalent to killing a minimal prime of R, since K is algebraically
closed.)
Suppose that we have c ∈ R0 such that for all q = pe ≥ q0, cuq ∈
P
s I
q
s R,
i.e., c ∈ Ps Iqs x uqs R, by part (d) of Lemma 3.3, case (2). By Lemma 3.6,
given h > 0, for all q  0, Is x uqs ⊆ mhs , where ms is the maximal ideal of
Rs. But this shows that c ∈ mh for arbitrarily large h, a contradiction.
4. THE EQUAL CHARACTERISTIC ZERO CASE
In this section we indicate briefly how to extend the theory of the preced-
ing sections to nitely generated algebras over a eld K of characteristic 0.
We x such a eld K for the rest of this section. Throughout, A ⊆ K will
denote an integral domain that is a nitely generated -algebra contained
in K.
4.1. Discussion
Let R be a nitely generated K-algebra. Then, as in Chapter 2 of [HH8],
we can choose A ⊆ K nitely generated over  and a nitely generated
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A-algebra RA ⊆ R such that K ⊗A RA → R is an isomorphism. Likewise,
given nitely many ideals It contained in R, after enlarging A if necessary,
we can choose ideals It;A of RA such that K ⊗A It;A ∼= It . After localizing
at one element of A − 0 we may also assume that RA and each of the
rings R/It;A is A-flat, or even A-free. By enlarging A we may assume that
any given nite subset of R is in RA, for R is the directed union of the RA
as A varies.
In the case of a single ideal I of R, an element x ∈ R may be dened to
be in the K-tight closure of I in R if there exist A ⊆ K, IA ⊆ RA as above
such that x ∈ RA and for every maximal ideal µ of A we have that, with
κ = κµ = A/µ, the image xκ of x in Rκ = κ⊗A RA is in the tight closure
of the image Iκ of κ⊗A IA in Rκ. (It is also sufcient for the condition to
hold for all µ in a Zariski dense open subset of the maximal ideals of A, for
then, we may replace A by its localization at one element and the condition
will hold for all maximal ideals of A.) An important point in formulating
this denition is that for any maximal ideal µ in a nitely generated -
algebra A, A/µ is a nite eld and, hence, a perfect eld of characteristic
p > 0.
The set of elements in the K-tight closure of I is an ideal denoted I∗K
in [HH8]: when K is understood, K is omitted from the notation, and we
shall usually omit K here. It turns out that if one choice of A succeeds,
so does any sufciently large choice of A. We refer the reader to [HH8]
for a detailed treatment.
4.2. Tight Integral Closure Over Fields K ⊇ 
The notion of tight closure above immediately suggests an analogous
denition for the tight integral closure of a set of ideals I = I1; : : : ; In
in a nitely generated K-algebra R when  ⊆ K. We say that an element
x ∈ R is in the K-tight integral closure of I , denoted I ∗ (we suppress K
in the notation: we can write I ∗K if we want to indicate K) if there exist
A ⊆ K, RA ⊆ R and I1;A; : : : ; In;A ⊆ RA with It ∼= K ⊗A It;A for all t, as
in the preceding discussion, such that x ∈ RA and for all maximal ideals µ
of A, with κ = κµ = A/µ and notation as in the preceding discussion,
we have that xκ ∈ Iκ∗ (in the characteristic p sense), where Iκ denotes
the set of ideals I1; κ; : : : ; In; κ, with It; κ = κ⊗A It;A. Once a choice of A
succeeds, so do larger choices.
Theorems 2.1 and 2.3 generalize at once to this context. Concerning the
proofs, we remark only that one can preserve the fact that an element is
in the integral closure of a certain power of an ideal in passing from R to
RA for A sufciently large, and so the hypothesis holds for every ber Rκ.
The results are then immediate from the corresponding results in positive
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characteristic and the nature of our denition of K-tight integral closure
when K has characteristic 0.
Theorem 4.3. Let R be a ring nitely generated over a eld K of charac-
teristic zero and let I = I1; : : : ; In be a set of n ideals. Let I = I1+ · · · + In.
Then In ⊆ I ∗.
More generally, for every integer k ≥ 1, In+k−1 ⊆ I k∗.
We also have the analogue of part (1) of Theorem 3.1.
Theorem 4.4. Let K be a eld of characteristic zero and let R1; : : : ; Rn be
a nite family of nitely generated K-algebras. Let R denote the tensor product
of the Rs over K. Let Is be an ideal of Rs, 1 ≤ s ≤ n. Let I = I1R; : : : ; InR.
Then I ∗ = I1R+ · · · + InR.
Proof. The result is immediate from our denitions, Theorem 3.1, and
the fact that once we have descended from K and the Rs, etc., to studying
A and the Rs;A, etc., if an ideal is integrally closed it remains so for almost
all bers, by [HH8, Prop. (2.3.17)].
5. QUESTIONS
Open questions about tight integral closure are even more abundant then
open questions about tight closure itself, because the lack of a theory of
test elements makes many issues much harder to settle. We mention just a
few of these questions below.
(1) Let hx R → S be a homomorphism of Noetherian rings of char-
acteristic p, and let I = I1; : : : ; In be a nite set of ideals of R. Let
J = J1; : : : ; Jn where Jt = ItS. If x ∈ I ∗, is hx ∈ J∗?
This property is the analogue of the persistence property of tight closure
studied in equal characteristic p in [HH6] and in equal characteristic 0
in [HH8]. Since there is a result like this for integral closure, and also a
result for tight closure under moderate hypotheses on the rings, it seems
reasonable to conjecture this. But we do not know the result even for nitely
generated algebras over an algebraically closed eld. One may reduce to
studying the case where R is a domain and S is the quotient ring obtained
from R by killing a prime ideal of height one. The same question is also
open in equal characteristic zero.
(2) In the characteristic p situation it is reasonable to expect that, under
mild conditions on R, if c ∈ R0, I is a nite set of ideals, and cxpe ∈ I pe
for innitely many values of e, then x ∈ I ∗. Corresponding results hold for
integral closure and for tight closure under mild conditions on R. This is
not known even for afne algebras over an algebraically closed eld K.
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(3) In the characteristic p situation can one make useful restrictions on
the class of c’s in R0 needed in tight integral closure tests? Here, one must
be careful, since while there is a test element theory for tight closure there
is no such theory for integral closure, and it is not clear how to formulate
what such a statement should be.
(4) Under mild conditions on the ring, does tight integral closure com-
mute with localization? Does it commute with smooth base change? This is
true for integral closure and conjectured to be true for tight closure. One
may ask the same question for afne algebras over a eld of characteristic
zero.
(5) In the characteristic zero denition of tight closure for afne K-
algebras R, one can give an equivalent denition for when an element
x ∈ R is in the K-tight closure of an ideal I that looks like it is a stronger
condition. In the supercially stronger condition one requires that there
exist A; RA; IA, etc., and that there be a single element c ∈ R0A such that
for all bers κ = A/µ, if p is the characteristic of κ, then cκxp
e
κ ∈ Ip
e
κ for
all e 0. It is natural to ask whether the obvious analogue of this condition
gives an equivalent denition of the tight integral closure of a set of ideals.
(6) In the characteristic zero denition of TI closure, instead of requiring
that the image of the element be in the TI closure for all closed bers (or
for an open dense set of closed bers), we could have required that it be
in the TI closure for a dense set of closed bers. We do not know whether
this condition gives the same notion or not.
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