Abstract. We present a formal model for analyzing the bandwidth of covert channels. The focus is on channels that exploit interrupt-driven communication, which have been shown to pose a serious threat in practical experiments. Our work builds on our earlier model [1], which we used to compare the effectiveness of different countermeasures against such channels. The main novel contribution of this article is an approach to exploiting detailed knowledge about a given channel in order to make the bandwidth analysis more precise.
Introduction
Confidentiality and integrity on the application level heavily depend on mechanisms to restrict communication in underlying system layers. Even if one closes all communication channels between two applications, the danger of covert communication remains, i.e., that there are channels that are not intended as communication channels [2] . The problem of identifying covert channels and analyzing their bandwidth has received much attention by the research community (see, e.g., [3] [4] [5] [6] [7] ), but covert channel analysis and mitigation is far from being solved.
Covert channels can be established based on various system-level resources that are virtualized or otherwise shared between multiple processes. For instance, the physical memory can be exploited to establish a covert channel as follows: a sender sends a signal by heavily allocating memory, and a receiver decides whether a signal was sent or not, depending on the paging rate that he observes when allocating memory. In this article, we focus on interrupt-related covert channels, i.e., covert channels that are established based on the CPU time used for handling interrupts. Unlike many other covert channels, interrupt-related channels cannot be mitigated by assigning a constant quota of resource usage to each process. Therefore, it is of particular interest to obtain reliable upper bounds on the bandwidth of such channels. More generally, if one cannot mitigate some covert channels then one should at least be able to assess their dangers.
In this article, we investigate the information-theoretic modeling of interrupt-related covert channels. The main novel contribution is an approach to exploiting detailed knowledge about a given channel in order to make the bandwidth analysis more precise. This contribution is twofold: On the one hand, we demonstrate how to refine a model based on detailed knowledge about a given channel, and we show at two concrete examples that such refinements can result in significantly more precise upper bounds on the bandwidth. On the other hand, we show that even in the case when the knowledge needed for a refinement is incomplete, the available knowledge can still be exploited to improve the bandwidth analysis in a significant way.
In earlier work, we investigated several mechanisms to reduce the bandwidth of interrupt-related covert channels [1] . The model employed in this article constitutes an improvement over the earlier model as it faithfully reflects the capabilities of senders and receivers and is therefore suitable for obtaining reliable upper bounds on the bandwidth of interrupt-related covert channels.
To our knowledge, there is no prior work on refining models of covert channels by exploiting knowledge about probability distributions to improve the bandwidth analysis. Our work is the first to exploit incomplete knowledge about probability distributions in the bandwidth analysis of covert channels, in general. We have also implemented an exploit of interrupt-related channels that works in practice. Using a simple ad hoc encoding the exploit allows to transmit a four-digit PIN (i.e., approximately 13 bits of information) in about 30 seconds. However, the focus of the current article is not on such practical exploitations but rather on sound techniques for analyzing the bandwidth.
Modeling Interrupt-Related Covert Channels
In this section, we present the information-theoretic model for analyzing the bandwidth of covert channels. Before presenting the model, we recall how interrupt-related channels operate and select a class of such channels as a running example.
Interrupt-Related Covert Channels
The transmission of information over an interrupt-related covert channel is based on operations that result in asynchronous interrupt requests. The receiving process continuously probes a clock during its execution in order to notice when it has been preempted by an interrupt request. For instance, the observation that it was preempted at least once during a given time-slot could be interpreted as the value 1 and that it was not preempted as the value 0. To send a 0 over this channel, the sending process only needs to refrain from executing operations that result in interrupt requests during the receiving process' time-slot and, to send a 1, it performs such operations. Such an interrupt-related channel cannot be mitigated by assigning a constant quota of resource usage to each process [1] , a technique that can be used to mitigate many other types of covert channels.
Interrupt-related covert channels can be established based on many different operations and various hardware devices. To make things concrete, we focus throughout this article on channels that are based on the transmission of packets via a network interface card (NIC). We call such an interrupt-related channel an NIC-channel.
More concretely, we consider an NIC that requests interrupts on two occasions: after a packet has been transmitted to the network and after a packet has been received from the network. An interrupt request causes the CPU to suspend its current activity in order to execute an interrupt handler. This behavior can be exploited to establish a . . . S R S R . . .   1  2 3  transmission request  1  interrupt request  2 interrupt handling 3 Fig. 1 . Covert transmission of a single bit via an NIC-channel covert channel as follows: The sending process requests the transmission of a packet via the NIC. After the NIC has transmitted the packet, it acknowledges the transmission by an interrupt request. The handling of this interrupt will occur during the receiving process' time-slot if the transmission request is issued at the proper time by the sending process. We illustrate the transmission of a single bit in a simple example scenario where the sending process and the receiving process are scheduled alternately, and no other processes are active. In Figure 1 , each box in the time-line represents a time-slot of the process indicated by the label inside the box, i.e., by S and R for the sending process and the receiving process, respectively. Above the time-line, the occurrence of a transmission request and the occurrence of an interrupt request are indicated by the two vertical bars labeled with 1 and 2, respectively. The time interval used for handling the interrupt is indicated by the gray rectangle labeled with 3.
The Information-Theoretic Model
We model each NIC-channel as a discrete, memoryless channel C, i.e., as a triple (I C , O C , P C ). Further information about discrete, memoryless channels can be found in, e.g., [8] . The input alphabet I C models the set of values that can be sent on C, and the output alphabet O C models the set of values that can be received from C. The channel matrix P C = (p(o|i)) i∈I C ,o∈O C defines the probability p(o|i) that a given output o is received given that the input equals i. We first model the transmission from a given time-slot of the sender to a given time-slot of the receiver before we generalize the setting to multiple time-slots. In the model, we measure time abstractly in discrete time units, which could, e.g., be microseconds or clock cycles, and assume that all time-slots of the sending process and the receiving process have a fixed length of l time units.
The input alphabet. An input to the channel corresponds to the points in time at which the sending process requests the transmission of a network packet. Formally, an input is an ordered list [t 1 , . . . , t k ], where each element t i represents a transmission request at time t i in the sending process' time-slot. We measure time relative to the starting point of the given time-slot and require t i ≤ l for all elements of the list, where l denotes the number of time units in a process' time-slot. The input alphabet is
As an example, the input symbol i = [2, 7, 8] is illustrated by the diagram on the left hand side of Figure 2 . The three vertical bars on top of the sending process' timeslot represent the transmission requests after 2, 7, and 8 time units, respectively. An alternative, but equivalent representation of inputs are bit strings of length l.
The output alphabet. An output symbol contains information about interrupt handling in the receiving process' time-slot. For each interrupt request that is handled during that time-slot, the output symbol contains a pair (s, d), where s represents the time at which the interrupt request occurs, and d represents the duration of handling this request. This modeling is conservative as output symbols contain the information when interrupts occur and how long their handling takes, while the receiver only sees during which time intervals it was not running on the CPU. We use this approach as it allows us to model the correspondence between input and output symbols independently of how the system deals with interrupts that are requested during the handling of another interrupt request.
We formalize an output symbol as an ordered list
where K is the maximal amount of time that interrupt handling may take. Note that the lists in the output alphabet are ordered in the sense that either
If s i = s j holds for i = j then this represents that the two interrupt requests occur at the same time. Note that we demand
This ensures an adequate treatment of interrupt requests that occur at the boundaries of the receiving process' time-slot. That is, our output symbols include interrupt requests that occur before the receiving process' time-slot but that are handled at least partially during this time-slot as well as interrupts whose handling exceeds the receiving process' time-slot. As an example, the output symbol [(−1, 3), (4, 4) ] is represented by the diagram on the right-hand side of Figure 2 . In the diagram, the vertical bars represent the occurrence of interrupt requests, and the gray boxes represent the time used for interrupt handling.
The channel matrix. While the input alphabet and the output alphabet can be defined for NIC-channels in general, the channel matrix must be defined dependent on the particular instance of an NIC-channel. We illustrate this for a simple example channel. Example 1. Assume a scenario where the sending process and the receiving process are scheduled alternately in a Round-Robin fashion and no other processes are active. The length of each time-slot shall be 100 milliseconds, the latency of the NIC shall be 10 milliseconds (i.e. an interrupt request occurs exactly 10 milliseconds after a given transmission request), and handling a single interrupt shall take exactly 1 millisecond.
We choose milliseconds as granularity of time in the model, i.e. one time unit in the model corresponds to one millisecond in reality. At each time unit, the sending process either requests a transmission or not. Given an input symbol [t 1 , . . . , t i , t i+1 , . . . , t i+k ] with t i ≤ l − 10 and t i+1 > l − 10, the transmission requests at t 1 , . . . , t i do not result in interrupt requests in the receiver's time-slot and, hence, can be ignored in an input symbol. Given an input [t 1 , . . . , t k ] with t 1 > l − 10 and k ≤ 10, the receiver observes the output [(t 1 − l + 10, 1), . . . , (t k − l + 10, 1)], which means that 2 10 different output symbols can be generated. The channel matrix can then be defined as follows:
The channel in the prior example features a functional dependency between input and output. That is, for a given input i ∈ I C , the corresponding output o(i) ∈ O C and a given list element (s j , d j ) in the output o(i), there is exactly one corresponding list element t k in the input i. This is reflected in the model by the fact that no other values than 0 and 1 occur as entries in the channel matrix. 1 Bandwidth analysis. The capacity CAP(C) of a discrete, memoryless channel C is defined as an upper bound on the amount of information (in number of bits) that can be transmitted over C on average with an arbitrarily small error probability. For the formal definition of capacity and of other basic concepts of information theory see, e.g., [8] .
Example 2. In the scenario from Example 1, 2 10 different output symbols can be generated. Each of these symbols can be generated by sending an input symbol [t 1 , . . . , t k ] with t 1 > l − 10 and k ≤ 10. Hence, we obtain a capacity of 10 bits per scheduler round for our simple example channel.
For a contemporary NIC and scheduler, it is plausible that a given time-slot of the receiving process is only influenced by transmissions in the immediately preceding time-slot of the sending process. This observation allows us to generalize the model to multiple scheduler rounds.
Example 3. In Example 1, a scheduling round consists of a time-slot of each of the two processes. Hence, 5 scheduler rounds occur every second. Since the capacity is 10 bits per scheduler round (see Example 2), we obtain a capacity of 50 bits per second.
In Examples 1-3, the latency of the NIC as well as the handling time of an interrupt request are constant. Random effects influencing these time values can be taken into account by an appropriate definition of the channel matrix.
Example 4. Reconsider the scenario from Examples 1-3, but with a non-constant latency of the NIC. We assume that the latency of the NIC is between 8 and 12 milliseconds, where the probability that the latency equals t milliseconds is denoted as p(latency = t). For the probability distribution depicted in the following graph, we obtain a capacity of 2.3 bits per scheduler round, or equivalently 11.5 bits per second. If the number of processes and the behavior of the interrupt mechanism remain constant over time, like in Examples 3 and 4, then the capacity per second can be calculated by the formula CAP(C) * 1 L * (n+2) where n is the number of active processes besides sender and receiver and L is the duration of a single time-slot in seconds. In a more dynamic setting where, e.g., the number of processes or the dependency between input and output changes over time, one would need to perform a more complicated calculation, possibly having to adapt the channel matrix between individual scheduler rounds. Remark 1. In [1] , we defined an information-theoretic model in order to analyze the effectiveness of various countermeasures against interrupt-related channels. In this model, we would obtain a capacity of approximately 3.5 bits per scheduler round for the scenario from Examples 1-3 (see Example 5 in [1] ). This significant difference in the capacity is due to a somewhat ad hoc simplification in the model that results in an inaccurate treatment of the receiving process' capabilities. In our earlier model, the receiver could observe less than he can observe in reality and, therefore, the bandwidth analysis resulted in a capacity that is too low. More concretely, we assumed that the receiving process could only perceive the accumulated delay caused by all interrupts that occur in a given time-slot. Unlike our earlier model, the model proposed in this article (including all refinements presented in the subsequent sections) provides a suitable basis for determining reliable upper bounds on the bandwidth as it reflects the capabilities of senders and receivers in an adequate way.
Exploiting Additional Knowledge in a Bandwidth Analysis
Additional knowledge about a particular NIC-channel can be exploited in the bandwidth analysis. In this section, we demonstrate how our information-theoretic model can be refined based on such knowledge. We illustrate how to refine the model with two examples: the first exploits knowledge about the peculiarities of the NIC and the second exploits information about the run-time environment of the sender and receiver. In each case, the objective of refining the model is to increase the precision of the bandwidth analysis. The fact that the model from Section 2 is conservative already guarantees that the calculated bandwidths constitute reliable upper bounds. As we demonstrate by concrete examples, refinements of the model can lead to significant increases in precision.
Exploiting Peculiarities of the Network Interface Card
In Section 2, we made the rather conservative assumption that the sender can request a transmission at each time unit during its time-slot. Let us now consider an NIC that requires that two subsequent transmission requests are at least T tr time units apart. Consequently, the sender can only generate input symbols from the following subset:
The number of ordered lists over a set {1, . . . , j} where two adjacent elements in a list have at least a distance of T tr time units can be computed recursively as follows:
The first equation above reflects the fact that there cannot be two elements in {1, . . . , j} with a distance of at least T tr if j ≤ T tr holds. In this case, the empty list [ ] and the singleton lists [1] , . . . , l + 10, 1) , . . . , (t i+k − l + 10, 1)]. Note that the set of output symbols that can actually occur is only a proper subset of the one in Example 1. The cardinality of this subset equals N (10) (for T tr = 2) because only transmission requests in the last 10 milliseconds of the sender's time-slot are relevant and because two transmission requests must be at least 2 milliseconds apart. That is, we obtain a bandwidth of log 2 (N (10)) = log 2 (144) ≈ 7.2 bits per scheduler round.
The above example demonstrates that our refinement of the model leads to an upper bound on the bandwidth that is significantly lower (reduction by more than 25%) than in the model from Section 2. This justifies the slightly more complex model that results from taking restrictions on the sender side into account. Note that the difference in the bandwidth becomes even greater if larger values of T tr are used. The capacities for T tr ∈ {1, . . . , 9} are depicted in in the following graph. For instance, for T tr = 6, we obtain a capacity of approximately 4.4 bits per scheduler round. 
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Remark 2. Refinements of the model, like the one just presented, must be constructed with care. In particular, one must be careful to not endanger the conservativity of the model. Otherwise, one could obtain bandwidths that are no reliable upper bounds.
We illustrate this by an example. To this end, we consider the same scenario as in Example 5, but define the set of input symbols that can be generated less carefully than before. To simplify the bandwidth analysis, we assume that transmission requests occur only at odd time units. This ensures that two subsequent transmission requests are at least two time units apart. Under this assumption, only elements from the following subset of I C can be generated:
Under this assumption, the set of output symbols that can be generated is
This set contains 2 5 different elements. Hence, we obtain a capacity of 5 bits per scheduler round. Note how much easier it is to determine the bandwidth here in comparison to Example 5, where we had to employ recursive equations. However, the calculated capacity does not constitute a reliable upper bound on the bandwidth of the channel because there are output symbols (e.g., [(2, 1), (4, 1)]) that can be generated under the given assumptions in reality, but that do not occur in O C . The deviation from the correct result is significant (5 bits instead of 7.2 bits in Example 5) and, hence, not acceptable.
This illustrates how careful one must be when exploiting additional knowledge about a channel in the bandwidth analysis. In particular, one should avoid ad hoc refinements that simplify the analysis technically because, otherwise, one might obtain significantly inaccurate results that do not constitute upper bounds on the bandwidth.
Exploiting Knowledge about Noise
So far, we only considered those interrupt requests in a time-slot of the receiver that are caused by transmission requests of the sender. In reality, however, other sources of interrupts could introduce noise into the communication and, thereby, lower the bandwidth of the covert channel. For instance, any hardware device that uses interrupt-driven communication could add to the noise. This includes the NIC, which also generates interrupt requests to signal other events than the successful transmission of a packet to the network. To simplify the presentation in the following, we focus on noise due to interrupts that the NIC requests to signal that a packet has arrived from the network.
Since the occurrences of additional interrupt requests depend on the behavior of the environment of the system, for instance on other clients attached to the network, the receiving process, in general, does not know in advance when interrupt requests caused by arriving network packets are handled during its time-slot. To model the occurrences of these interrupt requests, we use a random variable Env, which takes values in the set
where the list [(r 1 , d 1 ) , . . . , (r k , d k )] represents occurrences of interrupt requests caused by arriving network packets at the times r 1 , . . . , r k with respect to the receiving process' time-slot, and the interrupt request at time r i is handled in d i time units.
The probabilistic dependency of a channel's output on the input is captured by the probability matrix P C in our model of the channel. If no noise disturbs the transmission over the channel, the dependency between input symbols and output symbols is functional, like in Examples 1-3. In the presence of noise, we usually loose this functional dependency. For instance, the input symbol [91] could result in the output [(1, 1)], which is the only possible output in the scenario without noise from Examples 1-3, but it could also result, e.g., in the output [ (1, 1), (3, 1) ] where the second list element represents an interrupt request that signals the arrival of a network packet at time 3.
We introduce some notation for the definition of probability matrices. We write o 1 ⊆ o 2 to express that the list o 2 contains all occurrences of elements in the list o 1 . We use o 2 o 1 to denote the list that results by removing one occurrence of an element from the list o 2 for each occurrence of this element in o 1 , given that the element occurs in o 2 (e.g., [ (1, 1), (1, 1), (3, 1)] [(1, 1)] = [(1, 1), (3, 1) ]). For a given input i ∈ I C and output o ∈ O C , one can determine the list of all elements in o that are caused by transmission requests in i. We use o(i) ∈ O C to denote this sublist of o.
If an output symbol o ∈ O C occurs for a given input i ∈ I C , then o(i) denotes the sublist of o that contains all interrupts requests that are generated by transmission requests in i. Hence, all interrupt requests in o o(i) must be caused by noise, i.e. by the arrival of packets from the network. Therefore, we define
Note that o(i) ⊆ o implies that o was not generated by i. Hence, P C [i, o] = 0 must hold.
Example 6. We consider the scenario from Examples 1-3, but admit noise due to interrupt requests caused by the arrival of packets from the network. We assume that 3 network packets arrive, on average, during a 10 millisecond interval, and that each of the corresponding interrupt requests is handled within 1 millisecond. Additionally, we assume that the probability that the environment causes an interrupt request at a given time unit is independent of the same probability for another time unit, i.e.,
For this scenario, we obtain a capacity of approximately 5.6 bits per scheduler round. Remark 3. One must be careful when choosing a probability distribution for the random variable Env because an inappropriate choice may result in significant errors in the calculation. To illustrate this, we reconsider Example 6, but assume that it is likely that directly after the arrival of a packet from the network, further packets arrive. In such a scenario, the occurrence of an interrupt that signals the arrival of a packet increases the likelihood that further interrupts occur immediately afterwards. Therefore, we cannot assume anymore that the probability that noise occurs at one time unit is independent from the occurrence of noise at other points in time (which we assumed in Example 6). Assume, for instance, that packets were always arriving in batches of size 2. Then one obtains a capacity of approximately 8.7 bits per scheduler round instead of 5.6 bits. That is, the effect of noise on the bandwidth is significantly reduced. However, note also that even if the effect of noise is limited in this way, we still obtain some increase in the precision of the calculated bandwidth (8.7 bits instead of 10 bits).
Effects on the Analysis of a Countermeasure
In Section 3, we demonstrated that improving the information-theoretic model can have quite significant effects on the results of a bandwidth analysis. Interestingly, modifications to the model not only have an effect on the capacity of the channel, but can also influence the evaluation of the effectiveness of countermeasures against interruptrelated channels. In the current section, we investigate this second effect at the example of interrupt-rate limiting. We base our investigation on an earlier evaluation and comparison which covered interrupt-rate limiting and five other countermeasures [1] .
Interrupt-rate limiting mitigates NIC-channels by interrupting the CPU less frequently. The technique is used in network interface cards, where interrupt requests are delayed until a certain number v of packets has arrived, rather than requesting an interrupt for each packet (see, e.g., [11] ). The evaluation of interrupt-rate limiting as a countermeasure against covert channels in [1] led to two conclusions:
-The countermeasure is capable to reduce the bandwidth arbitrarily close towards 0.
-For high values of v, the capacity is decreasing only slowly.
Both of these observations remain valid for the improved information-theoretic model that we proposed in Section 2. Nevertheless, the modifications to the model can still have an observable effect on the effectiveness of the countermeasure, at least in some cases. We illustrate this more concretely in the remainder of this section.
Effects of modeling the receiver adequately. To elaborate the effects of changing the output alphabet on the effectiveness of interrupt-rate limiting, let us revisit the scenario from Examples 1-3. The analysis shows that, at least for this scenario, the change of the output alphabet has a significant effect on the effectiveness of interrupt-rate limiting.
For the analysis, we integrate interrupt-rate limiting into the model by defining an appropriate channel matrix. The definition of the probabilities P C [i, o] is fairly straightforward. The only subtlety results from the need to take into account that an unknown number of network packets is pending at the NIC at the beginning of the receiving process' time-slot. Like in [1] , we assume that the number of pending interrupts is uniformly distributed on the set {0, . . . , v − 1}.
The analysis results for the model using the refined output alphabet from Section 2 as well as for the earlier model from [1] are displayed in Figure 3 . The solid dots (•) represent the resulting capacities for the refined output alphabet from Section 2, and the circles (•) those for the earlier model. When increasing the parameter v for small values, the reduction of the capacity is significantly stronger for the model from Section 2. For instance, increasing the value of v from 1 to 2 reduces the capacity by 39% in the refined model, but only by 27% in the earlier model. For larger values of v (i.e. for v ≥ 10), interrupt-rate limiting reduces the capacity in both models nearly to the same level.
Effects of exploiting noise and peculiarities of the NIC in the model. Unlike the refinement of the output alphabet from Section 2, the two refinements from Section 3 do not have an observable effect on the effectiveness of interrupt-rate limiting. In both scenarios, we could not identify any significant differences in the reduction of the capacity when applying interrupt-rate limiting. 
Incomplete Knowledge of Probabilistic Behavior
In Section 3, we demonstrated how additional knowledge about a particular covert channel can be exploited to increase the precision of the bandwidth analysis. When exploiting the bandwidth reduction due to noise in Section 3.2, we assumed the probability distribution to be known for the additional interrupts that disturb the covert communication. However, one can easily imagine cases where only incomplete information about the probability distributions is available. For instance, one might only know the number of packets that arrive from the network on average, but not what the exact probability distribution is. In such a scenario, one should refrain from simply choosing one arbitrary probability distribution from the set of possible distributions. Such an ad-hoc choice could lead to significant errors in the resulting capacity, as the difference between the capacities obtained in Example 6 and in Remark 2 prove (5.6 bits versus 8.7 bits per scheduler round). This raises the question whether there is any possibility to obtain reliable upper bounds on the bandwidth when exploiting incomplete knowledge about probability distributions for noise in order to increase the precision of the capacity analysis. In this section, we give an affirmative answer to this question and show how incomplete knowledge about probability distributions can be exploited.
The following example illustrates how reliable upper bounds can be achieved by performing the analysis in multiple instances of the refined model from Section 3.2. For the used approach it is essential that the refinement from Section 3.2 is parametric in the probability distribution of the noise represented by the random variable Env.
Example 7. We consider a scenario, where an interrupt request occurs exactly t time units after a given transmission request. Handling an interrupt request shall take exactly one time unit. Furthermore, on average, x interrupt requests are caused by arriving network packets during the first t time units of the receiving process' time-slot.
Without considering the additional information about arriving network packets, we obtain an upper bound on the capacity of t bits per scheduler round.
To obtain a more precise upper bound by using the additional knowledge, we denote with # Env the number of interrupt requests caused by arriving network packets during the first t time units of the receiving process' time-slot, and with µ(# Env ) the mean value of # Env . In the scenario under consideration µ(# Env ) equals x. For different probability distributions of the random variable Env (see Section 3.2), µ(# Env ) takes different values. We denote with D the set of all possible probability distributions of the random variable Env for which µ(# Env ) = x. With the given information that, on average, x interrupt requests are caused by arriving network packets during the first t time units of the receiving process' time-slot, the distribution of the random variable Env could be any probability distribution in the set D.
Using the refined model from Section 3.2, we can compute an upper bound on the bandwidth for each d ∈ D. Note that when D is too large it becomes infeasible to calculate the upper bounds for all d ∈ D in this fashion. We denote the upper bound obtained under the assumption that Env is distributed according to d with UB(d). Then the maximal value of UB(d), for d ∈ D, is an upper bound on the bandwidth of the channel, as this is the highest upper bound for those probability distributions of Env for which µ(# Env ) = x.
Assume that t = 2 and x = 0.8. In this case, the set D is small enough such that the individual computation of UB(d) for all d ∈ D is feasible. To compute these values, we implemented the analysis for the refined model from Section 3.2 for arbitrary distributions of Env. In the implementation the probabilities p (Env = [(r 1 , 1) , . . . , (r k , 1)]) are represented with a precision of four digits. To compute the upper bound, we needed to compute the capacity for approximately 160.000 instances of the model. The resulting upper bound (which equals the maximum of all computed capacities) equals approximately 1.7 bits per scheduler round.
The preceding example demonstrates that the consideration of additional knowledge that is not sufficient to instantiate the refined model from Section 3.2 still allows one to obtain more precise upper bounds. Compared to an analysis where the additional knowledge is not taken into account, the obtained upper bound is reduced by 15%.
The following example illustrates that exploiting further information can result in further improvements of the upper bound. Remark 4. When we consider the scenario from Example 7, the size of the set D for which UB(d) needs to be computed during the analysis grows exponentially when t is increased. This is because interrupt requests during the first t time units in the receiving process' time-slot can be caused by the sending process, therefore interrupt requests caused by arriving network packets that occur up to t time units after the start of the receiving process' time-slot influence the channel's capacity, and, hence, the analysis. In consequence, if the value of t is too large the brute-force approach used in Examples 7 and 8 is no longer feasible. Luckily, there are more efficient algorithms from the domain of global optimization [12] that can be used to compute the maximal value of UB(d) for d ∈ D. More precisely, we showed that the problem to find the maximal value of UB(d) for d ∈ D in the above scenarios is a convex maximization problem over a linearly constrained set [13] . For this class of problems algorithms that are more efficient than the brute-force approach employed in Examples 7 and 8 have been developed [14] .
Related Work
Covert channels have been firstly identified in [2] . They have been researched extensively throughout the last 35 years, where the main research areas were covert channel identification, covert channel analysis, and covert channel mitigation.
The focus of the current article is on covert channel modeling and analysis, not on their identification and their mitigation. A guide to covert channel identification is provided in [3] , covering various approaches including syntactic information flow analysis (e.g., [15, 16] ) and the shared resource matrix method [17, 18] . More recent approaches use security type systems for the identification of information leaks (e.g., [19, 20] ). Various methods for the mitigation of covert timing channels have been proposed [21] [22] [23] [24] , including mechanisms targeted specifically at interrupt-related channels [1] .
Concerning the analysis of covert channels, the focus of most previous research has been on deriving the bandwidth based on information theory. In [25, 26] the connection between notions of noninterference and the capacity of a channel is investigated. Various other articles (e.g., [27] [28] [29] [30] [31] ) investigate how the capacity of certain abstract classes of channels can be computed. In [28, 32] effects of noise on the transmission time of a symbol over a covert channel are studied. This differs from our treatment of noise in Section 3.2, where noise affects the output symbol itself. Gray focuses on a particular class of covert channels in [33, 22] , where the probabilistic behavior considered in the analysis originates from two mechanisms for mitigating the channel. This is also the case in the analysis of the NRL pump, another mitigation mechanism that targets covert channels exploiting acknowledgments in conventional communication [23, 34, 24] .
In [35] , games between an attacker exploiting a covert channel and a jammer disturbing the communication are investigated. Different jamming strategies result in a family of channel models. In this setting, the jammer completely determines the probability distributions. This differs from our treatment in Section 5, where we also consider families of probability distributions but assume that each distribution is possible given the available knowledge. In [36] and [37] , models of the NRL pump that are parametric in the probability distributions are used to assess how parameter variations influence the capacity of covert channels. However, these models are not used to find upper bounds on the channel capacity when the concrete parameter values are unknown. We are not aware of any prior work that derives upper bounds on the bandwidth in a probabilistic model, where the information about the probability distributions is incomplete.
Most approaches, as also the current article, use information theory for the analysis of covert channels. However, there are also a few other approaches. For instance, [38] uses Markov models to compute the bandwidth of a covert channel. An approach that does not consider a probabilistic setting is based on counting the number of different sender behaviors that can be distinguished by the receiver [5] .
Conclusion
In this article, we showed how additional knowledge about particular instances of covert channels can be exploited to improve the precision of the bandwidth analysis. We demonstrated with two concrete examples that such improvements can have a rather significant effect on the calculated capacity. In addition, we showed that and how even incomplete knowledge about probability distributions can be exploited in the bandwidth analysis in a sound way.
The employed information-theoretic model is similar to the model used in [1] . Our new model constitutes a technical improvement over our earlier model, and allows to compute reliable upper bounds on the bandwidth of interrupt-related channels.
In parallel to our theoretical investigations, we experimented with practical exploitations of interrupt-related covert channels and NIC-channels in particular. This effort is on-going, but the results obtained so far already strongly confirm that interrupt-related covert channels pose a threat that should be taken serious. Using the exploit, the transmission of a 13-bit PIN (i.e. the order of magnitude used in authentication mechanisms for banking machines) takes approximately 30 seconds. In contrast to our theoretical analysis which results in upper bounds on the bandwidth, the practical evaluation allows us to obtain lower bounds on the bandwidth of interrupt-related covert channels.
