

























第 1章 序論 1
1.1 反復解法と前処理法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2
1.2 準疎行列係数連立一次方程式に対する前処理法に関する研究成果 : : : : : : : 2
1.3 本論文の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 3
第 2章 連立一次方程式の反復解法と前処理法 4
2.1 Krylov部分空間反復解法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 4
2.1.1 GMRES法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 5
2.1.2 リスタート付き GMRES法 : : : : : : : : : : : : : : : : : : : : : : : : : 6
2.1.3 GMRES-IR法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 6
2.1.4 GCR法・リスタート付き GCR法 : : : : : : : : : : : : : : : : : : : : : 7
2.2 前処理法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 9
2.2.1 係数行列 Aを近似する前処理法 : : : : : : : : : : : : : : : : : : : : : : 10
Fill-inを考慮しない不完全分解 : : : : : : : : : : : : : : : : : : : : : : 10
閾値付き不完全分解 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 11
2.2.2 逆行列 A 1を近似する前処理法 : : : : : : : : : : : : : : : : : : : : : : 11
近似逆行列前処理法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 11
第 3章 準疎行列係数連立一次方程式に対する高い計算並列性をもつ前処理法 18
3.1 緒言 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 18
3.2 ブロック近似逆行列前処理法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 19
3.3 Cuto付きブロック近似逆行列前処理法 : : : : : : : : : : : : : : : : : : : : : : 20
3.4 数値実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 21
3.4.1 数値実験 1（提案法と従来法の比較実験） : : : : : : : : : : : : : : : : 21
数値例 1 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 22
数値例 2 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 23
数値例 3 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 24
3.4.2 数値実験 2（BSAICにおける収束性悪化の解析とその対策） : : : : : 25
i
数値例 1 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 25
数値例 2 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 26
数値例 3 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 27
3.5 結言 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 27
第 4章 近似係数行列に対する完全分解を用いた前処理法の Cutoパラメータ自動推定 44
4.1 緒言 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 44
4.2 近似係数行列に対する完全分解を用いた前処理法 : : : : : : : : : : : : : : : : 45
4.3 Cutoパラメータの自動推定法 : : : : : : : : : : : : : : : : : : : : : : : : : : : 46
4.3.1 残差が収束する Cutoパラメータの推定 : : : : : : : : : : : : : : : : : 46
4.3.2 最適な Cutoパラメータの推定 : : : : : : : : : : : : : : : : : : : : : : 48
4.3.3 自動選択アルゴリズム : : : : : : : : : : : : : : : : : : : : : : : : : : : 50
4.4 数値実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 51
4.4.1 数値例 1 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 51
疎行列用直接解法を用いた前処理法の性能 : : : : : : : : : : : : : : : : 52
提案法の有効性の検証 : : : : : : : : : : : : : : : : : : : : : : : : : : : 52
4.4.2 数値例 2 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 53
疎行列用直接解法を用いた前処理法の性能 : : : : : : : : : : : : : : : : 53
提案法の有効性の検証 : : : : : : : : : : : : : : : : : : : : : : : : : : : 53
4.5 結言 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 54






2.1 Algorithm of Arnoldi method. : : : : : : : : : : : : : : : : : : : : : : : : : : : : 13
2.2 Algorithm of GMRES method. : : : : : : : : : : : : : : : : : : : : : : : : : : : : 13
2.3 Algorithm of GMRES(m) method. : : : : : : : : : : : : : : : : : : : : : : : : : : 14
2.4 Algorithm of IRA method. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 14
2.5 Algorithm of GMRES-IR(m; k) method. : : : : : : : : : : : : : : : : : : : : : : : 15
2.6 Algorithm of GCR method. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 15
2.7 Algorithm of GCR(m) method. : : : : : : : : : : : : : : : : : : : : : : : : : : : : 16
2.8 Algorithm of preconditioned GMRES(m) method. : : : : : : : : : : : : : : : : : : 16
2.9 Algorithm of preconditioned GMRES-IR(m,k) method. : : : : : : : : : : : : : : : 17
2.10 Algorithm of preconditioned GCR(m) method. : : : : : : : : : : : : : : : : : : : : 17
3.1 The features of A for raefsky2. : : : : : : : : : : : : : : : : : : : : : : : : : : : : 29
3.2 The computation time of GMRES(50) preconditioned BSAIC corresponding to l for
raefsky2 (! = 0:0). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 30
3.3 The computation time of GMRES(50) preconditioned BSAIC corresponding to 
for raefsky2 (! = 0:0). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 30
3.4 The computation time of GMRES(50) preconditioned BSAIC corresponding to l for
raefsky2 (! = 0:1042). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 31
3.5 The computation time of GMRES(50) preconditioned BSAIC corresponding to 
for raefsky2 (! = 0:1042). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 31
3.6 The features of A for fp. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 32
3.7 The computation time of GMRES(50) preconditioned BSAIC corresponding to l for
fp (! = 9:0). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 33
3.8 The computation time of GMRES(50) preconditioned BSAIC corresponding to 
for fp (! = 9:0). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 33
3.9 The computation time of GMRES(50) preconditioned BSAIC corresponding to l for
fp (! = 0:0). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 34
iii
3.10 The computation time of GMRES(50) preconditioned BSAIC corresponding to 
for fp (! = 0:0). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 34
3.11 The features of A for EGF. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 35
3.12 The computation time of GMRES(50) preconditioned BSAIC corresponding to l for
EGF (! =  0:09). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 36
3.13 The computation time of GMRES(50) preconditioned BSAIC corresponding to 
for EGF (! =  0:09). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 36
3.14 The computation time of GMRES(50) preconditioned BSAIC corresponding to l for
EGF (! =  0:2). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 37
3.15 The computation time of GMRES(50) preconditioned BSAIC corresponding to 
for EGF (! =  0:2). : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 37
3.16 Eigenvalue distributions of AM for raefsky2. : : : : : : : : : : : : : : : : : : : : : 38
3.17 Eigenvalue distributions of AM for fp. : : : : : : : : : : : : : : : : : : : : : : : : 40
3.18 Eigenvalue distributions of AM for EGF. : : : : : : : : : : : : : : : : : : : : : : : 42
4.1 Algorithm of our proposed method. : : : : : : : : : : : : : : : : : : : : : : : : : 55
4.2 The features of A for fem ﬁlter. : : : : : : : : : : : : : : : : : : : : : : : : : : : : 56
4.3 Total time corresponding to  for fem ﬁlter. : : : : : : : : : : : : : : : : : : : : : 57
4.4 The features of A for EGFR2. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 59
4.5 Total time corresponding to  for EGFR2. : : : : : : : : : : : : : : : : : : : : : : 60


















F = S ; S ; F 2 Cnn;  2 Cn\f0g;  2 C; (1.2)
を shift-invert Arnoldi法 [4]や Sakurai-Sugiura法 [27]などの固有値解法で解く際等に現れる．
なお，式 (1.2)は一般化固有値問題を表し，S = I (Iは単位行列)の場合は標準固有値問題とな
る．上記の固有値解法で現れる連立一次方程式の係数行列 Aは一般化固有値問題の場合




A = !I   F; I; F 2 Cnn; ! 2 C; (1.4)
で表される．パラメータ !は，求めたい固有値付近に設定される．
1.1 反復解法と前処理法































第 4章では先行研究の前処理法 [20]における Cutoパラメータを自動で推定する方法につい
て述べる．最後に，第 5章で本稿において得られた結論と課題をまとめる．
なお，本論文を通して内積は (x;y)  xHyで定義し，記号 Hは共役転置を表す．
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第2章 連立一次方程式の反復解法と前処理法
本章では，Krylov 部分空間反復解法，非 Hermite 行列向き解法の一種である GMRES 法，
リスタート付き GMRES法，GMRES-IR法，GCR法，リスタート付きGCR法について述べ
る．また，Krylov部分空間反復解法の収束性を向上させるための前処理法に関しても述べる．
なお，以下の記述ではW ノルムとして kxkW = xHWx，W 内積として (x;y)W = xHWyを
それぞれ用いる．ここで，記号 Hは共役転置を表す．
2.1 Krylov部分空間反復解法










xk 2 x0 +Kk(A; r0)
を満たすように計算される．ここで，x0は初期解，r0 = b   Ax0は初期残差を表す．また，
Kk(A; r0)は行列 Aと初期残差 r0 によって生成される Krylov部分空間
span(r0; Ar0; : : : ; Ak 1r0)
である．このとき，対応する残差 rkは







解法である GMRES法（一般化最小残差法：Generalized Minimal RESidual method）[24]に関
して述べる．
GMRES法とは，k回目の反復において，Krylov部分空間 span(r0; Ar0; : : : ; Ak 1r0)に属す
る全てのベクトル xkから残差の 2ノルム krkk2 = kb  Axkk2を最小化するような近似解xkを
見つけ出す方法である．つまり，
xk 2 x0 +Kk(A; r0) s:t: kb   Axkk2 ! min
Kk(A; r0) = span(r0; Ar0; : : : ; Ak 1r0)
である．
GMRES法はArnoldi法 [3]を用いて，Krylov部分空間Kk(A; r0)の正規直交基底v1;v2; : : : ;vk
を作成する．Fig. 2.1に Arnoldi法のアルゴリズムを示す．なお，正規直交基底 v1;v2; : : : ;vk
を作成するにあたり Fig. 2.1においてW = Iとしている．Arnoldi法における行列ベクトル積
が GMRES法の主要演算となる．v1;v2; : : : ;vk は Krylov部分空間Kk(A; r0)の基底であるた
め，x0 +Kk(A; r0)に属するベクトル xkは以下のように表すことができる．
xk = x0 + Vkyk:
Vkは Krylov部分空間Kk(A; r0)の正規直交基底 v1;v2; : : : ;vkを並べた行列を表し，ykは k次
ベクトルである．また，以下のような関係が得られる．
AVk = VkHk + hk+1;kvk+1eTk
= Vk+1Hk (2.1)




rk = b   Axk
= b   A(x0 + Vkyk) (2.2)
= r0   Vk+1Hkyk
= v1   Vk+1Hkyk
= Vk+1(e1   Hkyk)
ただし， = kr0k2，eT1 = (1; 0; : : : ; 0)であり，v1 = r0=kr0k2であることから r0 = v1となる．
これより，残差ベクトルの 2ノルム krkk2を最小にするには次の最小二乗問題を解けばよい．
argminykke1   Hkykk2
以上の計算を基に構築された GMRES法のアルゴリズムを Fig. 2.2に示す．
2.1.2 リスタート付きGMRES法
GMRES法は残差ノルムが小さくなるまで反復を繰り返す方法であり，正規直交基底のベク



















和 Ritz値，Harmonic Ritz value）[21]を QR法 [10]で算出する [14]．計算した調和 Ritz値の
絶対値が大きい p (= m   k)個をシフトに選び，固有値の一部を求める方法である Implicitly
restarted Arnoldi (IRA)[29]法により絶対値の小さい調和 Ritz値に対応する調和 Ritzベクトル
が張る k次元の Krylov部分空間を求める．この部分空間を次に生成する探索空間に含ませて
リスタートする．IRA法及び GMRES-IR(m; k)法のアルゴリズムを Fig. 2.4，Fig. 2.5にそれ
ぞれ示す．
2.1.4 GCR法・リスタート付き GCR法






GCR法は GMRES法と同様 Fig. 2.1を用い W = AHAとし，AHA正規直交系を作成する．
2.1.1節同様に正規直交基底 v1;v2; : : : ;vkを並べた行列 Vkを用いると xk = x0 + Vkykとなり，
残差は式 (2.2)から




と表せる．ここで，y(k)i はベクトル ykの i番目の要素を表す．
y(k)i は rkのノルムを最小化するよう決められ，fAv1; Av2; : : : ; Avkgは正規直交系であるため
y(k)i = (Avi; r0)
になる．また，y(n)i が nに依存しないことに着目すると，式 (2.3)から次の漸化式が得られる．
rk = rk 1   ykAvk (2.4)
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ここで，pk = ykAwk+1と定義し，Fig. 2.1の 4～7行目を考えると





pk = rk  
kX
i=1




が得られる．残差 rm 1は Krylov部分空間 Kmのベクトルであるため，Kmの AHA正規直交系


























rk = rk 1   (Apk 1; r0)(Apk 1; Apk 1)Apk 1
が成り立つ．一方，






から，pk 1は v1;v2; : : : ;vk 1と AHA直交であるため，





; i;k =   (Api; Ark+1)(Api; Api)
とおくと




rk = rk 1   k 1Apk 1
が得られ，近似解 xkに関する漸化式も
xk = xk 1 + k 1pk 1
のように得られる．





n n行列 Aを係数行列にもつ連立一次方程式 Ax = bをKrylov部分空間反復解法で解くこ
とを考える．ここで，xは解ベクトル，bは右辺ベクトルである．前節における Krylov部分






式 Ax = bを同値変換することである．前処理法を適用した GMRES(m)法，GMRES-IR(m; k)







A  M1M2(= K) () M 11 AM 12  I
のように不完全に分解し，連立一次方程式 Ax = bを
(M 11 AM
 1
2 )|         {z         } (M2x)| {z } = M 11 b|{z} (2.5)eA ex = eb
と同値変換する方法である．なお，式 (2.5)の場合には両側前処理，M1 = I;M2  Aとした場
合には右前処理，M1  A;M2 = Iとした場合には左前処理と呼ばれる．






不完全分解 [17, 25, 26]に関して述べる．
Fill-inを考慮しない不完全分解
Fill-inを考慮しない不完全分解（Incomplete LU factorization with 0 level of Fill-in, ILU(0)）
は以下のように定義される．係数行列 Aが非 Hermite行列とした場合，Aを
A = LU + R ( ai j = 0 ) li j; ui j = 0 )
と分解を行う．ここで Lは下三角行列，U は上三角行列，Rは行列 Aの不完全さを表す行列





閾値付き不完全分解（Incomplete LU factorization with threshold dropping, ILUT）について
述べる．この方法では，棄却則として係数行列 Aの要素 ai jが 0でも li j; ui jを計算し，li j; ui j
の絶対値が閾値 を超えない場合，li j = 0，ui j = 0とする．すなわち，
A = LU + R ( jli jj   ) li j = 0; jui jj   ) ui j = 0 )
である．なお， = 0の場合は完全分解となり，R = Oである．
2.2.2 逆行列 A 1を近似する前処理法
係数行列 Aの逆行列 A 1を近似する前処理法は，
A 1  M () AM  I
のように A 1を近似するような前処理行列 Mを作成し，連立一次方程式 Ax = bを







本節では，近似逆行列前処理法（Sparse Approximate Inverse, SAI）[7]に関して述べる．SAI
は Aを係数行列とするとき逆行列 A 1を近似する前処理行列 Mを生成する前処理法であり，
以下に示すようなフロベニウスノルム最小化に基づく手法 [8, 13, 15, 22]である．
min
M
kAM   Ik2F; (2.6)
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ただし，Iは単位行列を表し，Mは疎行列である．上記のフロベニウスノルム kAM   Ik2Fは
kAM   Ik2F =
nX
k=1
kAmk   ekk22; (2.7)
のように表すことができる．ここで，mkは前処理行列Mの第 k番目の列ベクトルであり，ekは












Fig. 2.1: Algorithm of Arnoldi method.
Fig. 2.2: Algorithm of GMRES method.
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Fig. 2.3: Algorithm of GMRES(m) method.
Fig. 2.4: Algorithm of IRA method.
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Fig. 2.5: Algorithm of GMRES-IR(m; k) method.
Fig. 2.6: Algorithm of GCR method.
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Fig. 2.7: Algorithm of GCR(m) method.
Fig. 2.8: Algorithm of preconditioned GMRES(m) method.
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Fig. 2.9: Algorithm of preconditioned GMRES-IR(m,k) method.




本章では，Cuto付きブロック近似逆行列前処理法（Block Sparse Approximate Inverse with
Cuto, BSAIC）[33]に関して述べる．
BSAICは並列性が高い前処理法である SAIを準疎行列係数連立一次方程式向きに改良した




























2.2.2節では SAI に関して述べたが，本節ではブロック近似逆行列前処理法（Block SAI）
[5, 30]について述べる．Block SAIは前処理行列の精度を向上させるために Barnardと Grote
により提案された前処理法である．Block SAIでは，式 (2.6)のフロベニウスノルムが式 (2.7)
と同様に




と表すことができる．ただし，L = dn=le（l：Block size）であり，Ekは I = [E1; E2; : : : ; EL]と
なる単位行列 Iの部分行列である．また，l = 1つまり L = nのときは SAIとなる．以上より，




kAMk   Ekk2F; k = 1; 2; : : : ; L:
SAIにおいて，Mの非零構造として Aの非零構造を採用する場合，Aと Mの非零構造は一
致する．しかしながら，Block SAIの場合，Block化によって Aの i; j要素 ai jが零の場合でも
Mの i; j要素 mi jに非零要素が入り込む Fill-inが発生するため，Mの非零構造は以下のよう
になる．
spy(M) = spy(A˜):




本節では，非零要素数を削減するための方法である Cutoを述べ，前節で述べた Block SAI
と Cutoを組み合わせた提案法に関して述べる．また，Cutoと Block化で起こりうる影響
を考察する．
Cuto とは係数行列 A = [ai j]の非零要素数を削減する方法であり，以下のように定義さ
れる．
A() = [eai j]; eai j =
8>>><>>>: ai j; (jai jj >  maxi; j jai jj or i = j)0; otherwise : (3.1)
ここで，0    1であり，A()は非零要素数を削減するため係数行列 Aに対し Cutoを適用
して生成された近似係数行列である．また，A(0) = A及び A(1) = diag(A)を満たす．diag(A)
は Aの対角成分のみの対角行列を表す．




kA()mk   ekk22; k = 1; 2; : : : ; n: (3.2)
を Cuto付き近似逆行列前処理法（SAI with Cuto, SAIC）と名付ける．SAICにおいて，前






kA()Mk   Ekk2F; k = 1; 2; : : : ; L (3.3)















小二乗問題一つあたりの計算時間は増大するため Block size lを適切に選択する必要がある．
3.4 数値実験
本節では．複数の準疎行列係数連立一次方程式に対し数値実験を行った．3.4.1節では，同





数値実験に用いた計算機は CPU: Intel Xeon Processor X5550 (2.66GHz) 4-Core  2，Memory:
48GB (4GB12)，OS: CentOS 5.4であり，MATLAB 7.12を用いた．
Krylov部分空間反復解法は 2章で述べた，非 Hermite行列向き解法である GMRES(50)法を
用いた．また，k反復目の残差ベクトル rkが krkk2=kbk2  10 10を満たした場合に反復を停止








SAI，Block SAI，SAIC及び提案法である BSAICを適用した GMRES(50)法を用いて実験を
行った．各々の行列ベクトル積回数，前処理時間，反復時間，合計時間などを示した．





数値例 1 では，The University of Florida Sparse Matrix Collection [31] の計算流体力学分野
における圧縮駆動管内の非圧縮性流から現れる行列 “raefsky2”を対象とした．同行列 Aは式
(1.4)のように A = !I  Fと表される．なお，行列 Fは “raefsky2”であり，非対称行列である．
係数行列 Aの次元数は 3; 242，非零要素数は 293; 551（一行あたりの平均非零要素数は約 90）
である．行列 Aの非零構造図及び係数行列 Aの行列要素の絶対値の対数による分布をそれぞ
れ Fig. 3.1 (a)及び (b)に示す，
シフトパラメータ !を 0:0，0:1042としたときの実験結果を Table 3.1 及び Table 3.2 に示
す．また，Block size lは 30とし，Cutoパラメータ は 10 1; 10 2; 10 3としている．





る．これは Cutoにより SAIC及び BSAICで生成される前処理行列の性質が良くなったため
と考えられる．
また，! = 0:1042とした場合の Table 3.2では，従来法である SAI及び Block SAI，そして
SAICや提案法である BSAICのどの場合でも収束しなかった．この原因として，シフトパラ
メータによって係数行列 Aが悪条件になったことが考えられる．
次に，上記の各 !に対し，Cutoパラメータ  を 10 3 に固定し，Block size lを変化させ
たときの計算時間の推移を Fig. 3.2及び Fig. 3.4に，Block size lを 30に固定し，Cutoパラ
メータ を変化させたときの計算時間の推移を Fig. 3.3及び Fig. 3.5にそれぞれ示す．
! = 0:0における Fig. 3.2に関して述べる．lを変化させたときの前処理時間は l = 10付近
で最も短くなるが，l = 10より大きくすると増大する傾向となった．これは lが大きくなるに
つれ最小二乗問題を解く回数が減少していくが，それに伴い最小二乗問題 1つを解くコスト
が増大し，最小二乗問題を解くコストの影響が上回ったためと考えられる．反復時間におい
ては l = 20のとき最も短くなるが，l = 20より大きい場合には増大していく傾向がある．これ
は lを増大させることで Fill-inが入り込み前処理行列の非零要素数が増えていき，それに伴
い行列ベクトル積に時間を要しているためと考えられる．Fig. 3.3においては，を大きくす
ることで前処理時間が減少していき， = 10 2 付近で急激に減少している．それに伴い，反
復時間も  = 10 2付近から増大している．これは Cutoにより非零要素数が多く削減された
ことで前処理行列の性能が悪化し，収束により多くの反復を必要とするためと考えられる．
また，! = 0:1042 においては，Fig. 3.4及び Fig. 3.5 より，前処理時間が図示されている
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数値例 2 では，The University of Florida Sparse Matrix Collection [31] の電磁気学分野にお
ける半導体製造プロセスなどに応用される 2次元フォッカー・プランク方程式から現れる行
列 “fp”を対象とした．同行列 Aは式 (1.4)のように A = !I   Fと表される．なお，行列 Fは
“fp”であり，非対称行列である．係数行列 Aの次元数は 7; 548，非零要素数は 834; 222（一行
あたりの平均非零要素数は約 111）である．行列 Aの非零構造図及び係数行列 Aの行列要素
の絶対値の対数による分布をそれぞれ Fig. 3.6 (a)及び (b)に示す，
シフトパラメータ!を 9:0，0:0としたときの実験結果をTable 3.3及び Table 3.4に示す．ま
た，Block size lは 30とし，Cutoパラメータ は 10 9; 10 10; 10 11としている．
! = 9:0における Table 3.3より，SAIは収束せず，Block SAIでは収束しているが前処理に
時間を要していることが分かる．SAICにすることで，前処理時間が減少しているが最大行列
ベクトル積回数以内に収束していない．BSAICにおいては，いずれの でも収束している．
全体的に， = 10 9としたときの BSAICを用いた場合が最速となった．
また，! = 0:0とした場合の Table 3.4においては，! = 9:0の場合である Table 3.3と比較す
ると Block SAIを用いても収束していないことが分かる．加えて，BSAICにおける  = 10 9
でも収束せず，他の の場合でも行列ベクトル積回数が増大している．合計時間としては，
 = 10 10とした BSAICを用いた場合は最も速く収束した．
次に，上記の各 !に対し，Cutoパラメータ を 10 12 に固定し，Block size lを変化させ
たときの計算時間の推移を Fig. 3.7及び Fig. 3.9に，Block size lを 30に固定し，Cutoパラ
メータ を変化させたときの計算時間の推移を Fig. 3.8及び Fig. 3.10にそれぞれ示す．
まず，! = 9:0とした場合の Fig. 3.7及び Fig. 3.8に関して述べる．Fig. 3.7より，lを増大
させるに従い反復時間が減少していくが l = 30付近から大きな変化が見られないことが分か
る．また，前処理時間は l = 10付近を境に lの値を大きくするに従い増大していく．これは l
が大きくなるにつれ最小二乗問題を解く回数が減少していくが，それに伴い最小二乗問題 1つ
を解くコストが増大し，最小二乗問題を解くコストの影響が上回ったためと考えられる．Fig.
3.8においては，を増加させるに従い前処理時間は減少していくが，反復時間は  = 10 10付
近から増加していき，10 9からは求解ができていないことが読み取れる．











数値例 3では，EGF（Epidermal Growth Factor）と呼ばれる上皮成長因子の分子軌道計算か
ら現れる行列を対象とした．分子軌道計算では一般化固有値問題 (1.2)が現れ，1章で述べた
Sakurai-Sugiura法 [27]などの固有値解法を適用することで連立一次方程式を解くことになる．
同行列 Aは式 (1.3)のように A = !S   Fと表される．なお，行列 Fは実対称行列であり，S
は正定値対称行列である．係数行列 Aの次元数は 4; 505，非零要素数は 5; 252; 731（一行あた
りの平均非零要素数は約 1; 166）である．行列 Aの非零構造図及び係数行列 Aの行列要素の絶
対値の対数による分布をそれぞれ Fig. 3.6 (a)及び (b)に示す，
シフトパラメータ !を  0:09， 0:2としたときの実験結果を Table 3.5及び Table 3.6に示
す．また，Block size lは 30とし，Cutoパラメータ は 10 5; 10 6; 10 7としている．
! =  0:09における Table 3.5に関して述べる．SAIを適用した場合には，行列ベクトル積
回数が 6回で収束しているが前処理時間が約 13,000秒と膨大である．Block SAIの場合は約
900秒である．SAIに Cutoを適用することで行列ベクトル積回数が増加しているが，前処
理時間は減少している．BSAICの場合には SAICと比較して全体的に前処理時間及び行列ベ
クトル積回数が減少している． = 10 5とした BSAICの場合が合計時間として最も速く収束
した．
また，! =  0:2の場合である Table 3.6に関して述べる．! =  0:09における Table 3.5と比
較すると，行列ベクトル積回数が増加し，SAICにおける  = 10 5のときには収束していな
い．合計時間では， = 10 5とした BSAICが最も速かった．
次に，上記の各 !に対し，Cutoパラメータ を固定し，Block size lを変化させたときの
計算時間の推移を Fig. 3.12及び Fig. 3.14に，Block size lを固定し，Cutoパラメータ を変
化させたときの計算時間の推移を Fig. 3.13及び Fig. 3.15にそれぞれ示す．
! =  0:09における Fig. 3.12より，lを増大させるに従い前処理時間は l = 20付近までは減





また，! =  0:2における Fig. 3.14より l = 50付近から反復時間に大きな変化はなく，前処







BSAICにおける Block size lを固定し，を変化させたときの係数行列 Aと前処理行列 M
の積 AMの固有値分布を調べる．Mは逆行列 A 1を近似しており，Mが A 1を良く近似して
いるならば AMは単位行列 I に近くなる．つまり，M  A 1のときには AMの固有値が 1に
密集していると考えられる．を上げるに従い Mは A 1を良く近似できなくなると，AMが
どのような振る舞いを行うかを数値実験 1同様三つの行列に対し調査した．なお，!はそれ




Figs. 3.16 (a), (b), : : :, (f)に，l = 30に固定し，を 1:0  10 6; 1:0  10 5; : : : ; 1:0  10 1と変
化させたときの AMの固有値分布をそれぞれ示し，を変化させたときのある範囲に存在する
AMの絶対固有値数を Table 3.7に示す．なお，Figs. 3.16 (a), (b), : : :, (f)の縦線は零固有値を
表し，Table 3.7における #(jdj < value)は value未満の絶対固有値数を示している．
raefsky2では，を上昇させても固有値分布にほとんど変化は見られない．しかしながら，




きる．小さな値の固有値を取り除く手法として 2.1.3節で述べた GMRES-IR法 [18]を適用す









固有値数 kを 35，40，45としたときには収束している．しかしながら，k = 5; : : : ; 30としたと




Figs. 3.17 (a), (b), : : :, (f)に，l = 30に固定し，を 1:0  10 13; 1:0  10 12; : : : ; 1:0  10 8 と
変化させたときの AMの固有値分布をそれぞれ示し，を変化させたときのある範囲に存在す
る AMの絶対固有値数を Table 3.10に示す．なお，Figs. 3.17 (a), (b), : : :, (f)の縦線は零固有
値を表し，Table 3.10における #(jdj < value)は value未満の絶対固有値数を示している．
Figs. 3.17より，を大きくするに従い AMの固有値分布が広がっていくことが分かる．そ
れに伴い，Table 3.10に示すように 0付近の微小な固有値が増大していく．また，数値実験 1
より を増大させると収束性が悪化することが分かった．これらの結果から，AMの固有値が
0付近に密集していくと収束性が悪化すると考えられる. 次節では， = 1:0 10 13; 1:0 10 10
のときに GMRES-IR法を適用した結果について述べる．
GMRES-IR法の適用
Table 3.11及び Table 3.12に  = 1:0 10 12，1:0 10 10としたときのGMRES-IR法の実験
結果をそれぞれ示す．ただし，Cuto及び前処理時間は同じ前処理法（BSAIC）を用いてい
るため不変である．












Figs. 3.18 (a), (b), : : :, (f)に，l = 30に固定し，を 1:0  10 7; 1:0  10 6; : : : ; 1:0  10 2と変
化させたときの AMの固有値分布をそれぞれ示し，を変化させたときのある範囲に存在する
AMの絶対固有値数を Table 3.13に示す．なお，Figs. 3.18 (a), (b), : : :, (f)の縦線は零固有値を
表し，Table 3.13における #(jdj < value)は value未満の絶対固有値数を示している．
数値例 2の “fp”同様に，Figs. 3.18より，を大きくするに従い AMの固有値分布が広がっ
ていくことが分かる．それに伴い，Table 3.13 に示すように 0 付近の微小な固有値が増大し
ていき， = 10 4 においては 10 1 未満の固有値が 100近い数になっている．これらのこと
から，AM の固有値が 0 付近に密集していくと収束性が悪化すると考えられる. 次節では，
 = 5:0  10 5; 1:0  10 4のときに GMRES-IR法を適用した結果について述べる．
GMRES-IR法の適用

















提案法の BSAIC と従来の前処理法である SAI，Block SAI を比較した場合，BSAIC は行
列ベクトル積回数が増えるが前処理時間が減少し，全体の計算時間も短くなった．BSAICと






(a) The pattern of nonzero elements. (b) The distribution of nonzero values.
Fig. 3.1: The features of A for raefsky2.
Table 3.1: The results of ! = 0:0 for raefsky2.
Preconditioner
The number Wall clock time [sec]
of Mat-Vec Cuto Preconditioning Iteration Total
SAI 1,495 — 11.60 5.98 17.58
Block SAI (l = 30) 1,198 — 4.30 7.42 11.72
 = 10 1 1,791 0.01 1.03 5.64 6.68
SAIC  = 10 2 1,347 0.02 4.77 4.88 9.67
 = 10 3 1,481 0.02 9.98 5.70 15.70
 = 10 1 1,540 0.01 0.99 7.58 8.58
BSAIC (l = 30)  = 10 2 863 0.02 3.98 5.33 9.33
 = 10 3 980 0.02 4.24 5.99 10.25
Table 3.2: The results of ! = 0:1042 for raefsky2.
Preconditioner
The number Wall clock time [sec]
of Mat-Vec Cuto Preconditioning Iteration Total
SAI y — 11.67 — —
Block SAI (l = 30) y — 4.54 — —
 = 10 1 y 0.02 1.19 — —
SAIC  = 10 2 y 0.02 5.10 — —
 = 10 3 y 0.04 9.83 — —
 = 10 1 y 0.01 1.27 — —
BSAIC (l = 30)  = 10 2 y 0.03 4.01 — —
 = 10 3 y 0.03 4.41 — —
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Fig. 3.2: The computation time of GMRES(50) preconditioned BSAIC corresponding to l for raef-
sky2 (! = 0:0).
Fig. 3.3: The computation time of GMRES(50) preconditioned BSAIC corresponding to  for raef-
sky2 (! = 0:0).
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Fig. 3.4: The computation time of GMRES(50) preconditioned BSAIC corresponding to l for raef-
sky2 (! = 0:1042).
Fig. 3.5: The computation time of GMRES(50) preconditioned BSAIC corresponding to  for raef-
sky2 (! = 0:1042).
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(a) The pattern of nonzero elements. (b) The distribution of nonzero values.
Fig. 3.6: The features of A for fp.
Table 3.3: The results of ! = 9:0 for fp.
Preconditioner
The number Wall clock time [sec]
of Mat-Vec Cuto Preconditioning Iteration Total
SAI y — 192.81 — —
Block SAI (l = 30) 42 — 209.37 0.74 210.11
 = 10 9 y 0.02 2.48 — —
SAIC  = 10 10 y 0.03 5.55 — —
 = 10 11 y 0.03 12.08 — —
 = 10 9 294 0.02 1.02 2.30 3.34
BSAIC (l = 30)  = 10 10 45 0.03 4.43 0.52 4.98
 = 10 11 42 0.03 15.24 0.53 15.80
Table 3.4: The results of ! = 0:0 for fp.
Preconditioner
The number Wall clock time [sec]
of Mat-Vec Cuto Preconditioning Iteration Total
SAI y — 191.61 — —
Block SAI (l = 30) y — 209.22 — —
 = 10 9 y 0.02 2.65 — —
SAIC  = 10 10 y 0.03 6.04 — —
 = 10 11 y 0.03 11.14 — —
 = 10 9 y 0.02 1.03 — —
BSAIC (l = 30)  = 10 10 2,418 0.03 4.41 25.28 29.72
 = 10 11 1,359 0.04 15.04 15.89 30.97
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Fig. 3.7: The computation time of GMRES(50) preconditioned BSAIC corresponding to l for fp
(! = 9:0).




Fig. 3.9: The computation time of GMRES(50) preconditioned BSAIC corresponding to l for fp
(! = 0:0).




(a) The pattern of nonzero elements. (b) The distribution of nonzero values.
Fig. 3.11: The features of A for EGF.
Table 3.5: The results of ! =  0:09 for EGF.
Preconditioner
The number Wall clock time [sec]
of Mat-Vec Cuto Preconditioning Iteration Total
SAI 6 — 13,186.05 0.26 13,186.31
Block SAI (l = 30) 4 — 934.84 0.22 935.06
 = 10 5 39 0.16 49.68 0.80 50.64
SAIC  = 10 6 20 0.21 162.84 0.43 163.48
 = 10 7 13 0.28 1,046.35 0.32 1,046.95
 = 10 5 24 0.19 9.37 0.54 10.10
BSAIC (l = 30)  = 10 6 11 0.20 34.03 0.30 34.53
 = 10 7 8 0.29 164.80 0.27 165.36
Table 3.6: The results of ! =  0:2 for EGF.
Preconditioner
The number Wall clock time [sec]
of Mat-Vec Cuto Preconditioning Iteration Total
SAI 14 — 13,166.72 0.49 13,167.21
Block SAI (l = 30) 9 — 931.94 0.41 932.35
 = 10 5 y 0.17 49.12 — —
SAIC  = 10 6 165 0.21 163.30 3.45 166.96
 = 10 7 38 0.29 1,034.94 0.91 1,036.14
 = 10 5 72 0.18 9.17 1.57 10.92
BSAIC (l = 30)  = 10 6 32 0.21 33.73 0.80 34.74
 = 10 7 20 0.28 163.07 0.61 163.96
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Fig. 3.12: The computation time of GMRES(50) preconditioned BSAIC corresponding to l for EGF
(! =  0:09).




Fig. 3.14: The computation time of GMRES(50) preconditioned BSAIC corresponding to l for EGF
(! =  0:2).




(a)  = 1:0  10 6. (b)  = 1:0  10 5.
(c)  = 1:0  10 4. (d)  = 1:0  10 3.
(e)  = 1:0  10 2. (f)  = 1:0  10 1.
Fig. 3.16: Eigenvalue distributions of AM for raefsky2.
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Table 3.7: The number of eigenvalues of AM around 0 (l = 30) for raefsky2.
 #(jdj < 10 1) #(jdj < 10 2) #(jdj < 10 3)
1:0  10 5 34 0 0
1:0  10 4 34 0 0
1:0  10 3 34 0 0
1:0  10 2 34 0 0
1:0  10 1 40 5 0
Table 3.8: Results of GMRES(50) and GMRES-IR preconditioned with BSAIC (l = 30;  = 1:0 
10 5) for raefsky2.
Krylov #MVs
Wall clock time [sec]
Cuto Precond. Iter. Total
GMRES(50) y 0.02 4.46 — —
IR(50; 5) y 0.02 4.46 — —
IR(50; 10) y 0.02 4.46 — —
IR(50; 15) y 0.02 4.46 — —
IR(50; 20) y 0.02 4.46 — —
IR(50; 25) y 0.02 4.46 — —
IR(50; 30) y 0.02 4.46 — —
IR(50; 35) 269 0.02 4.46 2.56 7.04
IR(50; 40) 265 0.02 4.46 2.42 6.90
IR(50; 45) 270 0.02 4.46 2.37 6.85
Table 3.9: Results of GMRES(50) and GMRES-IR preconditioned with BSAIC (l = 30;  = 1:0 
10 3) for raefsky2.
Krylov #MVs
Wall clock time [sec]
Cuto Precond. Iter. Total
GMRES(50) y 0.03 4.41 — —
IR(50; 5) y 0.03 4.41 — —
IR(50; 10) y 0.03 4.41 — —
IR(50; 15) 1,790 0.03 4.41 17.55 21.99
IR(50; 20) y 0.03 4.41 — —
IR(50; 25) y 0.03 4.41 — —
IR(50; 30) y 0.03 4.41 — —
IR(50; 35) 269 0.03 4.41 2.63 7.07
IR(50; 40) 264 0.03 4.41 2.39 6.83
IR(50; 45) 270 0.03 4.41 2.47 6.91
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(a)  = 1:0  10 13. (b)  = 1:0  10 12.
(c)  = 1:0  10 11. (d)  = 1:0  10 10.
(e)  = 1:0  10 9. (f)  = 1:0  10 8.
Fig. 3.17: Eigenvalue distributions of AM for fp.
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Table 3.10: The number of eigenvalues of AM around 0 (l = 30) for fp.
 #(jdj < 10 1) #(jdj < 10 2) #(jdj < 10 3)
1:0  10 12 19 0 0
1:0  10 11 33 0 0
1:0  10 10 44 0 0
1:0  10 9 35 3 0
1:0  10 8 19 9 3
Table 3.11: Results of GMRES(50) and GMRES-IR preconditioned with BSAIC (l = 30;  =
1:0  10 12) for fp.
Krylov #MVs
Wall clock time [sec]
Cuto Precond. Iter. Total
GMRES(50) 1,135 0.04 31.17 13.86 45.07
IR(50; 5) 417 0.04 31.17 8.36 39.57
IR(50; 10) 397 0.04 31.17 8.03 39.24
IR(50; 15) y 0.04 31.17 — —
IR(50; 20) 390 0.04 31.17 8.23 39.44
IR(50; 25) y 0.04 31.17 — —
IR(50; 30) 390 0.04 31.17 7.86 39.07
IR(50; 35) 393 0.04 31.17 7.88 39.09
IR(50; 40) 405 0.04 31.17 8.37 39.58
IR(50; 45) 432 0.04 31.17 8.75 39.96
Table 3.12: Results of GMRES(50) and GMRES-IR preconditioned with BSAIC (l = 30;  =
1:0  10 10) for fp.
Krylov #MVs
Wall clock time [sec]
Cuto Precond. Iter. Total
GMRES(50) 2,418 0.03 4.41 25.28 29.72
IR(50; 5) 636 0.03 4.41 11.00 15.44
IR(50; 10) 626 0.03 4.41 11.09 15.53
IR(50; 15) y 0.03 4.41 — —
IR(50; 20) y 0.03 4.41 — —
IR(50; 25) y 0.03 4.41 — —
IR(50; 30) y 0.03 4.41 — —
IR(50; 35) y 0.03 4.41 — —
IR(50; 40) y 0.03 4.41 — —
IR(50; 45) y 0.03 4.41 — —
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(a)  = 1:0  10 7. (b)  = 1:0  10 6.
(c)  = 1:0  10 5. (d)  = 1:0  10 4.
(e)  = 1:0  10 3. (f)  = 1:0  10 2.
Fig. 3.18: Eigenvalue distributions of AM for EGF.
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Table 3.13: The number of eigenvalues of AM around 0 (l = 30) for EGF.
 #(jdj < 10 1) #(jdj < 10 2) #(jdj < 10 3)
1:0  10 6 4 1 0
1:0  10 5 5 3 0
1:0  10 4 95 15 3
1:0  10 3 442 56 1
1:0  10 2 564 146 6
Table 3.14: Results of GMRES(50) and GMRES-IR preconditioned with BSAIC (l = 30;  =
5:0  10 5) for EGF.
Krylov #MVs
Wall clock time [sec]
Cuto Precond. Iter. Total
GMRES(50) y 0.16 4.22 — —
IR(50; 5) 233 0.16 4.22 7.40 11.78
IR(50; 10) 199 0.16 4.22 6.38 10.76
IR(50; 15) 185 0.16 4.22 5.94 10.32
IR(50; 20) 177 0.16 4.22 5.68 10.06
IR(50; 25) 176 0.16 4.22 5.65 10.03
IR(50; 30) 175 0.16 4.22 5.71 10.09
IR(50; 35) 177 0.16 4.22 5.68 10.06
IR(50; 40) 181 0.16 4.22 5.55 9.93
IR(50; 45) 193 0.16 4.22 5.71 10.09
Table 3.15: Results of GMRES(50) and GMRES-IR preconditioned with BSAIC (l = 30;  =
1:0  10 4) for EGF.
Krylov #MVs
Wall clock time [sec]
Cuto Precond. Iter. Total
GMRES(50) y 0.14 2.72 — —
IR(50; 5) y 0.14 2.72 — —
IR(50; 10) y 0.14 2.72 — —
IR(50; 15) y 0.14 2.72 — —
IR(50; 20) y 0.14 2.72 — —
IR(50; 25) y 0.14 2.72 — —
IR(50; 30) y 0.14 2.72 — —
IR(50; 35) y 0.14 2.72 — —
IR(50; 40) y 0.14 2.72 — —




準疎行列係数連立一次方程式に対する有効な前処理法として Cutoを用いた前処理 [20, 33]







Ax = b (4.1)
を前処理法付き Krylov部分空間反復解法で解くことを考える．同方程式に対する有効な前処
理法として Cutoを用いた前処理法である近似係数行列に対する疎行列用直接解法を用いた

































A() = [eai j]; eai j =
8>>><>>>: ai j; (jai jj >  maxi; j jai jj or i = j)0; otherwise :
ここで，0    1であり，A()は非零要素数を削減するため係数行列 Aに対し Cutoを適用
して生成された近似係数行列である．また，A(0) = A及び A(1) = diag(A)を満たす．diag(A)
は Aの対角成分のみの対角行列を表す．
Cuto適用後，以下のように前処理行列を生成する．






完全分解はMUMPS [19]や PARDISO [23]などの疎行列用直接解法パッケージを用いて行
うことができる．また，Fill-in数を減らし並列性を確保するためNested Dissection (ND)オー
ダリング [12]を A()に適用する．上記の前処理法を Krylov部分空間反復解法に適用し準疎
行列係数連立一次方程式の解を得る．






推定法では，Cutoパラメータの候補  = f0; 1; : : : ; s 1gを設定し，から前処理行列の
生成及び連立一次方程式の求解にかかる合計時間 T ()が最小となる の自動選択を目指す．
また，0 > 1 >    > s 1とする．提案するアルゴリズムは以下のような 4つの Phaseから
成る：
Phase I : Cutoパラメータの候補 を設定し，初期残差 r0 = b   Ax0を計算する．
Phase II :残差が収束する の推定を行う
Phase III :合計時間が最小となる を推定する
Phase IV : Phase IIIで推定した を利用し連立一次方程式 (1.1)を解く
次節以降では，Phase II及び Phase IIIについて述べ，提案法のアルゴリズムを示す．
4.3.1 残差が収束する Cutoパラメータの推定








で定義される残差減少率 ()を導入する．式 (4.2)における r0，rkはそれぞれ初期残差ベクト
ル及び k反復目の残差ベクトルを表す．ここで，() < 1のとき残差は収束する．Phase IIで




Step 0. l = 0とする．正の整数 m ( s)を設定する．
Step 1. 基準となる Cuto パラメータ l に対し完全分解を行い，後述する (l)の第 1近似e1(l)を計算する．
Step 2.  e1(l) < 1の場合は残差が 0 に収束すると考え，合計時間 T ()を最小化する Phase
IIIに移行する．
 e1(l)  1の場合は残差が 0に収束しないと考え，i = l + 1として Step 3へ進む．
 l = s  1の場合は設定したCutoパラメータ候補のうち，s 1が最適と判断し Phase
IVに移行する．
Step 3. Cutoパラメータ iに対し後述する (i)の第 2近似e2(i)を計算する．
Step 4.  e2(i) < 1または i = l + mの場合は l = iとし，Step 1へ進む．
 e2(i)  1の場合は i = i + 1として Step 3へ進む．
なお，Step 0で設定した mはe2()を見積もる上限反復回数である．
以下では，残差減少率 ()の第 1近似e1()及び第 2近似e2()について説明する．Krylov
部分空間反復解法として 2.1.4節で述べた GCR法を用いると仮定すると，不等式
krk+1k2  krk   AK 1rkk2;
が成り立つ [1, 2]．ここで，rk，rk+1はそれぞれ前処理法付き GCR法の k番目，k + 1番目の
残差ベクトルを表し，K 1は前処理行列である．本稿では，K 1 = A() 1であるため
krk+1k2  krk   AA() 1rkk2; (4.3)



















e1()  kr0   AA() 1r0k2kr0k2 : (4.4)
しかしながら，式 (4.4)のように各 Cutoパラメータ毎に A() 1を計算することは実用上困









kA()k2  (A()) (4.5)
 kA()   AkFkA()kF
p
n (A());
のように式変形する．なお，(A())は A()の条件数を表し，(A()) = kA()k2kA() 1k2であ
る．また，式変形には不等式 kAk2  kAkF  pnkAk2を用いた．不等式 (4.5)における k  kFは














e2() e1(l)  ()
(l)
: (4.6)














T () = TLU() + c  N()[TMV + Tsol()]: (4.7)
ここで，TLU()は完全分解に要する時間，N()は反復回数，TMVは行列ベクトル積 1回の時
間，Tsol()は前進後退代入 1回の時間である．cは 1反復あたりの行列ベクトル積の回数を表
し，Arnoldi系の解法を用いる場合は c = 1，Bi-Lanczos系の解法を用いる場合は c = 2であ
る．TLU()，N()，Tsol()は Cutoパラメータ に依存する．また，TMVは に依存しない
ため，実測値を用いる．
Phase IIIでは，TLU()，N()，Tsol()を見積もり，T ()が最小となる Cutoパラメータを
推定する．以下に Phase IIIの手順を示す．
Step 1. Phase IIで推定された基準となる Cutoパラメータ lに対する A(l)の完全分解から
得られる TLU(l)，Tsol(l)及び後述する反復回数 N(l)の第 1近似 eN1(l)を基に合計時
間の第 1近似 eT1(l)を見積もる．また， j = l + 1とし Step 2に進む．
Step 2. 後述する TLU( j)，Tsol( j)の近似値 eTLU( j)，eTsol( j)及び N( j)の第 2近似 eN2( j)を基
に，合計時間の第 2近似 eT2( j)を見積もる．
Step 3.  eT2( j)  eT2( j 1)の場合は j = j + 1とし Step 2へ進む．
 eT2( j) > eT2( j 1)の場合は Step 4へ進む．
Step 4.  eT2( j 1)  eT1(l)   TLU(l)の場合は l = j   1とし，A(l)の完全分解を行い，Step 1
へ進む．
 eT2( j 1) > eT1(l)   TLU(l)の場合は lが最適なパラメータと判断し，連立一次方程
式 (1.1)を解く Phase IVに移行する．
Phase IIIにおける Step 1では，Phase IIで推定された Cutoパラメータ lに対する A(l)の
完全分解から得られた TLU(l)や Tsol(l)を用い，合計時間の第 1近似 eT1(l)を見積もる．Step
2及び 3において，l+1以降の合計時間の第 2近似 eT2()を見積もり，eT2( j) > eT2( j 1)を満た
した場合に Step 4に移行する．Step 4において，合計時間の第 2近似 eT2( j 1)が lにおける
反復時間（eT1(l)   TLU(l)）よりも小さい，つまり A( j 1)の完全分解を行っても lにおける
計算時間よりも小さいならば Step 1に移行する．逆に，eT2( j 1)が lにおける反復時間より
も大きいならば lの計算結果を用い，Phase IVに移行する．








基準とする時間として Cutoパラメータ lにおける TLU(l)及び Tsol(l)の計算時間の実測
値を用いる． j ( j = l + 1; l + 2; : : :)においてシンボリック分解を行い，演算量 f j及び前処理
行列の非零要素数 nz jを見積もる．計算時間が演算量や非零要素数に比例すると仮定すると，
近似前処理時間 eTLU( j)及び近似前進後退代入時間 eTsol( j)は
eTLU( j)  TLU(l)  f jfl ; eTsol( j)  Tsol(l)  nz jnzl ;
のように算出できる．ただし，TLU()  eTLU()，Tsol()  eTsol()である．
また，反復回数の第 1近似 eN1(l)，第 2近似 eN2( j)は式 (4.4)及び式 (4.6)で定義される残差
減少率の第 1近似e1(l)，第 2近似e2( j)を用い，それぞれ
eN1(l)  log "loge1(l) ; eN2( j)  log "loge2( j) ;
と表すことができる．ここで，"は収束判定係数であり，N()  eN1()  eN2()である．
以上より，完全分解時間 TLU()及び前進後退代入時間 Tsol()の近似は eTLU()及び eTsol()
の各 1種類である．また，反復回数 N()の近似は eN1()及び eN2()の 2種類である．よって，
合計時間のモデル式 (4.7)は以下の 2つの近似式となる．
eT1() = TLU() + c  eN1()[TMV + Tsol()];eT2() = eTLU() + c  eN2()[TMV + eTsol()]:
ただし，T ()  eT1()  eT2()である．T ()の第 1近似 eT1()は完全分解を行うため計算コス




本節では，4.3.1節及び 4.3.2節で述べた Phase II，IIIを用いた提案法を述べる．Fig. 4.1に
提案法のアルゴリズムを示す．本アルゴリズム Fig. 4.1において，初めに s個の Cutoパラ
メータ を設定する．Phase IIでは，残差減少率 ()の第 2近似e2()を見積もる上限反復回
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数mを設定後，()の第 1近似e1(l)が 1を下回る lを推定する．次に，Phase IIIでは，Phase
IIで推定した lを基にシンボリック分解などを利用し，合計時間 T (l)が最小となる lを推
定する．最後に，Phase IVにおいて推定した lを利用し連立一次方程式 (1.1)を解く．














デル式 (4.7)において c = 1となる．また，k反復目の残差ベクトル rkが krkk2=kbk2  10 10を
満たした場合収束と判定した．最大行列ベクトル積回数は 5000回，初期解ベクトル x0の成分
はすべて 0，右辺ベクトル bの成分はランダムとした．数値実験に用いた計算機はCPU: AMD
Opteron Processor 6180 SE(2.50GHz) 12-Core4, Memory: 256GBytes(8GB32), OS: CentOS
5.4であり，コンパイラは GNU Fortran ver. 4.5.2を用い，倍精度で計算した．計算はすべて 1
コアで実行した．
4.4.1 数値例 1
数値例 1では The University of Florida Sparse Matrix Collection [31]のマイクロ波帯域フィ
ルタの有限要素離散化から現れる行列 “fem ﬁlter”を対象とした．同行列 Aは式 (1.4)のよう
に A = !I   F と表される．なお，行列 F は “fem ﬁlter”であり，複素非エルミート行列であ
る．係数行列 Aの次元数は 74,062，非零要素数は 1,731,206（一行あたりの平均非零要素数は
約 23）である．行列 Aの非零構造図及び係数行列 Aの行列要素の絶対値の対数による分布を















また，Fig. 4.3に Cutoパラメータ を変化させたときの合計時間の推移をシフトパラメー




る．提案した Cutoパラメータ推定アルゴリズム Fig. 4.1の Phase Iにおける初期Cutoパラ
メータ 0及び残差減少率 ()の第 2近似e2()を見積もる上限反復回数mを (0; m)=f(10 2; 5),
(10 2; 10), (10 2; 15), (10 3; 5), (10 3; 10), (10 3; 15)gの 6通りに設定したときの実験結果を
Table 4.2に示す．estは選択された Cutoパラメータであり，Proﬁlingは estが選択されるま
でに要した時間である．また，Precond. は A(est)に対する前処理に要した時間，Iterationは
反復時間，Totalは Proﬁling，Precond.，Iterationの合計時間である．なお，時間の単位は [sec]
である．pは初期値が 1:0  10 qとするとき 1:0  10 q; 9:0  10 q 1; 8:0  10 q 1;    のよう
に推移するよう設定した．ここで，qは正の整数である．また，pの個数は 55としたため，
0 = 10 2のときは 54 = 10 8であり，0 = 10 3のときは 54 = 10 9である．
Table 4.2 (a)に示すように，mが 5か 10の場合には 0に関わらず 8:0 10 5か 9:0 10 5が
選択されたことが分かる．また，(b)の ! =  20 + 10 3iの場合では，0 = 10 2としたときは









式を解くことになる．同方程式の係数行列 Aは式 (1.3)のように A = !S   Fと表される．な
お，F は実対称行列であり，S は正定値実対称行列である．また，!は複素数とするため A
は複素対称行列となる．そのため，完全分解は演算量を小さくするため LDLT分解を用いた．
係数行列 Aの次元数は 96,234，非零要素数は 456,807,964（一行あたりの平均非零要素数は約
4,747）である．行列 Aの非零構造図及び係数行列 Aの行列要素の絶対値の対数による分布を




Table 4.3 (a)及び (b)にシフトパラメータ !を  0:6 + 10 3i， 30 + 10 3iとし，Cutoパラ









また，Fig. 4.5に Cutoパラメータ を変化させたときの合計時間の推移をシフトパラメー
タ !毎に示した．Fig. 4.5より，!によって合計時間が最小となる が異なることが分かる．
提案法の有効性の検証
本小節では，!を変化させた数値例 2に対して提案法を適用し有効性を検証する．本アル
ゴリズム Fig. 4.1 における初期 Cutoパラメータ 0 及び残差減少率 ()の第 2近似e2()
を見積もる上限反復回数 mを (0; m)=f(10 2; 5), (10 2; 10), (10 2; 15), (10 3; 5), (10 3; 10),
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(10 3; 15)g の 6 通りに設定したときの実験結果を Table 4.4 に示す．数値例 1 と同様，est
は選択された Cutoパラメータであり，Proﬁlingは estが選択されるまでに要した時間であ
る．また，Precond. は A(est) に対する前処理に要した時間，Iteration は反復時間，Total は
Proﬁling，Precond.，Iterationの合計時間である．なお，時間の単位は [sec]である．pは初期
値が 1:0  10 qとするとき 1:0  10 q; 9:0  10 q 1; 8:0  10 q 1;    のように推移するよう設
定した．ここで，qは正の整数であり，pの個数は 55個とした．
Table 4.4 (a)より，! =  0:6+10 3iの場合，0 = 10 2のときは estは 1:010 5か 2:010 5
が選択され，0 = 10 3のときはmに依らず 1:0  10 5が選択されたことが分かる．また，(b)
の ! =  30 + 10 3iの場合では選択される est に差異が生じている．
est が合計時間を最小とする  かを確認するため，Fig. 4.5 と比較する．Fig. 4.5 (a) の
! =  0:6+ 10 3iでは， = 1:0 10 5のときに合計時間が最小となっている．Fig. 4.5 (b)にお
いては， = 1:0 10 4付近の合計時間はほぼ同じになっており は 1:0 10 5から 5:0 10 4
付近で estが推定できれば良い．以上より，提案法を用いることで合計時間が最小となる は
見積もれたと考えられる．
最後に，Proﬁlingの時間の内訳を Fig. 4.6に示す．Fig. 4.6 (a)は ! =  0:6 + 10 3iの場合，
(b)は ! =  30 + 10 3iの場合である．Fig. 4.6における “Calc. of ()”はアルゴリズム Fig.
4.1 の Phase II 及び Phase IIIの Frobenius ノルムを含む ()の計算時間であり，“Cuto”は

















Fig. 4.1: Algorithm of our proposed method.
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(a) The pattern of nonzero elements. (b) The distribution of nonzero values.
Fig. 4.2: The features of A for fem ﬁlter.
Table 4.1: Computation time corresponding to  for fem ﬁlter.
(a) ! = 10 3i
 1:0  10 9 1:0  10 7 1:0  10 5 1:0  10 4 1:0  10 3
#MVs 3 4 8 190 y
Prec. 28.95 24.73 25.98 28.77 2.78
Time [sec] Iter. 0.72 0.85 1.51 35.31 —
Total 29.67 25.58 27.49 64.08 —
(b) ! =  20 + 10 3i
 1:0  10 9 1:0  10 7 1:0  10 5 5:0  10 4 1:0  10 3
#MVs 2 3 4 42 779
Prec. 28.81 24.74 26.48 14.21 2.81
Time [sec] Iter. 0.55 0.69 0.90 6.41 73.59
Total 29.36 25.43 27.38 20.62 76.40
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(a) ! = 10 3i
(b) ! =  20 + 10 3i
Fig. 4.3: Total time corresponding to  for fem ﬁlter.
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Table 4.2: Results of our proposed method for fem ﬁlter.
(a) ! = 10 3i
(0; m) (10 2; 5) (10 2; 10) (10 2; 15) (10 3; 5) (10 3; 10) (10 3; 15)
est 8:0  10 5 8:0  10 5 5:0  10 5 9:0  10 5 9:0  10 5 4:0  10 5
Proﬁling 29.28 8.85 26.17 22.98 4.91 4.94
Precond. 24.72 24.72 26.04 25.40 25.40 23.17
Iteration 13.78 13.78 4.68 22.93 22.93 3.52
Total 67.78 47.35 56.89 71.31 53.24 31.63
(b) ! =  20 + 10 3i
(0; m) (10 2; 5) (10 2; 10) (10 2; 15) (10 3; 5) (10 3; 10) (10 3; 15)
est 4:0  10 4 2:0  10 4 5:0  10 4 3:0  10 4 3:0  10 4 3:0  10 4
Proﬁling 11.24 6.83 7.67 14.33 14.33 14.33
Precond. 18.96 22.96 14.21 21.81 21.81 21.81
Iteration 5.49 2.45 6.41 3.50 3.50 3.50
Total 35.69 32.24 28.29 39.64 39.64 39.64
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(a) The pattern of nonzero elements. (b) The distribution of nonzero values.
Fig. 4.4: The features of A for EGFR2.
Table 4.3: Computation time corresponding to  for EGFR2.
(a) ! =  0:6 + 10 3i
 1:0  10 8 1:0  10 7 1:0  10 6 1:0  10 5 1:0  10 4
#MVs 4 5 8 23 y
Prec. 5658.51 2142.56 768.19 236.82 47.76
Time [sec] Iter. 39.31 36.13 42.21 90.69 —
Total 5697.82 2178.69 810.40 327.51 —
(b) ! =  30 + 10 3i
 1:0  10 7 1:0  10 6 1:0  10 5 1:0  10 4 5:0  10 4
#MVs 3 4 6 12 83
Prec. 2619.72 977.61 442.62 219.26 133.31
Time [sec] Iter. 26.25 26.13 30.52 48.93 288.29
Total 2645.97 1003.74 473.14 268.19 421.60
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(a) ! =  0:6 + 10 3i
(b) ! =  30 + 10 3i
Fig. 4.5: Total time corresponding to  for EGFR2.
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Table 4.4: Results of our proposed method for Example 2.
(a) ! =  0:6 + 10 3i
(0; m) (10 2; 5) (10 2; 10) (10 2; 15) (10 3; 5) (10 3; 10) (10 3; 15)
est 2:0  10 5 1:0  10 5 2:0  10 5 1:0  10 5 1:0  10 5 1:0  10 5
Proﬁling 303.47 127.31 227.38 231.76 109.92 130.57
Precond. 161.65 236.82 161.65 236.82 236.82 236.82
Iteration 308.18 90.69 308.18 90.69 90.69 90.69
Total 773.30 454.82 697.21 559.27 437.43 458.08
(b) ! =  30 + 10 3i
(0; m) (10 2; 5) (10 2; 10) (10 2; 15) (10 3; 5) (10 3; 10) (10 3; 15)
est 4:0  10 4 8:0  10 5 4:0  10 4 1:0  10 4 9:0  10 5 4:0  10 5
Proﬁling 231.17 180.14 93.07 273.43 142.80 145.38
Precond. 137.57 235.04 137.57 219.26 230.43 286.15
Iteration 138.51 45.53 138.51 48.93 45.53 35.93
Total 507.25 460.71 369.15 541.62 418.76 467.46
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(a) ! =  0:6 + 10 3i
(b) ! =  30 + 10 3i


















1. 提案法である BSAICを用いることによって，従来法である SAIや Block SAIに比べ前
処理時間が減少した．





















2. 初期 Cutoパラメータの設定等に依らず概ね適切な Cutoパラメータの選択ができた．
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