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Abstract: Tropical cyclone and sea surface temperature data have been
used in several studies to forecast the total number of hurricanes in the At-
lantic Basin. Sea surface temperature (SST) and latent heat flux (LHF)
are correlated with tropical cyclone occurrences, but this correlation is
known to vary with location and strength of the storm. The objective
of this article is to identify features of SST and LHF that can explain
the spatial-temporal variation of tropical cyclone counts, categorized by
their strength. We develop a variable selection procedure for multivari-
ate spatial-temporally varying coefficients, under a Poisson hurdle model
(PHM) framework, which takes into account the zero inflated nature of the
counts. The method differs from current spatial-temporal variable selection
techniques by offering a dynamic variable selection procedure, that shares
information between responses, locations, time and levels in the PHM con-
text. The model is used to study the association between SST and LHF
and the number of tropical cyclones of different strengths in 400 locations
in the Atlantic Basin over the period of 1950-2013. Results show that it
is possible to estimate the number of tropical storms by season and re-
gion. Furthermore, the model delimits areas with a significant correlation
between SST and LHF features and the occurrence and strength of TCs in
the North Atlantic Basin.
1. Introduction
A tropical cyclone is a rotating system characterized by a low-pressure center,
strong winds, and heavy rain that can cause severe damage both out at sea and
inland. Because of the numerous deaths and damages caused in the past (Xie and
Liu (2014)), it is crucial to develop methods to model and predict the locations
and strengths 1 of storms. According to Keith and Xie (2009), a hurricane is
an environmental heat engine driven by sensible and latent heating from the
ocean. Measures of sea surface temperature (SST) and latent heat flux (LHF)
values in certain areas and during some months of the year are correlated with
cyclone activity (Gray et al. (1994), Xie and Liu (2014) and Xie (2005)), and
thus should be important variables to describe the number of tropical cyclones
(TC) in space and time.
1Throughout this paper we use the word strength to refer to the classification of the storm
according to its strength. We use the word intensity to refer to the λ parameter in the Poisson
hurdle model.
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Numerous studies have described the relationship between SST and the num-
ber of TCs per season, with independent models per subregions in the North
Atlantic Basin, delimited by 10◦N to 62◦N latitude and 10◦W to 110◦W lon-
gitude; see Figure 1. Lehmiller, Kimberlain and Elsner (1997), Blake and Gray
(2004), Xie (2005), Elsner and Jagger (2006), Keith and Xie (2009), Werner and
Holbrook (2011) and Xie et al. (2014) use climate indices as covariates in mod-
els that predict the number of hurricanes in each of the following subregions:
Caribbean Ocean, Gulf of Mexico and the rest of the North Atlantic Basin.
While some of the climate indices are summaries of SST from specific geograph-
ical locations and months of the year, none of the models in the literature study
all possible combinations of months and locations.
Previous investigations using spatial models have determined that it is pos-
sible to describe the spatial variation of hurricanes using a finer scale than the
regional analyses discussed above. Elsner, Liu and Kocher (2000) show that the
location of hurricanes on a grid can be modeled using spatial models and cli-
mate indices. Jagger, Niu and Elsner (2002) develop a space time autoregressive
model and Hodges, Jagger and Elsner (2014) use a Bayesian hierarchical spatial
model, with total hurricanes by location as a response and climate indices per
location as covariates. Jagger, Niu and Elsner (2002) investigate forecasting skill
for the model when it predicts hurricane activity for each year in each location,
but pointed out that their estimators failed to converge using a grid size smaller
than 5 by 5 degrees.
One important feature of the TC data on a grid is that the number of storms
in a given year is likely to be zero in most of the locations in the Atlantic. Since
the probability of an occurrence is directly related to the expected number of
occurrences in a year, we propose a model that appropriately model both param-
eters and its association. Neelon, Ghosh and Loebs (2013) propose the Poisson
Hurdle Model (PHM) for such cases, as they warn that failing to account for this
dependence in zero-inflated models may produce biased parameter estimates.
In this paper, we model the spatial-temporal variation of the yearly number
of three strengths of TCs in the Atlantic Basin, and estimate their respective
multivariate spatial-temporal association with SST and LHF. Simultaneously
modeling the multivariate spatial-temporal process improves our ability to find
features in the space-time covariates that are significantly associated with TC
activity in specific locations. To this end, we propose a model to address the
following challenges: (1) a multivariate response that is potentially zero inflated,
(2) an association between response and covariates that varies over space and
time, (3) presence of correlation among coefficients for different responses, loca-
tions and times. We use empirical orthogonal functions (EOFs) to create fields
of SST and LHF features, and use their scores as covariates. We show that
the multivariate spatial-temporal variation of TCs can be explained by spatial-
temporal features of SST and LHF, using high spatial resolution and seasonal
patterns in addition to the annual signal. We use a Bayesian PHM with spatial-
temporal dependence, and add a prior that can facilitate the selection of areas
with no association, taking into account other correlations among coefficients.
Often the effect of covariates on the response is assumed to be constant across
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locations and time. However, this assumption is inappropriate in our case as TC
association with SST and LHF features varies with strength, location and time
within a season (Hodges, Jagger and Elsner (2014) and Xie and Liu (2014)).
Thus, we use spatial-temporally varying coefficients (Gelfand et al. (2003)) that
can relax this assumption. Moreover, our proposed method applies variable se-
lection techniques in order to identify areas with significant association in the
spatial-temporal domain.
Many variable selection methods have been proposed for Bayesian models; for
example, stochastic search variable selection (SSVS) from George and McCul-
loch (1993). Smith and Fahrmeir (2007) and Chipman (1996) propose variations
from SSVS, for single predictors and Scheel et al. (2013) propose to assume the
coefficients of multiple predictors of interest as a product of a binary spatially
dependent field and an independent Gaussian field, to perform spatial variable
selection. Reich et al. (2010), Lum (2012) and Cai et al. (2013) describe SSVS
specifically for spatially and spatial-temporally varying coefficients in Bayesian
models. Reich et al. (2010) use the spike and slab prior from Ishwaran and
Rao (2005) and describe a computationally efficient way to estimate the model.
Cai et al. (2013) propose a model that performs variable selection for spatial-
temporally varying coefficients using a Dirichlet process prior and nonparametric
techniques. Depending on the mixed distributions, the interpretation of these co-
efficients becomes very complicated and almost impossible. Boehm Vock et al.
(2015) propose to use copulas to retain interpretability of the coefficient. We
propose a new version of a copula prior that can create a continuous smooth
prior surface and perform multivariate spatial-temporal variable selection.
The novelty in our method is a dynamic variable selection procedure, which
shares information between responses, locations, time and levels in the PHM
context. This skill is essential in cases where we have a limited number of vari-
ables available, with a strong dependence structure, as in TC forecast models,
but also in many other areas. For example, in epidemiology studies, where one is
interested in detecting location and time where covariates have significant effects
on a zero inflated response; or in forestry or ecology where models for sparse
associations of covariates and rare events in space and time are also common.
This paper is organized as follows. Section 2 describes the data used in the
application. Section 3 introduces the statistical model and its estimation details.
Section 4 describes a simulation study that investigates the performance of
the variable selection technique, and Section 5 presents the results from real
data application of the model. Finally, Section 6 presents our discussion and
conclusions.
2. Data
Our main source of data is HURDAT (HURicane DATa), a publicly available
database that contains detailed information for all recorded TCs in the Atlantic
Basin since 1851. We construct a grid cell count using the 6 hour track data from
1950 to 2013 presented in Figure 1. The polygon grids are created using rect-
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Fig 1. HURDAT 6 hour track data from 1950 to 2013
angles of 2.5 by 2.5 degrees over the Atlantic Basin, and using the coordinates
from other variables used in the model as centroids.
In meteorology, the 5 category Saffir-Simpson scale is used to describe hurri-
canes. In practice, forecasters report tropical cyclones in three strength groups
according to said scale, which are:
• Low: Tropical storms. TCs with sustained winds of less than 33 m/s.
• Mid: Hurricanes of category 1 and 2. TCs with sustained winds between
33 and 49 m/s.
• Strong: Major hurricanes of category 3, 4 and 5. TCs with sustained winds
of more than 50 m/s.
We use this classification to count the number of unique storms per strength
and year in each grid box. These counts are the response variable in our model.
SST and LHF are used as covariates in our model. For SST, we use data from
the High-resolution Blended Analysis (Kalnay et al. (1996)), which takes mea-
surements from NOAA’s Advanced Very High Resolution Radiometer (AVHRR).
SST is reported at a resolution of 2.5 by 2.5 degrees. LHF is defined as the flux
of heat in watts per square meter (W/m2) from the Earth’s surface to the at-
mosphere, which is associated with evaporation of water at the surface and
subsequent condensation of water vapor in the troposphere. We use data from
the National Centers for Environmental Prediction (NCEP) Reanalysis (Kalnay
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Fig 2. Definition of trimesters compared to the Tropical Cyclone Season for TC data.
et al. (1996)), with a 2.5 by 2.5 degree resolution. Both SST and LHF have
daily observations available for the Atlantic Basin. We average the daily data
over three-month periods (trimesters) that coincide with the definition of sea-
son from World Ocean Database (WOD) (Levitus (1983)), i.e. winter starting in
January, spring in April, summer in July and fall in October. The relationship
between trimesters w and the tropical cyclone season is presented in Figure 2.
We define Z`(si, t, w) as the average of covariate `, in trimester w, location si
and year t, and then anomalies X`(si, t, w) as departures from the temporal
mean per trimester and location (Z`(si, ·, w)) in each variable. Anomalies for
some selected years are presented in Figure 3.
Our data consist of observations for T = 64 years, M = 4 trimesters per year,
N = 400 locations, K = 3 response variables (number of tropical cyclones of low,
mid and strong strength), and L = 2 covariates: SST and LHF. Figure 3 presents
maps of selected years as examples of the spatial locations in the Atlantic.
3. Statistical Methods
In this section we describe our model for yearly counts of TCs per location and
strength. The model simultaneously associates the different count distributions
to covariates’ features derived from anomalies.
3.1. Pre-processing
Since the association between SST and LHF and tropical cyclones is not neces-
sarily limited to an association between measures in the same location, we seek
multivariate spatial-temporal features to be used as covariates in an interpre-
tative way, while still providing a practical fit to the data. We use Empirical
Orthogonal Functions (EOFs) to describe said features. According to Lorenz
(1956), EOFs are spatial components that display space-time modes of variabil-
ity of a quantity over a region. Thus, each covariate anomaly, for each trimester
w, X`(w) = X`(·, ·, w) is approximated by the principal component (PC) scores,
calculated using singular value decomposition (SVD) of X`(w), for each w and
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Fig 3. North Atlantic Basin: Anomalies in the North Atlantic Basin during the first trimester
for SST (left column) and SST (middle column). Counts per grid box of Tropical Storms of
Strength 1 (right column). Years 1955, 1980, and 2013 randomly selected to illustrate data.
`. In this way, we can represent the anomalies as:
X`(si, t, w) =
R∑
r=1
ξ`,r(t, w)φr(w, si) + (si, t, w), (1)
where R is the number of scores used to explain more than 70% of its variation.
EOFs φr(w, si) are defined for each trimester w, ξ`,r(t, w) are the correspondent
PC scores for each covariate `, and trimester w, and (si, t, w) is the variation
orthogonal to the first R EOFs.
3.2. Model
Let yk(si, t) be the number of unique TCs in year t of strength k in location si.
We model yk(si, t) using a hierarchical Poisson hurdle model (PHM), where the
probability mass function is defined as:
P (yk(si, t) = m|pk(si, t), λk(si, t)) =
{
1− pk(si, t) if m = 0
pk(si, t)
λk(si,t)
m
(expλk(si,t)−1)m! if m > 0
(2)
where pk(si, t) is the probability of non-zero counts and λk(si, t) is the intensity
parameter. Both pk(si, t) and λk(si, t) are described as a logit and loglinear
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function of multivariate spatial-temporally varying coefficients of the covariates’
scores, respectively. Thus we have:
logit(pk(si, t)) =
L∑
`=1
M∑
w=1
R∑
r=1
β1,k,`,r(si, w)ξ`,r(t, w)
log(λk(si, t)) =
L∑
`=1
M∑
w=1
R∑
r=1
β2,k,`,r(si, w)ξ`,r(t, w).
(3)
Since our model coefficients vary in space by trimesters and by strength they
are able to explain the association between the space-time modes of variability
in the covariates (LHF and SST) and both the probability of non-zero counts
and the intensity, for every strength. This association is expected to be close
to zero in many spatial locations and during some trimesters, depending on
the TC strength. To this end, we propose a method that can identify where,
when, and for which strength this association is different from zero. Further-
more, we present a prior for β that selects such cases and uses the correlation
between responses, locations, time and levels in the PHM context to improve
this estimation.
3.3. Multivariate Spatial-Temporal Prior
Let A be a combination of covariate `, PC score r, response k and level of PHM
j. Each coefficient βA(si, w) is modeled using a Gaussian copula and a latent
variable θA(si, w). We define θA(si, w) ∼ MVN(0,Σ) and use Σ with a separable
covariance structure with the following form:
Σθ = Γs ⊗ Γw ⊗ Γk ⊗ Γj . (4)
The term separable means that we can factor the covariance structure into
purely spatial (s), temporal (w), multivariate (k), and by PHM level (j) co-
variance structures, which allows for computationally efficient estimation and
inference. Each covariance Γ can be written as a correlation function C(h) where
h is the Euclidean distance when the distance is defined in space (s) or in time
(w), or the numerical absolute difference when the function is in terms of the
ordered response strengths (k = 1, 2, 3) or PHM levels (j = 1, 2).
Then, we define βA(si, w) = F
−1
A {Φ[θA(si, w)]} where Φ is the cdf of a stan-
dard normal distribution and FA is the marginal cdf of each βA(si, w), dis-
tributed as a multivariate spike and slab mixture of normal densities:
βA ∼ piAN(αA, σ2A) + (1− piA)N(0, σ2A/C), (5)
where piA represents the expected proportion of coefficients that are centered at
αA. In this way, coefficients are smoothed around αA or 0. σ
2
A controls variabil-
ity around the means of the mixed distribution, and C represents the ratio of
variance for coefficients centered in zero to centered in αA.
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A copula can flexibly model the marginal distributions while introducing
dependence via multivariate normal distributions, creating a continuous smooth
prior surface. The intuition in our case is that if a coefficient is close to zero in a
specific location and time, nearby locations (in space and time) are unlikely to
have large coefficients. Also, coefficients for adjacent categories from an ordered
response and the two levels of a PHM are expected to be correlated, since the
probability of having zero counts in a specific location and time is likely to be
associated with its intensity.
For piA, we use a flat prior between 0 and 1. Other prior choices can give
more weight to options like piA = 0: all locations and trimesters have a coef-
ficient centered in zero for A, or the opposite piA = 1. For αA, the prior is a
normal distribution with standard deviation 1, which allows the coefficients to
be centered in values ranged from [−4, 4]. Previous work on mixed models sim-
ilar to Equation 5 has defined that model fit can be sensitive to large values of
σA because it would be difficult to differentiate between coefficients centered at
0 from other values. We use a Gamma(0.1,0.1) prior to encourage small values
for σA.
We model the temporal and spatial covariance components using AR1 and
exponential structures, respectively, while using a vague Wishart prior to model
the multivariate covariance and the covariance between PHM levels. Hyperpriors
for the spatial range parameter r, and the temporal correlation and variance
ρt and σt are recommended to be informative, in the sense of restricting the
range of possible parameter values to values which make sense in terms of the
application.
To estimate the parameters in the model, we use a Markov chain Monte
Carlo (MCMC) algorithm. Since we are using a mixed distribution as a prior
for βA(si, w), we do not have conjugacy, and we need to use rejection sampling.
The scheme requires factoring 24N×24N matrices that we simplify by using the
Woodbury matrix identity on the Kronecker structure of Σθ. In the simulation
study in Section 4 we generate 15000 iterations, discard the first 5000 as burn-in,
and thin the chains by keeping every fifth iteration.
4. Simulation Study
We study the performance of our model compared to two other competing mod-
els for variable selection. Our main focus is to describe the dynamic variable se-
lection performance; thus we compare performance for varying degrees of spatial-
temporal correlation in the coefficients βA(si, w). For that, we use the following
statistics: median absolute deviation (MAD), ability to correctly identify null
coefficients in space and time and MSE for each coefficient estimated.
We generate 5 βA(si, w) under three different settings. Setting 1 is composed
of smooth surfaces created using linear combinations of latitude, longitude, and
αA = {2, 1.5, 1, 0.5, 0}, respectively. Figure 1 in Supplement B shows an example
realization. In this case βA(si, w) does not follow the same distribution as in any
of our models. Settings 2 and 3 are generated using the copula transformation
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described in Section 3.3 and assuming 5 true, with αA = {2, 1.5, 1, 0.5, 0}, pi =
{1, 0.8, 0.5, 0.2, 0}, σ2A = 1 and C = ∞. They differ in the degree of spatial-
temporal correlation. For each A and each setting, we generate M = 4 time
points and N = 100 locations.
Samples of ξA(w, t) ∼ N(0, 2−1/2) for w = 1, 2, .., 4 and t = 1, 2, .., 30, with
A = 1, 2, .., 5 are generated to simulate scores. We apply Gram-Schmidt or-
thonormalization to make them independent among A. Then, we use βA(si, w)
from settings 1-3, to have βT ξ, and use it to generate random samples of Y (si, t)
from a Poisson distribution: Pois(exp (βT ξ)).
Following the procedures outlined above, we generate B = 50 data sets using
the following settings for βA(si, w):
• Setting 1: Weak Temporal Correlation and Strong Spatial Correlation.
Smooth surfaces are generated using linear combinations of latitude and
longitude.
• Setting 2: Weak Spatial-Temporal Correlation. The true coefficients for
each location and trimester are exponentially spatially correlated with
range = 2 km and temporally correlated with ρ = 0.1 for all A.
• Setting 3: Strong Spatial-Temporal Correlation. The true coefficients for
each location and trimester are exponentially spatially correlated with
range = 100 km and temporally correlated with ρ = 0.9 for all A.
We test the performance of three models under three different data settings.
Since we concentrate on showing the advantages of sharing information between
locations and times when performing variable selection, we simplify the response
model to be y(si, t) ∼ Pois(λ(si, t)), and use the second Equation in 3 to model
the intensity parameter λ(si, t) as a function of the scores ξ`,r(w, t). Here, A
represents scores for each covariate (component) that is used in our model. The
three models we consider are our model (Model 3) and two other competing
models for variable selection. They differ in the latent variable distribution used
in the transformation for θA(si, w) ∼ MVN(0,Σθ):
• Model 1: βA(si, w) are independent across sites and times and follow the
distribution in 5. It does not share information, since Σθ = σ
2
t × I is just
a diagonal matrix.
• Model 2: Spatial dependence in βA(si, w) is induced with a Gaussian
Copula. It shares information across sites, using Σθ = S⊗ σ2t × I where S
represents an exponential spatial correlation matrix with range r.
• Model 3: Spatial-temporal dependence in βA(si, w) is induced using a
Gaussian Copula. It shares information across sites and times, using Σθ =
S ⊗ T , where S is defined as in Model 2 and T has an autoregressive 1
structure (AR1) with parameters ρt and σ
2
t for time.
In all cases, we use the same priors : αA ∼ N(0, 2), piA ∼ Beta(1, 1), and
σ2A ∼ InvGamma(0.1, 0.1). We include Model 1 as a baseline to show the overall
improvements in the estimation of βA(si, w) when considering the spatial and
the spatial-temporal structure that models 2 and 3 provide.
We compute posterior medians and credible intervals for each βA(si, w) and
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Table 1
Mean Acceptance Rate for all parameters.
Weak T Correlation Weak ST Correlation Strong ST Correlation
M1 M2 M3 M1 M2 M3 M1 M2 M3
β 0.75 0.74 0.44 0.81 0.79 0.76 0.74 0.79 0.43
α 0.19 0.14 0.35 0.71 0.71 0.85 0.71 0.71 0.85
pi 0.31 0.35 0.38 0.36 0.35 0.32 0.35 0.35 0.43
Table 2
Median MAD per βA over locations and trimesters. All standard errors are less than 0.006.
Proportion of correctly estimated βA = 0 All standard errors are less than 0.005. NA in
cases where we did not simulate zeroes.
Weak T Correlation Weak ST Correlation Strong ST Correlation
M1 M2 M3 M1 M2 M3 M1 M2 M3
MAD β1 0.3073 0.4018 0.3699 0.6235 0.5996 0.7316 0.7594 0.6712 0.6882
β2 0.3229 0.4006 0.3686 0.6368 0.5843 0.7327 0.6731 0.6787 0.6112
β3 0.3263 0.3440 0.2824 0.6940 0.7460 0.4722 0.9846 1.0040 0.5306
β4 0.3349 0.3380 0.1999 0.5110 0.5174 0.3615 0.9221 0.8880 0.3044
β5 0.3197 0.3268 0.2042 0.6480 0.6458 0.0154 0.7164 0.7049 0.2473
Proportion β1 0.8121 0.7437 0.8862 NA NA NA NA NA NA
of Correctly β2 0.8457 0.7594 0.8670 0.5258 0.4419 0.7860 0.7792 0.8430 0.8404
Estimated β3 0.7434 0.8369 0.9409 0.8925 0.8754 0.9437 0.6028 0.7602 0.9692
βA = 0 β4 0.7184 0.7346 0.8676 0.9586 0.9746 0.9894 0.8568 0.9476 0.9827
β5 0.8941 0.8541 0.9285 0.5510 0.5509 0.9980 0.5563 0.5517 0.8882
posterior means for piA and αA. Median absolute deviation (MAD) is averaged
over space, trimesters and iterations for each βA. Percentage of correctly esti-
mated zeroes are calculated only for βA and averaged over space, trimesters and
iterations as well. MSE is also calculated and averaged over iterations for αA
and piA.
MAD is computed in the following way, for each setting and model:
MADA = MedianBNM |βˆA(si, w)− βA(si, w)|
where B = 50 data sets, N = 100 locations and M = 4 time points.
Table 2 presents MAD for each βA(si, w). Values were compared using cred-
ible intervals. We can see how the median absolute deviations for Model 3 are
statistically smaller in most of the settings generated with strong correlation,
as expected. In some cases, this improvement is reflected in a 40% decrease of
MAD. Nevertheless, this difference is not reflected in cases where we have weak
correlation and α is generated as far from zero (β1 and β2). When comparing
results for data generated with weak temporal correlation, MAD for our model
is smaller than models 2 and 3 in all cases. MAD is statistically smaller using
Model 3 in cases where the real α is equal or close to zero (β3, β4, and β5).
As a way to evaluate the performance of our dynamic variable selection
method, we calculate the proportion of correctly estimated βA = 0. Our model
detects a statistically higher proportion of real values equal to zero in all cases
when the data is generated with weak and strong correlation. On the other hand,
our model performs similarly to Model 2 in cases where we have weak temporal
correlation or when α is far away from zero. Simulation results show an average
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increase of 13%, 38%, and 30% in the percentage of correctly detected zeroes,
for each of the settings. The best case scenario of performance for our dynamic
variable selection procedure is when data presents strong spatial-temporal cor-
relation, and it is close to zero.
Intuitively, MAD result reflects the fact that our model (M3) benefits from us-
ing temporal correlation to get a better fit when there is strong spatial-temporal
correlation present, compared to the fit to weak spatial-temporal or temporal
dependent data. The same benefit is reflected in the percentage of correctly de-
tected zeroes, where sharing information in space and time gives the model more
tools to correctly detect zeroes. Therefore, when there is strong spatial-temporal
correlation present in the data, the simulation shows the need of a model that
accounts for both space and time dependence.
Overall, our model shows an average increase of 13%, 38%, and 30% in the
percentage of correctly detected zeroes for weak temporal, weakly and strongly
correlated data, respectively. Also, on average our model has a MAD per βA
38% lower than the competing models for strongly correlated data, 24% lower
for weakly correlated data, and 16% lower with weak temporal correlation.
5. Analysis of Tropical Cyclones in the Atlantic Basin
5.1. Model Comparison
We fit the full model (ST) from Section 3, and two other models (Spatial and
Independent) to the tropical cyclone data described in Section 2. The difference
between the full model (ST), spatial (SP) and independent (IN) model is the
specification of Σθ in 4. In the SP model we use Σθ = Γs ⊗ Iw ⊗ Ik ⊗ Ij , and in
the IN model we assume independence over all levels (Σθ = Is ⊗ Iw ⊗ Ik ⊗ Ij).
We perform the comparison in order to collect evidence of the need of the full
model (or the lack thereof).
For each trimester w, we calculate anomalies X`(si, t, w) for both SST and
LHF and then perform a SVD as described in Section 3. We obtain R = 4 EOFs
with their respective scores ξ`,r(t, w) for each covariate ` and trimester w, to have
16 time series in total. The maps of the four resulting EOFs for each covariate
and trimester are presented in the Supplement B. The obtained EOFs for each
of the seasons and covariates together describe at least 70% of the variability.
The estimated scores range from −6 to 6 in all cases and are centered close to
zero. In the results subsection we describe these spatial patterns as features and
relate them to the response with the statistically significant factors.
We compare models using DIC and MSE, to evaluate goodness of fit of the
model, but also their ability to estimate correctly the number of storms per
location and per year. The percentage of locations with no TCs in a given year
in the Atlantic Basin ranges from 78% to 98% for low strength, from 83% to
99% for mid strength and from 89% to 100% for strong strength and the range
of counts per location is from 0 to 4 storms. Table 3 presents all the goodness
of fit measures for each model.
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Table 3
Goodness of fit criterion DIC, and MSE overall, per location and per year for the full model
(ST), spatial (SP) and independent (IN). DIC bar values (standard error in parenthesis) for
models using different grid box sizes, compared to a model using climate indices.
MSE
DIC TS HU MH
Independent (IN) 183.1 (1.2) 3.16 (0.3) 2.51 (0.2) 0.08 (0.001)
Spatial (SP) 142.9 (1.1) 0.20 (0.01) 0.18 (0.02) 0.04 (0.001)
Spatial Temporal (ST) 136.2 (4.2) 0.13 (0.01) 0.12 (0.001) 0.03 (0.001)
200 grid boxes 136.9 (4.5)
400 grid boxes 136.2 (4.2)
800 grid boxes 136.5 (4.3)
Climate indices 173.6 (5.8)
The full model (ST) is selected as the best model by DIC and MSE values
for every response. We compare the observed with the expected values of the
posterior distribution and obtain that the full model performance in terms of
MSE per response is superior to the IN and SP models performance for all
responses. Figures 7 and 6 in the Appendix show the MSE per location and year,
respectively for the full model. Our model has a fairly superior performance per
year compared to climatology (MSE per response is 0.14 for TC, 0.16 for HU
and 0.03 for MH), with some exceptions like 1966, 1997 and 2005 for HU. In
addition, the full model presents MSE lower than 1 unit in most of the locations,
with a unique exception in front of the African Coast, very close to the mid TC
main development region. However, prediction is not the only focus of our model.
We also use the model to identify potentially scientifically relevant associations
between covariates and responses.
5.2. Sensitivity Study
We consider several choices of hyperpriors when fitting the full model. Also, we
estimate the scores using three different rectangle sizes as grid boxes in space for
SST and LHF measures. We evaluate the performance of the different modeling
options using the Deviance Information Criterion (DIC).
We specify different hyperpriors for the spatial range parameter r, and the
temporal correlation and variance ρt and σt. Results were robust in terms of
DIC when changing priors for ρt and σt from informative to non informative.
For this analysis we use a uniform prior for ρt and a Gamma(0.1,0.1) for σt.
We observe that DIC is sensitive to a change in r; goodness of fit improves
significantly when using a uniform distribution from 0 to 300 km, instead of 30
km or 3000 km as upper limits. This improvement could be explained by the
typical ratio of a tropical cyclone eye, which approximately ranges from 3 to
300 km (NHC (2016)).
In addition to these hyperprior choices, we conduct a specific sensitivity anal-
ysis to compare the goodness of fit when using different rectangle grid box sizes
to construct the SST and LHF scores, and at the same time compare it with
a model that uses climate indices instead. The use of climate indices as base
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Table 4
Posterior estimates for each response for the overall mean αA, the proportion piA of
coefficients centered in αA 6= 0 and the variability σA of coefficients centered in αA, for
responses Y1 = Tropical Cyclones, Y2 = Hurricanes and Y3 = Major Hurricanes. Values
with (*) have credible intervals that do not include zero.
Tropical Cyclones Hurricanes Major Hurricanes
SST, p LHF, p SST, λ LHF, λ SST, p LHF, p SST, λ LHF, λ SST, p LHF, p SST, λ LHF, λ
αA, r = 1 -0.44 (*) 0.56 0.13 0.18 (*) 0.01 -0.02 0.11 0.29 -0.02 0.50 (*) 0.09 0.46 (*)
αA, r = 2 -0.49 (*) -0.48 (*) -0.71 (*) -0.21 -0.40 (*) -0.36 0.09 -0.31 0.17 -0.33 (*) 0.04 -0.39 (*)
αA, r = 3 -0.76 (*) 2.99 (*) -0.59 (*) 0.24 (*) -0.31 0.08 -0.16 -0.50 -0.38 -0.48 (*) -0.18 -0.76
αA, r = 4 -0.64 (*) -0.34 (*) -0.03 -0.41 (*) 0.26 0.01 0.13 0.15 -0.07 -0.00 -0.07 0.09
piA, r = 1 0.19 (*) 0.16 (*) 0.01 0.08 (*) 0.03 0.52 (*) 0.12 (*) 0.15 (*) 0.04 0.18 (*) 0.09 (*) 0.02
piA, r = 2 0.22 (*) 0.28 (*) 0.33 (*) 0.80 (*) 0.22 (*) 0.06 0.19 (*) 0.17 (*) 0.05 0.28 (*) 0.22 (*) 0.05
piA, r = 3 0.21 (*) 0.14 (*) 0.33 (*) 0.67 (*) 0.04 0.04 0.13 (*) 0.19 (*) 0.25 (*) 0.23 (*) 0.05 (*) 0.02
piA, r = 4 0.24 (*) 0.21 (*) 0.01 0.18 (*) 0.17 0.55 (*) 0.12 (*) 0.17 (*) 0.07 0.05 0.21 (*) 0.16 (*)
σA, r = 1 0.10 (*) 0.09 (*) 0.05 (*) 0.05 (*) 0.11 (*) 0.51 (*) 0.48 (*) 0.64 (*) 0.17 (*) 0.21 (*) 0.49 (*) 0.09 (*)
σA, r = 2 0.13 (*) 0.20 (*) 0.08 (*) 0.83 (*) 0.17 (*) 0.11 (*) 0.61 (*) 0.49 (*) 0.16 (*) 0.30 (*) 0.70 (*) 0.38 (*)
σA, r = 3 0.16 (*) 0.20 (*) 0.08 (*) 1.34 (*) 0.11 (*) 0.11 (*) 0.51 (*) 0.87 (*) 0.25 (*) 0.28 (*) 0.43 (*) 0.21 (*)
σA, r = 4 0.20 (*) 0.08 (*) 0.05 (*) 0.05 (*) 0.12 (*) 0.59 (*) 0.50 (*) 0.52 (*) 0.17 (*) 0.17 (*) 0.55 (*) 0.57 (*)
comparison is particularly interesting in this case, since those are the covariates
that are typically used in TC forecast models (Xie et al. (2014)). DIC was nearly
identical among the cases of using 200, 400 and 800 grid boxes to construct the
SST and LHF scores, but it was higher in the model that uses climate indices
instead of scores (Table 3). We set the rectangle size to be the same as the
response (2.5 by 2.5 degrees) and use 400 grid boxes to calculate the SST and
LHF scores. The first two scores per trimester are presented in Supplement B.
In order to improve MCMC convergence, we tune C to give acceptance rates
of around 30% or higher for most parameters. Convergence is monitored using
trace plots of deviance and several representative parameters. For all the sensi-
tivity analyses and the final analysis, we generate 20,000 samples and discard
the first 5,000 as burn-in and thin the chains by keeping every fifth iteration.
5.3. Results
Table 4 presents the posterior estimates for each response for the overall mean
αA, the proportion piA of coefficients centered in αA 6= 0 and the variability
σA of coefficients centered in αA. The proportion of locations where estimated
coefficients are significantly different from zero for SST and LHF features are
presented in Table 5; significant difference is determined by whether or not
credible intervals include zero.
We define a significant factor as an EOF for which more than 10% of the
corresponding spatially varying coefficients for a given trimester w are statis-
tically different from zero (posterior credible interval do not include zero). We
describe here those factors that have a sum of magnitudes greater than 20 for
intensity and greater than 10 for probability of occurrence. SST features are the
only significant factors of coefficients during winter (w = 1). These coefficients
are the most important in terms of determining predictors to use in the seasonal
forecast, because they can be measured before the TC season starts (Figure 2).
For example, the model indicates that warmer anomalies in SST over the mid
TC main development region (in front of the African Coast) and in the Arctic
during the winter are positively correlated with more major hurricanes in the
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Fig 4. Winter: SST Features (first left column) and their respective statistically significant
associated factors. Warm colors (red, orange) are positive, and cold colors (purple, green) are
negative. EOFs range from -0.2 to 0.2 and coefficients from -1 to 1.
Caribbean Sea and with more hurricanes around Florida, Cuba and the Mid At-
lantic. Furthermore, the model shows that negative anomalies in SST over the
Western Atlantic present a negative correlation with the occurrences of tropical
storms over the coast of Florida and Cuba (see Figure 4).
TC seasonal variation is well described using SST and LHF features during
spring and summer (w = 2, 3). While these covariates cannot be used for sea-
sonal predictions, identifying their relationship with TC occurrence may provide
guidance for future scientific studies. During spring, we have a significant factor
that describes a positive correlation between positive anomalies in SST over
the Arctic and the number of major hurricanes in the Gulf of Mexico and the
Caribbean Sea. Also, Figure 5 shows three significant factors that relate posi-
tive anomalies of LHF over the tropical Atlantic, Caribbean and Gulf of Mexico
as positively associated with both the occurrence of tropical storms and their
number of occurrences over the Atlantic.
During summer (Figure 8 in the Appendix), we find an opposite pattern
for SST anomalies in the Arctic, since they are negatively correlated with the
number of hurricanes and major hurricanes over the Gulf of Mexico, around
Cuba and over the Mid Atlantic. Furthermore, positive anomalies of LHF in
front of the US East Coast are positively correlated with the occurrence of
hurricanes in the same area. Finally, positive LHF anomalies over the Gulf of
Mexico and the tropical Atlantic are negatively correlated with the occurrence
of major hurricanes around the lower Antilles and with the number of tropical
storms over the Gulf of Mexico, the Caribbean and the Mid Atlantic. Lastly,
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Fig 5. Spring: SST or LHF Features (first left column) and their respective statistically
significant associated fractors. Warm colors (red, orange) are positive, and cold colors (purple,
green) are negative. EOFs range from -0.2 to 0.2 and coefficients from -1 to 1.
during the fall (Figure 9 in the Appendix) all the statistically significant factors
are related to LHF.
6. Discussion
In this article, we develop a statistical model that allows for dynamic variable
selection. The multivariate spatial temporal smooth surface we use in the prior
reflects the fact that categories, trimesters, locations, and levels of PHM can
affect the association of SST and LHF with the response.
A simulation study shows that our model outperforms the independent and
spatial models providing an average increase of 27% in the percentage of cor-
rectly detected zeroes, in all treatments. Also, on average our model has a MAD
per βA 26% lower than the competing models. In some cases, this improvement
is reflected in a 40% decrease of MAD. In the data application, we find that
using 200, 400 or 800 grid boxes to construct the SST and LHF scores has
Alfaro-Co´rdoba et al./Multivariate Spatial-Temporal Variable Selection 16
no effect on model goodness of fit (DIC), but each is better than a traditional
climate index model (Table 3). Also, our model has a significantly lower MSE
values than the competing models.
This study provides a better understanding of how observed TC variations
in space and time are related to variations in features of SST and LHF. No
previous study has attempted to relate SST and LHF features to the variation
of storms, using spatial-temporal models and variable selection techniques. Our
results show that warmer SST anomalies during winter and spring over the mid
TC main development region are associated with more major hurricanes in the
Caribbean Sea and the Gulf of Mexico. The results of this study can be used to
improve seasonal forecast models by using the proposed measures as seasonal
predictors.
Appendix A: Descriptive Statistics for Coefficients
Table 5
Proportion of locations with estimated coefficients statistically different from zero (credible
intervals do not include zero). From those coefficients different from zero (+) indicates that
more than 60% of the locations have a positive coefficient for that specific trimester,
response and score. In a similar way, (-) indicates that more than 60% of the locations have
a negative coefficient for that specific trimester, response and score. Bold values are
significant factors. Red values are those displayed in Figures 4, 5, 8 and 9.
Resp, Level Score Sea Surface Temperature Latent Heat Flux
w = 1 w = 2 w = 3 w = 4 w = 1 w = 2 w = 3 w = 4
Y1 = TS, p
r = 1 0.02 - 0.00 0.25 - 0.00 0.00 0.00 0.00 0.00
r = 2 0.10 - 0.07 - 0.08 - 0.00 0.01 - 0.67 - 0.00 0.44 -
r = 3 0.45 - 0.22 - 0.00 - 0.00 0.21 + 0.00 0.00 0.00
r = 4 0.48 - 0.01 - 0.14 - 0.00 0.00 0.00 0.28 - 0.00
Y1 = TS, λ
r = 1 0.00 0.01 + 0.00 0.00 0.00 0.00 0.12 + 0.00
r = 2 0.77 - 0.11 - 0.64 - 0.43 - 0.05 + 0.37 - 0.10 + 0.20 -
r = 3 0.81 - 0.71 - 0.17 - 0.27 - 0.01 + 0.40 + 0.35 - 0.04 +
r = 4 0.01 - 0.00 0.00 0.00 0.12 - 0.00 0.36 - 0.09 -
Y2 = HU, p
r = 1 0.00 0.00 0.00 0.00 0.02 - 0.00 0.16 + 0.17 -
r = 2 0.32 - 0.00 0.00 0.00 0.00 0.00 0.00 0.00
r = 3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
r = 4 0.00 0.00 0.00 0.00 0.04 + 0.18+ 0.18 - 0.06 -
Y2 = HU, λ
r = 1 0.25 + 0.23 - 0.16 - 0.03 - 0.09 - 0.04 + 0.20 + 0.21 -
r = 2 0.35 - 0.08 + 0.22 - 0.05 + 0.01 + 0.14 + 0.11 - 0.29 -
r = 3 0.07 - 0.13 - 0.04 - 0.04 - 0.07 - 0.04 + 0.11 + 0.18 +
r = 4 0.33 - 0.19 + 0.22 + 0.09 + 0.15 + 0.28 + 0.19 - 0.12 -
Y3 = MH, p
r = 1 0.00 0.00 0.00 0.00 0.00 0.00 0.12 + 0.00
r = 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.32-
r = 3 0.06 - 0.03 - 0.00 0.00 0.00 0.05- 0.25 - 0.00
r = 4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Y3 = MH, λ
r = 1 0.17 + 0.04 - 0.00 0.04 + 0.08 + 0.04 + 0.35 + 0.03 +
r = 2 0.03 - 0.10 + 0.15 - 0.03 + 0.05 - 0.00 0.00 0.30 -
r = 3 0.17 - 0.10 - 0.06 + 0.04 + 0.06 - 0.04 - 0.35 - 0.06 -
r = 4 0.07 - 0.07 + 0.05 - 0.11 + 0.06 + 0.13 + 0.07 - 0.10 -
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Appendix B: MSE per location and per year
Fig 6. MSE per location for each response: (a) Tropical Cyclones (TC), (b) Hurricanes (HU)
and (c) Major Hurricanes (MH).
Fig 7. MSE per year for each response: Tropical Cyclones (TC), Hurricanes (HU) and Major
Hurricanes (MH).
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Appendix C: Significant Factors for Summer and Fall
Fig 8. Summer: SST or LHF Features (first left column) and their respective statistically
significant associated factors. Warm colors (red, orange) are positive, and cold colors (purple,
green) are negative. EOFs range from -0.2 to 0.2 and coefficients from -1 to 1.
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Fig 9. Fall: LHF Features (first left column) and their respective statistically significant as-
sociated factors. Warm colors (red, orange) are positive, and cold colors (purple, green) are
negative. EOFs range from -0.2 to 0.2 and coefficients from -1 to 1.
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Supplementary Material
Supplement A: Code for the MCMC sampler
(.zip file). Code for the MCMC sampler used in the Simulation.
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