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Il proposito della tesi e quello di studiare le proprieta principali della
ltrazione dei gruppi di ramicazione con indice in alto nelle estensioni di
Galois nite di campi locali, dandone una completa caratterizzazione nel caso
di estensioni cicliche totelmente ramicate di grado pm.
Fissiamo un campo K completo rispetto ad una valutazione discreta vK
con campo dei residui di caratteristica p > 0; detta L una sua estensione nita
allora vK ammette un'unica estensione ad L che chiamiamo vL. Indichiamo
con OL l'anello di valutazione di L rispetto a vL.
Supponiamo in aggiunta che L/K sia di Galois con gruppo di Galois G:∀i ≥ −1 reale si denisce l'i-esimo gruppo di ramicazione di L/K come
Gi = { ∈ G ∣ vL((a) − a) ≥ i + 1 ∀ a ∈ OL}:
La successione dei Gi costituisce una ltrazione del gruppo di Galois G del-
l'estensione tale che ∀i ≥ −1 Gi+1 ◁Gi e denitivamente Gn = {e}.
Deniamo inoltre la funzione
'L/K(s) = ∫ s
0
dx∣G0 ∶ Gx∣ :
Detta allora  L/K l'inversa di 'L/K deniamo i gruppi di ramicazione con
indice in alto come Gt =∶ G L/K(t). Un numero reale t e detto salto della
ramicazione in alto se Gt ≠ Gu ∀u > t.
Il teorema di Hasse-Arf [Arf] aerma che, nel caso di estensioni abeliane, i
salti della ramicazione in alto sono interi.
Un problema classico e trovare condizioni necessarie e sucienti ache,
data una m-pla di interi {t1; : : : ; tm}, esista un'estensione ciclica totalmente
ramicataKm/K di grado pm tale che i salti in alto dei gruppi di ramicazione
siano esattamente {t1; : : : ; tm}.
La soluzione del problema risulta direttamente legata alla presenza di
radici ps-esime dell'unita nel campo K di partenza.
Una prima soluzione infatti e stata data dal matematico tedesco E. Maus
i
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[Mau1] in due casi particolari: il primo, in cui K non contiene radici p-
esime dell'unita, e il secondo in cui K contiene una radice p-esima dell'u-
nita e vK(p − 1) non e divisibile per p. Successivamente, analizzando il caso
in cui p ∈ K, il matematico americano B.Wiman [Wym] ha dimostrato la
condizione necessaria
ti+1 = ti + e ∀i ≥ c;
dove c e una costante che dispende soltanto dal campoK ed e = vK(p), usando
soltanto la teoria di Kummer. Nello stesso periodo ma utilizzando strumenti
piu sosticati, il matemitico canadese M.Marshall [Mar] ha dimostrato che,
detto e′ = e/(p − 1), le condizioni:
(a) 1 ≤ t1 ≤ pe′ e (t1; p) = 1 se t1 ≠ pe′;
(b) se ti < e′ allora pti ≤ ti+1 ≤ pe′ e (ti+1; p) = 1 se ti+1 ≠ pti; pe′;
(c) se ti ≥ e′ allora ti+1 = ti + e
sono necessarie, mostrandone anche la sucienza nel caso in cui tm−1 < e′.
In seguito, il matematico francese T.Nguyen-quang-do [Ngu] ha fornito una
dimostrazione piu diretta dell'ultima proprieta nel caso in cui K contenga le
radici p-esime dell'unita.
La soluzione denitiva del problema nel caso in cui ∣K ∣ < +∞ e stata data
dal matematico giapponese H. Miki [Mik1]. La trattazione di Miki evidenzia
che, nel caso in cui p ∈ K e vK(p − 1) ≡ 0 (p), l'esistenza di una certa re-
lazione tra alcuni generatori del gruppo U1K come Zp -modulo rende molto piu
dicile determinare i possibili salti della ramicazione, ma la dimostrazione
non e costruttiva.
Nonostante la semplicita dell'enunciato del problema, la trattazione nel
caso generale richiede l'utilizzo di strumenti abbastanza sosticati di teoria
algebrica dei numeri quali la class eld e lo studio del comportamento della
norma ristretta al gruppo delle unita UL; a tali arogmenti e infatti dedicata
la prima parte della tesi.
Nell'ipotesi in cui il campo dei residui di K sia nito, il teorema di esistenza
della class eld [FeV] asserisce che esiste una corrispondenza biunivoca tra i
sottogruppi N di K∗ di indice nito e le estensioni abeliane nite L di K tale
che N = NL/K(L∗). Inoltre, da tale corrispondenza discende anche un isomor-
smo tra il gruppo di GaloisG dell'estensione e il gruppo nitoK∗/NL/K(L∗).
Tale teorema permette quindi di trasformare la ricerca di estensioni cicliche
di grado pm nello studio di sottogruppi N di K∗ tali che il gruppo quoziente
K∗/N sia ciclico di ordine pm. Inoltre, tramite lo studio delle proprieta delle
norme, si dimostra che data un'estensione L/K ciclica di grado pm e detto N
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il sottogruppo delle norme associato all'estensione, l'i-esimo salto in alto della
ramicazione ti e il minimo intero j tale che U j+1K ⊂ NK∗pi . Tale proprieta
permette quindi di imporre le condizioni anche, preso un sottogruppo N di
K∗ con le proprieta descritte precedentemente l'estensione ad esso associata
abbia i salti della ramicazione cercati.
La seconda parte dell'elaborato da una dimostrazione completa dei prin-
cipali risultati sia di Maus che di Miki. In particolare, la sucienza delle con-
dizioni e dimostrata in modo diretto fornendo, in ognuno dei casi possibili,
una costruzione esplicita del sottogruppo normico N ⊂K∗ associato all'esten-
sione cercata (tramite la class eld) usando le proprieta di una particolare
base del gruppo delle unita.
La tesi contiene inne anche alcuni esempi concreti dell'applicazione del
teorema di Miki. Il caso delle estensioni cicliche di grado p puo essere trattato
in modo diretto senza l'aiuto della class eld. Infatti, se il campo K contiene
le radici p-esime dell'unita allora ogni estensione di grado p su K e della
forma K( p√a) con a ∈K; in questo caso quindi utilizzando il calcolo esplicito
del dierente dell'estensione e possibile determinare il salto dell'estensione in
funzione della valutazione di a. Da tale caso discende anche una trattazione
delle proprieta dei salti di estensioni totalmente ramicate con gruppo di
Galois Z/pZ ×Z/pZ.
Un altro esempio largamente approfondito e il caso delle estensioni ciclo-
tomiche di Qp. Se consideriamo come campo di partenza K = Qp(ps), allora
vK(ps − 1) = 1 ≢ 0 (p); anche in questo caso quindi le condizioni possono
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1.1 Campi completi: proprieta generali
Sia K un campo completo rispetto ad una valutazione discreta vK . In-
dichiamo con OK il rispettivo anello di valutazione e con MK il suo unico
ideale massimale; siano inoltre K = OK/MK il campo dei residui di K e
UK = OK −MK il gruppo moltiplicativo degli elementi invertibili di OK .
Fissiamo un generatore  dell'ideale MK ; tale elemento e detto uniformiz-
zante di K.
Denizione 1.1. Un insieme R e detto insieme di rappresentanti per un
campo K se R ⊂ OK , 0 ∈ R e la restrizione ad R della mappa canonicaOK Ð→ OK/MK = K e bigettiva. Denotiamo con rep ∶ K → R l'inversa
dell'applicazione precedente. Per un insieme S denotiamo con (S)+∞n l'insieme
delle successioni (ai)i≥n e ai ∈ S e con (S)+∞−∞ l'unione crescente degli insiemi(S)+∞n dove n→ −∞.
Notiamo che il gruppo additivo K ha una ltrazione naturale
: : : ⊃ iOK ⊃ i+1OK ⊃ : : :
e ∀i ≥ 1 vale iOK/i+1OK ≅K.
Vale inoltre la seguente proposizione:
Proposizione 1.1. Sia K un campo completo rispetto ad una valutazione
vK; ∀i ∈ Z sia i un elemento di K tale che vK(i) = i; allora la mappa:
Rep ∶ (K)+∞−∞ Ð→K (ai)i∈Z ↦ +∞∑−∞ rep(ai)i
e bigettiva. Inoltre, se (ai)i∈Z ≠ (0)i∈Z si ha che v(Rep(ai)) =min{i ∶ ai ≠ 0}.
1
2Una dimostrazione di tale proposizione si puo trovare su [FeV]. Utilizzan-
do la proposizione segue facilmente il corollario:
Corollario 1.2. Prendiamo ∀n > 1 n = n; allora ogni elemento  ∈K puo
essere espresso in modo unico come
 = +∞∑−∞ ii; con i ∈ R e i = 0 per quasi ogni i < 0:
Denizione 1.2. Se a − b ∈ nOK scriviamo a ≡ b (mod n).
Deniamo ora una ltrazione del gruppo UK degli elementi invertibili di OK
nel modo seguente:
U0K = UK ;
U iK = { x ∈ OK ∣ x ≡ 1 mod(i) };
Valgono allora le proprieta seguenti di facile dimostrazione:
Proposizione 1.3.
 UK/U1K ≅K ∗ e l'isomorsmo e indotto dalla mappa canonicaOK Ð→ OK/MK =K;
 ∀i ≥ 1 U iK/U i+1K e canonicamente isomorfo a MiK/Mi+1K tramite l'iso-
morsmo:
x x − 1 //U
i
K/U i+1K MiK/Mi+1K//
e MiK/Mi+1K e isomorfo (in modo non canonico) al gruppo additivo del
campo residuo K.
Indichiamo per brevita con U i = U iK .
Dalle proprieta precedenti segue facilmente il corollario:
Corollario 1.4. Sia l un intero non divisibile per p = charK; allora elevare
alla l induce un automorsmo di U i/U i+1 ∀i ≥ 1. Inoltre, se K e completo
allora ∀i ≥ 1 il gruppo U i e l-divisibile.
Notiamo che p = 0 nel campo dei residui K (in quanto stiamo supponendo
che charK = p); si ha quindi che p ∈MK e quindi vK(p) = e ≥ 1.
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Denizione 1.3. Tale intero e = vK(p) e detto indice di ramicazione
assoluto di K e si indica con eK .
Sia  un uniformizzante di K, R un insieme di rappresentanti (come
denito precedentemente) e sia 0 ∈ K l'elemento di K univocamente deter-
minato tramite la relazione p−rep(0)e ∈ e+1OK (tramite il corollario 1.2).
Vale allora la seguente proposizione:
Proposizione 1.5. Sia K un campo completo rispetto ad una valutazione
discreta vK con charK = 0 e charK = p.∀i ≥ 1 indichiamo con i ∶ U i/U i+1 → K l'omomorsmo denito nella propo-
sizione 1.3. Allora elevare alla p mappa U i in Upi se i ≤ e/(p − 1) e U i in
U i+e se i > e/(p − 1).
Tale omomorsmo induce i seguenti diagrammi commutativi:
1. Se i < e/(p − 1), vale:








2. Se i = e/(p − 1) un intero, vale:








3. Se i > e/(p − 1), vale:








Gli omomorsmi orizzontali sono iniettivi nei casi (1) e (3) e surgettivi nel
caso (3).
In aggiunta se una radice p-esima primitiva dell'unita p e contenuta in K
allora vK(1−p) = e/(p−1) e il nucleo degli omomorsmi orizzontali nel caso
(2) sono di ordine p.
Se inoltre e/(p − 1) ∈ Z, Upe/(p−1)+1 ⊂ (U e/(p−1)+1)p e K∗ non ha parte di
p-torsione, allora l'omomorsmo e iniettivo nel caso (2).
4Notiamo infatti che, se 1 +  ∈ U i, possiamo scrivere:
(1 + )p = 1 + p + p(p − 1)
2
2 + : : : + pp−1 + p:
Calcoliamo le valutazioni dei vari fattori:
 vK(p) = e + i;
 vK (p(p − 1)
2
2) = e + 2i;
⋮
 vK(pp−1) = e + (p − 1)i;
 vK(p) = pi.
Di conseguenza otteniamo:
 vK((1 + )p − 1) = vK(p + p), se vK(p) ≠ vK(p) e
 vK((1 + )p − 1) ≥ vK(p + p) altrimenti.
Tali formule descrivono il comportamento dell'elevamento alla p sulla l-
trazione di U1, in quanto vK(p) ≤ vK(p) ⇐⇒ i ≤ e/(p − 1).
Il resto della proposizione si dimostra con opportuni calcoli dello stesso tipo;
per ulteriori dettagli si veda [FeV].
Da tale proposizione discendono banalmente i due corollari:
Corollario 1.6. Sia charK = 0 e K un campo perfetto di caratteristica p > 0;
allora
 ^p manda in modo isomorfo U i/U i+1 in Upi/Upi+1 se 1 ≤ i < e/(p − 1);
 ^p manda in modo isomorfo U i/U i+1 in U i+e/U i+e+1 se i > e/(p − 1).
Corollario 1.7. Sia K un campo completo e sia i > pe/(p − 1); allora si ha
U i ⊂ (U i−e)p. Inoltre, se K∗ non contiene radici p-esime primitive dell'unita
allora U i ⊂ (U i−e)p ∀i ≥ pe/(p − 1).
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1.2 Il gruppo delle unita come Zp-modulo
Vogliamo studiare la struttura di Zp-modulo del gruppo delle unita U1K
di un campo K completo rispetto ad una valutazione discreta vK con carat-
teristica 0 e campo dei residui K di caratteristica p > 0.
Sia a = ∑i aipi un elemento di Zp. Deniamo allora "n = "a0+:::+anpn .
Notiamo che, se " ∈ U1K allora "pn → 1 per n→ +∞. Cio ci permette di denire
"a = lim
n→+∞ "n:
Vale allora il seguente lemma di facile dimostrazione:
Lemma 1.8. Sia " ∈ U1K e a ∈ Zp. Allora "a ∈ U1k e ben denito e
"a+b = "a"b; "ab = ("a)b e (")a = "aa per ": ∈ U1K ; a; b ∈ Zp:
Il gruppo moltiplicativo U1K e uno Zp-modulo rispetto all'operazione di eleva-
mento a potenza. Inoltre, la struttura dello Zp-modulo U1K e compatibile con
le topologie di Zp e di U1K.
Consideriamo ora l'omomorsmo:
 p + 0  //
 ∶K K//
denito al punto (2) della proposizione 1.5. Supponiamo che una radice p-
esima primitiva dell'unita p appartenga a K e che
p ≡ 1 + rep(1)e/(p−1) (e/(p−1)+1)
in quanto sappiamo che vK(p − 1) = e/(p − 1). Poiche 1 ∈ ker , si ha che
 () = 1(p−) con  = −11 . In generale l'omomorsmo  → p− si indica
solitamente con P. Con tale terminologia si ha che  (K) =  p1 P(K).
Notiamo inoltre che, se K e nito, allora K e uno spazio vettoriale su Fp di
dimensione nita, quindi le cardinalita di ker e di coker coincidono. In
questo caso allora abbiamo facilemente che K =  (K) se e solo se K ∗ non
ha parte di torsione e  (K) e di indice p in K se e solo se p ∈K∗.
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Teorema 1.9. Sia K un campo di caratteristica 0 con campo dei residui per-
fetto di caratteristica p. ∀i sia i l'elemento denito come nella proposizione
1.1. Se e = vK(p) e divisibile per p− 1 sia  ∶K →K l'omomorsmo denito
precedentemente.
Sia R un insieme di rappresentanti e siano R0 un sottoinsieme di R tale
che i residui dei suoi elementi siano una base di K come spazio vettoriale
su Fp e R′0 un sottoinsieme di R tale che i residui dei suoi elementi siano
dei generatori di K/ (K). Indichiamo con J e J ′ gli insiemi degli indici
rispettivamente di R0 e di R′0.Poniamo
I = {i ∈ Z ∣ 1 ≤ i < pe/(p − 1); (i; p) = 1}:
Indichiamo con vp la valutazione p-adica.
Allora ogni elemento  ∈ U1K puo essere rappresentato come il seguente
prodotto convergente
 =∏
i∈I∏j∈J(1 + ji)aij ∏j∈J ′(1 + jpe/(p−1))aj
dove j ∈ R0, j ∈ R′0, aij; aj ∈ Zp (il secondo prodotto compare soltanto se
e/(p − 1) e un intero) e gli insiemi
Ji;c = {j ∈ J ∣ vp(aij) ≤ c} e J ′c = {j ∈ J ′ ∣ vp(aj) ≤ c}
sono niti per ogni c ≥ 0 e i ∈ I.
Diamo un'idea della dimostrazione.
Dimostrazione. Per dimostrare il teorema mostriamo come ottenere la forma
richiesta per " ∈ UnK modulo Un+1K . Se n = e/(p − 1) poniamo n = n.
Sia " = 1 + n mod Un+1K con  ∈ R. Dobbiamo distinguere quattro casi:
 Supponiamo n ∈ I. Possiamo trovare 1; : : : m ∈ R0 e b1; : : : ; bm ∈ Z che
soddisno la congruenza:
1 + n ≡ m∏
k=1(1 + kn)bk mod Un+1K per qualche m:
 Supponiamo n < pe/(p − 1) e n = psn′ con n′ ∈ I. Utilizzando i corollari
1.4 e 1.6 si vede facilmente che esistono 1; : : : m ∈ R0 e b1; : : : ; bm ∈ Z
tali che
1 + n ≡ m∏
k=1(1 + kn′)psbk mod Un+1K per qualche m:
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 Supponiamo e/(p − 1) ∈ Z e n = pe/(p − 1). Usando il punto (2) della
proposizione 1.5, il corollario 1.4 e la denizione di R′0 si ha che, se
n = psn′ con n′ ∈ I allora esistono 1; : : : m ∈ R0, 1; : : : ; r ∈ R′0 e
b1; : : : ; bm; c1; : : : ; cr ∈ Z tali che
1 + n ≡ m∏
k=1(1 + kn′)psbk r∏l=1(1 + ln)cl mod Un+1K per qualche m;r:
 Supponiamo n > pe/(p − 1). Usando la proposizione 1.5 e il corollario
1.6 si ha che, se d′ =min{d ∣ n − de ≤ pe/(p − 1)} e n′ = n − d′e, allora
1 + n ≡ (1 + ′n′)pd mod Un+1K per qualche ′ ∈ R:
D'altra parte n′ ≤ pe/(p− 1) quindi possiamo applicare uno dei tre casi
precedenti a 1 + ′n′ possiamo scrivere 1 + n nella forma richiesta.
Da tale teorema segue l'importante corollario:
Corollario 1.10. Sia K un campo completo di caratteristica 0 con campo
dei residui perfetto di caratteristica p.
1. Se K non contiene radici p-esime dell'unita allora la rappresentazione
del teorema precedente e unica. Di conseguenza gli elementi del teorema
precedente formano una base topologica di U1K.
2. Se K contiene radici p-esime dell'unita non banali denotiamo con s il
massimo intero tale che ps ∈K. Allora gli elementi aij; ai del teorema
precedente sono univocamente determinati modulo ps. Di conseguenza
gli elementi del teorema formano una base topologica di U1K/(U1K)ps.
3. Se il campo dei residui di K e nito allora U1K e la somma diretta di
uno Zp-modulo libero di rango ef ed una parte di torsione.
Una dimostrazione di tale corollario puo essere trovata su [FeV].
Osservazione 1.11. Dal punto 3. del corollario si vede che nel caso in cui K
e nito si ha che U1K ≅ Znp+ < ps >, dove n = [K ∶ Qp]. Se {u1; : : : ; un+1} e
un sistema di generatori di U1K e ps = ua11 : : : uan+1n+1 , allora l'unica relazione di
dipendenza lineare e
1 = (ua11 ua22 : : : uan+1n+1 )ps :
Tale proprieta ci sara molto utile nella costruzione del capitolo 7.
81.3 Estensioni nite di campi completi
Sia inoltre L un'estensione nita e separabile di K e denotiamo con OL
la chiusura integrale di OK in L. Vale allora il seguente risultato:
Proposizione 1.12. Nelle ipotesi precedenti, OL e un anello di valutazione
discreta ed e un modulo libero di rango n = [L ∶ K]; inoltre, L e completo
rispetto alla topologia denita da OL.
Una dimostrazione di tale risultato puo essere trovata su [Ser].
Deniamo vL; ML; UL e L come nella sezione precedente. In questo capitolo
assumiamo che l'estensione dei campi residui L/K sia separabile (tale con-
dizione e sempre vera quando si trattano i campi p-adici in quanto i campi
residui sono niti).
Denizione 1.4.
 Sia MKOL l'estensione di MK in OL; alloraMKOL =MLe
per qualche e ∈ N. Tale e e detto indice di ramicazione di L/K e si
indica con eL/K .
 Il grado dell'estensione dei campi residui [L ∶K] e detto grado di inerzia
e si indica con fL/K .
Vale allora che n = [L ∶K] = eL/KfL/K .
Osservazione 1.13. Notiamo che, se L e completo rispetto alla valutazione
discreta vL allora l'indice di ramicazione assoluto eL e dato da:
eL = vL(p) = eL/KeK :
Dalla denizione di indici di ramicazione e gruppi di inerzia discende
facilmente la seguente proposizione:
Proposizione 1.14. Gli indici di ramicazione e i gradi di inerzia sono
moltiplicativi sulle torri di estensioni. Piu precisamente se K ⊂ F ⊂ L sono
campi completi rispetto ad una qualche valutazione discreta allora valgono:
 eL/K = eL/F eF /K;
 fL/K = fL/FfF /K.
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Denizione 1.5.
 Un'estensione L/K si dice non ramicata se eL/K = 1; si dice invece
totalmente ramicata se fL/K = 1;
 Un'estensione L/K con p = charK si dice tame se p ∤ eL/K ;
 Un'estensione L/K con p = charK si dice wild se p ∣ eL/K .
Dalla moltiplicativita degli indici di ramicazione e dei gradi di inerzia sulle
torri di estensioni segue direttamente la seguente proposizione:
Proposizione 1.15. Siano L ⊃ F ⊃K estensioni di campi p-adici; allora:
1. L/K non ramicata ⇐⇒ L/F e F/K non ramicate.
2. L/K totalmente ramicata ⇐⇒ L/F e F/K totalmente ramicate.
Per le estensioni non ramicate valgono anche le seguenti proprieta (che
saranno utili in seguito):
Proposizione 1.16.
1. Siano L/K eM/K estensioni di campi p-adici; se L/K e non ramicata
e M/K e nita allora LM/M e non ramicata.
2. Sia K un campo p-adico e denotiamo con K ′ la sua chiusura algebrica.
Allora esiste una corrispondenza biunivoca tra:
{L ⊂K ′ ∣ L/K finita e non ramificata} ←→ {L ⊂K ′ ∣ L/K finita}
Due dimostrazioni delle proprieta precedenti possono essere trovate rispetti-
vamente su [La1] e su [Ser].
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1.4 Gruppi di ramicazione
Supponiamo ora che l'estensione L/K sia anche di Galois e indichiamo
con G il suo gruppo di Galois. Notiamo che G agisce in modo ovvio su OL.
Vale allora banalmente il seguente lemma:
Lemma 1.17. Siano  ∈ G e i ≥ −1; allora le seguenti condizioni sono
equivalenti:
1.  agisce banalmente su OL/MLi+1;
2. vL(() − ) ≥ i + 1 ∀ ∈ OL;
3. vL((x) − x) ≥ i + 1 dove x e tale che OL = OK[x].
Denizione 1.6. ∀i ≥ −1 deniamo l'i-esimo gruppo di ramicazione:
Gi = { ∈ G ∣ vL((x) − x) ≥ i + 1 con x generatore di OL}
Dal lemma precedente si vede che se  ∈ Gi allora soddisfa anche le condizioni
equivalenti (1) e (2).
Osservazione 1.18. Per i gruppi di ramicazione valgono le seguenti proprie-
ta:
1. ∀i ≥ −1 Gi ⊲ G (segue direttamente dalla condizione (1) );
2. Gi+1 ⊂ Gi;
3. Gi = 1 denitivamente
(infatti se i ≥max≠id{vL((x) − x)} allora Gi = {1} );
4. G0 = gruppo di inerzia e G−1 = G.
I gruppi di ramicazione costituiscono quindi una successione decrescente di
sottogruppi normali di G.
Indichiamo nuovamente con x un generatore di OL come OK-algebra;
deniamo allora una funzione iG su G tramite al seguente formula:
iG(s) = vL(s(x) − x):
La funzione iG ha le seguenti proprieta:
 iG(1) = +∞ (perche per convenzione si pone vL(0) = +∞);
 se s ≠ 1, iG(s) e un intero non negativo;
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 iG(tst−1) = iG(s) (perche i Gi sono sottogruppi normali);
 iG(s) ≥ i + 1 ⇐⇒ s ∈ Gi (che e ovvio dalla denizione di Gi );
 iG(st) ≥min{iG(s); iG(t)}.
Vogliamo ora studiare il comportamento dei gruppi di ramicazione dei sot-
togruppi di G.
Sia H < G e sia K ′ = LH la sottoestensione di L ssata da H; allora dalla





Dalle proprieta viste nora discende facilmente la proposizione seguente:
Proposizione 1.19.∀s ∈H si ha iH(s) = iG(s); di conseguenza Hi = Gi⋂H.
Cio mostra che i gruppi di ramicazione di un sottogruppo H di G dipendono
direttamente da quelli di G.
Da tale proposizione discende il corollario:
Corollario 1.20. Sia Kr la massima sottoestensione di L non ramicata su
K; allora Kr = LG0 e i gruppi di ramicazione di L/Kr coincidono con quelli
di L/K di indici maggiori o uguali a 0.
Osservazione 1.21. L'estensione L/Kr e totalmente ramicata; per il corol-
lario precedente possiamo quindi ridurre lo studio dei gruppi di ramicazione
con indici maggiori e uguali a 0 al caso di estensioni totalmente ramicate.
Supponiamo ora che H◁G; sempre per la corrispondenza di Galois pos-
siamo identicare G/H con Gal(K ′/K).
Abbiamo visto che i gruppi di ramicazione di G determinano quelli di H;
per quanto riguarda G/H vale invece la proposizione seguente:
Proposizione 1.22. ∀ ∈ G/H
iG/H() = 1
e′ ∑s∈H iG(s) con e′ = eL/K′ :
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Una dimostrazione di tale proposizione puo essere trovata su [Ser]; da cio
discende facilmente il seguente corollario:
Corollario 1.23. Se H = Gj per qualche j ≥ 0 allora (G/H)i = Gi/H per
i ≤ j e (G/H)i = 1 per i ≥ j.
1.5 Discriminante e dierente
In tale sezione ricordiamo le denizioni di dierente e di discriminante di
un'estensione di campi; le dimostrazioni delle principali proprieta elencate di
seguito possono essere trovate in [La1].
All'interno di questa sezione indichiamo con A un dominio di Dedekind,
K il relativo campo dei quozienti, E/K un'estensione nita e separabile di
grado [E ∶K] e B la chiusura integrale di A in E. Sia inoltre M < (E;+) un
A-modulo.
Denizione 1.7. Si denisce modulo complementare (o duale) di M l'in-
sieme:
M ′ = {x ∈ E ∣ Tr(xM) ⊂ A}:
Valgono allora le seguenti proprieta generali:
 M ′ e un A-modulo;
 se M e un B-modulo anche M ′ lo e;
 se M;N sono sottomoduli di E e M ⊂ N allora N ′ ⊂M ′;
 se J e un ideale frazionario di B anche J ′ lo e.
Consideriamo allora il modulo duale di B cioe B′; allora B ⊂ B′, da cui(B′)−1 ⊂ B−1 = B (perche l'inversione rovescia le inclusioni) e quindi (B′)−1
e un ideale intero.
Denizione 1.8. Si denisce dierente di B/A (o di E/K) l'ideale:
DB/A = (B′)−1:
Utilizzando le principali proprieta dei moduli complementari si puo dimostrare
che il dierente soddisfa le seguenti proprieta:
 DB/A e un ideale di B;
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 Il dierente e moltiplicativo nelle torri di estensioni;
 Se S e un sottoinsieme moltiplicativamente chiuso di A allora:
DS−1B/S−1A = S−1DB/A
 Se E e K sono campi completi e B = A[] allora
DB/A = (′())
dove  e il polinomio minimo di  su K.
Il dierente e uno degli invarianti di un'estensione ed e molto spesso utile
per calcolare delle proprieta relative ai gruppi di ramicazione dell'estensione.
Vale infatti la seguente proposizione:
Proposizione 1.24. Nelle ipotesi precendenti vale:
vL(DL/K) = ∑
s≠id iG(s) =∑i≥0(∣Gi∣ − 1)
La dimostrazione di tale importante proprieta (che useremo largamente
in seguito) si puo trovare su [Ser].
Osservazione 1.25. La seconda somma in realta e nita in quanto abbiamo
visto che denitivamente Gi = {id} e quindi denitivamente ∣Gi∣ − 1 = 0.
Siano ora 1; : : : ; n ∶ E Ð→ K ′ n immersioni distinte in una chiusura
algebrica K ′ di K (quindi tali che i∣K = id) e W = (w1; : : : ;wn) un insieme
di elementi di E;
Denizione 1.9. Si denisce discriminante di W la seguente quantita:
discE/K(W ) = det∣i(wj)∣2
Osservazione 1.26. Se V = (v1; : : : ; vn) e un altro insieme di n elementi di E
ed esiste una matrice X = (xij) tale che W =XV , allora:
discW = (detX)2 discV:
In piu se V e W generano lo stesso modulo su A allora i due discriminanti
dieriscono per il quadrato di una unita di A.
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Proposizione 1.27. Il discriminante soddisfa le proprieta seguenti:
 discE/KW ⊂K;
 Se W ⊂ B discE/KW ⊂ A;
 discW ≠ 0 ⇐⇒ w1; : : : ;wn sono linearmente indipendenti su K.
Denizione 1.10. Sia J un ideale frazionario di E; si denisce discriminante
di J la seguente quantita:
discE/K(B) =< discE/K(W ) ∣ W = {w1; : : : ;wn} ⊂ J e W K − base di E > :
Deniamo inoltre il discriminante di E/K come:
disc(E/K) = discE/K(B):
Proposizione 1.28. Se J e un ideale frazionario di B e S ⊂ A e un sottoin-
sieme moltiplicativamente chiuso, allora:
discE/K(S−1J) = S−1discE/K(J):
La proposizione precedente ci permette quindi di localizzare per calcolare
il discriminante.
Proposizione 1.29. Supponiamo che A sia un anello di Dedekind e J un
ideale frazionario di E; allora:
discE/K(J) = (NE/K(J))2discE/K(B):
Le due precedenti proposizioni combinate insieme permettono di dimostrare
facilmente la seguente proposizione:
Proposizione 1.30. Il discriminante e il dierente sono legati insieme dalla
formula:
NE/K(DB/A) = discE/K(B):
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1.6 I quozienti Gi/Gi+1
Per studiare la ltrazione dei Gi analizziamo il comportamento dei quozienti
Gi/Gi+1. Indichiamo con  un uniformizzante di L.
Proposizione 1.31. Sia i ≥ 0 e s ∈ G0. Allora:
s ∈ Gi ⇐⇒ s()

≡ 1 mod MiL:
Abbiamo infatti visto che a meno di rimpiazzare G con G0 e K con Kr
possiamo supporre che l'estensione sia totalmente ramicata. Allora:
iG(s) = vL(s() − ) = 1 + vL(s()/ − 1) perche vL() = 1;
da cui segue la proposizione.
Ritorniamo ora ai gruppi di ramicazione. La proposizione precedente,
insieme all'isomorsmo della proposizione 1.3 ci dice che:
s ∈ Gi ⇐⇒ s()/ ∈ U iL:
Precisamente vale la seguente proposizione:
Proposizione 1.32. La mappa che assegna ad s ∈ Gi l'elemento s()/





#i ∶ Gi/Gi+1 U iL/U i+1L//
che non dipende dalla scelta dell'uniformizzante .
Una dimostrazione di tale proposizione puo essere trovata in [Ser].
Da tale proposizione discendono alcuni importanti corollari sulla struttura
dei Gi:
Corollario 1.33. G0/G1 e un gruppo ciclico e il suo ordine e primo con la
caratteristica di L.
Dimostrazione. Si ha infatti che
G0/G1 ≅ 0(G0/G1) < U0/U1 ≅ L ∗
e il gruppo moltiplicativo di un campo e ciclico.
Inoltre ∣L ∗∣ = ∣L∣ − 1 dunque ∣G0/G1∣ divide ∣L ∗∣ che e primo con charL.
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Corollario 1.34. Se charL = 0, G0 e un gruppo ciclico e G1 e banale.
Dimostrazione. Dalla proposizione 1.32 si ha
Gi/Gi+1 ≅ i(Gi/Gi+1) < U iL/U i+1L ≅ L:
Ma, poiche per ipotesi charL = 0, L non ha sottogruppi niti non banali; di
conseguenza Gi = Gi+1 e poiche Gi = {1} denitivamente, si ha G1 = {1}.
Allora G0/G1 = G0 e ciclico e G1 = {1}.
Corollario 1.35. Se charL = p ≠ 0, ∀i ≥ 1 Gi/Gi+1 e un p-gruppo abeliano
elementare e G1 e un p-gruppo.
Dimostrazione. Sappiamo che Gi/Gi+1 e isomorfo ad un sottogruppo di L
che e uno spazio vettoriale su Fp ; di conseguenza Gi/Gi+1 e esso stesso uno
spazio vettoriale su Fp; ne segue quindi che Gi/Gi+1 e un p-gruppo abeliano
elementare ∀i.
Inoltre ∣G1∣ =∏
i≥1 ∣Gi/Gi+1∣ e una potenza di p
quindi G1 e un p-gruppo.
Corollario 1.36. Sia K un campo p-adico e L/K un'estensione di Galois.
Scriviamo [L ∶K] = fe0ps con (e0; p) = 1. Allora LG0 =Kr e LG1 =KT , dove
indichiamo con Kr e con KT rispettivamente la massima sottoestensione non









Abbiamo visto precedentemente che LG0 =Kr.
Sia KT la massima sottoestensione tame di L; un'estensione non ramicata
e in particolare un'estensione tame e dunque KT ⊇ Kr. Notiamo inoltre che
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∣G0∣ = e0ps e dal corollario 1.34 G0/G1 e ciclico e il suo ordine e coprimo
con p; di conseguenza ∣G0/G1∣ divide e0. D'altra parte dal corollario 1.35 G1
e un p-gruppo, da cui ∣G0/G1∣ = e0; allora [G0 ∶ G1] = [LG1 ∶ Kr] = e0 e[L ∶ LG1] = ps. Si ha quindi che LG1 e la massima sottoestensione tame.
Corollario 1.37. Supponiamo charL = p; allora G0 e prodotto semidiretto
di un sottogruppo ciclico di ordine e0 = ∣G0/G1∣ e un sottogruppo normale di
ordine pn = ∣G1∣.
Dimostrazione. Usiamo il lemma di Zassenhaus:
Lemma 1.38. Se N◁G e (∣N ∣; ∣G/N ∣) = 1 allora G ≅ N ⋊H, con H ≅ G/N .
Una dimostrazione di tale classico lemma di teoria dei gruppi puo essere
trovata su [AlB].
Cerchiamo allora N e H con queste proprieta.
Sia s0 un elemento di G0 tale che < s0 >= G0/G1. Poiche (e0; p) = 1 ∃ N > 0
tale che pN ≡ 1 (e0). A meno di sostituire N con un suo multiplo possiamo
supporre N > n in modo tale che, posto t = spN0 allora te0 = 1.
Poiche pN ≡ 1 (e0) si vede che la proiezione di t in G0/G1 e uguale a quella
di s; ne segue che il sottogruppo H di G0 generato da t e ciclico di ordine e0
e si proietta in modo isomorfo su G0/G1.
Allora ∣H ∣ = ∣G0/G1∣ = e0, ∣G1∣ = pn, G1 ◁ G0 e (e0; p) = 1; di conseguenza
applicando il lemma otteniamo G0 ≅ G1 ⋊H.
Corollario 1.39. G0 e risolubile e, se L e nito, anche G e risolubile.
Dimostrazione. Osserviamo che:
- Gi◁G ∀ i ≥ 1;
- G0 ⊇ G1 ⊇ : : : ⊇ Gn = {1}.
Inoltre il corollario 1.35 mostra che ∀ i Gi/Gi+1 e un p-gruppo abeliano
elementare; di conseguenza G0 e risolubile.
La seconda aermazione segue dal fatto che, se K e nito, G/G0 = Gal(L/K)
e ciclico, e quindi la catena si prolunga a
G ⊇ G0 ⊇ G1 ⊇ : : : ⊇ Gn = {1}:
Le proposizioni seguenti possono essere dimostrate con le stesse tecniche
utilizzate nora; ulteriori dettagli si possono trovare su [Ser].
Per la funzione i vale anche la seguente proposizione:
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Proposizione 1.40.







#i ∶ Gi/Gi+1 U iL/U i+1L ≅MiL/Mi+1L//
Allora se s ∈ G0 e t ∈ Gi/Gi+1 con i ≥ 1 si ha:
#i(sts−1) = #0(s)i#i(t):
Da tale proposizione discendono banalmente i due corollari seguenti:
Corollario 1.41. Siano s ∈ G0 e t ∈ Gi con i ≥ 1; allora sts−1t−1 ∈ Gi+1 ⇐⇒
si ∈ G1 oppure t ∈ Gi+1.
Corollario 1.42. Siano G abeliano e e0 = ∣G0/G1∣; allora ∀i ≥ 0 tale che
e0 ∤ i si ha Gi = Gi+1.
Con le stesse tecniche si puo dimostrare anche il seguente lemma:
Lemma 1.43. Se s ∈ Gi e t ∈ Gj con i; j ≥ 1 allora sts−1t−1 ∈ Gi+1 e
#i+j(sts−1t−1) = (j − i)#i(s)#j(t):
Utilizzando tale lemma si possono dimostrare anche le due importanti propo-
sizioni seguenti:
Proposizione 1.44.
Gli interi tali che Gi ≠ Gi+1 sono congrui modulo p = charK.
Proposizione 1.45. Supponiamo che s ∈ Gi e t ∈ Gj con i; j ≥ 1; allora
sts−1t−1 ∈ Gi+j+1.
1.7 Le funzioni ' e  19
1.7 Le funzioni ' e  
Sia L/K un'estensione di Galois.
Denizione 1.11. Sia u un numero reale ≥ 1; allora deniamo
Gu =∶ Gi con i = ⌈u⌉
dove con ⌈u⌉ indichiamo la parte intera superiore di u.
Osserviamo banalmente che con tale denizione si estende la relazione per
cui:
s ∈ Gu ⇐⇒ iG(s) ≥ u + 1:
Poniamo ∀u ≥ −1
'L/K(u) = '(u) = ∫
0
u dt[G0 ∶ Gt] = ∫0 u ∣Gt∣∣G0∣ dt
con la convenzione che, se −1 ≤ t ≤ 0 allora
 (G0 ∶ Gt) = (G−1 ∶ G0)−1 se t = −1;
 (G0 ∶ Gt) = (G0 ∶ G0)−1 se −1 < t ≤ 0.
Notiamo quindi che se −1 ≤ u ≤ 0 allora '(u) = u.
Inoltre, se m ≤ u ≤m + 1 con m intero positivo e ∣Gi∣ = gi, si ha:
'(u) = 1
g0
(g1 + g2 + : : : + gm + (u −m)gm+1):
Di conseguenza, se conosciamo la successione degli indici di ramicazione
possiamo calcolare anche la '.
Molte volte e utile considerare:




La funzione ' soddisfa banalmente le seguenti proprieta:
1. ' e continua, lineare a tratti, crescente e concava;
2. '(0) = 0;
3. Se indichiamo con '′− e con '′+ rispettivamente le derivate sinistra e
destra de ' allora:
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 '′−(u) = '′+(u) = 1[G0 ∶ Gu] se u ∉ Z;
 '′−(m) = 1[G0 ∶ Gm] e '′+(m) = 1[G0 ∶ Gm+1] se m ∈ Z
Sia inoltre  =  L/K la funzione inversa di '. Valgono allora le proprieta
seguenti:
1.  e continua, lineare a tratti, crescente e convessa;
2.  (0) = 0;
3. Se v = '(u) allora  ′−(v) = 1'′−(u) e  ′+(v) = 1'′+(u);
4. Se v ∈ Z allora  (v) ∈ Z.
Proposizione 1.46. Dalla denizione di  si ha:
 (v) = ∫ v
0
[G0 ∶ Gw] dw:
Possiamo ora dare la denizione di gruppi di ramicazione con indice in alto:
Denizione 1.12. Deniamo la successione di gruppi di ramicazione con
indice in alto come:
Gv ∶= G (v) ∀v ≥ −1 o equivalentemente G'(u) ∶= Gu:
Per i gruppi di ramicazione in alto valgono facilmente le seguenti proprieta:
 G−1 = G (−1) = G;
 G0 = G (0) = G0;
 Gv = {e} per v sucientemente grande.
Vogliamo ora vedere come sono fatti i gruppi di ramicazione con indice in
alto delle sottoestensioni.
Sia L/K un'estensione con gruppo di Galois G = Gal(L/K); sia inoltre
H ◁G e K ′ = LH la sottoestensione ssata da H.






Enunciamo inizialmente i tre lemmi seguenti:




s∈G inf(iG(s); u + 1) − 1:
Lemma 1.48. Sia  ∈ G/H e poniamo j() =max{iG(s) ∶ s ∈ H}. Allora:
iG/H() − 1 = '(j() − 1):
(Tali lemmi sono risutati classici; le relative dimostrazioni possono essere
trovate su [Ser]).
Lemma 1.49 (Teorema di Herbrand).
Se v = 'L/K′(u) allora
GuH/H = (G/H)v:
Dimostrazione. Notiamo che  ∈ GuH/H se e solo se ∃ s ∈ Gu tale che
 ∈ sH, cioe se e solo se ∃ s tale che iG(s) ≥ u + 1 e  ∈ sH se e solo se
j() =max{iG(s) ∣ s ∈ H} ≥ u + 1, cioe se e solo se j() − 1 ≥ u.
D'altra parte dalle proprieta precedenti ' e crescente, quindi otteniamo
'L/K′(j() − 1) ≥ 'L/K′(u) = v.
Ma dal lemma precedente iG/H() − 1 = 'L/K′(j() − 1) ≥ v, da cui si ha
iG/H() ≥ v + 1 e cio vale se e solo se  ∈ (G/H)v, da cui la tesi.
Grazie a questi lemmi possiamo dimostrare le due proposizioni seguenti che
ci serviranno in seguito:
Proposizione 1.50. Siano H ◁ G e LH = K ′; allora valgono le proprieta
seguenti:
 'L/K = 'K′/K ○ 'L/K′;
  L/K =  L/K′ ○  K′/K.
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Dimostrazione.
 Notiamo che l'applicazione 'K′/K ○ 'L/K′ e continua, lineare a tratti
e '(0) = 0; per dimostrare l'uguaglianza con la funzione 'L/K basta
dimostrare l'uguaglianza sulle derivate.
Per le proprieta di composizione vale:
('K′/K ○ 'L/K′)′(u) = '′K′/K(v)'′L/K′(u) dove v = 'L/K′(u)
da cui:




eL/K′ ( ∣(G/H)v ∣ ∣Hu∣ ) = 1eL/K ( ∣(G/H)v ∣ ∣Hu∣ );
Ma:
∣(G/H)v ∣ = ∣GuH/H ∣ = ∣Gu∣ ∣H ∣∣Gu ∩H ∣ 1∣H ∣ = ∣Gu∣∣Hu∣
dunque sostituendo si ha:
('K′/K ○ 'L/K′)′(u) = 1
eL/K ( ∣Gu∣∣Hu∣ ∣Hu∣ ) = ∣Gu∣∣G0∣ = '′L/K(u)
e quindi le due funzioni coincidono.
 Con lo stesso ragionamento precedente notiamo che  L/K′ ○  K′/K e
continua, lineare a tratti e in 0 vale 0. Osserviamo inoltre che:
( L/K′ ○  K′/K)(v) = ('−1L/K′ ○ '−1K′/K)(v)= ('K′/K ○ 'L/K′)−1(v) =  L/K(v)
dunque vale anche l'altra uguaglianza.
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Proposizione 1.51. Sia H ◁G; allora ∀v ≥ −1 vale che:
(G/H)v = GvH/H:
Dimostrazione.
Per denizione sappiamo che (G/H)v = (G/H)x con x =  K′/K(v), dove
K ′ = LH .
Dal teorema di Herbrand si ha
(G/H)x = GuH/H con u tale che x = 'L/K′(u):
Ora, poiche x = 'L/K′(u), si ha u =  L/K′(x), con x ∈ K ′. Sappiamo inoltre
che x =  K′/K(v), dunque dalla proposizione precedente otteniamo che:
u =  L/K′(x) =  L/K′ ○  K′/K(v) =  L/K(v):
Di conseguenza, per come sono deniti i gruppi di ramicazione con indice
in alto, Gu = Gv, da cui:




2.1 Proprieta della norma
Sia K un campo completo rispetto ad una valutazione discreta vK ; sia
L/K un'estensione di Galois e supponiamo che l'estensione dei campi residui
L/K sia separabile.
Ricordiamo la denizione di norma di un'estensione:
Denizione 2.1. Supponiamo che n = [L ∶K] e siano 1 : : : n gli automor-
smi dell'estensione. ∀x ∈ L deniamo:
NL/K(x) = n∏
i=1 i(x):
Osserviamo che d'ora in poi se possibile denoteremo per brevita la norma
di un'estensione L/K semplicemente con N .
La norma e un omomorsmo del gruppo moltiplicativo L∗ di L nel grup-
po moltiplicativo K∗; inoltre essa mappa UL in UK , e vK(N(x)) = fvL(x),
dove f = [L ∶ K]. Di conseguenza vale banalmente il seguente diagramma
commutativo:










0 // UK //K∗ vK // Z // 0
Vogliamo ora descrivere gli eetti principali della norma N sulla l-
trazione degli UnL (rispettivamente degli U
n
K); molti di questi risultati saranno
poi utili per descrivere il comportamento dei salti della ramicazione.
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Enunciamo per prima cosa un paio di lemmi tecnici che ci serviranno in
seguito; le dimostrazioni di questi due lemmi possono essere reperite su [Ser]
e su [Bou].
Lemma 2.1. Sia










0 // B′ // B // B′′ // 0
un diagramma commutativo con righe esatte. Allora la seguente successione
esatta:
0→Kerf ′ Ð→Kerf Ð→Kerf ′′ Ð→ Cokerf ′ Ð→ Cokerf Ð→ Cokerf ′′ → 0
e esatta.
Lemma 2.2. Sia A (rispettivamente A') un gruppo abeliano dotato di una
successione decrescente di sottogruppi An (rispettivamente A′n). Supponiamo
che A0 = A, A′0 = A′ e che A e A' siano spazi di Hausdor completi rispetto
alla topologia denita dagli An e dagli A′n. Sia u ∶ AÐ→ A′ un omomorsmo
che manda An in A′n ∀n. Se gli omomorsmi
un ∶ An/An+1 Ð→ A′n/A′n+1
sono iniettivi per ogni n (rispettivamente surgettivi), allora lo e anche u.
Anche se in seguito ci occuperemo soprattutto del caso di estensioni cicliche
e totalmente ramicate, enunciamo rapidamente le proprieta che valgono per
le estensioni non ramicate; per ulteriori dettagli si puo vedere [Ser].
2.2 Estensioni non ramicate
Indichiamo con N = NL/K .
Proposizione 2.3. Se L/K e non ramicata allora N mappa UnL in UnK per
ogni n.
Tale proposizione ci dice che che la norma N induce per passaggio al
quoziente la mappa seguente:
Nn ∶ UnL/Un+1L Ð→ UnK/Un+1K :
Vale inoltre la proposizione seguente:
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Proposizione 2.4. Se L/K e un'estensione non ramicata allora valgono le
seguenti proprieta:
1. N(UnL) = UnK ∀n ≥ 1;
2. UK/NUL e isomorfo a K ∗/NL ∗;
3. K∗/NL∗ e isomorfo a Z/fZ × K ∗/NL ∗.
Da tale proposizione discende banalmente il seguente corollario:
Corollario 2.5. Le tre condizioni seguenti sono equivalenti:
1. (K∗ ∶ NL∗) = f ;
2. UK = NUL;
3. K
∗ = NL ∗.
Osservazione 2.6. Si puo dimostrare che la condizione (3) del corollario e
soddisfatta quando K e un campo nito (che e il caso a cui ci restringeremo
in seguito), dunque valgono automaticamente anche le altre due.
Infatti ,se K e nito, K = Fq con q = ph per qualche h ≥ 1 e L = Fqf . Ricor-
diamo che il gruppo moltiplicativo di un campo nito e ciclico, di conseguenza






e < (qf−1)/(q−1) >= F∗q , quindi la norma in questo caso e surgettiva.
Analizziamo ora il caso delle estensioni totalmente ramicate; per fare
cio iniziamo con il considerare il caso particolare di estensioni cicliche e
totalmente ramicate di grado primo.
2.3 Estensioni cicliche totalmente ramicate
di grado primo
Sia L/K un'estensione ciclica e totalmente ramicata di grado [L ∶ K] = l;
indichiamo con p = charK. Sappiamo che G = Gal(L/K) ≅ Z/lZ e che in




{ G = G0 = : : : = Gt
Gt+1 = : : : = {e}
Vogliamo caratterizzare tale t. Sia s un generatore del gruppo di Galois G;
dalle proprieta della funzione iG sappiamo che
s ∈ Gu ⇐⇒ iG(s) ≥ u + 1:
In particolare, se t e un salto, G = Gt ≠ Gt+1 = {e}, quindi ∀s ≠ e si ha
iG(s) ≥ t + 1 e iG(s) < t + 2:
Di conseguenza, se s e un generatore del gruppo di Galois G, iG(s) = t + 1 e
quindi si ha t = iG(s) − 1.
Osserviamo che, per il corollario 1.35, Gi/Gi+1 e un p-gruppo abeliano ele-
mentare ∀i ≥ 1 , dove p e la caratteristica del campo residuo; di conseguenza,
se l ≠ p, il salto e necessariamente t = 0.
D'altra parte, se l = p, dal corollario 1.33 si ha che G0/G1 e un gruppo ciclico
e il suo ordine e primo con charL, dunque in questo caso necessariamente
G0 = G1 e quindi t ≠ 0.
Abbiamo quindi il seguente corollario:
Corollario 2.7. Se L/K e un'estensione ciclica di grado l, con l primo e
charK = p, allora il salto della ramicazione t = 0 ⇐⇒ l ≠ p.
Vogliamo ora vedere qual e il salto della ramicazione in alto (a partire
da quello in basso); per fare cio calcoliamo  (x). Dalla denizione sappiamo
che, se m ≤ u ≤m + 1 con m intero positivo, allora:
 (x) = ∫ x
0
[G0 ∶ Gw] dw = g0 ( 1
g1
+ : : : + 1
gm
+ (u −m) 1
gm+1) :
Di conseguenza si ha:
 Se x ≤ t e m ≤ x ≤m + 1:




(x −m)) = x;
 se x > t:
 (x) = l (1
l
t + (x − t)) = t + l(x − t):
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Si vede allora che in questo caso anche il salto della ramicazione in alto
e uguale a t.
Vogliamo ora studiare come agisce la norma sugli U iL. Dimostriamo prima
i seguenti lemmi:
Lemma 2.8.∀n ≥ 0 Tr(MnL) =MrK, con r = [(m + n)/l] e m = (t + 1)(l − 1).
(con [:] indichiamo la parte intera inferiore).
Dimostrazione. Poiche la traccia e OK-lineare, Tr(MnL) e un ideale di OK .
Ricordiamo il seguente risultato generale sul dierente (di cui si puo trovare
una dimostrazione su [Ser] o su [La1]):
Proposizione 2.9. Siano I e J due ideali frazionari di K e di L. Allora le
due proprieta seguenti sono equivalenti:
 Tr(J) ⊂ I;
 J ⊂ I D−1
L/K.
Di conseguenza, se r e un intero, dalla proposizione precedente si ha che
Tr(MnL) ⊂MrK ⇐⇒ MnL ⊂MrK D−1L/K =Mlr−mL
cioe se e solo se r ≤ (m + n)/l, da cui la tesi.
Lemma 2.10. Se x ∈MnL allora:
N(1 + x) ≡ 1 + Tr(x) +N(x) mod (M2nL ):
Dimostrazione:
Chiamiamo 1; : : : l gli elementi di Gal(L/K); allora dalla denizione di
norma e traccia si ha:
N(x) = NL/K(x) = l∏
i=1 i(x) e Tr(x) = TrL/K(x) = l∑i=1 i(x)
Di conseguenza possiamo scrivere:
N(1 + x) = l∏
i=1(1 + i(x))= 1 + l∑
i=1 i(x) + ( l∑i=1 i)( l∑j=1xj(x) + : : :) + l∏i=1 i(x)
= 1 + Tr(x) + ( l∑








N(1 + x) ≡ 1 + Tr(x) +N(x) mod (M2nL )
da cui la tesi. ◻
A partire da questi due lemmi possiamo dimostrare l'importante propo-
sizione seguente:
Proposizione 2.11. Se L/K e un'estensione ciclica di grado p, allora ∀n ≥ 0
con n intero si ha N(U (n)L ) ⊂ UnK e N(U (n)+1L ) ⊂ Un+1K .
Dimostrazione. Per dimostrare tale proposizione distinguiamo quattro casi:
 Caso n = 0.
In questo caso e ovvio che N(UL) ⊂ UK e N(U1L) ⊂ U1K ;
 Caso 1 ≤ n < t.
Poiche per ipotesi t ≥ 1 per le osservazioni fatte precedentemente si ha
che l'estensione e totalmente ramicata e quindi l = p. Inoltre, per il
calcolo della  si ha  (n) = n.
Sia x ∈ MnL; allora nel caso di estensioni totalmente ramicate si ha
N(x) ∈ MnK in quanto vL = vK ○N . Per il lemma 2.8, Tr(x) ∈ MrK ,
dove
r = [(t + 1)(l − 1) + n
l
] :
Per ipotesi t > n, dunque t = n + h con h ≥ 1. Sostituendo allora si ha:
r = [n + h + 1 − h + 1
l
] = [n + (h + 1) l − 1
l
] ≥ n + 1
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. Di conseguenza Tr(x) ∈Mn+1K .
Con lo stesso conto si ha che, se x ∈M2nL , allora Tr(x) ∈MrK con
r = [(t + 1)(l − 1) + 2n
l
] ≥ [(t + 1)(l − 1) + n
l
] ≥ n + 1:
Di conseguenza Tr(M2nL ) ⊂Mn+1K .
Ora, dal lemma 2.10 si ha che, se x ∈MnL
N(1 + x) ≡ 1 +N(x) modMn+1K ;
allora, poiche N(x) ∈MnK si ha che N mappa UnL in UnK e Un+1L in Un+1K ;
in questo caso quindi si ha la tesi.
 Caso n = t ≥ 1.
Come nel caso precedente si ha che l = p e  (t) = t. Anche in questo
caso, se x ∈M2nL allora Tr(x) ∈MrK con
r = [(t + 1)(l − 1) + 2n
l
] = [n + 1 + n − 1
l
] ≥ n + 1;
da cui
N(1 + x) ≡ 1 + Tr(x) +N(x) modMn+1K :
D'altra parte, se x ∈MnL, sempre per il lemma 2.8, Tr(x) ∈MrK con
r = [(t + 1)(l − 1) + n
l
] = r = [n + 1 − 1
l
] = n:







 Caso n > t.
Dai calcoli fatti precedentemente vale  (n) = t + l(n − t). Allora, se
x ∈M (n)L , Tr(x) ∈MrK con
r = [(t + 1)(l − 1) +  (n)
l








Inoltre, N(x) ∈M (n)K ⊆Mn+1K e, con gli stessi conti precedenti, anche
Tr(M2 (n)L ) ⊂ Mn+1K . Allora utilizzando il lemma 2.10 si ha che, se
x ∈M (n)L ,
N(1 + x) ≡ 1 + Tr(x) +N(x) mod M2 (n)K :
Mettendo insieme tutte queste osservazioni e utilizzando la formula








K , e dunque
la tesi.
Utilizzando la proposizione precedente si vede che la norma denisce, per
passaggio al quoziente, un omomorsmo
Nn ∶ U (n)L /U (n)+1L Ð→ UnK/Un+1K :
Con ragionamenti analoghi a quelli usati nella dimostrazione precedente,
si puo dimostrare anche la seguente proposizione che sara utile in seguito:
Proposizione 2.12.
 Per n = 0 la mappa N0 ∶K ∗ Ð→K ∗ e data da N0() = l; inoltre:
{ se t ≠ 0 (dove t e il salto della ramicazione) tale mappa e iniettiva;
{ se t = 0 il ker della mappa e ciclico di ordine l ed e uguale al-
l'immagine di G tramite la mappa #0 ∶ G Ð→ UL/U1L denita
precedentemente;
 Per 1 ≤ n < t la mappa Nn ∶ UnL/Un+1L Ð→ UnK/Un+1K e descritta da
Nn() = np per qualche n ∈K ∗ ed e iniettiva;
 Per n = t ≥ 1 la mappa Nt ∶ U tL /U t+1L Ð→ U tK/U t+1K e descritta da
Nt() = p +  per qualche ; ∈ K ∗. Il suo Ker e ciclico di ordine
p = l ed e uguale a #t(G);
 Per n > t la mappa Nn ∶ U (n)L /U (n)+1L Ð→ UnK/Un+1K e descritta da
Nn() = n per qualche n ∈K ∗ ed e bigettiva.
(per una dimostrazione completa di tali proprieta si puo consultare [Ser] ).
Dalla proposizione precedente discende banalmente il seguente corollario:
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Corollario 2.13. L'omomorsmo Nn e iniettivo per ogni n eccetto che per
n = t per cui vale la seguente successione esatta:
0 // G
#t // U tL/U t+1L Nt // U tK/U t+1K
Se il campo dei residui e perfetto, vale la proposizione (che ci sara utile in
seguito):
Proposizione 2.14. L'omomorsmo Nn e surgettivo per n > t e, se il campo
residuo K e perfetto, anche per n < t. Inoltre, se K e algebricamente chiuso,
Nn e surgettivo per ogni n.
Dimostrazione. Osserviamo che dalla proposizione 2.12 sappiamo che se n > t
la mappa Nn e bigettiva, quindi in particolare e surgettiva.
Supponiamo ora che il campo dei residui K sia perfetto; dalla proposizione
2.12 sappiamo che:
 per 1 ≤ n < t la mappa Nn ∶ UnL/Un+1L Ð→ UnK/Un+1K e descritta da
Nn() = np per qualche n ∈K ∗.
Mostriamo che tale mappa e anche sergettiva.
Sappiamo che UnK/Un+1K ≅ K e che K = Kp; allora se  ∈ UnK/Un+1K esiste
 ∈ UnK/Un+1K tale che p = , ed esiste  ∈K tale che p = n. Si ha quindi:
Nn(−1) = n(−1)p = p = ;
da cui, se n < t, la mappa Nn e surgettiva.
Supponiamo ora che il campo dei residui K sia algebricamente chiuso; lo
stesso ragionamento precedente mostra che anche in questo caso, se n < t,
l'omomorsmo Nn e surgettivo.
Consideriamo ora il caso n = t; sempre dalla proposizione 2.12 sappiamo che:
 per n = t ≥ 1 la mappa Nt ∶ U tL /U t+1L Ð→ U tK/U t+1K e descritta da
Nt() = p +  per qualche ; ∈K ∗.
Sia  ∈ U tK/U t+1K ≅ K; allora esiste  ∈ U tK/U t+1K tale che  = p + .
Dall'aermazione precedente abbiamo quindi che:
Nt() = p +  = ;
dunque la mappa e surgettiva.
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Corollario 2.15. Se K e un campo perfetto e L/K e un'estensione to-
talmente ramicata di grado l = p e il campo dei residui e perfetto allora∀1 ≤ i < t si ha che U iK = U i+1K NL/K(U iL) e U tK/NL/K(U tL) ≅ Z/pZ.
Dimostrazione. Abbiamo dimostrato che nel caso in cui K e perfetto allora
se 1 ≤ n < t si ha che Ni ∶ U iL/U i+1L → U iK/U i+1K e un isomorsmo; cio mostra
banalmente che U iL = U i+1L NL/K(U iL).
Corollario 2.16. N(U (n)L ) = UnK per n > t e N(U (n)+1L ) = Un+1K per n ≥ t e
n intero. Inoltre, se K e algebricamente chiuso tali uguaglianze valgono per
ogni n.
Dimostrazione. Fissiamo n ≥ 0; ltriamo U (n)L tramite gli U (m)L e UnK tramite
gli UmK . Poiche ∀m si ha che  (m + 1) ≥  (m) + 1, vale U (m+1)L ⊂ U (m)+1L .
Di conseguenza, componendo la proiezione canonica e l'omomorsmo Nm
denito in precedenza otteniamo l'omomorsmo :
 ∶ U (m)L /U (m+1)L // U (m)L /U (m)+1L Nm // UmK /Um+1K :
Sem > t, la proposizione 2.14 mostra che  e surgettivo (perche composizione
di omomorsmi surgettivi), e applicando il lemma 2.2 si ha quindi che anche
l'omomorsmo N ∶ U (n)L Ð→ UnK e surgettivo.
Lo stesso ragionamento precedente si applica nel caso in cui K e algebri-
camente chiuso e n e arbitrario (in quanto la proposizione 2.14 aerma che∀n ≥ 0 l'omomorsmo Nn e surgettivo).
Per dimostrare la formula N(U (n)+1L ) = Un+1K notiamo che, da quanto visto
al punto precedente, N(U (n+1)L ) = Un+1K . Inoltre dalla proposizione 2.11 si ha
che N(U (n)+1L ) ⊂ Un+1K , quindi:
Un+1K = N(U (n+1)L ) ⊂ N(U (n)+1L ) ⊂ Un+1K
da cui l'uguaglianza.
Corollario 2.17. Se t = 0 vale che coker(Nt) = K ∗/K ∗l. Se t ≠ 0, allo-
ra coker(Nt) ≅ K/P(K), dove P() = p −  e l'omomorsmo denito nel
capitolo 1.
Dimostrazione. Osserviamo che, se t = 0 abbiamo visto nella proposizione
2.12 che Nt() = l, da cui banalmente segue che coker(Nt) = K ∗/K ∗l. Se
t ≠ 0, mostriamo che coker(Nt) ≅K/P(K). Dalla proposizione 2.12 si ha che
Nt() = p +  con ; ≠ 0
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ed esiste un elemento  ∈ kerNt. Possiamo allora scrivere
Nt() = p((/)p − /) = P(/) ( ≠ 0);
da cui Im(Nt) = Im(P).
Corollario 2.18. Se K e perfetto allora coker(Nt) ≅ U tK/N(U tL).
Dimostrazione. Utilizziamo il seguente diagramma commutativo:











0 // U t+1K // U tK vK // U tK/U t+1K // 0
e applichiamo il lemma 2.1; poiche N(U t+1L ) = U t+1K si ha la seguente
successione esatta:
0Ð→ CokerN Ð→ CokerNt Ð→ 0;
da cui U tK/N(U tL) ≅ cokerNt.
Corollario 2.19. Se K e perfetto si ha che
UK/N(UL) ≅K∗/NL∗:
Dimostrazione. Utilizziamo il seguente diagramma commutativo:










0 // UK //K∗ vK // Z // 0
e applichiamo il lemma 2.1; osserviamo che nel nostro caso, essendo l'esten-
sione totalmente ramicata, f = 1, da cui f ′′ = id e Kerf ′′ = Cokerf ′′ = 0. Di
conseguenza dal lemma si ha:
0Ð→ Cokerf ′ Ð→ Cokerf Ð→ 0;
e quindi, poiche Cokerf ′ = UK/NUL e Cokerf =K∗/NL∗ vale
UK/NUL ≅K∗/NL∗:
Per dimostrare risultati analoghi nel caso generale di estensioni total-
mente ramicate di grado qualsiasi abbiamo bisogno di un altro strumen-
to; nel prossimo paragrafo deniamo i polinomi additivi e moltiplicativi
enunciandone alcune proprieta.
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2.4 Polinomi additivi e polinomi moltiplica-
tivi
Sia K un campo e indichiamo con p la sua caratteristica.
Denizione 2.2. Un polinomio P ∈K[x] si dice moltiplicativo se
P (XY ) = P (X)P (Y ) e P (1) = 1:
Per i polinomi moltiplicativi valgono banalmente le proprieta seguenti:
 Un polinomio moltiplicativo e necessariamente un monomio del tipo
Xh; indichiamo con d(P ) il grado h.
 Se h e della forma h0pr, con (h0; p) = 1, si denisce h0 grado separabile
di P , e scriviamo ds(P ) = h0.
 Il nucleo dell'omomorsmo P ∶ K∗ Ð→ K∗ e il gruppo delle radici
ds(P )-esime dell'unita contenute in K; l'ordine di questo gruppo divide
ds(P ).
 Se P e Q sono due polinomi moltiplicativi lo e anche P ○Q e
d(P ○Q) = d(P ): d(Q); ds(P ○Q) = ds(P ): ds(Q):
Denizione 2.3. Un polinomio P e detto additivo se:
P (X + Y ) = P (X) + P (Y ):
Per i polinomi additivi valgono invece le proprieta seguenti:
 Se K ha caratteristica zero allora P (X) = aX per qualche a ∈ K; se
invece K ha caratteristica p e evidente che P e combinazione lineare di
monomi della forma Xp
h
con potenze di p come esponenti.
Se P ≠ 0 puo essere scritto in modo unico nella forma:
P =XphP ′
con
P ′ = a0 + : : : + akXpk e a0; ak ≠ 0:
 Il grado d(P ) di P (scritto nella forma precedente) e uguale a ph+k;
l'intero pk e detto grado separabile di P e si indica con ds(P ).
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 Il nucleo dell'omomorsmo P ∶ K Ð→ K e uguale a quello di P ′; esso
e un sottogruppo additivo di K con ordine che divide ds(P ). Inoltre,
poiche P ′ e separabile, esso puo essere scritto (nella chiusura algebrica
di K) come:
P ′ = aK ∏
P ()=0(X − )
che mostra che il Ker di P ha ordine ds(P ) se K contiene le radici di
P ′.
 Se P e Q sono due polinomi additivi lo e anche P ○Q e
d(P ○Q) = d(P ): d(Q); ds(P ○Q) = ds(P ): ds(Q):
Utilizzando tali polinomi possiamo generalizzare i risultati sulle esten-
sioni totalmente ramicate di grado primo al caso di estensioni totalmente
ramicate di grado qualsiasi.
2.5 Estensioni di Galois totalmente rami-
cate
In questo paragrafo supponiamo che l'estensione L/K sia di Galois e total-
mente ramicata; di conseguenza L =K.
Per prima cosa dimostriamo la seguente proposizione:
Proposizione 2.20. ∀n ≥ 0 si ha N(U (n)L ) ⊂ UnK e N(U (n)+1L ) ⊂ Un+1K .
Dimostrazione. Vogliamo dimostrare la proposizione per induzione sulla lun-
ghezza della fattorizzazione di ∣G∣. Osserviamo innanzitutto che, se ∣G∣ = 1
non c'e nulla da dimostrare. Supponiamo allora ∣G∣ ≠ 1.
 Passo base: ∣G∣ = l con l primo.
Tale caso e esattamente la proposizione 2.11 trattata precedentemente;
 Passo induttivo
Per il corollario 1.39 sappiamo che il gruppo G0 e risolubile; nel no-
stro caso, essendo l'estensione totalmente ramicata, si ha che G = G0
(perche il primo salto e diverso da 0); dunque ancheG e risolubile. Segue
allora che G ha un quoziente ciclico e di ordine primo; di conseguenza
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Applicando l'ipotesi induttiva si ha che le due asserzioni sono valide
per entrambe le sottoestensioni L/K ′ e K ′/K. Poniamo:
n′ =  K′/K(n) e n′′ =  L/K′(n′);
allora si ha:
NL/K′(Un′′L ) ⊂ Un′K′ e NK′/K(Un′K′) ⊂ UnK :
Applicando la regola di composizione NL/K = NK′/K ○NL/K′ , si ha:
NL/K(Un′′L ) = NK′/K(NL/K′(Un′′L )) ⊂ NK′/K(Un′K′) ⊂ UnK
che dimostra la prima aermazione in quanto  L/K =  L/K′ ○  K′/K .
Allo stesso modo, sempre per l'ipotesi induttiva, si ha che:
NL/K′(Un′′+1L ) ⊂ Un′+1K′ e NK′/K(Un′+1K′ ) ⊂ Un+1K
dunque componendo le due relazioni si ha
NL/K(Un′′+1L ) = NK′/K(NL/K′(Un′′+1L )) ⊂ NK′/K(Un′+1K′ ) ⊂ Un+1K :
Vogliamo ora descrivere la mappa Nn con l'uso dei polinomi moltiplicativi
(o additivi). A tal riguardo vale la seguente proposizione:
Proposizione 2.21. Per n = 0 (rispettivamente n ≠ 0) l'omomorsmo Nn e
indotto da un polinomio moltiplicativo (rispettivamente additivo) non costante
Pn tale che:
d(Pn) = ∣G (n)∣ e ds(Pn) = [G (n) ∶ G (n)+1] =  ′d(n)/ ′g(n);
dove con f ′d e f ′g indichiamo rispettivamente le derivate prime destra e sinistra
di f .
Inoltre la successione
0 // G (n)/G (n)+1 # // U (n)L /U (n)+1L Nn // UnK/Un+1K
e esatta.
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Dimostrazione. Come nella proposizione precedente facciamo la dimostrazione
per induzione sulla lunghezza della fattorizzazione di ∣G∣. Osserviamo di
nuovo che se ∣G∣ = 1 non c'e nulla da dimostrare; supponiamo quindi ∣G∣ ≠ 1.
 Passo base: ∣G∣ = l con l primo.
Tale caso discende banalmente dalla proposizione 2.12.
 Passo induttivo.
Con lo stesso ragionamento della dimostrazione della proposizione prece-








n′ =  K′/K(n) e n′′ =  L/K′(n′);
notiamo che Nn ha la seguente fattorizzazione:
Un
′′
L /Un′′+1L N ′′ // Un′K′/Un′+1K′ N ′ // UnK/Un+1K
dove con N ′′ ed N ′ indichiamo rispettivamente le norme NL/K′ e NK′/K .
Per ipotesi induttiva N ′′ ed N ′ sono indotte dai polinomi moltiplicativi
(rispettivamente additivi) P ′′ e P ′; allora Nn e indotta dal polinomio
composto Pn = P ′ ○P ′′ che e dello stesso tipo per le osservazioni prece-
denti.
Inoltre, il grado separabile ds(Pn) e uguale al prodotto dei gradi se-
parabili ds(P ′) e ds(P ′′). Dall'ipotesi induttiva applicata all'estensione
L/K ′ si ha che
ds(P ′′) = ( L/K′)′d/g(n);
dove con f ′
d/g denotiamo il quoziente f ′d/f ′g delle derivate destra e sini-
stra di f . Allo stesso modo:
ds(P ′) = ( K′/K)′d/g(n):
Poiche  L/K =  L/K′ ○  K′/K , dalla regola della catena si ha
ds(Pn) = ds(P ′):ds(P ′′) = ( L/K)′d/g(n):
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Ora, per le proprieta principali della funzione  si ha che:
( L/K)′d(n) = [G0 ∶ G (n)] e ( L/K)′g(n) = [G0 ∶ G (n)+1];
da cui:
ds(Pn) = [G0 ∶ G (n)][G0 ∶ G (n)+1] = [G (n) ∶ G (n)+1]:
Dimostriamo che il grado di Pn e pari a ∣G (n)∣.
Dall'ipotesi induttiva sappiamo che:
d(P ′′) = ∣H L/K′(n′)∣ e d(P ′) = ∣(G/H) K′/K(n)∣;
inoltre, per il teorema di Herbrand 1.49 si ha che, se v = 'L/K′(u) (o
equivalentemente se u =  L/K′(v)),
(G/H)v = GuH/H = G L/K′(v)H/H:
Inoltre abbiamo visto dalla proposizione 1.19 che, per i sottogruppi H
di G, vale Ht = Gt ∩H ∀t.
Dunque, calcolando le cardinalita, si ha:
d(Pn) = ∣(G/H)∣:n′ ∣H L/K′(n′)∣ = ∣G L/K′(n′)H/H ∣:∣H L/K′(n′)∣
ma  L/K′(n′) = n′′ =  L/K(n), dunque sostituendo si ha:
d(Pn) = ∣Gn′′H/H ∣∣Hn′′ ∣ = ∣Gn′′H ∣∣H ∣ ∣Gn′′ ∩H ∣
= ∣Gn′′ ∣∣H ∣∣Gn′′ ∩H ∣ ∣Gn′′ ∩H ∣∣H ∣ = ∣G L/K(n)∣:
D'altra parte, per quanto abbiamo visto nella sezione precedente, il nu-
cleo di Nn ha ordine che divide ds(Pn); poiche N(s()/) = 1, tale nu-
cleo contiene l'immagine di #, il cui ordine e precisamente ds(Pn) come
visto prima. Di conseguenza Im(#) = Ker(Nn), quindi la successione
e esatta.
Corollario 2.22. Nn e iniettiva ⇐⇒ G (n) = G (n)+1:
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Dimostrazione. Segue direttamente dall'esattezza della successione
0 // G (n)/G (n)+1 # // U (n)L /U (n)+1L Nn // UnK/Un+1K
della proposizione precedente; infatti # e iniettiva e Im# = kerNn. Di con-
seguenza KerNn = {0} ⇐⇒ Im# ≅ G (n)/G (n)+1 = {0}, da cui la tesi.
Corollario 2.23. Nn e surgettiva in ognuno dei tre casi seguenti:
1. K e algebricamente chiuso:
2. K e perfetto e G (n) = G (n)+1;
3. G (n) = {1}:
Dimostrazione. Distinguiamo vari casi:
1. Supponiamo che K sia algebricamente chiuso. Dalla proposizione 2.21
l'applicazione
Nn ∶ U (n)L /U (n)+1L Ð→ UnK/Un+1K
e indotta da un polinomio Pn non costante. Sia allora  ∈ UnK/Un+1K ≅K;
poiche K e algebricamente chiuso esiste x ∈ K tale che Pn(x) = ; di
conseguenza:
Nn(x) = Pn(x) = ;
quindi l'applicazione Nn e surgettiva.
2. Supponiamo che K sia perfetto e che G (n) = G (n)+1. Sempre dalla
proposizione 2.21 l'applicazione
Nn ∶ U (n)L /U (n)+1L Ð→ UnK/Un+1K
e indotta da un polinomio Pn tale che ds(Pn) = [G (n) ∶ G (n)+1] = 1.
Di conseguenza per le proprieta dei polinomi moltiplicativi viste nella
sezione precedente si ha che Pn e un monomio di grado una potenza di
p, cioe della forma Pn = cXpr con c ∈ K. Sia allora  ∈ UnK/Un+1K ≅ K;
poiche K e perfetto esiste b ∈ K tale che bpr = c, ed esiste  tale che
p
r = . Di conseguenza:
Nn(b−1) = cb−prpr = pr = ;
quindi anche in questo caso Nn e surgettiva.
42
3. Supponiamo che G (n) = {1}. Utilizzando ancora la proposizione 2.21
l'applicazione
Nn ∶ U (n)L /U (n)+1L Ð→ UnK/Un+1K
e indotta da un polinomio Pn tale che d(Pn) = ∣G (n)∣ = 1. Di con-
seguenza il polinomio Pn e un monomio di grado 1, cioe della forma
Pn = cX, con c ∈K. Se consideriamo  ∈ UnK/Un+1K ≅K, allora
Nn(c−1) = cc−1 = ;
dunque Nn e surgettiva anche in questo caso.
Con la stessa dimostrazione del corollario 2.16 si puo dimostrare il seguente
corollario:
Corollario 2.24. Se G (n) = {1} vale N(U (n)L ) = UnK e se G (n+1) = {1} si
ha N(U (n)+1L ) = Un+1K . Se K e algebricamente chiuso tali uguaglianze valgono∀n ≥ 0.
Utilizzando le proprieta delle norme descritte nora vogliamo dare una di-
mostrazione dell'importante teorema di Hasse-Arf. Per fare cio abbiamo bisog-
no di un'altra osservazione preliminare.
2.6 Estensione del campo dei residui
Sia L/K un'estensione nita totalmente ramicata; supponiamo in ag-
giunta che il campo dei residui L =K sia un campo perfetto.
Sia K ′ un'estensione nita di K e sia K ′ la corrispondente estensione di























Le estensioni L/K e K ′/K sono linearmente disgiunte; infatti L ∩ K ′ e
un'estensione di K contemporaneamente non ramicata e totalmente rami-
cata, quindi e banale, e L ∩K ′ =K.
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Ora, sempre per la proposizione 1.15 si ha che l'estensione L′/L e non
ramicata con estensione del campo dei residui K ′/K.
Denizione 2.4. Diciamo che L′/K ′ e dedotta da L/K tramite estensione
dei campi residui da K a K ′.
Siano K e L due uniformizzanti rispettivamente di K ed L; allora,
poiche le estensioni K ′/K e L′/L sono non ramicate, K e L sono ancora
uniformizzanti rispettivamente di K ′ e di L′.
Se supponiamo che L/K sia di Galois con gruppo di Galois G, lo stesso vale
per L′/K ′; inoltre i gruppi di ramicazione di G (e i rispettivi salti) e le
funzioni #i denite in precedenza sono le stesse per L/K e L′/K ′.
Tale costruzione ci dice quindi che possiamo, se necessario, estendere
il campo dei residui dell'estensione di partenza conservando gli invarianti
principali dell'estensione iniziale.
2.7 Applicazione: il teorema di Hasse-Arf
Siamo ora in grado di fornire una dimostrazione completa del teorema di
Hasse-Arf.
Teorema 2.25. Sia K un campo completo rispetto ad una valutazione di-
screta e sia L un'estensione abeliana nita di K con gruppo di Galois G;
supponiamo inoltre che l'estensione dei campi residui L/K sia separabile.
Vale allora che, se v e un salto della ltrazione {Gv} di G, v e un intero.
Tradotto in termini di salti della ramicazione in basso il teorema diventa:
Teorema 2.26. Nelle ipotesi del teorema precedente, se  e un intero tale
che G ≠ G+1 allora 'L/K() e intero.
La seguente proposizione e un caso speciale del teorema precedente:
Proposizione 2.27. Sia L/K un'estensione ciclica e totalmente ramicata
con gruppo di Galois G e sia  il piu grande intero tale che G ≠ {1}. Allora
'L/K() e un intero.
Mostriamo innanzitutto che la proposizione precedente implica il teorema di
Hasse-Arf.
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Dimostrazione. Sia L/K un'estensione che soddis le ipotesi del teorema e sia
v un salto nella ltrazione {Gv}. Abbiamo precedentemente visto che, a meno
di rimpiazzare G con il suo sottogruppo di inerzia G0 possiamo supporre che
l'estensione L/K sia totalmente ramicata.
Poniamo G′ = Gv e sia G′′ il successivo gruppo di ramicazione (dunque
G′′ = Gv+" ∀" > 0 sucientemente piccolo); dalla denizione vale allora che
G′ ≠ G′′.
Per ipotesiG e abeliano, dunque lo e ancheG/G′′; di conseguenza, utilizzando
il teorema fondamentale dei gruppi abeliani, G/G′′ puo essere scomposto nel
prodotto diretto di gruppi ciclici. Esiste allora un gruppo quoziente H di







Per la corrispondenza di Galois, G/G′′ e il gruppo di Galois di una sot-
toestensione L′/K di L/K, e H e il gruppo di Galois di una sottoestensione
K ′/K di L′/K.
Indichiamo con G̃ = G/G′′; allora per costruzione esiste H̃ ◁ G̃ tale che
H = G̃/H̃. Utilizzando la proposizione 1.51 si ha che:
Hv = (G̃/H̃)v = G̃v H̃/H̃ = (G/G′′)v H̃/H̃;
d'altra parte per G̃ si ha:
G̃v = (G/G′′)v = Gv G′′/G′′ = G′ G′′/G′′ = G′/G′′;
dunque sostituendo si ha:
Hv = G′/G′′ H̃/H̃ =H ′ ≠ 1 per costruzione.
Allo stesso modo calcoliamo Hv+":
Hv+" = (G̃/H̃)v+" = G̃v+" H̃/H̃ = (G/G′′)v+" H̃/H̃;
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ma
G̃v+" = (G/G′′)v+" = Gv+" G′′/G′′ = G′′/G′′ = {1};
dunque sostituendo otteniamo:
Hv+" = H̃/H̃ = {1}:
Abbiamo quindi dimostrato che Hv = H ′ ≠ {1} e Hv+" = {1}. Utilizzando la
proposizione 2.27 si ha che v e un intero, da cui la tesi.
Resta da dimostrare la proposizione 2.27.
Denotiamo con vL la valutazione discreta di L e sia  un uniformizzante di
L. Poniamo:
r = ∣G∣; r′ = ∣G∣ e k = r/r′:
Scegliamo un generatore s di G; poiche il gruppo G e ciclico per ipotesi,
anche G e ciclico ed e generato da  = sk. A meno di estendere opportu-
namente i campi come mostrato nella sezione precedente possiamo supporre
che il campo dei residui L =K sia diverso da Fp.
Sia V l'insieme degli x ∈ L∗ di norma 1; d'ora in poi per comodita utiliz-
ziamo la notazione esponenziale per il gruppo G (cioe scriviamo xs al posto
di s(x) ).
Ricordiamo l'enunciato del teorema 90 di Hilbert:
Teorema 2.28 (Teorema 90).
Sia L/K un'estensione ciclica e di Galois e sia  un elemento di L. Allora
N() = 1 ⇐⇒ esiste un elemento  ∈ L tale che  = s−1, dove s e un
generatore di Gal(L/K).
Una dimostrazione di tale teorema (che e un risultato classico di teoria
dei campi), puo essere trovata su [Bos].
Grazie al teorema 90 si vede che V puo essere espresso come
V = { ys−1 ∣ y ∈ L∗ e < s >= G }:
Sia inoltre W il sottogruppo di V denito come:
W = {ys−1 ∣ y ∈ UL e < s >= G}:
Vale allora il seguente lemma:
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Lemma 2.29. Il gruppo V /W e ciclico.
Dimostrazione. Notiamo infatti che la mappa
t t−1 //
f ∶ G V /W//
denisce, per passaggio al quoziente, un isomorsmo tra G e V /W . Di con-
seguenza V /W e ciclico perche G lo e.
Sia ora m un intero non negativo.
Denizione 2.5. Deniamo:
Vm = V ∩UmL e Wm =W ∩UmL :
Osserviamo facilmente che, poiche W ⊂ V , anche Wm ⊂ Vm; inoltre i
gruppi Vm/Wm possono essere identicati con sottogruppi di V /W ed essi
formano una ltrazione decrescente di V /W .
Lemma 2.30. Per m sucientemente grande, si ha Vm =Wm.
Dimostrazione. Dall'osservazione precedente vale che Wm ⊂ Vm ∀m ≥ 0;
dimostriamo l'inclusione ooposta. Fissiamo un elemento t ∈ L on TrL/K(t) = 1




poiche per ipotesi TrL/K(t) = 1, possiamo scrivere:
y − 1 = r−1∑
i=0(x1+s+:::+si−1 : tsi) − r−1∑i=0 tsi = r−1∑i=0(x1+s+:::+si−1 − 1) : tsi ;
da cui vL(y−1) > 0 e y ∈ U1L. Poiche per ipotesi NL/K(x) = 1 si ha che y1−s = x,
da cui x ∈Wm.
Studiamo adesso le proprieta dei quozienti successivi Vm/Vm+1Wm della l-
trazione {Vm/Wm}.
Lemma 2.31. Se '(m) e un intero e se Gm = Gm+1 allora Vm = Vm+1.
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Dimostrazione. Poniamo n = '(m) in modo che m =  (n).
Sia x ∈ Vm e sia x l'immagine di x in UmL /Um+1L . Per denizione di Vm,
NL/K(x) = 1 dunque x appartiene al nucleo dell'omomorsmo:
Nn ∶ UmL /Um+1L Ð→ UnK/Un+1K
denito precedentemente. Tuttavia dalla proposizione 2.21 il nucleo di Nn e
isomorfo a Gm/Gm+1, che in questo caso e banale per ipotesi. Segue quindi
che x = 0 e dunque x ∈ Vm+1:
Lemma 2.32. Sia m un intero positivo. Se l'immagine di Wm in UmL /Um+1L
e non banale, allora l'immagine e tutto UmL /Um+1L .
Dimostrazione. Sia x un elemento di Wm che non appartenga a Um+1L ; allora
x = ys−1 con y ∈ UL. A meno di moltiplicare y per un elemento di UK (che
non cambia ys−1) possiamo supporre che y ∈ U1L; di conseguenza y = 1+ z con
vL(z) ≥ 1.∀a ∈ OK poniamo ya = 1 + az e xa = ys−1a . Allora:
xa − 1 = s(ya) − (ya)
ya





Poiche y/ya ∈ U1L, si vede che xa ∈Wm e l'immagine xa in UmL /Um+1L e uguale
a ax, dove con a denotiamo l'immagine di a nel campo dei residui L = K.
Tuttavia, poiche x ≠ 0, ogni elemento di UmL /Um+1L e della forma ax, dunque
l'applicazione e surgettiva.
Lemma 2.33. Sia n un intero tale che G (n+1) = 1; sia m un intero tale che
n < '(m) < n + 1;
allora, le immagini di Vm e Wm sono entrambe uguali a tutto UmL /Um+1L .
Dimostrazione.
 Mostriamo che l'immagine di Vm e esattamente UmL /Um+1L . Sia x ∈ UmL
un rappresentante di x ∈ UmL /Um+1L . Per ipotesi
n < '(m) < n + 1; da cui:  (n) <m <  (n + 1);
quindi m ≥  (n)+1: Dalla proposizione 2.20 si ha che NL/K(x) ∈ Un+1K e
il corollario 2.24 mostra che ∃y ∈ U (n+1)L tale che NL/K(y) = NL/K(x).
Poniamo x′ = xy−1; in questo modo abbiamo ottenuto un rappresen-
tante di x che appartiene a V ; di conseguenza l'immagine di Vm e tutto
UmL /Um+1l .
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 Consideriamo ora Wm; la sua immagine in UmL /Um+1L e un sottogruppo
che indichiamo con Hm. Per quanto visto in precedenza, V /W e un
gruppo ciclico e quindi lo e anche Vm/Wm perche sottogruppo di un
gruppo ciclico; di conseguenza il quoziente di UmL /Um+1L tramite Hm e
anch'esso un gruppo ciclico.
Tuttavia UmL /Um+1L e isomorfo al gruppo additivo K, che non e ciclico
in quanto stiamo supponendo K ≠ Fp. Si ha quindi che Hm ≠ 0, e il
lemma precedente mostra che Hm deve essere l'intero gruppo.
Lemma 2.34.
Sia m un intero e n il piu piccolo intero che sia maggiore o uguale a '(m).
Se G (n+1) = {1}, allora Vm =Wm:
Dimostrazione. Mostriamo per prima cosa che Vm = Vm+1Wm. Distinguiamo
due casi:
 Supponiamo '(m) ∈ Z; allora  (m) = n + 1 e  (n + 1) =m.
Poiche {1} = Gm = G (n+1) = Gm+1, per il lemma 2.31 si ha Vm = Vm+1,
e quindi Vm = Vm+1Wm;
 se '(m) ∉ Z allora n < '(m) < n + 1 e il lemma precedente mostra che
Vm e Wm hanno la stessa immagine in UmL /Um+1L , da cui Vm = Vm+1Wm.
Applicando lo stesso ragionamento a m + 1 si ha che Vm+1 = Vm+2Wm+1, da
cui Vm = Vm+2Wm. Applicando l'induzione otteniamo quindi che ∀k > 0 vale
Vm = Vm+kWm.
Prendendo k abbastanza grande si ha, dal lemma 2.30, Vm+k =Wm+k, quindi
Vm = Vm+kWm =Wm+kWm =Wm
da cui la tesi.
Possiamo inne dimostrare la proposizione 2.27.
Dimostrazione. Supponiamo per assurdo che '() non sia intero e sia  + 1
il piu piccolo intero tale che  + 1 ≥ '().
Abbiamo allora che  <  ( + 1), da cui G (+1) = {1}; utilizzando il lemma
precedente si ha dunque V =W.
Sia  = sk il generatore di G denito all'inizio e poniamo x = −1.
Osserviamo che x ∈ V; infatti, se F = Fix(G) allora, per il teorema 90 di
Hilbert si ha che NL/K′(−1) = 1, e quindi dalla composizione delle norme
NL/K(−1) = NK′/K(NL/K′(−1)) = 1;
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dunque x ∈ V . D'altra parte, se  ∈ G, si ha vL(() − ) ≥  + 1, e quindi
−1 ∈ UL ; di conseguenza −1 ∈ V.
Ora, poiche V =W esiste y ∈ UL tale che −1 = ys−1. Ma:
 − 1 = (s − 1)(1 + s + : : : + sk−1)
e, ponendo z = y−1(1+s+:::+sk−1), si vede che zs−1 = 1, da cui z ∈K∗.
Ora, poiche L/K e totalmente ramicata, segue che vL(z) ≡ 0 mod r (dove
con r indichiamo [L ∶ K]). Tuttavia, poiche vL(y) = 0 e vL() = 1, si ha che
k ≡ 0 mod r, il che e assurdo.
Esempio 2.1. Ci sono alcuni casi in cui si dimostra direttamente che i salti
della ramicazione in alto sono interi senza utilizzare il teorema di Hasse-Arf.
 Se l'estensione L/K e ciclica di grado p, abbiamo visto che il salto in
alto coincide con quello in basso (quindi in quarticolare e intero).
 Se l'estensione e di Galois di grado p2, il teorema di Hasse-Arf segue
direttamente dalla proposizione 1.44. Infatti, se indichiamo con t1 e t2
i salti in basso (eventualmente solo t1 se l'estensione ha un unico salto)
si ha:
{ t1 = '(t1) = t1, quindi il primo salto in alto e uguale al salto in
basso;
{ t2 = '(t2) = 1
p2
(p2t1 + p(t2 − t1) = t1 + 1
p
(t2 − t1); d'altra parte per




Concludiamo tale capitolo con tre importanti esempi.
2.8 Esempi:
2.8.1 Estensioni cicliche totalmente ramicate
Sia L/K un'estensione ciclica e totalmente ramicata di grado pn, con
p = charK; allora G = Z/pnZ. Vogliamo descrivere le proprieta generali dei
salti della ramicazione in questo caso.
Indichiamo con G(i) il sottogruppo di G di ordine pn−i.
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 Poiche p = charK abbiamo precedentemente visto che il primo salto e
diverso da 0; di conseguenza G = G0 = G1.
 Per il corollario 1.35 abbiamo visto che Gi/Gi+1 e un p-gruppo abeliano
elementare, ed essendo quoziente di un gruppo ciclico e anch'esso cicli-
co. Di conseguenza: ∣Gi/Gi+1∣ = 1 o ∣Gi/Gi+1∣ = p:
Si ha quindi che tutti i sottogruppi di G sono gruppi di ramicazione
e la successione dei gruppi di ramicazione diventa:
G = G(0) ⊃ G(1) ⊃ : : : ⊃ G(n − 1) ⊃ G(n) = {1}:
Dal teorema di Hasse-Arf sappiamo che esistono degli interi positivi
i0; i1 : : : in−1
tali che i salti della ramicazione in alto {G} si abbiano nei punti:
i0; i0 + i1; : : : ; i0 + i1 + : : : + in−1:
Da tali valori possiamo allora dedurre i salti della ramicazione in basso:
 Supponiamo che il primo salto in basso si abbia in j0; allora:
'(j0) = g1
g0
+ : : : + gj0
g0
= j0
in quanto ∀i ≤ j0 vale gi
g0
= 1.
Poiche il primo salto in alto e i0, si ha i0 = j0.
 Supponiamo che i0, i0 + l1, : : : siano i salti della ramicazione in basso;
allora:
{ '(i0 + l1) = i0 + 1
p
l1 ∈ Z; allora
i0 + 1
p
l1 = i0 + i1 ⇐⇒ l1 = pi1.⋮




p2i2 + : : : + 1
pn−1 ln−1 ∈ Z;
allora
i0 + i1 + : : : + ln−1
pn−1 = i0 + i1 + : : : + in−1 ⇐⇒ ln−1 = pn−1in−1.
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Vogliamo ora vedere cosa possiamo dire sulle sottoestensioni di L/K.
Sia dunque L/K un'estensione ciclica e totalmente ramicata di grado
pn, con p = charK. Consideriamo la catena di sottogruppi di ramicazione:
G = G1 ⊇ G2 ⊇ : : : ⊇ Gl ⊃ Gl+1 = {1}:
Sia Lm il sottocampo ssato da Gm; allora abbiamo la seguente torre di
estensioni:
K = L1 ⊆ L2 ⊆ : : : ⊆ Ll ⊂ Ll+1 = L:
Vale allora la seguente proposizione:
Proposizione 2.35.
Sia 1 ≤ m ≤ l; allora Gal(Lm+1/Lm) coincide con il gruppo di ramicazione
Gal(Lm+1/Lm)m, Gal(Lm+1/Lm)m+1 = 1 e  Lm+1/Lm(m) =m.
Inoltre:
 se i <m, allora  Lm+1/Lm(i) = i e l'omomorsmo
U iLm+1/U i+1Lm+1 Ð→ U iLm/U i+1Lm
indotto da NLm+1/Lm e iniettivo (bigettivo se il campo dei residui e
perfetto);
 se i >m, allora l'omomorsmo
U
 (i)
Lm+1/U (i)+1Lm+1 Ð→ U iLm/U i+1Lm
indotto da NLm+1/Lm con  =  Lm+1/Lm e bigettivo;
 in aggiunta, l'omomorsmo
U
 (i)
L /U (i)+1L Ð→ U iK/U i+1K
indotto da NL/K con  =  L/K e bigettivo se  (i) > n.
Dimostrazione. Dimostriamo la proposizione per induzione su m.
 Passo base m = l.
L'estensione intermedia L/Ll ha grado p e Gal(L/Ll) = Gl per la
corrispondenza di Galois. Dalla proposizione 1.19 sappiamo che
Gal(L/Ll)x = Gal(L/K)x ∩Gal(L/Ll);
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allora si vede che
Gal(L/Ll)l = GL = Gal(L/Ll) e Gal(L/Ll)l+1 = {1}
e
 L/Ll(x) = x per x ≤ l:
Le altre asserzioni seguono direttamente dalla proposizione 2.12.
 Passo induttivo m + 1→m.
Sappiamo che la funzione  e moltiplicativa sulle torri di estensioni,
quindi:
 L/Lm+1(x) =  L/Ll ○  Ll/Ll−1 ○ : : :  Lm+2/Lm+1(x) = x ∀x ≤m + 1;
ora, per il teorema 1.51, si ha:
Gal(Lm+1/Lm)x = Gal(L/Lm) L/Lm+1(x) Gal(Lm+1/Lm)/Gal(Lm+1/Lm):
Vale quindi:
{ Gal(Lm+1/Lm)m = Gal(Lm+1/Lm). Infatti:
Gal(Lm+1/Lm)m = Gal(L/Lm)m Gal(Lm+1/Lm)/Gal(Lm+1/Lm)
perche  L/Lm+1(m) =m; d'altra parte:
Gal(L/Lm)m = Gal(L/Lm) ∩Gal(L/K)m = Gm
dunque sostituendo:
Gal(Lm+1/Lm)m = Gm/Gm+1 = Gal(Lm+1/Lm):
{ Gal(Lm+1/Lm)m+1 = {1}. Infatti:
Gal(Lm+1/Lm)m+1 = Gal(L/Lm)m+1Gal(Lm+1/Lm)/Gal(Lm+1/Lm);
ma
Gal(L/Lm+1)m+1 = Gal(L/K)m+1 ∩Gal(L/Lm) = Gm+1 ∩Gm = Gm+1;
dunque sostituendo si ha:
Gal(Lm+1/Lm)m+1 = Gm+1/Gm+1 = {1}:
Le altre aermazioni seguono direttamente dalle proposizioni 2.12 e
2.21.
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2.8.2 Estensioni ciclotomiche di Qp
Un altro esempio di spiccato interesse e dato dalle estensioni ottenute
aggiungendo a Qp le radici pl-esime dell'unita.
Consideriamo K = Qp e Ks = Qp(ps); valgono allora le seguenti proprieta:
 [Ks ∶K] = (ps) = ps−1(p − 1);
 Il gruppo di Galois dell'estensione Ks/K puo essere identicato con
Z/(p − 1)Z ×Z/ps−1Z;
 Ks e un'estensione totalmente ramicata di K; l'elemento  =  − 1 e
un uniformizzante di Ks e OKs = OK[].
 Se s = 1 l'estensione K1/K e un'estensione tame; se invece s > 1
l'estensione Ks/K1 e wild.
Vogliamo ora determinare i salti in alto e in basso della ramicazione del-
l'estensione. ∀ ≥ 1 denotiamo con:
G(ps) = { x ∈ (Z/psZ)∗ ∶ x ≡ 1 (mod p)}
il sottogruppo di (Z/psZ)∗ di ordine pn− e indichiamo con Ks− il campo
ssato da G(ps) .
Vogliamo dimostrare la seguente proposizione:
Proposizione 2.36. I gruppi di ramicazione con indice in basso di G sono
dati da:
 G = G0;
 Gu = G(ps)1 se 1 ≤ u ≤ p − 1;
 Gu = G(ps)2 se p ≤ u ≤ p2 − 1;
⋮
 Gu = {1} se ps−1 ≤ u.
I salti in basso della ramicazione sono quindi uguali a 0; p − 1 : : : ps−1 − 1.
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dove sa e l'elemento del gruppo di Galois denito da
sa() = a:
Vogliamo mostrare che
a ∈ G(ps) ⇐⇒ sa ∈ Gu con u ≤ p − 1:
Supponiamo che a ∈ G(ps) − G(ps)+1; allora a ≡ 1 (p) e  e l'intero piu
grande con questa proprieta.
Dalla denizione di gruppi di ramicazione sappiamo che
Gu = { ∈ G ∣ vKs((x) − x) ≥ u + 1 con OKs = OK[x] }:
Per calcolare iG(sa) possiamo usare x = ps :
iG(sa) = vKs(sa(ps) − ps) = vKs(aps − ps) = vKs(ps) + vKs(a−1ps − ps)= vKs(a−1ps − 1);
d'altra parte, poiche a ∉ G(ps)+1 si ha che a−1ps e una radice ps−-esima
primitiva dell'unita, quindi a−1ps = ps− e ps− − 1 e un uniformizzante di
Kn− ; di conseguenza:
vKs(ps− − 1) = eKs/Ks− = p :
Se pk−1 ≤ u ≤ pk − 1 si vede che sa ∈ Gu ⇐⇒  ≥ k, il che mostra quindi che
Gu = G(ps) .
Anche in questo caso si puo dimostrare in modo diretto che i salti della
ramicazione in alto sono interi; vale allora la seguente proposizione:
Proposizione 2.37. I salti della ltrazione {G} sono interi. Piu precisa-
mente:
 Gv = G(ps)[v] se 0 ≤ v < s;
 Gv = {1} se v ≥ s.
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I salti in alto della ramicazione sono quindi uguali a 0;1 : : : ; s − 1.
Dimostrazione. Sappiamo che i salti della ltrazione {Gu} sono della forma
u = pk − 1; calcoliamo dunque '(pk − 1) ∀0 ≤ k ≤ s.
− '(0) = 0;
− '(p − 1) = g1
g0
+ : : : + gp−1
g0
ma g1 = : : : = gp−1 = pn−1 e g0 = (p − 1)pn−1, dunque sostituendo si ha:
'(p − 1) = pn−1(p − 1)pn−1 + : : : + pn−1(p − 1)pn−1 = p − 1p − 1 = 1:
In generale:
− '(pk − 1) = k − 1 + (pk − 1 − (pk−1 − 1))pn−k(p − 1)pn−1
= k − 1 + pk−1(p − 1)pn−k(p − 1)pn−1 = k:
2.8.3 Estensioni non abeliane di Qp
Diamo inne un esempio di estensione di Qp che sia non abeliana; in
particolare mostriamo che in questo caso i salti in alto della ramicazione
possono non essere interi.
In generale le estensioni di questo tipo possono essere abbastanza compli-
cate da trattare; in questo caso ci limitiamo ad enunciare soltanto i risultati
fondamentali; per ulteriori dettagli si puo consultare [Viv].
Consideriamo le estensioni della forma Qp(pr ; ps√b)/Qp con 0 < s ≤ r,
p ∤ b e b ∈ Qp −Qpp. Per tale estensione valgono le seguenti proprieta:
 L'estensione Qp(pr ; ps√b)/Qp e totalmente ramicata. Infatti abbiamo
gia visto nell'esempio precedente che che l'estensione Qp(pr)/Qp e to-
talmente ramicata ∀r ≥ 1; basta allora dimostrare che anche l'esten-
sione Qp(pr ; ps√b)/Qp(pr) lo e e applicare la proprieta delle torri (la
dimostrazione dell'ultima aermazione non e immediata e si puo trovare
su [Viv]);
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 [Qp(pr ; ps√b) ∶ Qp] = [Qp(pr ps√b) ∶ Qp(pr)][Qp(pr) ∶ Qp]= ps'(pr) = pspr−1(p − 1);
 il gruppo di Galois dell'estensione e dato da:
Gal(Qp(pr ; ps√b)/Qp) ≅ Z/psZ ⋊' Z/prZ∗
dove il prodotto semidiretto e fatto rispetto alla mappa:
' ∶ Z/prZ∗↠ Z/psZ∗ ≅ Aut(Z/psZ):
Indichiamo con (Z/prZ∗)k = { ∈ Z/prZ∗ ∣ vp( − 1) ≥ k} ≅ Z/pr−kZ.
Si puo dimostrare (studiando le varie sottoestensioni a partire da quelle del
tipo Qp(ph)/Qp viste nell'esempio precedente) che in questo caso i gruppi di
ramicazione con indici in alto sono:
1. G0 = Z/psZ ⋊Z/prZ∗ 3. Gi = Z/ps−iZ ⋊ (Z/prZ∗)i
2. G(i−1)+1/(p−1) = Z/ps−i+1Z ⋊ (Z/prZ∗)i 4. Gs+j = (Z/prZ∗)s+j
con 1 ≤ i ≤ s e 1 ≤ j ≤ r − 1 − s (con la convenzione che se r − 1 ≤ s i gruppi
di ramicazione del punto 4. non ci sono). Se indichiamo con di la dierenza
tra l'i + 1-esimo e l'i-esimo salto in alto della ramicazione, allora vale:
● d0 = 0; ● d2i = (p − 2)/(p − 1);
● d2i−1 = 1/(p − 1); ● d2s+j = 1.
I salti quindi sono:
 t1 = 0;
 t2 = t1 + d1 = 1/(p − 1);
 t3 = t2 + d2 = 1/(p − 1) + (p − 2)/(p − 1) = 1;
⋮
 t2s = t2s−1 + d2s−1 = (s + 1) + 1/(p − 1) = ((s + 1)p − s)/(p − 1);
 t2s+1 = t2s + d2s = ((s + 1)p − s)/(p − 1) + (p − 2)/(p − 1) = s + 2;
 t2s+2 = t2s+1 + d2s+1 = s + 2 + 1 = s + 3;
⋮
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 t2s+(r−s) = ts+r = ts+r−1 + ds+r−1 = s + r.
Si vede quindi che non tutti i salti in alto della ramicazione sono interi.
Possiamo considerare anche le estensioni della forma Qp(pr ; ps√a)/Qp con
0 < s ≤ r, p ∥ a e a ∈ Qp −Qpp. Anche in questo caso, come prima, l'estensione
e totalmente ramicata e il gruppo di Galois e
Gal(Qp(pr ; ps√a)/Qp) ≅ Z/psZ ⋊' Z/prZ∗:
I gruppi di ramicazione con indici in alto sono:
1. G0 = Z/psZ ⋊Z/prZ∗ 4. Gi+1 = Z/ps−iZ ⋊ (Z/prZ∗)i+1
2. G1 = Z/psZ ⋊ (Z/prZ∗)1 5. Gs+j+1 = (Z/prZ∗)s+j+1
3. Gi+1/(p−1) = Z/ps−i+1Z ⋊ (Z/prZ∗)i+1
con 1 ≤ i ≤ s e 1 ≤ j ≤ r − 2 − s (con la convenzione che se r − 2 ≤ s i gruppi di
ramicazione del punto 5. non ci sono).
Anche in questo caso si vede quindi che i salti in alto della ramicazione non
sono tutti interi.
Includiamo inne un risultato interessante, cioe il caso in cui s = r:
i gruppi di ramicazione con indici in alto di Qp(pr ; pr√a)/Qp sono:
1. G0 = Z/prZ⋊Z/prZ∗ 4. Gi+1 = Z/pr−iZ⋊(Z/prZ∗)i+1
2. G1 = Z/prZ ⋊ (Z/prZ∗)1 5. Gr−1+1/(p−1) = Z/p2Z
3. Gi+1/(p−1) = Z/pr−i+1Z ⋊ (Z/prZ∗)i+1 6. Gr+1/(p−1) = Z/pZ
con 1 ≤ i ≤ r − 2.
Osservazione 2.38. E' interessante notare che la proprieta di Hasse-Arf (cioe
che i salti in alto della ramicazione di un'estensione abeliana siano interi)
caratterizza le p-estensioni abeliane di un campo locale.
Piu precisamente, Fesenko ha dimostrato che una p-estensione totalmente
ramicata L/K e abeliana se e solo se per ogni estensione abeliana totalmente
ramicata E/K l'estensione composta EL/K soddisfa la proprieta di Hasse-




In questo capitolo vogliamo trattare i risultati principali sulla teoria delle
estensioni abeliane di un campo locale (cioe di un campo completo rispetto
ad una valutazione discreta vK e campo dei residui perfetto). Per i risultati
che useremo in seguito possiamo restringerci al caso di campi completi con
caratteristica 0 e campo residuo K nito.
Le denizioni seguenti e le proprieta di cui non riportiamo le dimostrazioni
possono essere ritrovate su [FeV]. Per ulteriori riferimenti sulla teoria del-
la class eld, trattata con altri strumenti quali la coomologia di gruppi, si
possono consultare [Ser] o [Neu].
3.1 La mappa di Neukirch
Sia K un campo completo rispetto ad una valutazione vK ; supponiamo
charK = 0, charK = p e supponiamo che il campo dei residui K sia nito;
abbiamo quindi K = Fq con q = pf e f grado di inerzia dell'estensione. In-
dichiamo con n il gruppo delle radici n-esime dell'unita.
Vale allora la seguente proposizione:
Proposizione 3.1. ∀n ≥ 1 esiste un'unica estensione non ramicata L di K
di grado n ed e data da L =K(qn−1); tale estensione L/K e ciclica.
Se denotiamo con Kur il composto dei tutte le estensioni non ramicate
di K allora Kur e la massima estensione non ramicata di K; inoltre e
un'estensione di Galois, Gal(Kur/K) = Z^ ed e topologicamente generato da
un automorsmo 'K tale che:
'K() = q (mod MKur) se  ∈ OKur
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(dove conMKur indichiamo come al solito l'unico ideale massimale di OKur).
Denizione 3.1. L'automorsmo 'K della proposizione precedente e detto
automorsmo di Frobenius.
Sia L/K un'estensione nita e di Galois; si puo facilmente notare che la
massima estensione non ramicata di L e data da Lur = LKur. Deniamo
allora:
Frob(L/K) = { ~ ∈ Gal(Lur/K) ∣ ~∣Kur e una potenza intera positiva di 'K}:
Deniamo ora il seguente omomorsmo:
Denizione 3.2. Sia L/K un'estensione di Galois. Deniamo la mappa di
Neukirch nel modo seguente:
~ N/K() //
~L/K ∶ Frob(L/K) K∗/NL/K(L∗)//
(mod NL/K(L∗))
dove  e il campo ssato da ~ ∈ Frob(L/K) e  e un uniformizzante di .
Si puo facilmente dimostrare che la mappa ~L/K e ben denita (cioe non
dipende dagli uniformizzanti scelti).
Supponiamo ora che L/K sia un'estensione nita di Galois e totalmente
ramicata; denotiamo con K = Kur e con L = Lur le massime estensioni
non ramicate rispettivamente di K e di L; allora Gal(L/K) ≅ Gal(L/K)
(in quanto L = LK per quanto visto prima e L ∩ K = K perche l'estensione
L ∩K/K e sia non ramicata che totalmente ramicata, quindi e banale).
Denizione 3.3. Per un'estensione L/K nita e di Galois denotiamo con
U(L/K) il sottogruppo di U1L denito da:
U(L/K) =< u−1 ∣ u ∈ U1L e  ∈ Gal(L/K) > :
Vale allora la seguente proposizione:
Proposizione 3.2. Se  e un uniformizzante di L deniamo:
 −1 //
l ∶ Gal(L/K) UL/U(L/K)//
(mod U(L/K))
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La mappa l e un omomorsmo che non dipende dalla scelta di . Se in-
dichiamo con Gal(L/K)ab il massimo quoziente abeliano di Gal(L/K) allora
l induce per passaggio al quoziente un omomorsmo
l ∶ Gal(L/K)ab Ð→ UL/U(L/K)
che rende esatta le seguente successione:
1 // Gal(L/K)ab l // UL/U(L/K) NL/K // UK // 1 :
3.2 L'omomorsmo di Hazewinkel
Denotiamo con ' l'estensione continua ad L dell'automorsmo di Frobe-
nius 'L e ssiamo un uniformizzante L di L. Denotiamo inoltre con E la
massima sottoestensione abeliana di L/K.
Si puo notare che la norma NL/K ∶ L∗ → K∗ e surgettiva; si puo dimostrare
infatti che i campi residui di K e di L sono algebricamente chiusi, e appli-
cando il corollario 2.24 si ha che NUL = UK, da cui anche NL∗ = K∗ perche
l'estensione L/K e totalmente ramicata.
Per la surgettivita della norma si ha quindi che ∀ ∈ K∗ esiste  ∈ L∗ tale
che NL/K() = , da cui NL/K('−1) = '−1 = 1. Usando la successione esat-
ta della proposizione precedente si ha che, poiche '−1 ∈ ker(NL/K), esiste
 ∈ Gal(L/K) tale che
'−1 ≡ 1− (mod U(L/K)):
Inoltre  ∈ Gal(L/K)ab, quindi e univocamente determinato come elemento
di Gal(E/K) dove E = EK:
Denizione 3.4. Deniamo allora l'omomorsmo di Hazewinkel come:
 ∣E //
	L/K ∶K∗/NL∗ Gal(L/K)ab//
Enunciamo allora il seguente teorema che mostra il legame tra le due
mappe precedentemente denite:
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Teorema 3.3. Sia L/K un'estensione di Galois nita totalmente ramicata
e sia E/K la massima sottoestensione abeliana di L/K. Allora:
1. ∀~ ∈ Frob(L/K) si ha:
	L/K(~L/K(~)) = ~∣E ;
2. Siano  ∈K∗ e ~ ∈ Frob(L/K) tali che ~∣E = 	L/K(); allora:
~L/K(~) ≡  (mod NL/K(L∗)):
Di conseguenza 	L/K e un isomorsmo, ~L/K(~) non dipende dalla scelta di
~ per  ∈ Gal(L/K) e induce l'omomorsmo di Neukirch:
L/K ∶ Gal(L/K)→K∗/NL/K(L∗):
Tale mappa induce anche un isomorsmo
abL/K ∶ Gal(L/K)ab Ð→K∗/NL/K(L∗)
(con Gal(L/K)ab = Gal(E/K) ) che e esattamente l'inverso di 	L/K.
Il teorema precedente e stato enunciato per un'estensione totalmente
ramicata; in realta con opportune modiche la mappa 	L/K puo essere
denita anche per un'estensione L/K di Galois nita (non nec. totalmente
ramicata), e l'enunciato del teorema vale ugualmente.
Da tale teorema discende facilmente il corollario seguente (che useremo
largamente in seguito):
Corollario 3.4.
 Sia L/K un'estensione di Galois nita e sia E/K la massima sot-
toestensione abeliana di L/K; allora NL/K(L∗) = NE/K(E∗).
 Sia L/K un'estensione abeliana nita e M/K una sottoestensione di
L/K. Allora:
 ∈ NL/M(L∗) ⇐⇒ NM/K() ∈ NL/K(L∗):
In seguito daremo una dimostrazione dierente di alcuni di questi risultati
nel caso specico di estensioni L/K cicliche.
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3.3 Mappa di reciprocita
Denizione 3.5. L'omomorsmo abL/K denito nel teorema 3.3 e un iso-
mormo; di conseguenza la mappa inversa denisce un omomorsmo surget-
tivo: ( : ; L/K) ∶K∗ Ð→ Gal(L/K)ab;
Nel caso di estensioni totalmente ramicate ( : ; L/K) coincide con l'omo-
morsmo indotto da 	L/K .
Denotiamo con Kab la massima estensione abeliana di K; vale allora la
seguente proposizione (sui gruppi normici):
Proposizione 3.5.
 Sia H un sottogruppo di Gal(L/K)ab e sia M il campo ssato da H in
L ∩Kab; allora ( : ; L/K)−1 = NM/K(M∗).
 Siano L1 ed L2 estensioni abeliane di grado nito su K e consideriamo
L3 = L1L2 e L4 = L1 ∩ L2. Valgono allora le seguenti relazioni sulle
norme:
{ NL3/K(L∗3) = NL1/K(L∗1) ∩NL2/K(L∗2);
{ NL4/K(L∗4) = NL1/K(L∗1)NL2/K(L∗2).
Inoltre L1 ⊂ L2 se e solo se NL2/K(L∗2) ⊂ NL1/K(L∗1); in particolare, si
ha l'uguaglianza tra i campi se e solo se anche i gruppi normici associati
sono uguali.
 Se un sottogruppo N in K∗ contiene un sottogruppo normico NL/K(L∗)
per qualche estensione di Galois nita L/K, allora anche N e un sot-
togruppo normico (cioe della forma NM/K(M∗) per qualche estensione
M/K).
Grazie alla proposizione precedente possiamo passare al limite proiettivo e
denire quindi la \mappa di reciprocita" nel modo seguente:
	K ∶K∗ Ð→ lim←ÐK∗/NL/K(L∗)Ð→ lim←ÐGal(L/K)ab = Gal(Lab/K);
dove L varia tra tutte le estensioni di Galois nite di K.
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Per la mappa 	K valgono le proprieta seguenti:
Teorema 3.6.
 	K e ben denita;
 l'immagine di 	K e densa in Gal(Kab/K) e il nucleo coincide con
l'intersezione di tutti i sottogruppi della forma NL/K(L∗) con L/K
estensione di Galois nita;
 se L/K e un'estensione di Galois nita e  ∈K∗ allora l'automorsmo
	K() agisce banalmente su L ∩Kab se e solo se  ∈ NL/K(L∗).
3.4 Il simbolo di Hilbert
Grazie alle denizioni precedenti siamo pronti a dare la denizione del
pairing di Hilbert.
Sia K un campo completo rispetto ad una qualche valutazione discreta vK ;
supponiamo che charK = 0 e charK = p. Anche in questo paragrafo ci met-
tiamo nell'ipotesi in cui il campo residuo K sia nito.
Come nella prima sezione indichiamo con n il gruppo delle radici n-esime
dell'unita.
Denizione 3.6. Il simbolo di Hilbert ( ; )n ∶ K∗ ×K∗ Ð→ n e denito
dalla seguente formula:
(;)n = −1	K()(); con n = :
Osservazione 3.7. Se  e un altro elemento con n = , allora −1 ∈ n e
−1	K()() = −1	K()();
quindi il simbolo di Hilbert e ben denito.
Per il simbolo di Hilbert valgono le seguenti proprieta:
Proposizione 3.8.
1. ( ; )n e un'applicazione bilineare;
2. (1 − ;)n = 1 per  ∈K∗ e  ≠ 1;
3. (−;)n = 1 per  ∈K∗;
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4. (;)n = (;)−1n ;
5. (;)n = 1 se e solo se  ∈ NK( n√)/K(K( n√)∗) o equivalentemente se
e solo se  ∈ NK( n√)/K(K( n√)∗);
6. (;)n = 1 ∀ ∈K∗ se e solo se  ∈K∗n;
7. (;)n = 1 ∀ ∈K∗ se e solo se  ∈K∗n;
8. se mn ⊂K∗ allora (;)nmm = (;)n ∀m ≥ 1;
9. (;)n;L = (NL/K(); )n;K se  ∈ L∗,  ∈ K∗, dove ( ; )n;L e ( ; )n;K
sono i simboli di Hilbert rispettivamente di L e di K e L/K e un'esten-
sione nita;
10. (;)n;L = (;)n;L, con L estensione nita di K,  ∈ Gal(K ′/K),
K ′ chiusura algebrica di K e n ⊂ L∗ ma non necessariamente n ⊂K∗.
Da tali proprieta discende facilmente il seguente il seguente corollario:
Corollario 3.9. Il simbolo di Hilbert induce il pairing non degenere:
( ; )n ∶K∗/K∗n ×K∗/K∗n Ð→ n:
Fissiamo un campo K e supponiamo che n ⊂ K∗; utilizzando la teoria
di Kummer sappiamo che le estensioni abeliane L/K di esponente n sono
in corrispondenza biunivoca con i sottogruppi BL ⊂ K∗ tali che BL ⊃ K∗n,
L =K( n√BL) =K(i ∶ ni ∈ BL) e il gruppo BL/K∗n e duale a Gal(L/K).
Con quanto visto nora possiamo dimostrare un'altra corrispondenza; vale
infatti il seguente teorema:
Teorema 3.10. Supponiamo che n ⊂ K e sia A un sottogruppo di K∗ tale
che (K∗)n ⊂ A. Denotiamo con B = A⊥ il suo ortogonale rispetto al simbolo
di Hilbert ( ; )n, cioe:
B = A⊥ = { ∈K∗ ∣ (;)n = 1 ∀ ∈ A}:
Allora A = NL/K(L∗), dove L =K( n√B) e A = B⊥.
Per dimostrare cio abbiamo bisogno del seguente lemma:
Lemma 3.11. Sia K un campo completo rispetto ad una valutazione discreta
con charK = 0 e supponiamo che ∣K ∣ < ∞. Allora K∗n e un sottogruppo di
K∗ di indice nito.
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Dimostrazione. Dimostriamo che ∣K/K∗n∣ <∞.
Supponiamo che [K ∶ Qp] = m e che ps ∈ K con ps+1 ∉ K. Per il corollario
1.10 si ha che
U1K ≅ Zmp ×Z/psZ:
(cioe U1K e prodotto di uno Zp-modulo libero di rango uguale al grado del-
l'estensione e di una parte di torsione di grado ps).
Inoltre sappiamo che, se indichiamo con  un uniformizzante di K, si ha:
K∗ ≅ {h}h∈Z ×UK ≅ {h}h∈Z ×K ∗ ×U1 ≅ {h}h∈Z ×K ∗ ×Zmp ×Z/psZ:
Calcoliamo K∗n:
K∗n ≅ {nh}h∈Z × (K ∗)n × nZmp × nZ/psZ:
Dunque:
K∗/K∗n ≅ Z/nZ ×K ∗/(K ∗)n ×Zmp /nZmp × (Z/psZ)/nZ/psZ:
Osserviamo inoltre che, se n = plh con (h; p) = 1, allora Zmp /nZmp ≅ Z/plZ; di
conseguenza:
K∗/K∗n ≅ Z/nZ ×K ∗/(K ∗)n ×Z/plZ × (Z/psZ)/nZ/psZ:
Quindi ∣K∗/K∗n∣ <∞ perche prodotto di gruppi di cardinalita nita.
Possiamo ora dimostrare il teorema:
Dimostrazione.
Sia B un sottogruppo di K∗ con K∗n ⊂ B e [B ∶ K∗n] = m. Indichiamo con
A = B⊥; allora se,  ∈ A, 	K() agisce banalmente su K( n√) per  ∈ B.
Infatti, dalla denizione del simbolo di Hilbert abbiamo che
(;)n = 1 ⇐⇒ −1	K()() = 1 con n = :
Cio signica esattamente che 	K() agisce banalmente su L = K( n√B) e,
dal teorema 3.6,  ∈ NL/K(L∗); otteniamo quindi che A ⊂ NL/K(L∗).
Viceversa, se  ∈ NL/K(L∗) allora 	K() agisce banalmente su K( n√) ⊂ L
e
 ∈ NK( n√)/K(K( n√)∗)∀ ∈ B. La proprieta (5) della proposizione 3.8 ci dice allora che (;)n = 1,
e quindi che NL/K(L∗) ⊂ A.
Abbiamo quindi dimostrato che A = NL/K(L∗).
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Per completare la dimostrazione e suciente provare che un sottogruppo A
in K∗ con K∗n ⊂ A coincide con (A⊥)⊥.
Per fare cio notiamo che, la restrizione del simbolo di Hilbert a A×K∗ induce
un pairing non degenere
( ; )n ∶ A/K∗n ×K∗/A⊥ Ð→ n:
Vale allora il seguente risultato piu generale (che discende da proprieta dei
gruppi abeliani niti):
Teorema 3.12. Sia A × A′ → C una mappa bilineare dal prodotto di due
gruppi abeliani A e A′ in un gruppo ciclico C di ordine m. Siano B e B′ i
rispettivi nuclei sinistro e destro dell'applicazione, e supponiamo che A′/B′
sia nito. Allora A/B e nito e A′/B′ e isomorfo al duale del gruppo A/B.
(per una dimostrazione di tale risultato si puo consultare [La2], teorema 9.2
pp. 49).
Nel nostro caso il pairing e non degenere; di conseguenza B = B′ = {1}, da
cui A/K∗n e isomorfo al duale di K∗/A⊥. Essendo i gruppi niti cio implica
che ∣A/K∗n∣ = ∣K∗/A⊥∣:
Con le stesse tecniche possiamo dimostrare che l'ordine di K∗/A⊥ e uguale
all'ordine di (A⊥)⊥/K∗n da cui otteniamo quindi
∣A/K∗n∣ = ∣(A⊥)⊥/K∗n∣:
Notiamo inoltre che banalmente A ⊂ (A⊥)⊥; infatti, se  ∈ A, allora(;)n = 1 ∀ ∈ A⊥, da cui  ∈ (A⊥)⊥; per l'uguaglianza degli ordini si
ha dunque A = (A⊥)⊥.
Osservazione 3.13. Notiamo che, se charK = 0, presa L/K e un'estensione
di Galois nita di grado n allora NL/K(L∗) e di indice nito in K∗.
Infatti banalmente K∗n ⊂ NL/K(L∗) e dal lemma 3.11 sappiamo che K∗n e
di indice nito in K∗; di conseguenza anche NL/K(L∗) e di indice nito in
K∗.
Vogliamo ora generalizzare il teorema precedente al caso generale in cui
il campo K non contenga necessariamente le radici n-esime dell'unita.
Vale allora il seguente teorema generale:
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Teorema 3.14 (Teorema di esistenza). Sia K un campo completo rispetto
ad una valutazione discreta; supponiamo che charK = 0 e che ∣K ∣ <∞.
Esiste allora una corrispondenza biunivoca tra le estensioni abeliane nite di
K e i sottogruppi di indice nito di K∗ data da:
L/K ←→ NL/K(L∗):
Tale corrispondenza e una bigezione che inverte l'ordine tra il reticolo dei
sottoruppi aperti di indice nito di K∗ (rispetto ad intersezione N1 ∩ N2 e
prodotto N1N2) e il reticolo delle estensioni abeliane nite di K∗ (rispetto ad
intersezione L1 ∩L2 e composto L1L2).
Dimostrazione. Abbiamo precedentemente visto che se L/K e un'estensione
abeliana nita allora NL/K(L∗) e un sottogruppo di K∗ di indice nito.
Verichiamo allora che un sottogruppo N di indice nito inK∗ coincide con il
sottogruppo NL/K(L∗) per qualche estensione abeliana nita L diK. Per fare
cio e suciente dimostrare che N contiene il sottogruppo normico NL/K(L∗)
per qualche estensione nita L di K. Se vale cio infatti, indicando con ~L la
chiusura normale di L su K, si ha:
N~L/K(~L∗) = NL/K(N~L/L(~L∗)) ⊂ NL/K(L∗) ⊂ N:
Di conseguenza N contiene il sottogruppo normico di un'estensione di Galois
nita ~L/K, e per la proposizione 3.5 deduciamo che N = NM/K(M∗) dove
M e il campo ssato da (N; ~L/K) e M/K e un'estensione abeliana.
Denotiamo allora con n l'indice di N in K∗ e distinguiamo due casi:
 Supponiamo che n ⊂ K∗; allora applicando il teorema 3.10 si ha che
K∗n = NL/K(L∗) per una qualche estensione abeliana nita L/K, in
quanto K∗n e di indice nito in K∗; di conseguenza NL/K(L∗) ⊂ N .
 Supponiamo che n ⊄ K∗ e indichiamo con K1 = K(n); allora K1
e un'estensione nita di K. Applicando il teorema 3.10 al campo K1
si ha che K∗1 n = NL/K1(L∗) con L/K1 estensione abeliana nita; di
conseguenza abbiamo
NL/K(L∗) = NK1/K(NL/K1(L∗)) = NK1/K(K∗1 n) ⊂K∗n ⊂ N;
da cui la tesi. (osserviamo che in questo caso l'estensione L/K e ni-
ta ma non necessariamente abeliana; tuttavia per l'osservazione fatta
all'inizio della dimostrazione questo basta per ottenere il teorema).
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Denizione 3.7. Il campo L tale che L/K e un'estensione abeliana di gra-
do nito con la proprieta per cui NL/K(L∗) = N e detto \class eld" del
sottogruppo N ⊂K∗.
Osservazione 3.15. Per completezza osserviamo che il teorema di esistenza
puo essere enunciato in modo analogo anche se il campo K ha caratteristica
p ≠ 0, a patto di prendere i sottogruppi N di K∗ aperti e di indice nito; in
questo caso dunque vale:
Teorema 3.16. Esiste allora una corrispondenza biunivoca tra le estensioni
abeliane nite di K e i sottogruppi aperti di K∗ di indice nito data da:
N ←→ NL/K(L∗):
Tale corrispondenza e una bigezione che inverte l'ordine tra il reticolo dei
sottoruppi aperti di indice nito di K∗ (rispetto ad intersezione N1 ∩ N2 e
prodotto N1N2) e il reticolo delle estensioni abeliane nite di K∗ (rispetto ad
intersezione L1 ∩L2 e composto L1L2).
Tale enunciato e coerente con il caso particolare trattato prima. Infatti, se
charK = 0, ogni sottogruppo N di K∗ di indice nito e aperto. Cio discende
dalla seguente proposizione:
Proposizione 3.17. Sia K un campo completo rispetto ad una certa val-
utazione discreta. Se charK = 0 e charK = p allora K∗n e un sottogruppo
aperto di K∗ ∀n ≥ 1.
Dimostrazione. Supponiamo che charK = p e distinguiamo due casi:
 supponiamo (n; p) = 1. Allora U1 ⊂K∗n e dunque K∗n e aperto;
 supponiamo n = pm per qualche m ≥ 1. Osserviamo che, se charK = 0,
vale che Ui ⊂ Upi−e se i > pep − 1. Iterando quindi si ha che, Ui−e ⊂ Upi−2e se
i − e > pe
p − 1, da cui Ui ⊂ Upi−e ⊂ Up2i−2e.
Iterando ancora si ha
se i > pe
p − 1 + (m − 1)e Ui ⊂ Upmi−me ⊂K∗pm :
Di conseguenza K∗pm e aperto.
I due casi combinati insieme mostrano che il lemma vale ∀n ≥ 1.
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3.5 Due dimostrazioni per via elementare
Diamo ora una dimostrazione piu diretta di due proprieta fondamentali
sui gruppi normici senza fare uso della teoria della class eld.
Sia K un campo completo rispetto ad una valutazione discreta vK con
charK = 0 e supponiamo che il campo dei residui K sia nito. Indichiamo
con p = charK; vale allora la seguente proposizione:
Proposizione 3.18. Sia L/K un'estensione ciclica di grado l, con l primo;
allora K∗/NL/K(L∗) e un gruppo ciclico di ordine l.
Dimostrazione. Distinguiamo vari casi:
 Supponiamo che l'estensione L/K sia non ramicata;
dal corollario 2.5 del capitolo 2 abbiamo che la proprieta K = NL/K(L)
(che qui e vericata perche i campi residui sono niti) e equivalente al
fatto che l'indice di NL/K(L∗) in K∗ sia esattamente il grado di inerzia
f , dunque in questo caso ∣K∗/NL/K(L∗)∣ = l. Essendo l primo si ha
quindi che K∗/NL/K(L∗) e ciclico di ordine l.
 Supponiamo che l'estensione L/K sia totalmente ramicata; distin-
guiamo due ulteriori sottocasi:
{ Supponiamo (l; p) = 1; l'estensione e dunque di tipo tame.
Poiche L/K e totalmente ramicata, esiste un uniformizzante  di
K tale che  ∈ NL/K(L∗), quindi K∗/NL/K(L∗) ≅ UK/NL/K(UL)
(come visto nel corollario 2.19). Notiamo che nel caso di esten-
sioni totalmente ramicate tame di grado primo allora l'unico salto
della ramicazione si ha per t = 0; di conseguenza, applicando il
corollario 2.16, si ha che NL/K(U1L) = U1K . Sia ora  ∈ UK ; allora
possiamo scrivere  = u con  ∈ K = Fq e u ∈ U1K . D'altra parte
esiste v ∈ U1L tale che u = NL/K(v); di conseguenza  = NL/K(v).
Abbiamo dunque che  ∈ NL/K(UL) se e solo se  ∈ N(Fq) = Flq
in quanto l'estensione e totalmente ramicata. Possiamo quindi
scrivere
NL/K(L∗) =<  > × F∗q l ×U1K ;
inoltre sappiamo che in generale
K∗ =<  > × F∗q ×U1K ;
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quindi quozientando otteniamo:
K∗/NL/K(L∗) ≅ F∗q/F∗q l:
Ora, essendo l'estensione L/K di Galois, l ⊂ K∗ (dove con l
indichiamo il gruppo delle radici l-esime dell'unita) e quindi l ∣ q−1.
Di conseguenza il sottogruppo F∗q l e un sottogruppo di F∗q indice
l, e dunque F∗q/F∗q l e ciclico di ordine l. Abbiamo dunque:
K∗/NL/K(L∗) ≅ F∗q/F∗q l ≅ Z/lZ:
{ Supponiamo l = p; allora l'estensione e di tipo wild.
Come nel caso precedente, esiste un uniformizzante  di K tale
che  ∈ NL/K(L∗), quindi K∗/NL/K(L∗) ≅ UK/NL/K(UL) (come
visto nel corollario 2.19). Inoltre, poiche il campo dei residui K e
nito, in particolare e perfetto, quindi K =K p e
UK/NL/K(UL) ≅ U1K/NL/K(U1L):
Sia t > 0 l'unico salto della ramicazione; applicando il corollario
2.15 si ha
U iK/U i+1K NL/K(U iL) = {1}:
Di conseguenza abbiamo che
U iK = U i+1K NL/K(U iL) ∀1 ≤ i < t;
da cui
U1K = U2KNL/K(U1L) = U3KNL/K(U2L)NL/K(U1L) = : : : = U sKNL/K(U1K):
Si ha quindi che
U1K/NL/K(U1L) ≅ U sKNL/K(U1L)/NL/K(U1L) ≅ U sK/(U sK ∩NL/K(U1L)):
D'altra parte sappiamo che U sK ⊃ U sK ∩NL/K(U1L) ⊃ NL/K(U sL) e,
poiche per il corollario 2.18 si ha che U sK/NL/K(U sL) ≅ K/P(K)
(che nel caso in cui K e nito ha ordine p come gia osservato nel
capitolo 1) allora U sK ∩NL/K(U1L) = NL/K(U sL). Di conseguenza:
K∗/NL/K(L∗)U1K/NL/K(U1L) ≅ U sK/NL/K(U sL) ≅ Z/pZ
cioe K∗/NL/K(L∗) e un gruppo ciclico di ordine p.
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Osservazione 3.19. Poiche U sK ⊄ NL/K(U1L), si ha che un genera-
tore del gruppo ciclico K∗/NL/K(L∗) puo essere preso della forma(1 + sK)NL/K(L∗).
Generalizziamo la proposizione appena dimostrata:
Teorema 3.20. Sia L/K un'estensione ciclica di grado n, con n qualsiasi;
allora K∗/NL/K(L∗) e un gruppo ciclico di ordine n.
Dimostrazione. Dimostriamo il teorema per induzione sulla lunghezza della
fattorizzazione di n:
 Passo base: se n e primo il teorema si riduce alla proposizione prece-
dente;
 Passo induttivo: supponiamo che n non sia primo; sia  un genera-
tore di Gal(L/K) e sia M/K una sottoestensione non banale di L/K.
Deniamo:
M∗−1 = { −1() ∣  ∈M∗};
vogliamo dimostrare inizialmente le due proprieta seguenti:
M∗−1 ⊂ NL/M(L∗−1) e M∗ ⊂K∗NL/M(L∗):
Dimostriamo che M∗−1 ⊂ NL/M(L∗−1). Anche qui facciamo la di-
mostrazione per induzione sulla lunghezza della fattorizzazione del gra-
do [L ∶M].
{ Supponiamo che [L ∶M] sia primo; allora per il punto precedente
M∗/NL/M(L∗) e un gruppo ciclico dello stesso grado.
Indichiamo con NL/M(L∗) un generatore di M∗/NL/M(L∗).
Essendo M∗/NL/M(L∗) ciclico, vale che −1() ∈ NL/M(L∗); di
conseguenza ∃  ∈ L∗ tale che −1() = NL/M(). D'altra parte
si vede facilmente che
NL/K() = NM/K(NL/M()) = NM/K(−1()) = 1;
in quanto  e () sono coniugati inM/K dunque hanno la stessa
norma.
Usando allora il teorema 90 di Hilbert si vede che ∃  ∈ L∗ tale
che  = ()/. Cio dimostra che M∗−1 ⊂ NL/M(L∗−1).
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{ Supponiamo che [L ∶M] non sia primo.
Sia allora M1/M una sottoestensione propria di L/M ; per ipotesi
induttiva sappiamo che
(M∗)−1 ⊂ NM1/M(M∗1 −1)
e (M∗1 )−1 ⊂ NL/M1(L∗−1):
Per le proprieta di composizione delle norme, si ha dunque:
(M∗)−1 ⊂ NM1/M(M∗1 −1) ⊂ NM1/M(NL/M1(L∗−1)) = NL/M(L∗−1):
Cio dimostra la prima asserzione.
Dimostriamo ora che M∗ ⊂K∗NL/M(L∗).
Sia  ∈M∗; poiche (M∗)−1 ⊂ NL/M(L∗−1) esiste  ∈ L∗ tale che:
−1() = NL/M(−1()) = (NL/M())−1(NL/M()):
Se chiamiamo  = NL/M() allora  e un elemento di NL/M(L∗) tale
che:
−1() = −1():
Utilizzando cio abbiamo che (−1) = −1; di conseguenza, essendo<  >= Gal(L/K), si ha −1 ∈ Fix(<  >) =K e quindi
M∗ ⊂K∗NL/M(L∗):
Dimostriamo ora il teorema.
Supponiamo per assurdo che esista un divisore proprio m di n tale che
K∗m ⊂ NL/K(L∗). Sia allora M/K l'unica sottoestensione di L/K di
grado m; allora:
NM/K(K∗) = (K∗)m ⊂ NL/K(L∗)
(in quanto se  ∈K∗ allora NM/K() = m ).
Utilizzando tale relazione e il teorema 90 di Hilbert deduciamo che
K∗ ⊂ NL/M(L∗)(M∗)−1.
Sia infatti  ∈ K∗; allora NM/K() = m ⊂ NL/K(L∗). Di conseguenza
esiste  ∈ L∗ tale che
NM/K() = NM/K(NL/M()); da cui NM/K((NL/M())−1) = 1:
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Possiamo allora applicare il teorema 90 all'elemento (NL/M())−1;
esiste quindi  ∈M∗ tale che
(NL/M())−1 = −1() ∈M∗−1:
Di conseguenza otteniamo  = −1()(NL/M()), da cui
 ∈ (NL/M(L∗))M∗−1:
Inoltre, utilizzando le relazioni dimostrate prima, si ha:
K∗ ⊂ (NL/M(L∗))M∗−1 ⊂ (NL/M(L∗))NL/M(L∗−1) = NL/M(L∗):
D'altra parte, grazie alla relazione M∗ ⊂K∗NL/M(L∗), si ha:
M∗ ⊂K∗NL/M(L∗) ⊂ NL/M(L∗) ⊂M∗;
il che e impossibile perche M∗ ≠ NL/M(L∗) (infatti M∗/NL/M(L∗) e un
gruppo di ordine maggiore o uguale ad l, dove l e un primo che divide
n/m, per quanto visto nella proposizione precedente).
Abbiamo dunque che, ∀m divisore proprio di n, (K∗)m ⊄ NL/K(L∗).
D'altra parte:
[K∗ ∶ NL/K(L∗)] = [K∗ ∶ NM/K(M∗)][NM/K(M∗) ∶ NM/K(NL/K(L∗))]≤ [K∗ ∶ NM/K(M∗)][M∗ ∶ NL/M(L∗)]:
Ma, utilizzando l'ipotesi induttiva, si ha che
[K∗ ∶ NM/K(M∗)] = [M ∶K] e [M∗ ∶ NL/M(L∗)] = [L ∶M];
quindi sostituendo otteniamo:
[K∗ ∶ NL/K(L∗)] ≤ [L ∶M][M ∶K] = n:
Di conseguenza otteniamo che K∗/NL/K(L∗) e ciclico di ordine n, da cui la
tesi.
Da tale teorema segue direttamente il corollario seguente:
Corollario 3.21. Sia L/K un'estensione ciclica di grado ln, con l primo e
n ≥ 1 e sia M/K la sottoestensione di grado ln−1 in L/K. Sia  ∈K∗; allora:
l ∈ NL/K(L∗) ⇐⇒  ∈ NM/K(M∗):
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Dimostrazione. Dimostriamo le due implicazioni:
⇐ Supponiamo  ∈ NM/K(M∗); allora ∃ ∈ M∗ tale che  = NM/K().
Essendo [L ∶M] = l, si ha:
l = (NM/K())l = NL/K(); da cui l ∈ NL/K(L∗):
⇒ Supponiamo l ∈ NL/K(L∗); allora [l] = []l = [0] in K∗/NL/K(L∗).
D'altra parte la proposizione precedente dice che K∗/NL/K(L∗) e un
gruppo ciclico di ordine ln. Poiche [] ha ordine l in K∗/NL/K(L∗),[] appartiene all'unico sottogruppo di ordine l di K∗/NL/K(L∗) che e
proprio NM/K(M∗)/NL/K(L∗).




Prima di trattare il caso generale della caratterizzazione dei salti della
ramicazione di un'estensione ciclica di grado pm vogliamo approfondire quali
sono le proprieta del salto di un'estensione ciclica di grado p nel caso in cui
il campo K contenga le radici p-esime dell'unita.
Da tale caso seguira anche la caratterizzazione dei salti di un'estensione
L/K con gruppo di Galois G ≅ Z/pZ ×Z/pZ.
4.1 Estensioni cicliche di grado p
Sia K un campo completo rispetto ad una valutazione discreta vK con
char K = 0 e char K = p ≠ 0. Supponiamo inoltre che il campo sia tale
che ∣K ∣ < ∞ (dunque in particolare il campo dei residui e perfetto) e che K
contenga le radici p-esime dell'unita. Poniamo e′ = eK/(p−1) (che e intero in
quanto le radici p-esime appartengono al campo).
Sia M/K un'estensione ciclica totalmente ramicata di grado p; allora
essa ha un unico salto in alto della ramicazione, che coincide con il salto
in basso. Notiamo che, per la teoria di Kummer (che possiamo applicare
in quanto siamo nelle ipotesi per cui p ∈ K) M = K( p√x), per qualche
x ∈ K∗. Cambiando x a meno di potenze p-esime possiamo supporre che
0 ≤ vK(x) < p.
Proposizione 4.1. Se M = K( p√x) con 0 < vK(x) < p allora M/K e
totalmente ramicata con salto di ramicazione t = pe/(p − 1).
Dimostrazione. Indichiamo con z una radice p-esima di x.
Osserviamo innanzitutto che, se ∀h tale che (h; p) = 1 si ha K(z) = K(zh);
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possiamo allora ridurci al caso vK(x) = 1. In tal caso  =  e un uniformiz-
zante di M e l'estensione M/K e totalmente ramicata. Indichiamo con g un
generatore di Gal(M/K) e calcoliamo allora vK(g() − ):
vM(g() − ) = vM( − ) = vM( − 1) + vM() = e′M + 1 = pep − 1 + 1:




Consideriamo ora le estensioni della forma K( p√x) con vK(x) = 0; vogliamo
studiarne i salti. Per fare cio e utile ridurci ad alcuni casi particolari; dimo-
striamo la seguente proposizione:
Proposizione 4.2. Sia x ∈ UK. Allora x e moltiplicativamente congruente
modulo K∗p ad un'unita y con vK(y − 1) = s, dove s ha una delle seguenti
proprieta:
1. 1 ≤ s < pe′ e (p; s) = 1 oppure
2. s = pe′/(p − 1) oppure
3. s = +∞ (cioe y = 1).
Dimostrazione.
Per ipotesi sappiamo che il campo dei residui K e nito; in particolare quindi
K e un campo perfetto. In generale vale che UK/U1K ≅K ∗ (come visto nella
proposizione 1.3 del capitolo 1); di conseguenza a meno di moltiplicare x per
una potenza p-esima possiamo supporre che x ∈ U1K . Distinguiamo vari casi:
 Supponiamo che x ∈ U iK , con i > pe/(p − 1); allora poiche U iK = (U i−eK )p
siamo nel caso in cui x ∈K∗p, dunque vale la condizione (3);
 Supponiamo ora che vK(x − 1) = i < pe/(p − 1) e che i = pt per qualche
intero t. Allora dal corollario 1.6 del capitolo 1 esiste z ∈ UptK tale che
xzp ∈ Upt+1K . Supponiamo che vK(xzp − 1) = i1 ≥ pt + 1 e distinguiamo
due casi:
{ Se (p; i1) = 1 oppure i1 = pe/(p − 1) allora x ≡ y (mod K∗p) con
vK(y − 1) = i1 e i1 soddisfa la tesi;
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{ se cio non accade, possiamo ripetere il processo e concludere la
dimostrazione per induzione.
Osservazione 4.3. La proposizione precedente ci dice che, se L = K( p√x)
con vK(x) = 0, possiamo scegliere un opportuno generatore z in modo che
L = K(z) con zp = ul, vK(ul − 1) = l e tale che l che soddisfa le condizioni
della proposizione precedente. Ci restringiamo dunque a studiare estensioni
con generatori di questo tipo.
Valgono allora i seguenti teoremi:
Teorema 4.4. Sia M =K( p√ul); allora
M/K e un'estensione non ramicata ⇐⇒ l = pe/(p − 1):
Per dimostrare tale teorema ricordiamo l'enunciato del classico Lemma
di Hensel. Una dimostrazione di questo risultato puo essere trovata su [Neu].
Proposizione 4.5 (Lemma di Hensel). Siano K un campo completo rispet-
to ad una valutazione discreta, OK l'anello di valutazione e Mk il rispettivo
ideale massimale; sia inoltre f(x) un polinomio a coecienti in OK e in-
dichiamo con f la riduzione di f in K.
Supponiamo che f = gh con (g; h) = 1; allora esistono G(x);H(x) ∈ OK[x]
tali che degG = deg g, G = g, H = h e f = GH.
Dimostriamo quindi il teorema 4.4:
Dimostrazione.
⇐) Chiamiamo z = p√ul con l = pe/(p − 1) e mostriamo che l'estensione
K(z)/K e totalmente ramicata. Sia y = 1/(1−), dove con  indichia-
mo una radice primitiva dell'unita, e scriviamo w = y(z−1) ∈M . Allora
w e un radice di un polinomio irriducibile f(X) = (X + y)p − ulyp, e
M =K(y). Possiamo scrivere f(X) nella forma:
f(X) =Xp + p−1∑
i=1(Ci)yp−iX i + (1 − ul)yp:
Notiamo che f(X) e a coecienti interi. Infatti p ∣ Ci ∀i tale che
1 ≤ i < p, quindi
vK(Ciyp−i) ≥ vK(Ci) − (p − i)vK(1) ≥ (p − 1)e′ − (p − i)e′ ≥ 0
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e vK(1 − ul) = pvK(1 − ), quindi anche vK(1 − ul)yp ≥ 0. Inoltre,
vK(Ci)yp−i > 0 per 1 < i < p, quindi se consideriamo il polinomio ridotto
in K esso sara della forma
f(X) =Xp + bX + a; dove a = (1 − x)yp e b = pyp−1:
Si vede allora che f(X) ha radici distinte in quanto a ≠ 0, b ≠ 0 e
f ′(X) = b; inoltre, dato che f(X) ha grado p primo, esso o e irriducibile
in K[X] o ha una radice in K. Tuttavia, se per assurdo f(X) avesse
una radice in K, allora per il lemma di Hensel 4.5 f(X) dovrebbe avere
una radice in K, il che e assurdo.
Di conseguenza f(X) e irriducibile su K[X], [M ∶ K] = p e M/K e
non ramicata.⇒) Supponiamo che M/K sia non ramicata. Scriviamo M = K(z), dove
x = zp puo essere scelto in UK per la proposizione 4.1. Indichiamo con
i = vK(x−1); come visto precedentemente si ha che, a meno di cambiare
x per una potenza p-esima possiamo supporre che
1 ≤ i ≤ pe/(p − 1) e i ≢ 0 (p) se i ≠ pe/(p − 1):
Dato cheM/K e non ramicata, vale anche che vM(x−1) = vK(x−1) = i.
Ma il corollario 1.6 del capitolo 1 ci dice che vM(x − 1) = p vM(z − 1),
dunque p ∣ i e di conseguenza si ha che necessariamente i = pe/(p − 1).
Resta inne da trattare il caso di un'estensione totalmente ramicata con
salto della ramicazione t < pe/(p − 1). Vale allora il seguente teorema:
Teorema 4.6. Sia M =K( p√ul) con vK(ul−1) = l tale che 1 ≤ l < pe′/(p−1)
con (l; p) = 1. Allora M/K e un'estensione totalmente ramicata con salto
della ramicazione pari a
t = pe/(p − 1) − l:
Per dimostrare il teorema appena enunciato ricorriamo al seguente lemma
che calcora il valore del discriminante di queste particolari estensioni:
Lemma 4.7. Sia K un campo completo rispetto ad una valutazione discreta
con char K = 0 sia p = char K; supponiamo inoltre che p ∈ K (cioe che K
contenga le radici p-esime dell'unita); sia inoltre L un'estensione ciclica di
K di grado p del tipo L = K( p√ul) con ul ∈ U lK − U l+1K , 1 ≤ l < peK/(p − 1) e(l; p) = 1. Allora:
disc(L/K) = ( (p−1)(peK/(p−1)−l+1) ):
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Dimostrazione. Indichiamo con  un generatore di Gal(L/K),  un uni-
formizzante di K e con  una radice p-esima di ul. Osserviamo allora che
 ∈ U lL.
Infatti sia L un uniformizzante di L; allora ∃ h tale che
 = 1 + ahL e vL(a) = 0;
d'altra parte p = (1 + ahL)p e quindi vL(p − 1) =min{hp; h + e}.
Ma p = ul, quindi
vL(p − 1) =min{hp; h + e} = vL(ul − 1) = pvF (ul − 1) = pl ;
di conseguenza h = l e dunque  ∈ U lL.
Denotiamo con l′ un intero tale che ll′ ≡ 0 (p); allora l'elemento
L = ( − 1)l′
(ll′−1)/p
e un uniformizzante di L; infatti:
vL( − 1)l′ = l′vL( − 1) = ll′;
vL((ll′−1)/p) = pvF ((ll′−1)/p) = ll′ − 1
da cui, sostituendo:
vL(L) = ll′ − (ll′ − 1) = 1:
Calcoliamo allora il dierente dell'estensione:
DL/K = p−1∏
i=1(i(L) − L):
Notiamo che (ll′ − 1)/p ∈ Z, quindi (ll′−1)/p e ssato da i ∀i; sostituendo








i=1 (( ip − 1)l′ − ( − 1)l′):
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i=1 {( ip − 1 −  + 1) l
′−1∑




i=1 {( ip − 1) l
′−1∑
j=0( ip − 1)j( − 1)l′−1−j} :
Prendendo le valutazioni dei singoli fattori si ha:
vL() = p;
vL(( ip − 1)) = vL( ip − 1) = eLp − 1 ∀i = 1; : : : p − 1;
vL(( ip − 1)j( − 1)l′−1−j) = jvL( ip − 1) + (l′ − 1 − j)vL( − 1):
Ma ∀i = 1; : : : p − 1 ( ip − 1) e un coniugato di ( − 1), dunque le valutazioni
sono uguali e vL( − 1) = l; sostituendo quindi otteniamo:
vL(( ip − 1)j( − 1)l′−1−j) = jl + (l′ − 1 − j)l = l(l′ − 1) ∀i = 1; : : : p − 1:
Per calcolare la valutazione dell'ultima somma prendiamo  ∈ R − {0} (dove
con R indichiamo un insieme di rappresentanti di L come denito nel capitolo
1) tale che  ≡ 1 + lL (l+1L ) e ssiamo un certo j; allora:( ip − 1)j( − 1)l′−1−j = ( ip( − 1) + ( ip − 1))j( − 1)l′−1−j;
ma
vL( ip( − 1)) = vL( − 1) = l
e
vL( ip − 1) = peKp − 1 > l
quindi il termine di valutazione minore e il primo. Sostituendo dunque si ha:
( ip( − 1) + ( ip − 1))j ≡  ijp jljL ( mod lj+1L );
da cui:
( ip − 1)j( − 1)l′−1−j ≡  ijp jljL l′−1−jl(l′−1−j)L ( mod lj+1+l(l′−1−j)L )
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e quindi, riscrivendo:
( ip − 1)j( − 1)l′−1−j ≡  ijp l′−1l(l′−1)L ( mod l(l′−1)+1L ):
Poiche tale relazione vale ∀j possiamo riscrivere la somma come:
l′−1∑
j=0( ip − 1)j( − 1)l′−1−j = ( l
′−1∑
j=0  ijp ) l′−1l(l′−1)L ( mod l(l′−1)+1L ):
Osserviamo inoltre che
l′−1∑
j=0  ijp = ( il
′
p − 1)
 ip − 1
quindi tale quantita e una unita in OL per cui ha valutazione nulla. Si ha
dunque:
vL (l′−1∑
j=0( ip − 1)j( − 1)l′−1−j) = l(l′ − 1):
Sommando le valutazioni dei vari pezzi otteniamo:
vL(DL/K) = −(p − 1)(ll′ − 1) + (p − 1) [ eL
p − 1 + l(l′ − 1)]= −(p − 1)(ll′ − 1) + eL + l(l′ − 1)(p − 1)= (p − 1) + eL − l(p − 1)= eL − (p − 1)(l − 1)= peK − (p − 1)(l − 1) = (peK/(p − 1) − l + 1)(p − 1):
Inoltre, prendendo le norme, otteniamo:
vK(DiscL/K) = eL − (p − 1)(l − 1) = (peK/(p − 1) − l + 1)(p − 1)
da cui la tesi.
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Grazie al lemma possiamo facilmente dimostrare il teorema 4.6:
Dimostrazione.
Dal lemma precedente abbiamo visto che, se M =K( p√ul) allora:
vM(DM/K) = (peK/(p − 1) − l + 1)(p − 1):
Inoltre, dalla proposizione 1.24 del capitolo 1 sappiamo che:
vL(DM/K) = ∑
s≠id iG(s) =∑i≥0(∣Gi∣ − 1);
allora, se t e il salto, ∣Gi∣ − 1 = p − 1 ∀i = 0; : : : t ed e 0 altrimenti; di
conseguenza:
vL(DM/K) =∑
i≥0(∣Gi∣ − 1) = (p − 1)(t + 1):
Uguagliando allora otteniamo:(p − 1)(t + 1) = (peK/(p − 1) − l + 1)(p − 1)
da cui:
t + 1 = peK/(p − 1) − l + 1
e dunque
t = peK/(p − 1) − l:
I vari casi possono essere riassunti nel seguente corollario:
Corollario 4.8. Sia x ∈ K∗ con 0 ≤ vK(x) < p, M = K( p√x) e sia t il salto
della ramicazione dell'estensione M/K. Allora:
 Se 0 < vK(x) < p allora t = pe/(p − 1).
 Se vK(x) = 0 con l = vK(x − 1) < pe/(p − 1) e (l; p) = 1, allora:
t = pe/(p − 1) − l:
 Se vK(x) = 0 e vK(x − 1) = pe/(p − 1), allora:
t = −1 (cioe l'estensione e non ramicata).
Osservazione 4.9. Faremo vedere in seguito che nel caso in cui K non con-
tenga le radici p-esime dell'unita le condizioni per il salto t dell'estensione
diventano:
1 ≤ t < pe/(p − 1) e (t; p) = 1:
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4.2 Estensioni con gruppo di Galois Z/pZ ×
Z/pZ
A partire dai risultati ottenuti nella sezione precedente vogliamo descri-
vere i salti di un'estensione di Galois nita L/K totalmente ramicata e con
gruppo di Galois G ≅ Z/pZ ×Z/pZ.
Sia allora K un campo completo rispetto ad una valutazione discreta con
charK = 0 e campo dei residui nito con caratteristica p. Supponiamo in
aggiunta che K contenga una radice p-esima dell'unita p.
Denotiamo con e = vK(p) e con e′ = e/(p − 1); poiche p ∈ K sappiamo che
vK(p − 1) = e′ e quindi e′ ∈ Z.
Notiamo che dalle proprieta generali dei gruppi di ramicazione abbiamo
che, essendo l'estensione totalmente ramicata, il primo salto in basso (e
quindi anche quello in alto) e non negativo.
Inoltre, dal corollario 1.34 sappiamo che G0/G1 e un gruppo ciclico di ordine
primo con la caratteristica di K; nel nostro caso quindi ∣G0/G1∣ = 1 e 0
non e un salto dell'estensione. D'altra parte il corollario 1.35 aerma che,
se charK = p > 0 allora Gi/Gi+1 e un p-gruppo abeliano elementare ∀i ≥ 1.
Segue quindi che in questo caso l'estensione puo avere a priori sia uno che
due salti.
Dimostriamo innanzitutto il seguente teorema:
Teorema 4.10. Sia L/K un'estensione di Galois totalmente ramicata con
gruppo di Galois Z/pZ × Z/pZ. Allora L/K ha due salti in alto della rami-
cazione t1 < t2 se e solo se esistono due sottoestensioni K1/K e K2/K di
grado p con salti rispettivamente uguali a t1 e t2.
Dimostrazione.
⇒ Supponiamo che l'estensione L/K abbia due salti della ramicazione
in alto t1 e t2. Allora la ltrazione dei gruppi di ramicazione risulta:
G = G0 = : : : = Gt1 ⊋ Gt1+1 = : : : = Gt2 ⊋ Gt2+1 = {1}:
Denotiamo con H1 = Gt1+1 ≅ Z/pZ; allora esiste H2 ◁ G tale che
H2 ≅ G/H1, H1 ∩H2 = ∅ e G =H1 ×H2.
Chiamiamo K1 = Fix(H1) e K2 = Fix(H2); per la corrispondenza
di Galois vale che K1K2 = Fix(H1 ∩ H2) = Fix({e}) = L, dunque
L = K1K2. Vogliamo studiare la relazione tra i salti dell'estensione
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Consideriamo l'estensione K1/K; per la corrispondenza di Galois sap-
piamo che Gal(K1/K) ≅ G/H1. Di conseguenza, utilizzando il la propo-
sizione 1.51 sappiamo che
∀v ≥ 1 (G/H1)v = GvH1/H1:
Mostriamo allora che il salto della sottoestensione K1/K e esattamente
t1. Infatti:
{ (G/H1)t1 = Gt1H1/H1 = GH1/H1 = G/H1;
{ (G/H1)t1+1 = Gt1+1H1/H1 =H1/H1 = {1}.
Allo stesso modo mostriamo che il salto della sottoestensione K2/K e
esattamente t2. Infatti, sempre per la corrispondenza di Galois sappia-
mo che Gal(K2/K) ≅ G/H2. Allora, applicando nuovamente la propo-
sizione 1.51 si ha che:
{ (G/H2)t2 = Gt2H2/H2 =H1H2/H2 = G/H2;
{ (G/H2)t2+1 = Gt2+1H2/H2 =H2/H2 = {1}.
Abbiamo quindi dimostrato che se L/K e un estensione con gruppo di
Galois Z/pZ ×Z/pZ e con salti in alto della ramicazione t1 e t2 allora
esistono due sottoestensioni K1/K e K2/K con salti della ramicazione
rispettivamente uguali a t1 e t2.⇐ Mostriamo equivalentemente che se L/K ha un solo salto t allora tutte
le sottoestensioni di grado p hanno lo stesso salto. Supponiamo quindi
L/K abbia un solo salto t; in questo caso
G = G1 = : : : = Gt ≠ Gt+1 = {1}:
Sia H◁G un sottogruppo di G di ordine p e sia F = Fix(H) il campo
associato. Per la corrispondenza di Galois si ha che Gal(F /K) = G/H.
Calcoliamo il salto di F /K utilizzando la proposizione 1.51:
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{ (G/H)t = GtH/H = G/H;
{ (G/H)t+1 = Gt+1H/H =H/H = {1}:
Di conseguenza se L/K ha un solo salto t allora tutte le sottoestensioni
di L/K hanno lo stesso salto t e cio e assurdo.
Dal teorema segue banalmente il seguente corollario:
Corollario 4.11. Sia L/K un'estensione totalmente ramicata con gruppo
di Galois Z/pZ × Z/pZ. Allora L/K ha un solo salto t se e solo se tutte le
sottoestensioni di L/K di grado p hanno lo stesso salto.
Per studiare quali sono le condizioni necessarie e sucienti trattiamo i due
casi separatamente:
4.2.1 Caso L/K con due salti
Abbiamo dimostrato che se L/K e un estensione con gruppo di Galois
Z/pZ×Z/pZ e con salti in alto della ramicazione t1 e t2 allora esistono due
sottoestensioni K1/K e K2/K con salti della ramicazione rispettivamente
uguali a t1 e t2. Cio mostra che i due salti dell'estensione L/K devono sod-
disfare le condizioni necessarie per essere salti di un'estensione di grado p.
Vale quindi che:
se i = 1;2 allora 1 ≤ ti ≤ pe′ e (ti; p) = 1 se ti ≠ pe′:
Vogliamo ora mostrare che queste condizioni sono anche sucienti. Per fare
cio e utile distinguere il caso in cui t1; t2 ≠ pe′ dal caso in cui un salto sia
uguale a pe′.
 Supponiamo 1 ≤ t1 < t2 < pe′ con (t1; p) = (t2; p) = 1. Da quanto visto
nella sezione precedente sappiamo che se ui e una unita di K tale
che vK(ui − 1) = i con 1 ≤ i < pe′ e (i; p) = 1, allora K( p√ui)/K e
un'estensione di grado p con salto della ramicazione pari a t = pe′ − i.
Deniamo allora due estensioni di K di grado p nel modo seguente:
{ K1 = K( p√ul) con vK(ul − 1) = l = pe′ − t1; allora il K1/K e
totalmente ramicata di grado p con salto della ramicazione t1;
{ K2 = K( p√um) con vK(um − 1) = m = pe′ − t2; allora il K2/K e
totalmente ramicata di grado p con salto della ramicazione t2.
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Poiche t1 < t2, si ha che l = pe′ − t1 > pe′ − t2 = m. Consideriamo ora
il composto L di K1 e K2; allora L/K e banalmente un'estensione to-
talmente ramicata di grado p2 con gruppo di Galois Z/pZ × Z/pZ.
Vogliamo dimostrare che i salti in alto della ramicazione di L/K sono
esattamente t1 e t2. Per fare cio studiamo quali sono le altre sottoesten-
sioni di L/K.





tivamente K1 e K2 allora le altre p − 1 estensioni sono generate dagli
elementi della forma p
√
umuil con i ∈ {1; : : : ; p − 1}.
Calcoliamo ∀i ∈ {1; : : : ; p−1} il salto dell'estensione K( p√umuil)/K; per
fare cio dobbiamo calcolare vK(umuil − 1).
Notiamo allora che:
{ vK(um − 1) =m;
{ vK(uil − 1) = l perche (i; p) = 1.
Di conseguenza, poiche vK(uil − 1) ≠ vK(um − 1), si ha che
vK(umuil − 1) =min{vK(uil − 1); vK(um − 1)} = vK(um − 1) =m:
Si ha quindi che il salto delle altre p−1 estensioni e pari a pe′−m cioe a t2.
Abbiamo quindi dimostrato che l'estensione L/K ha p sottoestensioni di
grado p con salto della ramicazione pari a t2 e un'unica sottoestensione
di grado p con salto della ramicazione t1.
D'altra parte, poiche abbiamo precedentemente dimostrato che i salti
in alto di un'estensione di grado p2 con gruppo di Galois Z/pZ ×Z/pZ
corrispondono ai salti di due sottoestensioni di grado p, si ha che nel
nostro caso i salti dell'estensione L/K sono esattamente t1 e t2.
 Supponiamo ora che 1 ≤ t1 < pe′ con (t1; p) = 1 e t2 = pe′. Deniamo al-
lora come nel caso precedente K1 =K( p√ul) con vK(ul−1) = l = pe′−t1;
K1 e quindi un'estensione totalmente ramicata di Galois di grado p
con salto della ramicazione pari a t1. Inoltre, dalla proposizione 4.1
sappiamo che, se deniamo K2 =K( p√) dove  e un uniformizzante di
K, alloraK2/K e un'estensione di Galois totalmente ramicata di grado
p con salto della ramicazione pari a pe′. Se consideriamo il composto
L di K1 e K2 allora con la stessa dimostrazione del punto precedente
si ha che l'estensione L/K e totalmente ramicata con gruppo di Ga-
lois Z/pZ × Z/pZ e tale che i due salti in alto della ramicazione sono
esattamente t1 e t2.
Vogliamo ora analizzare il caso in cui l'estensione L/K abbia un unico
salto della ramicazione.
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4.2.2 Caso L/K con un unico salto
Supponiamo che l'estensione L/K abbia un solo salto della ramicazione
in alto t1 e t2. Allora la ltrazione dei gruppi di ramicazione risulta:
G = G0 = : : : = Gt ⊋ Gt+1 = {1}:
Abbiamo visto nel teorema 4.10 che se L/K ha un unico salto t allora tutte
le sue sottoestensioni di grado p hanno come salto lo stesso t. Di conseguenza
ache t sia l'unico salto della ramicazione di un'estensione L/K con gruppo
di Galois Z/pZ×Z/pZ e necessario che t soddis le condizioni per essere salto
di un'estensione di grado p. Vale quindi la condizione necessaria:
1 ≤ t ≤ pe′ e (t; p) = 1 se t ≠ pe′:
Vogliamo vedere se tale condizione e anche suciente. In realta cio dipende
dalla dimensione di K come spazio vettoriale su Fp.
Supponiamo infatti di voler realizzare un'estensione L/K totalmente ra-
micata di grado p2 con gruppo di Galois Z/pZ ×Z/pZ e con un unico salto
della ramicazione t. Distinguiamo due casi:
1. Supponiamo 1 ≤ t < pe′ e (t; p) = 1.
Consideriamo allora um e vm due unita di K tali che
vK(um − 1) = vK(vm − 1) =m
con m = pe′− t. Se indichiamo con K1 =K( p√um) e K2 =K( p√vm) si ha
che K1/K e K2/K sono due estensioni totalmente ramicate di grado
p con salto della ramicazione uguale a t.
Denotiamo ora con L il composto delle due estensioni K1 e K2; allora
L/K e un'estensione totalmente ramicata di grado p2 con gruppo di
Galois Z/pZ×Z/pZ. Per imporre che L/K abbia un unico salto dobbi-
amo imporre che le altre p−1 sottoestensioni di L/K abbiano salto della
ramicazione pari a t. Come prima sappiamo che le altre sottoesten-
sioni di L/K sono della forma K( p√umvim) ∀i = 1; : : : p − 1.
Dobbiamo quindi calcolare vK(umvim − 1) e imporre vK(umvim − 1) =m∀i = 1; : : : p − 1.
Scriviamo um e vm piu esplicitamente come:
 um = 1 + am con a ∈ UK
 vm = 1 + bm con b ∈ UK .
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Indichiamo con a e b le rispettive proiezioni di a e b nel campo dei
residui K; poiche stiamo supponendo che vK(um − 1) = vK(vm − 1) =m
abbiamo che a e b sono entrambi diversi da 0. Allora
umv
i
m = (1 + am)(1 + bm)i = 1 + (a + ib)m (m+1):
Di conseguenza vK(umvim − 1) = m se e solo se a + ib ≠ 0; poiche tale
relazione deve valere ∀i = 0; : : : p − 1 cio signica che a e b sono due
elementi non nulli di K indipendenti su Fp.
Tuttavia se K = Fp tale condizione non e mai vericata (in quanto presi
due elementi qualsiasi di Fp sono sempre dipendenti tra loro).
Abbiamo quindi dimostrato la seguente proposizione:
Proposizione 4.12. Se K = Fp allora non esistono estensioni total-
mente ramicate con gruppo di Galois Z/pZ × Z/pZ e con unico salto
in alto della ramicazione t tale che 1 ≤ t < pe′ e (t; p) = 1.
2. Supponiamo ora t = pe′. Dalla proposizione 4.1 sappiamo che se pren-
diamo M = K( p√x) con 0 < vK(x) < p, allora M/K e totalmente ra-
micata con salto della ramicazione t = pe/(p − 1). Inoltre, poiche se(i; p) = 1 si ha che K(t) =K(ti), possiamo sempre scegliere un genera-
tore un modo tale che vK(x) = 1.
Consideriamo allora due estensioni K1 = K( p√a) e K2 = K( p√b)
con a; b ∈ UK . Sappiamo che tali estensioni sono totalmente rami-
cate di grado p con salto della ramicazione pari a pe′. Consideriamo
ora l'estensione composta L/K con L = K1K2; per imporre che L/K
abbia come unico salto pe′ dobbiamo mostrare che anche le altre sot-
toestensioni hanno lo stesso salto. Le altre estensioni sono generate
dagli elementi della forma p
√
a(b)i con i = 1; : : : ; p−1. Osserviamo tut-
tavia che (a)(b)p−1 = abp−1p, quindi K( p√a(b)p−1) = K( p√abp−1)
e vK(abp−1) = 0. Di conseguenza la sottoestensione K( p√abp−1) e total-
mente ramicata ma il salto della ramicazione e diverso da pe′.
Cio dimostra la proposizione seguente:
Proposizione 4.13. Non esistono estensioni totalmente ramicate con
gruppo di Galois Z/pZ × Z/pZ e con unico salto in alto della rami-
cazione t = pe′.
Capitolo 5
Il teorema di Miki
Sia K un campo completo rispetto ad una valutazione discreta vK con
charK = 0 e charK = p > 0. Supponiamo inoltre che il campo dei residui K
sia nito (in particolare quindi perfetto).
Vogliamo determinare in generale le condizioni necessarie e sucienti
anche data una m-pla di interi {t1; : : : ; tm} esista un'estensione L/K ci-
clica, totalmente ramicata di grado pm e tale che i salti di ramicazione in
alto siano proprio t1; : : : tm.
Osserviamo che nel caso in cui il campo K non contenga radici p-esime
dell'unita la trattazione e piu semplice, e cio dipende principalmente dal fatto
che in questo caso il gruppo delle unita U1K e uno Zp modulo libero di rango
il grado dell'estensione. Tale caso e stato infatti il primo ad essere risolto
completamente dal matemitico tedesco E.Maus.
Solo molti anni piu tardi il matematico giapponese H.Miki e giunto alla
risoluzione completa del teorema. Nel caso generale tuttavia le condizioni
sui salti saranno piu complicate e saranno legate ad una particolare fattoriz-
zazione della massima radice ps-esima dell'unita contenuta in K.
In questo capitolo ci occupiamo di enunciare i vari risultati.
5.1 Caso p ∉K
Iniziamo quindi con il trattare il caso in cui il campo K non contenga
radici p-esime dell'unita. Nelle ipotesi precedenti, poniamo e′ = e/(p − 1).





f(t) =min{pt; t + e} = {pt se t ≤ e′
t + e se t > e′
e indichiamo con fk la k-esima iterata della funzione f .
Vale allora il seguente teorema:
Teorema 5.1 (E.Maus). Sia T = {t1 ≤ : : : ≤ tm} un insieme nito di nu-
meri naturali. Allora esiste un'estensione ciclica L/K totalmente ramicata
di grado pm con salti della ramicazione t1; : : : tm se e solo se:
1. ti+1 ≥ f(ti) se i = 1; : : :m − 1 e
2. se ti = fh(t′) con 0 < t′ ≤ pe/(p − 1) e p ∤ t′, allora anche t′ ∈ T .
Tale teorema puo essere enunciato nella seguente formulazione equiva-
lente, che rende le condizioni sui salti piu esplicite:
Teorema 5.2. Sia {t1 ≤ : : : ≤ tm} un insieme nito di numeri naturali. Allora
esiste un'estensione ciclica L/K totalmente ramicata di grado pm con salti
della ramicazione t1; : : : tm se e solo se valgono le tre condizioni seguenti:
1. 1 ≤ t1 < e′p e (t1; p) = 1;
2. se ti < e′ allora ti+1 soddisfa una delle due condizioni seguenti:
 ti+1 = pti;
 pti < ti+1 < pe/(p − 1) e (p; ti+1) = 1;
3. se ti ≥ e′; allora ti+1 = ti + e.
Nei prossimi due capitoli daremo una dimostrazione completa del teore-
ma, dimostrando separatamente che le condizioni precedenti sono sia neces-
sarie che sucienti.
Analizziamo ora il caso in cui p ∈K; per fare cio abbiamo tuttavia bisogno
di un lemma preliminare.
5.2 Lemma di decomposizione
Sia K un campo completo rispetto al una valutazione discreta vK ; sup-
poniamo charK = 0 , charK = p e inne che il campo dei residui sia nito.
Supponiamo inoltre che p ∈ K dove con p indichiamo una radice p-esima
primitiva dell'unita. Indichiamo con e = vK(p) e con e′ = e/(p−1). Vale allora
il seguente lemma:
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Lemma 5.3. (Lemma di decomposizione) Sia  un elemento di U1K tale che
1 ≤ vK(−1) < e′p e sia l l'intero non negativo tale che pl ∥ vK(−1). Allora
possiamo scrivere:
 = lpl−1 : : : pl−11 pl0
dove l; l−1; : : : ; 0 sono (l + 1) elementi di U1K che soddifano le seguenti
relazioni (A) e (B) :
(A) ∀i tale che 0 ≤ i ≤ l, vale una delle 3 condizioni seguenti:
1. i = 1
2. vK(i − 1) < e′p e vK(i − 1) ≢ 0 (p)
3. vK(i − 1) = e′p e i ∉Kp(B) pl−ivK(i − 1) < pl−jvK(j − 1) ∀ coppia (i; j) con 0 ≤ i < j ≤ l tale che
i ≠ 1 e j ≠ 1 .
Inoltre, se  ∉ Kp, allora i vK(i − 1) sono univocamente determinati da 
per i = 0;1; : : : l.
Dimostrazione. Dimostriamo la proposizione per induzione su l.
 l = 0
Sappiamo per ipotesi che p ∤ vK( − 1); allora  e un elemento di U1K
tale che vK( − 1) < e′p e vK( − 1) ≢ 0 (p). Inoltre  = pl (in quanto
l = 0), dunque possiamo prendere semplicemente 0 = .
 Supponiamo l ≥ 1 .
Possiamo allora scrivere  = lp con l,  ∈ U1K , dove l soddisfa la
condizione (A) (l e un elemento di U1K tale che vK(l−1) sia il massimo
nell'espressione  = lp). Infatti:
1. Se  ∈ Kp allora ∃ ∈ K tale che p = ; in particolare  ∈ U1K
perche  ∈ U1K per ipotesi. Allora possiamo prendere l = 1.
2. Supponiamo che  ∉Kp e scriviamo  = lp (con  eventualmente
uguale ad 1). Vogliamo dimostrare che vK(l−1) soddisfa una delle
condizioni di (A).
{ Poiche  ∉Kp sicuramente l ≠ 1.
{ Supponiamo per assurdo che vK(al − 1) = t > e′p. Allora
t − e = t − e′(p − 1) > e′p − e′p + e′ = e′
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e sappiamo che in generale se m > e′ vale (UmK )p = Um+eK .
Nel nostro caso dunque (U t−eK )p = U tK , quindi ∃ ∈ U t−eK tale
che p = l, da cui  ∈ Kp, che e assurdo. Di conseguenza
vK(l − 1) ≤ e′p.
{ Se vK(l − 1) = e′p allora l ∉ Kp perche per ipotesi  ∉ Kp e
dunque e vericata la condizione 3: del punto (A).
{ Supponiamo che vK(l − 1) < e′p e supponiamo per assurdo
che vK(l − 1) ≡ 0 (p); allora vK(al − 1) = pt con t < e′.
Di conseguenza, poiche elevare alla p e un isomorsmo tra
U tK/U t+1K e e UptK /Upt+1K se t < e′, allora l e una potenza p-esima,
il che e assurdo. Si ha quindi che vK(l − 1) ≢ 0 (p).
Osservazione 5.4. Notiamo che, se l ≠ 1, allora vK(l −1) ≥ vK(p−1).
Infatti per ipotesi e′p > vK( − 1), di conseguenza:
{ Se l = 1 oppure vK(l − 1) = e′p, allora
e′p > vK( − 1) ≥min{vK(l − 1); vK(p − 1)};
dunque vK(l − 1) > vK(p − 1).
{ Se vK(l −1) < e′p e vK(l −1) ≢ 0 (p) allora necessariamente si ha
che vK(l − 1) ≠ vK(p − 1) perche vK(p − 1) = pt per un qualche
t < e′. Se per assurdo vK(l − 1) < vK(p − 1), allora si avrebbe
vK(l − 1) = vK( − 1) che per ipotesi e divisibile per p, e cio e
assurdo.
Di conseguenza vale vK( − 1) = vK(p − 1) < e′p e quindi, poiche
vK(p − 1) = pvK( − 1), si ha:
vK( − 1) = 1
p
vK( − 1)
D'altra parte, poiche 1 ≤ vK( − 1) < e′p e pl ∥ vK( − 1), segue:
1 ≤ vK( − 1) < e′ e pl−1 ∥ vK( − 1):
Applichiamo l'ipotesi induttiva a ; possiamo dunque scrivere:
 = l−1pl−2 : : : pl−10
dove l−1; : : : 0 sono elementi di U1K che soddisfano la condizione (A) e
la seguente condizione (B′):
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(B′) pl−1−ivK(i − 1) < pl−1−jvK(j − 1)∀ coppia (i; j) con 0 ≤ i < j ≤ l − 1 tale che i ≠ 1 e j ≠ 1.
Di conseguenza,  = lpl−1 : : : pl−11 pl0 . Moltiplicando ambo i membri di(B′) per p, otteniamo la condizione (B′′):
(B′′) pl−ivK(i − 1) < pl−jvK(j − 1)∀ coppia (i; j) con 0 ≤ i < j ≤ l − 1 tale che i ≠ 1 e j ≠ 1.
Vogliamo ora paragonare anche l'elemento l.
Osserviamo che, se l = 1, non c'e nulla da dimostrare.
Supponiamo dunque l ≠ 1 e sia j il massimo indice tale che j ≠ 1.
Distinguiamo vari casi:
{ Se vK(l − 1) > pl−jvK(j − 1), allora la condizione (B) vale per
questa disuguaglianza e per (B′′).
Infatti se k e un altro indice con k ≠ 1 e 0 ≤ k < j ≤ l − 1 allora
vK(l − 1) > pl−jvK(j − 1) > pl−kvK(k − 1);
dunque vale la condizione (B).
{ Se vK(l − 1) < pl−jvK(j − 1), allora (poiche gli j per ipotesi
induttiva soddisfano la condizione per cui vK(j − 1) ≤ e′p), si ha
vK(l − 1) < vK(pl−jj − 1), da cui
vK(l − 1) = vK(lpl−jj − 1):
Allora, a meno di rimpiazzare l con l
pl−j
j , possiamo prendere
j = 1.
{ Se vK(l − 1) = pl−jvK(j − 1), si ha vK(l − 1) ≡ 0 (p), da cui
vK(l − 1) = e′p e l ∉Kp dalla condizione (A).
Poiche vK(pl−jj − 1) ≥ vK(l − 1) = e′p, allora vK(lpl−jj − 1) ≥ e′p.
D'altra parte l
pl−j
j ∉Kp, da cui vK(lpl−jj − 1) ≤ e′p (in quanto in
generale se m > e′p allora UmK ⊂Kp).
Di conseguenza vK(lpl−jj − 1) = e′p e lpl−jj ∉ Kp, quindi a meno
di rimpiazzare l con l
pl−j
j possiamo porre j = 1.
Continuando tale procedura (che termina in quanto gli j sono in nu-
mero nito) possiamo prendere l; l−1 : : : 0 in modo che valgano le
condizioni (A) e (B).
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Vogliamo ora dimostrare l'unicita degli ordini dei fattori della decompo-
sizione precedente nel caso in cui  ∉Kp.
Sia allora  = lpl−1 : : : pl0 un'altra espressione di  che soddis le condizioni(A) e (B). Poiche  ∉Kp, si ha banalmente l ≠ 1 e l ≠ 1.
Notiamo che in modo ovvio vK(0 − 1) = vK(0 − 1). Infatti dalla condizione(B) sappiamo che plvK(0 − 1) < pl−ivK(i − 1) ∀i tale che i ≠ 1, e lo stesso
vale per 0, dunque
vK( − 1) = plvK(0 − 1) = plvK(0 − 1);
da cui vK(0 − 1) = vK(0 − 1).
Supponiamo per assurdo che esista 1 ≤ i ≤ l tale che vK(i − 1) < vK(i − 1) e
vK(j − 1) = vK(j − 1) ∀j tale che 0 ≤ j < i. Allora:(i−1i )pl−i ≡ {(−1i−1i−1)(−1i−2i−2)p : : : (−10 0)}pl−i+1 (pl−i+1)
dove con  indichiamo un uniformizzante di K e  = vK(i−1). Di conseguen-
za, pl−i ≡ 0 (pl−i+1), da cui otteniamo che  ≡ 0 (p) .
Poiche  ∉Kp, necessariamente i = l e  = e′p , dunque l = 1 che e assurdo.
Quindi, se  ∉ Kp, gli ordini dei fattori della decomposizione sono univoca-
mente determinati.
Osservazione 5.5. Per avere l'unicita degli ordini, l'ipotesi  ∉Kp del lemma
precedente e essenziale; per mostrare cio consideriamo il seguente controe-
sempio.
Sia L/Qp un'estensione totalmente ramicata di grado e, con L che con-
tenga una radice p-esima primitiva dell'unita  ed e′ = e/(p − 1) > p ed(e′; p) = 1.
Una tale estensione puo essere ottenuta nel modo seguente:
Sia K = Qp() con p ≠ 2; allora K/Qp e un'estensione totalmente ramicata
di grado p− 1 e K =  − 1 e un uniformizzante di K. Sia ora n = p+ 1 e sia 
una radice del polinomio xn−K . Allora, se L =K(), l'estensione L/K e to-
talmente ramicata di grado n; di conseguenza, utilizzando le proprieta delle
torri, L/Qp e un'estensione totalmente ramicata di grado e = (p − 1)(p + 1)
ed e′ = e/(p − 1) = p + 1.
Sia ora L un uniformizzante del campo L. Consideriamo 1 = 1 + e′+1L ,
2 = 1 + L e prendiamo  = p1p22 . Calcoliamo vL( − 1):
 vL(p1 − 1) =min{p(e′ + 1); e + e′ + 1} = e + e′ + 1 = pe′ + 1;
 vL(p22 − 1) = p2;
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dunque vL( − 1) = min{pe′ + 1; p2} = p2. Applichiamo il lemma ad  con
l = 2. Allora 1 e 2 sono 2 elementi che soddisfano le condizioni (A) e (B)
del lemma. Infatti:
 vL(1 − 1) = e′ + 1, quindi 1 ≤ vL(1 − 1) < e′p e vL(1 − 1) ≢ 0 (p)
(perche p ≠ 2);
 vL(2 − 1) = 1;
 p2vL(2 − 1) = p2 < p vL(1 − 1) = p(e′ + 1) = p2 + 2p .
D'altra parte, se prendiamo 1 = 1, allora p1 = p1 , quindi possiamo scrivere
 come  = p1p22 , e anche 1 e 2 soddisfano le condizioni (A) e (B) del
lemma. Infatti:
 vL(1 − 1) = vL(1 − 1) =min{vL( − 1); vL(1 − 1)} = e′ = p+ 1, dunque
1 ≤ vL(1 − 1) < e′p e vL(1) ≠ 0 (p);
 p2vL(2 − 1) = p2 < p vL(1 − 1) = pe′ = p2 + p .
Tuttavia in questo caso gli ordini dei fattori non si conservano. Infatti
vL(1 − 1) = e′ + 1 ≠ vL(1 − 1) = e′:
Denizione 5.1. ∀ tale che 1 ≤ vK( − 1) < e′p e  ∉Kp, poniamo:
i(;K) = i() = vK(i − 1) ∀ i = 0;1 : : : l
dove l; l−1 : : : 0 sono (l + 1) elementi di U1K che soddisfano le condizioni del
lemma.
Denizione 5.2. Suppiamo che 1 ∈ K. Sia l un intero non negativo tale
che pl ∥ vK(s − 1), dove s e la radice ps-esima primitiva dell'unita tale che
s ∈K e s+1 ∉K. Poniamo allora:
I(K) = (s;0; 1; : : : l)
dove i = i(s;K) per i = 0;1; : : : l. Dato che s; l e i sono indipendenti dalla
scelta di s, I(K) e un invariante di K.
Osservazione 5.6. Tale invariante, che avra un ruolo fondamentale nella
risoluzione del problema sui salti della ramicazione nel caso generale, non e
sempre facile da calcolare. Nell'ultimo capitolo mostreremo che in alcuni casi
c'e un metodo abbastanza esplicito per calcolare l'invariante I(K).
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5.3 Caso p ∈K
Sia K un campo completo rispetto al una valutazione discreta vK ; sup-
poniamo charK = 0, charK = p e che il campo dei residui sia nito. Supponia-
mo inoltre che le radici p-esime dell'unita siano contenute in K e indichiamo
con e = vK(p) e con e′ = e/(p−1). Indichiamo poi con i alcune radici pi-esime
dell'unita tali che pi+1 = i ∀i ≥ 1 e sia s = s(K) l'intero tale che s ∈ K e
s+1 ∉K.
Sia inoltre I(K) = (s;0; 1; : : : l) l'invariante del campo denito nella
sezione precedente.
Fissiamo {t1; : : : ; tm} una m-pla di interi distinti e poniamo ti = 0∀i ≤ 0.
Deniamo la seguente condizione C(j) che dipende soltanto dall'invariante
I(K) e dall'insieme {t1; : : : ; tm}:
C(j) Esiste un sottoinsieme T di {0;1 : : : l} tale che:
{ tj−i = l−i ∀i ∈ T ;
{ tj−i < l−i ∀i ∈ {0;1 : : : l} − T ,
e la cardinalita dell'insieme T e 1 se p ≠ 2 e dispari se p = 2.
Vale allora il seguente teorema:
Teorema 5.7 (teorema di Miki). Sia K un campo completo che soddis le
proprieta descritte sopra e sia {t1; : : : ; tm} una m-pla di interi distinti. Allora
esiste un'estensione L/K ciclica totalmente ramicata di grado pm con salti
della ramicazione {t1; : : : ; tm} se e solo valgono le seguenti condizioni:
(a) t1 soddisfa una delle due condizioni seguenti:
{ 1 ≤ t1 < e′p e t1 ≢ 0(p);
{ t1 = e′p.
(b) Se ti < e′, allora ti+1 soddisfa una delle 3 condizioni seguenti:
{ ti+1 = pti;
{ pti < ti+1 < e′p e ti+1 ≢ 0(p);
{ ti+1 = e′p.
(c) Se ti ≥ e′, allora ti+1 = ti + e.
(d) Poniamo ti = 0 per ogni i ≤ 0 e n, se esiste, il minimo intero con
1 ≤ n ≤m tale che tn ≥ e′. Allora:
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{ Se K = Fp e vale la condizione C(j) vale per un certo 1 ≤ j ≤ m
allora j ≥ n − s + 1 e m ≤ j + s − 1.
{ Se K = Fq con q = pf e vale la seguente condizione:
tj = l = pe′; tj−1 < e′ e tj−i < l−i ∀i ∈ {1; : : : ; l}
per qualche j ∈ {1; : : : ;m}, allora j = n e m ≤ n + s − 1.
Ricordiamo ora la seguente denizione:
Denizione 5.3. Un'estensione di Galois K∞ di K e detta Zp-estensione di
K se il gruppo di Galois G(K∞/K) e topologicamente isomorfo al gruppo
additivo Zp dell'anello degli interi p-adici.
Il seguente risultato di Maus e il caso speciale per l = 0 del teorema
principale:
Corollario 5.8. Supponiamo che {t1; t2; : : :} un insieme di interi che soddisfa
le proprieta (a), (b) e (c) del teorema di Miki. Sia n il minimo intero tale
che tn ≥ e′. Supponiamo che vK(s − 1) ≢ 0 (p). Allora:
 Se K = Fp, allora valgono le due condizioni seguenti:
1. Supponiamo che vK(s − 1) = tj per qualche j. Allora necessa-
riamente n − s + 1 ≤ j ≤ n. Inoltre esiste un'estensione ciclica
totalmente ramicata Km di K di grado pm tale che i salti della
ramicazione siano {t1; t2; : : : ; tm} ⇐⇒ m ≤ j + s − 1.
2. Se vK(s − 1) ∉ {t1; : : : ; tn} allora esiste una Zp-estensione K∞
totalmente ramicata di K tale che l'insieme dei salti in alto della
ramicazione sia {t1; t2; : : :}.
 Se K ≠ Fp, allora esiste una Zp-estensione K∞ totalmente ramicata di
K tale che l'insieme dei salti in alto della ramicazione sia {t1; t2; : : :}.
Corollario 5.9. Sia K un campo che soddis le ipotesi dei teoremi prece-
denti; supponiamo in aggiunta che K = Fp. Sia {t1 : : : tm} una m-pla di nu-
meri interi che soddisno le condizioni (a), (b) o (c) del teorema di Miki e
supponiamo che valga una delle due condizioni seguenti:
1. {0; : : : ; l} ∩ {t1; : : : ; tm} = ∅ oppure
2. t1 > l.
Allora ∃ una Zp-estensione K∞ totalmente ramicata di K tale che l'insieme
dei salti in alto della ramicazione sia {t1; t2; : : :}.
Nei capitoli successivi daremo una dimostrazione completa del risultato di
Miki, fornendo nei vari casi una costruzione esplicita del sottogruppo normico




In questo capitolo vogliamo dare una dimostrazione del fatto che le con-
dizioni enunciate nel teorema di Maus e nel teorema di Miki siano necessarie.
Per fare cio dobbiamo dimostrare un teorema preliminare che da una carat-
terizzazione di salti della ramicazione di un'estensione L/K in termini del
sottogruppo normico associato. Tale teorema sara usato piu volte anche nella
dimsotrazione della sucienza delle condizioni.
6.1 Caratterizzazione dei salti della rami-
cazione
Teorema 6.1. Sia K un campo completo rispetto ad una valutazione discreta
con charK = 0 e campo dei residui nito di caratteristica p. Sia L/K un'esten-
sione ciclica totalmente ramicata di grado pm . Indichiamo con t1; : : : tm i
salti in alto dell'estensione L/K.
Allora vale vale:
ti =min{j ∈ N ∣ U (j+1) ⊆ NL/K(L∗)K∗pi} ∀i = 1; : : :m:
Per dimostrare il teorema precedente dobbiamo approfondire alcune proprie-
ta dei gruppi normici nel caso in cui ∣K ∣ < +∞:
6.2 Gruppi normici nel caso ∣K ∣ < +∞
Sia K un campo completo rispetto ad una valutazione discreta vK ; sup-
poniamo in aggiunta che il campo dei residui K sia nito.
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Sia inoltre L/K un'estensione di Galois totalmente ramicata e nita
con gruppo di Galois G. Indichiamo per brevita con N = NL/K . Dal corol-
lario 2.19 abbiamo visto che per le estensioni totalmente ramicate vale
UK/NUL ≅K∗/NL∗.
Vogliamo descrivere la ltrazione di UK/NUL attraverso le immagini degli
UnK . Dalla proposizione 2.21 sappiamo che esiste la seguente successione esat-
ta:
0 // G (n)/G (n)+1 # // U (n)L /U (n)+1L Nn // UnK/Un+1K
dove Nn e denita da un polinomio additivo (rispettivamente moltiplicativo)
se n ≥ 1 (rispttivamente se n = 0).
Si puo allora dimostrare che vale la proposizione seguente:
Proposizione 6.2. Il gruppo UnK/Un+1K NU (n)L e isomorfo a G (n)/G (n)+1.
(una dimostrazione dettagliata di tale proposizione puo essere trovata su
[Ser]).
Poniamo allora hn = [G (n) ∶ G (n)+1]. Dalla proposizione precedente segue
in modo ovvio il corollario:
Corollario 6.3. [UnK ∶ Un+1k U (n)L ] = hn
Corollario 6.4. Il gruppo NU
 (n)
L e un sottogruppo di U
n
K di indice nito.
Se denotiamo con vn tale indice allora vn = 1 per n sucientemente grande;
inoltre vn divide hnvn+1 e l'uguaglianza si ha ⇐⇒ l'omomorsmo canonico
n ∶ Un+1K /NU (n+1)L Ð→ UnK/NU (n)L
e iniettivo.
Dimostrazione. Utilizzando il corollario 2.24 sappiamo che, se G (n) = {1},
allora N(U (n)L ) = UnK ; di conseguenza N(U (n)L ) = UnK per n sucientemente
grande.
D'altra parte vale la seguente successione esatta:
Un+1K /NU (n+1)L i // UnK/NU (n)L  // UnK/Un+1K NU (n)L // 0
Tale successione ci dice che, se vn+1 e nito, allora lo e anche vn e inoltre
vn ∣ vn+1hn.
Dalla successione precedente sappiamo che ker ≅ Im(Un+1K /NU (n+1)L ) e che
 e surgettiva; di conseguenza:
UnK/Un+1K NU (n)L ≅ (UnK/NU (n)L )/Im(Un+1K /NU (n+1)L ):
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Quindi, se indichiamo con dn+1 = ∣Im(Un+1K /NU (n+1)L )∣, si ha:
hn = vn/dn+1 con dn+1 ∣ vn+1; e dn+1 = vn+1 ⇐⇒ i iniettivo.
Allora:
vn ∣ vn+1hn; e si ha l'uguaglianza ⇐⇒ i e iniettivo.
Corollario 6.5. L'intero v0 = [UK ∶ NUL] = [K∗ ∶ NL∗] divide il prodotto
degli hn (che e ben denito perche per n sucientemente grande si ha hn = 1).
Dimostrazione. Dal corollario precedente abbiamo che v0∣v1h0; d'altra parte
v1∣v2h1, quindi sostituendo si ha che v0∣v2h1h0. Iterando il ragionamento si
ha che ∀n ≥ 1 v0∣vnhn−1 : : : h0; allora, prendendo n abbastanza grande tale
che vn = 1 e hn+1 = 1 si ha la tesi.
Teorema 6.6. Supponiamo che il gruppo di Galois G sia abeliano. Allora:(a) Gm = Gm+1 se '(m) non e intero;(b) vn = vn+1hn ∀n;(c) la mappa canonica UnK/NUnL Ð→K∗/NL∗ e iniettiva.
Dimostrazione. In generale sappiamo dalla corrispondenza della class eld
che, se l'estensione e abeliana, [L ∶K] = ∣K∗/NL∗∣.
D'altra parte [L ∶K] = ∣G∣ e:
∣G∣ = ∣G/G1∣:∣G1/G2∣ : : : ∣Gn/Gn+1∣
con n il piu piccolo intero tale che Gn+1 = {1}. Di conseguenza:
v0 = ∣K∗/NL∗∣ = [L ∶K] = ∞∏
m=0 [Gm ∶ Gm+1]:
Inoltre, il corollario 6.5 mostra che v0 ∣ ∏ [G (n) ∶ G (n)+1], da cui:
∏
m≥0 [Gm ∶ Gm+1] ∣ ∏n≥0 [G (n) ∶ G (n)+1]
Segue allora che [Gm ∶ Gm+1] = 1 se m non e della forma  (n), cioe se '(m)
non e intero, da cui segue la (a).
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In modo analogo se per assurdo vn fosse un divisore proprio di hnvn+1 per
qualche intero n, allora v0 sarebbe un divisore proprio del prodotto degli hn,
cioe di ∏[G (n) ∶ G (n)+1], il che e impossibile per quanto visto al punto
precedente. Di conseguenza vale anche la (b).
Inne, usando l'asserzione appena dimostrata e il corollario 6.4 si vede che
gli omomorsmi
n ∶ Un+1K /NU (n+1)L Ð→ UnK/NU (n)L
sono iniettivi ∀n ≥ 0.
D'altra parte, poiche UK/NUL =K∗/NL∗, la mappa
n ∶ UnK/NUnL Ð→K∗/NL∗
si ottiene tramite composizione delle i che sono tutte iniettive; di conseguen-
za n e iniettiva perche composizione di applicazioni iniettive.
Osservazione 6.7. Osserviamo che la (a) non e altro che il teorema di Hasse-
Arf (di cui abbiamo quindi ottenuto un'ulteriore dimostrazione nel caso in
cui il campo dei residui K sia nito).
Possiamo ora dimostrare due importanti corollari:
Corollario 6.8.
Nelle ipotesi della proposizione precedente, i gruppi Un+1K /NU (n+1)L formano
una ltrazione decrescente di K∗/NL∗; inoltre si ha che
Un+1K /NU (n+1)L = 0 ⇐⇒ Gn = {1}:
Dimostrazione. Osserviamo che la prima proprieta segue direttamente dal
punto (c) della proposizione precedente.
Per quanto riguarda la seconda, notiamo innanzitutto che, dal teorema 6.6,
vn = 1 e equivalente a hn = hn+1 = : : : = 1, cioe Gn = Gn+1 = : : : = {1}.
Dimostriamo separatamente le due implicazioni:⇒ Supponiamo che UnK/NU (n)L = 0; allora abbiamo che vn = 1, da cui
vn+1 = 1 e vn+i = 1 ∀i ≥ 1. Per quanto osservato prima si ha anche
hn = vn/vn+1 = 1 e, allo stesso modo, hn+i = 1 ∀i ≥ 1:
Di conseguenza ∣G (m)/G (m)+1∣ ∀m ≥ n e quindi Gn = {1}.⇐ Con lo stesso ragionamento precedente, supponiamo Gn = {1}; allora
hn = ∣G (n)/G (n)+1∣ = 1 e, ∀i ≥ 1, hn+i = 1.
Segue quindi che vn+i = 1 ∀i ≥ 0, da cui UnK/NU (n)L = 0.
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Corollario 6.9. Sia c il piu grande intero tale che Gc ≠ {1} e sia f = '(c)+1;
allora U fK ⊂ NL∗, e f il piu piccolo intero che soddis tale proprieta.
Dimostrazione. Mostriamo innanzitutto che U fK ⊂ NL∗. Dal corollario 2.24
sappiamo che in generale, se G (n+1) = {1}, N(U (n)+1L ) = Un+1K ; vogliamo
applicare tale corollario con n = '(c).
Notiamo che per la funzione  vale che  (n)+1 ≤  (n+1); allora, se n = '(c),
si ha
 ('(c)) + 1 = c + 1 ≤  ('(c) + 1):
Per ipotesi sappiamo che Gc+1 = {1} e quindi anche G ('(c)+1) ⊆ Gc+1 = {1};
applicando il corollario otteniamo U
'(c)+1
K = N(U c+1L ), da cui U fK ⊂ NL∗.
Vogliamo ora mostrare che f e il minimo con questa proprieta; dimostriamo
quindi che U f−1L ⊄ NL∗.
Notiamo che il punto (c) del teorema precedente ci dice che la mappa cano-
nica ottenuta tramite inclusione e proiezione
UnK/NU (n)L Ð→K∗/NL∗ e iniettiva;
cio vuol dire che UnK ∩NL∗ = NU (n)K .
Supponiamo per assurdo che U f−1K ⊂ NL∗; allora U f−1K ⊆ NU (f−1)L e cio
non e possibile per il corollario precedente (in quanto abbiamo visto che
UnK/NU (n)L = 0 ⇐⇒ Gn = {1}, e nel nostro caso Gc = G'(c) = {1} per
ipotesi).
Utilizzando tali risultati e le proprieta principali della class eld esposte
nel capitolo 3 possiamo dare una dimostrazione del teorema 6.1:
Dimostrazione. Sia
G = Gt1 ⊋ Gt2 ⊋ : : : ⊋ Gtm = {1}
la successione dei gruppi di ramicazione indicizzati con indici in alto e sia
K ⊂ L1 ⊂ L2 ⊂ : : : ⊂ Lm = L
la successione delle sottoestensioni di grado pi ∀1 ≤ i ≤ m. Allora per come
sono fatti i gruppi di ramicazione di un'estensione di grado pm si vede che∀1 ≤ i ≤m Li = Fix(Gti+1).
Fissiamo i ∈ {1; : : : ;m}. Per la corrispondenza di Galois sappiamo che
Gal(Li/K) ≅ G/Gti+1. Utilizzando la proposizione 1.51 otteniamo quindi che
∀v ≥ 1 (G/Gti+1)v = GvGti+1/Gti+1 = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Gv/Gti+1 se 1 ≤ v ≤ ti
Gt
i+1/Gti+1 = {1} se v ≥ ti + 1
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Di conseguenza l'estensione Li/K ha come salti della ramicazione esatta-
mente t1; : : : ti.
Applicando il corollario 6.9 all'estensione Li/K abbiamo che
ti = {j ∣ U j+1 ⊂ NLi/K(L∗i )}:
Per concludere la dimostrazione dobbiamo mostrare cheNLi/K(L∗i ) = NL/K(L∗)(K∗)pi .
Infatti essendo K∗pi un sottogruppo di indice nito di K∗, per la corrispon-
denza della class eld si ha che K∗pi e il sottogruppo normico della massima
estensione abeliana Fi di K di esponente pi. Di conseguenza
N(L∗)K∗pi = N(L∗)N(F ∗i ) = N(L∗ ∩ F ∗i ):
Ma L ∩Fi e la massima sottoestensione di L/K di esponente pi, cioe esatta-
mente Li, da cui NLi/K(L∗i ) = NL/K(L∗)Kpi , da cui la tesi.
6.3 Il teorema di Marshall e conseguenze
Per i gruppi di ramicazione di un'estensione abeliana di campi completi
vale il seguente risultato generale:
Teorema 6.10. Sia K un campo locale, cioe un campo completo rispetto ad
una valutazione discreta e campo dei residui perfetto con charK = p (e p
eventualmente = 0). Indichiamo con e = eK.∀n ≥ 1 deniamo f(n) =min{pn;n+e}. Sia L/K un'estensione abeliana ni-
ta e sia G = Gal(L/K). Allora la ltrazione dei sottogruppi di ramicazione
G ⊇ G0 ⊇ G1 ⊇ G2 ⊇ : : : ⊇ Gr = {1}
ha le proprieta seguenti:
1. (Gn)p ⊆ Gf(n);
2. Sia pn ∶ Gn/Gn+1 → Gf(n)/Gf(n)+1 l'applicazione indotta per passaggio
al quoziente dal punto precedente.
Allora pn e surgettiva se n ≠ e/(p − 1).
3. Se n = e/(p−1) allora coker pn e isomorfo ad un sottogruppo del gruppo
delle radici p-esime dell'unita contenute in K.
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Non riportiamo la dimostrazione di tale risultato in quanto richiede tecniche
diverse da quelle usate nora quali la coomologia di gruppi; per i dettagli
vedere Marshall [Mar].
Abbiamo precedentemente visto che, se L/K e un'estensione ciclica di
grado pm allora i sottogruppi di ramicazione sono:
 G0 = G1 = : : : = Gt1 = G ≅ Z/pmZ;
 Gt
1+1 = : : : = Gt2 = (G)p ≅ pZ/pmZ;
⋮
 Gt
m−1+1 = : : : = Gtm = (G)pm−1 ≅ pm−1Z/pmZ;
 Gt
m+1 = : : : = {1}.
In particolare dunque vale che ∀i ≥ 1 (Gti)p = Gti+1 ; d'altra parte dal
teorema si ha che (Gti)p ⊆ Gf(ti), e quindi, poiche ti+1 e il piu grande indice
k tale che Gk = (Gti)p, si ha che ti+1 ≥ f(ti).
Inoltre sappiamo che l'applicazione pn ∶ Gn/Gn+1 → Gf(n)/Gf(n)+1 e surgettiva
se n ≠ e/(p − 1) e che se n = e/(p − 1) allora coker pn e isomorfo ad un
sottogruppo delle radici p-esime dell'unita contenute in K.
In particolare, se il campo K non contiene radici p-esime dell'unita, allora
coker pe/(p−1) = {1} e quindi la mappa pn e surgettiva anche per n = e/(p−1).
Dalla surgettivita dell'applicazione pn segue che, se n ≠ e/(p−1) e f(n) e
un salto della ramicazione in alto, allora anche n deve essere un salto e, se
K non contiene radici p-esime dell'unita cio accade anche per n = e/(p − 1).
Piu precisamente, se f(n) = ti+1 allora necessariamente n = ti.
Sappiamo infatti che se f(n) e un salto allora anche n lo e, e poiche f(n) > n
allora n ∈ {t1; : : : ti}. Supponiamo per assurdo che n ≤ ti−1. D'altra parte la
funzione f e crescente, quindi:
ti+1 = f(n) ≤ f(ti−1) ≤ ti per quanto dimostrato prima
e cio e assurdo perche ti+1 > ti.
Abbiamo quindi dimostrato il seguente corollario:
Corollario 6.11. Se L/K e un'estensione totalmente ramicata ciclica di
grado pm con salti della ramicazione {t1; : : : ; tm} allora valgono le condizioni
seguenti:
1. ∀i ≥ 1 vale ti+1 ≥ f(ti);
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2. se ti+1 = f(m) per qualche m ≠ e/(p − 1) allora m = ti e ti+1 = f(ti).
Inoltre, se K non contiene radici p-esime dell'unita allora la seconda con-
dizione vale anche per m = e/(p − 1).
6.4 Caso p ∉K
Vogliamo dimostrare la seguente proposizione:
Proposizione 6.12. Sia K un campo completo rispetto ad una valutazione
discreta vK con caratteristica 0 e campo dei residui nito con caratteristica p.
Supponiamo inoltre che K non contenga radici p-esime dell'unita e indichia-
mo con e = vK(p) e con e′ = e/(p−1). Sia L/K un'estensione totalemente ra-
micata ciclica di grado pm, con salti della ramicazione {t1; : : : ; tm}. Valgono
allora le seguenti proprieta:
(a) 1 ≤ t1 < pe′ e (t1; p) = 1;
(b) se ti < e′ allora pti ≤ ti+1 < pe′ e (ti+1; p) = 1 se ti+1 ≠ pti;
(c) se ti ≥ e′ allora ti+1 = ti + e.
Dimostrazione. Dimostriamo separatamente le tre condizioni.
(a) Supponiamo che t1 sia un intero e che esista un'estensione K1/K total-
mente ramicata, ciclica di grado p tale che il salto della ramicazione
sia proprio t1 e sia N = NK1/K(K∗1 ) il sottogruppo normico associato
all'estensione. Osserviamo innanzitutto che, essendo l'estensione total-
mente ramicata, il salto e strettamente maggiore di 0. Sappiamo inol-
tre dalle proprieta della norma che (K∗)p ⊂ N , e dal teorema 6.1 che, se
t e il salto della ramicazione, U t ⊄ N e U t+1 ⊂ N . Distinguiamo allora
due casi:
{ Supponiamo t1 ≥ pe/(p − 1). Dal corollario 1.7 del primo capitolo
sappiamo che, se K non contiene radici p-esime dell'unita allora
U i ⊂ (U i−e)p ∀i ≥ pe/(p−1). Applicando cio al nostro caso abbiamo
quindi che
U t
1 ⊂ (U ti−e)p ⊂ (K∗)p ⊂ N
e cio e assurdo per quanto appena visto.
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{ Supponiamo 1 ≤ t1 < pe/(p − 1) e p ∣ t1. Allora t1 = ph, quindi
U t
1 = Uph ⊂ (Uh)p ⊂ (K∗)p ⊂ N
e cio e assurdo per lo stesso ragionamento precedente.
Per il salto t1 valgono quindi le condizioni seguenti:
1 ≤ t1 < pe/(p − 1) e (t1; p) = 1:
(b) Supponiamo ti < e′; allora f(ti) =min{pti; ti + e} = pti.
1. Supponiamo per assurdo che ti+1 ≥ pe = e + e′. Allora
ti+1 = f(m) con m = ti+1 − e ≥ e′ > ti
e cio e assurdo per il corollario 6.11.
Abbiamo quindi che:
pti ≤ ti+1 < pe′:
2. Supponiamo per assurdo che ti+1 sia tale che pti < ti+1 < pe′ e
ti+1 ≡ 0 (p). Allora ti+1 = pm = f(m) con m > ti e cio e assurdo
sempre per il corollario 6.11.
In questo caso allora la condizione e vericata.
(c) Supponiamo inne ti ≥ e′; allora f(ti) =min{pti; ti+e} = ti+e. Abbiamo
visto che in generale ti+1 ≥ f(ti) = ti + e.
Supponiamo allora per assurdo che ti+1 > ti + e. Si ha quindi
ti+1 = f(m) con m = ti+1 − e > ti
e cio e ancora assurdo per il corollario 6.11.
In questo caso abbiamo quindi che ti+1 = ti + e.
6.5 Caso p ∈K
Utilizzando ancora in corollario 6.11 vogliamo dimostrare l'analoga propo-
sizione per il caso p ∈K:
Proposizione 6.13. Sia K un campo completo rispetto ad una valutazione
discreta vK con caratteristica 0 e campo dei residui nito con caratteristica
p. Supponiamo inoltre che K contenga almeno una radice p-esima dell'unita
non banale; indichiamo con e = vK(p) e con e′ = e/(p−1). Sia L/K un'esten-
sione totalemente ramicata ciclica di grado pm, con salti della ramicazione{t1; : : : ; tm}. Valgono allora le seguenti proprieta:
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(a) 1 ≤ t1 ≤ pe′ e (t1; p) = 1 se t1 ≠ pe′;
(b) se ti < e′ allora pti ≤ ti+1 < pe′ e (ti+1; p) = 1 se ti+1 ≠ pti e ti+1 ≠ pe′;
(c) se ti ≥ e′ allora ti+1 = ti + e.
Dimostrazione. Anche in questo caso dimostriamo separatamente. Osservi-
amo che la dimostrazione e analoga al caso in cui p ∉ K, e le dierenze
dipendono dal fatto che, nel caso in cui p ∈K vale che Upe/(p−1)K ⊄K∗p.
(a) La condizione su t1 segue in modo diretto dall'analisi delle estensioni
di grado p del capitolo 4 e in particolare dal corollario 4.8.
(b) Supponiamo ti < e′; allora f(ti) =min{pti; ti + e} = pti.
1. Supponiamo per assurdo che ti+1 > pe′ = e + e′. Allora
ti+1 = f(m) con m = ti+1 − e > e′ ≥ ti
per l'ipotesi induttiva e cio e assurdo per il corollario 6.11.
Abbiamo quindi che:
pti ≤ ti+1 ≤ pe′:
2. Supponiamo per assurdo che ti+1 sia tale che pti < ti+1 < pe′ e
ti+1 ≡ 0 (p). Allora ti+1 = pm = f(m) con m > ti e cio e assurdo
sempre per il corollario 6.11. In questo caso allora la condizione e
vericata.
(c) Supponiamo ora ti ≥ e′; allora f(ti) =min{pti; ti + e} = ti + e. Abbiamo
visto che in generale vale che ti+1 ≥ f(ti) = ti + e.
Supponiamo allora per assurdo che ti+1 > ti + e. Si ha quindi
ti+1 = f(m) con m = ti+1 − e > ti
e cio e ancora assurdo per il corollario 6.11.
In questo caso abbiamo quindi che ti+1 = ti + e.
Per ultimare la dimostrazione delle condizioni necessarie ci resta da di-
mostrare la seguente proposizione:
Proposizione 6.14. Sia K un campo completo rispetto ad una valutazione
discreta vK che soddis le condizioni del teorema di Miki. Supponiamo che
esista L/K estensione ciclica totalmente ramicata di grado pm con salti della
ramicazione {t1; : : : ; tm}. Indichiamo con n (se esiste) il piu piccolo intero
tale che tn ≥ e′. Allora:
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1. Se K = Fp ed esiste 1 ≤ j ≤ m tale che vale la condizione C(j) del
teorema di Miki, allora j ≥ n − s + 1 e m ≤ j + s − 1.
2. Se K ≠ Fp ed esiste 1 ≤ I ≤m tale che
tI = l = pe′; tI−1 < e′ e tI−i < l−i ∀i ∈ {1;2 : : : ; l};
allora I = n e m ≤ I + s − 1.
Tale questione e direttamente legata alla presenza delle radici p-esime
dell'unita nei sottogruppi normici associati all'estensione L/K.
∀i ≥ 1 sia Fi la famiglia di tutti i sottogruppi N diK∗ associati, tramite la
corrispondenza della class eld, ad estensioni cicliche totalmente ramicate
di grado pi con salti della ramicazione {t1; : : : ; ti}. Denotiamo con
S(t1 : : : ti) = Si = ⋃
N∈FiN ∀0 ≤ i ≤ n:
Vale allora il seguente lemma:
Lemma 6.15. Nelle ipotesi della proposizione precedenti valgono le seguenti
aermazioni:
 Se K = Fp e vale la condizione C(j) per qualche 1 ≤ j ≤ m , allora
s ∈ Sj−1 − Sj.
 Se K ≠ Fp ed esiste 1 ≤ I ≤m tale che
tI = l = pe′; tI−1 < e′ e tI−i < l−i ∀i ∈ {1;2 : : : ; l};
allora s ∈ SI−1 − SI .
Osservazione 6.16. Notiamo che per dimostrare che s ∈ Sj−1 basta costruire
un sottogruppo normico N di K∗ associato ad un'estensione ciclica total-
mente ramicata di grado pj−1 con salti della ramicazione {t1; : : : ; tj−1} e
tale che s ∈ N , e tale costruzione sara resa esplicita nella dimostrazione del-
la sucienza delle condizioni nel prossimo capitolo.
La dimostrazione del fatto che s ∉ Sj invece richiede un altro tipo di calcoli.
Per i dettagli su tale dimostrazione si veda [Mik1].
Per dimostrare la proposizione 6.14 abbiamo bisogno di un altro lemma.
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6.6 Immersioni di estensioni cicliche
Sia K un campo completo rispetto ad una valutazione discreta vK . Sup-
poniamo charK = 0, charK = p e che il campo dei residui K sia perfetto
(non necessariamente nito). Supponiamo in aggiunta che K contenga le
radici p-esime dell'unita. Vogliamo dimostrare il seguente teorema:
Teorema 6.17. Un'estensione ciclica L/K di grado pn puo essere immersa
in un'estensione ciclica di di grado pn+1 se e solo se le radici p-esime dell'unita
contenute in K∗ sono norme di elementi di L.
Dimostrazione.
⇒ Sia L/K un'estensione ciclica di grado pn e supponiamo che esistaM/K
estensione ciclica di grado pn+1 che contenga L/K. Utilizzando la teoria
di Kummer sappiamo che esiste a ∈ L∗ tale che M = L(b) con bp = a.





Poiche L/K e un'estensione di Galois allora ∀g ∈ Gal(L/K) esiste un
elemento xg ∈ K∗ tale che g(a) = axpg. Sia infatti h ∈ Gal(M/K) tale
che h∣L = g e sia xg = h(b)/b; allora:
g(a) = h(a) = h(bp) = (h(b))p = bp xpg = a xpg:
Mostriamo ora che xg ∈K e per fare cio mostriamo per prima cosa che
xg e lasciato sso da tutti gli elementi di Gal(M/L). ∀f ∈ Gal(M/L)
si ha che f(b) = b per qualche  tale che p = 1. Di conseguenza
f(h(b)/b) = f(h(b))/f(b);
ma f ∈ Gal(M/L) ⊂ Gal(M/K), h ∈ Gal(M/K) e tale gruppo e
commutativo, quindi
f(h(b))/f(b) = h(f(b))/f(b) = h(b)/b = h()h(b)/b = h(b)/b:
Si ha quindi che h(b)/b ∈ L∗.
Sia allora g un generatore di Gal(L/K) e mostriamo che l'elemento xg
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denito prima e tale che NL/K(xg) = .
Osserviamo innanzitutto che, poiche xpg = g(a)/a, si ha(NL/K(x))p = NL/K(xp) = NL/K(g(a)/a) = NL/K(g(a))/NL/K(a) = 1:
Basta quindi dimostrare che NL/K(x) ≠ 1.
Supponiamo per assurdo che NL/K(x) = 1. Poiche L/K e ciclica per
ipotesi, applicando il teorema 90 di Hilbert esiste un elemento y ∈ L∗
tale che x = g(y)/y. Vale quindi che
g(a)/a = xp = g(yp)/yp;
da cui g(a/yp) = a/yp, cioe a/yp ∈K∗. D'altra parte, se  e un elemento
tale che p = a, si ha
M = L(/y) = LM ′ con M ′ =K(/y):
Poiche M ′ ∩L =K segue che Gal(M/K) ≅ Z/pZ×Gal(M ′/K), il che e
assurdo perche per ipotesi Gal(M/K) e ciclico.
⇐ Sia L/K un'estensione ciclica di grado pn e supponiamo che esista x ∈ L∗
tale che NL/K(x) = . Vale allora NL/K(xp) = (NL/K(x))p = 1, quindi
usando il teorema 90 di Hilbert esiste a ∈ L∗ tale che xp = g(a)/a.
Vogliamo mostrare che, presa  tale che p = a, l'estensione L()/K e
ciclica di ordine pn+1 su K.
Sia allora b tale che bp = a, e poniamoM =K(b). Osserviamo che b ∉K∗
in quanto se per assurdo b ∈K∗ allora
x = (g(b)/b)n
per qualche n e quindi NL/K(x) = 1. Si ha allora che [M ∶ K] = pn+1.
Per dimostrare che l'estensione e ciclica consideriamo l'automorsmo h
di M/K denito da h(b) = bx e dimostriamo che tale h ha ordine pn+1.
Osserviamo innanzitutto che h∣L = g; infatti:




n(b) = hpn−1(bx) = : : : = b pn−1∏
i=0 gi(x) = bNL/K(x) = b ≠ b:
L'ordine di h e quindi necessariamente pn+1; di conseguenza M/K e
un'estensione di Galois e Gal(M/K) ≅ Z/pn+1Z. ◻
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Possiamo nalmente dimostrare la proposizione 6.14.
Dimostrazione.
1. Supponiamo K = Fp; sia M/K un'estensione ciclica totalmente rami-
cata di grado pm con salti in alto della ramicazione {t1; : : : ; tm} e
supponiamo che esista 1 ≤ j ≤m tale che valga la condizione C(j).
Dal lemma 6.15 cio implica che s ∈ Sj−1 − Sj.
 Mostriamo che m ≤ j + s − 1.
Supponiamo per assurdo chem ≥ j+s e sia L/K la sottoestensione
diM/K di grado pj+s; allora L/K e un'estensione ciclica totamente
ramicata con salti in alto della ramicazione {t1; : : : ; tj+s}.∀1 ≤ i ≤ j + s − 1 denotiamo con Li la sottoestensione di L di
grado pi; allora, per il teorema 6.17 vale 1 ∈ NLj+s−1/K(Lj+s−1∗) in
quanto Lj+s−1 e un'estensione ciclica di grado pj+s−1 immersa in
un'estensione di grado pj+s.




Iterando il ragionamento otteniamo quindi che s ∈ NLj/K(L∗j ); cio
vuol dire che esiste un'estensione Lj/K ciclica totalmente rami-
cata di grado pj con salti in alto della ramicazione {t1; : : : ; tj}
tale che s appartiene al sottogruppo normico associato, il che e
assurdo perche s ∉ Sj.
 Mostriamo che, se esiste 1 ≤ n ≤ m tale che tn ≥ e′, allora si ha
j ≥ n + s − 1.
Supponiamo per assurdo j ≤ n − s e sia L/K la sottoestensione di
M/K di grado j + s − 1, che e ben denita in quanto
j + s − 1 ≤ n − s + s − 1 ≤ n − 1 ≤m − 1:
Allora L/K e un'estensione ciclica totalmente ramicata di grado
pj+s−1 con salti in alto della ramicazione {t1; : : : ; tj+s−1}. Notiamo
ora che, se j ≤ n−s, allora j+s−1 ≤ n−1; di conseguenza per ipotesi
l'ultimo salto della ramicazione di L/K e tj+s−1 < e′. Applicando
 =  L/K ad ambo i menbri otteniamo quindi che  (tj+s−1) <  (e′),
e dunque, se indichiamo con Gi l'i-esimo gruppo di ramicazione
di L/K, allora
G (e′) ⊆ G (tj+s−1) = {1}:
Utilizzando il corollario 2.24 abbiamo che, se G (h) = {1}, allora
NL/K(U (h)L ) = UhK . Essendo nel nostro caso G (e′) = {1}, si ha
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NL/K(U (e′)L ) = U e′K e quindi, poiche vK(1−1) = e′, esiste x ∈ U (e′)L
tale che NL/K(x) = 1 = ps−1s .
Utilizzando nuovamente il corollario 3.21 abbiamo che, indicando
con Li la sottoestensione di L di grado pi ∀1 ≤ i ≤ j + s − 1, allora
p
s−2
s ∈ NLj+s−2/K(L∗j+s−2) e quindi iterando il ragionamento anche
s ∈ NLj/K(L∗j ), il che e assurdo in quanto s ∉ Sj. Di conseguenza
necessariamente j ≥ n − s + 1.
2. Supponiamo K ≠ Fp e che esista 1 ≤ I ≤m tale che
tI = l = pe′; tI−1 < e′ e tI−i < l−i ∀i ∈ {1;2 : : : ; l}:
Si vede che allora banalmente che I = n; infatti tI−1 < e′ e tI = pe′,
quindi I e proprio il piu piccolo intero tale che tI ≥ e′, cioe I = n. Per il
lemma 6.15 cio signica che s ∈ Sn−1 −Sn. Con la stessa dimostrazione




In tale capitolo vogliamo dare una dimostrazione del fatto che le con-
dizioni date dal teorema di Miki sono sucienti. Per fare cio daremo nei vari
casi una costruzione esplicita del sottogruppo normico associato ad un'esten-
sione ciclica e totalmente ramicata di grado pm tramite la corrispondenza
della class eld in modo che i salti della ramicazione siano esattamente{t1; : : : ; tm}. Per imporre le condizioni sui salti in alto della ramicazione
dell'estensione in termini del sottogruppo normico associato ricordiamo l'e-
nunciato del teorema 6.1 dimostrato nel capitolo precedente:
Teorema. Sia K un campo completo rispetto ad una valutazione discreta con
charK = 0 e campo dei residui nito di caratteristica p. Sia L/K un'esten-
sione ciclica totalmente ramicata di grado pm . Indichiamo con t1; : : : tm i
salti in alto dell'estensione L/K.
Allora vale:
ti =min{j ∈ N ∣ U (j+1) ⊆ NL/K(L∗)K∗pi} ∀i = 1; : : :m:
7.1 Costruzione nel caso p ∉K
Sia K un campo completo rispetto ad una valutazione discreta vK con
charK = 0 e campo dei residui nito di caratteristica p. Supponiamo che
p ∉ K e denotiamo con e = vK(p), e′ = e/(p − 1) (che in questo caso non e
necessariamente intero).
Fissiamo una m-pla di interi {t1; : : : ; tm} che soddis le condizioni della
formulazione equivalente del teorema di Maus 5.2, cioe:
 1 ≤ t1 < e′p e (t1; p) = 1;
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 se ti < e′ allora ti+1 soddisfa una delle due condizioni seguenti:
{ ti+1 = pti;
{ pti < ti+1 < pe/(p − 1) e (p; ti+1) = 1;
 se ti ≥ e′; allora ti+1 = ti + e.
Vogliamo costruire un opportuno sottogruppo N di K∗ in modo che l'esten-
sione ad esso associata tramite la class eld abbia esattamente i salti cercati.
Per fare cio distinguiamo due casi distinti, cioe il caso in cui K = Fp e il caso
in cui K ≠ Fp.
7.1.1 Caso K = Fp
Supponiamo che il grado di inerzia del campo K sia f = 1, cioe che il
campo dei residui sia K = Fp.
Fissiamo {t1; : : : ; tm} una m-pla di interi che soddis le proprieta precedenti.
Denotiamo con J il seguente insieme:
J = {t(1); : : : ; t(r)} = {t1; : : : ; tm} − {f(ti) ∣ i = 1; : : : ;m}:
Chiamiamo inoltre I = {1 ≤ x < pe′ ∣ (x; p) = 1}.
Dal corollario 1.10 sappiamo che, nel caso in cui il campo K non contenga
radici p-esime dell'unita, detto  un uniformizzante di K, una base di U1 con
Zp-modulo e dato da elementi della forma{x}x∈I con x = 1 + x:
Notiamo che, per le condizioni sull'insieme {t1; : : : ; tm}, t1 ∈ I ∩ J ; di
conseguenza I ∩ J ≠ ∅.
Chiamiamo inoltre (z) = t(z) e, ∀z = 1; : : : ; r, indichiamo con iz l'indice per
cui ti = t(z). Ovviamente, poiche t1 = t(1), si ha che i1 = 1.
Deniamo inoltre, ∀z = 2; : : : ; r, l'elemento "z nel modo seguente:
"z = −piz−1(1) (z):
Consideriamo allora il sottogruppo N di K∗ denito nel modo seguente:
N =<K∗pm ; ; x con x ∈ I − J; "z se z = 2; : : : ; r > :
Vogliamo dimostrare che l'estensione L/K associata al sottogruppo N uti-
lizzando la corrispondenza della class eld e ciclica, totalmente ramicata di
grado pm e che ha come salti dell'estensione proprio {t1; : : : ; tm}.
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 Osserviamo innanzitutto che l'estensione L/K e totalmente ramicata
in quanto  ∈ N .
 Dimostriamo cheK∗/N e un gruppo ciclico di ordine pm e precisamente
generato da (1)N .
Infatti osserviamo innanzitutto che le classiN , (1)N , 2(1)N , . . . , pm−1(1) N
sono tutte distinte in quanto nessuna delle potenze i(1) con i ≤ pm − 1
appartiene al sottogruppo N .
Per mostrare che questi sono gli unici elementi di K∗/N mostriamo
che tutti gli altri generatori di U1 diversi da (1) appartengono ad
una delle classi di equivalenza descritte sopra (cio basta in quanto
K∗ =<  > ×F∗p ×U1 e sia <  > che F∗p sono contenuti in N).
Distinguiamo dunque due casi:
{ Se x e tale che x ∈ I − J , allora x ∈ N per costruzione.
{ Se invece x e tale che x ∈ J e x ≠ t1, allora esiste z ∈ {2; : : : ; r}
tale che x = (z). Di conseguenza:
(z) = piz−1(1) "z ∈ piz−1(1) N
e banalmente iz ≤ m quindi piz−1(1) N e una delle classi elencate
sopra.
Di conseguenza K∗/N e ciclico di ordine pm. D'altra parte, dal teo-
rema 3.3 del capitolo 3 si ha che il gruppo di Galois dell'estensione
abeliana nita associata ad N e isomorfo a K∗/N , quindi nel nostro
caso l'estensione L/K associata ad N e ciclica di grado pm come voluto.
Dimostriamo ora che i salti della ramicazione dell'estensione L/K sono
esattamente t1; : : : ; tm.∀1 ≤ i ≤ m indichiamo con Ni = NK∗pi . Per il teorema 6.1 basta quindi
dimostrare che ∀i ∈ {1; : : : ;m} vale U ti ⊄ Ni e U ti+1 ⊂ Ni.
 Sia u il maggior elemento di {1; : : : ; r} tale che t(u) ≤ ti.
Dalla denizione dell'insieme J si ha che ti = f(ti−1) = : : : = f i−iu(t(u)).
Consideriamo allora l'elemento (u); abbiamo quindi che:
(u) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 −N1 = Ni1−1 −Ni1 se u = 1
p
iu−1(1) "u ∈ Niu−1 −Niu se u ≥ 2
Di conseguenza:
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{ se u = 1 allora pi−i1(1) = pi−1(1) ∈ Ni−1 −Ni;
{ se u ≥ 2
p
i−iu(u) = "pi−iuu (piu−1(1) )pi−iu = pi−1(1) "pi−iuu ∈ Ni−1 −Ni:
Abbiamo quindi in ogni caso che p
i−iu(u) ∈ Ni−1 −Ni.
D'altra parte
vK(pi−iu(u) − 1 ≥ f i−iu(vK((u) − 1)) = f i−iu(t(u)) = ti;
quindi p
i−iu(u) ∈ U ti ma pi−iu(u) ∉ Ni, come voluto.
 Mostriamo ora che U t
i+1 ⊂ Ni.∀x ≥ ti+1 indichiamo con nx il piu piccolo intero tale che x = fnx(vx) e
vx ∈ I. Osserviamo che U ti+1 e generato come Zp-modulo dagli elementi
della forma {pnxvx }x≥ti+1; mostriamo allora che ognuno di tali elementi
appartiene a Ni. Distinguiamo due casi:
{ se vx ≠ t(z) ∀z ∈ {1; : : : ; r} allora si ha per costruzione che vx ∈ N
e quindi anche p
nx
vx ∈ N ⊂ Ni;
{ supponiamo che esista z ∈ {1; : : : ; r} tale che vx = t(z). Abbiamo
quindi che:
vx = (z) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 = Ni1−1 se z = 1
p
iz−1(1) "z ∈ Niz−1 se z ≥ 2
Di conseguenza:
* se z = 1 allora pnxvx = pnx(1) ∈ Nnx = Nnx+i1−1;
* se z ≥ 2 allora
p
nx
vx = (piz−1(1) "z)pnx = p+nx+iz−1(1) "pnxz ∈ Nnx+iz−1:
In entrambi i casi vale che p
nx
vx ∈ Nnx+iz−1.
Vogliamo ora dimostrare che Nnx+iz−1 ⊂ Ni; distinguiamo allora
due casi:
* se iz + nx ≥ m + 1, allora banalmente iz + nx ≥ i + 1, da cui
iz + nx − 1 ≥ i;
* se iz + nx ≤ m, allora ti + 1 ≤ fnx(t(z)) ≤ tiz+nx , da cui si ha
i + 1 ≤ iz + nx, cioe iz + nx − 1 ≥ i.
Poiche iz + nx − 1 ≥ i allora Nnx+iz−1 ⊂ Ni e quindi la tesi.
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7.1.2 Caso generale
Supponiamo ora che il grado di inerzia di K sia f > 1. In questo caso allora
il campo dei residui sara K = Fq con q = pf e sappiamo che K e uno spazio
vettoriale su Fp di dimensione f.
Fissiamo {t1; : : : ; tm} una m-pla di interi che soddis le proprieta precedenti.
Come nel caso precedente indichiamo con J il seguente insieme:
J = {t(1); : : : ; t(r)} = {t1; : : : ; tm} − {f(ti) ∣ i = 1; : : : ;m}:
e con I = {x ∈ Z ∣ 1 ≤ x < pe′ e (p; x) = 1}.
Siano a1; : : : af degli elementi di K tali che a1; : : : af siano una base di K
come spazio vettoriale su Fp. Deniamo inoltre l'insieme
F = {(x; y) ∈ Z ×Z ∣ x ∈ I; 1 < y < f}:
Allora, se indichiamo con (x;y) = 1 + ayx, dove  e un uniformizzante di K,
l'insieme {(x;y)}(x;y)∈F costituisce una base di U1 come Zp-modulo.
Deniamo ora l'insieme F1 = {(t(z);1) ∣ 1 ≤ z ≤ r}. Inoltre, ∀z ∈ {1; : : : ; r},
poniamo
(z) = (t(z);1) e "z = −piz−1(1) (z):
Consideriamo allora il sottogruppo N di K∗ denito nel modo seguente:
N =<K∗pm ; ; (x;y) con x ∈ F − F1; "z se z = 2; : : : ; r > :
Utilizzando gli stessi ragionamenti del caso precedente dimostriamo che
l'estensione L/K associata al sottogruppo N utilizzando la corrispondenza
della class eld e ciclica, totalmente ramicata di grado pm e che ha come
salti dell'estensione proprio {t1; : : : ; tm}. Infatti:
 Poiche  ∈ N l'estensione associata ad N e totalmente ramicata.
 Il gruppoK∗/N e ciclico di ordine pm ed e generato dall'elemento (1)N .
Infatti osserviamo che anche in questo caso le classi N , (1)N , 2(1)N ,
. . . , p
m−1(1) N sono tutte distinte in quanto nessuna delle potenze i(1)
con i ≤ pm − 1 appartiene al sottogruppo N .
Per mostrare che non ce ne sono altre facciamo vedere che ognuno dei
generatori di U1 diverso da (1) e in una delle classi elencate sopra.
Consideriamo allora (x;y) e distinguiamo due casi:
{ se (x; y) ∈ F − F1 allora (x;y) ∈ N per costruzione;
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{ supponiamo (x; y) ∈ F1; allora y = 1 ed esiste z ∈ {2; : : : r} tale che
(x;y) = (z). In questo caso allora
(x;y) = (z) = piz−1(1) "z ∈ piz−1(1) N
ed essendo banalmente iz ≤ m si ha che piz−1(1) N e una delle classi
descritte sopra.
Di conseguenza K∗/N e un gruppo ciclico di grado pm e l'estensione
associata ad N e ciclica di grado pm per le proprieta della teoria della
class eld.
Mostriamo ora che che i salti della ramicazione dell'estensione L/K sono
esattamente t1; : : : ; tm.
Come nel caso precedente ∀1 ≤ i ≤ m chiamiamo Ni = NK∗pi . Per il
teorema 6.1 basta quindi dimostrare che ∀i ∈ {1; : : : ;m} si ha U ti ⊄ Ni e
U t
i+1 ⊂ Ni.
La dimostrazione della proprieta U t
i ⊄ Ni e identica a quella nel caso in
cui K = Fp (anche qui basta prendere u il maggior elemento di {1; : : : ; r} tale
che t(u) ≤ ti e si dimostra allo stesso modo che pi−iu(u) e un elemento di U ti che
non appartiene ad Ni).
Dimostriamo allora che U t
i+1 ⊂ Ni.
Come prima ∀x ≥ ti + 1 sia nx il piu piccolo intero tale che x = fnx(vx) con
vx ∈ I. Notiamo allora che in questo caso U ti+1 e generato dagli elementi
della forma {pnx(vx;y)} con x ≥ ti + 1 e y ∈ {1; : : : ; f}. Vogliamo mostrare che gli
elementi di questa forma appartengono a Ni. Distinguiamo allora due casi:
 supponiamo che vx ≠ t(z) ∀z ∈ {1; : : : ; r}; allora si ha per costruzione
che (vx;y) ∈ N ∀y ∈ {1; : : : ; f} e quindi anche pnxvx ∈ N ⊂ Ni;
 supponiamo che esista z ∈ {1; : : : ; r} tale che vx = t(z). Allora:
{ gli elementi del tipo (t(z);y) con y ≥ 2 appartengono ad N per
costruzione. In questo caso quindi
p
nx(t(z);y) ∈ N ⊂ Ni:
{ gli elementi del tipo (t(z);1) sono proprio quelli della forma (z).
Allora come nella dimostrazione precedente
(vx;1) = (z) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 = Ni1−1 se z = 1
p
iz−1(1) "z ∈ Niz−1 se z ≥ 2
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da cui quindi p
nx(vx;1) ∈ Nnx+iz−1. Con lo stesso ragionamento del
caso precedente si ha che iz + nx ≥ i + 1 e quindi Nnx+iz−1 ⊂ Ni.
Di conseguenza U t
i+1 ⊂ Ni, da cui segue la tesi.
7.2 Costruzione nel caso p ∈K
Analizziamo ora il caso in cui p ∈K.
Sia K un campo con char(K) = 0 e K campo dei residui nito di caratteristi-
ca p. Sia e = vK(p) e sia e′ = e/(p − 1). Indichiamo con i una radice pi-esima
dell'unita tali che pi+1 = i ∀i ≥ 1 e sia s = s(K) l'intero tale che s ∈ K e
s+1 ∉K.
Come nel caso precedente chiamiamo
I = { x ∈ Z ∣ 1 ≤ x < pe′ e (x; p) = 1}
e poniamo I ′ = I ∪ {pe′}.
Deniamo inoltre ∀t l'applicazione f(t) =min{pt; t + e}.
Sia I(K) = {s;0; : : : ; l} l'invariante associato al campo K come denito
nel capitolo 5. Fissiamo 0; : : : ; l (l + 1) elementi di U1 che soddisno le
ipotesi del lemma di decomposizione 5.3 applicato a s. Allora:
s = pl0 pl−11 : : : l
con i = vK(i − 1) ∈ I ∪ {pe′;+∞}:
Fissiamo unam-pla di interi {t1; : : : ; tm} che soddis le condizioni (a); (b)
e (c) del teorema di Miki 5.7, cioe:
(a) t1 soddisfa una delle due condizioni seguenti:
{ 1 ≤ t1 < e′p e t1 ≢ 0(p);
{ t1 = e′p.
(b) Se ti < e′, ti+1 soddisfa una delle 3 condizioni seguenti:
{ ti+1 = pti;
{ pti < ti+1 < e′p e ti+1 ≢ 0(p);
{ ti+1 = e′p.
(c) Se ti ≥ e′, allora ti+1 = ti + e.
Poniamo inoltre ti = 0 ∀i ≤ 0.
Come nella sezione precedente distinguiamo il caso K = Fp dal caso K ≠ Fp.
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7.2.1 Caso K = Fp
Ricordiamo la denizione della condizione C(j):
C(j) Esiste un sottoinsieme T di {0;1 : : : l} tale che:
{ tj−i = l−i ∀i ∈ T ;
{ tj−i < l−i ∀i ∈ {0;1 : : : l} − T ,
e la cardinalita dell'insieme T e 1 se p ≠ 2 e dispari se p = 2.
Ricordiamo che il teorema di Miki in questo caso ci dice che esiste un'esten-
sione ciclica totalmente ramicata di grado pm se e solo se {t1; : : : ; tm} soddi-
sfa le condizioni (a); (b) e (c); inotre, se vale la condizione C(j) per qualche
1 ≤ j ≤m, allora esiste l'estensione ciclica totalmente ramicata di grado pm
con salti della ramicazione t1; : : : ; tm se e solo se m ≤ j + s − 1.
Per ognuno dei casi precedenti costruiamo un opportuno sottogruppo N
di K∗ di indice nito tale che l'estensione associata ad N tramite la cor-
rispondenza della class-eld abbia le proprieta richieste.
Fissiamo t1 < : : : < tm una m-pla di numeri naturali che soddisno le
condizioni (a),(b) e (c) enunciate prima.
Deniamo i seguenti insiemi:
 J1 = {t(1) < t(2) < : : : < t(r)} = {ti ∣ 1 ≤ i ≤m}−{f(ti) ∣ 1 ≤ i ≤m; ti ≠ e′};
 J2 = {i ∣ 0 ≤ i ≤ l; i ≠ +∞};
 E = {z ∣ 1 ≤ z ≤ r e t(z) ∈ J2}.
Scriviamo allora i = iz se ti = t(z) per qualche z ∈ {1; : : : ; r} e i′ = i(z) se
t(z) = i′ per qualche z ∈ E.
Indichiamo con  un uniformizzante di K. Applicando il teorema 1.9
sappiamo che un U1 ammette un sistema di generatori {x}x∈I′ con vK(x −
1) = x. A meno di modicare opportunamente gli x possiamo supporre che,
se i ∈ I ′ per qualche 0 ≤ i ≤ l allora il generatore di ordine i sia proprio
uguale al i, dove gli i sono gli elementi che compaiono nella fattorizzazione
di s. Applicando l'osservazione 1.11 al nostro caso si ha che l'unica relazione
lineare tra i generatori e
(pl0 pl−11 : : : l)ps = 1:
Distinguiamo allora due casi, a seconda che J1 ∩ J2 = ∅ oppure J1 ∩ J2 ≠ ∅.
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7.2.2 Caso J1 ∩ J2 = ∅
Se J1 ∩ J2 = ∅ allora nessuno degli elementi della m-pla dei potenziali
salti {t1; : : : ; tm} e uguale ad uno dei i. Facciamo vedere che in questo caso
funziona la stessa costruzione fatta nel caso in cui K non contenga radici
p-esime dell'unita. Notiamo che, per le condizioni sull'insieme {t1; : : : ; tm},
t1 ∈ I ′ ∩ J1; di conseguenza I ′ ∩ J1 ≠ ∅ e, poiche ti1 = t(z), allora i1 = 1.
Chiamiamo inoltre (z) = t(z) ∀z = 1; : : : ; r e deniamo ∀z = 2; : : : ; r, l'ele-
mento "z nel modo seguente:
"z = −piz−1(1) (z):
Deniamo allora:
N =<K∗pm ; ; x con x ∈ I ′ − J1; "z se z = 2; : : : ; r > :
Vogliamo dimostrare che l'estensione L/K associata al sottogruppo N uti-
lizzando la corrispondenza della class eld e ciclica, totalmente ramicata di
grado pm e che ha come salti dell'estensione proprio {t1; : : : ; tm}.
 Osserviamo innanzitutto che l'estensione L/K e totalmente ramicata
in quanto  ∈ N .
 s ∈ N in quanto per ipotesi J1∩J2 = ∅ e quindi ∀i ∈ {0; : : : ; l} l'elemento
i ∈ N ; segue quindi che
s = pl0 pl−11 : : : l ∈ N:
 Dimostriamo cheK∗/N e un gruppo ciclico di ordine pm e precisamente
e generato da (1)N .
Infatti osserviamo innanzitutto che le classiN , (1)N , 2(1)N , . . . , pm−1(1) N
sono tutte distinte in quanto nessuna delle potenze i(1) con i ≤ pm − 1
appartiene al sottogruppo N . Per mostrare che questi sono gli unici
elementi di K∗/N mostriamo che tutti gli altri generatori di U1 diversi
da (1) appartengono ad una delle classi di equivalenza descritte sopra.
Distinguiamo dunque due casi:
{ Se x e tale che x ∈ I ′ − J1, allora x ∈ N per costruzione.
{ Se invece x e tale che x ∈ J1 e x ≠ t1, allora esiste z ∈ {2; : : : ; r}
tale che x = (z). Di conseguenza:
(z) = piz−1(1) "z ∈ piz−1(1) N
e banalmente iz ≤ m quindi piz−1(1) N e una delle classi elencate
sopra.
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Di conseguenza K∗/N e ciclico di ordine pm. D'altra parte, dal teo-
rema 3.3 del capitolo 3 si ha che il gruppo di Galois dell'estensione
abeliana nita associata ad N e isomorfo a K∗/N , quindi nel nostro
caso l'estensione L/K associata ad N e ciclica di grado pm come voluto.
Per dimostrare che i salti della ramicazione dell'estensione L/K sono esat-
tamente t1; : : : ; tm si puo utilizzare esattamente lo stesso argomento usato nel
caso in cui il campo K non contenga le radici p-esime dell'unita. ∀1 ≤ i ≤ m
indichiamo con Ni = NK∗pi . Per il teorema 6.1 basta quindi dimostrare che∀i ∈ {1; : : : ;m} si ha U ti ⊄ Ni e U ti+1 ⊂ Ni.
 Sia u il maggior elemento di {1; : : : ; r} tale che t(u) ≤ ti.
Dalla denizione dell'insieme J1 si ha che ti = f(ti−1) = : : : = f i−iu(t(u)).
Consideriamo (u); abbiamo quindi che:
(u) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 −N1 = Ni1−1 −Ni1 se u = 1
p
iu−1(1) "u ∈ Niu−1 −Niu se u ≥ 2
Di conseguenza:
{ se u = 1 allora pi−i1(1) = pi−1(1) ∈ Ni−1 −Ni;
{ se u ≥ 2
p
i−iu(u) = "pi−iuu (piu−1(1) )pi−iu = "pi−iuu pi−1(1) ∈ Ni−1 −Ni:
Abbiamo quindi in ogni caso che p
i−iu(u) ∈ Ni−1 −Ni.
D'altra parte
vK(pi−iu(u) − 1) ≥ f i−iu(vK((u) − 1)) = f i−iu(t(u)) = ti;
quindi p
i−iu(u) ∈ U ti ma pi−iu(u) ∉ Ni, come voluto.
 Mostriamo ora che U t
i+1 ⊂ Ni.∀x ≥ ti + 1 sia nx il piu piccolo intero tale che x = fnx(vx) con vx ∈ I ′.
Distinguiamo due casi:
{ se vx ≠ t(z) ∀z ∈ {1; : : : ; r} allora si ha per costruzione che vx ∈ N
e quindi anche p
nx
vx ∈ N ⊂ Ni;
7.2 Costruzione nel caso p ∈K 127
{ supponiamo che esista z ∈ {1; : : : ; r} tale che vx = t(z). Abbiamo
quindi che:
vx = (z) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 = Ni1−1 se z = 1
p
iz−1(1) "z ∈ Niz−1 se z ≥ 2
Di conseguenza:
* se z = 1 allora pnxvx = pnx(1) ∈ Nnx = Nnx+i1−1;
* se z ≥ 2 allora
p
nx
vx = (piz−1(1) "z)pnx = p+nx+iz−1(1) "pnxz ∈ Nnx+iz−1;
in entrambi i casi vale che p
nx
vx ∈ Nnx+iz−1. Vogliamo ora dimostrare
che Nnx+iz−1 ⊂ Ni. Distinguiamo due casi:
* se iz + nx ≥ m + 1, allora banalmente iz + nx ≥ i + 1, da cui
iz + nx − 1 ≥ i;
* se iz + nx ≤ m, allora ti + 1 ≤ fnx(t(z)) ≤ tiz+nx , da cui si ha
quindi che i + 1 ≤ iz + nx e quindi iz + nx − 1 ≥ i.
Poiche iz + nx − 1 ≥ i si ha che Nnx+iz−1 ⊂ Ni. D'altra parte os-
serviamo che U t
i+1 e generato come Zp-modulo dagli elementi
della forma {pnxvx }x≥ti+1; di conseguenza U ti+1 ⊂ Ni, il che pro-
va che ti e esattamente l'i-esimo salto della ramicazione in alto
dell'estensione associata ad N .
7.2.3 Caso J1 ∩ J2 ≠ ∅
Se J1∩J2 ≠ ∅ allora ci sono delle coincidenze tra i t(z) e i i e la situazione
e piu delicata da trattare. Prima di descrivere la costruzione in questo caso
dimostriamo il seguente lemma:
Lemma 7.1. Valgono le seguenti proprieta:
1. Se ti = i′ per qualche i ∈ {1; : : : ;m} e qualche i′ ∈ {0; : : : ; l}, allora
i ∈ {iz ∣ z ∈ E}.
2. Supponiamo J1 ∩ J2 ≠ ∅. Siano z1 < z2 < : : : < zg con g ≥ 1 tali che:{z1; : : : ; zg} = {z ∈ E ∣ iz − i(z) =min{is − i(s) ∣ s ∈ E} }:
Poniamo j′ = l − i(z1) + iz1 = : : : = l − i(zg) + izg . Si ha quindi che
tj
′−i ≤ l−i ∀i ∈ {0; : : : ; l} tale che j′ − i ∈ {iz ∣ z ∈ E} oppure tale che
l − i ∈ {i(z) ∣ z ∈ E}. Inoltre l'uguaglianza vale esattamente per i g
elementi i = l − i(z1); : : : ; l − i(zg).
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3. Supponiamo che la condizione C(j) valga per qualche j ∈ {1; : : : ;m}.
Allora J1 ∩ J2 ≠ ∅, j = j′ e g = 1 se p ≠ 2 o g e dispari se p = 2.
4. Supponiamo che J1 ∩ J2 ≠ ∅ e sia j′ denito come al punto 2. Se g = 1
nel caso p ≠ 2 o g dispari nel caso p = 2 ma la condizione C(j′) non
vale allora esiste h ∈ {0; : : : l} tale che tj′−h > l−h, j′ − h ∉ {iz ∣ z ∈ E} e
l − h ∉ {i(z) ∣ z ∈ E}.
Dimostrazione.
1. Supponiamo che ti = i′ con i ∈ {1; : : : ;m} e i′ ∈ {0; : : : ; l}. Sappiamo
che in generale i′ ∈ I ∪ {pe′;+∞}; d'altra parte per essere uguale ad
un ti si ha i′ ∈ I ∪ {pe′}. Di conseguenza anche ti ∈ I ∪ {pe′} e quindi e
uguale ad uno dei t(z) per costruzione. Si ha dunque che i ∈ {iz ∣ z ∈ E}
(in quanto per costruzione avevamo denito E = { 1 ≤ z ≤ r ∣ t(z) ∈ J2 }).
2. Sia s ∈ {z1; : : : ; zg}.
Osserviamo che, se j′ − i = iz per un certo z ∈ E abbiamo:
tj
′−i = tiz = t(z) = i(z);
d'altra parte per denizione di {z1; : : : ; zg} si ha che iz − i(z) ≥ is− i(s),
quindi
tj
′−i = i(z) ≤ iz−is+i(s);
ma per costruzione j′ = l − i(s) + is, dunque sostituendo si ha
tj
′−i ≤ iz−is+i(s) = iz+l−j′ = l−i
perche j′ − i = iz.
Allo stesso modo, ∀i ∈ {0; : : : ; l} tale che l − i = i(z) con z ∈ E si ha:
l−i = i(z) = t(z) = tiz ;
ma iz − i(z) ≥ is − i(s), quindi
l−i = tiz ≥ ti(z)+is−i(s) = ti(z)+j′−l = tj′−i:
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Notiamo ora che, se i = l − i(s) con s ∈ {z1; : : : ; zg}, allora vale banal-
mente l'uguaglianza in quanto
tj
′−i = tis = i(s) = l−i
Viceversa, se vale l'uguaglianza tj
′−i = l−i allora per denizione esiste
z ∈ E tale che { j′ − i = iz
l − i = i(z)
Di conseguenza i = j′ + iz, quindi sostituendo l − j′ − iz = i(z), cioe
z ∈ {z1; : : : ; zg} e i = l − i(z).
3. Supponiamo che esista 1 ≤ j ≤m tale che valga la condizione C(j).
Tale condizione ci dice che l'insieme T = {0 ≤ i ≤ l ∣ tj−i = l−i} e non
vuoto; di conseguenza J1 ∩ J2 ≠ ∅.
Osserviamo innanzitutto che j′ ≤ j. Notiamo infatti che, se i ∈ T cioe
tj−i = l−i, allora esiste z ∈ E tale che j−i = iz e l−i = i(z). Combinando
insieme queste due relazioni troviamo che j = l + iz − i(z).
Inoltre, poiche iz − i(z) ≥ iz1 − i(z1) = min{it − i(t) ∣ t ∈ E}, si ha che
j′ = l + iz1 − i(z1) ≤ j.
Supponiamo per assurdo che j ≠ j′. In generale, se h e un certo indice
della forma h = l − i(s) con s ∈ {z1; : : : ; zg} allora vale l'uguaglianza
tj
′−h = l−h = i(s).
Sia ora i ∈ {0; : : : ; l} l'indice tale che tj−i = tj′−h; poiche tj′−h = i(s), si ha
che anche tj−i = i(s), quindi j − i = is e dunque i = j − is. Distinguiamo
allora due casi:
 Se i ∈ T , allora tj−i = l−i, quindi i = h e j′ = j.
 Se i ∉ T , allora tj−i < l−i. Sostituendo il valore di i otteniamo:
i(s) = tj−i < l−j+is :
Tuttavia per costruzione abbiamo che i i sono crescenti; di con-
seguenza
i(s) < l−j+is ⇐⇒ i(s) < l − j + is
e cio vale se e solo se j′ = l + is − i(s) > j, che e assurdo per
l'osservazione iniziale.
Abbiamo quindi ottenuto che j = j′. Ora, poiche vale la condizione
C(j′) segue direttamente che la cardinalita dell'insieme T e proprio g,
quindi g e uguale ad 1 se p ≠ 2 oppure e dispari se p = 2.
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4. Supponiamo che non valga la condizione C(j′) anche se vale g = 1 se
p ≠ 2 o g dispari se p = 2. Allora la condizione che non e vericata e che
tj
′−i ≤ l−i ∀i ∈ {0;1; : : : ; l}. Di conseguenza esiste h ∈ {0;1; : : : ; l} tale
che tj
′−h > l−h. Per quanto dimostrato al punto 2. segue banalmente
che j′ − h ∉ {iz ∣ z ∈ E} e l − h ∉ {i(z) ∣ z ∈ E}, da cui la tesi.
Con le proprieta dimostrate nel lemma precedente possiamo descrivere la
costruzione anche nel caso in cui J1 ∩ J2 ≠ ∅.
Siano z1 < z2 < : : : < zg con g ≥ 1 tali che:
{z1; : : : ; zg} = {z ∈ E ∣ iz − i(z) =min{is − i(s) ∣ s ∈ E} }:
Poniamo j′ = l − i(z1) + iz1 = : : : = l − i(zg) + izg .
Distinguiamo allora tre casi:
(a) g ≥ 2 nel caso in cui p ≠ 2 o g pari nel caso in cui p = 2;
(b) g = 1 nel caso in cui p ≠ 2 o g dispari nel caso in cui p = 2 e vale la
condizione C(j) per qualche j ∈ {1; : : : ;m};
(c) g = 1 nel caso in cui p ≠ 2 o g dispari nel caso in cui p = 2 e non vale la
condizione C(j′).
Caso (a)
Supponiamo che g ≥ 2 nel caso in cui p ≠ 2 o g pari nel caso in cui p = 2.
Dimostriamo il seguente lemma algebrico:
Lemma 7.2. Nelle ipotesi precedenti esistono az ∈ Z con z ∈ E tali che:
 az ≢ 0 (p);
 a1 = 1;
 ∑z∈E azpiz−i(z) = 0.
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Dimostrazione. Distinguiamo due casi:
 Supponiamo p ≠ 2; allora in questo caso g ≥ 2.
Sia s ∈ {z1; : : : ; zg} con s ≠ 1 e deniamo l'insieme A = {z1; : : : ; zg}−{s}.




Deniamo allora az = 1 ∀z ∈ E −A− {s}. Per costruzione sappiamo che∀z ∈ E −A − {s} vale is − i(s) < iz − i(z); di conseguenza∑
z∈E−A−{s}azp
iz−i(z) = pis−i(s)k con k ≡ 0 (p):




Distinguiamo allora due casi:
{ Se g − 1 = ∣A∣ ≢ 0 (p) possiamo allora porre az = 1 ∀z ∈ A e
as = −(g − 1) − k, quindi as ≡ −(g − 1) ≢ 0 (p), da cui la tesi.
{ Supponiamo g − 1 = ∣A∣ ≡ 0 (p). Scegliamo t ∈ A tale che t ≠ 1 se
1 ∈ A; poniamo allora at = 2 (quindi at ≢ 0 (p) in quanto p ≠ 2)
e az = 1 ∀z ∈ A − {t}. In questo caso allora as = −g − k; quindi
as ≡ −g ≢ 0 (p), da cui la tesi.
 Supponiamo p = 2; allora in questo caso g pari.
Come nel caso precedente sia s ∈ {z1; : : : ; zg} con s ≠ 1 e deniamo
l'insieme A = {z1; : : : ; zg} − {s}.




Poniamo allora az = 1 ∀z ∈ E −A − {s}; come nel caso precedente si ha∑
z∈E−A−{s}az2
iz−i(z) = 2is−i(s)k con k ≡ 0 (2):





Poniamo allora az = 1∀z ∈ A; in questo modo abbiamo quindi che
as ≡ −(g − 1) ≡ 1 (2) in quanto g − 1 e dispari, da cui la tesi.
Utilzzando il lemma precedente scegliamo alcuni az ∈ Z con z ∈ E tali che:
az ≢ 0 (p), a1 = 1 e ∑z∈E azpiz−i(z) = 0. Deniamo inoltre az = 1 se z ∉ E.
Poniamo ora (z) = t(z) ∀z ∈ {1; : : : ; r} e "z = −azpiz−i(z)(1) (z) ∀z ∈ {2; : : : ; r}.
Consideriamo quindi il sottogruppo N di K∗ di indice nito denito nel
modo seguente:
N =<K∗pm ; ; x (x ∈ I ′ − J1); "z (z ∈ {2; : : : ; r} ) > :
Vogliamo dimostrare che l'estensione L/K associata al sottogruppo N uti-
lizzando la corrispondenza della class eld e ciclica, totalmente ramicata di
grado pm e che ha come salti dell'estensione proprio {t1; : : : ; tm}.
 Osserviamo innanzitutto che l'estensione L/K e totalmente ramicata
in quanto  ∈ N .
 Mostriamo che s ∈ N . Sappiamo dalla decomposizione che s = pl0 : : : l
con vK(i − 1) = i (eventualmente +∞). Allora:
1. Se i ≠ +∞ e i ∉ J1 ∩J2 allora i ∈ {x ∣ x ∈ I ′ −J1}, quindi i ∈ N .
2. Supponiamo ora che i ∈ J1 ∩ J2. In questo caso esiste z ∈ E tale
che i(z) = t(z) = tiz e in particolare i(z) e uno degli x del tipo
(z). Distinguiamo allora due casi:















z∈E(−azpiz−1(1) )pl−i(z) =∏z∈E(−azpl+iz−i(z)−1(1) )
= (∏
z∈E 
azpiz−i(z)(1) )−pl−1 = (∑z∈E azpiz−i(z)(1) )−pl−1 = 1:
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cioe s e prodotto di elementi di N .
- Supponiamo 1 ∈ E. In questo caso t(1) = ti1 = t1 = i(1) = 1.
Inoltre:
∑
z∈E azpiz−i(z) = ∑z∈E−{1}azpiz−i(z) + a1pi1−i(1) = ∑z∈E−{1}azpiz−i(z) + 1;
quindi
∏
z∈E−{1}(−azpiz−1(1) )pl−i(z) = ∏z∈E−{1}(−azpl+iz−i(z)−1(1) )
= ⎛⎝ ∏z∈E−{1} azpiz−i(z)(1) ⎞⎠




















In entrambi i casi quindi s ∈ N .
 Mostriamo che K∗/N e un gruppo ciclico di ordine pm e precisamente
generato da (1)N ; in questo caso, poiche s ∈ N vale la stessa di-
mostrazione fatta nel caso in cui J1∩J2 = ∅. Segue quindi dalle proprieta
della corrispondenza della class eld che l'estensione L/K associata ad
N e ciclica totalmente ramicata di grado pm come voluto.
134
Dimostriamo ora che i salti della ramicazione in alto sono esattamente
t1; : : : ; tm.
Come nei casi precedenti deniamo ∀1 ≤ i ≤ m Ni = NK∗pi . Per il teorema
6.1 basta quindi dimostrare che ∀i ∈ {1; : : : ;m} si ha U ti ⊄ Ni e U ti+1 ⊂ Ni.
 Sia u il maggior elemento di {1; : : : ; r} tale che t(u) ≤ ti.
Dalla denizione dell'insieme J si ha che ti = f(ti−1) = : : : = f i−iu(t(u)).
Consideriamo (u); abbiamo quindi che:
(u) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 −N1 = Ni1−1 −Ni1 se u = 1
azp
iu−1(1) "u ∈ Niu−1 −Niu se u ≥ 2
Di conseguenza:
{ se u = 1 allora pi−i1(1) = pi−1(1) ∈ Ni−1 −Ni;
{ se u ≥ 2
p
i−iu(u) = "pi−iuu (azpiu−1(1) )pi−iu = "pi−iuu (az(1))pi−1 ∈ Ni−1 −Ni:
Abbiamo quindi in ogni caso che p
i−iu(u) ∈ Ni−1 −Ni.
D'altra parte
vK(pi−iu(u) − 1) ≥ f i−iu(vK((u) − 1)) = f i−iu(t(u)) = ti;
quindi p
i−iu(u) ∈ U ti e pi−iu(u) ∉ Ni, come voluto.
 Dimostriamo ora che U t
i+1 ⊂ Ni.
Indichiamo ∀x ≥ ti + 1 con nx il piu piccolo intero tale che x = fnx(vx),
con vx ∈ I ′. Allora un sistema di generatori di U ti+1 come Zp -modulo e
dato dagli elementi della forma {pnxvx }x≥ti+1. Vogliamo dimostrare quin-
di che questi elementi appartengono ad Ni.
Distinguiamo allora due casi:
{ se vx ≠ t(z) ∀z ∈ {1; : : : ; r} allora si ha per costruzione che vx ∈ N
e quindi anche p
nx
vx ∈ N ⊂ Ni;
{ supponiamo che esista z ∈ {1; : : : ; r} tale che vx = t(z). Abbiamo
quindi che:
vx = (z) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 = Ni1−1 se z = 1
azp
iz−1(1) "z = (az(1))piz−1"z ∈ Niz−1 se z ≥ 2
Di conseguenza:
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* se z = 1 allora pnxvx = pnx(1) ∈ Nnx = Nnx+i1−1;
* se z ≥ 2 allora
p
nx
vx = (azpiz−1(1) "z)pnx = (az(1))pnx+iz−1"pnxz ∈ Nnx+iz−1;
in entrambi i casi vale che p
nx
vx ∈ Nnx+iz−1. D'altra parte, poiche
nx+iz−1 ≥ i (con le stesse considerazioni fatte nei casi precedenti),
si ha che Nnx+iz−1 ⊂ Ni, da cui la tesi.
Caso (b)
Supponiamo ora che g = 1 se p ≠ 2 opuure che g sia dispari nel caso in
cui p = 2 e supponiamo che esista j ∈ {1; : : : ;m} tale che valga la condizione
C(j). Dalla condizione 3: del lemma 7.1 abbiamo che j = j′. Come nel caso
in cui J1 ∩ J2 = ∅, deniamo (z) = t(z) ∀z ∈ {1; : : : ; r} e, se z ∈ {2; : : : ; r}
poniamo "z = −piz−1(1) (z).
Consideriamo allora il sottogruppo N di K∗ denito nel modo seguente:
N =<K∗pm ; ; x ∈ I ′ − J1; "z con z ∈ {2; : : : ; r} > :
Vogliamo dimostrare che l'estensione L/K associata al sottogruppo N
utilizzando la corrispondenza della class eld e ciclica, totalmente ramicata
di grado pm e che ha come salti dell'estensione proprio {t1; : : : ; tm}.
 Osserviamo innanzitutto che l'estensione L/K e totalmente ramicata
in quanto  ∈ N .
 Vogliamo dimostrare che K∗/N e ciclico di ordine pm e che precisa-
mente e generato da (1)N . Indichiamo ora conD l'insieme {0;1; : : : ; l}−{i(z) ∣ z ∈ E} e deniamo
B = ∑
z∈E pl−i(z)+iz−1:
Notiamo che in questo caso s puo essere scritto come


































z = B(1) ∏
z∈E−{1} 
























In questo caso abbiamo quindi che s ≡ B(1) (N). Osserviamo ora che il
massimo esponente  tale che p divide B e esattamente j′ − 1.
Infatti se chiamiamo F = {z1; : : : ; zg} allora possiamo riscrivere B come:
B = ∑
z∈E pl−i(z)+iz−1 = ∑z∈F pj′−1 + ∑z∈E−F pl−i(z)+iz−1 = gpj′−1 + ∑z∈E−F pl−i(z)+iz−1
perche da costruzione j′ = l − i(z1) + iz1 = : : : = l − i(zg) + izg .
Inoltre ∀z ∈ E − F si ha che j′ − 1 < l − i(z) + iz − 1, quindi∑
z∈E−F pl−i(z)+iz−1 = pj′−1k con k ≡ 0 (p):
D'altra parte per le proprieta di g si ha che g ≢ 0 (p), quindi pj′−1 ∥ B
cioe B = pj′−1b con (b; p) = 1. La relazione lineare in questo caso diventa







Poiche dalla condizione di Miki j′ + s − 1 ≥ m, si ha che (1) ∉ N e
l'ordine di eta(1)N in K∗/N e (1)N e K∗pm . Per dimostrare che il
gruppo K∗/N e esattamente di grado pm dimostriamo che gli altri
generatori x appartengono ad una delle classi precedenti. Come prima
distinguiamo due casi:
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{ Supponiamo che x ∈ I ′ − J1; allora x ∈ N per costruzione.
{ Se invece x e tale che x ∈ J1 e x ≠ t1, allora esiste z ∈ {2; : : : ; r}
tale che x = (z). Di conseguenza:
(z) = piz−1(1) "z ∈ piz−1(1) N
e banalmente iz ≤ m quindi piz−1(1) N e una delle classi elencate
sopra.
Di conseguenza K∗/N e ciclico di ordine pm con generatore (1)N .
D'altra parte per le proprieta della corrispondenza data dalla class eld
si ha che l'estensione L/K associata ad N e ciclica di grado pm come
voluto.
Dimostriamo ora che i salti della ramicazione dell'estensione L/K sono
esattamente t1; : : : ; tm.∀1 ≤ i ≤ m indichiamo con Ni = NK∗pi . Come nei casi precedenti basta
quindi dimostrare che ∀i ∈ {1; : : : ;m} si ha U ti ⊄ Ni e U ti+1 ⊂ Ni. Osserviamo
ora che il gruppo N appena considerato ha la stessa forma del gruppo usato
nella costruzione fatta nel caso in cui J1 ∩ J2 = ∅, e che la dimostrazione
del fatto che U t
i ⊄ Ni e U ti+1 ⊂ Ni dipende soltanto dalla forma del gruppo
e non dalla classe di s modulo N . Di conseguenza applicando esattamente
la stessa dimostrazione fatta nel caso J1 ∩ J2 = ∅ si ha che N soddisfa le
proprieta richieste.
Caso (c)
Supponiamo ora che g = 1 nel caso in cui p ≠ 2 oppure g dispari nel caso
in cui p = 2 e che la condizione C(j′) non sia vericata.
Dal punto 4: del lemma 7.1 abbiamo visto che esiste h ∈ {0; : : : ; l} tale che
tj
′−h > l−h, j′ − h ∉ {iz ∣ z ∈ E} e l − h ∉ {i(z) ∣ z ∈ E}.
Poniamo (z) = t(z) se z = {1; : : : r} e "z = −piz−1(1) (z) se z ∈ {2; : : : ; r}.
Deniamo inoltre:
A = ∑
z∈E pl−i(z)+iz−1−h e 0 = l−hA(1):
Osserviamo che A e intero. Infatti l'elemento h del lemma 7.1 e tale che
tj
′−h > l−h, quindi tj′−h > 0 e cioe 1 ≤ j′ − h ≤ m: Si ha quindi che, se
s ∈ {z1; : : : ; zg}, allora ∀z ∈ E




z∈E pl−i(z)+iz−1−h ∈ Z;
da cui 0 e un elemento di K.
Consideriamo allora il sottogruppo N di K∗ denito nel modo seguente:
N =<K∗pm ; ; x (x ∈ I ′ − J1 − l−h); 0; "z (z = 2; : : : ; r) >
Vogliamo dimostrare che l'estensione L/K associata al sottogruppo N
utilizzando la corrispondenza della class eld e ciclica, totalmente ramicata
di grado pm e che ha come salti dell'estensione proprio {t1; : : : ; tm}.
 Osserviamo innanzitutto che l'estensione L/K e totalmente ramicata
in quanto  ∈ N .
 Dimostriamo che s ∈ N . Sia V l'insieme di indici denito nel modo
seguente:
V = {0;1; : : : ; l} − {i(z) ∣ z ∈ E} − {l−h};





j∈{i(z) ∣ z∈E} 
l−j
j :
Notiamo allora che, se i ∈ V allora esiste x ∈ I ′ − J1 − {l−h} tale che

















pl−i(z)(z) = phl−h ∏







j∈{i(z) ∣ z∈E} 
l−j
j ∈ N
perche prodotto di elementi di N , da cui s ∈ N .
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 Dimostriamo cheK∗/N e un gruppo ciclico di ordine pm e precisamente
generato da (1)N .
Infatti abbiamo dimostrato che s ∈ N ; inoltre le classi N , (1)N , 2(1)N ,
. . . , p
m−1(1) N sono tutte distinte in quanto nessuna delle potenze i(1) con
i ≤ pm − 1 appartiene al sottogruppo N .
Per mostrare che questi sono gli unici elementi di K∗/N mostriamo che
tutti gli altri generatori di U1 diversi da (1) appartengono ad una delle
classi di equivalenza descritte sopra. Distinguiamo dunque tre casi:
{ Se x e tale che x ∈ I ′ − J1 − {l−h}, allora x ∈ N per costruzione.
{ Se x e tale che x ∈ J1 e x ≠ t1, allora esiste z ∈ {2; : : : ; r} tale che
x = (z). Di conseguenza:
(z) = piz−1(1) "z ∈ piz−1(1) N:
{ Se inne x = l−h allora
l−h = −A(1)0 = −A(1)N:
Di conseguenza K∗/N e ciclico di ordine pm e per le proprieta date
dalla class eld l'estensione L/K associata ad N e ciclica di grado pm
come voluto.
Dimostriamo ora che i salti della ramicazione dell'estensione L/K sono
esattamente t1; : : : ; tm.∀1 ≤ i ≤ m indichiamo con Ni = NK∗pi . Come nei casi precedenti basta
dimostrare che ∀i ∈ {1; : : : ;m} si ha U ti ⊄ Ni e U ti+1 ⊂ Ni. Notiamo che anche
in questo caso per dimostrare che U t
i ⊄ N si puo usare lo stesso ragionamento
del caso J1 ∩ J2 = ∅ (se u e il maggior elemento di {1; : : : ; r} tale che t(u) ≤ ti
allora si dimostra che p
i−iu(u) e un elemento di uti che non appartiene a Ni).
Mostriamo ora che U t
i+1 ⊂ Ni.∀x ≥ ti + 1 sia nx il piu piccolo intero tale che x = fnx(vx) con vx ∈ I ′.
Come osservato anche nei casi precedenti, un insieme di generatori di U t
i+1
come Zp-modulo e dato dagli elementi della forma {pnxvx }x≥ti+1. Basta quindi
dimostrare che ∀x ≥ ti + 1 si ha pnxvx ∈ Ni. Distinguiamo dunque tre casi:
 se vx ≠ t(z) ∀z ∈ {1; : : : ; r} e vx ≠ l−h allora si ha per costruzione che
vx ∈ N e quindi anche pnxvx ∈ N ⊂ Ni.
 Supponiamo vx = l−h. Dal punto 4: del lemma 7.1 abbiamo banalmente
che vx ≠ t(z) ∀z ∈ {1; : : : ; r}. Inoltre osserviamo che l'esatto esponente
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 tale che p  ∣ A e esattamente j′ − 1 − h.
Infatti chiamiamo T = {z1; : : : ; zg}; possiamo riscrivere A nel modo
seguente:
A = ∑
z∈E pl−i(z)+iz−1−h =∑z∈T pj′−1−h + ∑z∈E−T pl−i(z)+iz−1−h= gpj′−1−h + ∑
z∈E−T pl−i(z)+iz−1−h:
D'altra parte se z ∈ E − T allora l − i(z) + iz − 1 − h > j′ − 1 − h, quindi
∑
z∈E−T pl−i(z)+iz−1−h ≡ 0 mod (pj′−h)
e dalle ipotesi su g sappiamo che g ≢ 0 (p), dunque gpj′−1−h ≢ 0 (pj′−h).
Segue allora che pj
′−1−h ∥ A.
Applicando cio si ha che vx ∈ −A(1)N ⊂ Nj′−1−h, da cui pnxvx ∈ Nj′−h+n(x)−1.
Osserviamo ora che:
{ se j′ − h+n(x)− 1 ≥m+ 1 allora banalmente j′ − h+n(x)− 1 ≥ i e
quindi p
nx
vx ∈ Nj′−h+n(x)−1 ⊂ Ni;
{ se invece j′ − h + n(x) − 1 ≤m allora
ti + 1 ≤ x = fpnx(vx) = fnx(l−h) < fnx(tj′−h) ≤ tj′−h+n(x)
e quindi j′ − h + n(x) ≥ i + 1, da cui Nj′−h+n(x)−1 ⊂ Ni.
 Supponiamo inne che esista z ∈ {1; : : : ; r} tale che vx = t(z). Abbiamo
quindi che:
vx = (z) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 = Ni1−1 se z = 1
p
iz−1(1) "z ∈ Niz−1 se z ≥ 2
Di conseguenza in entrambi i casi vale che p
nx
vx ∈ Nnx+iz−1. Vogliamo
ora dimostrare che Nnx+iz−1 ⊂ Ni. Ma gia nei casi precedenti avevamo
visto che iz + nx − 1 ≥ i; vale quindi che Nnx+iz−1 ⊂ Ni, da cui pnxvx ∈ Ni.
Anche in questo caso abbiamo quindi che i salti dell'estensione L/K sono
esattamente {t1; : : : ; tm}, da cui si ha la tesi.
7.2.4 Caso K ≠ Fp
Vogliamo generalizzare i ragionamenti della sezione precedente per co-
struire i sottogruppi normici nel caso in cui K ≠ Fp in modo analogo a quanto
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fatto nel caso in cui p ∉K. Supponiamo che il grado di inerzia di K sia f > 1.
In questo caso allora il campo dei residui sara K = Fq con q = pf e sappiamo
che K e uno spazio vettoriale su Fp di dimensione f .
Ricordiamo che in questo caso il teorema di Miki dice che data {t1; : : : ; tm}
una m-pla di interi allora esiste un'estensione ciclica totamente ramicata di
grado pm se e solo se l'insieme {t1; : : : ; tm} soddisfa le condizioni (a), (b) e(c) del teorema di Miki; inoltre se vale la condizione
D(I) ∶ tI = l = pe′; tI−1 < e′ e tI−i < l−i ∀i = 1; : : : ; l
per qualche ≤ I ≤m, allora esiste l'estensione esiste se e solo se m ≤ I + s− 1.
Fissiamo allora una m-pla di interi {t1; : : : ; tm} che soddis le condizioni(a); (b) e (c) del teorema di Miki.
Indichiamo con J il seguente insieme:
J = {t(1); : : : ; t(r)} = {t1; : : : ; tm} − {f(ti) ∣ i = 1; : : : ;m}
e con I = {1 ≤ x < pe/(p − 1) ∣ (x; p) = 1} e I ′ = I ∪ {pe′}.
Scriviamo allora i = iz se ti = t(z) per qualche z ∈ {1; : : : ; r} e i′ = i(z) se
t(z) = i′ per qualche z ∈ {1; : : : ; r}.
Osservazione 7.3. Dalla denizione dell'insieme J si vede che, se la condizione
D(I) vale per un qualche 1 ≤ I ≤ m allora necessariamente I = ir. Infatti,
poiche deve valere tI = pe′ e tI−1 < e′, allora pe′ banalmente e un elemento
dell'insieme J . Inoltre e il massimo dell'insieme J in quanto per le condizioni
del teorema di Miki si vede che se th > pe′ per qualche h allora th−1 = th − e.
Di conseguenza th appartiene all'insieme {f(ti) ∣ i = 1; : : : ;m} e quindi th ∉ J .
Deniamo inoltre l'insieme
F = {(x; y) ∈ Z ×Z ∣ x ∈ I; 1 < y < f} e F ′ = F ∪ {(pe′;1)}:
Siano a1 : : : af f elementi di K tali che le rispettive riduzioni a1; : : : af siano
una base di K come spazio vettoriale su Fp. Utilizzando il teorema 1.9 si
ha che, se indichiamo con (x;y) = 1 + ayx, dove  e un uniformizzante di
K e (x; y) ∈ F e con (pe′;1) = 1 + pe′ , l'insieme {(x;y)}(x;y)∈F ′ costituisce
un sistema di generatori di U1 come Zp-modulo (nel caso in cui il campo dei
residui sia nito eK contenga le radici p-esime dell'unita sappiamo infatti che
 (K) e di indice p in K). A meno di modicare opportunamente i generatori
possiamo prendere gli (x;y) tali che
(x;f) = i se x = i ∈ I e (pe′;1) = l se l = pe′:
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Inoltre, per l'osservazione 1.11 sappiamo che l'unica relazione di dipendenza
lineare e (pl0 pl−11 : : : l)ps = 1:
Indichiamo con F1 l'insieme {(t(z);1) ∣ 1 ≤ z ≤ r}.
Distinguiamo allora due casi principali, a seconda che t(r) = l = pe′
oppure no.
7.2.5 Caso t(r) ≠ pe′ oppure l ≠ pe′
Supponiamo che t(r) ≠ pe′ oppure l ≠ pe′. In questo caso la costruzione
risulta identica a quella fatta nel caso in cui p ∉ K. Infatti ∀z ∈ {1; : : : ; r},
poniamo
(z) = (t(z);1) e "z = −piz−1(1) (z):
Consideriamo allora il sottogruppo N di K∗ denito nel modo seguente:
N =<K∗pm ; ; (x;y) con x ∈ F − F1; "z se z = 2; : : : ; r > :
Dimostriamo che l'estensione L/K associata al sottogruppo N utilizzando
la corrispondenza della class eld e ciclica, totalmente ramicata di grado pm
e che ha come salti dell'estensione proprio {t1; : : : ; tm}. Infatti:
 Poiche  ∈ N l'estensione associata ad N e totalmente ramicata.
 Mostriamo che s ∈ N .
Osserviamo banalmente che se i ∈ {0; : : : ; l − 1} allora i = (i;f) ∈ N in
quanto (i; f) ∈ F − F1. Inoltre:
{ se l ≠ pe′ allora l = (l;f) ∈ N in quanto (l; f) ∈ F − F1;
{ se invece l = pe′ allora si ha che t(r) ≠ pe′ e quindi l = (pe′;1) ∈ N
in quanto (pe′;1) ∈ F − F1.
Di conseguenza s = pl0 pl−11 : : : l ∈ N perche prodotto di elementi di N .
 Il gruppoK∗/N e ciclico di ordine pm ed e generato dall'elemento (1)N .
Infatti osserviamo che anche in questo caso le classi N , (1)N , 2(1)N ,
. . . , p
m−1(1) N sono tutte distinte in quanto nessuna delle potenze i(1)
con i ≤ pm − 1 appartiene al sottogruppo N .
Per mostrare che non ci sono altre classi mostriamo che ognuno dei
generatori di U1 diverso da (1) e in una delle classi elencate sopra.
Consideriamo allora (x;y) e distinguiamo due casi:
{ se (x; y) ∈ F − F1 allora (x;y) ∈ N per costruzione;
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{ supponiamo (x; y) ∈ F1; allora y = 1 ed esiste z ∈ {2; : : : r} tale che
(x;y) = (z). In questo caso allora
(x;y) = (z) = piz−1(1) "z ∈ piz−1(1) N
ed essendo banalmente iz ≤ m si ha che piz−1(1) N e una delle classi
descritte sopra.
Di conseguenza K∗/N e un gruppo ciclico di grado pm e l'estensione
associata e ciclica di grado pm per le proprieta della teoria della class
eld.
Per mostrare che i salti sono esattamente {t1; : : : ; tm} si usa come al solito il
teorema 6.1; chiamiamo Ni = NK∗pi ∀1 ≤ i ≤m. Basta quindi dimostrare che∀i ∈ {1; : : : ;m} si ha U ti ⊄ Ni e U ti+1 ⊂ Ni. In questo caso la dimostrazione
delle due proprieta e identica a quella fatta nel caso in cui K ≠ Fp e p ∉ K
(a meno di sostituire l'insieme I ′ all'insieme I).
7.2.6 Caso t(r) = l = pe′
Sotto questa ipotesi la costruzione risulta piu complicata e dobbiamo
distinguere tre ulteriori sottocasi.
Caso a
Supponiamo che tir = l = pe′ e che tir−i ≤ l−i ∀i = 1;2; : : : ; l. Supponiamo
inoltre che esista H tale che H ∈ {1; : : : ; l} che soddis tir−H = l−H ; sia allora
1 ≤ w ≤ r − 1 tale che t(w) = tir−H = l−H = i(w).
Poniamo quindi:
 (z) = (t(z);1) se 1 ≤ z ≤ r e z ≠ w;
 (w) = (t(w);f);
 "z = −piz−1(1) (z) se 2 ≤ z ≤ r − 1;
 "r = pir−1(1) (r);
 F ′1 = {(t(z);1) ∣ 1 ≤ z ≤ r; z ≠ w} ∪ {(t(w); f)}.
Consideriamo allora il sottogruppo N di K∗ denito nel modo seguente:
N =<K∗pm ; ; (x;y) con x ∈ F − F ′1; "z se z = 2; : : : ; r > :
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Dimostriamo che l'estensione L/K associata al sottogruppo N utilizzando
la corrispondenza della class eld e ciclica, totalmente ramicata di grado pm
e che ha come salti dell'estensione proprio {t1; : : : ; tm}. Infatti:
 Poiche  ∈ N l'estensione associata ad N e totalmente ramicata.
 Mostriamo che s ∈ N .
Sappiamo infatti dal lemma di decomposizione che
s = l : : : pl0 :
Per come abbiamo scelto il sistema di generatori di U1K sappiamo che
(x;f) = i se x = i ∈ I e (pe′;1) = l se l = pe′. Di conseguenza se i ≠ l
e i ≠ i(w) si ha che per costruzione i ∈ N . Possiamo scrivere quindi s
come:
s = lpl−i(w)i(w) ∏
0≤i≤l−1; i≠i(w) 
pl−i :
Basta allora dimostrare che l
pl−i(w)
i(w) ∈ N . Notiamo che per la condizione






w = pir−1(1) (r)(−piw−1(1) (w))pir−iw= pir−1(1) l −pir−1(1) pHi(w) = l pl−i(w)i(w) :
Di conseguenza s ∈ N perche prodotto di elementi di N .
 Il gruppoK∗/N e ciclico di ordine pm ed e generato dall'elemento (1)N .
Infatti osserviamo che anche in questo caso le classi N , (1)N , 2(1)N ,
. . . , p
m−1(1) N sono tutte distinte in quanto nessuna delle potenze i(1) con
i ≤ pm − 1 appartiene al sottogruppo N . Inoltre poiche pm(1) ∈ N queste
sono le uniche classi distinte di potenze di (1).
Per mostrare che non ci sono altre classi mostriamo che ognuno dei
generatori di U1 diverso da (1) e in una delle classi elencate sopra.
Consideriamo allora (x;y) e distinguiamo due casi:
{ se (x; y) ∈ F − F ′1 allora (x;y) ∈ N per costruzione;
{ supponiamo (x; y) ∈ F ′1; esiste z ∈ {2; : : : r} tale che (x;y) = (z).
Distinguiamo due casi:
* Se z ≠ r allora:
(t(z);y) = (z) = piz−1(1) "z ∈ piz−1(1) N:
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* Se z = r allora y = 1. In questo caso dunque:
(t(r);1) = (r) = −pir−1(1) "r ∈ −piz−1(1) N:
Di conseguenza K∗/N e un gruppo ciclico di grado pm e l'estensione
associata e ciclica di grado pm per le proprieta della teoria della class
eld.
Per mostrare che i salti sono esattamente {t1; : : : ; tm} si usa come al solito
il teorema 6.1; chiamiamo Ni = NK∗pi ∀1 ≤ i ≤ m. Basta quindi dimostrare
che ∀i ∈ {1; : : : ;m} si ha U ti ⊄ Ni e U ti+1 ⊂ Ni. La dimostrazione della
proprieta U t
i ⊄ Ni e identica a quella nel caso in cui K ≠ Fp e p ∉ K (anche
qui basta prendere u il maggior elemento di {1; : : : ; r} tale che t(u) ≤ ti e si
dimostra allo stesso modo che p
i−iu(u) e un elemento di U ti che non appartiene
ad Ni).
Dimostriamo allora che U t
i+1 ⊂ Ni.∀x ≥ ti+1 sia nx il piu piccolo intero tale che x = fnx(vx) con vx ∈ I ′. Notiamo
allora che in questo caso U t
i+1 e generato dagli elementi della forma {pnx(vx;y)}
con x ≥ ti+1 e y varia nell'insieme {1; : : : ; f} se vx ≠ pe′ oppure e uguale ad 1
se vx = pe′. Vogliamo mostrare che gli elementi di questa forma appartengono
a Ni. Distinguiamo allora due casi:
 supponiamo che vx ≠ t(z) ∀z ∈ {1; : : : ; r}; allora si ha per costruzione
che (vx;y) ∈ N ∀y ∈ {1; : : : ; f} e quindi anche pnxvx ∈ N ⊂ Ni;
 supponiamo che esista z ∈ {1; : : : ; r} tale che vx = t(z). Dobbiamo allora
distinguere alcuni casi:
1. Supponiamo z ≠ w; allora:
{ gli elementi del tipo (t(z);y) con y ≥ 2 appartengono ad N per
costruzione. In questo caso quindi
p
nx(t(z);y) ∈ N ⊂ Ni:
{ Gli elementi del tipo (t(z);1) sono proprio quelli della forma
(z). Allora come nella dimostrazione precedente:
* Se z ≠ r si ha:
(vx;1) = (z) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 = Ni1−1 se z = 1
p
iz−1(1) "z ∈ Niz−1 se z ≥ 2




* Se invece z = r allora:
(vx;1) = (r) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 = Ni1−1 se r = 1
−pir−1(1) "r ∈ Nir−1 se r ≥ 2
da cui si ha comunque che p
nx(vx;1) ∈ Nnx+ir−1.
Con lo stesso ragionamento precedente si ha che iz +nx ≥ i+1
e quindi Nnx+iz−1 ⊂ Ni.
2. Supponiamo invece z = w; allora:
{ gli elementi del tipo (t(w);y) con 1 ≤ y < f appartengono ad N
per costruzione. In questo caso quindi
p
nx(t(w);y) ∈ N ⊂ Ni:
{ Dimostriamo che l'elemento t(t(w);f) ∈ Ni. Infatti notiamo che
per ipotesi 1 ≤ w ≤ r − 1; allora:
(t(w);f) = (w) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 = Ni1−1 se w = 1
p
iw−1(1) "w ∈ Niw−1 se w ≥ 2
D'altra parte anche per z = w si ha che iw +nx ≥ i+ 1 e quindi
Nnw+iz−1 ⊂ Ni.
Di conseguenza U t
i+1 ⊂ N , da cui segue la tesi in questo caso.
Caso b
Supponiamo che t(r) = l = pe′ e tir−i < l−i ∀i = 1; : : : ; l. Notiamo che
in questo caso vale la condizione D(I) del teorema di Miki (in quanto se
t(r) = tir = pe′ vuol dire che pe′ ∈ J , quindi dalla denizione di J si vede che
necessariamente tir−1 < e′). Assumiamo quindi, in accordo con il teorema di
Miki, che m ≤ ir − 1 + s.∀z ∈ {1; : : : ; r}, poniamo
(z) = (t(z);1) e "z = −piz−1(1) (z):
Consideriamo allora il sottogruppo N di K∗ denito nel modo seguente:
N =<K∗pm ; ; (x;y) con x ∈ F − F1; "z se z = 2; : : : ; r > :
Dimostriamo che l'estensione L/K associata al sottogruppo N utilizzando
la corrispondenza della class eld e ciclica, totalmente ramicata di grado pm
e che ha come salti dell'estensione proprio {t1; : : : ; tm}. Infatti:
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 Poiche  ∈ N l'estensione associata ad N e totalmente ramicata.
 Vogliamo dimostrare cheK∗/N e ciclico di ordine pm e che precisamente
e generato da (1)N . Notiamo che, per il lemma di decomposizione,
possiamo scrivere s nella forma:
s = lpl−1 : : : pl0 :
Inoltre, dalla denizione di N , i ∈ N ∀i = 0; : : : ; l − 1; di conseguenza
s ≡ l (N):
D'altra parte, dalla condizione per cui l = t(r) si ha che l = pir−1(1) "r e
"r ∈ N , da cui
s ∈ pir−1(1) N:
Tuttavia dal teorema di Miki poiche vale la condizione D(I) assumia-
mo che m ≤ ir − 1 + s. In questo caso la relazione di dipendenza lineare
tra i generatori di U1K diventa




Cio mostra quindi che per costruzione (1) ∉ N e, poiche m ≤ ir −1+ s e
p
m(1) ∈ N allora l'ordine di (1)N in K∗/N e pm. Per mostrare che non ci
sono classi oltre quelle generate da (1)N facciamo vedere che ognuno
dei generatori di U1 diverso da (1) e in una di tali classi.
Consideriamo (x;y) e distinguiamo due casi:
{ se (x; y) ∈ F − F1 allora (x;y) ∈ N per costruzione;
{ supponiamo (x; y) ∈ F1; allora y = 1 ed esiste z ∈ {2; : : : r} tale che
(x;y) = (z). In questo caso si ha
(x;y) = (z) = piz−1(1) "z ∈ piz−1(1) N:
Di conseguenza K∗/N e un gruppo ciclico di grado pm e l'estensione
associata e ciclica di grado pm per le proprieta della teoria della class
eld.
Dimostriamo ora che i salti in alto della ramicazione dell'estensione L/K
sono esattamente t1; : : : ; tm.∀1 ≤ i ≤ m indichiamo con Ni = NK∗pi . Come nei casi precedenti basta
quindi dimostrare che ∀i ∈ {1; : : : ;m} si ha U ti ⊄ Ni e U ti+1 ⊂ Ni. Osser-
viamo che il gruppo N appena considerato ha la stessa forma del gruppo
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usato nella costruzione fatta nel caso in cui t(r) ≠ pe′ oppure l ≠ pe′, e
che la dimostrazione delle proprieta U t
i ⊄ Ni e U ti+1 ⊂ Ni dipende soltanto
dalla forma del gruppo e non dalla classe di s modulo N . Di conseguenza
applicando esattamente la stessa dimostrazione fatta nell'altro caso si ha che
N soddisfa le proprieta richieste.
Caso c
Supponiamo inne che t(r) = l = pe′ e che esista 1 ≤ J ≤ l tale che
tir−J > l−J . Poniamo allora:
 (z) = (t(z);1) ∀z ∈ {1; : : : ; r};
 0 = pir−1−J(1) (l−J ;f);
 "z = −piz−1(1) (z) ∀z ∈ {2; : : : ; r}.
Consideriamo allora il sottogruppo N di K∗ denito nel modo seguente:
N =<K∗pm ; ; (x;y) con x ∈ F − F1 − {(l−J ; f)}; 0; "z se z = 2; : : : ; r > :
Dimostriamo che l'estensione L/K associata al sottogruppo N utilizzando
la corrispondenza della class eld e ciclica, totalmente ramicata di grado pm
e che ha come salti dell'estensione proprio {t1; : : : ; tm}.
 Osserviamo innanzitutto che l'estensione L/K e totalmente ramicata
in quanto  ∈ N .
 Dimostriamo che s ∈ N . Dal lemma di decomposizione abbiamo che s
puo essere scritto come
s = lpl−1 : : : pl0 :
Notiamo inoltre che dalla denizione del sistema dei generatori di U1
scelto abbiamo che i = (x;f) se x = i ∈ I e (pe′;1) = l se l = pe′. Di
conseguenza dalla costruzione del sottogruppo N abbiamo che i ∈ N
se i ≠ l e i ≠ l − J . Scriviamo allora s come:




Mostriamo allora che l
pl−J
l−J ∈ N ; per fare cio calcoliamo "r"pJir−J :
"r"
pJ
0 = −pir−1(1) (r)(pir−1−J(1) (l−J ;f))pJ= −pir−1(1) (r)pir−1(1) pJ(l−J ;f) = lpJl−J :
Si vede quindi che s ∈ N perche prodotto di elementi di N .
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 Dimostriamo che K∗/N e ciclico di ordine pm e precisamente generato
da (1)N .
Infatti le classiN , (1)N , 2(1)N , . . . , pm−1(1) N sono tutte distinte in quan-
to nessuna delle potenze i(1) con i ≤ pm − 1 appartiene al sottogruppo
N .
Per mostrare che questi sono gli unici elementi di K∗/N mostriamo che
tutti gli altri generatori di U1 diversi da (1) appartengono ad una delle
classi di equivalenza descritte sopra. Distinguiamo vari casi:
{ se (x; y) ∈ F −F1 ∪ {(l−J ; f)}, allora per costruzione abbiamo che
(x;y) ∈ N .
{ Supponiamo (x; y) ∈ F1; allora y = 1 ed esiste z ∈ {2; : : : r} tale che
(x;y) = (z). In questo caso allora
(x;y) = (z) = piz−1(1) "z ∈ piz−1(1) N:
{ Supponiamo inne che (x; y) = (l−J ; f); allora
(l−J ;f) = −pir−1−J(1) 0 ∈ −pir−1−J(1) N:
Di conseguenza K∗/N e ciclico di ordine pm e per le proprieta date
dalla class eld l'estensione L/K associata ad N e ciclica di grado pm
come voluto.
Dimostriamo ora che i salti della ramicazione dell'estensione L/K sono
esattamente t1; : : : ; tm.∀1 ≤ i ≤ m indichiamo con Ni = NK∗pi . Come nei casi precedenti basta
dimostrare che ∀i ∈ {1; : : : ;m} si ha U ti ⊄ Ni e U ti+1 ⊂ Ni.
Anche in questo caso la dimostrazione della proprieta U t
i ⊄ Ni e identica
a quella nel caso in cui K ≠ Fp e p ∉K (basta prendere u il maggior elemento
di {1; : : : ; r} tale che t(u) ≤ ti e si dimostra allo stesso modo che pi−iu(u) e un
elemento di U t
i
che non appartiene ad Ni).
Dimostriamo allora che U t
i+1 ⊂ Ni.∀x ≥ ti + 1 sia nx il piu piccolo intero tale che x = fnx(vx) con vx ∈ I ′.
Notiamo allora che in questo caso U t
i+1 e generato dagli elementi della forma{pnx(vx;y)} con x ≥ ti + 1 e y che varia nell'insieme {1 : : : f} se vx ≠ pe′ oppure e
uguale ad 1 se vx = pe′. Vogliamo mostrare che gli elementi di questa forma
appartengono a Ni.
Distinguiamo vari casi:
 supponiamo vx ≠ t(z) ∀z ∈ {1; : : : ; r} e vx ≠ l−J , allora (vx;y) ∈ N∀1 ≤ y ≤ f e quindi pnx(vx;y) ∈ N ⊂ Ni;
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 supponiamo vx = l−J . Distinguiamo due ulteriori casi:
{ se y ∈ {1 : : : f − 1} allora (l−J ;y) ∈ N , da cui pnx(l−J ;y) ∈ N ⊂ Ni;
{ se y = f , allora
(l−J ;f) = −pir−1−J(1) 0 ∈ Nir−1−J ;
da cui
p
nx(l−J ;f) ∈ Nir−1−J−nx :
Dimostriamo che Nir−1−J−nx ⊂ Ni. Distinguiamo dunque due casi:
* se ir − J + nx ≥ m + 1, allora banalmente ir − J + nx ≥ i + 1 e
quindi si ha l'inclusione;
* supponiamo ir − J + nx ≤m; dalle ipotesi su x sappiamo che:
ti + 1 ≤ x = fnx(vx) = fnx(l−J) < fnx(tir−J) ≤ tir−J+nx :
Si ha quindi i + 1 ≤ ir − J + nx, da cui Nir−1−J−nx ⊂ Ni.
 Supponiamo che esista z ∈ {1; : : : ; r} tale che vx = t(z). Allora:
{ se y ∈ {2; : : : ; f} allora (t(z);y) ∈ N per costruzione, e quindi anche
p
nx(t(z);y) ∈ N ⊂ Ni.
{ se y = 1 allora si ha:
(vx;1) = (z) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(1) ∈ N0 = Ni1−1 se z = 1
p
iz−1(1) "z ∈ Niz−1 se z ≥ 2
da cui quindi p
nx
vx ∈ Nnx+iz−1. Con gli stessi conti delle sezioni
precedenti si ha che iz + nx ≥ i + 1 e quindi Nnx+iz−1 ⊂ Ni.
Cio mostra quindi che U t
i+1 ⊂ Ni, da cui la tesi.
Capitolo 8
Esempi
In questo capitolo vogliamo dare alcune applicazioni del teorema di Miki.
In particolare daremo un metodo per il calcolo dell'invariante denito da
I(K) = {s;0; 1; : : : ; l} in alcuni casi particolari del campo K e, a partire
da questo, un esempio di applicazione del teorema.
8.1 Un caso semplice
Analizziamo per prima cosa il caso in cui K = Qp(s), dove con s in-
dichiamo come al solito una radice ps-esima dell'unita. In questo caso, come
abbiamo visto nel secondo capitolo, vK(s − 1) = 1, quindi vK(s − 1) ≢ 0 (p).
Sappiamo inoltre che e = vK(p) = ps−1(p − 1) ed e′ = e/(p − 1) = ps−1.
Sia allora {t1; t2; : : : ;} una insieme di interi tali che:
 1 ≤ t1 ≤ ps e (t1; p) = 1 se t1 ≠ pe′;
 se ti < ps−1, allora pti ≤ ti+1 ≤ ps e (ti+1; p) = 1 se ti+1 ≠ pti; ps;
 se ti ≥ ps−1 allora ti+1 = ti + ps−1(p − 1).
Valgono allora le due aermazioni seguenti:
 se t1 ≠ 1 allora esiste una Zp-estensione totalmente ramicata di Qp(s)
con salti della ramicazione in alto {t1; t2; : : : ;};
 se t1 = 1 allora esiste un'estensione Km/K ciclica totalmente ramicata




Esempio 8.1. Consideriamo K = Qp(s) e L = Qp(s+h) con h ≥ 1; allora
banalmente L/K e un'estensione ciclica totalemente ramicata di grado ph.
Vogliamo calcolarne i salti in alto della ramicazione.






Sia H = Gal(L/K) ≅ Z/phZ e G = Gal(L/Qp) ≅ Z/ps+hZ ×Z/(p − 1)Z; allora
dai calcoli fatti nel secondo capitolo sui salti delle estensioni ciclotomiche si
vede che H = Gps−1. Utilizzando la proposizione 1.19 sappiamo che ∀i ≥ 1
Hi =H ∩Gi.
Di conseguenza i salti in basso dell'estensione L/K sono uguali ai salti in
basso dell'estensione L/Qp che siano maggiori o uguali a ps − 1. I salti in
basso sono quindi t1 = ps − 1; t2 = ps+1 − 1; : : : ; th = ps+h−1 − 1. Calcoliamo
allora i rispettivi salti in alto utilizzando la funzione ' = 'L/K. Precisamente
mostriamo per induzione che
ti = ips − (i − 1)ps − 1 ∀1 ≤ i ≤ h:
 Passo base i = 1:
t1 = '(t1) = 1
ph
(pht1) = t1 = ps − 1, da cui t1 ≥ e′;
 Passo induttivo i→ i + 1:
ti+1 = '(ti+1) = ti+ph−ips+i − ps+i−1
ph
= ti+ps−1(p−1) = (i+1)ps− ips−1−1.
Si vede quindi che i salti in alto sono in accordo con le condizioni del
teorema di Miki.
Nel caso generale la dicolta nell'applicazione del teorema di Miki e la
determinazione dell'invariante I(K) (che non sempre e facile da calcolare).
Nella prossima sezione daremo un metodo per calcolare I(K) in alcuni casi
particolari e vedremo un esempio di applicazione di tale metodo.
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8.2 Una caratterizzazione dell'invariante I(K)
Vale il seguente risultato:
Proposizione 8.1. Sia K0 un campo completo rispetto ad una valutazione
discreta con char(K0) = 0 e K0 = p e supponiamo che 1 ∈K0.
Fissiamo m un intero non negativo e ∀i tale che 0 ≤ i ≤m−1 sia Ki+1/Ki
un'estensione ciclica totalmente ramicata di grado p; chiamiamo con ti+1 il
salto della ramicazione. Indichiamo inoltre con eKi = vKi(p) e con e′Ki =
eKi/(p − 1).
Supponiamo che tm > tm−1 > : : : t1. Sia  ∈ U1K0 con  = vK0( − 1) tale che
1 ≤  < pe′K0 e  ≢ 0 (p).
Indichiamo con si+1 = Km/K0(ti+1) e supponiamo che si+1 ≠ pe′K0 −  ∀i tale
che 0 ≤ i ≤m − 1.
Allora vale che i(;Km) = Ki/K0() per i = 0;1; : : :m, dove i i(;Km)
sono deniti come in 5.1 e
Ki/K0() = e′Kip −  Ki/K0(e′K0p − ):
Una dimostrazione di tale proposizione (che non e di facile dimostrazione)
puo essere trovata su [Mik1].
Da tale proposizione discende facilmente il seguente corollario:
Corollario 8.2. Sia p un primo e sia Qp il campo dei numeri p-adici.
Poniamo K0 = Q(s) per un numero naturale s. Sia K/K0 un'estensione di
Galois nita totalmente ramicata con s+1 ∉ K e sia l l'intero non negativo
tale che pl ∥ [K ∶ K0]. Denotiamo con T (K/K0) l'insieme dei salti della
ramicazione con indici in alto e supponiamo che (ps − 1) ∉ T (K/K0).
Allora l'invariante I(K) e descritto esplicitamente usando T (K/K0).
Piu precisamente se I(K) = (s;0; : : : l) allora Li/K0(1) = i per i = 0;1 : : : l,
dove L0 e la massima sottoestensione ramicata tame di K/K0 e
K = Ll ⊋ Ll−1 ⊋ : : : ⊋ L0 ⊇K0
e la successione dei distinti campi di ramicazione di K/K0.
Osservazione 8.3. Nel corollario precedente il fatto che K/K0 abbia l+1 salti
della ramicazione (eventualmente l salti se pl = [K ∶ K0], cioe se l'esten-
sione non ha parte tame) discende dalla proprieta per cui K0 = Fp e dalla
proposizione 4.12.
Utilizzando tale corollario possiamo fare il seguente esempio.
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8.3 Esempio
Poniamo K0 = Qp(2), dove con 2 indichiamo come al solito una radice
p2-esime dell'unita.
Costruiamo due estensioni K1 e K2 di K0 di grado p tali che i salti della
ramicazione delle due estensioni siano rispettivamente 1 e p + 1.
Notiamo che il teorema 4.6 del capitolo 4 ci dice che se K e un campo
completo che contiene p e ul e un elemento di U1K tale che vK(ul − 1) = l con
1 ≤ l < pe/(p − 1) e (l; p) = 1, allora K( p√ul)/K e un'estensione totalmente
ramicata di grado p con salto della ramicazione pari a s = pe/(p − 1) − l.
Utilizzando tale risultato possiamo costruire facilmente K1 e K2. Infatti
nel nostro caso:
eK0 = e = p(p − 1) e e′K0 = e/(p − 1) = p:
Di conseguenza, se u e un elemento di UK0 tale che vK(u − 1) = p2 − 1 allora
l'estensione K1 = K0( p√u)/K0 e totalmente ramicata e il salto della rami-
cazione e proprio t1 = p2 − (p2 − 1) = 1 come richiesto. Allo stesso modo,
se v e un elemento di UK0 tale che vK(v − 1) = p2 − p − 1 allora l'estensione
K2 = K0( p√u)/K0 e totalmente ramicata e il salto della ramicazione e
proprio t2 = p2 − (p2 − p − 1) = p + 1.
Consideriamo ora il composto delle due estensioni k = K1K2; allora il
grado dell'estensione e pari a [k ∶K0] = p2, e siccome k ha due sottoestensioni
distinte di grado p allora per la teoria di Galois
Gal(K1K2/K0) ≅ Gal(K1/K0) ×Gal(K2/K0) ≅ Z/pZ ×Z/pZ:
Dalla trattazione delle estensioni con gruppo di Galois Z/pZ × Z/pZ nel
capitolo 4 sappiamo che l'estensione k/K0 ha due salti della ramicazione
che sono esattamente pari a t1 = 1 e t2 = p + 1.
Vogliamo adesso calcolare l'invariante del campo I(k) utillizzando il corol-
lario precedente. Per costruzione K0 = Qp(2), dunque 2 ∉ k.
Mostriamo che 3 ∉ k. Supponiamo infatti per assurdo che 3 ∈ k; allora
K0(3)/K0 = Qp(3)/Qp(2) e una sottoestensione di k/K0 di Galois di gra-
do p. Tuttavia per quanto visto nel capitolo 4 k/K0 ha esattamente p + 1
estensioni di grado p di cui una con salto della ramicazione uguale ad 1 e
p con salto della ramicazione pari a p + 1. Calcoliamo allora il salto del-
l'estensione Qp(3)/Qp(2) e mostriamo che e diverso da 1 e da p+1 (dunque
Qp(3) ≠K1;K2).
Per fare cio usiamo i calcoli fatti nell'esempio 8.1; abbiamo infatti di-
mostrato che nel caso di un'estensione della forma Qp(s+h)/Qp(s) allora i
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salti in alto della ramicazione sono t1 = ps − 1; : : : th = ps+h−1 − 1. Nel nostro
caso allora abbiamo che s = 2 e h = 1, quindi l'estensione ha un unico salto
della ramicazione che e pari a p2 − 1. Di conseguenza Qp(3) ≠ K1;K2, da
cui 3 ∉ k.
Abbiamo quindi dimostrato che I(k) = (2;0; 1; 2).
Per calcolare i i usiamo il corollario precendente. Se L0 e la massima sot-
toestensione totalmente ramicata tame di K0 in k, e k = L2 ⊋ L1 ⊋ L0 ⊆ K0









1. L'estensione k/K0 e di tipo wild, quindi la massima sottoestensione
tame di k/K0 e L0 =K0.
Allora 0 = K0/K0(1) = 1.
2. 1 = K1/K0(1); ricordiamo che da denizione si ha che
K1/K0(1) = e′K1p −  (e′K0p − 1):
Notiamo inoltre che:
 eK0 = p(p − 1), dunque e′K0 = p e e′K1 = p2;
  K1/K0(e′K0p − 1) =  K1/K0(p2 − 1) = p(1p + p2 − 2)= (1 + p3 − 2p) = p3 − 2p + 1;
quindi K1/K0(1) = p3 − 1 − p3 + 2p = 2p − 1:
3. 2 = K1K2/K0(1); in questo caso si ha che:
 e′K1K2 = p3;
 T (K1K2/K0) = {1; p + 1};
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  K1K2/K0(p2 − 1) = p2 ( 1p2 + pp + p2 − 1 − (p + 1))= (1 + p2 + p4 − p3 − 2p2) = p4 − p3 − p2 + 1;
quindi K1K2/K0(1) = p4 − p4 + p3 + p2 − 1 = p3 + p2 − 1.
Dunque I(k) = (2; 1;2p − 1; p3 + p2 − 1).
Vogliamo ora vedere qualche applicazione del teorema di Miki.
8.4 Applicazioni del teorema di Miki
8.4.1 Esempio 1
Sia k il campo costruito nella sezione precedente.
Supponiamo t1 = 1; t2 = p1; t3 = p21. Indichiamo come al solito con n il
minimo intero tale che tn ≥ e′. Osserviamo che l'estensione k/Qp e totalmente
ramicata, quindi k = Fp. Mostriamo che vale la condizione C(j) del teorema
di Miki per j = 2.
Ricordiamo che la condizione C(j) dice che:
C(j) Esiste un sottoinsieme T di {0;1 : : : l} tale che:
{ tj−i = l−i ∀i ∈ T ;
{ tj−i < l−i ∀i ∈ {0;1 : : : l} − T ,
e la cardinalita dell'insieme T e 1 se p ≠ 2 e dispari se p = 2.
Osserviamo che nel nostro caso e′k = p3; di conseguenza, essendo 1 = 2p−1,
si ha:
 t1 = 2p − 1;
 t2 = p(2p − 1) = 2p2 − p;
 t3 = 2p3 − p2.
Allora, t2 = 2p2 − p < e′ e p3 ≤ 2p3 − p2 = t3, da cui in questo caso n = 3.
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Prendiamo dunque j = 2 e T = {1}. Allora:
 tj−i = t1 = 2−i = 1;
 tj−i < 2−i ∀i = 0;2. Infatti:
{ Se i = 0, t2 = 2p2 − p < 2 = p3 + p2 − 1 ⇐⇒
p3 − p2 + p − 1 > 0 ⇐⇒(p2 + 1)(p − 1) > 0 ⇐⇒ p > 1, dunque la condizione e vericata.
{ Se i = 2, t0 = 0 < 0 = 1.
Di conseguenza la condizione C(j) vale per j = 2.
Notiamo che {t1; t2; t3} soddisfano le condizioni necessarie del teorema di
Miki. Infatti:
 t1 = 2p − 1 quindi 1 < t1 < p4 con (t1; p) = 1;
 t2 = 2p2 − p quindi pt1 = t2;
 t3 = 2p3 − p2 quindi t3 = pt2.
Osserviamo che j ≥ n−s+1, infatti n−s+1 = 3−2+1 = 2 e abbiamo dimostrato
che j = 2.
Il teorema di Miki in questo caso ci dice che, poiche vale la condizione C(j)
per j = 2 allora esiste un'estensione ciclica totalmente ramicata di grado pm
con salti della ramicazione dati precedentemente se e solo se m ≤ j + s − 1,
che nel nostro caso e uguale a 3.
Vogliamo utilizzare la costruzione del capitolo 7 per esibire il sottogruppo
normico associato ad un'estensione L/k ciclica totalmente ramicata e di
grado p3 con salti in alto della ramicazione {2p − 1; 2p2 − p; 2p3 − p2}.
Ricordiamo che in questo caso e′k = p3 ed ek = p3(p − 1). Siano 0; 1 e 2 gli
elementi dati dal lemma di decomposizione tali che:
2 = 2p1p20 :
Deniamo allora
I = {1 ≤ x < p4 ∣ (x; p) = 1} e I ′ = I ∪ {p4}:
Indichiamo inoltre con J1 = {t(1)} = {2p − 1} (notiamo che t2; t3 ∉ J1 in
quanto t2 = pt1 e t3 = pt2). Sia  un uniformizzante di k. Notiamo che k = Fp,
quindi possiamo prendere come sistema di generatori di U1k denito nel modo
seguente:
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 x = 1 + x se x ∈ I ′ − {0; 1; 2};
 x = i se esiste i = 0;1;2 tale che x = i.
Allora, se consideriamo il sottogruppo N di k∗ denito da
N =< k∗p3 ; ; x (x ∈ I ′ − J1) >;
l'estensione associata ad N tramite la class eld soddisfa le proprieta richie-
ste.
8.4.2 Esempio 2
Supponiamo invece t1 = 1; t2 = p, t3 = 1 + p3, t4 = 1 + p4 e t5 = 1 + p3 + 2p4.
Mostriamo che in questo caso vale C(j) per j = 3. Prendiamo infatti T = {2};
allora:
 Se i = 2, tj−i = t1 = 1 = l−2 = 0;
 Se i = 0, tj−i = t3 = 1 + p3 < l−0 = 2−0 = p3 + p2 − 1;
 Se i = 1, tj−i = t2 = p < 1 = 2p − 1.
Vale quindi C(j) per j = 3. Notiamo inoltre che anche in questo caso e′k = p3
e ek = p3(p − 1); allora p3 < 1 + p3 = t3, da cui n = 3.
Mostriamo che {t1; : : : ; t5} soddisfano le condizioni necessarie del teorema di
Miki:
 t1 = 1 quindi 1 ≤ t1 < p4 con (t1; p) = 1;
 t2 = p quindi t2 = pt1;
 t3 = 1 + p3 quindi p2 < t3 < p4 e (t3; p) = 1; inoltre t3 ≥ p3;
 t4 = 1 + p4 = 1 + p3 + p3(p − 1) = t3 + e;
 t5 = 1 + 2p4 + p3 = 1 + p3 + p3(p − 1) = t4 + e.
Allora, applicando il teorema di Miki, poiche anche in questo caso k = Fp, si
ha che esiste un'estensione km di k ciclica totalmente ramicata di grado pm
con salti della ramicazione {t1; : : : tm} ⇐⇒ m ≤ j + s − 1 = 3 + 2 − 1 = 4. In
particolare quindi non esistono estensioni di k cicliche totalmente ramicate
di grado p5 con salti della ramicazione in alto {1; p; 1+p3; 1+p4; 1+p3+2p4}.
Anche qui usiamo la la costruzione del capitolo 7 per esibire il sottogruppo
normico associato ad un'estensione L/k ciclica totalmente ramicata e di
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grado p4 con salti in alto della ramicazione {1; p; 1 + p3; 1 + p4}.
Ricordiamo che in questo caso e′k = p3 ed ek = p3(p − 1). Siano 0; 1 e 2 gli
elementi dati dal lemma di decomposizione tali che:
2 = 2p1p20 :
Deniamo allora
I = {1 ≤ x < p4 ∣ (x; p) = 1} e I ′ = I ∪ {p4}:
Indichiamo inoltre con J1 = {t(1); t(2)} = {1;1 + p3} (notiamo che t2 ∉ J1 in
quanto t2 = pt1 e t4 ∉ J1 perche t4 = t3 + e). Sia  un uniformizzante di k.
Consideriamo il sistema di generatori {x}x∈J ′ di U1k denito nell'esempio
precedente. Notiamo che t(2) = t3, quindi i2 = 3; deniamo quindi
"2 = −p21 1+p3 = −p20 1+p3 :
Allora, se consideriamo il sottogruppo N di k∗ denito da
N =< k∗p3 ; ; x (x ∈ I ′ − J1); "2 >;
l'estensione associata ad N tramite la class eld soddisfa le proprieta richie-
ste.
Osservazione 8.4. Notiamo che 2 = p20 p12 ≡ p20 (N), quindi
1 = p2 = p32 p21 p0 ≡ p30 (N):
Vale quindi che 1 ∉ N . Per il teorema 6.17 si ha che l'estensione L/K asso-
ciata ad N non puo essere immersa in un'estensione M/k ciclica e totale di
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