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ESTIMATION DU CHAMP DENSE DE MOUVEMENT POUR LA GÉNÉRATION
SEMI-AUTOMATIQUE DE CARTES DE PROFONDEUR
Étienne ROCHELEAU
RÉSUMÉ
Avec la recrudescence de la popularité du cinéma 3D, la demande pour la production de
contenu de projection 3D est en croissance. Les options actuelles pour générer du contenu sont
souvent très coûteuses, car elles requièrent de l’équipement spécialisé pour ﬁlmer directement
en 3D ou un effort considérable pour convertir du contenu originellement en 2D en ajoutant la
profondeur estimée aux images originelles. Le but de cette recherche est de trouver une tech-
nique semi-automatique qui permet de sauver beaucoup de temps à ajouter la profondeur sur
des images 2D. Pour y arriver la recherche tente de parvenir, à partir de seulement quelques
annotations sur une image clé dans une séquence, à propager l’estimation initiale de profon-
deur rapidement sur toute l’image annotée puis dans un deuxième temps sur toutes les images
qui seraient assez similaires dans une séquence vidéo. Le projet vise à développer une méthode
pour atteindre ce but tout en conservant un temps de traitement assez court et en obtenant des
résultats permettant de générer du contenu 3D visuellement plaisant à regarder.
La recherche utilise le principe du Random-walker pour permettre la propagation de l’informa-
tion dans une image, à partir de seulement quelques annotations, en traitant le problème comme
un problème de segmentation. En appliquant une technique itérative, cela permet de séparer le
processus d’estimation de la profondeur à partir des annotations de celui de la propagation de
cette estimation sur les autres images de la séquence. La technique considère les images comme
des graphes dont les nœuds sont les pixels et les arêtes ont un poids calculé selon la similarité
entre les pixels reliés. Les résultats obtenus avec cette méthode montrent que la première partie
de la méthode, soit l’estimation de la profondeur à partir des annotations d’un utilisateur, donne
de bons résultats en ne nécessitant qu’un petit nombre d’annotations. Cependant, la propaga-
tion de l’information à travers la séquence d’images nécessiterait des améliorations. Plusieurs
problèmes ont été rencontrés comme la présence d’occlusions, la propagation d’erreurs dans la
séquence et les potentiels changements d’illuminations.
C’est suite à ces problèmes qu’une recherche a aussi été effectuée pour trouver une technique
d’estimation de mouvement qui correspondrait bien aux besoins de la méthode originale. Cette
recherche a abouti à une méthode automatique d’estimation du mouvement dense, c’est-à-dire
de trouver le mouvement pour tous les pixels de l’image. La méthode proposée se sert de la
similarité calculée des pixels voisins dans la même image et aussi de la similarité avec les
pixels de l’image suivante inclus dans un noyau de recherche. La similarité entre les pixels
est calculée selon plusieurs caractéristiques d’un pixel incluant les composantes Lab du pixel
même et d’un nombre de ses voisins ainsi que des gradients voisins. Les résultats obtenus sont
comparés à d’autres méthodes suivant deux mesures d’erreurs comptabilisées par Middlebury.
La comparaison montre que la méthode obtient de bons résultats sur les images proposées
pour tester, mais la visualisation des résultats selon une coloration représentant le mouvement
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permet de mettre en lumière certaines erreurs produites par la méthode. La performance de la
méthode a par la suite été améliorée en utilisant les correspondances SIFT trouvées préalable-
ment. La vitesse de calcul a aussi été améliorée en regroupant les pixels similaires de l’image
en superpixels ce qui permet de réduire le nombre de comparaisons à effectuer.
Finalement, les effet de la variation des paramètres de contrôle de la méthode sur les résultats
obtenus sont décrits en détail et la comparaison entre les résultats obtenus avec ou sans SIFT
et en utilisant les superpixels ou pas sont expliqués en présentant les images résultantes. Les
principaux problèmes de la méthode sont expliqués et certaines améliorations sont proposées
pour les surmonter, mais elles n’ont pas été implémentées.
Mots clés: Estimation de profondeur, Estimation de mouvement, Random-Walker, Méthode
semi-automatique, Superpixels, SIFT
DENSE MOTION ESTIMATION FOR SEMI-AUTOMATIC DEPTH MAP
GENERATION
Étienne ROCHELEAU
ABSTRACT
With the rise in popularity of 3D entertainment, demand for 3D content is growing. Current
options to generate 3D content are often really pricey because they either require very advanced
equipment to ﬁlm in 3D or a considerable amount of time to convert 2D content to 3D content
by adding information about the depth to the image. The goal of this research is to ﬁnd a
semi-automatic technique to convert 2D content to 3D content that is faster and that generates
satisfactory results to use the depth to convert to 3D. To attain this goal, a technique was
developed to allow the user to only annotate quickly part of a key frame in a video sequence
and then propagate this information to estimate the depth of all pixels in the ﬁrst image and
then through the similar images in the video sequence. Effectively allowing the user to only
annotate a few images in a video to convert the whole video to 3D.
The technique uses primarly the Random Walker method to propagate the information from
the annotations to the entire image. This phase can be compared to a multi-class graph seg-
mentation problem. Then by developing an iterative method, we can separate the second phase
which consists of the propagation of the information of depth that was computed on the ﬁrst
image to the rest of the images in the sequence. The proposed approach considers the image as
a graph where the nodes corresponds to the pixels and the edges have a computed weight that
corresponds to the similarity of the pixels that are linked. Results obtained with this method
show that it performs well on a single image with only a small number of annotations from the
user. However, the propagation of the information to other images faces multiple issues. For
example, problems can come from the occlusions in an image, the errors are also propagated at
the same time as the information in the image and ﬁnally there can be problems with variations
in illumination in the image.
Following these problems, the research was oriented towards ﬁnding a good method to compute
the motion between two images to ﬁnd the exact stereo-correspondence by motion estimation.
The results of this research was an automatic dense motion estimation method, which means
ﬁnding the displacement of each pixels between two images. The proposed approach uses the
similarity between neighboring pixels in the same image and the similarity between pixels in-
cluded in a research kernel in the following image in the sequence to determine the most likely
motion for the current pixel. Found motions are kept as a probability and pixels are inﬂuenced
by other neighboring similar pixels to "agree" on a shared motion. Similarity between pixels is
computed using each components of the Lab color space of the current pixels and also a small
number of neighboring pixels and the neighboring gradients. Results obtained with the method
are compared against a published dataset from Middleburry that regroups motion estimation
methods. Test images are determined and two measures of success are deﬁned to compare me-
thods. The comparison with other methods achieves good results on the test images but the
Xvisual results shows some small regions containing errors. The performance of the method was
further improved by considering SIFT stereo-correspondence, matching results and the speed
of the method was improved by regrouping similar pixels under a region called a superpixel.
Only a small number of pixels in this superpixel are considered to reduce the total number of
computations.
Finally the different effects of the control parameters of the method are explained in another
section. And the difference in results with and without SIFT, or with or without the super-
pixels are also explained. The main problems of the proposed method are explained and some
solutions are proposed even if they were not implemented.
Keywords: Depth Map Estimation, Motion Estimation, Random-Walker, Semi-automatic, Su-
perpixels, SIFT
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INTRODUCTION
L’intérêt du public envers le visionnement de contenu 3D est en croissance à l’heure actuelle.
Cela est probablement relié à la nouvelle facilité et à l’amélioration des médias servant à vi-
sualiser du contenu 3D à la maison. Depuis quelques années, les écrans se sont améliorés en
afﬁchant une meilleure résolution et à une fréquence de rafraîchissement plus haute, ce qui
permet à de nouvelles méthodes moins dispendieuses d’apparaître pour permettre de visualiser
du contenu 3D. Les salles de cinéma sont presque toutes maintenant équipées pour la projec-
tion 3D et plusieurs des nouveaux ﬁlms produits par Hollywood sont projetés en 3D. Il ne faut
pas négliger aussi la recrudescence des nouvelles technologies liées à la réalité augmentée ou
virtuelle par exemple comme l’oculus rift et le HTC Vive qui augmentent aussi l’intérêt pour
des produits disponibles au grand public. Le 3D devenant de plus en plus répandu, la demande
pour du contenu stéréoscopique augmente.
Cependant, les techniques pour produire du contenu stéréoscopique sont encore en général as-
sez coûteuses et nécessitent du traitement additionnel pour arriver à des résultats acceptables
pour la diffusion de 3D. La méthode la plus évidente est de ﬁlmer une scène avec deux camé-
ras montées sur un support prévu à cet effet. Cela augmente beaucoup les coûts de production
d’un ﬁlm, car tout le traitement qui était effectué sur une seule « pellicule » doit maintenant
être effectué sur deux pellicules. D’autant plus que ces caméras doivent être synchronisées
avec beaucoup de précision pour capter les mêmes images au même moment de deux points
de vue différents. C’est pourquoi des moyens plus simples et moins coûteux sont recherchés.
Une méthode alternative et moins coûteuse est la conversion de contenu 2D à 3D. Certains
studios de cinéma emploient cette technique et procèdent de différentes façons pour arriver
à la conversion. La méthode la plus utilisée nécessite l’intervention humaine pour estimer la
profondeur des objets dans chaque scène. Cette technique utilise ce que l’on appelle une carte
de profondeur ou depth map (DM). Cette DM est une image en tons de gris représentant la dis-
tance relative entre la caméra et les objets dans la scène. Cette image est utilisée pour convertir
2l’image couleur qui a été captée en une paire d’images stéréoscopiques pour être projetée en
3D. La conversion peut être faite par des artistes qui vont dessiner la profondeur de la scène sur
les images ou par des outils qui tentent d’extraire l’information de profondeur dans la scène à
partir de l’image originale.
Ce mémoire documente et explique la recherche effectuée pour le développement d’une tech-
nique ayant comme but : 1) la génération semi-automatique de cartes de profondeurs à partir
d’une séquence d’images, 2) l’estimation automatique du mouvement effectuée sur une sé-
quence d’images. Ces deux algorithmes ont été développés en utilisant des techniques sem-
blables basées sur le calcul de la similarité entre les pixels d’images consécutives dans une
séquence vidéo. La technique utilisée dans les deux cas est basée sur un modèle probabiliste
de propagation de l’information utilisant un algorithme de « Random Walker » Grady (2006).
Les cartes de profondeur sont utilisées dans plusieurs algorithmes de conversion 2D à 3D
car elles permettent de fournir de l’information sur la profondeur des objets. Elles sont sou-
vent créées manuellement par des artistes spécialisés qui peuvent annoter un nombre élevé
d’images, par exemple pour un ﬁlm 2D que l’on voudrait convertir en 3D. Ce processus est
souvent long et coûteux faute de solution universellement adoptée et pourrait être amélioré. La
génération semi-automatique de cartes de profondeur veut fournir un processus plus rapide de
conversion de contenu existant en 2D vers du 3D. La technique proposée a pour but de per-
mettre à un utilisateur d’appliquer un nombre minime d’annotations sur certaines images clés
d’une séquence d’images. Ces annotations représentent la profondeur relative des objets dans
la scène et consistent en seulement quelques traits rapides sur les objets dans l’image clé.
Cette image est par la suite segmentée pour propager l’information de profondeur contenue
dans les annotations dans toute l’image pour attribuer à chaque pixel de l’image une valeur de
profondeur relative. Une fois ce processus terminé pour une image, il faut propager cette infor-
mation à travers toute la séquence d’images pour que l’annotation d’une seule image permette
3de trouver la profondeur sur toutes les images de la séquence. Cela doit être simple à utiliser,
assez rapide pour permettre de sauver du temps par rapport aux méthodes manuelles utilisées
et doit produire des résultats plus précis que les méthodes automatiques qui existent.
Durant la recherche pour réaliser cet algorithme, il a été observé que la logique utilisée pour
la propagation des annotations à travers la séquence d’image pouvait aussi être appliquée pour
résoudre un autre problème, celui de l’estimation de mouvement. En fait, ces deux problèmes
sont partiellement reliés car pour arriver à propager correctement l’information de l’image clé
aux autres images de la séquence, il faut trouver le déplacement de chaque pixel à travers
le temps et cela est fait en estimant le mouvement entre deux images. Un algorithme a été
développé qui, de façon automatique, analyse les différences entre deux images et trouve le
déplacement le plus probable effectué par chaque pixel.
C’est en majorité sur la technique d’estimation de mouvement que la recherche a été effec-
tuée puisque cette technique est nécessaire à la méthode proposée pour la génération de DM
et que l’idée générale de l’algorithme est partagée par cette dernière. Une technique efﬁcace
d’estimation de mouvement améliore les résultats prévus de la technique de génération de DM.
Le problème de retrouver un pixel correspondant dans deux images est un problème mal dé-
ﬁni pour lequel il n’existe pas encore de méthode entièrement satisfaisante. En effet, il y a
plusieurs problèmes qui n’ont pas de réponse bien déﬁnie dans cette situation. Par exemple,
dans le cas où il y a des changements d’illuminations entre les deux images, le même pixel
sera "différent" et donc très difﬁcile à retrouver d’une image à l’autre. Aussi, dans un cas qui
nous concerne, en présence de mouvement entre les deux images, certains pixels ne trouveront
pas de correspondance puisque certains objets pourraient avoir bougé, en obstruer d’autres ou
d’autres pourraient se déformer. Plusieurs autres difﬁcultés peuvent être présentes dans notre
cas, comme l’absence de textures permettant de différencier un pixel d’un autre pixel dans
une zone faiblement texturée, l’apparition d’occlusions dues au mouvement, les changements
4d’illumination, le ﬂou relié au mouvement et plusieurs autres. La méthode proposée utilise
certaines heuristiques qui seront décrites plus loin pour essayer de combler ces difﬁcultés.
CHAPITRE 1
ÉTAT DE L’ART
1.1 Génération d’une carte de profondeur
Une carte de profondeur depth map (DM) est une image composée de niveaux de gris où la
valeur de gris ou d’intensité attribuée à un pixel représente la profondeur relative, générale-
ment par rapport au plan de la caméra. Pour générer une carte de profondeur à partir d’une
séquence vidéo il faut donc attribuer à chaque pixel dans chaque image de la séquence une
valeur correspondant à la profondeur relative entre les pixels. Ce processus nécessite d’ex-
traire de l’information dans l’image et de l’interpréter pour attribuer une valeur de profondeur
aux pixels. À moins d’avoir de l’information spéciﬁque sur la caméra et sur la lentille utilisée
pour ﬁlmer la scène, la profondeur extraite ne représentera pas la profondeur réelle des objets,
mais plutôt une indication sur l’ordre des objets par rapport à la caméra. Il y a plusieurs mé-
thodes pour obtenir l’information liée à la profondeur dans l’image, certaines sont basées sur
le fonctionnement du système visuel humain, certaines utilisent des techniques géométriques
ou mathématiques. Dans une situation réelle, l’information de profondeur n’est évidemment
pas entièrement présente dans l’image alors il faut souvent avoir recours à des techniques pour
remplir les zones où l’information est manquante. Cette section présente une classiﬁcation des
différentes méthodes étudiées selon la source d’information utilisée pour extraire de l’informa-
tion sur la profondeur.
1.1.1 Système visuel humain
Avant d’essayer de convertir du contenu 2D en du contenu 3D il est important de comprendre
comment fonctionne le système visuel humain, autant pour percevoir la profondeur dans une
scène que pour comprendre comment il est possible de tromper le cerveau en lui projetant
des images lui faisant croire qu’il voit de la profondeur. La perception de la profondeur est
reliée à deux facteurs, le premier vient du fait que l’humain voit des images avec deux yeux,
6le cerveau reçoit donc deux images de la même scène qui sont prises de deux points de vue
et d’orientations différents. On appelle cela la vision binoculaire. Le second vient de l’appren-
tissage subconscient dès l’enfance à reconnaître certains signes dans une image comme étant
des indicateurs de profondeur que l’on peut classiﬁer comme vision monoculaire. Comme il
sera expliqué dans les sections suivantes, pour permettre d’estimer la profondeur dans une
image avec un algorithme, il faut utiliser aussi ces facteurs pour détecter et exploiter les signes
présents dans une ou plusieurs images (Vazquez et al. (2013)).
Les indices binoculaires, comme leur nom l’indique, nécessitent d’utiliser deux images pour
percevoir la différence entre les deux points de vue de la même scène. En ayant deux images
de la même scène avec une petite différence de point de vue entre elles, on peut calculer la
disparité entre les deux points de vue. C’est-à-dire la différence de position entre le même
point de la scène projeté dans les deux images. À partir de cette disparité, de la distance avec
la caméra et de la distance entre les deux caméras, il est possible de calculer la profondeur des
objets dans la scène. On appelle cette caractéristique la stéréopsie.
Les signes monoculaires sont plus facilement exploitables puisqu’ils ne nécessitent pas d’avoir
plusieurs caméras ou plusieurs images de la même scène pour discerner la profondeur. Parmi
ces indices de profondeur, on retrouve des indices qui peuvent sembler simplistes pour l’œil
humain, mais qui sont parfois difﬁciles à traduire en instructions pour un algorithme. Par
exemple, en regardant une table, nous sommes capables de percevoir sa distance approximative
car chaque personne a une bonne idée de la grandeur générale d’une table. Si la table apparaît
comme petite, elle doit être éloignée, si la table apparaît comme plus grande, elle doit être
proche. Ceci est plus difﬁcile à traduire en chiffres pour inclure cette intuition dans un algo-
rithme d’estimation de la profondeur. D’autres indices sont : la perspective linéaire, la taille
relative des objets, le mouvement, l’ordre des objets (si un objet cache partiellement un autre
objet, il doit forcément être devant) et même la couleur, l’illumination et le focus (Vazquez
et al. (2013)). Il en existe plusieurs autres, mais en général ce sont ces indices qui sont ex-
ploités par les méthodes d’estimation de la profondeur dans une image. Les sections suivantes
présentent plusieurs méthodes selon le ou les indices de profondeur qu’elles utilisent.
71.1.2 Techniques d’estimation de la profondeur automatiques
Les méthodes fonctionnant sans l’intervention d’un utilisateur sont dites des méthodes automa-
tiques. Elles se basent entièrement sur l’information extraite des images et sur des heuristiques
pour estimer la profondeur dans une image. Pour arriver à estimer la profondeur des pixels
dans une séquence d’images, certaines méthodes existent qui utilisent les mêmes indices vi-
suels que l’humain. C’est-à-dire qu’elles vont détecter certaines particularités de l’image et les
interpréter comme le ferait un humain pour percevoir la profondeur. Ces méthodes sont géné-
ralement utilisées pour obtenir un résultat adéquat rapidement puisqu’aucune intervention d’un
utilisateur n’est requise. Souvent, les limitations de ces méthodes sont reliées à la complexité
de calcul qui a un impact important sur le temps de calcul. Pour conserver une rapidité de cal-
cul assez élevée, il faut parfois utiliser des heuristiques qui permettent de sauver une partie des
calculs.
Pour qu’un humain perçoive de la profondeur d’une scène, une combinaison des indices vi-
suels présentés plus haut est utilisée, mais pour un programme la tâche est plus complexe.
Arriver à utiliser l’information de profondeur d’un seul indice visuel implique des calculs de-
venant rapidement très complexes et cela peut prendre un temps important à calculer. Cela
force généralement les algorithmes à choisir un nombre limité d’indices visuels pour trouver la
profondeur, ce qui limite souvent leur capacité à s’adapter à tous les cas possibles. Étant donné
que tous les indices visuels ne se prêtent pas à toutes les situations, il est possible, par exemple
de catégoriser le contenu d’une scène avant de décider quelle méthode utiliser. Certaines mé-
thodes vont effectuer une analyse préalable de la scène, tandis que d’autres vont se limiter à
fonctionner seulement dans un ou plusieurs cas précis. Les sections suivantes présentent des
publications de ces méthodes qui ont été étudiées pour analyser l’état courant des solutions
existantes à l’estimation de profondeur dans une scène, séparées selon l’indice visuel utilisé.
81.1.2.1 Profondeur par le mouvement
Un des indices visuels utilisés par l’humain pour percevoir de la profondeur vient du déplace-
ment des objets dans la scène ou, plus simplement, du mouvement. Les techniques d’extraction
de la profondeur utilisant le mouvement se basent généralement sur la prémisse que les objets
qui se déplacent le plus rapidement sont en avant plan dans la scène par opposition aux objets
plus éloignés qui auront peu ou pas de mouvement à travers la séquence d’images. Par exemple,
dans le cas où une caméra serait en mouvement devant une scène ﬁxe, ce qui est le plus loin en
arrière plan bougera lentement par rapport à ce qui se trouve en premier plan dans l’image. Il
est important de noter que des objets pouvant en occlure d’autres dans une image fournissent
aussi de l’information de profondeur, car si un objet en déplacement passe devant un autre
objet, on peut en conclure que le premier objet est en avant du second (Liu And Christopher
(2012)).
Une famille de techniques regroupant plusieurs méthodes pour arriver à extraire la profondeur
d’une scène à partir du mouvement se nomme Structure from Motion (SfM) (Ward et al. (2011))
(Cheng et al. (2010)). L’idée générale derrière SfM est de tenter de calculer les paramètres de
caméra (la translation, la rotation et la matrice intrinsèque) à partir du déplacement des objets
dans une scène sur plusieurs images consécutives. Cette façon de procéder permet, une fois les
paramètres de caméra établis, de calculer avec beaucoup de précision la profondeur réelle de
chaque pixel dans l’image. Il est important de noter que l’on parle bien ici de la profondeur
réelle par opposition à la profondeur relative qui est calculée par les autres techniques. Il est
possible d’inverser le calcul de la projection d’un point dans l’espace sur le plan de la caméra
en connaissant ses paramètres et donc de calculer la profondeur réelle de chaque pixel au lieu
d’une estimation. Il est aussi nécessaire de posséder l’information sur la caméra utilisée ainsi
que sur la lentille pour pouvoir appliquer toute transformation oculaire dans les calculs de
profondeur.
Certains travaux utilisent la géométrie épipolaire pour établir les paramètres de caméra et
reconstruire des matrices de projection qui font la correspondance entre la projection des
9points afﬁchée dans l’image et la position des points dans un espace en trois dimensions
(Knorr And Sikora (2006)). Ces méthodes utilisent des contraintes calculées à l’aide de la
géométrie épipolaire et de la SfM pour trouver le même pixel d’une image à l’autre et pour
détecter des pixels qui seraient en occlusion (Zhang et al. (2009)).
SfM permet d’obtenir une grande précision lors du calcul de la profondeur de pixel dans une
image. Cependant, ces techniques imposent certaines contraintes. Le calcul des paramètres de
caméra doit généralement provenir d’une scène ﬁxe où il y a, au moins sur quelques images
rapprochées dans la séquence, un mouvement de caméra continu. En d’autres mots, pour ef-
fectuer un calcul précis des paramètres de caméra, on assume que la caméra doit bouger par
rapport à une scène ﬁxe. Il est donc préférable de vériﬁer au préalable si la scène se prête bien
au SfM ou sinon d’utiliser une autre méthode.
1.1.2.2 Profondeur par le focus/defocus
Selon le fonctionnement d’une caméra, on sait que plus un objet est éloigné du plan focus de
la lentille, plus cet objet apparaîtra comme ﬂou à l’observateur. Ce phénomène peut être utilisé
pour estimer la profondeur des objets dans la scène. L’idée générale est d’arriver à déterminer le
degré de ﬂou pour chaque pixel et par la suite d’attribuer une valeur de profondeur en fonction
du degré de ce ﬂou. Les techniques utilisant le ﬂou comme source d’information nécessitent
généralement plusieurs images prises de la même scène avec des distances focales différentes.
En trouvant l’image où un pixel est le plus au focus, il est possible d’extrapoler sa distance par
rapport à la caméra (Malik et al. (2007)) (Rajan And Chaudhuri (2003)) (Lee et al. (2013)). Le
problème principal de ces méthodes est qu’un objet se trouvant à une certaine distance en avant
du plan focal et un autre se trouvant en arrière du plan focal à la même distance aura un degré
de ﬂou similaire. Il est difﬁcile de savoir si un objet est en avant ou en arrière d’un autre en
constatant seulement qu’il est ﬂou dans une image. Seuls les objets qui sont au focus peuvent
se voir attribuer une profondeur avec conﬁance lorsqu’on connait la distance focale.
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La famille de méthodes utilisant le focus d’une caméra se nomme Shape from Focus (SfF)
dans la littérature. Comme pour les techniques de SfM, de l’information sur les paramètres
de caméra (dans ce cas, les particularités de la lentille) est nécessaire pour l’application de la
méthode et permet une reconstruction beaucoup plus ﬁdèle de la profondeur dans une image.
En mettant en relation les informations de la lentille et l’image au focus de chaque pixel, il
est possible de recréer un nuage de points qui représentent la scène. À partir de ce nuage de
points, il est possible de reconstruire la profondeur dans une scène. Pour attribuer une valeur
de focus aux pixels d’une image, il est nécessaire d’utiliser un opérateur pour mesurer le focus
et plusieurs opérateurs différents sont proposés dans la littérature comme l’opérateur SUSAN
(Mendapara et al. (2009)), comme une estimation basée sur les ondelettes (Mendapara (2010))
et/ou une analyse du domaine fréquentiel de l’image (Lin et al. (2010)).
Cette façon de procéder requiert malheureusement plusieurs prises de vue de la même scène
avec différentes distances focales pour faire varier la distance de focus. Encore une fois, une
scène en mouvement ne se prête pas très bien au processus de SfF. Il n’est pas toujours possible
de prendre plusieurs prises de vue de la même scène et donc le résultat obtenu dépend fortement
du contenu à analyser. Certains auteurs ont par contre suggéré l’utilisation d’un ensemble de
caméras ayant des longueurs focales différentes. Ces caméras ﬁlment la même scène, mais en
ayant différentes longueurs focales, on peut substituer ceci à prendre plusieurs prises de vue de
la même scène.
1.1.2.3 Profondeur par la géométrie de la scène
Il est parfois possible de guider l’estimation de profondeur dans une image par la géométrie
générale de la scène. Pour ce faire, un algorithme fonctionne un peu comme un humain car
on peut extraire des structures géométriques reconnaissables dans la scène puis leur assigner
une profondeur selon leur structure. Par exemple, dans une image, on peut parfois trouver des
points de fuite. Ces points représentent l’endroit où plusieurs lignes se rejoignent, par exemple,
deux rails de chemin de fer qui s’éloignent ne sont pas parallèles dans l’image, mais se re-
joignent à un point éloigné. En utilisant ce genre d’information, on peut estimer que la profon-
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deur de ces structures augmente en s’éloignant de la caméra. C’est l’information utilisée par
(Han And Hong (2011)) qui, combinée avec une segmentation par l’intensité, permet d’obtenir
une estimation de la profondeur de la scène.
Certaines techniques sont basées sur l’analyse du contenu de la scène pour arriver à trouver
ces indices et à en extraire la profondeur. Dans certains cas, on utilise un opérateur de trai-
tement d’image, comme l’opérateur Sobel par exemple, pour extraire toutes les lignes dans
l’image (Freiling And Schumann (2013)) ou l’opérateur Haar pour trouver les coins (Bole-
cek And Ricny (2013)). On cherche ensuite à trouver des points de fuite ou des plans dans
l’image. Par exemple, on pourrait chercher la ligne de l’horizon ou chercher les limites des
murs, plafonds et planchers d’une pièce. Une fois cette information extraite, on peut plus faci-
lement aller assigner des valeurs de profondeur à ces structures (Lee et al. (2013)). Par exemple,
un dégradé du plus proche au plus loin appliqué au plancher d’une pièce. Ensuite tous les ob-
jets qui entrent en contact avec ce plancher vont avoir comme profondeur la valeur qui a été
attribuée à l’endroit de contact (Deng And Jiang (2008)) (Cigla And Alatan (2009)).
Ces techniques fonctionnent bien pour avoir une première estimation de la profondeur dans une
image. Les résultats sont souvent trop rigides pour que ces techniques soient utilisées seules
pour l’estimation de la profondeur. Par rigides, on entend ici que souvent les objets se feront
attribuer une seule valeur de profondeur ce qui signiﬁe qu’un objet sera représenté par un seul
plan de profondeur. Par exemple, si une personne est proche de la caméra, on voudra voir des
détails de profondeur sur celle-ci et pas seulement un plan de profondeur. Il faut généralement
rafﬁner les résultats de ces méthodes, mais elles fournissent un bon début pour une image avec
du contenu ayant des structures géométriques faciles à identiﬁer.
1.1.2.4 Profondeur par la couleur ou la réﬂexion
Un autre indice visuel que l’on peut utiliser pour estimer la profondeur est la couleur dans
l’image. Certaines particularités de la transmission de la couleur du spectre visuel font que
les couleurs chaudes sont généralement plus présentes à courtes distances. Par opposition, on
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peut aussi supposer que les tons de bleu ou le gris sont plus associés au ciel ou à des pixels
plus éloignés de la caméra. Certaines méthodes ont choisi de fonctionner avec la couleur pour
fournir une première approximation de profondeur pour une image. On peut par exemple en
utilisant les niveaux de chroma rouge provenant du modèle de couleur YCbCr assumer que
plus l’image comporte du rouge, plus l’objet est près de la caméra. Tam et al. (2009) sont
arrivés à des résultats concluants mentionnant que même avec une DM imparfaite on arrivait
à générer du contenu stéréoscopique satisfaisant. Ils en ont tiré la conclusion que le cerveau
humain effectue une grande partie du travail quant à la visualisation 3D et il n’a pas besoin que
le 3D soit parfait pour arriver à voir de la profondeur.
Plusieurs autres méthodes se servent simplement de la couleur dans l’image ou dans plusieurs
images pour établir la stéréo-correspondance entre deux images. Avec cette correspondance, ils
parviennent à calculer une disparité, par exemple créée par le déplacement de la caméra autour
d’une scène statique ou de multiples prises de vues comme dans le cas d’un ensemble de deux
caméras. En connaissant la distance entre les prises de vues et avec la disparité calculée, il
est possible d’estimer la profondeur dans une image (Lee et al. (2008)). Les différences de
points de vue de caméra n’ont pas à être très importantes pour trouver la profondeur dans une
scène rapprochée. Une publication intéressante suggère l’utilisation d’un objectif de caméra
modiﬁé qui produit un décalage minime entre trois ﬁltres (rouge, vert et bleu). En connaissant
la distance entre ces ouvertures d’objectif et en calculant la disparité dans l’image résultante,
ils arrivent à estimer la profondeur (Lee et al. (2012)).
La réﬂexion peut aussi jouer un rôle important dans l’estimation de la profondeur. Si l’on se
trouve en présence de plusieurs images de la même scène, mais sous des illuminations diffé-
rentes, on peut estimer les vecteurs normaux des surfaces dans la scène. Avec ces normales,
il est possible de déduire la géométrie des objets présents dans la scène. Ces techniques sont
souvent très sensibles au bruit dans les images ce qui les rend difﬁcilement applicables hors
d’un environnement contrôlé. Il faut donc employer des techniques qui tiennent compte du
bruit (Harrison And Joseph (2012)).
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Les méthodes se servant de la couleur ont plus pour but de fournir un bon point de départ à
l’estimation de profondeur en étant jumelées avec d’autres méthodes que de fournir un résultat
parfait. En effet, on pourrait facilement combiner l’information provenant de la couleur avec
l’information provenant de la géométrie de la scène. On augmente beaucoup la certitude, par
exemple, que l’on est en présence d’une scène avec un ciel si on trouve une ligne d’horizon et
que ce qui est au-dessus de cette ligne présente des tons de bleu.
1.1.2.5 Profondeur par apprentissage (reconnaissance d’objets et de scène)
Comme l’humain, il est possible d’estimer la profondeur en reconnaissant certains objets dans
une scène. Par exemple, il est assez aisé de reconnaître un ciel dans une image et il en va de
même pour le sol. Dans le cas d’un ciel par exemple, la profondeur attribuée serait 0 et pour
un sol, on aurait un dégradé de plus en plus profond du bas de l’image vers l’horizon. Il est
aussi parfois possible de reconnaître certains objets dans une scène. Il est possible de créer une
librairie d’objets qui sont communément observés, par exemple dans le cas d’une voiture, un
modèle de profondeur peut exister, qui représente toutes les variations de profondeurs norma-
lement observées pour une voiture et une fois l’objet reconnu, on déforme le modèle original
pour représenter le cas précis. Cela permet de fournir une structure précise pour l’estimation de
profondeur et aussi de sauver beaucoup de temps puisqu’une grande partie du travail est déjà
fait grâce à la réutilisation de modèles fréquents (Konrad et al. (2013)).
Certaines méthodes poussent plus loin cette reconnaissance de la scène en classiﬁant par
exemple si la scène présente un objet en premier plan (par exemple si on avait ﬁlmé une per-
sonne en avant plan). Quand on se trouve dans ce cas de ﬁgure, une segmentation permet de
séparer l’objet en premier plan du reste de la scène et permet de lui attribuer des valeurs de
profondeur qui reﬂètent la situation où ce serait l’objet principal dans la scène. On peut par
la suite traiter tout le reste comme étant en arrière plan puisque ce n’est pas le plus important
dans la scène (Jung And Ho (2010)) (Lee et al. (2013)).
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D’autres méthodes suivent la prémisse qu’il est possible de faire apprendre à un système à
reconnaître tous les types de scènes les plus fréquentes. Ces systèmes utilisent des images
3D qui sont disponibles dans une librairie ou sur le web pour effectuer un apprentissage de
la structure de profondeur associée à certaines caractéristiques dans l’image. Lorsqu’on lui
présente une nouvelle image, le système cherche à retrouver des caractéristiques précises pour
trouver le modèle de profondeur associé à l’image qui serait la plus similaire (Konrad et al.
(2013)). Cela permet, dans la plupart des cas, de reproduire le modèle de profondeur appris et
de l’appliquer à la nouvelle image présentée. Comme dans tout autre système à apprentissage,
les résultats dépendent de la qualité de l’apprentissage et il reste une forte chance de trouver
une mauvaise réponse si on se retrouve en présence d’un cas totalement nouveau (Saxena et al.
(2009)).
1.1.3 Techniques d’estimation de la profondeur semi-automatiques
Il existe aussi d’autres méthodes qui diffèrent des précédentes parce qu’elles nécessitent l’inter-
vention d’un utilisateur. On dit de ces méthodes qu’elles sont semi-automatiques puisqu’elles
sont généralement en grande partie automatisées, mais s’appuient sur de l’information entrée
par l’utilisateur pour obtenir de meilleurs résultats. Comparativement aux méthodes automa-
tiques, certains processus peuvent parfois être délégués à l’utilisateur pour parfois réduire la
possibilité d’erreur, accélérer le temps de pré traitement nécessaire ou parfois simplement ré-
soudre des problèmes difﬁciles à résoudre pour une méthode entièrement automatique. Par
exemple, dans le cas des occlusions, l’œil humain arrive très facilement à discerner qu’un objet
est derrière un autre dans une scène, mais pour une méthode automatique il faudrait implémen-
ter une technique de détection des occlusions pour les trouver. Il en va de même dans les zones
faiblement texturées, encore une fois un utilisateur arrive facilement à discerner le contour d’un
objet même s’il est très similaire aux objets avoisinants et n’a pas non plus de problème avec
les textures répétitives.
Pour tirer avantage des capacités de l’œil humain à bien discerner la profondeur, les méthodes
semi-automatiques mettent généralement en place un système permettant à l’utilisateur d’anno-
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ter une image de la façon la plus simple possible pour garder le temps nécessaire d’annotation
court. Il peut par exemple permettre à un utilisateur d’annoter une image avec des coups de pin-
ceau en attribuant une valeur de profondeur à une gradation de couleur (par exemple avec du
rouge, le rouge foncé peut signiﬁer le plus profond et le blanc peut signiﬁer le plus proche). La
complexité de ces méthodes réside souvent dans la technique employée par la suite pour pro-
pager cette information venant des annotations à toute l’image, voir à une séquence d’images.
On retrouve dans la littérature des méthodes comportant des techniques de propagation de l’in-
formation basées sur des algorithmes de segmentation comme les graph cuts ou des techniques
watershed (Xu et al. (2012)). On retrouve aussi l’utilisation de techniques de propagation ba-
sée sur l’algorithme de Random Walk (Grady (2006)) qui utilise les graph cuts pour obtenir des
frontières mieux déﬁnies pour la diffusion (Phan et al. (2011)).
Ces techniques offrent souvent plus de ﬂexibilité quant aux résultats obtenus puisqu’un utili-
sateur connaissant bien la méthode employée peut annoter l’image en connaissance de cause
pour pallier aux éventuels défauts dans la méthode. Il est aussi plus facile de créer des proces-
sus itératifs qui permettent à l’utilisateur de corriger des erreurs qui seraient survenues dans
l’estimation de la profondeur tout en gardant son implication au minimum par le traitement
majoritairement automatique de ces méthodes. C’est dans cette direction que les recherches de
solutions se sont orientées après avoir conclut de l’analyse de la littérature que trop souvent,
les méthodes automatiques rencontraient les mêmes problèmes et étaient incapables de les sur-
monter sans passer par des ajouts complexes à ce qui était originellement une méthode plus
simple. Ces techniques, souvent, n’ont pas à se baser sur des hypothèses quant au contenu de
la scène à analyser puisque l’utilisateur va servir à orienter la méthode dans la bonne direction.
1.2 Estimation du mouvement
L’estimation de mouvement est l’un des problèmes principaux en traitement d’images puisque
l’obtention d’une estimation de mouvement parfaite donne beaucoup d’information sur les
déplacements des pixels entre deux images, mais aussi sur la composition de la scène et même
sur la profondeur des objets. Une bonne estimation du mouvement entre deux images peut
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permettre entre autres : de suivre le déplacement d’un objet dans le temps, de mesurer les
déformations des objets entre deux images et même de savoir si un objet est plus près de la
caméra qu’un autre. Plus précisément cela permet de trouver la stéréo-correspondance entre
deux images ce qui signiﬁe de trouver avec précision un lien de correspondance entre deux
pixels, l’un dans une image et le second dans l’image suivante.
Dans les applications utilisant de l’estimation de mouvement, on retrouve par exemple, des
applications dans le domaine médical, de la sécurité vidéo, du militaire et l’estimation de mou-
vement est aussi fortement utilisée dans l’encodage vidéo. Dans plusieurs des cas, l’obtention
de la stéréo-correspondance par estimation de mouvement sert à faciliter la transmission d’in-
formations d’une image unique à plusieurs autres images similaires dans une séquence vidéo.
Par exemple, pour éviter d’avoir à appliquer une technique parfois longue à exécuter sur chaque
image d’une séquence, on peut l’appliquer sur une image puis propager l’information sur toute
la séquence si on connait le déplacement des pixels dans le temps. Plus précisément, dans le cas
de l’estimation de profondeur, cela permet d’appliquer une technique plus ou moins coûteuse
pour trouver la profondeur relative des objets dans une scène puis de propager l’information
tant que l’on connait le déplacement des objets dans le temps.
Il y a plusieurs techniques d’estimation de mouvement et on peut les classer selon leur priorité,
certaines cherchent la précision et d’autres la rapidité d’exécution (ou la plus petite complexité
de calcul). Ce sont les différentes priorités des applications utilisant l’estimation de mouvement
qui vont décider du classement de la technique utilisée. Par exemple, dans le cas de l’encodage
vidéo, on recherche souvent un temps d’exécution très court pour la diffusion télévisuelle im-
pliquant de traiter plusieurs trames par secondes. Il y a d’autres applications qui nécessitent
une vitesse proche du temps réel et donc cela nécessite des méthodes très rapides. Pour ces
situations, on fait généralement appel aux techniques basées sur la correspondance de blocs
(block matching) qui sacriﬁent la précision pour réduire la complexité de calcul en trouvant
le mouvement pour des blocs dans une image au lieu de trouver le mouvement pour tous les
pixels.
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Dans d’autres cas, la précision est plus importante que la vitesse, on peut penser à des appli-
cations médicales où le mouvement précis est très important et la contrainte de temps moins
importante, par exemple pour la reconstruction après scan pour le diagnostique (puisque ces
opérations peuvent être prévues après un scan, similaire à l’étude d’une radiographie, par
exemple). Dans ces cas on fait plus appel à des méthodes produisant un champ dense de mouve-
ment, principalement le calcul du ﬂux optique (optical ﬂow). Ces méthodes cherchent à trouver
le déplacement précis de chaque pixel dans l’image par rapport à une image suivante dans le
temps. Finalement, pour certaines applications, il faut trouver un compromis entre le temps
d’exécution et les résultats obtenus, on fera donc appel à des méthodes hybrides.
1.2.1 Calcul de la correspondance de blocs (block matching (BM))
L’estimation de mouvement fait partie des processus nécessaires pour les techniques les plus
récentes d’encodage vidéo ; il est plus rapide d’envoyer seulement la différence entre chaque
trame que d’envoyer la trame complète alors l’estimation de mouvement est utilisée pour cal-
culer ces différences. Puisque le but premier de l’encodage vidéo est généralement d’accélérer
la transmission de trames, la rapidité du processus d’encodage et de décodage est importante.
Il en va donc de même pour la rapidité du processus d’estimation de mouvement. Avec les ca-
pacités de calculs des appareils courants, il n’est pas encore envisageable d’effectuer un calcul
de mouvement sur chaque pixel de l’image alors la technique la plus utilisée va diviser une
image en plusieurs blocs et trouver le mouvement de ces blocs au lieu d’effectuer ce proces-
sus pour tous les pixels. Le principe général d’une méthode de correspondance de blocs est le
suivant : il faut trouver, dans l’image suivante, le bloc présentant le moins de distorsion avec
le bloc de référence courant et trouver ceci pour tous les blocs dans l’image. La distorsion
est généralement calculée avec une métrique qui représente l’ensemble des différences entre
les pixels constituants d’un bloc. Une fois le bloc étant le plus similaire au bloc de référence
trouvé, on calcule le vecteur de mouvement entre le bloc de référence et le bloc trouvé. On ef-
fectue cette opération pour chaque bloc dans l’image et on obtient les vecteurs de mouvement
pour l’image. Cette section présente un résumé des différentes techniques de correspondance
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de blocs, mais cela n’est pas le sujet principal de ce mémoire. L’étude de ces méthodes est
tout de même intéressante puisque certaines des techniques de simpliﬁcation et d’amélioration
peuvent être utilisées pour résoudre le problème d’estimation de mouvement dense et souvent
les descripteurs de blocs utilisés peuvent être transportés à une technique d’estimation dense.
La technique idéale pour la recherche de correspondance de blocs serait évidemment de com-
parer le bloc de référence avec tous les blocs possibles dans l’image de recherche. Cela pourrait
rapidement devenir trop coûteux quand on tient compte de la contrainte temps réel qu’impose
la diffusion d’émissions télévisuelles, par exemple. Il faut donc utiliser certaines stratégies pour
réduire la complexité de calcul tout en s’assurant de ne pas avoir trop de dégradation d’image.
Les techniques cherchant à améliorer la correspondance de blocs travaillent sur plusieurs fac-
teurs pour simpliﬁer la recherche. Il s’agit soit de réduire le nombre de comparaisons entre les
blocs, de réduire la complexité de la comparaison entre les blocs ou de prédire la meilleure
zone de recherche pour trouver le meilleur bloc (Huang et al. (2006)).
1.2.1.1 Importance de l’étude des différentes méthodes de correspondance de blocs
Comme mentionné précédemment, la comparaison des différentes méthodes de recherche sur
la correspondance de blocs n’est pas le sujet principal de ce document. Cependant, il est inté-
ressant d’apprendre des différentes méthodes puisque le but premier de celles-ci est la rapidité
d’exécution tout en gardant une précision acceptable car, pour l’application principale du BM,
l’encodage vidéo, une erreur sur la prédiction de mouvement peut être très coûteuse. Les dif-
férentes techniques d’amélioration apportées par plusieurs méthodes dans ce domaine peuvent
être transposées et être appliquées sur des méthodes d’estimation de champ dense de mouve-
ment ou plus précisément sur la recherche de correspondance des pixels qui sera un morceau
clé de la méthode présentée d’estimation de DM ainsi que d’estimation de mouvement.
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1.2.1.2 Réduire la comparaison de blocs
Certaines méthodes se basent sur des heuristiques de recherche pour réduire le nombre de can-
didats à comparer au bloc de référence. On retrouve dans cette catégorie la recherche en 3
étapes three-step-search (Koga et al. (1981)), la recherche en quatre étapes four-step-search
(Po et al. (1996)), la recherche logarithmique logarithmic-search (Jain (1981)) ainsi que la re-
cherche en forme de diamant diamond search (Tham et al. (1998)) et plusieurs autres. Il y a
un nombre important de publications présentant des techniques cherchant à réduire le nombre
de blocs à comparer. Ces méthodes font la preuve expérimentale qu’effectuer la recherche de
la correspondance des blocs selon un ordre spéciﬁque présente des résultats plus rapidement et
cela permet de sauver des comparaisons à effectuer dans la zone de recherche. En général, on
peut accepter que la distorsion ira en croissance plus on s’éloigne de la meilleure correspon-
dance. Alors, en essayant seulement quelques points de recherche au départ et en continuant
dans la région de la meilleure correspondance trouvée, on arrive souvent à trouver le meilleur
bloc tout en ayant sauvé plusieurs correspondances que l’on n’aura pas à effectuer.
D’autres méthodes se servent plutôt de l’information temporelle pour tenter de prédire la
meilleure zone de recherche pour trouver le bloc le plus semblable (Chalidabhongse And Jay
Kuo (1997)). On utilise les vecteurs de mouvements du bloc et des blocs voisins trouvés pour
les images précédentes pour former une estimation du mouvement du bloc de référence. Cela
permet de choisir, par exemple, une zone de recherche dans l’image suivante et de trouver
un point de départ pour la recherche ce qui limite souvent le nombre total de comparaisons à
effectuer. Ces méthodes obtiennent généralement une bonne performance dans les cas présen-
tant des mouvements importants puisque plusieurs autres méthodes pourraient tomber dans des
minimums locaux.
On peut aussi modiﬁer l’image de recherche pour avoir une meilleure idée des zones pou-
vant contenir le meilleur bloc à rechercher. Des méthodes pyramidales à multi résolutions sont
employées pour d’abord obtenir une correspondance au niveau plus grossier (Tzovaras et al.
(1994)) en diminuant grandement la taille de l’image ce qui effectivement réduit le nombre de
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blocs à comparer, mais aussi diminue le nombre de petits détails qui pourraient inﬂuencer la
comparaison. Une fois la meilleure correspondance trouvée au niveau le plus grossier, la solu-
tion est recherchée dans les niveaux de plus en plus détaillés en commençant par la direction
trouvée au niveau précédent. On utilise généralement de deux à trois niveaux de résolution tout
dépendant de la taille originale de l’image. Trop de niveaux de résolution entraînent un haut
risque de tomber dans des minimums locaux puisqu’une résolution trop grossière entraîne la
perte de beaucoup d’information utilisée pour la correspondance.
En prenant le problème à l’envers, au lieu de réduire le nombre de blocs à comparer, on peut
parfois aussi accélérer la comparaison en éliminant rapidement certains blocs qui n’ont pas de
chance d’être de bons candidats pour la correspondance. Ces méthodes procèdent à ce que l’on
appelle une recherche complète rapide ou accélérée dans laquelle on emploie une technique
heuristique pour valider rapidement si un nouveau bloc est un bon candidat potentiel à la com-
paraison ou si on peut le laisser de côté. Par exemple, Li And Salari (1995) calcule d’abord la
somme des valeurs de pixels dans chaque bloc et dans le bloc de référence. Il est ensuite prouvé
que si la différence entre la somme d’un bloc et la somme du bloc de référence est supérieure
à la meilleure somme des différences absolues trouvée jusqu’à maintenant, le bloc peut être
éliminé comme candidat potentiel. Ces méthodes parviennent à diminuer le nombre de pleines
comparaisons de blocs à faire ce qui accélère le temps de traitement global.
1.2.1.3 Réduire la complexité de la comparaison
Une autre façon d’accélérer la recherche de la correspondance des blocs est de réduire la com-
plexité de la comparaison, au lieu de limiter le nombre de blocs à comparer. Typiquement la
différence entre deux blocs est calculée à l’aide de la somme de la différence absolue de tous
les pixels contenus dans un bloc pour obtenir un facteur de similarité. Ceci implique d’effec-
tuer un grand nombre d’opérations pour chaque bloc ce qui peut prendre un temps important.
Alors certaines méthodes se sont penchées sur des techniques qui permettraient de ne pas avoir
à calculer la différence de chaque pixel pour chaque bloc ou d’accélérer cette comparaison.
Par exemple, il est possible de ne comparer qu’un pixel sur deux horizontalement et vertica-
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lement ce qui réduit déjà la complexité par un facteur de quatre ce que l’on appelle du sous-
échantillonnage subsampling. Puis des techniques plus poussées se sont mises à analyser les
blocs pour ne comparer que les pixels qui fournissaient l’information la plus signiﬁcative ou
à utiliser des méthodes de simpliﬁcation des calculs pour ne calculer que la différence la plus
importante dans un bloc au lieu de la somme des différences Chen et al. (1995).
Une autre façon d’aborder le problème est de directement réduire la quantité d’information à
comparer pour chaque pixel. Typiquement, la valeur de chaque pixel est stockée sur 8 bits et
il a été démontré qu’il était possible de tronquer jusqu’à 4 bits, les moins signiﬁcatifs, pour
réduire la quantité d’information à comparer. Le fait de stocker l’information sur moins de bits
va réduire considérablement la complexité de chaque comparaison et donc l’accélérer puis-
qu’il y aura moins de calculs à effectuer. Ces techniques sont moins populaires car on atteint
généralement rapidement un point où réduire davantage l’information entraînerait une perte de
précision dans la comparaison qui pourrait mener à des erreurs d’estimation du mouvement.
D’autres méthodes peuvent aussi utiliser un espace de couleurs différent du RGB traditionnel
pour séparer par exemple l’information d’intensité à celle de la couleur et la comparaison peut
alors n’être qu’à effectuer sur moins de caractéristiques.
1.2.2 Calcul de champ dense de mouvement (ﬂux optique)
Les méthodes utilisées par des applications nécessitant une grande précision cherchent géné-
ralement un champ dense de mouvement entre deux images. C’est-à-dire qu’elles ont pour
objectif d’assigner, à chaque pixel d’une image (It) un vecteur de mouvement v(x,y) qui cor-
respond au déplacement de ce pixel pour arriver à sa nouvelle position dans la prochaine image
de la séquence (It+Δt). Pour y arriver, on procède généralement à une recherche dans une ré-
gion de pixels autour de la position originale pour trouver le pixel étant le plus semblable à
celui que l’on analyse. Cette recherche peut être mécanique en comparant chaque pixel, mais
plus souvent, il sufﬁt de calculer le gradient local à chaque pixel δ (x,y, t). Évidemment dans
un cas optimal, cette zone de recherche serait l’image entière, mais concrètement cela est im-
possible quand on est en présence d’images de grandes tailles. Une image en haute déﬁnition
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(1920x1080) contient plus de 2 millions de pixels, et cela serait impossible de comparer chaque
pixel avec les 2 millions de pixels de l’image suivante. Cela veut dire que la taille de la zone
de recherche pour la comparaison a une grande inﬂuence autant sur la qualité des résultats de
chaque méthode, mais aussi sur son temps de calcul. Cette façon de procéder assume deux
situations qui sont implicites à cette recherche, en premier que les pixels sont similaires d’une
image à l’autre (qu’il n’y ait pas eu trop de variation d’intensité ou de couleur entre les deux
images) et l’autre, indirectement, qu’un pixel n’ait pas quitté la zone de recherche (dont la
grandeur est à la discrétion de la méthode employée) ou même l’image (soit sorti du cadre, ou
occlus par un autre objet).
La famille de méthodes basées sur le ﬂux optique a comme objectif de trouver le mouvement de
chaque pixel entre deux images le plus précisément possible. On retrouve certaines méthodes
qui obtiennent même une précision plus ﬁne qu’un pixel (Chan et al. (2010)). Les méthodes de
calcul du ﬂux optique produisent généralement un champ dense de vecteurs de mouvements
attachés à chaque pixel de l’image. On pourrait représenter visuellement le processus comme
une grille ayant comme noeud chaque pixel de l’image et on tenterait de déformer cette grille
pour représenter le mouvement des pixels d’une image à l’autre, en tirant sur chaque maille
dans la direction la plus probable du mouvement. Souvent on retrouve dans ces méthodes
un processus d’optimisation d’un modèle mathématique qui cherche à trouver la plus forte
probabilité du mouvement de chaque pixel (Fleet And Weiss (2005)).
En premier les pixels doivent respecter la cohérence spatiale, c’est-à-dire qu’un pixel dans la
première image doit être similaire au pixel correspondant à sa position déplacée selon le mou-
vement trouvé dans l’image suivante Cspatiale = (Xt,i, j−Yt+1,i+δ i, j+δ j)2 où X, Y représente les
caractéristiques d’un pixel, i et j la position du pixel et δ le mouvement trouvé. Deuxièmement,
les mouvements trouvés pour chaque pixel doivent se comparer aux mouvements trouvés pour
les pixels voisins similaires. Cela revient à dire que les objets dans une image n’ont pas trop
de variations de couleur avec le temps et que généralement ils se déplacent d’un mouvement
similaire pour tous les pixels le constituant. La plupart des méthodes de ﬂux optique se basent
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sur le calcul des gradients pour caractériser les pixels et les retrouver dans l’image suivante
(Fleet And Weiss (2005)).
Cependant les calculs simples de gradients se frappent à une limitation, c’est-à-dire que le cal-
cul simple de gradient assume que l’intensité des pixels d’une image à l’autre a très peu varié.
Ceci pourrait arriver en présence d’une scène où toutes les surfaces des objets ne présentent
aucune spécularité ce qui n’arrive pas souvent pour une scène du monde réel. C’est pourquoi
il faut souvent plus qu’un simple gradient. Les problèmes liés à cette situation sont accentués
quand ce n’est pas le déplacement des objets dans la scène qui provoque ces changements
d’illumination, mais bien des changements provenant de la source d’éclairage elle-même.
1.2.2.1 Visualisation et comparaison du ﬂux optique
Il existe deux méthodes dominantes pour visualiser le ﬂux optique soit la représentation à l’aide
de ﬂèches ou l’encodage du mouvement avec des couleurs. La visualisation par ﬂèches est plus
facile à interpréter visuellement, mais nécessite souvent un sous-échantillonnage du ﬂux réel
puisque sinon les ﬂèches seraient superposées l’une sur l’autre ce qui rendrait difﬁcile la lec-
ture. Ce problème n’est pas présent pour la visualisation par encodage de couleur, mais il faut
toujours se rapporter à une carte de couleur représentant le mouvement pour faire le lien entre
les couleurs et le mouvement. Ces deux méthodes sont relativement inutiles quand vient le
temps de comparer le ﬂux optique d’une image à l’autre cependant, par exemple en présence
d’une image de référence pour quantiﬁer la performance d’une méthode. Pour les différences
entre deux ﬂux optiques, on utilise fréquemment deux métriques : l’erreur de distance moyenne
Average endpoint error (AEE) et l’erreur angulaire moyenne Average angular error (AAE) qui
représentent toutes les deux une mesure moyenne de différence. L’AEE est calculée comme la
moyenne de la distance absolue entre le point ﬁnal déﬁni comme la position de départ addi-
tionnée du vecteur de mouvement calculé et l’AAE comme la moyenne de la différence entre
l’angle des vecteurs de mouvements à comparer (Baker et al. (2011)).
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1.2.2.2 Techniques d’amélioration du ﬂux optique
En partant de la technique de base de calcul du ﬂux optique avec la différence des gradients,
plusieurs améliorations sont proposées pour solutionner les problèmes fréquemment rencontrés
par celle-ci. Par exemple, cette technique, tout comme celle de la correspondance de blocs em-
ploie une fenêtre de recherche pour ne pas avoir à comparer tous les pixels dans l’image. Ceci
introduit la limitation potentielle qu’un mouvement trop important pourrait amener un pixel à
sortir de cette zone de recherche et il deviendrait donc introuvable lors de la comparaison. Cette
situation amène plusieurs problèmes puisque généralement le calcul du ﬂux optique va prendre
le pixel étant le plus similaire, si le pixel correspondant est introuvable, il pourrait arriver que le
second pixel le plus similaire soit complètement dans la direction opposée au mouvement réel
ce qui entraîne des erreurs importantes. Cette situation est généralement résolue en appliquant
un principe de simpliﬁcation qui sert aussi à régler d’autres problèmes et qui est similaire à une
technique retrouvée en BM, la création de pyramides d’images de la plus grossière à la plus
ﬁne Black And Anandan (1996).
Le problème de changements d’illumination survient lors de situations qui brisent la prémisse
du ﬂux optique qui est que l’illumination des pixels changera peu d’une image à l’autre. Le
contre-exemple parfait à cette prémisse serait de faire se déplacer une source d’éclairage au-
tour d’une scène statique. Les zones spéculaires présentes sur les objets vont se déplacer et la
couleur des objets va changer aussi conséquemment à la variation d’illumination, ce qui pour-
rait faire croire à un mouvement qui n’en est pas réellement. Ceci pose problème lors de la
recherche du mouvement dans une image puisqu’une zone plus éclairée pourrait avoir l’air de
se déplacer dans l’image alors que l’objet est en fait immobile. En général, pour solutionner ce
problème, des contraintes sont ajoutées au modèle mathématique utilisé pour l’estimation du
ﬂux optique. Entre autres, on retrouve une contrainte de régularisation spatiale qui vient contre-
balancer les changements d’illuminations dans une mesure d’erreur d’optimisation (Simoncelli
et al. (1991)).
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D’autres améliorations tournent autour de ce qui décrit un pixel et de ce qui sert à le différen-
cier de ses voisins. Par exemple, on retrouve certaines publications qui utilisent un espace de
couleur différent qui permet de séparer la composante d’intensité de celle de la couleur comme
HSV Mileva et al. (2007) ce qui permet de diminuer l’importance des variations d’illumination
dans les résultats obtenus. Une autre méthode qui permet d’augmenter la robustesse aux chan-
gements d’illumination est de prendre un descripteur de texture pour représenter un pixel ou un
descripteur représentant une zone autour du pixel. Par exemple, en calculant une moyenne d’in-
tensité d’une zone et en la comparant avec la variation d’intensité générale dans cette région
de l’image on arrive à ignorer partiellement les effets de la variation d’illumination.
Finalement, la technique qui semble obtenir les meilleurs résultats sur l’ensemble d’images de
tests utilise, avant d’effectuer l’estimation du ﬂux optique, une segmentation par le mouvement.
Cela permet d’avoir un très bon point de départ du ﬂux optique et permet de minimiser l’image
de la limitation d’ampleur de mouvement créée par l’utilisation d’une fenêtre de recherche. En
ayant déjà une bonne idée des contours des objets, cela permet aussi d’être plus résistant au
bruit et aux changements d’illumination puisque normalement on peut s’attendre à ce qu’un
objet se déplaçant dans une image conserve plus ou moins sa forme originale (Chen et al.
(2013a)).
1.2.3 SIFT
Un algorithme très souvent utilisé en traitement d’images et particulièrement en recherche de
stéréo correspondance est l’algorithme SIFT (Scale Invariant Feature Transform). La méthode,
publiée par David Lowe (Lowe (1999)), permet d’extraire les caractéristiques intéressantes
d’un objet. Ces caractéristiques sont, comme le nom l’indique, invariantes à l’échelle et faci-
lement discernables malgré le bruit, les changements d’illumination et la rotation de l’image.
La méthode est basée sur le descripteur SIFT qui est un vecteur de caractéristiques, contenant
128 valeurs, décrivant un point dans une image et qui est construit en utilisant un processus
de différence des gradients. Ces gradients sont le résultat de l’application de convolutions de
gaussiennes successives sur l’image ce qui, en pratique, permet d’éliminer les petits détails
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qui ne seraient pas utiles pour reconnaître l’objet et qui permet de conserver les points signi-
ﬁcatifs. Les points d’intérêts ressortis par la méthode peuvent ensuite être abandonnés suivant
une valeur de seuil sur leur importance. En effet, conserver plus de points de correspondance
n’entraîne pas forcément un gain au niveau de la recherche et peut parfois causer des erreurs
ou complexiﬁer le traitement.
L’algorithme SIFT a premièrement été proposé pour permettre de retrouver des objets prove-
nant d’une image dans une autre image. Pour rechercher la correspondance entre deux images,
il sufﬁt de calculer la différence euclidienne entre les descripteurs SIFT calculés sur la première
image et ceux de la deuxième image. Comme les descripteurs sont invariants aux changements
de taille et très robustes pour ce qui est du bruit et de la rotation, il devient possible de trouver
une correspondance entre deux objets qui ont été pris en photo à deux moments différents et
à des angles différents. Cette caractéristique peut devenir très utile pour l’estimation du mou-
vement puisqu’au ﬁnal, ce que l’on recherche, c’est la correspondance de pixels entre deux
images pour arriver à calculer un mouvement.
CHAPITRE 2
MÉTHODE SEMI-AUTOMATIQUE DE GÉNÉRATION DE CARTES DE
PROFONDEUR
2.1 Méthode semi-automatique versus automatique
La conclusion tirée de l’analyse de la littérature sur le sujet est qu’il n’existe pas encore de
méthode parfaite pour estimer la profondeur. Chaque méthode présente des cas de bon fonc-
tionnement, mais aussi des cas où la méthode donne de mauvais résultats. En effet, pour arriver
à de bons résultats avec une méthode automatique, il faut généralement choisir d’avance un
indice visuel à utiliser pour aller estimer la profondeur et, comme expliqué, il devient de plus
en plus complexe de rajouter plus d’un ou de deux indices de profondeur dans une méthode.
Il pourrait être envisageable de précéder le choix de la méthode par une phase d’analyse des
caractéristiques et du contenu de la scène pour effectuer un choix sur la méthode à utiliser.
Il existe aussi une autre solution, celle d’utiliser les capacités déjà très puissantes du système
visuel humain pour trouver la profondeur. Cela se présente sous la forme d’une méthode semi-
automatique d’estimation de la profondeur. Il est possible de demander à un utilisateur d’ap-
porter des annotations de profondeur sur une image pour résoudre le problème de l’estimation.
Cette solution a le grand avantage de ne pas dépendre du contenu de la scène car l’information
de profondeur provient d’une personne au lieu d’être extraite de l’image elle-même. Puisque
de demander à une personne d’annoter toute une image ou même toutes les images d’une sé-
quence serait un processus très long et coûteux, le but d’une méthode semi-automatique est de
minimiser l’apport de l’utilisateur tout en lui offrant de garder le contrôle sur le résultat ﬁnal.
2.2 Méthode proposée
Pour la méthode présentée dans ce mémoire, on demande à une personne d’annoter, sous forme
de traits de couleur une ou deux images dans toute la séquence. Ces images s’appelleront des
images clés et les annotations nécessaires ne sont que quelques traits sur les différents objets
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présents dans l’image. Plus l’utilisateur décide d’être précis dans son annotation, par exemple
en utilisant un grand nombre de niveaux différents de profondeur, plus le résultat ﬁnal sera
précis. Une fois les annotations effectuées sur l’image clé, l’algorithme se chargera de propager
l’information tout d’abord dans toute l’image puis dans toute la séquence d’images incluse
entre les images clés.
2.2.1 Processus d’annotations
En partant de contenu vidéo 2D, l’utilisateur pourra découper le tout en séquence ayant un
point de vue semblable et choisir une ou plusieurs images clés au travers de cette séquence. Il
annotera ensuite ces images clés sous forme de traits de pinceau d’un ton de gris représentant
la profondeur. Il peut annoter jusqu’à 255 niveaux de profondeur dans l’image et il peut décider
de lier deux objets différents qui seraient à la même profondeur en plaçant un trait du même
ton de gris sur les deux objets. L’utilisateur peut ne mettre qu’un seul point de gris par objet
s’il le veut.
2.2.2 Modèle proposé
Le problème est très similaire à un problème de segmentation d’image avec annotations. La
solution revient à attribuer une classe de profondeur C à chaque pixel i d’une image It . Pour
atteindre cette solution, chaque image est représentée sous la forme d’un Champ aléatoire de
Markov (Markov Random Field) (MRF) qui est un graphe pondéré non orienté. Chaque pixel i
de It est considéré comme un nœud du graphe et chaque nœud a un ensemble de N(i) voisins.
Par exemple, pour un voisinage de taille 8, N(i) contiendrait les 8 pixels les plus proches de i :
en haut, en bas, sur les côtés et les diagonales. Pour chaque lien entre deux pixels de l’image i et
j on attribue un poids aux arêtes du graphe. Pour représenter ce poids, on utilise deux matrices
W qui contient la similarité intra-image et U la similarité inter-image pour chaque combinaison
possible de pixels. Ces matrices sont creuses de par leur déﬁnition puisque seulement certaines
combinaisons sont possibles, déﬁnies par le voisinage.
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wi j =
⎧⎪⎨
⎪⎩
exp(−σ · ||It(i)− It( j)||2) j ∈ N(i)
0 sinon
(2.1)
Dans le cas où j n’est pas dans le voisinage déﬁni autour de i, ce poids est égal à 0. La va-
leur de σ peut être modiﬁée par l’utilisateur pour changer les résultats obtenus, ce paramètre
contrôle la diffusion entre les différents pixels. Dans cette expression, It(i) représente un vec-
teur de caractéristiques qui s’appliquent pour le pixel i appartenant à l’image I au temps t. Par
exemple, si on fonctionne sous le modèle de couleur RGB, on pourrait avoir comme vecteur de
caractéristiques les composantes de couleur du pixel : It(i) = [R;G;B].
Considérant une séquence d’image, les pixels vont se déplacer d’une image à l’autre selon
les mouvements des objets de la scène. Pour pouvoir propager l’information d’une image It
vers une image It+1, il faut tenir compte du mouvement des pixels. Dans le modèle proposé,
un ensemble est déﬁni qui représente les déplacements possibles de chaque pixel entre deux
images. Cet ensemble est déﬁni selon un noyau de recherche (ou kernel) K. Chaque élément k
de ce noyau correspond à un déplacement discret du pixel. L’utilisateur peut contrôler les di-
mensions de ce noyau. Augmenter la taille du noyau a un impact quadratique sur la complexité
des calculs effectués par l’algorithme. La propagation de l’information entre deux images suit
la même logique que la propagation intra-image. Elle est représentée par la variable ui j qui
représente la similarité entre les deux pixels i et j.
ui jk =
N
∑
j=1
di jk · exp(−σ · ||It(i)− It+1( j)||2) (2.2)
Dans cette équation di jk est égale à 1 si le pixel j dans l’image It+1 correspond au déplacement
k à partir du pixel i. Sinon di jk = 0. Ces matrices W et chaque élément de Uk où k = 1..K (qui
est ) représentent les poids de chaque arête dans le graphe de relation entre les images de la
séquence.
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2.2.3 Modèle d’optimisation
Pour résoudre le problème, nous devons assigner à chaque pixel une classe de profondeur x ∈ C
ainsi qu’un déplacement yk ∈ K. Le problème est résolu par optimisation en suivant l’équation
suivante :
minE(x,y) =
T
∑
t=1
EWFP(xt)+α
T−1
∑
t=1
EWFD(yt)+β
T−1
∑
t=1
EAFD(yt)+ γ
T−1
∑
t=1
EAFPD(xt ,xt+1,yt)
(2.3)
avec xt représentant la profondeur, et yt représentant les déplacements en fonction du temps
(avec les indices i et j, représentant la position dans l’image omis pour clarté).
Avec les contraintes :
K
∑
k=1
ytik = 1, i ∈ 1, . . . ,N, t ∈ 1, . . . ,T −1 (2.4)
xti = c,∀(i,c) ∈ St , t = 1, . . . ,T (2.5)
L’équation d’énergie précédente est composée de quatre différents termes qui servent à contrô-
ler les résultats obtenus. L’importance de chacun de ces termes est contrôlée par α,β ,γ qui
servent à pondérer chaque portion de l’équation d’énergie et qui permettent plus de contrôle
sur les résultats obtenus. Le premier terme représente la cohérence de profondeur intra-image.
Ce terme pénalise la différence de classe de profondeurs attribuée à deux pixels, pondérée par
la similarité entre ces pixels tout en restant à l’intérieur du noyau de recherche. Ce terme est
basé sur la prémisse qu’à l’intérieur des objets, il n’y a que des petites variations de profondeur.
Dans ce terme, wi, j est la similarité entre les pixels i et j et xt,i| j représente la classe de profon-
deur attribuée au pixel i ou j au temps t. Le terme est déﬁni comme suit (le t a été abandonné
des équations suivantes pour clarté) :
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EWFP(xt) =
1
2
N
∑
i, j=1
wi j · (xi− x j)2 (2.6)
Le second terme, semblable au premier, représente la cohérence de déplacement intra-image.
C’est-à-dire qu’il pénalise deux pixels ayant une forte connectivité qui auraient différents dé-
placements attribués. Dans cette équation, yt,i| j,k représente le déplacement attribué au pixel i
ou j au temps t et ce déplacement est représenté par une valeur contenue dans le noyau K en
tant que k. Ce terme assume que les objets bougent généralement dans la même direction et est
déﬁni comme suit :
EWFD(yt) =
1
2
N
∑
i, j=1
K
∑
k=1
wi j · (yik − y jk)2 (2.7)
Le troisième terme représente la cohérence de déplacement inter-image. Il pénalise l’assigna-
tion d’un mouvement à un pixel qui le ferait correspondre à un pixel qui est différent dans
l’image suivante. Dans cette équation uik représente la similarité entre le pixel i dans l’image
au temps t et le pixel correspondant à la position du pixel i déplacée par le mouvement k dans
l’image au temps t+1. Il est déﬁni comme suit :
EAFD(yt) =
N
∑
i=1
K
∑
k=1
uik · (1− yik) (2.8)
Le dernier terme représente la cohérence de profondeur inter-image. Ce terme pénalise l’assi-
gnation d’un déplacement k à un pixel i qui le ferait correspondre à un pixel j dans l’image t+1
qui a une grande différence de profondeur attribuée x. Il est déﬁni comme suit :
EAFPD(xt ,xt+1,yt) =
N
∑
i, j=1
K
∑
k=1
di jk · yik · (xti− xt+1, j)2 (2.9)
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L’équation impose aussi deux contraintes, la première s’assure qu’un pixel n’a qu’un seul dé-
placement attribué lors de la phase d’optimisation et la seconde contrainte est formée par les
annotations effectuées par l’utilisateur. Si un pixel a été annoté, sa profondeur est attribuée
avec une probabilité de 100% et ce pixel ne sera pas modiﬁé par le processus d’optimisation.
Cette seconde contrainte a un effet double car en plus d’ignorer ce pixel pour l’optimisation,
la probabilité de 100% aura un grand effet sur la propagation de la conﬁance attribuée à la
profondeur.
Puisque les variables que nous cherchons xti et ytik sont interdépendantes par le terme EAFPD,
ce problème devient très difﬁcile à optimiser. C’est pourquoi le processus de minimisation est
divisé en deux phases qui vont se répéter en alternance jusqu’à atteindre une convergence ou un
nombre maximum d’itérations. Dans la première phase, on optimise la variable xti en comptant
ytik comme étant ﬁxe puis l’inverse est exécuté durant la seconde phase.
2.2.4 Calcul des classes de profondeur
Durant cette étape, il faut trouver la profondeur associée à chaque pixel en considérant les dé-
placements comme ﬁxes. À ce niveau, seuls les termes EWFP, EAFPD ainsi que la contrainte
concernant les annotations sont considérés puisque l’on assume les autres constantes. Pour ré-
soudre le problème, on exprime alors les termes concernés sous forme matricielle. Prenons xt
∈ {0,1}N soit un vecteur des classes de profondeur pour une image It et Lt la matrice lapla-
cienne N×N de It telle que :
[Lt ]i j =
⎧⎪⎨
⎪⎩
∑Nj=1wti j i = j
−wti j sinon
(2.10)
Et aussi la matrice At qui est aussi une matrice N ×N qui ajoute un lien dynamique entre un
pixel et le pixel correspondant à son déplacement dans l’image suivante. La matrice est déﬁnie
comme suit :
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[At ]i j =
K
∑
k=1
di jk · ytik (2.11)
On déﬁnit aussi les matrices Ct et Dt qui sont les matrices diagonales N×N qui représentent
respectivement la somme en i de At et la somme en j de At . On peut donc exprimer le problème
comme la minimisation de l’équation d’énergie suivante :
E(x) =
T
∑
t=1
xTt Ltxt + γ
T−1
∑
t=1
(
xTt Dtxt −2xTt Atxt+1+ xTt+1Ctxt+1
)
=
T
∑
t=1
xTt (Lt +δt<T (γDt)+δt>1(γCt−1))︸ ︷︷ ︸
Qt
xt −δt<T (2γxTt Atxt+1)
(2.12)
Dans cette équation, δcondition(x) représente la fonction de Dirac, si la condition est vraie,
δcondition(x) = x et si la condition est fausse, δcondition(x) = 0. La solution à cette équation
peut être trouvée globalement, pour toutes les images de la séquence vidéo, mais en raison
d’un grand nombre potentiel d’images, une solution itérative, une image à la fois est préférée.
2.2.4.1 Première étape : Résolution de la profondeur des pixels
Pour résoudre l’équation précédente, une solution itérative est proposée. Cette solution va ré-
soudre l’équation, une image à la fois, en assumant que les autres images de la séquence ont
déjà leur profondeur résolue. La solution revient donc à résoudre cette équation qui est relative
au temps dans la séquence :
E(xt) = xTt Qtxt −2γxTt (δt<T (Atxt+1)+δt>1(ATt−1xt−1))︸ ︷︷ ︸
rt
(2.13)
Pour tenir compte des annotations de l’utilisateur, on réarrange l’équation selon les pixels an-
notés et non annotés :
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E(xUt ) =
[
xTUt x
T
Lt
]⎡⎣ QUUt QULt
QTULt QLLt
⎤
⎦
⎡
⎣ xUt
xLt
⎤
⎦−2γ
[
xTUt x
T
Lt
]⎡⎣ rUt
rLt
⎤
⎦ (2.14)
En cherchant les valeurs où la dérivée est nulle et en relaxant les contraintes sur les valeurs
entières on trouve la fonction suivante :
xUt =−Q−1UUt(QULtxLt − γrUt) (2.15)
En prenant les images annotées par l’utilisateur comme des images clés dans la séquence, les
meilleurs résultats pourront être obtenus en diffusant l’information en partant des images clés
vers le reste des images. Par exemple, on trouve les classes de profondeur de l’image annotée
au temps t = 0 et ensuite en résolvant les images à distance de 1 de l’image clé, puis 2 etc.
jusqu’à ce que toutes les images aient été résolues.
2.2.4.2 Deuxième étape : Résolution des déplacements de pixels
Une fois la profondeur des pixels calculée, on peut maintenant ﬁxer cette partie du problème et
calculer maintenant les déplacements des pixels. On déﬁnit le vecteur ytk dont le i-ème élément
correspond à ytik ainsi que le vecteur btk où le i-ème élément est
[btk]i =−βutik + γ
N
∑
j=1
di jk
(
xti− xt+1, j
)2 (2.16)
L’application de cette technique en ne considérant que deux classes de profondeur (une pour
l’avant-plan et une pour l’arrière-plan) est similaire a un problème plus classique de segmenta-
tion par graphe. Une des classes de profondeur serait 1 et l’autre 0. Dans ce cas, la formulation
de cette équation est équivalente à 2.16. Le second sous-problème peut être exprimé comme
suit :
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minE(y) =
T−1
∑
t=1
K
∑
k=1
αyTtkLtytk +b
T
tkytk
avec les contraintes
K
∑
k=1
ytk = 1, t = 1, . . . ,T −1
(2.17)
Pour trouver la solution, il faut grouper tous les déplacements pour chaque image
yTt =
[
yTt1 . . . y
T
tK
]
(2.18)
On doit aussi déﬁnir les matrices en bloc suivantes :
St =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
αLt . . . 0
0 . . . 0
0 . . . αLt︸ ︷︷ ︸
K fois
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.19)
et aussi
G =
⎡
⎢⎢⎣ IN×N . . . IN×N︸ ︷︷ ︸
K fois
⎤
⎥⎥⎦ (2.20)
et le vecteur bloc suivant :
bTt =
[
bTt1 . . . b
T
tK
]
(2.21)
On peut exprimer la fonction d’énergie avec contraintes en forme matricielle comme ceci :
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E(y) =
T−1
∑
t=1
yTt Styt +b
T
t yt
avec les contraintes
Gyt = 1, t = 1, . . . ,T −1
(2.22)
Et, puisque les déplacements des pixels d’une image sont indépendants des déplacements de
pixels des autres images dans la fonction d’énergie et dans les contraintes, on peut optimiser
chaque yt de façon individuelle pour t=1, . . . , T-1
Et(yt) =yTt Styt +b
T
t yt
avec les contraintes
Gyt = 1
(2.23)
Si on remplace les contraintes entières sur les variables ytik avec des contraintes de valeurs
minimales ttik ≥ 0 ce problème correspond à un problème d’optimisation convexe quadratique
dont le minimum global peut être obtenu avec une méthode comme la Méthode des points
intérieurs Interior Point Method.
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2.2.5 Algorithme global
Une représentation de l’algorithme général de la méthode est décrite dans la ﬁgure suivante.
Algorithm 1: Génération semi-automatique de cartes de profondeur
Input: Séquence d’images I1..T ;
Input: Les annotations de l’utilisateur S1..T ;
Input: Le noyau de recherche K ;
Input: Le paramètre qui contrôle la diffusion σ ;
Input: Les paramètres de contrôle α,β ,γ ;
Output: La profondeur des pixels xti ;
Output: Le déplacement des pixels ytik ;
— Initialization —
ytik =
1
K
∀t,∀i,∀k;
— Boucle principale —
repeat
% Calcul de la profondeur
foreach image It en s’éloignant de l’image clé do
Ajuster la profondeur des pixels de l’image xti (éq. 2.15)
% Calcul du mouvement
foreach image It dans la séquence d’images do
Ajuster le déplacement des pixels ytik (éq. 2.23)
until Convergeance ou un nombre maximal d’opérations atteint;
return {xti,ytik} ;
Figure 2.1 Méthode itérative pour calculer la profondeur des pixels et leurs
déplacements

CHAPITRE 3
ESTIMATION DE MOUVEMENT
La difﬁculté principale de la méthode présentée au chapitre précédent est la propagation adé-
quate de l’information annotée sur l’image clé vers les autres images qui ne sont pas anno-
tées. Avec cette information, le transfert de données tout au long d’une séquence d’image est
possible de façon très précise, car chaque pixel peut être relié à une trajectoire dans toute la
séquence. Donc, une fois l’image clé "segmentée", la profondeur associée à chaque pixel dans
l’image clé peut être propagée sur la séquence. Dans le cas où cette profondeur changerait
durant la séquence, elle serait interpolée à partir d’une image clé au début de la séquence et
une autre à la ﬁn de la séquence. C’est pourquoi le problème de l’estimation de mouvement
se présente comme une étape à résoudre pour arriver à de bons résultats à la problématique
présentée précédemment.
Pour obtenir l’information nécessaire, il faut arriver à déterminer le déplacement de chaque
pixel entre deux images consécutives dans une séquence. La méthode employée pour y arriver
présente des similarités avec la méthode de propagation pour la génération de cartes de profon-
deur dans le sens où elle se base sur un processus qui utilise la similarité entre les pixels pour
propager de l’information.
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3.1 Random Walker
La méthode proposée utilise un processus appelé un "Random walker" qui est originalement
une technique pour la segmentation d’image, mais qui est utilisée ici pour l’estimation de
mouvement. Dans ce processus, l’image est considérée comme un graphe dont chaque sommet
xi représente les pixels de l’image I et ayant des arêtes pondérées entre les pixels selon la
similarité. La similarité entre les pixels est généralement basée sur la somme du carré de la
différence entre les descripteurs de chaque pixel. Chaque pixel dans l’image est représenté
selon un descripteur qui prend la forme d’un vecteur de caractéristiques xi. La similarité entre
deux pixels i et j et le processus générique sont déﬁnis comme ceci
wi j = exp(−γ · ||xi− x j||2) (3.1)
où le terme γ sert à contrôler le poids de chaque élément dans le vecteur descripteur de chaque
pixel. Les vecteurs servants à représenter chaque pixel de l’image peuvent fortement inﬂuen-
cer l’efﬁcacité des résultats obtenus et leur composition sera discutée plus en détail dans les
sections présentant les résultats ainsi que la discussion sur la méthode qui expliquera les choix
effectués pour la constitution de ces descripteurs.
Algorithm 2: Random Walker
— Initialization —
% Annotation de l’image par l’utilisateur
— Processus principal —
foreach pixel i non annoté dans l’image I do
foreach classe d’annotation utilisée c do
Calculer la probabilité d’atteindre c en partant de i
Assigner la classe c ayant la plus haute probabilité au pixel i
Figure 3.1 Déﬁnition générale d’un Random Walker
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Une analogie qui représente bien le principe du Random Walker est celle d’un circuit électrique
ayant des nœuds et des résistances entre les nœuds proportionnelles à la similarité entre les
pixels. En choisissant d’un point de départ sur le circuit, on peut calculer le point d’arrivée le
plus probable en choisissant celui ayant la moindre résistance et on attribue la classe du point
d’arrivée le plus probable au point de départ.
3.2 Méthode proposée
Étant donné une image It et les images consécutives dans une séquence It+n, chaque pixel
d’une image i est associé à un vecteur descripteur xi. Le problème revient à attribuer à chaque
pixel i de l’image It un déplacement yi ∈ K. K représente un noyau de recherche de similarité
dans l’image suivante It+1 ayant une taille déﬁnie par l’utilisateur. L’assignation de vecteurs de
mouvements à chaque pixel est basée sur la similarité entre les pixels inter-images, mais chaque
pixel est aussi inﬂuencé par ses voisins similaires selon le principe du Random Walker. La
méthode proposée tire ses racines dans les principes d’optimisation linéaire puisqu’un modèle
probabiliste est utilisé qui permet ultimement de sélectionner le déplacement le plus probable
pour chaque pixel en fonction de plusieurs facteurs considérés dans le modèle. La méthode est
paramétrable, ce qui permet un contrôle plus ﬁn au niveau des résultats obtenus, mais ce qui
oblige aussi de trouver la bonne valeur pour chaque paramètre pour obtenir le résultat optimal,
ce qui signiﬁe parfois qu’il faut employer un processus itératif.
Il est à noter que les meilleurs résultats obtenus avec la méthode l’ont été en utilisant l’espace
de couleur Lab. Cet espace de couleur comprend trois composantes comme la couleur RVB,
mais la différence principale est que la composante L représente la luminosité tandis que les
composantes A et B représentent des coordonnées dans un espace de couleurs non linéaire.
Cette transformation est importante, car cela permet de séparer l’intensité d’un pixel de sa
couleur ce qui permet de plus facilement contrôler l’importance de ces deux caractéristiques
dans le descripteur de pixels utilisé.
Le principe général de la méthode est décrit par l’algorithme suivant :
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Algorithm 3: Estimation du mouvement entre deux images
Input: Deux images I1 et I2 ;
Input: Taille du noyau intra (Kw) et inter-images(Ku) ;
Input: Les paramètres γ qui contrôlent l’importance de chaque partie du descripteur ;
Input: Le paramètre de contrôle de la diffusion β ;
Output: La probabilité de déplacement de chaque pixel MNxK ;
— Initialization —
% Calcul des voisins selon les fenêtres de recherche Kw et Ku
— Calcul de la similarité entre voisins —
foreach ligne dans la liste de voisinage do
% Calcul de W, la matrice de similarité entre un pixel et ses voisins dans la même image.
% Calcul de U, la matrice de similarité entre un pixel et ses voisins dans la fenêtre de
recherche dans l’image suivante
% On normalise ensuite W et U en P et Q respectivement en divisant chaque valeur par la
valeur totale par ligne
% On calcule ensuite la probabilité de chaque mouvement avec l’opération suivante qui est
l’équivalent de résoudre un système linéaire :
Motion = (I− (I−β ) ·P)\(β ·Q)
% On peut ensuite prendre le maximum par ligne du résultat pour avoir le mouvement le plus
probable.
return max(Motion,2) ;
Figure 3.2 Algorithme général d’estimation de mouvement
3.2.1 Calcul de la similarité intra-image
En premier lieu, la similarité intra-image est calculée, basée sur la somme des différences abso-
lues des vecteurs descripteurs de chaque pixel compris dans le voisinage déﬁni par l’utilisateur.
La matrice contenant les similarités est notée W :
wi j =
⎧⎪⎨
⎪⎩
exp(−γw · ||xi− x j||) j ∈ Kw
0 sinon
(3.2)
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Le paramètre γ sert à contrôler le poids de chaque composante dans le vecteur descripteur des
pixels. Cela va créer une matrice W qui sera N (nombre de pixels dans l’image) par N mais qui
sera creuse car seulement les pixels voisins vont avoir une similarité et la similarité des pixels
non voisins sera de 0. Dans une matrice creuse, seulement les valeurs manuellement affectées
sont stockées, alors toutes les combinaisons de coordonnées où les pixels ne sont pas voisins ne
représentent pas de complexité additionnelle pour les calculs futurs. Donc en réalité, la matrice
contient environ N ·Kw valeurs, ce qui est très inférieur à la taille d’une matrice N par N.
Pour les calculs suivants, il est nécessaire de normaliser la matrice résultante car la valeur
représente une probabilité qui doit totaliser 1. Le résultat normalisé de W est appelé P et il est
obtenu en divisant chaque valeur sur une ligne par le total de cette ligne.
3.2.2 Calcul de la similarité inter-images
En deuxième, on calcule la similarité inter-images, c’est-à-dire la similarité entre un pixel de
l’image It et les pixels dans une fenêtre de recherche dans l’image It+1. Encore une fois, la si-
milarité est basée sur la somme absolue des différences dans le voisinage déﬁni par l’utilisateur.
La matrice contenant les similarités est notée U :
uik = exp(−||γu · (xi− xi+k,t+1)||) (3.3)
Le paramètre γu sert à contrôler le poids de chaque élément dans le vecteur descripteur des
pixels. Dans le cas de la matrice U, au lieu d’obtenir une matrice N×N, on obtient seulement
une matrice NxK, où K est le nombre de pixels inclus dans le voisinage déﬁni par l’utilisateur
et cette matrice n’est pas creuse mais pleine, cette matrice sera beaucoup plus lourde pour les
calculs suivants mais il est nécessaire que cette matrice soit pleine pour les opérations suivantes.
Pour les calculs suivants, il est nécessaire de normaliser la matrice résultante. Le résultat nor-
malisé de U est appelé Q, comme pour la matrice W, la normalisation est obtenue en divisant
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chaque valeur d’une ligne par le total de cette ligne. Cette manipulation va faire que la somme
de chaque ligne va être de 1 pour représenter 100% probabilité totale.
3.2.2.1 Scale-Invariant Feature Transform
Durant les expérimentations, une observation qui ressortait était que la conﬁance obtenue (la
plus haute valeur probabiliste obtenue par les calculs pour un pixel) dans certaines zones de
l’image était plutôt faible, surtout dans les zones fournissant peu d’indices comme les zones
dans le milieu de blocs sans texture ou les zones ayant des textures répétitives. Comme la
méthode attribue une probabilité de mouvement selon la similarité des pixels, dans ces cas de
ﬁgure, la probabilité de mouvement était souvent équivalente entre plusieurs pixels. Il fallait
trouver un moyen pour que la méthode puisse arriver à choisir entre toutes les possibilités
de déplacement. C’est pour cette raison que l’option d’inclure des correspondances calculées
par SIFT a été ajoutée à la méthode. Un descripteur SIFT étant généralement accepté comme
une technique ﬁable pour trouver des correspondances signiﬁcatives entre deux images, cette
méthode s’en sert pour inﬂuencer certaines zones de pixels.
Les points signiﬁcatifs SIFT sont calculés sur chacune des deux images et ensuite chaque
point est comparé pour trouver une correspondance selon un certain seuil de similarité. Seuls
les points dépassant un fort seuil de similitude sont conservés et sont par la suite ﬁltrés pour
conserver seulement les pixels qui donnent une correspondance incluse dans la zone de mou-
vements possibles déﬁnie avec le noyau de recherche. Ceux-ci servent par la suite à remplacer
la probabilité de mouvement des pixels calculés par la méthode. En fait, après avoir calculé
la matrice U, les pixels où des correspondances SIFT ont été conservées se voient attribuer
une similarité de 1 (qui correspond à la plus haute similarité possible) à l’endroit de la corres-
pondance et 0 (la plus faible similarité) pour tous les autres pixels. En termes concrets, cela
aura l’effet de mettre la probabilité du mouvement à près de 100% pour ces pixels. Ces pixels
inﬂuenceront aussi fortement leurs voisins rapprochés puisque la diffusion tient compte de la
certitude.
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uik =
⎧⎪⎨
⎪⎩
1 Si j et k sont correspondant selon SIFT
0 Pour toutes les autres valeurs de k dans K
(3.4)
Dans l’image suivante, on a marqué les points qui sont les plus signiﬁcatifs pour SIFT sur
l’image originale. On suit le même processus dans la seconde image et ensuite, pour chaque
point SIFT, on essaie de trouver une correspondance dans les points SIFT de l’image suivante.
Ensuite, on calcule la différence de position entre les deux points correspondants et on prend
cette distance comme étant le vecteur de mouvement de ce pixel
Figure 3.3 Points SIFT de l’image 1
L’image suivante représente la conﬁance de la méthode d’avoir trouvé le bon déplacement.
Cette image a été générée avec le paramètre Beta à une valeur de 1 ce qui signiﬁe qu’aucun
pixel n’inﬂuence ses voisins et seulement la correspondance trouvée décide de la conﬁance des
mouvements. Les points qui sont totalement blancs dans une zone autrement plus foncée sont
les pixels qui ont été trouvés comme étant des correspondances SIFT.
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Figure 3.4 Conﬁance de la méthode avec SIFT
3.2.3 Calcul de la probabilité des déplacements
Avec les similarités intra-image et inter-images calculées, la formulation du problème peut être
traduite par le processus du Random Walker, qui peut être représenté par un système d’équa-
tions linéaires. La probabilité de chaque mouvement pour chaque pixel est calculée dans la
matrice Y selon la formulation suivante :
Y = (I− (1−β ) ·P)\(β ·Q); (3.5)
La formule avec l’anti-slash représente une instruction Matlab qui permet de résoudre un sys-
tème d’équations linéaires (elle représente la méthode d’élimination de Gauss). Elle représente
la solution au problème Ax = B => x = A\B. Dans cette formulation β est la probabilité d’ar-
rêter de se déplacer avec le random walker, un paramètre qui contrôle la propagation de l’infor-
mation. Donc, plus le paramètre β est petit entre [0..1] plus l’information de mouvement sera
propagée à travers les pixels. Une fois calculée, la matrice Y (N par K) contiendra la probabilité
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de chaque pixel de se déplacer à chaque déplacement possible déﬁni par le noyau de recherche
dans l’image suivante.
3.3 Superpixels
Dans l’optique d’améliorer la rapidité de la méthode et en espérant aussi régler certains des
problèmes rencontrés, un prétraitement a été développé pour séparer l’image en superpixels
et utiliser ceux-ci pour trouver le mouvement dans l’image au lieu d’effectuer le calcul pixel
par pixel. Les superpixels (SP) sont des zones dans l’image, généralement de petite taille,
qui suivent normalement les frontières des objets. La génération de ceux-ci est basée sur la
similitude des couleurs tout en suivant un paramètre guide pour déterminer la taille désirée
de ces SP, cependant cette taille varie fortement en fonction du paramètre seuil qui décide à
quel point le SP tient compte des couleurs similaires. Cette façon de procéder va évidemment
dans la même direction que la méthode proposée puisque la matrice W tient déjà compte de la
similarité entre les pixels voisins pour la diffusion de l’information.
Le fonctionnement de la méthode reste similaire sauf qu’au lieu de calculer la similarité inter-
images pour tous les pixels, elle n’est calculée que pour un certain nombre de pixels choisis au
hasard dans chaque superpixel. Pour tenir compte de cette modiﬁcation, une matrice nommée
A est créée qui contient l’information d’appartenance de chaque pixel à son superpixel et la
matrice C représente la matrice A mais normalisée. À l’aide de la matrice A on peut savoir
quel pixel appartient à quel superpixel et cette appartenance est utilisée pour les calculs puisque
l’estimation de mouvements ne se fait plus sur tous les pixels mais seulement sur un certain
nombre de pixels par superpixels. La formulation qui sert à résoudre le système d’équations
linéaire est modiﬁée pour tenir compte de ces nouvelles contraintes.
Y = (I− (1−β ) ·P)\(β ·CTQ); (3.6)
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En ajoutant la transposée de la matrice C, qui est la matrice A normalisée, cela change l’équa-
tion pour que Q ne tienne maintenant compte que des pixels qui ont été choisis au hasard dans
chacun des superpixels. Comme le nombre de calculs effectués dans la méthode proposée est
proportionnel au nombre de pixels considérés, une technique de simpliﬁcation qui réduit le
nombre de pixels à considérer a un impact signiﬁcatif sur le temps de calcul.
Par exemple dans l’image suivante, qui a une taille de 640 par 480, si on choisit une taille
moyenne de SP de 5 (ce qui signiﬁe de générer en moyenne des SP qui font 5 par 5), cela
nous donne précisément 1530 SP et l’on choisit de considérer seulement 15 pixels par SP.
Cela implique que la solution va considérer seulement 1530× 15 = 7650 pixels au lieu de
640× 480 = 307200 pixels. Le temps de calcul dépend de la machine utilisée, mais on voit
facilement la différence entre le nombre de pixels qu’il aurait fallu calculer normalement versus
le nombre de pixels à calculer avec les SP (une diminution de 98%). La ﬁgure 3.5 montre
l’image originale séparée en SP.
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Figure 3.5 Superpixels sur l’image Urban3

CHAPITRE 4
RÉSULTATS OBTENUS - GÉNÉRATION DE CARTES DE PROFONDEUR
Les expérimentations effectuées avec la méthode de génération de cartes de profondeur sont
relativement limitées car la méthode s’est rapidement frappée à plusieurs problèmes. La mé-
thode évaluée obtient de bons résultats en ce qui a trait à l’estimation de la profondeur sur
une image à partir des annotations d’un utilisateur. Par contre, comme mentionné plus haut,
pour arriver à propager l’information à travers le temps à partir des images clés qui ont été
annotées, une bonne technique permettant de trouver la correspondance exacte des pixels entre
les images est un pilier nécessaire à l’obtention de bons résultats. Puisque la méthode tente
de limiter le nombre d’images à annoter dans une séquence, cela signiﬁe souvent d’avoir à
propager une première estimation de profondeur sur plusieurs images. Dans le cas où la cor-
respondance entre les pixels ne serait pas bonne, on se retrouverait dans une situation où une
erreur serait propagée et ampliﬁée au travers de la séquence. Ce qui concrètement créerait un
effet de ghosting ou une trace qui serait décalée par rapport au mouvement réel. Si ce résultat
était utilisé par exemple pour de la conversion 2D à 3D cela donnerait un résultat erroné qui
serait facilement visible une fois visionné.
C’est ce besoin important d’une technique d’estimation de mouvement relativement rapide qui
a justiﬁé les expérimentations plus importantes pour l’estimation de mouvement. Cependant,
les résultats obtenus avec des images simplistes sont prometteurs pour la poursuite de la re-
cherche. En pratique les expérimentations ont été effectuées sur des images contenant deux
niveaux de profondeur, c’est-à-dire avec un objet en premier plan et un arrière-plan. Un sys-
tème d’annotation a été mis en place qui permet à l’utilisateur de placer un ou plusieurs points
dans l’image en spéciﬁant la "classe de profondeur" de ce(s) point(s). Cela veut dire qu’en
ayant multiples classes de profondeur, l’utilisateur peut spéciﬁer si un objet se trouve plus en
avant d’un autre objet en indiquant une classe de profondeur plus ou moins profonde. Il ne
sufﬁt que de quelques points par objet pour obtenir une bonne propagation (similaire à de la
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segmentation semi-automatique) qui permet d’attribuer la classe de profondeur à tous les pixels
de l’objet sans débordement.
4.1 Images générées
Les premiers tests effectués sont sur des ellipses se déplaçant horizontalement noir sur blanc
et les images contiennent un niveau élevé de bruit. Le but de ces tests était d’arriver à attribuer
une valeur de profondeur à l’ellipse la séparant du fond, mais ce sur la sixième image de la
séquence tout en ayant annoté seulement la première image avec un petit nombre de points. La
ﬁgure 4.1 présente la séquence d’images sur laquelle les premiers tests ont été effectués et la
ﬁgure 4.2 présente les annotations effectuées par l’utilisateur pour indiquer la profondeur.
Figure 4.1 Séquence d’images d’ellipses bruitées
Les points bleus représentent la classe de profondeur 0 (par exemple qui pourrait représenter
l’avant-plan) et les points rouges représentent la classe 1 qui correspond au fond de l’image.
À noter que le centre de l’ellipse, bien qu’étant très différent du blanc de l’ellipse a été annoté
comme faisant partie de l’avant-plan pour montrer que cette méthode n’est pas basée sur la
segmentation de la couleur de l’image. Les résultats obtenus montrent que la méthode tient
bien compte des annotations plus que de la couleur des pixels pour assigner des classes de
profondeur. Il faut noter que dans la séquence d’images utilisée, seule la première image a été
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Figure 4.2 Premières images testées (bruitées)
annotée, donc les résultats obtenus sur les autres images ne proviennent que de la propagation
de l’information de la méthode.
Figure 4.3 Résultats séquence ellipse - L’intensité représente la
classe de profondeur attribuée
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Puisque la méthode est basée sur un système de probabilité, on observe que le résultat obtenu
n’est pas un absolu noir ou blanc mais plutôt que chaque pixel a une teinte de gris qui se
rapproche de la valeur qu’il doit avoir au ﬁnal. Les variations de teintes de gris correspondent à
des variations dans la certitude de l’assignation de la profondeur. On peut observer que plus on
s’éloigne de l’image clé qui a été annotée moins la certitude est élevée mais que l’on conserve
tout de même une différence importante dans l’assignation de la profondeur aux pixels. En
appliquant une fonction de séparation, par exemple, à 0.5 on obtient clairement une séparation
entre le premier plan et le fond de l’image.
Le test suivant pour la méthode a été de passer à des images couleur, cependant moins bruitées
et de varier quelque peu la forme des objets pour estimer la profondeur. Encore une fois, dans
le test suivant, le centre de la petite ellipse a été annoté comme faisant partie de l’objet pour
s’assurer que la méthode ne segmentait pas seulement la couleur. La ﬁgure 4.4 montre les
annotations effectuées par l’utilisateur et les ﬁgures 4.5 à 4.7 montrent les résultats obtenus par
la méthode sur trois itérations. On remarque une amélioration de la certitude de l’assignation
de la profondeur au ﬁl des itérations ce qui est le résultat attendu. Les ellipses présentent
encore un mouvement de translation horizontal linéaire dans la séquence. Une amélioration
a été appliquée sur cette version de la méthode par rapport aux ellipses en noir et blanc, au lieu
d’utiliser un noyau (kernel) de recherche carré, le noyau utilisé était sous forme de losange.
Dans notre cas, utiliser un noyau de recherche de cette forme présente une amélioration car il
est possible d’augmenter la distance de recherche de pixels similaires sur l’axe horizontal et
vertical sans augmenter le nombre total de pixels comparés.
Les résultats obtenus avec la méthode développée indiquent qu’elle pourrait bien fonctionner
à plus grande échelle, cependant plusieurs des problèmes énoncés dans la section de la re-
vue de la littérature sur l’estimation de la profondeur pourraient compliquer beaucoup l’algo-
rithme en poussant le développement plus loin, notamment sur des images réelles. Par exemple,
étant donné que la méthode se base sur un algorithme de recherche de correspondance à base
de noyau de recherche, cela implique certains problèmes intrinsèques. Si le déplacement des
pixels est plus grand que la fenêtre de recherche, le pixel correspondant trouvé où propager l’in-
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Figure 4.4 Ellipses couleur - annotations
Figure 4.5 Ellipses couleur - Itération 1
formation des annotations ne sera jamais le bon et il en va de même dans le cas des pixels en
occlusion. La grande majorité des problèmes potentiels rencontrés par la méthode se retrouvent
au niveau de la recherche de la correspondance des pixels entre deux images. Ce besoin d’ob-
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Figure 4.6 Ellipses couleur - Itération 2
Figure 4.7 Ellipses couleur - Itération 3
tenir une parfaite correspondance est potentiellement réglé par l’estimation de mouvement et
c’est ce qui explique l’orientation des recherches subséquentes.
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4.2 Améliorations possibles
Plusieurs améliorations ont été pensées pour la méthode mais n’ont pas été explorées davantage
puisque le besoin d’une méthode d’estimation de mouvement donnant une correspondance
parfaite était trop important.
4.2.1 Méthode d’annotation
Une meilleure méthode d’annotation pour assigner la profondeur a été envisagée, qui permet à
l’utilisateur d’annoter avec des traits de pinceau au lieu d’assigner pixel par pixel. Cette amé-
lioration n’a pas été testée pour vériﬁer si les résultats obtenus étaient plus précis puisque les
tests effectués montrent déjà l’efﬁcacité de la méthode avec un très petit nombre de pixels.
Cette différente manière d’annoter les images présente une amélioration pour l’utilisateur mais
ne modiﬁe pas l’algorithme puisque les pixels annotés sont déjà tous considérés. Une autre
amélioration possible sur le même thème était de permettre à l’utilisateur d’effectuer des an-
notations avec des valeurs non constantes de profondeur. Comme c’est généralement le cas
dans des images réelles, les objets ne constituent pas un plan unique de profondeur mais pré-
sentent différentes épaisseurs et différentes formations géométriques qui font que la profondeur
d’un objet peut changer d’un pixel à l’autre. Cette modiﬁcation représenterait des changements
signiﬁcatifs dans la méthode pour pouvoir considérer un nombre important de classes de pro-
fondeur. Par exemple, il serait possible de considérer une gamme de valeurs de profondeur pour
un objet plutôt qu’une seule valeur, mais il serait nécessaire de trouver une façon de spéciﬁer
la direction des variations de profondeur ainsi qu’une forme géométrique. Par exemple dans le
cas d’une sphère, il faudrait pouvoir spéciﬁer que le point central de la sphère est le plus près de
la caméra et que la profondeur augmente plus on se rapproche des rebords. Ce problème pour-
rait aussi être partiellement résolu en intégrant un système d’interpolation entre les valeurs de
profondeur assignées.
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4.2.2 Classes de profondeur multiples
Les tests effectués ont tous été réalisés avec seulement deux classes de profondeur par souci
de simplicité mais il est évident que pour appliquer la méthode sur des images réelles il est né-
cessaire d’offrir la possibilité d’annoter avec multiples valeurs de profondeur. Pour considérer
un petit nombre de classes de profondeur, cela ne requiert pas de changements importants dans
la méthode. Il faut modiﬁer l’algorithme pour que chaque classe soit comparée une fois contre
chacune des autres classes et une probabilité d’appartenir à chacune des classes sera calculée
pour chaque pixel. Cela réduira probablement la certitude absolue d’assignation de profondeur
de chaque pixel puisque l’on considère plus de possibilités qu’avant mais en utilisant des seuils
il est possible d’éliminer les probabilités les plus faibles.
Pour travailler avec un nombre élevé de classes de profondeur (par exemple les valeurs maxi-
males de 256 teintes de gris), il faudrait probablement modiﬁer substantiellement la méthode.
Il faudrait tout d’abord étudier la perception humaine pour découvrir si vraiment l’humain est
capable de discerner 256 niveaux de profondeur dans une image en 3 dimensions. Il serait envi-
sageable de regrouper les différentes valeurs de profondeur dans un nombre n de regroupement
de valeurs pour diminuer les possibilités selon le maximum de précision qui peut être discerné
par l’œil humain. L’ajout de ces considérations augmenterait de toute façon notablement la
complexité des calculs à effectuer.
Cela permettrait de se rapprocher de valeurs de profondeur continues, donc le problème devien-
drait une régression plutôt qu’un problème de classiﬁcation. En transformant aussi la méthode
pour obtenir une solution probabiliste plutôt que déterministe, il serait possible d’interpoler des
valeurs de profondeur selon une proportion reliée à chaque probabilité. Par exemple si l’on se
retrouvait dans un cas où on avait 50% de chance d’avoir une profondeur égale à 1 et 50% de
chance d’avoir une profondeur de 2, on se retrouverait avec une profondeur de 1.5.
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4.3 Problèmes envisagés
Une méthode basée sur la propagation de l’information comme celle-ci se verra toujours confron-
tée à des problèmes communs qui devront être résolus d’une manière quelconque. Ces pro-
blèmes ont été prévus et des solutions ont été envisagées mais n’ont pas été testées. Certaines
des solutions ont été testées dans le cadre de la méthode d’estimation de mouvement puisque
la plupart de ces problèmes sont liés à la correspondance entre les pixels que l’estimation de
mouvement se veut améliorer. Cette section présente une liste concise de ces problèmes ainsi
que des solutions proposées.
4.3.1 Problème des occlusions
Dans une situation où l’on a une séquence vidéo impliquant du mouvement, il va invaria-
blement avoir des occlusions d’une image à l’autre quand des portions d’un objet vont, par
exemple, passer derrière un autre objet. Cela veut dire que des pixels d’une image n’auront pas
de correspondance dans l’image suivante ou vice-versa. Cela pose problème pour une méthode
qui essaie de trouver une correspondance 1 pour 1 entre les pixels des images dans le temps.
Cela va généralement créer des problèmes de mauvaise correspondance puisqu’un pixel ne
trouvant pas sa correspondance va probablement choisir un des pixels voisins ce qui va causer
des problèmes au niveau du déplacement calculé des pixels.
Il y a potentiellement plusieurs solutions à ce problème. Selon la littérature consultée, il n’y
a pas de solution miracle adoptée par tous et c’est la raison pourquoi plusieurs solutions ont
été envisagées et certaines testées. L’ébauche de solution retenue pour ce problème est d’avoir
une classe spéciale étant équivalente au mouvement ou à la profondeur correspondante à une
occlusion. Cette solution implique une technique pour trouver où sont les occlusions ce qui est
parfois plus simple que de régler le problème des occlusions. Dans cette solution, les occlu-
sions sont trouvées en exécutant la correspondance entre les deux images en allant de l’avant et
en allant par l’arrière. En effectuant cette comparaison dans les deux sens, par la suite les mou-
vements calculés de chaque pixel sont comparés. Les pixels ayant des vecteurs de mouvement
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opposés dans les deux sens sont validés comme étant de bons résultats, par contre les pixels
ayant de grandes différences sont de bons candidats pour des occlusions, encore plus dans le
cas où ces pixels sont placés à la bordure d’un objet. Une fois ces pixels ciblés il est possible
de les marquer comme des occlusions puis d’appliquer une méthode différente pour assigner
la profondeur.
4.3.2 Problème de l’estimation de mouvement
Comment mentionné plus haut, cette méthode dépend fortement d’établir une bonne corres-
pondance entre chaque pixel d’une image et les pixels de l’image suivante. Étant donné qu’une
séquence d’images réelles est rarement statique, les objets et donc les pixels vont se déplacer
dans le temps, ce qui implique que pour la propagation de l’information, par exemple entre
l’image clé annotée et l’image suivante, il est impératif de trouver avec précision le dépla-
cement des pixels d’une image. Si l’on a associé une profondeur à un objet, on doit pouvoir
associer la même profondeur à un objet dans l’image suivante. La section de l’état de l’art note
plusieurs techniques pour produire une bonne estimation de mouvement, cependant après ré-
ﬂexion et expérimentations, il s’est avéré que la technique du random-walker employée pour
la propagation de l’information pouvait tout aussi bien être appliquée au problème d’estima-
tion de mouvement puisque son principe de base s’y prête bien. C’est ce besoin d’une bonne
technique d’estimation de mouvement ainsi que la perspective des problèmes que l’on allait
rencontrer avec la méthode qui a réorienté les recherches vers l’estimation de mouvement.
Toujours en voulant améliorer la technique d’estimation de profondeur avec une méthode plus
poussée d’estimation de mouvement, c’est dans cette direction que les recherches ont continué.
4.3.3 Mouvement hors du plan de la caméra
Un problème envisagé aussi mais pour lequel aucune solution n’a été conçue surviendrait
quand les objets ont un mouvement de grande envergure dans l’axe de la caméra. C’est-à-dire
qu’ils se rapprochent ou s’éloignent de la caméra. Essentiellement, le problème vient du fait
que l’objet va contenir plus ou moins de pixels en prenant plus ou moins de place dans l’image.
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Ceci va à l’encontre de la contrainte de consistance du mouvement intra-image puisque les dif-
férents pixels d’un même objet auraient des mouvements différents et que cela va à l’encontre
de cette contrainte. Ce problème a été envisagé comme posant une difﬁculté potentielle mais
des tests de ce cas n’ont pas été étudiés en profondeur pour permettre de suggérer une solution
potentielle autre que de relaxer la contrainte mentionnée précédemment.
4.3.4 Régions non texturées
Un autre problème fréquemment rencontré par les méthodes calculant une correspondance de
pixel à un niveau très précis est le manque d’information pour différencier les pixels de ses
voisins. Étant donné que pour trouver le pixel correspondant au pixel courant dans l’autre
image on le compare à plusieurs pixels dans une région rapprochée à sa position originale, si
chacun de ces pixels est identique, il devient assez difﬁcile de trouver la correspondance exacte.

CHAPITRE 5
RÉSULTATS OBTENUS - ESTIMATION DE MOUVEMENT
Des tests plus exhaustifs ont été effectués pour la méthode d’estimation de mouvement puisque
la recherche s’est concentrée sur le sujet. Il existe aussi des méthodes et des ensembles d’images
distribuées pour quantiﬁer le succès d’une méthode d’estimation de mouvement. Par exemple,
il existe des bancs de tests qui permettent de classer la méthode par rapport à plusieurs mé-
thodes publiées. Il est possible de classer une méthode selon son efﬁcacité en comparant les
résultats obtenus avec des résultats de référence, il en existe plusieurs mais ce qui a été utilisé
majoritairement est Middleburry [ref : Middleburry]. Les premiers tests ont été effectués vi-
suellement en afﬁchant des ﬂèches sur chaque pixel pour visualiser le mouvement calculé pour
chaque pixel. Une autre technique qui a été utilisée est d’attribuer une gradation de couleur
pour chaque mouvement possible et de superposer une image de couleur sur l’image étudiée
pour visualiser le mouvement. Chaque sous-section suivante présentera les résultats obtenus,
séparés selon la méthode utilisée pour visualiser qui correspond aussi à un certain ordre chro-
nologique d’évolution de la méthode. Même si les résultats sont comparés visuellement, les
explications utiliseront les deux mesures qui sont utilisées par Middleburry pour comparer les
méthodes, elles sont déﬁnies dans les sections suivantes.
5.1 Représentation par ﬂèches / Comparaison visuelle
Les premiers tests effectués pour évaluer le potentiel de la méthode n’étaient pas encore com-
parés à des résultats de référence mais étaient jugés visuellement, souvent parce que le dépla-
cement dans l’image était relativement simple à représenter. En premier lieu, la direction du
mouvement trouvé par la méthode était considérée comme le facteur de réussite le plus impor-
tant. Puisque la précision de la méthode est limitée au pixel près, il est moins grave d’avoir une
erreur entre un déplacement trouvé de (1, 0) et un déplacement réel de (2, 0) que de trouver un
déplacement de (-1, 0) pour le même déplacement réel. Premièrement, mathématiquement cela
représente une plus petite différence de distance absolue et, ﬁnalement, pour une application
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qui utiliserait ensuite le mouvement trouvé, un mouvement dans la bonne direction mais de
plus petite envergure génère moins d’erreurs potentielles qu’un mouvement dans la mauvaise
direction. Les premiers tests effectués ont surtout servi à valider la faisabilité de la méthode et
à donner une évaluation sommaire de la performance de la méthode.
Des tests volontairement plus faciles à réaliser ont été effectués. En général, les images étaient
fortement texturées autant au niveau du fond de l’image que de l’objet qui se déplaçait dans
la séquence. Les objets étant souvent des ellipses aussi fortement texturées ce qui permettait
à la méthode de facilement la distinguer par rapport au fond de l’image qui était immobile.
Certaines formes différentes et moins régulières ont été utilisées comme vériﬁcateur de la mé-
thode tout au long des expérimentations pour vériﬁer que la méthode pouvait toujours résoudre
des cas simples, même après des changements signiﬁcatifs de la logique employée. Il est dif-
ﬁcile de montrer des images complètes puisque les résultats présentent une ﬂèche par pixel
et les images employées sont de relativement grande taille pour permettre de tester aussi la
performance de la méthode en terme de temps d’exécution. Ce qui est plutôt important est de
visualiser certaines parties de l’image où il peut y avoir des erreurs, notamment dans les cas
mentionnés précédemment où il peut y avoir des occlusions, des textures ne fournissant pas
assez d’information pour la différenciation et dans le cas de mouvements non linéaires.
Les résultats obtenus sur ces images de tests montrent que la méthode proposée peut au moins
résoudre des problèmes simples et c’était le but du test effectué. Ces tests permettent de valider
tout changement à la méthode comme étant un changement positif et permettent aussi souvent
de déceler des problèmes qui pourraient survenir lors d’une modiﬁcation. Par exemple si dans
les résultats obtenus sur ces tests simples on commence à remarquer des frontières plus ﬂoues,
on peut en déduire que, probablement, la dernière modiﬁcation ne respecte pas très bien les
contraintes de similarité entre les pixels voisins. À plusieurs reprises durant les expérimenta-
tions, ces images ont permis de corriger un problème car elles rendent plus facile l’analyse des
erreurs.
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5.2 Représentation par couleurs
Une autre technique de visualisation et de comparaison des résultats obtenus par la méthode
avec des résultats de référence est de créer une distribution de couleurs représentant chaque
mouvement possible dans un plan (x, y). Cette façon de procéder peut rendre la comparaison
à première vue plus facile puisqu’elle permet une vue d’ensemble rapide sur les résultats ob-
tenus. Le processus de génération d’un tel ensemble de couleurs implique généralement de
transformer les coordonnées des vecteurs de mouvements (x, y) en une valeur de couleurs
RGB. Une façon simpliste est de prendre la valeur minimale en x (soit -taille horizontale de
la fenêtre de recherche) et de la faire correspondre à une petite valeur entre 0 et 255 en rouge.
Ensuite, on divise les valeurs jusqu’à 255 en sauts égaux correspondants au nombre possible
de variations de distance horizontale. On fait ensuite de même pour les déplacements verticaux
avec la couleur bleue et on combine ensuite les deux pour obtenir une image de référence pour
visualiser les mouvements.
Plusieurs tests ont été réalisés en utilisant cette technique de visualisation puisque l’ensemble
d’images qui ont été utilisées pour mesurer l’efﬁcacité de la méthode fournit un espace de
couleurs semblablement construit. Pour visualiser rapidement l’amélioration ou la dégradation
de la méthode suite à des changements il sufﬁt de comparer visuellement l’image de référence
de mouvements avec celle générée par la méthode. Cette technique permet aussi facilement
de discerner les zones d’erreur importantes dans les résultats obtenus en se ﬁant à la teinte de
la couleur attribuée à la zone de pixels, une teinte très différente signiﬁe probablement une
erreur importante de direction des vecteurs de mouvement calculés ce qui peut nécessiter une
investigation pour comprendre la raison de l’erreur produite. Cette façon de procéder a permis
souvent de régler des problèmes présents dans les modèles utilisés par la méthode et permet
aussi de rapidement ajuster les paramètres qui contrôlent les résultats obtenus en fonction de
l’image colorée des vecteurs de mouvements obtenus. Voici un aperçu de l’espace de couleurs
utilisé pour visualiser les résultats [Middleburry].
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Figure 5.1 Carte de couleurs pour taille 25
La technique pour afﬁcher un ﬂux optique en fonction de l’espace de couleur est aussi fournie
par Middleburry, donc en générant deux matrices représentant les déplacements horizontaux
et verticaux on arrive à générer une image colorée en fonction des déplacements. Cependant,
l’espace de couleur utilisé par Middleburry est continu mais les déplacements générés par la
méthode sont distincts alors il se glisse parfois des erreurs d’arrondis qui peuvent faire appa-
raître la zone comme étant en erreur alors qu’en fait c’est seulement une question d’arrondi qui
a généré une teinte différente. C’est pour cette raison qu’il est important de toujours garder la
carte complète des couleurs pour faire la comparaison et non pas seulement comparer la teinte
visuellement.
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Figure 5.2 Espace de couleurs du mouvement continu fourni par
Middleburry
5.3 Différence de position ﬁnale endpoint error
La première métrique employée pour comparer les techniques est l’erreur de position ﬁnale
ou endpoint error. Elle représente la différence moyenne géométrique entre la position ﬁnale
calculée pour chaque pixel et la position réelle déﬁnie par l’image de référence contenant le
mouvement exact de chaque pixel. En d’autres mots, elle est déﬁnie comme suit :
AEE =
1
NM
NM
∑
i j
√
(xi j −GTi j)2 (5.1)
Où AEE = Average Endpoint Error, pour une image de taille N par M, où xi j correspond à
la position du pixel à la rangée i et colonne j et GTi j dénote la valeur de référence de dé-
placement de pixel fournie par le contenu d’évaluation. Cette métrique sert principalement à
mesurer l’ampleur moyenne de l’erreur en distance de pixels, c’est-à-dire que plus le mou-
vement calculé amène le pixel loin de la position de référence, plus l’erreur sera importante.
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La magnitude de cette métrique est plus importante selon la magnitude des mouvements dans
l’image et c’est en présence de grands déplacements qu’elle permet le mieux d’évaluer la pré-
cision d’une méthode. Dans des cas ou le mouvement est de petite envergure, l’erreur calculée
peut être trompeuse, par exemple dans le cas où le mouvement calculé serait de (-1, 0) et que
le mouvement de référence est de (1, 0), l’erreur est seulement de 2 pixels, mais en pratique le
mouvement estimé part complètement dans la direction opposée. C’est pour cette raison qu’une
métrique différente est aussi calculée en parallèle.
5.4 Différence d’angle de mouvement Angular Error
Complémentaire à la métrique de différence de position, la différence d’angle de mouvement
calcule la moyenne des différences d’angles entre le mouvement calculé et l’angle véritable du
mouvement. Elle est déﬁnie comme le produit scalaire des deux vecteurs divisé par le produit
de leurs normes et ensuite on calcule le cosinus inverse (arccos). Les deux vecteurs sont nom-
més MV pour le vecteur calculé et GT pour la réponse attendue. La métrique est appliquée
sur chaque pixel et la moyenne sur toute l’image est calculée pour avoir une mesure d’erreur
d’angle moyenne. Pour tenir compte du fait que les vecteurs peuvent être nuls, les vecteurs sont
tous considérés sur trois dimensions et ayant une valeur unitaire pour la coordonnée en Z.
AAE = arccos(
MV ·GT
(‖MV‖ · ‖GT‖)) (5.2)
Par opposition à l’erreur moyenne de position, l’erreur angulaire est plus efﬁcace sur les petits
déplacements puisque c’est l’angle entre les deux vecteurs qui compte plutôt que la distance
entre leur point ﬁnal. La faiblesse de cette métrique est qu’elle n’arrivera pas à calculer une
différence importante entre deux vecteurs de mouvement ayant le même angle mais une dis-
tance différente. La conclusion de l’étude de ces deux erreurs est qu’elles ne peuvent pas tout à
fait être remplacées et devraient être utilisées en conjonction l’une avec l’autre. Pour appuyer
cette conclusion, la table de comparaison des résultats de Middleburry offre la classiﬁcation
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des méthodes en fonction de ces deux métriques même s’ils semblent proposer d’utiliser prio-
ritairement l’erreur de différence de position ﬁnale (EE).
5.5 Images artiﬁcielles
Parmi les images fournies par Middlebury, il y a une série d’images qui correspond bien aux
tests à effectuer avec la méthode. Ces images fournissent les vecteurs de mouvements en réfé-
rence pour permettre d’évaluer sa méthode et plusieurs autres méthodes sont aussi classées sur
le site du data set selon les résultats obtenus en afﬁchant les métriques utilisées comme l’erreur
angulaire moyenne et l’erreur de mouvement moyenne. C’est avec cette séquence d’images
que la majorité des tests de performance de la méthode ont été réalisés. Dans ces images, on
retrouve les images Urban 2 et Urban 3 qui représentent des scènes créées artiﬁciellement
contenant des gratte-ciels et qui présentent généralement un mouvement de caméra constant.
Figure 5.3 Images 10 et 11 - Middleburry Urban 2
Ces images ont été choisies puisque les vecteurs de mouvements de référence sont fournis
par Middleburry pour pouvoir tester les méthodes contre la réponse à obtenir. Ces images
sont 640x480 pixels et contiennent 3 canaux de couleurs RVB (Rouge-vert-bleu). Elles sont
aussi intéressantes d’un point de vue de l’estimation de mouvement car la scène est composée
d’objets solides qui ne se déforment pas avec le mouvement et qui sont fortement texturés. Ces
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caractéristiques répondent bien aux demandes de la méthode, particulièrement, des objets se
déformant ne sont pas bien supportés par la méthode. Selon la conception de la méthode, des
pixels similaires doivent normalement se déplacer dans la même direction puisque les pixels
voisins semblables vont s’inﬂuencer entre eux pour aller dans la même direction. Aussi, comme
mentionnées plus haut, de grandes zones sans texture dans une image sont problématiques
pour l’estimation de mouvement car on perd de l’information de référence si tous les pixels
sont similaires dans une grande zone. Dans ces images, le mouvement vient entièrement de la
caméra ce qui implique que les objets bougent généralement dans des directions constantes.
La ﬁgure 5.4 représente les résultats obtenus par la méthode pour ces images avec les meilleurs
paramètres possible. Pour obtenir un meilleur résultat, on réduit la taille de l’image originale
pour réduire l’importance de certaines des particularités de cette image, par exemple il y a
plusieurs zones dans cette image très fortement texturées, mais où la texture est très répétitive.
Ceci pose un problème pour la méthode puisque pour trouver un pixel similaire dans l’image
suivante, on compare les caractéristiques d’un pixel avec tous les pixels dans la fenêtre de
recherche dans l’image suivante. Dans ses caractéristiques, on retrouve les voisins immédiats
d’un pixel puisque chercher un pixel de la même couleur n’est pas nécessairement sufﬁsant
pour trouver le même pixel dans l’image suivante. Dans le cas d’une image ayant beaucoup de
textures répétitives, la certitude d’un pixel est diminuée pour chaque pixel ayant des voisins
suivant le même motif. Cela a tendance à produire des résultats moins bien distribués puisque
la propagation de l’information est inﬂuencée par la certitude des pixels voisins.
On remarque qu’en se comparant avec l’image de référence (Figure 5.4a), il y a une petite zone
en erreur (en bleu). Cette couleur est attribuée aux déplacements vers le haut à gauche alors
que dans l’image de référence (turquoise), le déplacement est plutôt vers la gauche et quelque
peu vers le bas. Dans les images originales, cette zone est une forte zone d’occlusions, avec le
mouvement de la caméra, la construction en avant-plan passe devant la construction en arrière-
plan ce qui cause les erreurs que l’on voit dans l’image. Si on regarde l’image représentant
la conﬁance liée au déplacement, on s’aperçoit que cette zone n’est pas du tout en conﬁance.
Cela implique en fait que plusieurs déplacements possibles étaient également probables dans
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Figure 5.4 Résultats Urban2 - 35% taille réelle
cette zone alors l’algorithme a choisi un déplacement parmi les plus probables. Dans ces cas, il
arrive parfois que l’algorithme choisisse le mauvais déplacement ce qui cause des erreurs. Mais
comme la conﬁance est prise en compte dans l’inﬂuence qu’ont les pixels sur leurs voisins, ces
pixels ayant une basse conﬁance n’auront pas beaucoup d’inﬂuence sur leurs voisins. C’est
pourquoi cette zone d’erreur est limitée comme on peut le voir. Dans cette image de conﬁance
(ﬁgure 5.5), la teinte passe de noir (moins certain) à blanc (plus certain).
L’image suivante est nommée "Urban 3" et fait partie de la même série d’images fournies par
Middlebury. Elle représente encore une scène dans une ville créée artiﬁciellement et contient
encore un mouvement de caméra uniforme. C’est avec cette image que la majorité des tests ont
été réalisés.
En analysant l’image colorée obtenue (Figure 5.7) on remarque certaines erreurs assez visibles,
par exemple la zone complètement rouge dans le haut de l’image ce qui correspondrait à un
mouvement totalement vers la droite. À première vue, cela peut sembler une erreur importante
mais le mouvement dans cette zone est bel et bien vers la droite mais moins important que
ce que la méthode a trouvé comme étant le mouvement le plus probable. En fait, les résultats
obtenus ressemblent beaucoup aux résultats de l’image de référence si ce n’est que des petites
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Figure 5.5 Résultats Urban2 - Conﬁance
Figure 5.6 Images 10 et 11 - Middleburry Urban 3
erreurs de distance ou d’angle qui sont généralement attribuables à une des difﬁcultés listées
plus haut.
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Figure 5.7 Résultats Urban3 - 35% taille réelle
5.6 Effets de la variation des différents paramètres
5.6.1 Paramètre contrôlant la diffusion
Les graphiques suivants représentent les différents résultats obtenus aux métriques d’erreur
selon la variation du paramètre beta en conservant les autres paramètres constants. Les valeurs
des paramètres d’importance des parties du descripteur ont été obtenues empiriquement en
faisant varier les paramètres à travers plusieurs itérations et en sélectionnant les meilleures
valeurs qui donnent les erreurs moyennes les plus faibles. Pour les ﬁgures suivantes les valeurs
suivantes des paramètres Gamma ont été utilisées : [10, 225, 225, 150, 150] ce qui signiﬁe que
pour obtenir les meilleurs résultats, la composante L du format de couleurs LAB est beaucoup
moins importante que A et B et on accorde une forte importance aux gradients en x et en y.
On remarque qu’en faisant varier le paramètre Beta, on améliore les résultats jusqu’à un certain
point et par la suite les résultats deviennent de moins en moins bons. C’est donc qu’il faut
pour les différentes images trouver cette valeur du paramètre de diffusion optimale qui va
donner les meilleurs résultats. La différence est assez grande entre les valeurs du paramètre
beta puisque l’on passe d’une erreur angulaire moyenne de 20 à 6.43 selon les différentes
valeurs du paramètre de diffusion.
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Figure 5.8 Erreur de distance moyenne selon Beta
Figure 5.9 Erreur d’angle moyen selon Beta
La ﬁgure 5.10 représente les résultats obtenus sur l’image Urban 3 avec le paramètre de diffu-
sion beta étant 1. Ces images symbolisent la correspondance initiale obtenue en n’appliquant
aucune diffusion de probabilité de mouvement dans l’image. Pour ces images, les correspon-
dances fournies par SIFT ne sont pas utilisées. Et le calcul de mouvement est effectué sur
chaque pixel de l’image (c’est-à-dire que les SP ne sont pas utilisés). La ﬁgure 5.11 montre les
75
résultats obtenus sur les images de Middlebury Urban 2. On remarque déjà une bonne distinc-
tion des formes générales contenues dans l’image. Ce qui est important d’obtenir est une bonne
distinction générale des zones de mouvements et que les mouvements obtenus soient dans la
bonne orientation.
Figure 5.10 Middlebury Urban3
a. Mouvement représenté par couleurs (beta = 1)
b. Certitude du résultat
5.6.2 SIFT
En ajoutant la correspondance SIFT à la méthode, cela permet d’utiliser la force de SIFT qui
est de trouver des pixels correspondants ayant une très grande certitude entre les deux images
et d’utiliser ceux-ci pour inﬂuencer fortement les pixels voisins en utilisant la diffusion de l’in-
formation. Principalement, l’ajout de SIFT à la méthode sert à s’assurer que la certitude de
certaines des correspondances trouvées est assez élevée pour inﬂuencer les autres pixels avoi-
sinants mais aussi pour renforcer les pixels déjà déterminés. Pour déterminer l’impact d’ajouter
l’utilisation de SIFT à la méthode, il faut ﬁxer le paramètre β et solutionner le problème sans
SIFT puis avec et comparer les résultats obtenus.
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Figure 5.11 Middlebury Urban2
a. Mouvement représenté par couleurs (beta = 1)
b. Certitude du résultat
Sans l’utilisation de SIFT et en ayant ﬁxé la valeur de β à 0.01, la différence de position
ﬁnale moyenne est de 0.67893 et la différence d’angle de mouvement moyenne est de 12.9142.
Avec l’utilisation de SIFT et la même valeur de β , la différence de position ﬁnale moyenne est
de 0.65867 et la différence d’angle de mouvement moyenne est 12.4708. Le comparatif des
résultats est visible à la ﬁgure 5.12.
5.6.3 Taille du noyau
La taille du noyau dans la méthode contrôle la fenêtre de recherche qui est utilisée pour explorer
l’image suivante pour rechercher une correspondance pour un pixel. La taille du noyau de
recherche pour l’image suivante et celle qui détermine dans la même image la taille affectée du
voisinage sont deux paramètres séparés ce qui permet un contrôle plus précis sur les résultats
obtenus par la méthode. Dans la plupart des expérimentations, la taille du noyau de recherche
dans la même image a été ﬁxée à 3 ce qui signiﬁe que 8 pixels autour du pixel recherché sont
considérés. Et pour ce qui est de la taille du noyau dans l’image suivante, elle peut varier en
fonction de la taille de l’image. Elle doit être assez grande pour englober tout mouvement
qui pourrait possiblement survenir entre deux images d’une séquence. Il faut aussi prendre en
compte que la taille originale de l’image sera aussi diminuée souvent jusqu’à 35% de sa taille
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Figure 5.12 Comparaison avec et sans SIFT avec β = 0.01
Ligne du haut sans SIFT
Ligne du bas avec SIFT
originale. Durant les expérimentations, une taille de noyau entre 10 et 15 semble donner les
meilleurs résultats adaptés à la taille de l’image utilisée.
En prenant en exemple l’image Urban3 et en ﬁxant le paramètre de diffusion β à 0.0001 avec
une taille de noyau inter-images à 5, on obtient comme résultat ce qui est présenté à la ﬁgure
5.13. Les images 1 et 2 présentent un cas où le noyau de recherche serait trop petit pour capturer
l’amplitude de tous les mouvements contenus dans l’image. Les images 3 et 4 présentent les
résultats quand tous les mouvements sont capturés. Cependant, la qualité des résultats obtenus
vient au coût d’un temps de calcul plus élevé puisque pour générer la matrice de similitude U, il
faut considérer 15 par 15 donc 225 pixels au lieu de 5 par 5 (25). Augmenter la taille du noyau
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de recherche davantage ne donnerait pas de meilleurs résultats puisque les mouvements sont
déjà inclus parmi le noyau. Cela ne ferait qu’augmenter le temps de calcul et aussi diminuer
potentiellement la certitude de chaque mouvement puisqu’il existerait une plus grande quantité
de mouvements possibles pour chaque pixel.
Figure 5.13 Comparaison sur la variation de la taille du noyau de
recherche (Avec β = 0.0001)
Ligne du haut : Avec taille=5, AEE=1.4848, AAE=23.981
Ligne du bas : Avec taille=15, AEE=0.70039, AAE=15.1349
5.6.4 Superpixels
Les résultats suivants présentent les différentes mesures d’erreurs obtenues en fonction de plu-
sieurs des paramètres de contrôle de la méthode. La première ﬁgure 5.14 présente les AEE en
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fonction du paramètre β quand les SP sont utilisés pour solutionner le problème et la seconde
l’AAE. Comme pour la méthode sans les SP, on remarque qu’à un certain point augmenter le
paramètre de diffusion donne des moins bons résultats, il faut donc trouver la bonne valeur de
β pour obtenir les meilleurs résultats.
Figure 5.14 Comparaison de l’effet de la variation de β sur les SP (AEE)
maximum : 0.94846
minimum : 0.66964
Figure 5.15 Comparaison de l’effet de la variation de β sur les SP (AAE)
maximum : 19.6987
minimum : 14.188
La variation de ce paramètre n’a pas d’effet notable sur le temps d’estimation du mouvement
et le paramètre β n’affecte pas les calculs de la matrice de similitude du voisinage. Par contre,
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il est possible de faire varier le paramètre qui détermine le nombre de pixels considéré par
SP ce qui aura un impact sur les temps de calcul et sur les résultats obtenus. Donc en ﬁxant
le paramètre β à la meilleure valeur possible trouvée précédemment on obtient les résultats
suivants. Avec la ﬁgure 5.16, on remarque que le temps d’exécution augmente de façon linéaire
avec le nombre de pixels considéré par SP ce qui correspond avec l’analyse de l’algorithme.
Les mesures d’erreur sont présentées dans les ﬁgures 5.17 et 5.18.
Figure 5.16 Comparaison de l’effet de la variation du nombre de pixels
considérés par SP (Temps en secondes)
5.7 Comparatif avec d’autres méthodes
Dans le tableau comparatif 4.1, on compare les scores obtenus selon les deux métriques de com-
paraison proposées par Middlebury qui est la source des images. Les méthodes de NNF-Local
et de NNF-ﬁeld sont deux autres méthodes répertoriées sur le site comparatif des méthodes
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Figure 5.17 Comparaison de l’effet de la variation du nombre de pixels
considérés par SP (AEE)
et elles sont classées comme ayant obtenu parmi les meilleurs résultats sur l’image Urban 2
(l’image Urban 3 n’est pas listée en tant que comparatif). Les valeurs calculées ci-dessous qui
sont marquées comme arrondies sont obtenues en arrondissant au pixel près les valeurs de dé-
placements dans la référence proposée par la méthode pour tenter d’ignorer les erreurs dues
aux problèmes d’arrondis. Dans les cas où la taille de l’image est diminuée, l’image de réfé-
rence est aussi diminuée du même facteur et les vecteurs de mouvement sont aussi multipliés
par le même facteur.
La comparaison avec les autres méthodes n’est pas présentée pour montrer que la méthode
proposée est meilleure ou pas puisque pour effectuer la comparaison efﬁcacement, il faudrait
aller chercher des comparaisons sur toutes les images qui font partie du test. Ces valeurs sont
seulement présentes pour donner une idée des valeurs que d’autres méthodes obtiennent sur
ces deux métriques. La mesure d’angle moyen donne de moins bons résultats dans notre cas
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Figure 5.18 Comparaison de l’effet de la variation du nombre de pixels
considérés par SP (AAE)
Tableau 5.1 Comparaison Urban avec autres méthodes
Méthode Images arrondi AEE AAE Beta Échelle
NNF-Local Urban - 0.23 2.39 - 1
NN-ﬁeld Chen et al. (2013b) Urban - 0.52 1.89 - 1
Méthode proposée Urban2 non 0.41 6.79 .0002 0.35
Méthode proposée Urban3 non 0.31 6.43 0.00002 0.35
Méthode proposée Grove2 non 0.321 11.0 0.001 0.35
Méthode proposée Grove2 oui 0.58 5.57 0.001 0.35
Méthode proposée Grove3 non 0.467 5.57 0.001 0.35
Méthode proposée Dimetrodon oui 0.225 9.247 0.01 0.35
en partie parce que la méthode proposée est discrète alors une petite erreur de distance peut se
traduire par une erreur de plusieurs degrés si le centre du pixel résultant tombe à environ 1/2
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pixel de distance. Il en résulte probablement une erreur angulaire moyenne un peu plus élevée
qu’elle le serait si la méthode supportait des résultats continus.
5.7.1 Autres résultats
Certaines autres images analysées sont aussi intéressantes d’un point de vue technique. Certains
de ces tests sont effectués sur des images réelles et non pas de synthèse ce qui parfois augmente
le niveau de difﬁculté. Elles font partie de différents autres ensembles de tests d’images mais
les résultats sont plus difﬁcilement quantiﬁables puisque ces ensembles d’images n’incluent
pas d’images de références pour permettre de quantiﬁer les erreurs dans les résultats obtenus.
Il faut donc évaluer les résultats obtenus de façon visuelle ou en appliquant un algorithme d’in-
terpolation en utilisant la première image et le mouvement calculé pour tenter de reconstruire
la deuxième image. Cependant, cela ne donne pas toujours des bons résultats puisque quand
un objet se déplace devant un autre objet, il ne faisait pas partie de la portée de cette étude
d’arriver à remplir le trou laissé par un objet déplacé artiﬁciellement dans l’image. D’autres
recherches se concentrent actuellement encore à résoudre ce problème. C’est pour cette raison
que ces images sont étudiées de façon différente aux autres images présentées précédemment.
Parmi les exemples, il y a les images de Marple qui représente un homme étendant le bras pour
aller décrocher un téléphone. La scène ne contient pas vraiment de mouvement autre que celui
du personnage principal.
Le résultat de cette image n’a pas été coloré selon le mouvement trouvé par la méthode mais
plutôt une couleur a été attribuée à chaque pixel en fonction de la similarité entre les super-
pixels et les superpixels voisins pour visualiser les régions plus générales de mouvement. Cette
façon de présenter se rapproche plus de la segmentation par mouvement mais elle a été utilisée
pour valider que la méthode avec les superpixels produisait des zones de mouvement qui res-
pectaient bien les frontières réelles dans l’image. Comme on peut le voir dans cette image, le
bras et le visage sont presque respectés à 100% et il faudrait probablement simplement régler
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Figure 5.19 Images 20 et 21 de Marple
Figure 5.20 Résultats du mouvement Marple
l’algorithme de génération des superpixels pour s’assurer qu’il respecte bien les frontières dans
l’image.
CHAPITRE 6
DISCUSSION SUR LA MÉTHODE - GÉNÉRATION DE CARTES DE
PROFONDEUR
6.1 Méthodes semi-automatiques
Pour résoudre le problème de la génération de cartes de profondeur, une méthode semi-automatique
semble être à favoriser. Tout au long des expérimentations et de l’analyse de la littérature sur
le domaine, la structure et les caractéristiques de la scène à traiter semblent être une constante
source de problèmes. D’ici à ce que les méthodes de calculs permettent d’analyser la scène
préalablement au calcul de la solution, un humain est encore mieux placé pour pouvoir fournir
des indices à la méthode sous la forme d’annotations pour minimiser l’impact de ces problèmes
liés à la scène. Comme mentionné aussi plusieurs fois, cela permet un plus grand contrôle sur
les résultats obtenus par la méthode et peut aussi permettre d’engager une itération d’améliora-
tion avec l’utilisateur en lui permettant de corriger certains défauts dans la carte de profondeur
générée.
C’est cette logique qui a guidé le choix du développement d’une méthode semi-automatique et
même après les expérimentations, cela semble toujours l’option la plus logique lorsque l’occa-
sion le permet. C’est pour cette raison qu’une partie des efforts ont été orientés vers l’amélio-
ration de la considération des annotations dans la méthode ainsi qu’une tentative pour trouver
la meilleure façon de permettre à l’utilisateur d’annoter les images. Évidemment que le but
principal reste de sauver du temps pour la génération de cartes de profondeur par rapport à une
méthode manuelle, alors ces annotations apportent chacune une grande amélioration du ré-
sultat obtenu. Il est envisageable qu’une méthode semi-automatique nécessite que l’utilisateur
connaisse les particularités de la méthode pour savoir où placer les meilleures annotations.
Ayant obtenu de meilleurs résultats avec la méthode principale sans avoir un besoin aussi im-
portant de l’estimation de mouvement, la principale direction d’amélioration de la méthode
aurait été la ou les façons de permettre aux utilisateurs d’annoter les images et de corriger les
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résultats obtenus, autant au niveau de la mécanique d’annotation que de l’incorporation des
annotations dans le modèle mathématique proposé.
6.2 Déplacement des pixels et propagation inter images
La génération d’une carte de profondeur d’une seule image avec des annotations d’un utilisa-
teur n’est pas la difﬁculté principale du problème à résoudre. En fait, c’est beaucoup plus la
génération des cartes de profondeur des images qui ne sont pas annotées par l’utilisateur qui
apporte de la complexité au processus. L’information qui a été calculée à partir de la première
image doit maintenant être propagée vers les autres images. Cela comprend les annotations et
l’estimation originale de la profondeur. Cette propagation dépend très fortement de la capacité
de la méthode à calculer le mouvement des pixels entre les images.
Une mauvaise correspondance trouvée entre des pixels pourrait causer de grandes erreurs sur
le résultat obtenu. Et une erreur de calcul entre deux images aurait un fort impact sur le résultat
global puisque l’information est propagée linéairement et que chaque image est inﬂuencée
par la précédente dans la série. Il devient très difﬁcile de sortir d’un cas où l’on serait en
erreur puisque la méthode à l’étape de calculer une image va être fortement inﬂuencée par la
précédente, les erreurs seront répliquées et souvent accentuées à travers la suite d’images.
Rapidement au travers des expérimentations plusieurs problèmes ont été rencontrés, qui ont
été mentionnés précédemment : le manque d’information dans les régions non texturées, le
problème des occlusions, mais surtout le problème de "ghosting" causé par une propagation
inter images fautive qui venait d’une mauvaise estimation du mouvement. Les autres problèmes
semblaient pouvoir être réglés en ajoutant certains calculs pour détecter les occlusions, par
exemple, mais le problème d’une mauvaise estimation de mouvement nécessitait d’être résolu
entièrement.
CHAPITRE 7
DISCUSSION SUR LA MÉTHODE - ESTIMATION DE MOUVEMENT
7.1 Améliorations et pistes de solutions aux problèmes rencontrés
7.1.1 Importance du descripteur
Tout au long des expérimentations, il est ressorti une forte tendance que la qualité des résultats
de la méthode dépendait fortement de la qualité du descripteur. Le descripteur est un vecteur
de caractéristiques extraites d’un pixel ou d’une zone de pixel qui sert à effectuer la comparai-
son entre deux pixels ou zones. Dans la littérature, on retrouve toutes sortes de descripteurs de
pixels qui s’adaptent souvent à l’application qui l’utilise. Dans notre cas, un descripteur ne de-
vait pas être trop complexe car le plus d’information contenue dans le descripteur, plus longue
sera la comparaison entre deux pixels. Dans notre étude, comme le temps de calcul restait un
critère pour la performance de la méthode, il fallait se limiter à un descripteur qui permettait
de régler certains problèmes de la méthode tout en restant relativement simple.
Après expérimentations, en plus d’un descripteur de la couleur de chaque pixel, un descripteur
de voisinage a été choisi pour plusieurs raisons. Comme la méthode cherche le mouvement
de manière dense, il faut donc décrire chaque pixel. Cela peut entraîner plusieurs problèmes
qui sont reliés à une absence d’information quand un pixel est dans une zone sans texture. En
effet, peu importe la qualité d’un descripteur ne tirant son information que du pixel même, si ce
pixel est au milieu d’une large zone où tous les pixels sont semblables, il n’y a pas de moyen
pour le différencier des pixels voisins. C’est pour cette raison qu’un descripteur considérant
le voisinage dans une certaine fenêtre a été choisi. En considérant les voisins du pixel, on se
rapproche d’une comparaison de "textures" ce qui améliore grandement la performance dans
les zones faiblement texturées. Cela apporte aussi des améliorations aussi dans les zones où
les textures sont répétitives puisque, dépendant de la grandeur de la fenêtre du descripteur, il
est probable qu’au moins quelques pixels vont considérer l’extérieur de cette zone répétitive et
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inﬂuencer les pixels à l’intérieur de la zone qui manqueraient d’information. Dans notre cas,
ces problèmes sont diminués puisque le descripteur utilisé considère les voisins (RVB) ainsi
que les gradients de l’image.
Avant d’arriver à ce descripteur, plusieurs autres ont été testés pour vériﬁer leur efﬁcacité. Plu-
sieurs de ceux-ci sont proposés dans différentes autres méthodes et ont été évalués pour valider
leur solution apportée aux problèmes fréquents mentionnés précédemment. Par exemple, dans
la littérature, on peut retrouver le Local Binary Pattern et un descripteur qui ressemble à celui
utilisé, l’Histogram of Gradients. Les principes de ces descripteurs suivent aussi une tendance
de décrire la texture autour d’un pixel au lieu de seulement prendre de l’information sur le pixel
lui-même. Certains de ces descripteurs ne présentaient tout simplement pas l’information re-
cherchée pour régler les problèmes rencontrés. Ces descripteurs ont été étudiés après avoir déjà
mis en place le descripteur utilisé donc il y avait déjà une base pour permettre une comparaison
entre les résultats obtenus avec le descripteur déjà choisi et les autres options.
Dans le cas du LBP, on sélectionne une fenêtre autour d’un pixel, on prend les valeurs de ces
pixels de façon circulaire et pour chaque valeur, si elle est plus grande que celle du pixel central
on attribue un 1 à ce pixel, sinon un 0. Cela nous donne donc un chiffre sur 8 bits par pixel
dans la fenêtre et on calcule par la suite l’histogramme de fréquence de ces chiffres sur toute
la fenêtre. Cet histogramme peut être par la suite traduit en un descripteur de longueur 256 qui
contient la fréquence de chaque possibilité de valeur sur 8 bits. L’intention de ce descripteur
est d’obtenir de l’information sur les voisins du pixel tout en s’assurant que cette information
n’est pas dépendante de la rotation des objets dans l’image. Ce descripteur ajoutait un peu de
complexité durant le calcul de la solution et au ﬁnal ne semblait pas offrir d’amélioration sur les
résultats obtenus. Cependant, par sa composition, il pourrait être adapté pour les SP puisqu’il
fonctionne déjà selon un principe de description par fenêtre.
L’importance d’un bon descripteur est conﬁrmée par l’analyse de la littérature ainsi que par
les expérimentations effectuées. Plusieurs des problèmes que la méthode avait au début des
expérimentations ont été réglés suite à l’implémentation d’un descripteur de texture.
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7.1.2 Apprentissage des paramètres de la méthode
La méthode s’appuie sur plusieurs paramètres pour produire les résultats et la majorité des
paramètres ont été déterminés empiriquement à travers les expérimentations. Cependant, il
serait intéressant, étant donné que certaines des séries d’images fournissent des images de
références pour calculer des métriques d’erreur, de trouver un processus d’apprentissage des
différentes valeurs des paramètres donnant les meilleurs résultats pour ces images. Certains
essais ont été réalisés dans cette direction au début de l’expérimentation avec la méthode mais
une fois la complexité augmentée par le descripteur contenant un nombre élevé de valeurs, les
techniques d’apprentissage itératif de base sont devenues rapidement trop lentes pour couvrir
toutes les combinaisons possibles des différents poids de chaque élément dans le descripteur.
La meilleure solution serait d’établir les paramètres par défaut de la méthode à partir de ceux
déterminés empiriquement qui, en moyenne, donnent les meilleurs résultats avec la méthode. À
partir de cette base, une méthode itérative serait mise en place pour déterminer les paramètres
optimaux pour une image spéciﬁque. Les poids qui seraient le plus intéressants à calculer avec
une technique comme celle-ci seraient la valeur accordée à chaque portion du descripteur.
Après plusieurs itérations, il deviendrait clair si le fait d’ajouter, par exemple, le gradient des
pixels voisins est utile à améliorer la méthode ou si le poids attribué expérimentalement tend
vers 0.
Cette façon de procéder permettrait aussi de tester si l’ajout de certains autres descripteurs dans
la formule améliore les résultats ou si, comme dans le cas des gradients, on ﬁnit par trouver
que la meilleure valeur est de 0. Logiquement, on devrait aussi observer que tout dépendant
du contenu des images, certaines portions du descripteur seraient plus ou moins utiles. Proba-
blement que, dans le cas de petits objets très différents de leurs alentours, les gradients et le
voisinage éloigné sont peu utiles et peuvent même nuire aux résultats puisque cela ajoute un
niveau de complexité inutile qui a un impact négatif sur la certitude des déplacements trouvés.
Cela dépasse les objectifs de l’élaboration de la méthode, mais une fois celle-ci perfectionnée
pour au moins une image, des itérations avec un utilisateur seraient intéressantes. Par exemple,
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dans le cas où une méthode interactive serait prévue, l’utilisateur pourrait visualiser le résultat
obtenu et modiﬁer les paramètres pour recalculer les résultats en fonction de ce qu’il pense
améliorerait le résultat ﬁnal. L’utilisateur devrait d’abord bien comprendre ce que la modiﬁ-
cation de chaque paramètre entraîne mais la méthode devrait aussi lui fournir un bon point de
départ pour commencer.
7.1.3 Considération des occlusions
Un des problèmes importants de la méthode est qu’il n’y a pas de traitement ou de technique
permettant de détecter et de tenir compte des occlusions. Pour référence, les occlusions sont
des pixels qui ne sont pas présents dans les deux images parce qu’ils sont occlus par un objet
généralement passant devant ceux-ci à travers la séquence d’images. Ces pixels posent un pro-
blème puisque la méthode va essayer de suivre le déplacement de chaque pixel d’une image à
l’autre. Dans un cas général, les séquences d’images comptent peu de ces pixels d’une image
à l’autre mais il est bon d’en tenir compte. Pour pouvoir en tenir compte, il faut en premier
arriver à les détecter. Il existe plusieurs méthodes dans la littérature pour arriver à détecter les
occlusions et une technique générale peut être appliquée à la méthode proposée.
En partant de l’afﬁrmation que la méthode donne des bons résultats et que les pixels en occlu-
sions sont des pixels qui ne sont pas présents dans une des deux images. On peut planiﬁer un
processus itératif où la méthode est appliquée une fois dans l’ordre chronologique des images
et une fois dans l’ordre inverse. Ensuite, en prenant les mouvements trouvés pour chaque pixel
et en faisant correspondre les pixels un à un, on peut assumer que les pixels n’ayant pas des
mouvements opposés sont des bons candidats comme étant des pixels en occlusion. Il en va de
même pour les pixels ayant plusieurs candidats très similaires dans un sens et plusieurs pixels
ayant le même pixel comme mouvement le plus probablement dans le sens contraire.
Les deux ﬁgures suivantes illustrent comment la détection des occlusions peut procéder. Dans
la première ﬁgure, il n’y aura pas d’occlusion de détectée puisque chaque pixel trouve son
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pixel correspondant dans l’image suivante. Dans la deuxième ﬁgure, les pixels bleus sont des
candidats pour des occlusions puisque la correspondance entre les pixels n’est pas du 1 pour 1.
Figure 7.1 Mouvements sans occlusions (Image1->Image2 et
Image2->Image1)
La détection des occlusions est seulement la première étape pour arriver à en tenir compte. Il
faut par la suite trouver une technique pour assigner à un pixel une valeur qui signiﬁe que le
pixel est en occlusion comme vecteur de mouvement. Par exemple, ce résultat peut être obtenu
en tenant compte du mouvement des autres pixels aux alentours qui ne sont pas en occlusion.
Dans certains cas, c’est justement les pixels voisins qui vont recouvrir certains pixels pour les
occlure dans l’image suivante. Dans ces cas, les pixels devraient tenir compte des frontières
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Figure 7.2 Mouvements avec occlusions potentielles
(Image1->Image2 et Image2->Image1)
originelles de l’objet maintenant occlus pour décider du mouvement le plus probable. Dans
le cas de la méthode proposée, les pixels aux frontières des objets qui deviennent occlus vont
"pousser" les pixels voisins similaires comme si l’objet au complet se déplaçait plus qu’il ne
se déplace réellement. Il faudrait donc trouver une technique qui permet de tenir compte des
occlusions et de réguler ces erreurs de mouvements qui sont générées.
CHAPITRE 8
CONCLUSION
Cette étude a servi à déterminer le potentiel d’une méthode d’optimisation de contraintes sur
l’estimation de la profondeur semi-automatique. Le but de la recherche étant de trouver une
technique rapide d’annotation et de propagation d’information de la profondeur sur une sé-
quence d’images, une technique basée sur un indice de conﬁance et le Random Walker a été
développée. La technique consiste en 2 étapes, la première étant l’annotation d’une ou de plu-
sieurs images clés dans la séquence, la seconde étant un processus itératif en deux phases
en premier d’estimation de la profondeur des images clés et en deuxième de la propagation
de l’information sur toute la séquence. Durant le développement de la méthode, des tests ont
été effectués sur diverses images tout d’abord simples pour valider l’efﬁcacité de la méthode
d’estimation de la profondeur à partir des annotations et puis ﬁnalement sur des séquences
d’images pour valider l’efﬁcacité de la propagation de l’information. Les conclusions tirées
des expérimentations sont que la méthode d’estimation de la profondeur est performante et
résistante au bruit même avec un petit nombre d’annotations, cependant, la méthode de pro-
pagation de l’information a rencontré plusieurs problèmes communs à ce genre de méthodes.
Par la suite, la recherche s’est orientée vers trouver une méthode d’estimation de mouvement
dense qui permettrait d’obtenir une meilleure idée du déplacement des pixels entre deux images
consécutives.
Il est important pour la méthode de trouver la correspondance entre deux pixels de deux images
consécutives puisque la propagation de l’information dépend de celle-ci. Avec une mauvaise
correspondance, plusieurs problèmes se glissent dans les résultats. La méthode recherchée pour
l’estimation de mouvement doit aussi être rapide et automatique pour être utilisable dans celle
d’estimation de profondeur. La méthode développée est probabiliste c’est-à-dire qu’elle va
trouver la probabilité, pour chaque pixel, de se déplacer dans toutes les directions déﬁnies dans
le kernel et, pour trouver le résultat ﬁnal, la probabilité maximale est choisie. Une autre particu-
larité est que les probabilités des pixels dans l’image peuvent inﬂuencer les pixels avoisinants
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soit pour renforcer la conﬁance soit pour permettre de distinguer entre deux options également
probables. La méthode développée a été testée sur un ensemble d’images publiées par Middle-
bury pour quantiﬁer la performance de méthodes d’estimation du mouvement en calculant deux
mesures d’erreurs, l’erreur de déplacement moyen et l’erreur angulaire moyenne. Les tests ont
été effectués sur deux des images proposées par Middlebury et les mesures d’erreurs obtenues
sont bien situées comparées aux autres méthodes listées. Cependant, le processus complet de
classiﬁcation de la performance de la méthode n’a pas été effectué puisque dans les conditions
établies par Middlebury, la méthode doit fournir les meilleurs résultats sur toutes les images
proposées sans changement dans des paramètres de contrôle alors que la méthode développée
est construite pour permettre d’ajuster les résultats obtenus avec des paramètres de contrôle.
Même si la performance de la méthode se classe bien par rapport à d’autres méthodes propo-
sées selon les mesures d’erreur, les résultats obtenus visuellement présentent parfois des zones
concentrées de fortes erreurs qui n’ont pas beaucoup d’impact dans une mesure moyenne, mais
qui pourraient avoir un impact important si les résultats étaient utilisés pour la propagation de
l’information. Certains problèmes communément rencontrés par des techniques d’estimation
de mouvement sont aussi présents dans la méthode proposée comme la détection et le traite-
ment d’occlusions, les zones où la différence entre les pixels est tellement minime que l’on
n’arrive pas à différencier un pixel d’un autre (texture-less regions) et ﬁnalement des zones
contenant des textures fortement répétitives qui, encore une fois, rendent la distinction entre
deux pixels difﬁcile à faire. Des pistes de solutions pour régler ces problèmes sont proposées
dans ce document au chapitre 5. D’autres améliorations à la méthode ont aussi été proposées
pour créer un paramètre de contrôle d’un compromis entre la rapidité de calcul et la précision
des résultats obtenus avec des Superpixels. La possibilité d’utiliser d’autres techniques pour dé-
terminer la stéréo-correspondance a aussi été ajoutée et testée avec l’algorithme SIFT, cet ajout
permet aussi de considérer des annotations éventuelles comme étant des probabilités absolues.
Pour ﬁnir, la recherche présentée dans ce document, même si elle n’a pas abouti à un produit
ﬁnal d’estimation semi-automatique de la profondeur prêt à être utilisé dans le contexte de
conversion d’images 2D à 3D, aura permis de tester la viabilité d’une méthode probabiliste pour
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accomplir cette tâche. Elle aura aussi permis de donner une bonne idée du temps qui pourrait
être sauvé pour la conversion comparativement à une méthode manuelle. La viabilité de la
technique de Random Walker ne semblait pas non plus avoir été explorée dans la littérature pour
résoudre le problème d’estimation de la profondeur comme utilisé dans la méthode proposée.
Finalement, avec les pistes de solution proposées pour les problèmes rencontrés il y a espoir
d’améliorer grandement les résultats obtenus par la méthode dans les situations problématiques
énoncées précédemment.
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