Abstract We construct the Dirichlet form associated with the dynamical Φ 4 3 model obtained in [Hai14, CC13] and [MW16]. This Dirichlet form on cylinder functions is identified as a classical gradient bilinear form. As a consequence, this classical gradient bilinear form is closable and then by a well-known result its closure is also a quasi-regular Dirichlet form, which means that there exists another (Markov) diffusion process, which also admits the Φ 
Introduction
Recall that the usual continuum Euclidean Φ 4 d -quantum field theory is heuristically described by the following probability measure:
where N is the normalization constant, m is a real constant, λ ≥ 0 is the coupling constant and x is the real-valued field and T d is the d-dimensional torus. There have been many approaches to the problem of giving a meaning to the above heuristic measure for d = 2 and d = 3 (see [GRS75] [GJ87] and references therein). The construction of this Φ
where Du means L 2 -derivative, which is defined in Section 4. By the corresponding integration by parts formula for µ they obtained that the bilinear form is closable and its closure (E, D(E)) is a quasi-regular Dirichlet form. Then according to a general result in [MR92] (see Theorem D.4), we know that there exists a (Markov) diffusion process M = (Ω, F , X(t), (P x ) x∈E ) on E properly associated with (E, D(E)). The sample paths of the associated process satisfy (1.2) in the (probabilistically) weak sense for quasi-surely every Φ 0 .
Later in [DD03] and [MW15] , the authors split Φ as Φ = Φ 1 + v, where In three spatial dimensions both techniques break down. For the Dirichlet form approach we cannot directly obtain that the bilinear form:
solutions to (1.2) have been obtained in [CC13] . Recently, these two approaches have been successful in giving a meaning to a lot of ill-posed stochastic PDEs like the Kardar-Parisi-Zhang (KPZ) equation ([KPZ86] , [BG97] , [Hai13] ), the stochastic 3D-Navier-Stokes equation driven by space-time white noise ( [ZZ14] , [ZZ15a] ), the dynamical sine-Gordon equation ([HS16] ) and so on (see [HP14] for more other interesting examples). These two approaches are inspired by the theory of rough paths [Lyo98] . In [Kup16] the author also uses renormalization group techniques to make sense of the dynamical Φ 4 3 model. Recently in [MW16] the authors obtained global well-posedness of the solution to (1.2) in the three dimensional case based on the paracontrolled distribution method.
The aim of this paper is to construct the Dirichlet form associated to the Φ 4 3 model. Dirichlet form techniques have developed into a powerful method to combine analytic and functional analysis, as well as potential theoretic and probabilistic methods to study the properties of stochastic processes. In [RZZ15, RZZ16] M. Röckner and the authors of this paper combine the Dirichlet form approach and the SPDE approach to obtain new properties in the two dimensional case (such as restricted Markov uniqueness and the characterization of the Φ 4 2 field). We hope this paper is a start to study the dynamical Φ 4 3 model combining Dirichlet form techniques and the theory of regularity structures as well as the paracontrolled distributions approach.
Different from [AR91] , our idea is to construct the Dirichlet form from the global solution Φ(t) obtained in [MW16] . It has been proved in [HM15] that Φ(t) satisfies Markov property. Moreover, it is easy to obtain that Φ(t) satisfies the Feller property (see Lemma 4.1), which implies that Φ(t) satisfies the strong Markov property. Then we prove Φ(t) is reversible with respect to µ by the lattice approximations obtained in [ZZ15] (see Lemma 4.2). Hence we obtain our first main result of this paper: Theorem 1.1 There exists a quasi-regular Dirichlet form (E, D(E)) associated with Φ(t). Moreover, Φ is properly associated with (E, D(E)) in the sense that the semigroup for Φ is a quasi-continuous version of the semigroup associated with (E, D(E)). Furthermore, F C ∞ b ⊂ D(E) and l, · ∈ D(E) for any l ∈ E * .
For definitions of quasi-regular Dirichlet form we refer to Appendix D. Here F C ∞ b denotes all the smooth with all derivatives bounded cylinder functions on the state space E, E * is the dual space of E and ·, · is the dualization between E and E * . For the explicit definition we refer to Section 4. Moreover, we can identify the Dirichlet form on the cylinder functions as a gradient Dirichlet form:
Df, Dg dµ with ·, · being the inner product of L 2 (T 3 ) and Df is L 2 -derivative defined in Section 4.
As a byproduct of Theorem 1.2 we can also deduce that Φ is an energy solution in the stationary case (see Remark 5.2). Energy solution is a notion of weak solutions for KPZ equation to describe the large scale fluctuations of a wide class of weakly asymmetric particle systems (see [GJ13, GJ13a, GP15] ). For the dynamical Φ 4 3 case we can also introduce the notion of energy solution.
As a consequence of Theorem 1.2, we obtain that the bilinear form is closable, which we cannot directly obtain as we mentioned before:
Df, Dg dµ, f, g ∈ F C ∞ b , is closable and its closure (Ē, D(Ē)) is a quasi-regular Dirichlet form. Then there exists a (Markov) diffusion process properly associated with (Ē, D(Ē)), which admits µ as an invariant measure.
From Dirichlet form theory we obtain easily: Corollary 1.4 (Ē, D(Ē)) and (E, D(E)) are recurrent in the sense that their associated semigroups (T i t ) t>0 , i = 1, 2, satisfy for i = 1, 2
Here we use (T i t ) t>0 to denote the semigroup associated with the above Dirichlet forms respectively.
Remark 1.5 From Theorem 1.3 we know that there exists another Markov process which admits µ as an invariant measure. Is this Markov process the same as the solution Φ to (1.2) obtained in [MW16] ? In Dirichlet form theory it corresponds to the problem of the relations between the domains of the Dirichlet forms D(E) and D(Ē). In the two dimensional case, they are the same (corresponding to restricted Markov uniqueness, see [RZZ15] ). In the three dimensional case we do not know the answer until now, since the measure is more singular and we do not know along which vector fields the integration by parts formula holds. This is also a major problem in Dirichlet form theory, which is related to the long-standing open problem whether Markov uniqueness holds for the associated generator.
The structure of this paper is as follows. In Section 2 we prove some useful estimates for the solutions to (1.2). In Section 3 we recall the lattice approximations, which is required to prove Φ is reversible w.r.t. µ. In Section 4 we give the proof of our first main result. In Section 5 we identify the Dirichlet form on the cylinder functions. In Appendix A, we recall some basic notions and results for the paracontrolled distribution method. In Appendix B, we calculate the convergence of the stochastic terms. We recall the paracontrolled analysis for the solutions to the lattice approximations in Appendix C. We also recall the definitions of Markov processes and quasi-regular Dirichlet forms in Appendix D.
and for p > 1 we use the notation B 
, respectively in the following for simplicity. For a Banach space E, B(E) denotes the Borel-algebra on E and C b (E) and B b (E) denote the bounded continuous function and the bounded measurable functions on E, respectively. The Fourier transform and the inverse Fourier transform are denoted by F and F −1 . The heat semigroup is denoted by P t := e t∆ . For f ∈ S ′ (T 3 ) we write ρ ε * f := k g(εk) f, e k e k with g being a smooth radical function with compact support and g(0) = 1, g(εk) = F ρ ε (k). Here and in the following ·, · denotes L 2 (T 3 )-inner product and e k (ξ) = 2 −3/2 e ιπk·ξ for k
. We also use |k| ∞ = max(|k 1 |, |k 2 |, |k 3 |) and δ st f := f (t) − f (s). To make our paper better readable we summarize the graph notation used in the paper in the following table. The definition of them will be introduced below.
A uniform estimate
In this section we give an uniform estimate of the solution to (1.2). In the following we assume that Φ 0 ∈ C −z and z ∈ ( ). We fix κ, γ > 0 satisfying
Parameters κ, γ satisfying the above conditions can always be found. Indeed, we first choose γ < 2−3z 3
. Then the conditions are satisfied if we choose κ > 0 small enough satisfying κ <
. Now we recall that the solution obtained by [CC13] and [MW16] : (1.2) can be split as follows: Φ = Φ 1 + Φ 2 + Φ 3 and
Here we use to denote Φ 1 and to denote ρ ε * Φ 1 and introduce , to reprensent Φ
involve a renormalization procedure and are defined in Appendix B. Throughout this paper we do not use the explicit formulation of these stochastic terms, but only use their regularity. We will introduce their regularity in (2.2) below. The most difficult part for renormalization is ⋄ Φ 3 . For this term we define
We have the following paracontrolled ansatz
Here Φ ♯ is the regular term in the paracontrolled ansatz. Then
where
is defined in Lemma A.3 and π 0,⋄ ( , ) is defined in Appendix B. Now we introduce the following notations:
and Then we have the following estimate for Φ:
Remark
Here we obtain the estimate on the set {ρ L > 1}, since on this set we can choose t * below and the bound independent of ω.
Proof Set 
where the constantC depends on L, T, q. Then Bihari's inequality implies that on the set {ρ L > 1} for t
where the constant C depends on L, T, q. Then we obtain that
Moreover, by similar calculations as in [ZZ15, Section 4] there exists m 0 > 0 such that
and
. Consider the solution to (2.1) starting at t * . By Proposition 2.2 we obtain that there exists some m 1 > 0 such that
Thus the result follows.
In the following proposition we use the result and notations from [MW16] .
Proposition 2.2 Let Φ 3 be the solution to (2.1) with Φ 0 − Φ 1 (0) replaced by Φ 3 (0) ∈ C 1 2 +4κ . Then there exists a constant m 1 > 0 such that on the set {ρ L > 1} for any T > 0
Following [MW16] we split the solution to (2.1) into the solutions to the following two equations:
By [CC13] we obtain that a 0 , a 1 , a 2 ∈ C T C − 1 2 −2κ . In (2.4) we omit ϕ for simplicity. This term does not cause any problem since sup t∈[0,T ] t ρ |ϕ(t)| < ∞ for any ρ > 0. Here we emphasize that we consider (2.4) before ρ L and the constant c in (2.4) only depends on L. We start by proving the following lemma: + 4κ with 2κ being the same as ε in [MW16] sup
(2.5)
Proof We would like to obtain how explicitly the solutions (v, w) depend on the initial value Φ 3 (0). The estimates in [MW16, Sections 3-5] depend polynomially on the initial condition. Thus, we explicitly calculate in the following how the estimates in Sections 6 and 7 depend on the initial condition. Following the proof of Theorem 6.1 in [MW16] , we first prove that on the set {ρ L > 1} there exists some m 2 > 0 such that for some t * > 0
In the following the constants we omit in writing do not depend on the initial value. By (2.4) and Lemmas A.2-A.4 and a similar calculation as in the proof of [MW16, Lemma 2.3] we have for
(2.8)
Here and in the following the constants we omit depend on L, T . By changing the order of the integrals the third term in (2.8) equals to the following:
By [MW16, Theorem 3.1] and Hölder's inequality the term containing v in the last line of (2.8) is bounded by a constant times the following:
where in the last step we change the order of integrals. Since Lemma A.1 implies that
, by [MW16, Theorem 4.1] and Hölder's inequality the term containing w in the last line of (2.8) is bounded by a constant times the following:
(2.9)
Here in the inequality we change the order of integrals. For the last term of (2.9) by [MW16, (5.31)] and [MW16, Theorem 5.1] we have
ds.
Then by the calculations above and Hölder's inequality we obtain that there exists some q > 2 such that for
Here the constantC depends on L, T, q. Thus Bihari's inequality implies that on the set
Here the constant C depends on L, T, q. Now by taking t * satisfying [MW16, Proposition 6.2] and being smaller than t * , we obtain (2.6), since by Lemma A.1
. Then by the proof of Theorem 6.1 in [MW16] we obtain that on the set
which implies that there exists m 3 > 0 such that
.
Thus, the results follow from the iteration arguments in [MW16, Section 7].
Proof of Proposition 2.2 Since by
, and by [MW16,
(2.10)
As in [MW16, Section 7] we write w(t) = 8 j=1 W j (t) with
Similarly as in [MW16, Section 7], we bound each term separately.
where in the second inequality we used that by Lemma A.1
and Lemma 2.3. For t ∈ [0, T ∧ ρ L ] by Lemma A.4 we have
where in the second inequality we used Lemma A.2. Lemmas A.2 and A.4 imply that for
, where in the last inequality we used Lemma 2.3 and that
. Also by Lemmas A.2 and A.4 we have that for
Here in the last inequality we used that · B β 0 12
and Lemma 2.3. Also Lemmas A.2 and A.4 imply that for
, where in the last inequality we used that
and Lemma 2.3. Again Lemmas
...
, where in the last inequality we used that · B β 0 4
and Lemma 2.3. For W 3 we need more calculations: 
and we used that · B [MW16] we obtain the estimate for
A similar calculation as above for W j with j = 5, 6, 7, 8 implies that
Combining all this we obtain that for s, r Thus we obtain that for
Combining all the estimates for W j (t) and using Hölder's inequality we obtain that there exists
which implies (2.10) by Gronwall's inequality.
Lattice approximation
In this section we will recall the lattice approximation in [ZZ15] for later use. For N ≥ 1, let
We view Λ ε as a discretisation of the continuous three-dimensional torus T 3 identified with [−1, 1] 3 . Then for n ≥ 1 we set
(1.1) can be approximated by the following lattice Φ 4 3 -field measure µ ε (dx):
where N ε is a normalization constant and we choose C 
where we fix a cylindrical Wiener process in (1.2) on L 2 (T 3 ) given by k β k e k (ξ) for ξ ∈ T 3 and restrict it to L 2 (Λ ε ) as W N (ξ) = |k|∞≤N β k e k (ξ) for ξ ∈ Λ ε , which is also a cylindrical Wiener process on L 2 (Λ ε ). Here {β k } is a family of independent Brownian motions on (Ω, F , P ). Also we take Φ
where the nearest neighbor relation ξ ∼ y is to be understood with periodic boundary conditions on Λ ε . For Φ Now we extend the solutions of (3.1) to all of T 3 . Let u ε = ExtΦ ε for simplicity. We have the following equation:
where P ε t = Exte t∆ε and Q N u(x) = P N u(x) + Π N u(x) with
and Π N is defined for u satisfying suppF u ⊂ {k :
j=1 e −ıπ(2N +1)i j ξ j . As in [ZZ15] we split (3.3) into the following three equations: 
similarly as the corresponding stochastic terms in [ZZ15] . Here for the completeness of the paper we include the definition of all these terms in Appendix C. Now we introduce the following definition: ρ
with C 0 ,m obtained in Proposition 2.1. Now we obtain the following estimate for the lattice approximations:
Proposition 3.1 We have on the set {ρ L > 1}, that for any T > 0 there exists C 1 > 0 such that
where the constant C 1 depends on L, T .
Proof Let
Since the nonlinear terms are given by polynomials, by similar calculations as in [ZZ15] and Proposition 2.2 we have that on the set {ρ L > 1} there exists q > 1 such that for
which by Gronwall's inequality implies that for
Moreover, by similar calculations as in [ZZ15] we obtain that on {ρ L > 1} for
Similarly as in the proof of [HM15, Corollary 1.2] we obtain the following estimate for the measureμ
Lemma 3.2 Let n ∈ N. Then there exists a constant C independent of ε such that
Moreover,μ ε weakly converges to µ on C −z .
Proof
where θ j (·) := θ(2 −j ·) and ·, · , ·, · ε denote the inner products in L 2 (T 3 ) and L 2 (Λ ε ), respectively. Here we can take Ext
where S ε 2n (y 1 , ..., y 2n ) is the 2n point function for µ ε from [BFS83] and C ε is the covariance for the corresponding Gaussian measure on the lattice and
Here in the last equality we use the integration by parts formula, since on the boundary θ vanishes and in the first inequality we used that the support of θ is contained in an annulus to count the number of non-zero terms and deduce
In addition, we use (8.2) and Theorem 6.1 in [BFS83] ≤ |k| ≤ 5b}. Let χ j = χ(2 −j ·). We have
Here in the second inequality we used Lemma C.2 and the estimate in the last inequality can be obtained by a similar argument as above and the integration by parts formula holds for the periodic boundary conditions. Thus, the first result holds by choosing n large enough and because of Lemma A.1. In fact, for any α < − 1 2 , x 2n αμ ε (dx) ≤ C. The second result follows from the tightness of theμ ε and from the fact that the corresponding Schwinger functions converge (see [P75] and [HM15, Corollary 1.2]).
Existence of the Dirichlet form
Consider the normal filtration (F t ) t≥0 generated by W . As we mentioned in Section 2, by [Hai14, CC13, MW16] for every x ∈ C −z there exists a unique solution Φ(x) to (1.2) starting from x. By [HM15] we have that Φ satisfies the Markov property on C −z with respect to the filtration (F t ) t≥0 . Define P x (A) := P (Φ(x) ∈ A). P x is a measure on Ω ′ := C([0, ∞); C −z ) and we use E x to denote the expectation under P x . We use X to denote the canonical process on Ω ′ and equip Ω ′ by the natural filtration (M t ) t≥0 generated by X (cf. [MR92, Chapter IV, (1.7)]). We know X has the same distribution as Φ. By the Markov property of Φ we know (Ω ′ , M := ∨ t≥0 M t , (M t ) t≥0 , X, P x ) x∈C −z is also a Markov process (cf. Definition D.2). Here iii) in Definition D.2 follows from the measurablity of x → Φ(x). Now we prove the following:
Proof It suffices to check that E x f (X(t)) is a continuous function on
Here Φ(x) denotes the solution to (1.2) starting from x and ρ L is defined as in Section 2. The first term goes to zero as x 1 goes to x 2 in C −z by [Hai14] and the second term goes to zero as L goes to infinity since EC W (t) ≤ C with C W defined in (2.2).
By P x (X ∈ C([0, ∞); C −z )) = 1 for x ∈ C −z and by [Chung82, Section 2.3 Theorem 1] we know that the Feller process (Ω ′ , M, (M t ) t≥0 , X, P x ) x∈C −z satisfies the corresponding strong Markov property (cf. iii) in Definition D.3).
To construct the Dirichlet form associated with X, we first extend the Markov process to starting points from a larger space, which contains L 2 (T 3 ) as a subspace. Choose
. By Lemma A.1 we have C −z ⊂ E and the following relation holds:
In the following we use ·, · , | · | to denote the inner product and norm on H respectively and ·, · also denotes the dual relation between E * and E if there is no confusion. Now we would like to extend X to a process X ′ with state space E in such a way that each x ∈ E\C −z is a trap for
page 118]). For notation's simplicity we still use (Ω
x∈E is a continuous strong Markov process with state space E. Define the associated semigroup for f ∈ B b (E), x ∈ Ē P t f (x) := E x f (X(t)).
We also introduce the following cylinder functions
that is, by the chain rule,
Let Df denote the H-derivative of f ∈ F C ∞ b , i.e. the map from E to H such that
In the following we prove thatP t is a symmetric semigroup with respect to µ. For this we use lattice approximation in Section 3 and let Φ ε (x) be the solution to (3.1) obtained in Section 3 starting from x ∈ L 2 (Λ ε ). By existence and uniqueness of the solutions to (3.1) and similar arguments as in [PR07, LR15, Section 4.3] we obtain that Φ ε satisfies the Markov property w.r.t. {F t } t≥0 . We define the semigroup of the lattice approximation:
Since (3.1) is a gradient system, by [DZ02, Theorem 12.3.2] we have for
We also define the semigroup for the extension of the lattice approximation on
where P N is as introduced in Section 3 and u ε (x) is the solution to (3.3) starting from x. Then we prove thatP ε t is symmetric with respect toμ ε . Since the extension operator Ext defined in (3.2) is an isometry from L 2 (Λ ε ) to P N E, we viewμ ε as a measure on P N E.
where we used that P N E ⊂ E.
Proof Without loss of generality we assume that f (x) = f 1 ( x, l ), g(x) = g 1 ( x, h ) with
Then we have that for l 1 = |k|∞≤N l, e k e k , h 1 = |k|∞≤N h, e k e k ,
Here in the second equality we used x, l 1 = Ext −1 x, l 1 ε for x ∈ P N E to deduce Φ ε t , l 1 ε = u ε t , l 1 and in the forth equality we used (4.1). By Lemma 4.2 and [MR92, Chapter II Prop. 4.3] we know that (P ε t ) t>0 can be extended as a strongly continuous sub-Markovian semigroup of contractions on L 2 (P N E;μ ε ). By [MR92, Chap I] there exists a corresponding Dirichlet form for (P ε t ) t>0 . In Proposition 4.4 we will give the explicit formula for this Dirichlet form. Now we prove thatP t is symmetric with respect to µ.
Proof By Lemma 4.2 it suffices to prove that for f, g ∈ F C
Lemmas 3.2 and 4.1 imply that
We also have
3) where ρ L , ρ ε L are as introduced in Section 2 and (3.5), respectively. The second term in (4.3) is bounded by a constant times
which uniformly goes to zero as L goes to ∞. For some δ 0 > 0 the first term in (4.3) is bounded by
(4.4)
Then the first term is bounded by Cε δ 0 and the second integral in (4.4) is bounded by
ln ln ln
is defined in (3.6) and in the first inequality we used Proposition 2.1 and the definition of τ
In the second inequality we used Proposition 3.1 and in the third inequality we used Proposition C.1 and in the last step we used Lemma 3.2. Here we choose 0
, κ 1 coming from Proposition 3.1 and Proposition C.1, respectively. Summarizing, we obtain the result.
Now we identify the Dirichlet form associated with (P
Proposition 4.4 The Dirichlet form associated with (P ε t ) t>0 can be written as the closure of the following bilinear form
where C ∞ b (P N E) means smooth functions on P N E with bounded derivatives. Proof It is standard to obtain that the closure of (E ε , C
. By Theorem D.4 there exists a Markov process with continuous sample paths properly associated with (E ε , D(E ε )). Now we want to prove that the associated Markov process has the same distribution as u ε . We can easily conclude that the log-derivative of µ ε along e k for |k| ∞ ≤ N is given by
we obtain that the log-derivative ofμ ε is
This implies that the associated Markov process is a probabilistically weak solution to the equation (3.3). On the other hand, the equation (3.3) is a finite dimensional stochastic differential equation and we can easily obtain the pathwise uniqueness of the solutions to the equation (3.3). This deduces that u ε has the same distribution as the Markov process given by the Dirichlet form (E ε , D(E ε )). By Theorem D.4 we know that the semigroup of u ε (P ε t ) t>0 is properly associated with (E ε , D(E ε )).
Proof of Theorem 1.1 : By Proposition 4.3 we have that
, we deduce that µ is an invariant measure for the semigroupP t , which implies that
By Proposition 4.3 and using (4.4) and the fact that
Since (P t ) t>0 is sub-Markovian, by [MR92, Chapter II Proposition 4.1] it can be extended to L 2 (E, µ). This extension is still denoted by (P t ) t>0 . On the other hand, since Φ has continuous path in E, we can deduce thatP t f → t→0 f in µ-measure for f ∈ F C ∞ b . Then by [MR92, Chapter II Proposition 4.3] (P t ) t>0 is a strongly continuous contraction semigroup on L 2 (E; µ). Then there exists a corresponding Dirichlet form (E, D(E)) associated with (P t ) t>0 .
We know that (Ω ′ , M, (M t ) t>0 , X, P z ) z∈E is a right process in the sense of Definition D.3, which implies that (E, D(E)) is a quasi-regular Dirichlet form by Theorem D.4.
In the following we prove that
. By (4.2) and sinceμ ε converges weakly to µ we know that for
where in the last inequality we used Proposition 4.4. This implies that
For l ∈ E * by (4.5) we can easily find
and f n is a Cauchy sequence in D(E), which implies l, · ∈ D(E) since (E, D(E)) is a closed form.
Identification of the Dirichlet form
In this section we identify the Dirichlet form (E, D(E)) on F C ∞ b . To complete this, we first use paracontrolled analysis to prove the solution Φ to (1.2) satisfies the following equation in the analytic weak sense: Here we also introduce graph notations for them. We use to denoteΦ Furthermore, we use and to denote −ρ ε * Φ 2 and ρ ε * K, respectively. We summarise the graph notations after the introduction. We also introduce the following:
Here k [12] = k 1 + k 2 and the integral is on the set Z 3 \{0}. We also define
By Appendix B we can find a subsequence of ε going to zero such that for any T > 0 lim ε→0 δC Proof First we prove the following:
and the other terms containing ⋄ andφ ε are defined in Appendix B and Φ 3 satisfies equation (2.1). Now we only need to prove that each term converges. First we check the relations between , ρ ε * Φ 3 and ,Φ ε 3 . We have that on Ω 0 for any T > 0 and ǫ > 0 small enough
Now we consider ρ ε * Φ 3 −Φ 3 . We defineC ε W (T, ω) for (5.2) similarly as C W (T, ω) in (2.2) and we have that for ω ∈ Ω 0 , there exists a constant C 1 (T, ω) such thatC ε W (T, ω) ≤ C 1 (T, ω) for the subsequence of ε. SinceΦ 
Then a similar argument as in Proposition 3.1 yields that on Ω 0
which combined with the fact the ρ ε * Φ 3 − Φ 3 β−κ ε κ 2 Φ 3 β implies that on Ω 0 for ǫ > 0 small enough
(5.6) Hence by Lemma A.2 we obtain that the terms which do not need to be renormalized in (5.4) and (5.5) converge. Now we concentrate on the renormalization terms. For the renormalized terms , ⋄ , ( ) 2 by Lemmas A.2, A.3 it is sufficient to consider the following terms: Since δC
Now we focus on the convergence of ⋄ρ ε * Φ 3 . It is sufficient to consider π 0,⋄ (ρ ε * Φ 3 ,
. We have
Then we obtain that
For the second term we can easily obtain the convergence by (5.6). For the first term we have
where the first two terms converge to zero as ε → 0 by Lemma A.5 and the third term converges to the corresponding term by Lemma A.3 and the last term should be renormalized and converges to the corresponding term on Ω 0 . Since lim ε→0 t 0 ds exists, combining the above arguments (5.3) follows. Moreover, on Ω 0 we know that for any t > 0,
Then taking the limit on both sides we obtain the result.
Proof of Theorem 1.2 The idea is to prove that the drift term in (5.1) is the zero-energy part in the Fukushima decomposition (cf. [FOT94, Theorem 5.2.2]). In the proof we take the space of continuous paths C([0, ∞); E) as the sample pathsΩ and we denote the t-th coordinate of the path ω byX t (ω). For t ∈ [0, ∞) let (F t ) be the natural filtration forX given in [MR92, Chapter IV, (1.7)]. SetF := ∪ t≥0Ft and define onΩ
for A ∈ B(Ω). Here Φ on the right hand side is the solution from Section 2 starting from x.
Under P x ,X is the solution to (1.2) starting from x. Let θ be the associated shift operator. By Theorem D.4 the (Markov) diffusion process (Ω,F, (F t ) t>0 , θ t ,X, P x ) x∈E is properly associated with (E, D(E)). Define
and for ϕ ∈ C ∞ (T 3 ),
otherwise . i) It's obvious that
Now we would like to check that H
P (Ω 0 ) = 1 implies that P x (Ω 1 ) = 1 by Lemma 5.1. SinceX(t + s) =X(s) • θ t , we can easily deduce that θ t Ω 1 ⊂ Ω 1 and that
which implies that (5.7) holds for ω ∈ Ω 1 . Now we know that H ϕ t is an AF. Define
We know that M ϕ is also an AF. Moreover, by Lemma 5.1 we have Let us fix an arbitrary T > 0 and consider the space Ω T of all continuous paths from [0, T ] to E. We introduce the time reversal operator r T on Ω T defined by
By [FOT94, Lemma 5.7 .1] and the symmetry of the semigroupP t we have that for anyF Tmeasurable set A on Ω T P µ (r T ω ∈ A) = P µ (A), (5.8)
where P µ = P x µ(dx). Now we have
t w.r.t. NAF is defined in [CFKZ08] . We know that
t is an MAF andH f t is an NAF, which implies that
is the MAF obtained in the Fukushima decomposition. By (5.11) we know that
Then for g ∈ F C ∞ b we can use the above f 's to approximate it and obtain E(g, g) = 1 2 |Dg| 2 dµ.
Remark 5.2 From the above proof we can check that Φ starting from µ is an energy solution in the sense that (Φ, N) 0≤t≤T has continuous paths in E such that i) the law of Φ is µ for all t ∈ [0, T ]; ii) for any test function ϕ ∈ C ∞ (T 3 ) the process t → N t is a.s. of zero quadratic variation, N 0 (ϕ) = 0 and the pair (Φ(ϕ), N(ϕ)) 0≤t≤T satisfies the equation
where ( M t , ϕ ) 0≤t≤T is a martingale with respect to the filtration generated by (Φ, N) 0≤t≤T with quadratic variation |ϕ| 2 t. iii) the reversed processesΦ t = Φ T −t ,N t = N T − N T −t satisfies the same equation with the associated martingaleM t with respect to its own filtration and the quadratic variation ofM is also |ϕ| 2 t. iv) N t = − lim Its dual, the space of tempered distributions is denoted by S ′ (R d ). Let χ, θ ∈ D be nonnegative radial functions on R d , such that i. the support of χ is contained in a ball and the support of θ is contained in an annulus; ii. χ(z) + j≥0 θ(2 −j z) = 1 for all z ∈ R d . iii. supp(χ)∩supp(θ(2 −j ·)) = ∅ for j ≥ 1 and supp(θ(2 −i ·))∩supp(θ(2 −j ·)) = ∅ for |i−j| > 1. We call such a pair (χ, θ) a dyadic partition of unity, and for the existence of dyadic partitions of unity we refer to [BCD11, Proposition 2.10]. The Littlewood-Paley blocks are now defined as ∆ −1 u = F −1 (χF u) ∆ j u = F −1 (θ(2 −j ·)F u).
We point out that everything above and everything that follows can be applied to distributions on the torus (see [SW71] ). More precisely, Besov spaces on the torus with general indices p, q ∈ [1, ∞] are defined as the completion of C ∞ (T d ) with respect to the norm
We will need the following Besov embedding theorem on the torus (c.f. 
iii) ([MW15, Remarks 3.5, 3.6]) For p > 1
Now we recall the following paraproduct introduced by Bony (see [Bon81] ). In general, the product f g of two distributions f ∈ C α , g ∈ C β is well defined if and only if α + β > 0. In terms of Littlewood-Paley blocks, the product f g can be formally decomposed as
with
π < (f, g) = π > (g, f ) = j≥−1 i<j−1
The basic result about these bilinear operations is given by the following estimates: Then by Gaussian hypercontractivity and Lemma A.1 we obtain that for any δ > 0, p > 1,
2 ).
Appendix C: Paracontrolled analysis for the solution to the lattice approximation
In this appendix we recall paracontrolled analysis for the solution to (3.4) in [ZZ15] . To avoid confusion we do not use the graph notation for the lattice approximation in this paper. For the graph notation for u ε we refer to [ZZ15] . We define 
