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a b s t r a c t
In this work, we consider the uniqueness of positive solutions for fractional differential
equation boundary value problems. Our results can not only guarantee the existence
of a unique positive solution, but also be applied to construct an iterative scheme for
approximating it.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional differential equations arise in many fields, such as physics, mechanics, chemistry, engineering and biological
sciences, etc; see [1–3]. In applications one is interested in showing the existence of positive solutions. In consequence,many
authors have investigated the existence of positive solutions for fractional differential equation boundary value problems;
see [4–11].
In particular, by means of a mixed monotone method, Xu, Jiang and Yuan [10] considered the uniqueness of the solution
for the following singular boundary value problem:{
Dα0+u(t)− f (t, u(t)) = 0, 0 < t < 1, 3 < α ≤ 4,
u(0) = u′(0) = u(1) = u′(1) = 0, (1.1)
where f (t, u) = q(t)[g(u) + h(u)], g : [0,+∞)→ [0,+∞) is continuous and nondecreasing, h : (0,+∞)→ (0,+∞)
is continuous and nonincreasing, q ∈ C((0, 1), (0,+∞)) satisfies ∫ 10 s2−η(2−α)(1− s)α−2−2ηq(s)ds < +∞, η ∈ (0, 1).
By a similar method, in [11], Zhang considered a unique positive solution for the singular boundary value problem{
Dα0+u(t)+ q(t)f (u, u′, . . . , u(n−2)) = 0, 0 < t < 1, n− 1 < α ≤ n, n ≥ 2,
u(0) = u′(0) = · · · = u(n−2)(0) = u(n−2)(1) = 0, (1.2)
where f = g + h, and g, h have different monotone properties.
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Motivated by the works mentioned above, in this work, by means of fixed point theory for the u0 concave operator, we
obtain the uniqueness of the solution for the following nonsingular boundary value problemwithoutmaking the assumption
f = q(t)(g + h) as in [10,11]:{
Dα0+u(t)+ f (t, u, u′, . . . , u(n−2)) = 0, 0 < t < 1, n− 1 < α ≤ n, n ≥ 2,
u(0) = u′(0) = · · · = u(n−2)(0) = u(n−2)(1) = 0. (1.3)
Moreover, we can construct an iterative scheme to help us to find the solution, which is important for evaluation and
application.
2. Preliminaries
In this section, we will present some definitions and lemmas that will be used in the proof of our main results.
Definition 2.1 ([3]). The Riemann–Liouville fractional integral of order α > 0 of a function y : (0,∞)→ R is given by
Iα0+y(t) =
1
Γ (α)
∫ t
0
(t − s)α−1y(s)ds,
where the right side is defined pointwise on (0,∞).
Definition 2.2 ([3]). The Riemann–Liouville fractional derivative of order α > 0 of a continuous function y : (0,∞)→ R
is given by
Dα0+y(t) =
1
Γ (n− α)
(
d
dt
)n ∫ t
0
(t − s)α−1y(s)ds,
where n = [α] + 1, [α] denotes the integer part of the number α, and the right side is pointwise defined on (0,∞).
Like in the method in [11], we can transform (1.3) into the following problem:{
Dα−n+20+ v(t)+ f (t, In−20+ v(t), . . . , I10+v(t), v(t)) = 0, 0 < t < 1,
v(0) = v(1) = 0. (2.1)
Hence, if v(t) ∈ C([0, 1], [0,+∞)) is a solution of problem (2.1), then u(t) = In−20+ v(t) is a positive solution of problem
(1.3). On the other hand, if v(t) ∈ C([0, 1], [0,+∞)) is a solution of problem (2.1), then v(t) satisfies
v(t) = Av :=
∫ 1
0
G(t, s)f (s, In−20+ v(s), . . . , I
1
0+v(s), v(s))ds, (2.2)
where
G(t, s) =

(t(1− s))α−n+1 − (t − s)α−n+1
Γ (α − n+ 2) , 0 ≤ s ≤ t ≤ 1,
(t(1− s))α−n+1
Γ (α − n+ 2) , 0 ≤ t ≤ s ≤ 1.
(2.3)
From [11], we know that 0 ≤ G(t, s) ≤ G(s, s). To complete our work, we first present the following new properties of
G(t, s).
Lemma 2.3. ∀t, s ∈ (0, 1), the function G(t, s) defined by (2.3) satisfies
α − n+ 1
Γ (α − n+ 2) t
α−n+1(1− t)(1− s)α−n+1s ≤ G(t, s) ≤ t
α−n+1(1− t)(1− s)α−n
Γ (α − n+ 2) . (2.4)
The proof of Lemma2.3 is very similar to that of Theorem1.1 in [5], sowe omit it here. Lemma2.3 generalizes Theorem1.1
in [5].
Let E = C[0, 1] be endowed with the ordering u ≤ v if u(t) ≤ v(t) for all t ∈ [0, 1], and the maximum norm,
‖u‖ = max0≤t≤1 |u(t)|. Define the cone P ⊂ E by
P = {u ∈ E : u(t) ≥ 0} .
Assume that u0 ∈ P, u0 > 0, i.e., u0(t) is not identically vanishing. Let
Pu0 = {u : u ∈ E, ∃ λ(u) > 0, µ(u) > 0 s.t. λ(u)u0 ≤ u ≤ µ(u)u0} .
Definition 2.4 ([12]). Assume that A : P → P, u0 > 0. A is said to be a u0 concave operator if A satisfies:
(i) ∀u > 0, Au ∈ Pu0;
(ii) there exists η(r, u) > 0 such that A(ru) ≥ r(1+ η(r, u))Au, ∀u ∈ Pu0 , 0 < r < 1.
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Lemma 2.5 ([12]). Assume that P is a normal cone of E, u0 > 0, A : Pu0 → Pu0 is increasing and there exists η(r) > 0 such
that
A(ru) ≥ r(1+ η(r))Au, ∀u ∈ Pu0 , 0 < r < 1.
Then A has a unique fixed point u∗ ∈ Pu0 if and only if there exist w0, v0 ∈ Pu0 such that w0 ≤ Aw0 ≤ Av0 ≤ v0.
Remark 2.6 ([12]). The above fixed point of A can be approximated by using the following iterative schemes: for any
x0 ∈ [w0, v0], letting xn = Axn−1, n = 1, 2, . . ., one always obtains xn → u∗.
3. Main results
Here we make the following hypotheses:
(A) f ∈ C ([0, 1] × [0,∞)× Rn−2 → [0,∞)) , f (t, y1, y2, . . . , yn−1) is increasing for yi ≥ 0, i = 1, 2, . . . , n− 1, and f is
not identically vanishing.
(B) For any t ∈ [0, 1], yi ≥ 0, i = 1, 2, . . . , n− 1, there exist constantm1,m2,m1 ≤ 0 < m2 < 1 such that
(i) cm2 f (t, y1, y2, . . . , yn−1) ≤ f (t, cy1, cy2, . . . , cyn−1) ≤ cm1 f (t, y1, y2, . . . , yn−1), ∀0 < c ≤ 1.
Remark 3.1. Assume that (B) holds. Applying u = 1c cu, we can have (ii) cm1 f (t, y1, y2, . . . , yn−1) ≤ f (t, cy1, cy2, . . . , cyn−1)≤ cm2 f (t, y1, y2, . . . , yn−1), ∀c ≥ 1.
Theorem 3.1. Assume that (A), (B) are satisfied; then the problem (1.3) has a unique positive solution when m2 < 2m1+13 .
Proof. Let e(t) = tα−n+1(1− t). By Lemma 2.3, for any given v ∈ Pe, t ∈ [0, 1],we have
Av ≤ e(t)
∫ 1
0
(1− s)α−n
Γ (α − n+ 2) f (s, I
n−2
0+ v(s), . . . , I
1
0+v(s), v(s))ds, (3.1)
and
Av ≥ e(t)
∫ 1
0
α − n+ 1
Γ (α − n+ 2) s(1− s)
α−n+1f (s, In−20+ v(s), . . . , I
1
0+v(s), v(s))ds. (3.2)
From (A), for any v ∈ Pe, there existsM(v) > 0 such that
|f (s, In−20+ v(s), . . . , I10+v(s), v(s))| ≤ M(v). (3.3)
Hence,
∫ 1
0
(1−s)α−n
Γ (α−n+2) f (s, I
n−2
0+ v(s), . . . , I
1
0+v(s), v(s))ds is well defined. Choosing λ(v) =
∫ 1
0
(1−s)α−n
Γ (α−n+2) f (s, I
n−2
0+ v(s), . . . , I
1
0+
v(s), v(s))ds, and µ(v) = ∫ 10 α−n+1Γ (α−n+2) s(1 − s)α−n+1f (s, In−20+ v(s), . . . , I10+v(s), v(s))ds, we have λ(v)e ≤ u ≤ µ(v)e,
i.e. A : Pe → Pe. From (A), A is an increasing operator. From (B), we obtain
A(cv) =
∫ 1
0
G(t, s)f (s, In−20+ cv(s), . . . , I
1
0+cv(s), cv(s))ds
=
∫ 1
0
G(t, s)f (s, cIn−20+ v(s), . . . , cI
1
0+v(s), cv(s))ds
≥ cm2
∫ 1
0
G(t, s)f (s, In−20+ v(s), . . . , I
1
0+v(s), v(s))ds
= c[1+ (cm2−1 − 1)]Av, 0 < c < 1.
By 0 < m2 < 1, 0 < c < 1, we have η(c) = cm2−1 − 1 > 0.
Let h(t) = ∫ 10 G(t, s)f (s, In−20+ e(s), . . . , I10+e(s), e(s))ds, I1 = min {1, ∫ 10 (1−s)α−nΓ (α−n+2) f (s, In−20+ e(s), . . . , I10+e(s), e(s))ds} ,
I2 = max
{
1,
∫ 1
0
α−n+1
Γ (α−n+2) s(1− s)α−n+1f (s, In−20+ e(s), . . . , I10+e(s), e(s))ds
}
. Like for (3.1) and (3.2), we can easily prove that
I1e(t) ≤ h(t) ≤ I2e(t). (3.4)
Let d > 0 be a constant such that d1−
2(m2−m1)
1−m2 ≥ max{4I−11 I
m2−m1
1−m2
2 , 4I
m2−m1
1−m2
2 }. Fromm2 < 2m1+13 , we have 1− 2(m2−m1)1−m2 > 0.
Since 4I
(m2−m1)
1−m2
2 ≥ 1, we get d ≥ 1. If we let k1 = 12 (dm1−m2 Im12 )
1
1−m2 , k2 = 2(dm2−m1 Im22 )
1
1−m2 , then k1 ≤ 12 , k2 ≥ 2.
Moreover, dI1k1k2 = 14d
1− 2(m2−m1)1−m2 I1I
−(m2−m1)
1−m2
2 ≥ 1. Hence, dI1 ≥ 1.
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Letw0(t) = k1h(t), v0(t) = k2h(t); thenw0, v0 ∈ Pe, andw0 < v0. Hence Aw0 < Av0. Moreover, from (A), (B), (3.4) and
the definitions of k1, d, I1, I2, we have
f (t, In−20+ w0, . . . , I
1
0+w0, w0) = f (s, In−20+ k1h, . . . , I10+k1h, k1h)
≥
(
k1
d
)m2
f (t, In−20+ dh, . . . , I
1
0+dh, dh)
≥
(
k1
d
)m2
f (t, In−20+ dI1e(t), . . . , I
1
0+dI1e(t), dI1e(t))
≥
(
k1
d
)m2
(dI1)m1 f (t, In−20+ e(t), . . . , I
1
0+e(t), e(t))
≥ km21 dm1−m2 Im12 f (t, In−20+ e(t), . . . , I10+e(t), e(t))
≥ k1f (t, In−20+ e(t), . . . , I10+e(t), e(t)).
Similarly, we can get f (t, In−20+ v0, . . . , I
1
0+v0, v0) ≤ k2f (t, In−20+ e(t), . . . , I10+e(t), e(t)).
Hence, for any t ∈ [0, 1], we have
w0(t) = k1
∫ 1
0
G(t, s)f (s, In−20+ e(s), . . . , I
1
0+e(s), e(s))ds
=
∫ 1
0
G(t, s)k1f (s, In−20+ e(s), . . . , I
1
0+e(s), e(s))ds
≤
∫ 1
0
G(t, s)f (t, In−20+ w0, . . . , I
1
0+w0, w0)ds
= Aw0(t).
Similarly, we can obtain v0 ≥ Av0. Hence, by means of Lemma 2.5, the problem (1.3) has a unique positive solution. 
Remark 3.2. The unique positive solution u∗ in Theorem 3.1 can be approximated by the following iterative schemes: for
any x0 ∈ [w0, v0], letting xn = Axn−1, n = 1, 2, . . . , one always obtains xn → u∗.
Example 3.1. Consider the following problem:{
D
3
2
0+u(t)+ f (t, u(t)) = 0, 0 < t < 1,
u(0) = u(1) = 0. (3.5)
It is obvious that α = 32 , n = 2. Let f (t, u) = u
t+ε
7 , 0 < ε < 1, where ε is a constant. Lettingm1 = 0, m2 = 27 , we have:
(i) cm2 f (t, u) ≤ f (t, cu) ≤ cm1 f (t, x), ∀0 < c ≤ 1;
(ii) cm1 f (t, u) ≤ f (t, cu) ≤ cm2 f (t, x), ∀c ≥ 1.
Then (A), (B) hold true and 27 <
1
3 . Therefore, problem (3.5) has a unique positive solution. The nonlinearity f in
Example 3.1 cannot be denoted by f (t, u) = q(t)[g(u)+ h(u)], so the positive solution of problem (3.5) cannot be obtained
by virtue of [10,11]. In addition, by Remark 3.2, we can establish an iterative scheme.
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