In this work the dynamics of a two-layer network, modelling the Italian high voltage power grid is investigated. The first layer in our model represents the power grid consisting of generators and consumers, while the second layer represents a dynamic communication network that serves as a controller of the first layer. The dynamics of the power grid are modelled by the Kuramoto model with inertia. The communication layer provides a control signal P c i for each generator to improve frequency synchronization within the power grid. Synchronization of all nodes in the power grid is measured by the standard deviation ∆ω of their frequencies. We propose different realizations of the communication layer topology and different ways to calculate the control signal. Then we conduct a systematic survey of the two-layer system against a multitude of different realistic perturbation scenarios, such as disconnecting generators, increasing demand of consumers or generators with stochastic power output. When using a control topology that allows all generators to exchange information, we find that a control scheme, aimed to minimize the frequency difference between adjacent nodes, is effective against the worst scenarios, where perturbations are most intense.
I. INTRODUCTION
The study of power grids is of great current interest due to the aim of exiting nuclear and fossil-fuel energy and replacing old power plants with renewable energy sources [1] . Wind and solar power are the most promising technologies to achieve sufficient supply, but their integration provides a challenge [2] [3] [4] . The drawback of renewable energy power plants is that their output is subject to environmental fluctuations outside of human control, i.e. clouds blocking the sun or lack of wind. These fluctuations emerge on all timescales and display non-Gaussian behaviour [5, 6] . In recent work, ways to describe this non-Gaussian behaviour have been developed. Schäfer et al. described the frequency-time series of a range of real world power grids with Lévy-stable and q-Gaussian distributions [7] . Schmietendorf et al. used the power spectrum of real world wind power plants to generate intermittent noise with realistic features [8] . Furthermore the impact of energy trading on the network has been investigated in [7] .
Besides these fluctuations it is also necessary to increase the number of power plants in the power grid to substitute fossil fuel power plants. This leads to the question of how the power grid should be structured. Recent work [9] found that the cost-minimizing creation of deadend or dead-tree structures increases the vulnerability of the power grid to large perturbations. Moreover it was discovered that the decentralization of power sources increases the local stability of the power grid [10] . It is also possible that the addition of new power lines can decrease the stability of the power grid, which is known as the Braess's paradox [11] . * corresponding author: simona.olmi@inria.fr These aspects present challenges to the stability of the power grid. During normal operation of the power grid, the network is in a synchronous state, in which all nodes run at the rated frequency of the network (50 Hz or 60 Hz). In case of excess demand, kinetic energy of synchronous generators is converted to electrical energy, thus decreasing the frequency. Primary control is achieved by the affected generator detecting this decrease and in turn increasing its power generation to restore the rated frequency [12] . Control of renewable power plants in this way is less feasible due to their reduced inertia [13, 14] .
Even localized events can present a severe danger to the stability of the whole power grid, by causing a cascade of failures. Failure can occur due to multiple reasons, such as line overload, voltage collapse or desynchronization [15] . The dynamics of cascading failure have been investigated in a monolayer power grid, showing the importance of considering transient dynamics [16] . Investigation of cascading failure in a two-layer model has also been conducted [17] , but without regard to the dynamics of the nodes. Instead the focus of the investigation is on the interdependence of the communication network and the power grid: Random failure of a power plant causes the malfunction of connected elements in the communication layer. Communication nodes isolated due to the failure become inert, causing generators connected to them to shut down as well. This sequence of events can lead to a far-reaching blackout.
The aim of this work is to investigate the controllability of a power grid in a two-layer network, consisting of a power grid layer and a communication layer, which provides the control for the power grid. Each layer is governed by its own dynamics, which are dependent upon the state of the other layer. As an example network, we are investigating the Italian high voltage power grid. The network in a synchronized state is then subject to mul-tiple different perturbations, modelling real threats to synchronization of the network, e.g. failure of nodes, increased consumer demand, introduction of power plants with fluctuating output. For each perturbation the network is investigated with different setups of the communication layer to find an effective control strategy that successfully preserves frequency synchronization against all tested perturbations.
II. RESULTS

A. Typical perturbation pattern
Applying a strong enough perturbation to the synchronized state of the network causes a loss of full frequency synchronization. The main pattern emerging in this case is the desynchronization between the northern and southern part of the network. An example of this event is illustrated in Fig. 1 a.
Nodes in the northern part of the network (nodes with index i ≤ 70) adopt a slightly positive frequency, while nodes in the southern part adopt a negative frequency. This is due to the imbalanced distribution of generators in the network: The southern part of the grid possesses a higher ratio of loads (11 generators and 46 loads), while the northern part contains a higher ratio of generators (23 generators and 47 loads). When frequency synchronization between the two parts of the power grid is lost, they adopt the mean frequency of their subgroup (θ north ≈ 0.23 andθ north ≈ −0.28 respectively). This state is furthermore accompanied by slight fluctuations across the whole network, which are indicated by the error bars in Fig. 1 b and the oscillation in Fig. 1 c. These fluctuations are stronger near the edge of the two parts of the system i ∈ [60, 90]. These fluctuations often cause generators near the edge to be desynchronized. Especially the generators i = 71, 76, which are located as a dead-end along the central connection between the northern and southern part, are affected. An example of generator i = 76 being desynchronized, due to perturbing a remote load, is illustrated in Fig. 1 b. 
B. Disconnecting nodes
We systematically investigate the effect of disconnecting a generator on the synchronization of the network by targetting each generator in the network individually. The generator is disconnected from the power grid and the communication layer as defined in (11) for the duration of T p = 1, 000 time units. We can observe that especially nodes in the southern part of the network are vulnerable to this kind of perturbation. When no control is applied to the generators the network loses synchronization, if any generator in the southern part of the network, as indicated in Fig. 2 a, is targeted by this perturbation.
This causes the continental and peninsular part of the network to desynchronize as described previously. If any of the northern generators is targeted, the generator returns to its natural frequency Ω gen due to inertia, as it is no longer connected to any other node in the network. The rest of the network remains unaffected by the disconnection. The only exemption to this is the generator i = 37 close to edge of the northern power grid. Its disconnection causes node i = 36 to become isolated from the rest of the power grid and thus it desynchronizes as well. Another singular example is generator i = 121. The loss of this node causes Sicily to become isolated from the main part of the power grid. During the isolation both the main part of the power grid and the Sicilian subset remain frequency synchronized within themselves, but after the connection is restored, the isolated part is unable to resynchronize to the main part of the grid without control. Applying control to the generators during the perturbation is able to counteract the desynchronization, though some of the control schemes are more effective than others. When the control topology is chosen identical to the power grid layer (Fig. 3 a) , we observe that differencecontrol as less effective at counteracting the perturbation than the other control schemes. Direct-and combinedcontrol offer the same effectiveness.
This occurs due to the properties of the control schemes. Difference-control only preserves frequency synchronization locally, but due to a lack of connections between the northern and southern part of the power grid, this scheme is only able to stabilize both parts of the network, while their frequency desynchronization from another remains. When additional links between the northern and southern part of the network are introduced in the control layer (Fig. 3 b) difference-control becomes able to restore full frequency synchronization within the network.
For direct-control the behaviour is the opposite. When additional link are present between the generators in the northern and southern part, this scheme becomes inert, as the mean frequency within the vicinity of each generator is identical to the rated frequency of the network. Without additional links however this control scheme is able to restore the rated frequency of the network in the vicinity of each generator and thus in whole network. The combined-control operates closely to the more effective of its components as difference-control is mostly inert without additional links and direct-control is inert in presence of additional links in the control layer. There is an offset of ∆ω Tp to zero present, because the standard deviation is calculated considering all nodes in the network, including the disconnected generator. Due to being disconnected, the frequency of this generator returns to its natural frequency Ω gen . As a consequence the standard deviation of frequencies of the power grid is non-zero, even if the rest of the network is fully frequency synchronized.
C. Applying intermittent noise to generators
We systematically investigate the effect of applying noise to each individual generator as defined in (12) . This perturbation is to represent the impact of renewable energy sources. The energy output of renewable energy power plants is subject to external factors outside of human control, such as weather conditions. For the stochastic term in (12) we use intermittent noise [8] , as this kind of noise more realistically captures the properties of real life renewable energy power plants [8] . We choose a high intermittency strength I = 2. The value of the intermittent noise x(t) is restricted to −1 ≤ x ≤ 1 and the penetration parameter µ = Ω gen is chosen identical to the power output of a generator, to prevent any generator from acting as a load and giving a maximum power feed-in to the network. When the perturbation is applied systematically to each individual generator in the network in the absence of control, we observe that the whole network loses synchronization, if almost any node is targeted. If a node 
belonging to the southern part of the network is targeted, the network loses synchronization almost immediately. If a node belonging to the north-western part of the power grid is targeted, the power grid eventually loses frequency synchronization after some time. Only the generators in the north-eastern part of the power grid (i = 39, 40, 49, 52, 56, 68, 69) remain resilient as illustrated in Fig. 2 b.
In Fig. 3 g, h the ability of the different control schemes to preserve frequency synchronization in the presence of the perturbation is illustrated. We observe similar behaviour to the case of disconnecting single generators: Difference-control is only effective at counteracting the perturbation, if additional links between the generators are in place, while direct-control is only effective in the absence additional connections. Combined-control is working about as effective as the more efficient of its two components depending on topology, as the ineffective component is mostly inactive.
D. Applying Gaussian white noise to generators
In addition to using intermittent noise in (12), we also investigate the impact of applying the Gaussian white noise to the generators. The noise intensity in (13) is chosen as √ 2D = 5.0. When Gaussian white noise is applied to each generator individually we observe that most generators are vulnerable and frequency desynchronization between the northern and southern part of the power grid occurs. Only some generators (i = 3, 18, 30, 36, 49, 56, 68, 69), which are located in the northern part of the power grid, though not located closely together, are more resilient. When one of these nodes is targeted, the remaining network does not lose full frequency synchronization and long time fluctuations emerging due to the noise are located closely to the node itself. In Fig. 3 e, f the impact of applying Gaussian white noise to each individual generator is illustrated. We observe as before, that without additional links between the generators difference-control is unable to reliably restore synchronization within the whole power grid. When links between all generators are added, the control scheme becomes very effective at counteracting this perturbation. Likewise direct-control is only able to effectively ensure frequency synchronization within the whole power grid in the absence of additional links.
E. Perturbations targeting multiple generators at once
In addition to systematically targeting each individual generator in the network with different perturbations, we also investigated the impact on the network of targetting an increasing number n of generators. In these cases the generators are added to the list of perturbed nodes in order from the highest index downwards. This corresponds to affecting nodes in the southern part of the network first. Fig. 4 shows the impact of applying the different perturbation types to an increasing amount of generators with and without the influence of the control layer. We can observe, in contrast to the case when single generators are targeted, that direct-control is not reliably the most effective control scheme in the absence of additional links between the generators. Especially when applying Gaussian noise to most generators in the network (Fig. 4 c) we observe that the mean standard deviation is noticeable higher compared to the use of differencecontrol. This is results from neighbouring generators compensating each other. If one generator adopts a negative frequency, while the other has a positive frequency, direct-control will only ensure that their amplitudes are similar, as it only acts to restore the mean frequency in the neighbourhood of the controlled node to the rated frequency of the network. The frequency deviation induced by the perturbation is bigger the more nodes are affected at once. Thus the reliability of direct-control di- minishes with the severity of the perturbation. In the case of multiple generators connected in a line the behaviour of direct-control can even lead to runaway desynchronization, as the middle generator tries to compensate its two neighbours who individually act to compensate the middle generator. Difference-control by itself is ineffective at restoring synchronization during the time of perturbation without additional links between the generators, though it becomes very effective at preserving frequency synchronization within the power grid, if the generators become connected in the communication layer. In the absence if additional links the combined-control is defined by the interplay of its two components. The difference-control is preventing the direct-control from stabilizing an equilibrium between the generators that is far from frequency synchronization, which greatly improves on the effectiveness of just direct-control. In the presence of additional links between the generators in the communication layer the dynamics of combined-control are again mostly dominated by its difference-control component.
F. Increasing demand of loads
We investigate the effect of instantaneously increasing the demand of a single load on the frequency synchronization of the network. We apply this perturbation as defined in (19) , by increasing the demand of each individual load by threefold to Ω pert = −3.0 for the duration of the perturbation. This is to represent sudden changes in consumer behaviour due to singular events. When subjecting each individual load to this kind of increase in demand, we observe a distinct topological split between the vulnerable and resilient nodes. If any load belonging to the southern part of the power grid (i = 74 and i ≥ 77), as indicated in Fig. 2 c, is perturbed, frequency synchronization across the power grid is lost. All loads belonging to the northern part of the power grid are resilient against the perturbation and the network remains fully frequency synchronized. In Fig. 3 b, c the impact of applying control on the frequency synchronization of the whole power grid is illustrated. We can clearly observe the resilience of the nodes with the lower indices, which correspond to the northern part of the power grid. As before, we observe that difference-control is ineffective at restoring full frequency synchronization without the presence of additional links between the northern and southern part of the power grid. When additional links are present difference-control becomes very effective, but direct-control is unable to restore frequency synchronization within the network. Combined-control acts as effective as its non-inactive component.
G. Continuously increasing demand of all nodes at once
Instead of increasing the amount of perturbed loads as we did for generators, we are investigating the impact of steadily increasing the demand of all loads in the network at once. This is done as defined in (20) until a final value of Ω pert = −3.0 is reached for all loads. This process is to model change in consumer behaviour across the whole power grid, as for example dusk and dawn or the use of air conditioning. The impact of the perturbation is very strong overall. In Fig. 5 the effect of this perturbation on the frequency synchronization of the network and the ability of the different control strategies to preserve frequency synchronization is shown. We observe clearly that the only control scheme able to improve on the uncontrolled network is difference-control. can be prevented by the introduction of additional links between the generators, but the control scheme still remains inefficient. Combined-control proves ineffective as well regardless of the investigated control topology due to its two components competing against each other, causing the frequencies of the controlled generators to oscillate. The mean frequency of the power grid is shifted away from the rated frequency due to the perturbation. This causes direct-control to generally try to increase the output of the generators restore power balance. The differencecontrol component generally tries to match the decreases frequency of the loads to ensure frequency synchronization. In the case of all previous perturbations there was no strong overall deviation from power balance across the network. Thus the control schemes did not noticeably compete with one another.
H. Comparison of the control schemes
Difference-control proves ineffective in the local control topology c loc ij , because it is only able to improve upon frequency synchronization locally. This means that if a perturbation causes the northern and southern part of the network to lose synchronization, the control scheme only suppresses local fluctuations in the northern and southern part, but does not restore frequency synchronization between the two parts of the power grid as no generator is well connected to both parts simultaneously. When additional connections are introduced in c ext ij all generators become well connected to both the northern and southern part of the grid, enabling the control to restore frequency synchronization across the whole grid.
Direct-control proves to be more effective in the local control topology c loc ij , when less connections are present than in c ext ij . This is due to direct-control only compensating the deviation of the mean frequency of all nodes connected to the controlled generator. This causes the control to remain inactive when the mean frequency matches the rated frequency of the power grid, while not all nodes are frequency synchronized. Furthermore this kind of control becomes counterproductive if multiple generators are connected in a line. If, for example, a generator at the edge adopts a negative frequency due to perturbation, the middle generator adopts a positive frequency to restore the mean. The last generator in line then in turn adopts a negative frequency to compensate the middle one. The generator in the middle then begins compensating its two neighbours, who in turn try to individually compensate the middle generator. This process leads to an unbound increase in both negative and positive frequency, which leads to quick desynchronization of the participating generators. Adding additional links in the control topology prevents this from occurring, but also renders the control scheme ineffective as multiple controlled generators compensate each other instead of restoring the rated frequency within the power grid.
Combined-control in the local control topology c loc ij
is governed by its direct-control part. This is due to the difference-control being mostly inactive, since synchronization is lost across the grid, but not locally. Thus the direct-control part is responsible for restoring synchronization within the grid. The influence of the difference-control becomes visible in the cases, where direct-control alone fails in the local topology, due to runaway interactions. These are successfully prevented by the difference-control part. When additional links between the generators are present c ext ij , the combined control is dominated by its difference-control part, as the direct-control is mostly inactive, since the mean frequency across the two desynchronized regions of the network is equal to the rated frequency. The drawback of applying both control schemes at the same time emerges, when the demand of all loads in the network is affected simultaneously. For this perturbation the two control schemes begin competing against each other causing the frequency of the controlled node to oscillate as can be seen in Fig. 5 , instead of being dominated by the more effective control scheme.
III. DISCUSSION
In this work we conducted a systematic survey of controllability of the Italian power grid against a variety of perturbations. The Italian high voltage power grid is modelled as a dynamical two-layer network. To describe the dynamics of the power grid a simple second order Kuramoto-like model is used. The second layer represents the communication network, in which a control signal for each generator is calculated. We present the effects of multiple different perturbations on the frequency synchronization of the network. These perturbations model real life threats to the stability of the power grid: Sudden failure of generators, increased demand by consumers and one or more generators with stochastic power output. The last of these perturbations is of particular interest, due to the interest in replacing fossil fuel energy with renewable energy sources in the future. To describe the fluctuating power output of renewable energy power plants both Gaussian white and the more realistic intermittent noise, were used. In the communication layer we assumed multiple different control schemes (f We tested a control scheme aimed at synchronizing the frequency of the controlled nodes to their neighbours f dif f , a control scheme aimed at restoring the original synchronization frequency in the neighbourhood of the controlled node f dir and a mixed approach of both f comb . The only control scheme being able to effectively counteract all of the perturbations is the control scheme f dif f in the extended control topology.
Further work should incorporate time delay in the dynamics of the control grid, accounting for the delay in detecting the frequency of the generator and the delays during communication between them. Furthermore the impact of an additional self-inhibiting term in the difference-control on its performance should be investigated. The perturbations in this work are each applied separately by their effect, but the interaction between them, especially of the stochastic generators and the steady increase in demand are of interest. And lastly the topological properties of the more vulnerable nodes in the southern region and at the border between northern and southern region should be investigated as well as the less vulnerable nodes in the north-eastern part of the network. This work offers a novel approach by investigating the dynamics of a power grid in a two-layer model. Preceding investigations into power grids with multiple layers have been performed on static nodes without dynamics, focussing on topological effects [17] . On the other hand investigations into the dynamics of power grids are usually conducted only in a single layer [8, 9, 18] . Furthermore, we offer a systematic survey into the effectiveness of different novel control methods to preserve frequency synchronization in a power grid.
IV. METHODS
A. Power grid layer
The Kuramoto-model with inertia describes the phase and frequency dynamics of N coupled synchronous machines arranged in the controlled power grid layer, i.e., generators or consumers within the power grid, where mechanical and electrical phase and frequency are assumed to be identical:
with the phase ϑ i and frequenciesθ i of node i + 1, ..., N . Both dynamical variables ϑ i ,θ i are defined relative to a frame rotating with the reference power line frequency (i.e. 50/60 Hz). The inherent frequency distribution is bimodal, where a positive natural frequency Ω i of a node corresponds to the power supplied by generator, while a negative natural frequency corresponds to the demand of a load. The power balance requires that the power supplied by all generators in the network is exactly met by the combined demand of all loads i Ω i = 0. The additional term P c i denotes the control signal supplied by the communication layer, which serves as an offset to the power supplied of a controlled generator. We assume homogeneously distributed transmission capacities K, while m correspondes to the inertia value. The adjacency matrix a ij takes value 1 if node i has a trasmission line connected to node j, 0 otherwise. In our numerical experiments we use the Italian high voltage power grid topology [19] , which consists of N = 127 nodes, of which 34 are generators and 93 are loads. The matrix a ij , which describes the topology, is unweighted and symmetrical (see Fig. 6 a for graph details) .
The Kuramoto model with inertia has been derived in [20] from the swing equation governing the rotors mechanical dynamics [21] , by assuming constant voltage amplitude and constant mechanical power Ω i . The former assumptions make the model incapable of modeling voltage dynamics or the interplay of amplitude and phase. A more realistic model would include the voltage dynamics, thus taking into account the machine's electrodynamical behavior, as done by [22] . Assumptions on the reduction on complexity have been also done when assuming homogeneous transmission line capacities and lossless networks. A more realistic approach would have been to use individual transmission capacities to schematize different transmission line lengths and to take into account different sources of dissipation (e.g. Ohmic losses, and losses caused by damper windings) [21] . However the goal of the present paper is to gain insight into the principal behavior of large power grids depending on the network topology and on the multilayer interplay, in order to understand the role played by the control operating at the communication layer on the power grid layer. Therefore the assumptions we have made represent a good compromise when looking for some universal properties: as always in modeling, the virtue of a simple model is that we can separate the influence of different parameters and gain insight by studying a reduced model, while modelling all the details at the same time would not give in- sight, like a black-box brute-force numerical simulation.
B. Macroscopic indicators and parameter regime
For our investigation we have chosen a regime of bistability in which both the fully frequency synchronized state and a partially synchronized state are accessible. In this way it is possible to mimic the effect of a perturbation applied to the synchronized state as the deplacement of the system out of synchrony at an intermediate state, where the working conditions are not optimal for the functioning of power grids.
The system has been investigated in absence of control, by adiabatically varying the coupling strength K with two different protocols. Namely, for the upsweep protocol, the series of simulations is initialized for the decoupled system by considering random initial conditions both for phases and frequencies (ϑ i (0) ∈ [−2π, 2π),θ i ∈ [−1, 1) at K = 0). Afterwards the coupling is increased in steps of ∆K until a maximum coupling strength is reached, where the system shows synchronized behaviour. For each investigated value of K, the system is initialized with the final conditions found for the previous coupling value. For the downsweep protocol, starting from the maximum coupling strength achieved with the upsweep protocol, the coupling is reduced in steps of ∆K until the asynchronous state at K = 0 is reached again. For each investigated coupling value the system evolves for a transient time t R , until the network settles and it reaches a steady state. At this point, characteristic measures are calculated, for an investigation time t A , in order to assess the level of synchronization of the underlying state
In particular the time-averaged phase velocity profile ω i t ≡ θ i t provides information on the frequency synchronization of each node, while the standard deviation of the frequencies
gives information on the deviation from complete synchronization at the macroscopic level (ω(t) represents the instantaneous average grid frequency). In Fig. 7 a is shown the standard deviation of frequencies, averaged over a time interval t A , as a function of the coupling. The difference between the results obtained for the upsweep protocol (orange triangles) and the downsweep one (blue triangles) highlights the hysteretic nature of the synchronization transition. The phase ordering of the power grid is measured by the complex order parameter
where its modulus R(t) ∈ [0, 1] and argument Φ(t) indicate the degree of synchrony and mean phase angle, respectively. In the following we will denote R(t) as global order parameter. In the continuum limit an asynchronous state is characterized by R ≈ 0, while R = 1 corresponds to full phase synchronization. Intermediate values of R correspond to states with partial or cluster synchronization. The global order parameter, averaged in time, is reported as a function of K in Fig. 7 shows an abrupt jump for K 6.5 to a finite value, and then it decreases reaching a minimum at K = 9. For larger K the order parameter increases steadily with K tending towards the fully synchronized regime, similarly to what shown in [23] for a different inertia value. In this article we have explored the dynamics of the system at K = 6.5, where the system shows bistability between full frequency synchronization (i.e. it corresponds to the minimum coupling strength for which full frequency synchronization is still achievable) and partial synchronization ( ∆ω t 0.25), which models the resulting state when the power grid is strongly perturbed.
C. Communication layer
The smart grid includes a communication infrastructure in all the stages of the power system, from transmission to users, allowing the design of control strategies considering information data flow. In real applications, we need to consider islanded elements, where synchronization needs to be assured such that, when the islanded nodes are reconnected to the main power system, failures can be avoided and the stability of the network can be preserved. Therefore, the use of a communication may improve the behavior of the power system. We consider two topologies or infrastructures, the physical topology that describes the power system dynamics (as shown above in Fig. 6 a) , and the communication topology, which describes how data from each node is transmitted (see Fig. 6 b, c for the investigated topologies of the communication layer). Both infrastructures can be described as a multilayer network, as shown in Fig. 8 ; for the upper layer is chosen the topology presented in Fig. 6 b for greater clarity. To design a control strategy for synchronization, it is necessary to collect information from some neighbours consisting of phasor measurement units or sensors, such that local controllers integrated to some nodes (except for the load buses, which are not controlled) use the information to calculate a control signal P c i ∈ . The control signal can be interpreted as power injection for positive P c i or power absorption for negative values of P c i , which is executed using storage devices (e.g., batteries) that can absorb or inject power to the generators buses [24] . The real-world framework can be then translated in injecting power in steady state operation in Eq. 1, i.e. P c i = P c * i + P i where P i is a positive constant corresponding to the injected power.
Since the communication layer represents the exchange of information between the nodes about their current dynamic states, we consider a control strategy that depends on the information of the neighbours of each node to calculate a control signal P c i for each controlled node. Neighbours can be related using the adjacency matrix C = {c ij }. Therefore the control signal P c i (t) turns out to be governed by a first order differential equation dependent on the frequencyθ j of neighbouring nodes within the communication layer c ij :
where G i is the control strength and f i represents the control function. a. Control strength We assume that it is possible to control only the power output of generators in the network, thus G i is zero for all loads:
where M gen is the set of all generators in the network. In the local topology c loc ij the connections among generators in the control layer reflect the connections in the power grid layer (i.e. connected generators in the power grid layer results to be connected also in the communication layer), except that each node has available also the information about itself, so that the diagonal elements of the connectivity matrix are not zero. The local topology is thus described by the connectivity matrix
As only generators receive a control signal P c i , all loads which are not connected to a generator can be disregarded in the communication layer, as illustrated in Fig. 6 b. For the extended control topology c ext ij additional links between all generators are present (see Fig. 6 c) . The globally coupled connectivity represents an exchange of information between all generator control stations. The corresponding connectivity matrix is defined as
c. Control function f i The dynamics of the control term (4) is governed by the control function f i c ij , {θ j } . We differentiate between multiple approaches: the first one is to apply a control signal that is proportional to the frequency difference between node i and its neighbours [25] 
We refer to this control scheme as difference-control. The second approach is to apply a control signal that aims to restore power balance in the neighbourhood of the controlled node:
Here N i gives the number of direct neighbours of node i in c ij . We will call this control scheme direct-control. The final control scheme is a combination of both difference and direct control:
Wherein a and b are weighting factors to define which term is preferred over the other. In all further instances we will assume that a = b = 1. We will refer to this control setup as combined-control.
D. Perturbations
Different perturbations are applied to the network in order to test the efficiency of the control schemes. In the following the different kind of perturbations are listed and detailed.
a. Disconnecting generators The perturbed generator i is disconnected from all its neighbours in both the power grid layer and the communication layer for a time interval T p ; identifying with a ij (resp. c ij ) the adjacency matrix of the power grid (resp. communication) network, as stated in Eq. 1 (resp. Eq. 4), the perturbation reads as
This kind of perturbation represents a critical failure of a power plant. b. Generators with fluctuating power output Conventional power plants, whose power output is constant and adjustable to the current demand, are progressively being replaced by fluctuating renewables like wind and solar. To represent the impact of renewable energy sources we investigated the impacts of stochastic feedin both with Gaussian characteristics and with realistic properties (i.e. temporal correlation, realistic power spectrum and intermittent increment statistics).
Fluctuating power output can be modelled by modifying the natural frequency Ω i of the targeted generator i with the addition of a stochastic term Ω N
In particular, the stochastic term Ω N has been chosen according to standard Gaussian white noise and to intermittent noise. In case of Gaussian white noise
wherein ξ is a δ-correlated Gaussian random number, characterized by its noise intensity D.
On the other hand, for intermittent noise
is characterized by the penetration parameter µ and the intermittent noise series x(t), whose generation is detailed in the following paragraph. The main difference between intermittent noise and Gaussian white noise is that intermittent noise is highly correlated in time, possessing wide tails on short correlation times, while Gaussian white noise does not show heavy tails nor time correlation. This means, that on short timescales extreme events are more likely to occur when intermittent noise is implemented. c. Generation of intermittent noise The increment probability density functions of real wind power data significantly deviate from Gaussianity and its power spectrum displays 5 3 -decay with some discrepancy in the high frequency range, as shown in [8] . Based on this, we generate intermittent power time series x(t) according to the synthetique feed-in noise generation detailed by Schmietendorf et al. in [8] . The first step for generating the intermittent noise time series is to consider the dynamics of the following Langevin-type model:
where y(t) represents coloured noise generated by an OrnsteinUhlenbeck process [26, 27] with a correlation time τ OU = 1 γ . The parameter I controls the intermittency strength, while the other parameters γ = 1.0, g = 0.5 and z 0 = 2.0 are chosen as in [8] . In a second step the time series z(t) is transformed, so that its power spectrum resembles more closely the power spectrum of wind power plants. To achieve this, the Fouriertransform X(f ) = F T [z(t)] (f ) is first divided by its amplitude spectrum. This process eliminates the amplitudeinformation of X(f ), but retains its phase information. Subsequently a weighting function h(f ) is used in order to make the spectrum of the series resemble the empirical data:X
The power spectrum ofX(f ) is proportional to the weighting function. LastlyX is transformed back into time domain:x(t) = F T −1 [X(f )](t). Due to the elimination of amplitude information the amplitude ofx is freely scalable. The standard deviation σx of the aggregated distribution ofx is rescaled to any desired σ x as a simple way to scale the system:
Since x(t) = 0, Ω i (t) = Ω gen and power-load balance is maintained on long-time average. Further restrictions are introduced to make this perturbation more realistic. A lower boundary for x is introduced, so that a generator cannot operate as a load in the network, due to the influence of noise: x = −1, ∀x < −1. Furthermore a power feed-in cut-off is assumed, which means generators have a maximum power output they can supply: x = +1, ∀x > +1. This additionally truncates some of the extreme events in the strongly intermittent power time series while the mean and standard deviation are nonetheless nearly unaffected by this. With these constraints for x in place, the penetration parameter µ will be chosen equal to the natural frequency Ω i of the affected generator. To generate intermittent noise for this work, we have fixed I = 2, h(f ) = f d. Increasing demand of loads When targeting single loads with the perturbation they are subject to an instantaneous increase in their demand. This is realized by decreasing their natural frequency to Ω pert < Ω load for the duration of the perturbation T p , where Ω load gives the natural frequency of the load during normal operation of the power grid. If we identify with the subscript i the targeted load, then the perturbation reads as Ω i (t) = Ω pert , t ∈ T P Ω load , otherwise .
Furthermore we are have investigated the effect of steadily increasing the demand of all loads simultaneously. After the demand of all loads in the network has been increased, their new value is retained. For all loads experiencing the perturbation, the evolution of the natural frequency is described by
wherein t start denotes the time at which the demand of all loads begins increasing and t end denotes the time, when the final value of demand has been reached. This perturbation is suited to represent a change in consumer behaviour due to external circumstances such as e.g. dusk and dawn or heat and cold.
E. Numerical integration
To integrate Eqs. (1), (4) and solve the dynamics of the system, we generally used the fourth order RungeKutta-algorithm [28] with an integration time step of ∆t = 0.002. When applying noise to the system the integration scheme is changed according to the applied noise scheme. For intermittent noise (18) , the noise series x i (t) affecting a single node are pre-calculated and appear in Eq. (1) as a modification of the generator's constant power input, as shown in Eq. (14) . Therefore the dynamics is solved by simply applying a fourth order Runge-Kutta integration scheme with a time step of ∆t = 0.001. When applying Gaussian white noise to the generators, since the whitenoise process prevent us from simply taking the standard Runge-Kutta methods, we use a method similar to the secondorder RungeKutta one, which has been developed in [28] on the basis of the Heun-algorithm. For the latter algorithm we have integrated with a time step of ∆t = 0.001.
