Abstract In this paper, we explore the idea of simulated experimental analysis for challenge scenarios in robotics using the search and secure problem from the Multi Autonomous Ground-robotic International Challenge (MAGIC). The MAGIC problem requires a team of heterogeneous robots to locate, classify, and secure a number of targets in an urban environment with indoor and outdoor areas. We introduce a framework for solving the coordination aspects of the challenge by providing guaranteed clearing strategies (i.e., strategies that ensure coming into contact with any adversarial target). The proposed method allows for repair of the clearing schedule after robot failure, as well as a fall-back strategy if clearing is no longer possible. We analyze scenarios taken directly from the competition, and we utilize repeated simulated trials to validate the hypothesis that strategies designed for locating worstcase targets tend to be more robust to failure than strategies designed for locating average-case targets. Thus, more conservative worst-case methods would tend to perform better if the competition were run many times. However, riskier averagecase strategies may win in a single competition. These results demonstrate how insight can be gained from repeated simulated analysis of challenge scenarios in robotics.
Introduction
of the time? Are some strategies for these competitions risky with high payoff some of the time (i.e., they could come out ahead if the team "got lucky"), while other more conservative strategies are robust to failures and capable of repeated success? Unfortunately, running the actual challenges themselves multiple times to determine the most repeatable strategy is cost prohibitive. However, simulated analysis of scenarios taken from the challenges can provide insight into which strategies are more robust. For such simulated experiments to be meaningful, we must also develop a principled methodology for modeling robotics through computer simulation.
In this paper, we explore the idea of experimental simulated analysis of challenge scenarios by examining the Multi Autonomous Ground-robotic International Challenge (MAGIC) competition [3] . The MAGIC competition requires a team of heterogeneous robots to locate, classify, and secure a number of targets in an indoor/outdoor environment. We extend the G-GSST [6] and FHPE+SA [8] coordinated search algorithms from our prior work to solve the coordination aspects of the challenge. G-GSST provides guaranteed clearing strategies that ensure coming into contact with any adversarial target. FHPE+SA utilizes a non-adversarial model of the target's motion to optimize the average-case performance of the search.
Our proposed coordination method for the MAGIC competition allows for repair of the clearing schedule after robot failure, as well as a fall-back search based on a non-adversarial motion model of the target if clearing is no longer possible. The key idea behind the proposed coordination strategy is for the robot team to start by generating a guaranteed schedule that ensures mission completion. If a failure occurs during execution, the robots replan to determine if they can still execute a guaranteed schedule by repairing the plan. If no such guaranteed schedule is found, the robots resort to model-based search to complete the mission. If all robots are disabled, then the mission is considered a failure, an outcome that should be avoided as much as possible. Through simulated experiments, we test the hypothesis that a conservative worst-case strategy for locating adversarial targets is more robust to failure than a riskier strategy that assumes the target operates with a known nonadversarial model.
We make a number of improvements to prior techniques in coordinated search for application to the competition scenario. These novel improvements include: the coordination of heterogeneous "disruptor" robots to secure targets, the extension of guaranteed search methods to allow for dynamic replanning, and the integration of a lattice planner for collision avoidance during planning and execution. We repeatedly simulate a scenario taken directly from the competition, and the results demonstrate that conservative clearing strategies are more robust than riskier model-based search strategies. Thus, a model-based search strategy is likely to win some of the time, but a worst-case search strategy would have a higher success rate over many repeated trials. These results demonstrate how insight can be gained through simulated analysis of challenge problems from the robotics community.
The remainder of this paper is organized as follows. We first review related work in multi-robot coordination for search tasks relevant to the MAGIC competition (Section 2). We then discuss some of the design requirements for simulated experiments with challenge scenarios (Section 3). We move on to describe the rules of the MAGIC competition (Section 4) and implement a scenario from the competition announcement (Section 5). Next, we propose a method for solving the coordination aspect of the challenge (Section 6) and present simulated analysis of variations of this method (Section 7). Finally, we draw conclusions and discuss avenues for future work (Section 8).
Related Work
The MAGIC competition [3] draws from problems in the areas of pursuit-evasion, multi-robot coordination, and coordinated search. Search and pursuit-evasion methods typically fall into one of two categories: 1) model-based techniques that maximize the average-case reward of finding a non-adversarial target, and 2) worstcase techniques that guarantee clearing an environment of a worst-case target. Both of these research areas have seen significant treatment in mathematics, theoretical computer science, and robotics.
One of the first formulations of the pursuit-evasion problem on a graph with an adversarial target was proposed by Parsons [16] . The problem of determining the smallest number of pursuers to guarantee catching a worst-case adversarial evader was later found to be NP-hard [14] . These seminal works led to a subfield of computer science known as graph search (see references [4, 1] for surveys). Graph search has also been applied to robotics problems using a number of different formulations [21, 10] . These works assume that target is acting adversarially, which necessitates optimizing the worst-case performance of the search.
In contrast with the adversarial search problem, a large body of literature in robotic search treats the target as non-adversarial. This assumption allows modeling the target's motion and incorporating uncertainty into the search plans [2] . The non-adversarial search problem can be formulated as a Partially Observable Markov Decision Process (POMDP) with the target's position as the partially observed state [17, 15] . This formulation provides a fully probabilistic representation of the problem, which can easily reason about uncertainty. An alternative approach is to apply techniques such as dynamic programming [12] or branch and bound [11] to determine optimal search strategies without the overhead of the POMDP formulation. Both types of optimal solvers often suffer from scalability issues as the size of the team and/or the complexity of the environment increases. These algorithms for non-adversarial search optimize the average-case performance of the search given a known model of the target's motion.
To move towards unifying worst-case and average-case search, we introduced the G-GSST and FHPE+SA algorithms [6] . G-GSST is a worst-case algorithm that guarantees clearing a physical environment of any potentially adversarial target, and FHPE+SA optimizes a non-adversarial model of the target's motion to provide good average-case performance. These algorithms allow for scalable, decentralized, and online operation for robotics applications. In addition, we showed that G-GSST and FHPE+SA can be combined to yield a unified approach for solving search tasks. Thus, they are natural candidates for solving the coordination aspects of the MAGIC competition challenge.
Simulated Experiment Design
We now discuss some of the requirements for conducting experiments using simulated challenge scenarios. Like any experiment, a simulated experiment using a challenge scenario must test a hypothesis. In most cases, this hypothesis will likely be that one algorithm or system outperforms another relative to some metric, or perhaps that a class of algorithms outperforms another class of algorithms. Alternative hypotheses may test the nature of the challenge itself. For instance, a simulated experiment may test whether systems with certain desired characteristics are likely to win the challenge. Thus, simulated experiments can also be a tool for designing challenge scenarios.
Another important design decision is whether to test the average-case performance or the worst-case performance of the methods in question. Simulation environments are well-suited for both types of analysis based on the capability of running them many times and either taking the mean or minimum of the performance metric over all trials. This design decision depends on the failure modes in question. For instance, if failures are particularly costly (e.g., a vehicle is destroyed), the worst-case performance is likely an important metric. However, average-case performance is also important as a representation for the expected long-term performance of the method.
Unlike experiments performed using real-robots, an additional requirement for simulated experiments is that the methods analyzed must cross the "reality gap." In order to cross the reality gap, a system must qualitatively perform similarly in simulation as it does on physical robots. Jakobi argues that sufficient conditions for crossing the reality gap are that the system be "base set exclusive" and "base set robust" relative to a base set of factors modeled by the simulator [9] . A system is base set exclusive relative to a simulation if its performance is fully determined by factors modeled by the simulation. Similarly, a system is base set robust if it performs similarly when the modeled factors are perturbed from the simulation environment to the real-world.
It is important to note that base set exclusivity and robustness are characteristics of a system in conjunction with a simulation, and not characteristics of the simulation itself. In fact, given a simulation environment, one system may be base set exclusive/robust and another may not. For example, consider a 2D simulation environment. Clearly, any system for 3D robotic manipulation would not be base set exclusive in this simulation. However, a system for ground vehicle path planning may in fact be base set exclusive.
Given these two design criteria, it is important to be aware of the base set of factors for a given simulated experiment. In addition, it important to ensure that this base set varies between trials of the simulated experiment. In the next section, we will describe the MAGIC competition and design our simulation environment. We will be sure to model the aspects of the challenge that are required to compare the proposed coordination methods, and we will also make a number of assumptions and simplifications, noting that they do not hinder the base set exclusivity of our methods.
MAGIC Competition Rules
The MAGIC 2010 competition requires the coordination of a heterogeneous team of unmanned ground vehicles to locate, classify, and secure a number of targets, some of which are moving. The competition guidelines [3] describe the following rules (paraphrased):
1. To complete each challenge phase a team must: a) explore and map the entire phase area; and b) correctly locate, classify, recognize and secure all targets. 2. The team of unmanned ground vehicles (UGVs) is divided into sensor UGVs (for mapping and detection) and disruptor UGVs (to secure detected targets).
The team must have a ratio of at least two sensor UGVs to disruptor UGVs. 3. Mobile targets will move at a maximum velocity of 6 km/hour. They may stop, turn, about face, reverse or continue maneuvering. 4. Mobile targets have detection and lethality zones of 10 m diameter (5 m radius), subject to building occlusion. Any UGV entering the lethality zone of a mobile target will be deemed to have been detected and damaged. 5. Mobile targets must be secured to complete the challenge. To secure a mobile target, a disruptor and sensor UGV must simultaneously view it. The target must then be continuously viewed and tracked by both UGVs for a period of 15 seconds. 1 6. Static targets have an activation zone of 5 m diameter (2.5 m radius), subject to building occlusion. Any UGV entering the activation zone of a static target will cause it to detonate. Static targets have a lethality zone of 20 m diameter (10 m radius), subject to building occlusion. If detonated, any UGV, target or non-combatant within the lethality zone will be deemed to have been damaged. 7. To secure a static target, one or more sensor UGVs must locate and classify it, and the team leader must communicate this information to judges. A disruptor UGV must then approach the target to within 2 m of its activation zone (within 4.5 m of the target) and view it for at least 30 sec. 8. During one or more phases of the challenge, at least one UGV will be lost to enemy "sniper" action.
Several rules were simplified in this paper to decouple the problem and highlight the comparison between coordination strategies. As noted above, we argue that these simplifications do not affect the base set exclusivity of the coordination methods (see Section 3). The following rules were modified as noted:
1. The environment is assumed to be known a priori. If this is not the case, the application of replanning methods is straightforward, though could lead to decreased performance. 2. Non-combatants are not present in the environment. Non-combatants would primarily affect the actions of the disruptors once a target is acquired. Thus, they can be decoupled from the search task. 3. All-to-all communication is allowed between the vehicles through Wi-Fi. Active and/or passive connectivity management techniques [7] could be applied if this assumption were violated. 4. Random failures due to "sniper" action and other failures are not examined.
These failures would decrease the likelihood of mission success, but they would obfuscate the analysis of failures due to target proximity.
Search and Secure Scenario
We implemented the Phase 2 Scenario (see Figure 1 ) from the MAGIC information document [3] in the Player/Stage simulator [5] . Player/Stage provides realistic simulation of the sensing and locomotion capabilities of 2D wheeled vehicles. In addition, Player/Stage simulates realistic communication between vehicles in multirobot coordination scenarios. The simulator uses randomized noise, along with sensor and actuation models, to determine the sensor values and the movements of the robots. In the context of simulated experiment design, the noise helps to perturb the modeled factors and contributes to the base set robustness of the methods (see Section 3). The 200 m × 200 m Phase 2 environment contains five targets, three stationary and two mobile. The mobile targets patrol around the building as shown in the diagram at a speed of 4 km/hr. Any searcher or disruptor that comes within 5 m of a mobile target is disabled and deemed unable to function (i.e., it cannot move, detect, or secure targets). If any searcher or disrupter comes within 2.5 m of a stationary target, the target detonates and disables all robots within 10 m.
The searchers start in the northwest corner of the map and must locate and secure all five targets to successfully complete the mission. The searcher vehicles are modeled as having a maximum speed of 10 km/hr, which is the imposed speed limit from the competition. The vehicles are assumed to be car-like with the appropriate non-holonomic constraints. If two vehicles collide, they are also considered to be disabled; however, this event rarely occurs due to low-level collision avoidance.
The collision avoidance between robots is provided by a lattice planner, which was implemented specifically for this domain and based on work by Ferguson et al. [13] . The lattice contains a regularly spaced number of points in the [x, y, θ ] space of each robot. Each robot plans from its current location to a lattice point Fig. 1 Phase 2 environment from the MAGIC competition guidelines [3] . A heterogeneous team of UGVs must locate and secure all mobile and stationary objects of interest in the environment. near its goal location using A * search. The lattice is built online to contain obstacle regions for the current positions of the other robots. The resulting planner is run as new information becomes available to avoid inter-robot collisions. Thus, if a robot moves into the path of another robot, the path is replanned to avoid a collision.
Coordination Strategy
The key idea behind the proposed coordination strategy is that the team starts with a guaranteed clearing schedule and attempts to repair this schedule if failures occur. If a guaranteed schedule is no longer possible, the team resorts to an efficient search schedule. A modification of the G-GSST algorithm was used to generate guaranteed schedules for the search and secure scenario. First, the environment was discretized into 32 cells (shown in Figure 2 ) using a region growing technique. The largest dimension of the cells was limited to 50 m to correspond to the UGV sensor range. Next, G-GSST was run to find a clearing schedule on the discretized map.
After a clearing schedule was found, the locations of the disruptors were determined at each step using a sequential minimization of the average distance of each searcher to a disruptor. Each disruptor determines what one-step move it should make to minimize the metric and then shares that information with the other disruptors. The other disruptors consider the move fixed when planning their own moves. Note that this disruptor coordination strategy does not require explicit coordination between the robots (only information sharing), and it is decoupled from the generation of the search schedule.
When a target is located during the search, the searcher calls for the nearest disruptor to come secure the target. If that searcher is not available, the next furthest disruptor is called until an available disruptor is found. The disruptor moves to the current location of the searcher, rather than the centroid of the cell. Thus, the discretization can be coarser than the necessary detection radius and still allow for target securing. After the target is secured, the clearing schedule continues.
When robots come too close to a target, they are disabled, and the remaining team replans to determine if a clearing schedule can still be executed from their current locations. If a clearing schedule is not found, the team executes FHPE+SA to maximize the efficient search objective function (i.e., the discounted probability of locating a slowly moving random target). This strategy is then executed until either all targets are secured (mission success) or all disruptors are disabled (mission failure). A number of simulated trials were run to determine the robustness of the proposed solution. If a robot is disabled (due to getting too close to a target), the rest of the team replans to determine if a clearing schedule can be found from their current position. If a clearing schedule is found, they begin execution as before (considered a soft failure). If one is not found, they execute FHPE+SA to maximize probability of detecting the remaining targets (considered a hard failure). If all disruptors or searchers are disabled, the mission is considered aborted. Table 1 gives a summary of these robustness results. The results in Table 1 show completion times and percentages for different failure modes using a varying number of robots. The proposed coordination strategy achieves as high as a 97.5% success rate for mission completion with 6 searchers and 3 disruptors. Failures occurred in approximately 25% of trials, and the majority of failures eventually led to mission success using one of the two recovery strategies. The average completion times show that completion without failure was faster than completion with a soft failure, and completion with a hard failure had a high variance (ranging from fast to slow completions).
Simulated Missions
In addition, Table 1 shows results where one searcher is allocated to optimize a random target model using FHPE+SA while the other five searchers execute a clearing schedule (a similar idea as proposed in prior work [6] ). The reallocation of an efficient searcher leads to a reduction in the mean completion time, but a large number of recoverable failures occur when the efficient searcher is disabled. Based on these results, the user may be tempted to run an efficient strategy using FHPE+SA that does not guarantee clearing. However, it is important to note that few of the strategies that resorted to FHPE+SA led to mission success. In addition, running FHPE+SA from the start results in a mission failure in this scenario for all three varying robot numbers. The high failure rate of FHPE+SA likely results from the tendency for searchers to spread out, which taxes the disruptors to respond quickly. Thus, the efficient strategy is a "more risky" strategy than the clearing strategy. These results further confirm the trends in prior work [6] , and they validate the hypothesis that coordination strategies for the MAGIC competition that are designed to locate worst-case targets are more robust than model-based strategies for locating average-case targets.
Conclusions
This paper has provided simulated experimental analysis of coordination techniques for the MAGIC 2010 competition. A scenario from the competition announcement was analyzed in the Player/Stage simulator. It was shown that modifications of G-GSST [6] and FHPE+SA [8] provide robust and effective solutions to many of the coordination problems posed in the MAGIC competition. The algorithms were also extended to allow for the coordination of a heterogeneous team of robots performing different, but interrelated, tasks of searching and securing.
The proposed solution to the MAGIC problem allows for search and secure with a heterogeneous team of searchers and disruptors, and was able to achieve mission success as much as 96% of the time. In addition, failure modes were explored that allowed for recovery of the clearing schedule and resorted to efficient search as necessary. The results in this paper demonstrate that riskier strategies that utilize a non-adversarial model of the target tend to fail more often than more conservative strategies for finding worst-case targets. This trend coincides with insights from our prior work [6] as well as ongoing work in the search literature [18] . Simulated experiments allowed for this analysis, which would not have been possible based on the few robot trials from the competition itself.
In addition to the analysis of the MAGIC scenario, we have provided a preliminary discussion of the necessary experimental design requirements for running simulated experiments with scenarios taken from robotics competitions. Such experiments have the potential to determine the average-case and worst-case performance of the systems that will be used (or have been used) in competitions. However, careful experimental design is necessary to ensure that the simulated environments accurately model the characteristics of the physical world necessary for a meaningful comparison.
Future work includes the simulation and analysis of a large number of systems for upcoming and past challenge scenarios, as well as the design of more comprehensive requirements for accurate simulated comparison. In addition, actual data from the competitions can be utilized within the simulation to increase the realism of the simulated experiments (e.g., real-world sensor data used offline to guide the planning algorithms). Through such analysis, we can hope to gain insight into the most repeatable challenge solutions, rather than simply the winning challenge solutions.
