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Abstract
The paper presents an exact Bayesian Fusion algorithm, which can carry out
perfect inferences for the unification of distributed data analysis. The new method
uses parallel but coalesced Markov processes to drive distributed Monte Carlo draws
to a Monte Carlo sample from the posterior of the full data. The Markov processes are
simulated via path-space rejection sampling for diffusion processes. The methodology
of this exact Bayesian Fusion algorithm explains why existing methods do not provide
good results and how to correct approximated draws of existing methods in order
to obtain exact samples. Its approximate version, the sequential Bayesian Fusion
algorithm, can be implemented in parallel for big data analysis. The sequential
Bayesian Fusion outperforms all existing methods, which is justified theoretically
and via numerical studies.
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1 Introduction
Datasets are now increasingly gathered by various information-collection devices, such as
mobile phone, Internet Blog, wireless sensor etc. Although the analysis of such massive
data sets can improve efficiencies of businesses (banking, insurance, etc.), help on decision
making of organisations (transportation, energy, etc.) and bring benefits to our society
(health care, social security, etc.), it introduces unique challenges in statistical methodology
and computation, such as scalability, noise accumulation and spurious correlation. For
such big data analysis, people usually use distributed data storage network and distributed
data mining approaches, as it is unrealistic to carry out the computational analysis in a
single computer. One commonly used method is the divide-and-conquer approach (Agarwal
and Duchi, 2012; Dai, 2017; Li et al., 2017; Minsker et al., 2014; Srivastava et al., 2016;
Stamatakis and Aberer, 2013), sometimes also named as fork-and-join. The idea of these
methods is to split the big data set into C small data sets and then combine the individual
analysis results based on each sub-data set into a single conclusion. When the data are
distributed naturally in different locations/servers (such as customers’ data from different
banks), such divide-and-conquer approach can still be applied. It is usually named as
unification of distributed analysis, which finds applications in many other statistical areas.
Specific examples include: unification of the (distributional) views of multiple experts on
a topic (or set of parameters) into a single view, named as expert elicitation (Berger, 1980;
Genest and Zidek, 1986) and meta-analysis (Fleiss, 1993; Smith et al., 1995).
Under a Bayesian framework, such divide-and-conquer approach means that the target
posterior f (x) (up to a normalising constant) is decomposed into a product of sub-posteriors
fc(x) based on a sub dataset (up to a normalising constant)
f (x) ∝ f1(x) · · · fC(x) . (1)
Under such a decomposition, inferences on each fc(x), usually Monte Carlo simulations in
Bayesian computational analysis, are carried out separately (in parallel) and then combined
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into Monte Carlo samples for f (x). Existing methods for such unification Monte Carlo
approach include consensus Monte Carlo (Neiswanger et al., 2013; Scott et al., 2016) and
Weierstrass sampler (Wang and Dunson, 2013). Such divide-and-conquer approaches can
deal with the data storage bottleneck problem and solve the computational challenge via
parallel computing. However, the fusion inference of the distributed analysis for each fc(x)
has no closed-form analytical approach. All above-mentioned methods are approximate
fusion inferences and the approximation errors were not well-justified.
It is extremely difficult to combine the distributed data analysis results properly under
a Bayesian framework, which is the theoretical focus of this paper. Dai et al. (2018a)
proposed the first exact fusion inference method, names as Monte Carlo Fusion, which can
carry out exact unification of Monte Carlo samples from sub-posteriors. However, it only
pins down the fundamental theory and can be implemented only for one-dimensional toy
examples.
This paper will introduce an exact Bayesian Fusion method to unify the distributed
analysis, which explains theoretically what information is missing in existing fusion infer-
ences and how to correct them efficiently to achieve exact results. This new method is an
extension of the simple Monte Carlo Fusion (Dai et al., 2018a) and can achieve greater
efficiency when carry out exact fusion inferences. More importantly, it motivates an ap-
proximate Bayesian Fusion version based on sequential Monte Carlo, named as sequential
Bayesian Fusion, which is computationally practical and can still provide much more accu-
rate Bayesian posterior estimation than existing methods. This sequential Bayesian Fusion
can be easily implemented for Bayesian big-data analysis.
This paper is organised as follows. Section 2 will provide a brief review on the Monte
Carlo Fusion method. Then the new methodologies of exact Bayesian Fusion and sequential
Bayesian Fusion will be introduced in Section 3. The numerical studies on distributed data
analysis and big data analysis are provided in Section 4. The paper ends with a discussion
in Section 5.
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2 Monte Carlo Fusion - a simple exact algorithm
Consider a d-dimensional random variable X with density proportional to f (x) and a
density decomposition given in (1). Similarly as other unification Monte Carlo methods,
we assume that it is trivial to draw a sample x(c) from each fc(x). The target is to unify
these sub-posterior Monte Carlo samples x(c), c = 1, · · · , C, to obtain an exact sample y
from the target distribution f (x). For such exact Monte Carlo unification problem, Dai
et al. (2018a) proposed the basic Monte Carlo Fusion algorithm. The idea is based on an
extended target distribution density proportional to the integrable function
gm(x(1), . . . ,x(C),y) =
C∏
c=1
[
f 2c
(
x(c)
) · pc(y ∣∣x(c)) · 1fc(y)
]
. (2)
If we choose pc
(
y
∣∣x(c)) as a transition density from x(c) at time 0 to y at time T , for a
particular Markov process with stationary distribution f 2c (x), then the extended density
(2) admits the marginal density f for y. Therefore the target becomes drawing samples
from (2) instead.
Monte Carlo Fusion employs a rejection sampler for the extended fusion target (2), with
the proposal density proportional to the function
hm(x(1), . . . ,x(C),y) =
C∏
c=1
[
fc
(
x(c)
)] · exp(−C · ‖y − x¯‖2
2T
)
, (3)
where x¯ = C−1
∑C
c=1 x
(c) and T > 0. With certain mild conditions, Dai et al. (2018a)
showed that
gm(x(1), . . . ,x(C),y)
hm(x(1), . . . ,x(C),y)
∝ ρm ×Qm, (4)
where ρm and Qm are two probability values. Then it is straightforward to implement
Monte Carlo Fusion using rejection sampling, since we can simulate from hm via a fusion
approach: simulating independent Monte Carlo samples {x(c) ∼ fc(x) , c = 1, · · · , C} and
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then combine them to a unified sample y by simulating from a Gaussian distribution with
mean vector x¯ and variance matrix TC−1Id×d.
Monte Carlo Fusion is very similar to other existing unification methods, drawing in-
dependent draws from each fc(x) and combine them to a unified result y. In addition to
that, Monte Carlo fusion tells us exactly how to correct the average (simple unification)
of distributed results to the exactly Bayesian analysis results based on full data; using
acceptance probabilities ρm and Qm. However, the low acceptance probabilities of ρm and
Qm limit the applicability of Monte Carlo Fusion for Bayesian applications and Dai et al.
(2018a) only focused on its theoretical aspects. One challenge is the trade off between ρm
and Qm: as T → 0, ρm → 0 and Qm → 1; but as T → ∞, ρm → 1 and Qm → 0. Even
if we can find the optimal tuning parameter value T (unrealistic in practice), the overall
acceptance probability ρm ·Qm is still very small for practical problems.
In the following section, we will focus on practical Bayesian problems and develop new
Bayesian Fusion methods. The new methods use a larger value T and consider a partition
of the time interval [0, T ]
P = {t0, t1, · · · , tn : 0 = t0 < t1 < · · · < tn = T}. (5)
The new Bayesian Fusion methods deal with Qm with forward-running coalesced Brownian
motions. The acceptance probability Qm will become a sequence of high-valued acceptance
probabilities corresponding to the small intervals (tj−1, tj). Therefore Bayesian Fusion
methods can significantly decreases the computational costs of rejection-step evaluations.
Therefore they are much more efficient than Monte Carlo Fusion.
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3 Bayesian Fusion
3.1 Exact Bayesian Fusion
3.1.1 The main theorem
We first introduce C correlated parallel Markov processes in [0, T ], which start from in-
dependent sub-posterior Monte Carlo samples x(c) and coalesce into a single point y at
time T . This section will demonstrate that if we design these parallel Markov processes
in a particular way, this single coalesced point y will follow the target distribution f (x).
Although continuous-time coalesced Markov processes are actually needed in our method,
to present the main theorem we only need the Markov processes at the discrete points
tj, j = 0, · · · , n, which form the partition P in (5).
The typical paths of these parallel processes are denoted as {x(c)t , c = 1, · · · , C} and for
simplicity we denote x
(1:C)
t as the Cd-dimensional vector of all processes at time t. Note that
at time T , x
(1)
T = · · · = x(C)T = y. The following theorem defines a joint density function
g(x
(1:C)
t0 , · · · ,x(1:C)tn−1 ,y), for the discrete points of the Markov processes x(1:C)t , t ∈ P , and
shows that such g admit f (x) as the marginal density for y.
Theorem 3.1. For a fixed value T > 0, a partition P in (5) and ∆ = d(nC + 1), the
∆-dimensional density function proportional to the following
g(x
(1:C)
t0 , · · · ,x(1:C)tn−1 ,y)
=
( √
C√
2piT
)C
︸ ︷︷ ︸
constant
C∏
c=1
fc
(
x
(c)
t0
)
·
n∏
j=1
N
(
x
(1:C)
tj ;M tj−1,tj ,Vtj−1,tj
)
·
n∏
j=0
ρj ·
C∏
c=1
e−TΦc︸ ︷︷ ︸
constant
, (6)
with x
(1)
T = · · · = x(C)T = y, admits f (·) as the marginal density for y, where
1. N
(
x
(1:C)
tj ;M tj−1,tj ,Vtj−1,tj
)
represents a Gaussian density with mean vector M tj−1,tj
and covariance matrix Vtj−1,tj , which are given in Definition 3.1;
6
2. ρj ∈ (0, 1), j = 0, · · · , n are probability values, with
ρ0 := ρ0
(
x
(1:C)
0
)
= exp
(
−Cσ
2
2T
)
, (7)
σ2 = C−1
∑C
c=1 ‖x(c)0 − x¯0‖2, x¯0 = C−1
∑C
c=1 x
(c)
0 ; and for j ≥ 1, ρj :=
∏C
c=1 ρ
(c)
j ,
ρ
(c)
j := ρ
(c)
j
(
x
(c)
tj−1 ,x
(c)
tj
)
= EWj,c
{
exp
[
−
∫ tj
tj−1
(
φc
(
x
(c)
t
)
− Φc
)
dt
]}
. (8)
The notation Wj,c is the law of the Brownian bridge {x(c)t , t ∈ (tj−1, tj)}, with starting
point x
(c)
tj−1 and ending point x
(c)
tj ; and
3. φc is a function related to fc(·) and is given in Definition 3.2 and Φc is given in
Condition 3.1.
Definition 3.1.
1. For any s, t ∈ [0, T ], define the dC × dC dimensional matrix covt,s = covs,t as
covt,s =
ts
CT
1C×C ⊗ Id×d + (t ∧ s) · (T − t ∨ s)
T
IdC×dC (9)
where ⊗ is the Kronecker product and 1C×C is a C×C matrix with all elements being
1.
2. For any s < t, s, t ∈ [0, T ] and given x(1:C)s , define the dC-dimensional vector
M s,t :=

M
(1)
s,t
...
M
(C)
s,t
 = covs,tcov−1s,s (x(1:C)s − (x(1:C)0 (1− sT )+ bx¯0c sT ))
+x
(1:C)
0
(
1− t
T
)
+ bx¯0c
t
T
Vs,t := covt,t − covs,tcov−1s,scovs,t (10)
where bx¯0c means a Cd-dimensional vector by replicating the d-dimensional vector
x¯0 for C times.
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Definition 3.2. Define functions
Ac(x) := log fc(x) , φc(x) :=
1
2
(‖∇Ac(x)‖2 + div ∇Ac(x)) (11)
where ∇ is the derivative operator and div is the divergence operator.
Condition 3.1. For each c ∈ {1, · · · , C}, there exist a constant Φc > −∞ such that for
all x, φc(x) ≥ Φc.
3.1.2 Exact Bayesian Fusion algorithm
Formula (6) immediately gives us a rejection sampling approach for g(x
(1:C)
t0 , · · · ,x(1:C)tn−1 ,y),
which is summarised in the following proposition.
Proposition 3.1. Consider a rejection sampler for the target distribution g(x
(1:C)
t0 , · · · ,x(1:C)tn−1 ,y),
with the proposal density proportional to
h(x
(1:C)
t0 , · · · ,x(1:C)tn−1 ,y)
=
( √
C√
2piT
)C
·
C∏
c=1
fc
(
x
(c)
t0
)
·
n∏
j=1
N
(
x
(1:C)
tj ;M tj−1,tj ,Vtj−1,tj
)
·
C∏
c=1
e−TΦc . (12)
The acceptance ratio is then given by
g(x
(1:C)
t0 , · · · ,x(1:C)tn−1 ,y)
h(x
(1:C)
t0 , · · · ,x(1:C)tn−1 ,y)
=
n∏
j=0
ρj

Note that it is easy to simulate from the proposal (12) by: drawing x
(c)
0 independently
from each fc(x) and then simulating the discrete Markov chain x
(1:C)
tj , j = 1, · · ·n, from
Gaussian transition density N
(
x
(1:C)
tj ;M tj−1,tj ,Vtj−1,tj
)
. When evaluating the acceptance
probability
∏n
j=0 ρj, each probability ρj can be evaluated sequentially from 0 to n, as if we
are considering acceptance with probability ρj at each small interval (tj−1, tj). If rejection
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occurs at any small interval (tj−1, tj), the whole proposed parallel chains should be rejected.
Therefore we have the following Exact Bayesian Fusion algorithm (Algorithm 1).
1 Initialise P : 0 = t0 < t1 < · · · < tn = T , j = 0 and acceptance indicator, FLAG = 0;
2 Initialise an (n+ 1)-dimensional vector J = (0, · · · , 0);
/* It is the acceptance indicator for each small interval (tj−1, tj) */
3 while FLAG=0 and j ≤ n do
4 if j = 0 then
5 Simulating x
(c)
0 independently from fc(x), for c = 1, · · · , C;
6 else
7 Simulating x
(1:C)
tj from Gaussian density N
(
x
(1:C)
tj ;M tj−1,tj ,Vtj−1,tj
)
;
8 end
9 Set Jj = 1 with probability ρj;
10 if
∏j
k=0 Jk = 1 then
11 j = j + 1;
12 if j > n then
13 FLAG=1, sample x
(1)
tn = · · · = x(C)tn obtained;
14 end
15 else
16 j = 0 and reset the acceptance indicator J = (0, · · · , 0);
17 end
18 end
19 Output y = x
(1)
tn ;
Algorithm 1: Exact Bayesian Fusion for f (x)
3.1.3 Some practical remarks for Algorithm 1
Remark 1. Note that in Step 7 of Algorithm 1, we simulate x
(1:C)
tj from Gaussian density
N
(
x
(1:C)
tj ; M tj−1,tj ,Vtj−1,tj
)
, which involves a Cd×Cd-dimensional matrix Vtj−1,tj . This
step may be of heavy computational cost if C is large. Computationally, it will be more
efficient if the simulation of x
(1:C)
tj in Step 7 can be carried out individually in each core.
The following proposition makes this feasible.
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Proposition 3.2. 1. In Algorithm 1, the transition from x
(1:C)
tj−1 to x
(1:C)
tj , following from
a Gaussian distribution N (M tj−1,tj ,Vtj−1,tj), can be implemented in parallel as
x
(c)
tj =
(
t2j + t
2
j−1 − 2tjtj−1
C(T − tj−1)
)1/2
ξtj +
(
T − tj
T − tj−1 (tj − tj−1)
)1/2
η
(c)
tj +M
(c)
tj−1,tj (13)
for standard Gaussian vectors ξtj and η
(c)
tj .
2. The vector M
(c)
tj−1,tj (defined in (10)), which is the mean vector of x
(c)
tj conditional on
x
(1:C)
tj−1 under the distribution h in (12), can be rewritten as
M
(c)
tj−1,tj = ΞjCx¯tj−1 + Γjx
(c)
tj−1 ,
Ξj =
tj − tj−1
C(T − tj−1) , Γj =
T − tj
T − tj−1 , x¯tj = C
−1
C∑
c=1
x
(c)
tj . (14)
Proof. Following from (27) in Lemma B.1, we have that equation (13) gives the transition
density from x
(1:C)
tj−1 to x
(1:C)
tj as N (M tj−1,tj ,Vtj−1,tj). Thus part 1 is proved.
For part 2, from Lemma B.1 and the formula of M s,t in (10) we can derive
M
(c)
tj−1,tj = ΞjCx¯tj−1 + Γjx
(c)
tj−1 − ΞjCx¯0 − Γj
(
x
(c)
0
(
1− tj−1
T
)
+ x¯0
tj−1
T
)
+ x
(c)
0
(
1− tj
T
)
)
+ x¯0
tj
T
.
It is also easy to show that the last several terms related to x
(c)
0 s cancel out each other.
Thus part 2 is proved.
Remark 2. Note that the algorithm can choose an arbitrary number T and n. The simplest
case is n = 1 and then the acceptance probabilities will only involve ρ0 and ρ1, which is
equivalent to Monte Carlo Fusion in Dai et al. (2018a) (with ρm = ρ0 and Q
m = ρ1 if using
notations in Section 2). Details of selecting the tunning parameters T and n are discussed
in Section 4.1.
Comparing to Monte Carlo Fusion, the advantage of Algorithm 1 is that we can partition
the interval [0, T ] into many small intervals. We can assess acceptance and rejection at
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each (tj−1, tj), sequentially from j = 1 to j = n. If rejection occurs at a step j′ < n,
we do not have to evaluate the steps for j > j′. Although we still have the same overall
acceptance probability (i.e. ρm · Qm = ∏nj=0 ρj), the computational cost for rejected steps
becomes much lower than Monte Carlo Fusion in Dai et al. (2018a). Detailed computation
complexity studies are provided in Section 3.3.
Remark 3. In Algorithm 1, the probabilities ρj, j = 1, · · · , n are given in (8). Although
it cannot be evaluated analytically, we can use the path-space rejection sampling methods
(Beskos et al., 2006, 2008, 2006; Beskos and Roberts, 2005) to simulate an event Jj = 1
exactly having probability ρj.
Remark 4. Note that the Weierstrass refinement sampling and Weierstrass rejection sam-
pling in Wang and Dunson (2013) actually simulate approximate samples from hm · ρm,
where hm is the proposal density in (3). The value T corresponds to the tunning parameter
in the Weierstrass sampling (WRS) algorithm. Wang and Dunson (2013) mentioned that T
determines the efficiency of WRS (the Gibbs sampler convergence in refinement sampling
or the acceptance probability in rejection sampling) and T needs to be chosen adequately
large. However, it is very clear that the larger T is, the less accurate of the simulated sam-
ples, because WRS ignores the acceptance-rejection steps based on path-space diffusion
sampling (Qm in Monte Carlo fusion or ρ1, · · · , ρn in exact Bayesian Fusion). This is the
theoretical reason that Bayesian Fusion works much better.
3.2 Sequential Bayesian Fusion
For many complex Bayesian problems, it is more practical to use approximate Monte
Carlo algorithms. For this purpose, we consider using importance sampling to replace the
rejection sampler step in Algorithm 1. This immediately leads to the following Sequential
Bayesian Fusion algorithm.
11
1 Initialize P : 0 = t0 < t1 < · · · < tn = T ;
2 Simulating x
(c)
0,i , i = 1, · · · , N independently from fc(x), for each c = 1, · · · , C;
/* This gives N particles x
(1:C)
0,i , i = 1, · · · , N */
3 Set the weight for each particle as, ρ0,i, i = 1, · · · , N , which is given by formula (7);
4 Calculate the normalised weight w0,i;
5 Resample the particles x
(1:C)
0,i , i = 1, · · · , N with the normalised weight w0,i;
6 for j = 1 to n do
7 Simulating x
(1:C)
tj ,i
from N
(
x
(1:C)
tj ,i
;M tj−1,tj ,i,Vtj−1,tj
)
, for i = 1, · · · , N , via
Proposition 3.2 ;
8 Assign the weight ρj,i :=
∏C
c=1 ρ
(c)
j,i to each particle, where ρ
(c)
j,i is given by (8);
9 Calculate the normalized weights wj,1:N , based on ρj,1:N ;
10 Resample the particles according to the normalized importance weights wj,1:N .
11 end
12 Output yi = x
(1)
tn,i
, i = 1, · · · , N .
Algorithm 2: Sequential Bayesian Fusion for f (x)
Algorithm 2 is like driving the samples x
(1:C)
0 via n-step Gaussian transitions towards
a coalesced common point y. In each step j, the simulated particles will be updated via
importance weights ρj,i.
3.3 Computing complexity studies
We here use a very simple Gaussian example to illustrate the computational complexity of
different types of fusion algorithms and explain why the Bayesian Fusion algorithms work
much better than Monte Carlo Fusion. We only focus on this simple Gaussian example,
because it is very easy to explain the methodology and also because Monte Carlo Fusion
only works for very simple toy examples. Note that more complicated big-data examples
are provided in later sections.
First, we consider the target density f (x) being as a Gaussian distribution N (0, σ2 = 2)
and C = 2 with fc(x) asN (µc, Cσ2). We can choose µ1 = µ and µ2 = −µ, which guarantees
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that f (x) ∝ f1(x) f2(x). Note that in practice, the sub-posterior densities may have quite
distinct modes. As the difference of the modes of the two sub-densities goes larger, i.e.
as µ increases, the running time of Monte Carlo Fusion increases exponentially. However,
the running times of Exact Bayesian Fusion increases at a much lower rate. In particular,
the running time of Sequential Bayesian Fusion almost does not change as µ increases.
See the detailed simulation results in Figure 1 (left plot), which presents the logarithm
of running time for drawing 10,000 samples from the target distribution against different
values of µ. The results show that the Monte Carlo fusion performs worst. Exact Bayesian
fusion gives a much lower rate of running time, however, it still increases exponentially as
µ increases. This is because Exact Bayesian Fusion has the same acceptance probability as
Monte Carlo Fusion algorithm, but Exact Bayesian Fusion is more efficient at dealing with
the evaluation of acceptance probability
∏
j ρ
(c)
j , j = 1, · · · , n; if one rejection event occurs
with probability ρ
(c)
ι , the algorithm does not need to run for ρ
(c)
j , j > ι. Sequential Bayesian
Fusion is the most efficient algorithm, which is not surprising since it is well-known that
sequential Monte Carlo will not suffer from the challenges of rejection sampling. Note that
the Sequential Bayesian Fusion results are based on effective sample size 10, 000. Therefore
it gains significantly in terms of computational cost, but it almost does not lose anything
in terms of accuracy.
We also compared different fusion algorithms under different values C, i.e. decomposing
the target into different number of subposteriors. We consider the target density f (x) being
as a Gaussian distributionN (0, σ2 = 0.5) and fc(x) = f 1/C(x) asN (0, Cσ2). We here study
the relation of running times against different values of C, C = 2, 3, · · · , 8. The results of
(logarithm) running times based on 10,000 simulations are shown in the right plot of Figure
1. Similarly as the previous study, Bayesian fusion algorithms are much more reliable than
Monte Carlo Fusion, in particular sequential Bayesian Fusion.
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Figure 1: Log-running-time comparisons of Monte Carlo Fusion (red solid line), Bayesian
Exact Fusion (black dotted line) and Bayesian sequential Fusion algorithms (blue dashed
line). Left plot: results based on two computational cores, but sub-densities having different
mode discrepancy; right plot: results based on sub-densities with the same mode, but
different number of computational cores.
4 Numerical studies
4.1 Guidance on selecting T and n
Note that we focus on the numerical studies for Algorithm 2 in this section, since it is
the practical method for Bayesian analysis with large datasets. Note that in Algorithm 2,
the challenging part is the diffusion reweighting (calculating ρ
(c)
j ) involved in Step 8. This
is not only because the calculation of ρ
(c)
j itself is challenging (path-spacing sampling for
diffusions), but also because it involves communication between different cores. Therefore,
in practice, we should choose a small number n to guarantee the minimum communication
between different cores and choose a small number T to give larger effective sample sizes.
Although in practice we should aim to choose a small value T , if T is too small, the
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initial particles (the resampled particles in step 5 of Algorithm 2) will have very small
effective sample size. This is because the importance weight ρ0,i is given by (7), which
goes down to 0 exponential as T → 0. For small T , to deal with the initial steps 1 to 5
of Algorithm 2), we shall first notice that these steps are simulating the starting particles
from ρ0(x
(1:C)
0 ) ·
∏C
c=1 fc
(
x
(c)
0
)
, which can be rewritten as
ρ0(x
(1:C)
0 ) ·
C∏
c=1
fc
(
x
(c)
0
)
= ρ˜0(x
(1:C)
0 ) ·
C∏
c=1
f˜c(x
(c)
0 ) (15)
f˜c(x
(c)
0 ) := exp
(
−‖x
(c)
0 − θ˜‖2
2T
)
· fc
(
x
(c)
0
)
ρ˜0(x
(1:C)
0 ) = exp
(
−C‖x¯0 − θ˜‖
2
2T
)
where θ˜ is any pre-specified fixed value.
Then immediately the simulation from (15), steps 1 to 5 of Algorithm 2, can be revised
to the following Algorithm 3.
1 Initialize P : 0 = t0 < t1 < · · · < tn = T ;
2 Simulating x
(c)
0,i , i = 1, · · · , N independently from f˜c(x(c)0 ), for each c = 1, · · · , C;
/* This gives N particles x
(1:C)
0,i , i = 1, · · · , N */
3 Set the weight for each particle as, ρ˜0,i, i = 1, · · · , N , which is given by formula (15);
4 Calculate the normalised weight w˜0,i;
5 Resample the particles x
(1:C)
0,i , i = 1, · · · , N with the normalised weight w˜0,i;
Algorithm 3: A more efficient approach for the steps 1 to 5 in Algorithm 2
This algorithm immediately gives us a guidance for choosing the value of T . Since we
need to have ρ˜0,i close to 1 in order to achieve a good effective sample size, we shall choose
T/C very close to (or slightly larger than) the expected value of ‖x¯0 − θ˜‖2. This also tells
us that we should choose a predefined value θ˜ which can minimize the expected value of
‖x¯0 − θ˜‖2. Such values of T and θ˜ can usually be found via some preliminary studies, for
example via Weierstrass Refinement Sampling. Once T is fixed, we should partition [0, T ]
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into n small interval and choose n to guarantee that in each sequential Monte Carlo step the
effective sample size does not decay too much, say only 10% reduction for effective sample
size in each step. The re-sample of particles in the sequential Bayesian Fusion algorithm
only needs to be carried out when the effective sample size is below a certain threshold (for
example 60% of the number of particles).
4.2 Simulation studies
In this subsection, we study the performance of sequential Bayesian Fusion and compare
it with CMC and WRS, using detailed simulation studies via different choices of tunning
parameter values for T and C. The simulation studies are based on a relatively small
sample size, since it is not very realistic to run many different simulations for very big data
set. We focus on a logistic regression, which is a very simple classification tool, is widely
used in various research areas, such as statistics, machine learning and social sciences. The
covariates Zi are randomly generated from a Gaussian density N (0.7, 1) and the binary
response Yi is generated from Bernoulli(pi), where pi is modelled via the logistic regression
model, logit(pi) = β1 +β2Zi with β1 = −4.0 and β2 = −2.0. The prior distribution for both
β1 and β2 are chosen simply as standard normal distribution. We choose the sample size
as 1000 but partition them randomly into C subsets (equal subsample sizes), with different
values C = 40, 20, 10, 5. Note that the simulated dataset only has 30 subjects with yi = 1
and thus it is a very unbalanced data set. Combining results for such unbalanced datasets
is the most challenging problem, since the sub-posteriors are non-Gaussian and usually
have very distinct modes, standard methods usually perform poorly (Scott et al., 2016).
Although the sample size is not large, we mainly use the simulation to justify that the
sequential Bayesian Fusion works well for a relatively large number of C and its performance
will not be affected by the sample size in each single core, by the partition of the data and by
the tunning parameter T of the algorithm. However, the consensus Monte Carlo performs
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poorly if each core has only a very small sample (say 25) or if the data are not balanced.
We also studied the performance of WRS, under different values of T . We compare the
posterior density estimation results, based on the Sequential Bayesian Fusion, CMC, WRS
and the direct simulation (as benchmark) from the full posterior via the BayesLogit package
in R. Note that in all of our numerical studies, we found that the Weierstrass rejection
sampler was actually not practical due to tiny acceptance probability. Therefore, we used
Weierstrass refinement sampler in our simulation comparison studies.
When C = 40, the results are summarized in the left panel of Figure 2. All posterior
(Gaussian) kernel density estimates were based on 30,000 samples and bandwidth 0.5. For
the paralleled Bayesian Fusion algorithm, we choose the time interval T = 0.2 and the
number of partitioned intervals n = 20. We can see from Figure 2 (the left panel) that the
paralleled Bayesian Fusion algorithm result (blue dotted density curve) is almost the same
as the benchmark (the black solid density curve) based on standard R package. However the
consensus Monte Carlo provides biased results (the red dashed density curve). WRS with
10-time refinement (the purple dashed-dotted density curve) is much better than CMC,
however, its results have larger bias comparing to the result of sequential Bayesian Fusion.
To view the differences clearly, we also compare the methods (sequential Bayesian Fu-
sion, WRS and CMC) against the bench mark results using full data, via integrated absolute
distance d−1
∑d
j=1
∫ |fˆ(θj)− f(θj)| dθj, which is shown in Figure 2 (the right panel). The
black dashed line is the CMC result, the blue dotted lines are the sequential Bayesian Fu-
sion results and the purple dashed-dotted line are the WRS results. Clearly the sequential
Bayesian Fusion provides much smaller integrated absolute distance, comparing to other
methods. Also we can see that no matter what C and T are, the integrated absolute differ-
ence does not change much for sequential Bayesian Fusion and WRS. However, it increases
for CMC, as C increases. Different point types on the lines correspond to different param-
eter value T for sequential Bayesian Fusion and WRS. The results confirm that in theory
sequential Bayesian Fusion is not affected too much by the value of T . On the other hand,
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in theory WRS should have more accurate result if T goes smaller. However, because of the
concerns of convergence for WRS, the simulation results cannot conform this for example
T = 0.2 may give a better result than T = 0.1.
The running time of all methods against the number of cores are shown in Figure 3. The
running time of WRS depends on the refinement times and in all of our numerical studies,
we took a 10-time refinement. Note that since this is a simulation based on a small dataset,
the running times of these algorithms are not affected much by the number of cores, but
affected mostly by the communication between cores. CMC algorithm only involves such
communications once, however the communication between cores for sequential Bayesian
Fusion depends on the partition number n and the communication between cores for WRS
depends on the refinement times. One thing we noticed is that it is not easy to justify
the convergence of Weierstrass Refinement Sampler, although its convergence is probably
not bad for this simulation study, since T = 0.2 is not too small. However, if we choose
a much smaller value T , a 10-time refinement will not be enough and if we refine 100 or
more times, WRS will not be practical.
4.3 Data Analysis
To demonstrate the performance of Sequential Bayesian Fusion, Algorithm 2, we consider
a logistic regression for a big dataset in this section. We analyze the real data set from
Bache and Lichman (2013), the 1994 and 1995 current population surveys conducted by
the U.S. Census Bureau. The whole dataset contains about 200,000 observations. The
response variable is the annual gross income, which is treated as a binary value: 0 repre-
senting income lower than $50,000 and 1 representing income higher than $50,000. Among
all observations, 12382 individuals (cases) have income above $50,000, i.e. the proportion of
cases is about 6%. The predictor is education (four categories, i.e. three 0-1 valued covari-
ates are considered) and there are four parameters involved in the logistic regression model.
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Figure 2: Left panel: posterior estimate for the logistic regression, with C = 40, T = 0.2
and n = 20. Black solid curve – bench mark; blue dotted curve – sequential Bayesian
Fusion; red dashed curve – consensus Monte Carlo; purple dashed-dotted curve – WRS.
Right panel: integrated absolute difference based on different number of cores: black dashed
line – CMC estimates against the bench mark estimates; purple dashed-dotted line – WRS
estimates against the bench mark; blue dotted line – Bayesian Fusion estimates against the
bench mark. Points style: ‘◦’ means T = 0.2; ‘4’ means T = 0.15; ‘+’ means T = 0.1 and
‘×’ means T = 0.05.
The sample size is just about too large to fit a logistic regression model efficiently using the
standard R package BayesLogit in standard desktop computers. It is therefore necessary
to consider the CMC, WRS or the proposed Sequential Bayesian Fusion algorithm.
We consider prior distribution as standard normal. The big data set is split into C = 40
subsets, with the first 37 subsets have 78 individuals earning more than $50,000, i.e. 0.6% of
the total 12382 cases equally allocated in the first 37 subsets. The remaining three subsets
have all other individuals earning more than $50,000. Note that, such highly unbalanced
partition of the data raises the most challenging problem for distributed analysis and it is
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Figure 3: Log running time against different cores: Black dashed line – CMC algorithm;
blue dotted line – sequential Bayesian Fusion; purple dashed-dotted line – WRS. Points
style: ‘◦’ means T = 0.2; ‘4’ means T = 0.15; ‘+’ means T = 0.1 and ‘×’ means T = 0.05.
likely to happen in practical problems where the event (case) probability is very low (like
severe car incident problems). Under such a partition, the subposteriors are highly skewed
and non-normal, although the sample size is very large. Therefore, the consensus Monte
Carlo performs very poorly and give totally wrong results and WRS does not converge
with a small number of refinement. However, the Sequential Bayesian Fusion gives a much
better result, very close to the benchmark estimator (standard MCMC approach based on
all data).
The simulation results (marginal kernel densities) are summarized in Figure 4. The
Bayesian Fusion kernel density estimate (blue dotted curve) is almost the same as the bench
mark result (the black solid curve). The Weierstrass refinement sampler result (purple
dashed-dotted curve) is also close to the bench mark but has a clearly larger bias comparing
to sequential Bayesian Fusion. The consensus Monte Carlo provides totally wrong results
(the red dashed curve). We also compared the three kernel density estimates, fˆFusionk (βk)
20
(marginal density for βk based on sequential Bayesian Fusion), fˆ
WRS
k (βk) (estimate based
on WRS) and fˆCMCk (βk) (estimate based on CMC), with the bench mark estimate fk(βk),
under different values of C = 5, 10, 20, 40. The integrated absolute difference is used to
measure the performance. The results are shown in the right panel of Figure 4, where the
sequential Monte Carlo is not affected by the value C, but consensus Monte Carlo is very
sensitive with the choice of C. It is not appropriate to argue whether WRS is affected by
C from this numerical result, because of the convergence concerns of WRS. All analyses
are based on 30,000 particles and their logarithm of running time in seconds are shown in
Figure 5, where all methods use less running time as the core number increases. Among
these methods, sequential Bayesian Fusion takes the most time costs.
When calculating the weight ρj,i in Algorithm 2, we need to know φc(x), which depends
on each component sub-posterior fc(x); see (11). Therefore Algorithm 2 requires sending
all data to the central server and to evaluate fc(x). If we want to implement Algorithm 2
without sending all data to the central server, we can use a scalable approach, i.e. to find an
unbiased estimate φˆc(x) for φc(x) with only a relatively small sample (Pollock et al., 2017).
Then only a small subset of the big data will be sent to the central server for the compu-
tation of ρˆj, with ρˆj :=
∏C
c=1 ρˆ
(c)
j and ρˆ
(c)
j := EWj,c
{
exp
[
− ∫ tj
tj−1
(
φˆc
(
x
(c)
t
)
− Φc
)
dt
]}
.
5 Conclusion
In this paper we have developed an exact Bayesian Fusion algorithm to unify distributed
analyses and inferences on subposteriors, into a single coherent inference. This exact
method is built upon, but much more efficient than Monte Carlos fusion (in terms of
computational costs). Exact Bayesian Fusion answers in a principled manner how to com-
bine samples from multiple sources, but also provides a principled approach to understand
and correct the errors that arise in other existing unification schemes (such as CMC and
WRS), which can be considerably large.
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Figure 4: Left panel: posterior estimate for the Census data, with C = 40. Black solid
curve – bench mark; blue dotted curve – sequential Bayesian Fusion; red dashed curve
– consensus Monte Carlo; purple dashed-dotted curve – WRS. Right panel: integrated
squared difference of the kernel density estimates based on different number of cores: black
dashed line – CMC estimates against the bench mark estimates; blue dotted line – Bayesian
Fusion estimates against the bench mark; purple dashed-dotted line – WRS against the
bench mark.
The paper also proposed a practical sequential Bayesian Fusion method. The method
is practical for big-data analysis and in the mean time it can provide much more accurate
results comparing to existing unification methods. Such Bayesian Fusion approaches could
be applied directly to many other interesting applications, such as expert elicitation, multi-
view learning, meta-analysis and Bayesian group decision theory.
The sequential Bayesian Fusion method uses parallel but coalesced Markov processes
to drive subposterior samples towards the target full posterior and use path-space rejection
sampling for diffusions for the simulation of such Markov processes. In this paper, the path-
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Figure 5: Log running time against different cores: Black dashed line – CMC algorithm;
blue dotted line – sequential Bayesian Fusion; purple dashed-dotted line – WRS.
space rejection sampling is actually based on Brownian-bridge proposals. We may achieve
more efficient algorithms if we consider using Ornstein-Uhlenbeck bridge proposals. In fact,
as Dai et al. (2018a) proved, CMC is actually a very special case of Monte Carlo fusion
method, i.e. if we use Ornstein-Uhlenbeck bridge proposal and T =∞, Monte Carlo fusion
becomes CMC. The authors are developing a sequential Bayesian Fusion method using
Ornstein-Uhlenbeck bridge proposal. We believe that such a method may be more efficient
as it may need only a very small partition number n for the interval [0, T ], for example
much less than n = 100 which is used in our current sequential Bayesian Fusion for big
data analysis. Although more work still needs to be done, some preliminary results have
already been achieved and is presented in Dai et al. (2018b).
The proposed Bayesian fusion methodologies deal with posterior decomposition in the
same space, i.e. the target posterior density f (x) and component densities fc(x) are for the
same parameter x. However, for some big-data problems the statistical model may involve
very high-dimensional parameter vector x, say ultra-high dimensional linear regression
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analysis in genetics studies. For such high dimensional problems, the target density f (x)
may be decomposed in to a product of densities on different lower-dimensional spaces, i.e.
f (x) ∝∏Cc=1 fc(xc) where xcs are different subvectors of x, or the target density may not
be decomposable to a product of subdensities at all. Such Bayesian problems are more
challenging and beyond the scope of this paper and we leave them to future research.
A Proof of Theorem 3.1
A.1 Necessary definitions
To prove Theorem 3.1, we first introduce some necessary definitions and results. We shall
define a probability fusion measure F (see Definition A.1) for C coalesced d-dimensional
diffusion paths X = {x(1:C)t , [0, T ]} = {x(c)t , c = 1, · · · , C, t ∈ [0, T ]}, on the space Ω0,
Ω0 :=
{
X : x(c) ∈ Cd[0, T ], c = 1, · · · , C,x(1)T = · · · = x(C)T = y
}
(16)
where Cd[a, b] denotes the d-dimensional continuous function space with domain [a, b]. If
d = 1, a typical path in Ω0 is given in Figure 6.
Definition A.1. The fusion measure F is defined as
dF (X) ∝ dP (X) · exp
[
−
C∑
c=1
∫ T
0
(
φc
(
x
(c)
t
)
− Φc
)
dt
]
(17)
where φc(x) and Φc are given in Condition 3.1 and
dP (X) ∝ d
(
×Cc=1Wx
(c)
0 ,yT
c
)
(X) ·
C∏
c=1
fc
(
x
(c)
0
)
· ρ0 · exp
(
−C(‖y − x¯0‖
2)
2T
)
, X ∈ Ω0 (18)
where Wx,yc is a Brownian bridge measure in the time interval [0, T ] conditional on the
starting and ending points (x,y). 
From (Dai et al., 2018a) we have the following result.
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Figure 6: A typical path of the C parallel continuous-time Markov processes
Lemma A.1. If X := {x(1:C)t , t ∈ [0, T ]} is drawn from (Ω0,F), where F is defined in
Definition A.1, then the common ending point y follows the target distribution f (y). 
A.2 Proof of Theorem 3.1
Proof. Lemma A.2 in Section A.3 provides an alternative expression for P. Replacing this
alternative expression (19) for P into (17), we immediately have
dF (X) ∝
C∏
c=1
fc
(
x
(c)
0
)
· ρ0 ·
n∏
j=1
N
(
x
(1:C)
tj ;M tj−1,tj ,Vtj−1,tj
)
· d
(
×Cc=1W
x
(c)
tj−1 ,x
(c)
tj
c
)(
X(tj−1,tj ]
)
·
n∏
j=1
exp
[
−
C∑
c=1
∫ tj
tj−1
(
φc
(
x
(c)
t
)
− Φc
)
dt
]
By integrating out x
(1:C)
t , t ∈ (tj−1, tj), j = 1, · · · , n, the above measure F clearly gives
the marginal distribution for x
(1:C)
tj , j = 0, · · · , n, as (6). On the other hand, Lemma A.1
implies that F gives the common ending point y following f (x). Therefore formula (6)
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admit the marginal distribution for y as f (x). The theorem is proved.
Note that the proof of Theorem 3.1 implies that Bayesian Fusion actually uses C paral-
leled coalesced Brownian motions as a proposal. Then under the partition P , the acceptance
probabilities ρj, j = 1, · · · , n are evaluated at each small interval (tj−1, tj). See Figure 7.
The C paralleled coalesced Brownian motions were simulated forwardly, for each small in-
terval (tj, tj+1), conditional on that acceptance occurs in the previous interval (tj−1, tj) (or
particles reweighted in the previous interval). Therefore Bayesian Fusion is like driving the
initial samples x
(1:C)
0 toward the ending point y ∼ f (x), but Monte Carlo Fusion simple
simulate the whole parallel processes (including the ending point y) as a proposal and do
rejections sampling.
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Figure 7: A path of the C parallel continuous-time Markov processes with a partition of
the time interval.
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A.3 An alternative expression for P
The following lemma is used in the proof of Theorem 3.1.
Lemma A.2. Given P : 0 = t0 < t1 < · · · < tn = T , the measure P defined in (18) can be
rewritten as
dP (X) ∝
C∏
c=1
fc
(
x
(c)
0
)
· ρ0 ·
n∏
j=1
[
d
(
W
x
(1:C)
tj−1
j
)(
X(tj−1,tj ]
)]
, (19)
where
(
Wx
(1:C)
tj−1
)(
X(tj−1,tj ]
)
is the probability measure for X(tj−1,tj ] conditional on x
(1:C)
tj−1 and
d
(
Wx
(1:C)
tj−1
)(
X(tj−1,tj ]
)
∝ N
(
x
(1:C)
tj
;M tj−1,tj ,Vtj−1,tj
)
· d
(
×Cc=1W
x
(c)
tj−1 ,x
(c)
tj
c
)(
X(tj−1,tj ]
)
(20)
where N
(
x
(1:C)
tj ;M tj−1,tj ,Vtj−1,tj
)
is defined in Theorem 3.1.
Proof. Under definition (18), if X is generated from the proposal measure P, each x(c)t , t ∈
(0, T ) is a d-dimensional Brownian bridge realisation, conditional on x
(c)
0 and y. In addition,
conditional on x
(c)
0 , the ending point y follows a Gaussian distribution with mean x¯0 and
covariance matrix TC−1Id×d.
(i) We first consider the variable transformation: ξ 7→ yT ,
y = x¯0 +
√
T
C
ξ (21)
where ξ ∼ N (0, Id×d). Then the Brownian bridge x(c)t , t ∈ [0, T ] becomes
x
(c)
t = x
(c)
0
(
1− t
T
)
+ x¯0
t
T
+
√
T
C
ξ · t
T
+ W˜
(c)
t (22)
where W˜
(c)
t , c = 1, · · · , C are independent Brownian bridges with W˜
(c)
0 = W˜
(c)
T = 0.
Note that, from (22) we know that the process x
(c)
t , t ∈ (0, T ) is a linear combination of a
Gaussian process W˜
(c)
t and a Gaussian variable ξ, conditional on x
(1:C)
0 . Also, conditional
on x
(1:C)
0 and ξ, the processes x
(c)
t , t ∈ (0, T ) are independent processes.
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For simplicity, we here use x
(c)
t := x
(c)
t (ξ) and y := y(ξ) to denote the transformed
variable functions depending on ξ. The proposal measure P, under the variable trans-
formation, becomes
dP
(
X[0,T ), ξ
) ∝ d(×Cc=1Wx(c)0 ,yc ) (X)︸ ︷︷ ︸
law for X conditional on (x
(1:C)
0 ,ξ)
·
C∏
c=1
fc
(
x
(c)
0
)
· ρ0︸ ︷︷ ︸
marginal law for x
(1:C)
0
· exp
(
−||ξ||
2
2
)
︸ ︷︷ ︸
marginal law for ξ
. (23)
If we integrate out ξ from the above probability measure and we get the marginal prob-
ability law for X[0,T ) as
dP
(
X[0,T )
) ∝ C∏
c=1
fc
(
x
(c)
0
)
· ρ0 · d
(
Wx
(1:C)
0
) (
X[0,T )
)
(24)
where Wx
(1:C)
0 , being defined later, is actually the law of P conditional on x(1:C)0 only.
(ii) Now to prove the lemma, we only need to work out Wx
(1:C)
0 . We first recall that Wx
(1:C)
0
is the a probability measure of C coalesced Gaussian processes by integrating out the
common ending point, conditional on all starting points x
(1:C)
0 . On the other hand, the
C coalesced processes X = x
(1:C)
t (Brownian bridges conditional on (x
(1:C)
0 , ξ)) satisfy
x
(1:C)
t = x
(1:C)
0
(
1− t
T
)
+ bx¯0c
t
T
+
⌊√
T
C
ξ
⌋
t
T
+ (T − t)
∫ t
0
dW (1:C)u
T − u , (25)
for 0 ≤ t < T , where for any d-dimensional vector a the operator bac gives a Cd
dimensional vector by replicating a for C times.
Clearly conditional on x
(1:C)
0 , by integrating out ξ, the distribution of x
(1:C)
t , t ∈ (0, T )
are still Gaussian processes. Therefore Wx
(1:C)
0 is a law for some Gaussian process. To
find the expression of Wx
(1:C)
0 (X), we only need to work out the mean and covariance
functions for the Gaussian process x
(1:C)
t , t ∈ (0, T ].
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From the integration formula (25), we know that the covariance function is given by
covt,s = cov
(
x
(1:C)
t ,x
(1:C)
s |x(1:C)0
)
= E
(
x
(1:C)
t ⊗ x(1:C)s |x(1:C)0
)
− E
(
x
(1:C)
t |x(1:C)0
)
⊗ E
(
x(1:C)s |x(1:C)0
)
= E
⌊√T
C
ξ
⌋⊗2
· ts
T 2
+ (T − t)(T − s) · E(∫ t∧s
0
dW (1:C)u
T − u
)⊗2
=
ts
CT
· 1C×C ⊗ Id×d + (T − t)(T − s) ·
∫ t∧s
0
du
(T − u)2 · IdC×dC
=
ts
CT
· 1C×C ⊗ Id×d + (t ∧ s) · (T − t ∨ s)
T
· IdC×dC (26)
where 1C×C is a C × C-dimensional matrix with all values being 1.
Then the joint distribution of
(
x
(1:C)
t ,x
(1:C)
s
)
conditional on x
(1:C)
0 is a Gaussian distri-
bution with mean(
x
(1:C)
0
(
1− t
T
)
+ x¯0
t
T
, x
(1:C)
0
(
1− s
T
)
+ x¯0
s
T
)
and covariance matrix  covt,t covt,s
covs,t covs,s
 .
Suppose s < t. Using the multivariate normal distribution results, we have that the
conditional distribution of x
(1:C)
t , given x
(1:C)
s , is a Gaussian distribution with mean and
covariance matrix, respectively as
M s,t = covs,tcov
−1
s,s
(
x(1:C)s −
(
x
(1:C)
0
(
1− s
T
)
+ x¯0
s
T
))
+ x
(1:C)
0
(
1− t
T
)
+ x¯0
t
T
Vs,t = covt,t − covs,tcov−1s,scovs,t.
The above results provide the Gaussian transition densities for x
(1:C)
t ∼ P, from any tj−1 to
tj. The processes x
(c)
t within each small interval (tj−1, tj) are simply independent Brownian
Bridges. Thus the lemma is proved.
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B Lemma used in the proof of Proposition 3.2
Lemma B.1. For s < t, the matrix covs,tcov
−1
s,s can be written as block matrix form, with
identical diagonal blocks and identical off-diagonal blocks,
covs,tcov
−1
s,s := {Ξ1C×C + ΓIC×C} ⊗ Id×d, Ξ =
t− s
C(T − s) , Γ =
T − t
T − s
and further
Vs,t =
{
t2 + s2 − 2ts
C(T − s) 1C×C +
T − t
T − s(t− s)IC×C
}
⊗ Id×d (27)
Proof. From (9), we know that for s < t,
covs,s =
[
s2
CT
1C×C +
s · (T − s)
T
IC×C
]
⊗ Id×d, covs,t =
[
ts
CT
1C×C +
s(T − t)
T
IC×C
]
⊗ Id×d
and further
cov−1s,s =
[
− 1
C(T − s)1C×C +
T
s · (T − s)IC×C
]
⊗ Id×d
covs,tcov
−1
s,s =
{[
− ts
CT (T − s) +
t
C(T − s) −
s(T − t)
CT (T − s)
]
1C×C +
T − t
T − sIC×C
}
⊗ Id×d
=
{
Tt− Ts
CT (T − s)1C×C +
T − t
T − sIC×C
}
⊗ Id×d
and
Vs,t = covt,t − covs,tcov−1s,scovt,s
= covt,t −
{[
(t− s)ts
CT (T − s) +
(t− s)s(T − t)
CT (T − s) +
ts(T − t)
CT (T − s)
]
1C×C +
s(T − t)2
T (T − s)IC×C
}
⊗ Id×d
=
[
t2
CT
1C×C +
t · (T − t)
T
IC×C
]
⊗ Id −
{−Ts2 + 2Tts− t2s
CT (T − s) 1C×C +
s(T − t)2
T (T − s)IC×C
}
⊗ Id×d
=
{
t2 + s2 − 2ts
C(T − s) 1C×C +
T − t
T − s(t− s)IC×C
}
⊗ Id×d.
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