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The relation between pressure fluctuations and density gradients in the near-field of a jet at M=0.9 is stud-
ied in this paper. For this purpose, an experiment was performed where the density gradients were acquired
with the Background Oriented Schlieren technique. This optical technique measures the virtual displacements
of a background pattern when seen through the compressible flow. Simultaneously, the pressure fluctuations
were measured with two microphones at 2D away from the shear layer. This signal was decomposed in sound
and pseudo-sound using a wavelet based separation technique. The objective is to study the degree of correla-
tion between these three quantities: density gradient, sound and pseudo-sound. Moreover, a cross-conditional
analysis is done in order to relate intermittency events in the pressure signal with variations in the density
gradient field. The results of the cross-correlation indicate that only the hydrodynamic component is corre-
lated with the density gradients. Furthermore, the correlation is located at the end of the potential core. In
addition, the results of the cross-condtional analysis show that fluctuations of the density gradient related with
intermittent events in the pressure signal are mainly at the end of the potential core.
I. Introduction
The identification of noise sources in unbounded jets has been the subject of a considerable number of studies since
the seminal work of Lighthill1 in order to understand the physical mechanisms underlying the generation of noise. In
many of these investigations the flow fluctuations in the near-field were cross-correlated with the radiated sound at the
far-field. The far-field noise spectrum changes depending on the direction respect to the jet axis, but it is still not clear
how the different scale sources contributes to this directivity of the radiated sound. The study of the near-field pressure
fluctuations can be more effective for this purpose. In this paper the cross-correlation between the density gradient in
the near-field and the pressure fluctuations in the near-field (sound and pseudo-sound) is proposed in order to obtain
information between flow structures and radiated sound. The experimental set-up used for obtaining the near-field
quantities is much simpler than in other optical techniques. The flow quantity, i.e. the density gradients, is obtained
from displacements directly measured with the Background Oriented Schlieren technique. These displacements are
proportional to the density gradients. While the pressure fluctuations are acquired with two microphones distanced
from each other by 1D (necessary for applying the wavelet analysis technique).
As Tinney et al.2 suggested, one of the main problems related to the near-field pressure analysis is the difficulty
of separating the acoustic pressure contribution from the hydrodynamic one since only a small part of the energy as-
sociated with the pressure fluctuations radiates as sound (see also3–5). Several authors6–9 proposed a Fourier filtering
procedure to separate the near-field pressure spectra into a low-frequency hydrodynamic region and a high-frequency
acoustic region using a Fourier filtering approach and taking into account the different propagation velocities. How-
ever, due to the local nature of the fluid structures responsible for the noise emission10–12, this approach can be unre-
liable. In order to overcome the limit of the Fourier transform in representing localized events, the wavelet analysis
can be adopted13–16. In a recent paper of Grizzi and Camussi17, following the approach developed by Farge16 and
Ruppert-Felsot et al.18, was proposed a novel wavelet based technique to decompose a pressure signal into its acoustic
and hydrodynamic components.
This procedure is applied to near-field pressure data of a transonic jet of M = 0.9 that is measured in a semi-
anechoic chamber available at the Thermo-fluid-dynamic and Aerodynamic Section of the Mechanical Engineering
Laboratory of the University Roma Tre. Simultaneously near-field density fluctuations are recorded with the Back-
ground Oriented Schlieren (BOS) technique. The BOS method is an optical flow visualization technique based on
the change of the index of refraction due to density gradients perpendicular to the line of sight. It is non intrusive
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and unlike other optical techniques it uses simple instrumentation21: a camera, an illumination source, and a pattern.
Recent studies have used this measurement technique for investigating the cross- correlation between the density gra-
dients in the near-field and the radiated noise in the far-field of a jet19,20. The main goal of this paper is to evaluate
the degree of correlation between the density gradient with the acoustic and the hydrodynamic pressure. In addition,
a cross-conditional analysis is performed by selecting the snapshots of the flow taken with the BOS technique that
correspond to abrupt changes in the pressure signal.
In the present work, an evaluation of the influence of the BOS set-up is performed in order to verify that the re-
sults are not affected by it. The paper presents firstly the BOS technique (Section II.) followed by a description of
the post-processing method used (Section III.). Afterwards, the experimental set-up and employed instrumentation is
introduced (Section IV.). The separation of the acoustic and hydrodynamic pressure are analysed in Section V., as well
as the cross-correlation of these signals with the density gradients. In this section the cross-conditional analysis is also
studied. Finally, the conclusions are presented in Section VI..
II. Experimental Techniques
A. Density Measurements: Background Oriented Schlieren Technique
The Background Oriented Schlieren technique is a density-based method for flow visualization which was firstly
introduced by Meier22, Richard and Raffel21. This optical technique measures the local deflection of the light due to
density fluctuations in the flow. It is similar to speckle photography, although the set-up required is simpler. In the
BOS technique, a camera is used to record a background and its deformation when seen through a flow with density
variations. The comparison of these two images will show displacements in the dot pattern due to the density gradient.
By using cross-correlation algorithms already developed for PIV, the displacement in each interrogation window in x
and y direction can be calculated. The background used for this paper consists in a dot pattern that is illuminated with
white light. Figure 1 describes the set-up used in the BOS technique.
Figure 1. Scheme of the BOS set-up. The blue line represents the light beam deflected by an angle  owing to the density gradient in the jet.
The difference between the ray without being affected by any density fluctuation and the deflected ray is given by ∆x in the dot pattern
and ∆ximage in the camera sensor.
The angle  (Equation 1) indicates the deviation of the light beams due to changes on the index of refraction n
perpendicular to the line of sight.
tanx ≈ x = ∫ 1
n
δn
δx
dz, tany ≈ y = ∫ 1
n
δn
δy
dz (1)
The relation of the density ρ with the refractive index n of a gas mixture is defined by the Gladstone-Dale equation:
n = 1 +KGDρ, (2)
being KGD the Gladstone-Dale constant. Assuming a planar flow, the combination of the previous equations leads to
a direct relation between the density gradient and the deviation angle. The deviation angle can be defined with the
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displacements, i.e. ∆x, and zA. The ambient index of refraction is defined as n′.
tan x ≈ ∆x
zA
= KGD
n′ ∫ δρδxdz (3)
1. Sensitivity and Spatial resolution
The sensitivity and spatial resolution of the technique depend on the arrangement of the set-up. The sensitivity
is defined as the capacity of detecting small changes in the density gradient and it can be evaluated by the deflection
angle . By using geometrical and optical relations20, the deflection angle is expressed as:
tan x ≈ x = (1 + zAzB )∆ximage zC−fzCf
zA
zB
− (∆ximage zC−fzCf )2 . (4)
The sensitivity  for different values of f and zA/zC is represented in Figure 2, where ∆ximage or the smallest
detectable displacement is set to 0.1 pixel.
Figure 2. Sensitivity for different focal length and zA/zC
The sensitivity is improved by increasing the distance from the background to the density gradient,zA, and by an
increase of the focal length of the camera23. However, these two parameters are limited by the spatial resolution.
During the cross-correlation of the images, the deviations recorded are averaged over the interrogation window.
The spatial resolution decreases when zA is increased since the size of the interrogation window will increase and the
averaged area will be bigger. Moreover, in the BOS technique the camera is focused in the background, however, the
object under study should also be seen sharp enough21. Therefore, the depth of field of the camera should be broad to
have the jet not very defocused. If the focal lenght increases, the depth of field decreases and the spatial resolution,
thus, will decrease24. Another parameter that affects the spatial resolution is the pixel size of the camera sensor. This
is important for high speed cameras whose resolution is around 1 MPx. Consequently, a compromise between all these
factors needs to be achieved.
III. Post-processing Techniques
A. Wavelet Transform
Different techniques to extract information from a random variable (for instance, pressure signal) can be used.
One of them and the most known is the Fourier Transform. It is a decomposition of the signal on a orthogonal basis
of cosine and sine wave. The main disadvantage of this technique is the loose of localisation in time. To overcome
it, one can use the Gabor Transform or Short Fourier Transform to have a 2 dimensional representation: time (t)
and frequency (f). This technique, like the name suggests, is based on the Fourier Transform using a convolution
integral with a window function. The window function used is the same for each frequency analysed. While using
this technique, the user must keep in mind that it is limited by the uncertainty principle and it is impossible to have
the same resolution for low and high frequency at the same time. Unlike the Short Fourier Transform, the Wavelet
Transform is multi-scale and can overcome this disadvantage, even though the uncertainty principle is still valid. For
each scale, the size of the wavelet is adapted to the scale analysed which allows to have a good resolution for low and
high frequency at the same time. The scale of the wavelet transform is proportional to the inverse of Fourier frequency
3 of 16
American Institute of Aeronautics and Astronautics
by some relationship dependent on the wavelet chosen for the analysis. One can see Meyers et al.33 and Torrence and
Compo35 to have more information about the relationship between Fourier frequency and wavelet scale.
The analysis is accomplished by projecting the acquired signal over a basis of compact support functions obtained
by dilations and translations of the so-called mother wavelet Ψ(t) localized both in the time domain and in the trans-
formed space. The mother wavelet can be considered as a band-pass filter of central frequency Fc. This parameter is
the ratio between the width of the wavelet envelope and the pseudo-period of its oscillation and its value is dependent
of the wavelet chosen.
It can be noted that in the Fourier decomposition the projection onto trigonometric functions spreads the physical
information over a theoretically infinite time (or spatial) domain. Localized events are therefore ill-represented by the
Fourier domain especially when the Fourier transform is assessed numerically, while they are correctly retrieved by
the wavelet transform through the representation of the signal over a two-dimensional map in the time-resolution scale
domain. These considerations are valid also for spatial dependent signals, the wave-number domain being the Fourier
counterpart domain. Formally, the wavelet transform of a signal f(t) at the resolution time scale s is given by the
following expression:
w(s, t) = 1√
s
∫ +∞−∞ f(t)Ψ∗(τ − ts )dτ (5)
Where the integral represents a convolution between f(t), the analysed signal, and the dilated and translated complex
conjugate counterpart of Ψ(t).
In many applications, the analysis is carried out using orthogonal discrete wavelets in order to ensure the invert-
ibility condition. The invertibility and orthogonality assumptions are essential to be able to go from the physical to the
transformed space and vice-versa. The Orthogonal Wavelet Transform (OWT ) is based upon a multi-scale analysis
that gives successive approximations of the field at different scales, from the smallest (twice the sampling time) to
the largest one, corresponding, in principle, to the whole signal length. In the orthogonal representation the wavelet
coefficients are arranged in a dyadic distribution to guarantee orthogonality37. In this framework, the mother wavelet
can be denoted as Ψ00 to highlight the coarsest scale at which it is calculated39. The discrete interval of scales can be
expressed as sk = 2−k, therefore the set of functions forming the orthonormal basis may be written as:
Ψkj(t) = 2−k/2Ψ00(2kt − j) (6)
For a discrete signal f(j) sampled on a discrete mesh xj , the transformed function may be rewritten in discrete
form as:
f(j) = +∞∑
r=1
+∞∑
i=−∞w(r)(i)Ψ(r)(i − 2rj) (7)
Where r represents the discretized scale. The wavelet function Ψ(r)(i−2rj) is the discretized version of Ψ(r)(t)2−r/2(t/2r)39
and must obey the following orthogonality condition:
+∞∑
k=−∞Ψ
(r)(k − 2ri)Ψ(p)(k − 2pj) = δijδrp (8)
The coefficients w(r)(i) are obtained through a discrete convolution as follows:
w(r)(i) = ∞∑
j=−∞Ψ(r)(i − 2rj)f(j) (9)
Fast and efficient discrete wavelet transform algorithms have been developed in the past so that, nowadays, the CPU
time required for the wavelet transform is comparable to that needed for a standard Fast Fourier Transform (FFT).
The use of Wavelet Transform in this paper is of interest to apply the conditioning and the separation between
acoustic and hydrodynamic from a pressure signal. The conditioning is dealing with the detection of energetic events,
as examples, the wavelet-based studies of wall pressure fluctuations induced by attached or separated turbulent bound-
ary layers40–42 and the wavelet-based investigation of the wall and far field pressure induced by an aerofoil in a
tip-leakage configuration13. For applications related to jet-noise see Camussi and Guj31 and Onorato et al.28. For
the separation between acoustic and hydrodynamic components, one can refer to Donoho et al.29 and Ruppert-Felsot
et al.18. More recently presented by Grizzi and Camussi17, orthogonal wavelet were used in order to separate the
acoustic component from the hydrodynamic of a pressure signal.
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B. Hydrodynamic/Acoustic separation
An important issue when studying jet noise is to be able to analyse the hydrodynamic and acoustic components
separately. Experimental data from the near field is the sum of those two quantities and in order to analyse each of
them separately, it is important to be able to separate them. Ruppert-Felsot et al.18 have developed a technique based
on wavelet analysis in order to separate the components from vorticity field, more precisely, coherent and un-coherent
components. Grizzi and Camussi17, based on the previous technique, developed a new method to do the separation
on pressure signals. These two methods are based on the work of Donoho et al.29 which found the ideal threshold on
the wavelet coefficients of a signal based on the de-noising of Gaussian white noise. The algorithm adopted for the
separation is:
Figure 3. Process diagram followed for separating the acoustic and hydrodynamic signal.
If those conditions are respected, the iterative process ends and the separation is done. For the present analysis, a new
approach to estimate the correct threshold is developed. In this new approach, two thresholds need to be defined: one
under-estimated and another one over-estimated. The separation is done with each threshold. New conditions for the
re-evaluation of each threshold must be added. The approach is simple:
• Calculate two thresholds, under and over estimated
• Apply those thresholds to the wavelet coefficients
• Do the inverse wavelet transform to recover 8 signals:
– 4 signals (2 acoustics, 2 hydrodynamic) for the under-estimated threshold
– 4 signals (2 acoustics, 2 hydrodynamic) for the over-estimated threshold
• Do the re-evaluation of each threshold: the step for the re-evaluation is chosen to be the median between the
two threshold (under and over estimated)
• Finally, apply the same conditions like in the main iterative process explained previously with two differences
over the convective velocity of the hydrodynamic component:
– for the under-estimated: this velocity must be higher than the flow velocity
– for the over-estimated: this velocity must be smaller than the flow velocity
Once these iterative procceses are done, the final threshold is taken to be the average of the under and over-estimated
ones. This approach is providing good results but due to lack of time it is still under evaluation and more cases should
be studied in order to improve it.
C. Auto and cross-conditioning
The conditioning is used to detect abrupt changes in a signal and, for a real signal, can be seen like an intermit-
tency or an energetic event. The term intermittency is more often encountered and will be used from now on. The
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signal is decomposed with the wavelet transform onto time and frequency domain. The Local Intermittency Measure,
abbreviated LIM, is calculated from the wavelet coefficients as can be seen in Equation 10. This quantity allows to
highlight local burst of the energy for a specific scale.
LIM(s, t) = ∣w(s, t)∣2⟨w(s, t)2⟩t (10)
Where ⟨●⟩t represents the time average. Low values of the LIM give indication of non-intermittency in the signal and
high values of the presence of intermittency. The value beyond which the LIM is giving a indication of the presence
of an intemittency is usually 1. This means that locally the energy is greater than the average of the energy for the
specific studied scale28,31.
In Onorato et al.28, the flatness factor (FF ) (also called kurtosis) was introduced in the conditioning technique.
The FF is the fourth statistical moment and gives information about the shape of the Probability Density Function
(PDF ) of the random variable analysed. The FF can be defined as:
FF (s) = ⟨w(s, t)4⟩t⟨w(s, t)2⟩2t (11)
By using a real mother-wavelet to do the analysis, the FF can be simplified to:
FF (s) = ⟨LIM(s, t)2⟩t (12)
Beyond some value of FF , it is assumed that the specific scale is presenting an intemittency. In the present work, this
value is defined as 3 and means the PDF of the random variable is a Gaussian. Lower values than 3 means there is no
intermittencies and the PDF is flatter. The algorithm of the method consists of:
Figure 4. Process diagram followed for selecting the threshold in the LIM.
To select the peaks in the LIM, the local derivative of this quantity is calculated at each point. The selection of the
peaks is made by selecting the points for which the product of two consecutive derivatives is negative and the deriva-
tive at the previous point is positive, which means a peak has been detected in the LIM.
The results of the previous iterative process allow to locate the intermittencies in time. It is possible to create a set
of portion of signal centred around those positions. The ensemble average on that set allows to get the signature of the
intermittencies. This method does not allow to have any information about the nature of the phenomena responsible
of those intermittencies. In order to understand this fact, it is important to compare the results with another quantity
giving information on the dynamic of the flow. Moreover, as previously described, in the present study a reference
value for FF was taken to be equal to 3 but future investigations could focus on the impact of changing this reference
value.
D. Cross-correlation of pressure and density gradients
The cross-correlation function is used to quantify the time-average relation between two time dependent and time
stationary signals in the time domain26 . Thus, the flow measurements , which is represented by ∆x′ , have zero mean.
For the cross-correlation the pressure signal was under-sampled to have the same frequency as the camera, that is,
1000 Hz. This under-sampled frequency is represented by p′.
R∆x′,p′(r, τ) = S∆x′,p′(r, τ)
σ∆x′σp′ = ⟨∆x′(r, t)p′(t + τ)⟩σ∆y′σp′ . (13)
The pressure signal is time shifted by τ with respect to a near-field quantity ∆x′ recorded at the position r .
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IV. Experimental Set-up
The experiment was conducted in a semi-anechoic chamber in the Mechanical Engineering Laboratory of the Uni-
versity Roma Tre17 at Rome. The semi-anechoic chamber (2m x 4m x 2m) was covered with sound-absorbent panels
that are composed of 100mm polyurethane piramids with a cut-off frequency of approximately 500 Hz. Moreover,
acoustic absorbent material was disposed on the floor and in the components of the test rig to minimize reflections.
The round nozzle of 12mm with a contraction ratio of 44.4 was connected to a compressed air duct through a pressure
regulator. The air supply system was connected to a tank with a capacity of 2m3 and a pressure of 8 bars allowing a
continuous dry air flow. This jet test rig presents a plenum chamber of 80mm composed by mesh screens and honey-
comb in order to smooth out the flow27. Static-pressure transducer and thermocouples were installed in the plenum
chamber in order to provide continuous monitoring of the flow conditions (Figure 5).
Figure 5. Scheme of the semi-anechoic chamber with the adopted angular coordinates 17
A. Instrumentation
The near-field of the jet was recorded with a high speed camera (Photron SA1.1) using a lens of 105 mm. The
resolution of the camera was 1024x1024 pixel and the sampling frequency was 1000 Hz. At this frequency it was
possible to acquire data for 10 s. The camera is recording a pattern of random dots with normal distribution. The
pattern was printed in a transparent adhesive and adhered on a glass. The pattern was illuminated with an halogen
light, Dedolight DLH 650. The distance between the nozzle and the dot pattern was set to zA = 800 mm while the
distance to the cameras was set to zB = 430 mm.
The pressure taps were connected to an ICS Sensors pressure transducer, 50 psi full scale and properly calibrated.
J-type thermocouple was used to measure the air temperature inside the duct. The knowledge of the pressure and
temperature at the inlet section of the nozzle allowed the analytical calculation of the Mach (M ) number as well the
velocity at the jet exit based on one dimensional isentropic flow theory. The acoustic measurements were done with
four 1⁄4 inch Bru¨el and Kjær (B&K) microphones type 4135 (or the newer type 4939) for normal incidence. These
microphones were connected to Prosig P8020 through the NEXUS system (which allows the configuration of the
conditioning amplifier directly and independently for each input channel). The calibration of the microphones was
done with a HD 9101 Class 1 calibrator. Due to the interest on analyzing frequencies up to 100 kHz, it was decided to
remove the protective grid. All the suitable advices presented in the paper of Ahuja27 were taken in account during all
the mounting process. All these elements were connected to the 24-bit acquisition system Prosig P8020 that combined
with DATS toolbox allowed the acquisition of the data. The signals were acquired with a sampling frequency of 400
kHz during 10 s.
Figure 6 shows the set-up used.
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(a) (b)
Figure 6. Experimental set-up
B. Measurements Matrix
The measurements were performed at Mach number of 0.9. At this velocity, high density gradients can be detected
with the BOS technique. The measurements conducted to qualify and assess the BOS technique were the following 7:
• Density Gradients Measurements: A lens of 105 mm was selected to have small defocus on the jet and to see the
dots of the pattern of 0.5 mm as 2 − 3 px of diameter. This size is considered optimal for the cross-correlation
of the images with PIV algorithms25. The focal number was set to 32 to increase the depth of field and increase
the sharpness of the images. The distances chosen zA and zB give a scale in the jet plane of 10.5px/mm. Also,
with these distances the reflections from the camera and the glass are reduced. The relation between zA and zC
is approximately 0.6 which assures a high sensitivity.
• Near-Field Pressure Measurements: 2 1⁄4 inch microphones (Type 4135) were located axially at the positions 7D
and 8D. The radial positions for the analysis were 2D and 4D. The microphones were aligned with the shear
layer (190○). These measurements were performed with and without the BOS set-up. This data is analysed to
verify the effect of the structure in the near-field.
• Far-Field Pressure Measurements: 2 1⁄4 inch microphones (Type 4135 and 4939) were positioned at a radius of
90D in order to evaluate the effect of the structure in the far-field. One of the microphones was located always
in the same position and was used as reference in order to verify the quality and repeatability of the data. The
other microphone was acquired in four different directivities (115○, 120○, 125○ and 130○). These measurements
were performed with and without the BOS set-up. The maximum directivity of 150○ was not included in this
analysis since it was not possible to position the microphone due to the presence of the structure.
Figure 7. Resume of the Measurements Matrix
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V. Results
A. Displacement field
The evaluation of the recorded images is performed by DaVis software. The cross-correlation of a pair of images
(reference and measurement image) statistically measures the degree of match between them and gives as result a
displacement vector field.
For the analysis of the images a window size of 24 x 24 px with an overlap of 75% is used. A multiple pass
interrogation algorithm is chosen since the signal to noise ratio of the correlation peak is increased25. By using this
algorithm the uncertainty of the displacement is reduced when the dot displacement is less than 0.5 px. Thus, a higher
number of matches between the two images is achieved.
The cross-correlation of the images gives as result the displacement in x and y direction. The obtained dis-
placements have as maximum value approximately 0.8 px. The displacements are at sub-pixel level and therefore it
is necessary in future experiments to improve the spatial resolution by increasing the focal length. However, a study
should be done to evaluate the effects of the defocusing of the jet in the results. The Figure 8 shows the average of the
modulus of the displacements for 10000 images.
Figure 8. Contour of the average modulus of the displacements obtained in mm.
The displacements next to the nozzle have mainly radial direction, indicating high density gradients in the shear
layer. The displacements, thus the density gradients, become smaller when going downstream. In this direction the
shear layer grows radially and since the momentum flux remains constant, the velocity and the density gradient de-
crease downstream as displayed in the figure above.
B. Acoustic qualification
As explained before the goal of this acoustic analysis is to verify if the presence of the BOS set-up is changing
considerably the results. The structure was covered with acoustic foam in order to reduce the reflections. The results
obtained with the microphone 2 are presented in Figure 9. As it is shown the structure does not affect significantly
the results and with the increase of the radial distance it tends to influence less. The probable reason for this effect
is the proximity of the microphone to the reflective elements. In Figure 10 is presented again the comparison of the
results obtained with and without the BOS set-up but with the acoustic signals obtained from the separation. The same
conclusions are applicable to these results.
9 of 16
American Institute of Aeronautics and Astronautics
Figure 9. Comparison of the results with and without the BOS set-up for the different measured positions in the near-field for microphone
2
Figure 10. Comparison of the acoustic signals obtained through the separation with and without the BOS set-up for the different measured
positions in the near-field for microphone 2
For the far-field, as expected, the structure presents a considerable effect and this influence tends to be reduced
with the reduction of the directivity angle.
C. Hydrodynamic/Acoustic separation
Figure 11 was obtained with Beylkin wavelet from pressure signal in the near-field of a single jet at M 0.9 at
X = 7D and Y = 2D from the shear-layer. The hydrodynamic component is prevalent at low frequencies while the
acoustic component dominates at high frequencies.
The hydrodynamic signal presents a high energy of the total signal at the position showed. When the microphone
is located further radially, the hydrodynamic component loses importance. The results of the separation are used later
for the cross-correlation and cross-conditional analysis with the density gradient.
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Figure 11. Separation done on a pressure signal in the near-field of a single jet at M 0.9. The microphone is place at X = 7D and at
Y = 2D from the shear-layer.
D. Cross-conditional analysis
Figure 12 is the auto and cross-conditioning of the pressure signal acquired in the near-field of a single jet at
M = 0.9, X = 7D, X = 8D and Y = 2D from the shear-layer. Mexican hat wavelet was used to do the conditioning
of Figure 12. The orthogonal wavelet transform have been used with Daubechies20 wavelet (Figure 13). As it can be
seen from the images, the technique is independent of the wavelet chosen.
Figure 12. Auto conditioning (blue) and cross-conditioning (green). Done on a single jet at M 0.9. The microphone are place at X = 7D
and X = 8D and at Y = 2D from the shear-layer.
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Figure 13. Auto conditioning (blue) and cross-conditining (green). Done on a single jet atM 0.9. The microphone are place atX = 7D and
X = 8D and at Y = 2D from the shear-layer.
The results of the conditioning in the pressure signal are used for the cross-conditional analysis. The analysis is
done by selecting the snapshots of the density gradient that coincide in time with the detected intermittency events.
The average of these images should be statistically related to the largest pressure fluctuations selected.
The next figure shows the average of the time history of the density gradients fluctuations. This image can be used for
comparing with the results obtained from the cross-conditioning analysis.
Figure 14. Average of the time history of the density gradients fluctuations.
The results of Figure 15 are only for the total signal and the hydrodynamic signal. The results obtained by using the
FF=3 were not relevant for the acoustic component since few images were selected in the procedure. As consequence,
an approach without using the flatness factor was decided to follow. Instead, a threshold in the LIM equal to 3 was
decided to be used. In Figure 16 is depicted the cross-condtioning for the total signal, the hydrodynamic and the
acoustic component. Although these results are qualitative, it can be observed that the energetic events related with
density gradients fluctuations are mainly located at the end of the potential core. Further studies should be done to
improve the signal to noise ratio of the displacements in order to get more significant results.
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(a) (b)
Figure 15. Cross-conditional results for the total signal (a) and the hydrodynamic component (b). The analysis was done with a FF=3 and
a threshold in the LIM of 1.
(a)
(b) (c)
Figure 16. Cross-conditional results for the total signal (a), the hydrodynamic component (b) and the acoustic component (c). The analysis
was done with a threshold in the LIM of 3.
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E. Cross correlation between pressure and density gradients
Figure 17 shows the cross-correlation of the density gradient with the total signal, the hydrodynamic component
and the acoustic component for the same delay. The delay refers to the time difference between the instant the image
was taken and the instant of the under-sampled signal of the pressure fluctuations. Only the half of the jet facing
the microphone is displayed since higher correlation coefficients are found. It is observed that the correlation of the
density gradient with the total signal (a) and the hydrodynamic component (b) is relevant. The maximum correlations
for the hydrodynamic component are found at approximately the end of the potential core. These results are similar
to the ones obtained by Grizzi and Camussi17. On the other hand, no significant correlation is found for the acoustic
component.
(a) (b) (c)
Figure 17. Absolute value of the maximum correlation of displacement in X direction with the total pressure signal (a), the hydrodynamic
signal (b) and the acoustic signal (c) for a delay of 0.1375 ms.
Figure 18 shows the cross correlation of the density gradient with the hydrodynamic component. The cross-
correlation was performed with a different delay for the pressure signal having as a reference the starting time of the
acquisition of the camera. The comparison of the three pictures shows the delay at which the maximum correlation
occurs . Moreover, it captures the intermittency of the flow structures associated with hydrodynamic fluctuations.
(a) (b) (c)
Figure 18. Absolute value of the maximum correlation for displacement in X direction with the hydrodynamic signal for a delay of 0.075
(a), 0.1375 (b) and 0.175 (c) ms
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VI. Conclusions
This paper studies the relation between the density gradient and the pressure in the near field of a jet at M =
0.9 . Pressure signal were recorded simultaneously with the density gradient. The density gradient was visualized
and measured with the Background Oriented Schlieren technique. While pressure measurements were taken with
two microphones located radially at 2D from the shear layer and axially at 7 and 8D. The pressure measurements
were separated with the wavelet based technique in order to extract the acoustic and the hydrodynamic from the
pressure signal. A cross-conditional analysis was performed by selecting the images of the density gradient using
the results obtained from the conditioning of the pressure signal. The results obtained are qualitative but shows
that fluctuations of the density gradient related with the intermittency event in the pressure signal are mainly at the
end of the potential core. Moreover, the cross-correlation of the density gradient with the total pressure signal, the
hydrodynamic component and the acoustic component was studied. It was observed that the hydrodynamic component
has the higher correlation with the density gradients. This correlation is located at the end of the potential core. These
results are the first attempt to evaluate the relation between density gradients, sound and pseudo-sound and further
experiments and improvement are planned to be done to improve the signal to noise ratio of the signals and to extract
more information about the relation between these quantities.
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