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TWO WEIGHT INEQUALITY FOR BERGMAN PROJECTION
JOSE´ A´NGEL PELA´EZ AND JOUNI RA¨TTYA¨
Abstract. The motivation of this paper comes from the two weight inequality
‖Pω(f)‖Lpv ≤ C‖f‖Lpv , f ∈ L
p
v ,
for the Bergman projection Pω in the unit disc. We show that the boundedness of Pω on
Lpv is characterized in terms of self-improving Muckenhoupt and Bekolle´-Bonami type
conditions when the radial weights v and ω admit certain smoothness. En route to the
proof we describe the asymptotic behavior of the Lp-means and the Lpv-integrability
of the reproducing kernels of the weighted Bergman space A2ω.
1. Introduction
Let A2ω denote the subspace of analytic functions in L
2
ω induced by a nonnegative
integrable function ω on the unit disc D. If the norm convergence in the Bergman space
A2ω implies the uniform convergence on compact subsets, the Hilbert space A
2
ω is a closed
subspace of L2ω and the orthogonal Bergman projection Pω from L
2
ω to A
2
ω is given by
Pω(f)(z) =
∫
D
f(ζ)Bωz (ζ)ω(ζ)dA(ζ),
where Bωz are the reproducing kernels of A
2
ω.
In this paper we are mainly interested in the question of when
‖Pω(f)‖Lpv ≤ C‖f‖Lpv . (1.1)
To the best of our knowledge, the existing literature does not offer an answer even in
the case where ω = v is radial. It is well-known that the boundedness of projections on
Lp-spaces is an intriguing topic which has attracted a considerable amount of attention
during the last decades. This is not only due to the mathematical difficulties the question
raises, but also to its numerous applications in operator theory. Recently, the bounded
projections P0 : L
2
|g|−2 → L
2
|f |2 were characterized on the way to disprove the Sarason
conjecture on the Toeplitz product operator TfT
⋆
g : A
2 → A2, induced by analytic
symbols f and g [2]. However, the most commonly known results concerning the two
weight inequality (1.1) have been obtained when the inducing weight ω is standard [5, 6].
In this case the reproducing kernels are given by the neat expression (1− zζ)−(2+α) that
is easy to work with. The general situation is much more complicated because of the lack
of explicit expressions for Bωz . Because of this fact, and due to previous studies [8, 9, 21]
revealing the importance that the decay of the weight plays in the analysis of (1.1), we
will focus on so-called regular and rapidly increasing (radial) weights. Postponing the
exact definitions of these weights to the next section, we will denote these classes of
weights by R (for regular) and I (for rapidly increasing).
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The techniques employed here to study (1.1) require Lp-estimates for the Bergman
reproducing kernels Bωz . The first of the main results describes the asymptotic behavior
of the Lp-means of Bωz (or its derivatives). The latter part of this theorem reveals a
precise estimate for the Lpv-integral of Bωz . Needless to say that such kernel estimates
are frequently applied in the operator theory.
The main result of this study characterizes those regular weights ω and v for which
(1.1) holds. In particular we show that they coincide with those for which the sublinear
operator
P+ω (f)(z) =
∫
D
|f(ζ)||Bωζ (z)|ω(ζ)dA(ζ)
is bounded on Lpv. The characterizing integral condition is equivalent, on one hand, to
a Muckenhoupt-type condition related to Hardy operators [14], and on the other hand,
to a generalization of the classical Bekolle´-Bonami condition. In contrast to the general
situation for Bekolle´-Bonami weights [7], all these conditions are self-improving.
As a byproduct, we will show that P+ω is bounded on L
p
ω if ω ∈ R and p > 1. The
situation is different for ω ∈ I because then P+ω is not bounded on L
p
ω. These results
emphasize the general phenomena that many finer function-theoretic properties valid
for Apα just simply break down for A
p
ω induced by ω ∈ I.
Throughout the paper 1p+
1
p′ = 1. Further, the letter C = C(·) will denote an absolute
constant whose value depends on the parameters indicated in the parenthesis, and may
change from one occurrence to another. We will use the notation a . b if there exists
a constant C = C(·) > 0 such that a ≤ Cb, and a & b is understood in an analogous
manner. In particular, if a . b and a & b, then we will write a ≍ b.
1.1. Background on weights. Before presenting the main results, we will shortly
discuss some classes of radial weights.
A function ω : D → [0,∞), integrable over the unit disc D, is called a weight. It is
radial if ω(z) = ω(|z|) for all z ∈ D. We will write D̂ for the class of radial weights
such that ω̂(z) =
∫ 1
|z| ω(s) ds is doubling, that is, there exists C = C(ω) ≥ 1 such that
ω̂(r) ≤ Cω̂(1+r2 ) for all 0 ≤ r < 1. The following lemma contains basic properties of
these weights and will be frequently used in the sequel. The proof is elementary and
therefore omitted.
Lemma A. Let ω be a radial weight. Then the following conditions are equivalent:
(i) ω ∈ D̂;
(ii) There exist C = C(ω) > 0 and β0 = β0(ω) > 0 such that
ω̂(r) ≤ C
(
1− r
1− t
)β
ω̂(t), 0 ≤ r ≤ t < 1, (1.2)
for all β ≥ β0;
(iii) The asymptotic equality∫ 1
0
sxω(s) ds ≍ ω̂
(
1−
1
x
)
, x ∈ [1,∞),
is valid;
(iv) ω⋆(z) ≍ ω̂(z)(1 − |z|), |z| → 1−, where
ω⋆(z) =
∫ 1
|z|
ω(s) log
s
|z|
s ds, z ∈ D \ {0}.
Each radial weight ω is closely related to its associated weight ω⋆ by the Littlewood-
Paley identity
‖f‖2A2ω = 4‖f
′‖2A2
ω⋆
+ ω(D)|f(0)|2, (1.3)
which is a special case of a more general formula [17, Theorem 4.2].
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We call a radial weight ω regular, denoted by ω ∈ R, if ω ∈ D̂ and ω(r) behaves as
its integral average over (r, 1), that is,
ω(r) ≍
∫ 1
r ω(s) ds
1− r
, 0 ≤ r < 1.
It is clear that ω ∈ R if and only if for each s ∈ [0, 1) there exists a constant C =
C(s, ω) > 1 such that
C−1ω(t) ≤ ω(r) ≤ Cω(t), 0 ≤ r ≤ t ≤ r + s(1− r) < 1, (1.4)
and ∫ 1
r ω(s) ds
1− r
. ω(r), 0 ≤ r < 1.
The definition of regular weights used here is slightly more general than that in [17], but
the principal properties of weights in these classes are essentially the same by Lemma A
and [17, Chapter 1]. A radial continuous weight ω is called rapidly increasing, denoted
by ω ∈ I, if
lim
r→1−
∫ 1
r ω(s) ds
ω(r)(1− r)
=∞.
It follows from [17, Lemma 1.1] that I ⊂ D̂. For further information on these classes,
see [17, Chapter 1] and the references therein.
2. Main results
LetH(D) denote the algebra of all analytic functions in the unit disc D = {z : |z| < 1}.
If 0 < r < 1 and f ∈ H(D), set
Mp(r, f) =
(
1
2pi
∫ 2π
0
|f(reit)|p dt
)1/p
, 0 < p <∞,
M∞(r, f) = sup
|z|=r
|f(z)|.
For 0 < p ≤ ∞, the Hardy space Hp consists of functions f ∈ H(D) such that ‖f‖Hp =
sup0<r<1Mp(r, f) < ∞. For 0 < p < ∞ and a weight ω, the weighted Bergman space
Apω is the space of f ∈ H(D) for which
‖f‖p
Apω
=
∫
D
|f(z)|pω(z) dA(z) <∞,
where dA(z) = dx dyπ is the normalized Lebesgue area measure on D. As usual, we
write Apα for the classical weighted Bergman space induced by the standard radial weight
ω(z) = (1− |z|2)α, where −1 < α <∞.
If ω ∈ D̂, the norm convergence in A2ω implies the uniform convergence on compact
subsets of D, and therefore A2ω is a closed subspace of L
2
ω. In particular, each point
evaluation La(f) = f(a) is a bounded linear functional on A
2
ω, and hence there exist
unique reproducing kernels Bωa ∈ A
2
ω such that ‖La‖ = ‖B
ω
a ‖A2ω and
f(a) = 〈f,Bωa 〉A2ω =
∫
D
f(z)Bωa (z)ω(z) dA(z), f ∈ A
2
ω.
When a closed formula for the Bergman kernel Bωa exists, then the asymptotic growth
of its Lp-means can be determined. For example, if the inducing weight is ω(z) =
(1− |z|2)α, then an appropriate interpretation of the well-known Lp-estimate allows us
to write
Mpp (r,B
ω
a ) ≍
∫ |a|r
0
dt
(1− t)(2+α)p
≍
∫ |a|r
0
dt
ω̂(t)p(1− t)p
, r, |a| → 1−,
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and, for v(z) = (1− |z|2)β, we therefore have
‖Bωa ‖
p
Apv
≍
∫ 1
0
(1− r)β
(∫ |a|r
0
dt
(1− t)(2+α)p
)
dr ≍
∫ |a|
0
v̂(r)
ω̂(r)p(1− r)p
dr, |a| → 1−.
This last one is a standard Bergman kernel estimate in the unit disc, attributed to Forelli
and Rudin [12], that is usually written in a slightly different form [13, 22]. The Lp-
behavior of the kernel Bωa can be controlled in terms of off-diagonal pointwise estimates
if the inducing radial weight tends to zero at least exponentially as |z| → 1− [4, 3, 19].
Our first result shows that the discussion above regarding standard weights actually
describes a general phenomenon rather than a particular case.
Theorem 1. Let 0 < p < ∞, ω ∈ D̂ and N ∈ N ∪ {0}. Then the following assertions
hold:
(i) Mpp
(
r, (Bωa )
(N)
)
≍
∫ |a|r
0
dt
ω̂(t)p(1− t)p(N+1)
, r, |a| → 1−.
(ii) If v ∈ D̂, then
‖ (Bωa )
(N) ‖p
Apv
≍
∫ |a|
0
v̂(t)
ω̂(t)p(1− t)p(N+1)
dt, |a| → 1−. (2.1)
It is clear by the proof that the asymptotic inequality . in (2.1) is actually valid for
any radial weight v, see (3.22) below. The following consequence of Theorem 1 is often
more useful than the theorem itself.
Corollary 2. Let 0 < p < ∞, ω ∈ D̂ and N ∈ N ∪ {0}. Then the following assertions
hold.
(i) Mpp
(
r, (Bωa )
(N)
)
≍
1
ω̂(ar)p(1− |a|r)p(N+1)−1
, r, |a| → 1−,
if and only if∫ |a|
0
dt
ω̂(t)p(1− t)p(N+1)
.
1
ω̂(a)p(1− |a|)p(N+1)−1
, |a| → 1−. (2.2)
(ii) If v ∈ D̂, then
‖ (Bωa )
(N) ‖p
Apv
≍
v̂(a)
ω̂(a)p(1− |a|)p(N+1)−1
, |a| → 1−, (2.3)
if and only if∫ r
0
v̂(t)
ω̂(t)p(1− t)p(N+1)
dt .
v̂(r)
ω̂(r)p(1− r)p(N+1)−1
, r → 1−. (2.4)
There are two instances in the recent literature where the Bergman kernel Bωa induced
by a standard weight is estimated. In the first one v is assumed to be related to the
classical Bekolle´-Bonami weights [1, Lemma 2.1], and in the second one v ∈ I ∪ R [17,
Lemma 2.3(a)].
The proof of Theorem 1 consists of several steps. First, we deduce the upper bound
in (i) for p > 2 (and the lower bound for p < 2) by using Hardy-Littlewood inequalities.
These estimates could then be used to establish the corresponding cases in (ii), but in
order to give a more uniform treatment, we will argue differently. Indeed, as the second
step, we will prove (ii) for v ∈ R continuous by using a Littlewood-Paley theorem (to
boost the order of differentiation), decomposition norm estimates for Apv with a precise
control (induced by the regularity of v) over the size of the blocks, results on smooth
polynomials related to Hadamard products, and the lower bound for p ≤ 1 in (i). As
the third step, we will apply (ii) for v(z) = (1 − |z|)p−1 and classical embeddings to
obtain (i). The final step is to deduce (ii) for v ∈ D̂ from (i).
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Once we get Theorem 1 we turn to consider the Bergman projection Pω acting on an
Lp-space that is induced by a different weight than the kernel itself. This leads us to
study the two weight inequality (1.1). Bekolle´ and Bonami described the weights (not
necessarily radial) such that the Bergman projection
Pα(f)(z) = (α+ 1)
∫
D
f(ζ)(1− |ζ|2)α
(1− zζ)2+α
dA(ζ), α > −1,
induced by the standard weight ω(z) = (α+1)(1−|z|2)α, is bounded on Lpv for p > 1 [5, 6].
They also showed that these weights are exactly those for which the sublinear operator
P+α (f)(z) = (α+ 1)
∫
D
|f(ζ)|(1− |ζ|2)α
|1− zζ|2+α
dA(ζ)
is bounded on Lpv. It is worth mentioning that even if the Bekolle´-Bonami weights are a
kind of analogue of the Muckenhoupt class, these classes have significant differences [7].
The next theorem is the main result of this paper.
Theorem 3. Let 1 < p <∞ and ω, v ∈ R. Then the following conditions are equivalent:
(a) P+ω : L
p
v → L
p
v is bounded;
(b) Pω : L
p
v → L
p
v is bounded;
(c)
(
ω
v
)p′
v is a regular weight.
To prove Theorem 3, we will first use the boundedness of the adjoint of Pω, with the
monomials as test functions, to see that
sup
0<r<1
v̂(r)
1
p
(∫ 1
r
(
ω(s)
v(s)
)p′
v(s)ds
) 1
p′
ω̂(r)
<∞, (2.5)
that is, the integrand is a regular weight. If ω(z) = (1− |z|2)α, then this is the same as
saying that the radial weight vω satisfies the corresponding Bekolle´-Bonami condition.
The more involved part of the proof is to show that (2.5) is also a sufficient condition, and
that will be achieved by using an instance of Schur’s test and Theorem 1. Further, we
will show that (2.5) is equivalent to the Muckenhoupt-type condition on Hardy operators
sup
0<r<1
(∫ r
0
v(s)
ω(s)p(1− s)p
ds
) 1
p
(∫ 1
r
(
ω(s)
v(s)
)p′
v(s)ds
) 1
p′
<∞, (2.6)
which coincides with
sup
0<r<1
ω̂(r)p
v̂(r)
∫ r
0
v̂(s)
ω̂(s)p(1− s)
ds <∞. (2.7)
The condition (2.6) follows also directly by the boundedness of P+ω . Therefore several
equivalent integral conditions characterize the boundedness of Pω on L
p
v when 1 < p <
∞. The condition (2.7), as well as all the others, is self-improving in the sense that if it
is satisfied for some p, then it is also satisfied when p is replaced by p− δ, where δ > 0
is sufficiently small, see Lemma 13 below. Recall that the Bekolle´-Bonami condition is
not self-improving in general [7].
It is worth noticing that (2.7) makes sense also for p = 1, and it turns out to be the
right condition for describing those regular weights such that Pω is bounded on L
1
v.
Theorem 4. Let ω, v ∈ R. Then the following conditions are equivalent:
(a) Pω : L
1
v → L
1
v is bounded;
(b) P+ω : L
1
v → L
1
v is bounded;
(c) sup
0<r<1
ω(r)
v(r)
∫ r
0
v̂(s)
ω̂(s)(1− s)
ds <∞;
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(d) sup
0<r<1
v̂(r)
ω̂(r)
∫ 1
r
ω(s)
v(s)(1 − s)
ds <∞.
We will also show that (1.1) is equivalent to the inequality κω < pκv, whenever ω, v ∈
R are such that κω = limr→1−
ψω(r)
1−r and κv = limr→1−
ψv(r)
1−r exist and 1 ≤ p <∞. This
neat inequality reduces to the known condition (β+1) < p(α+1) when ω(z) = (1−|z|)α
and v(z) = (1− |z|)β , see [12] and [22, Theorem 4.24].
It immediately follows from Theorem 3 that P+ω is bounded on L
p
ω when ω ∈ R and
1 < p <∞. We will see that this does not remain true if ω ∈ I, and therefore cancelation
plays a role when Apω is sufficiently close to the Hardy space Hp. It is worth mentioning
that Pω fails to be bounded on L
p
ω if ω decreases sufficiently fast (at least exponentially)
and is smooth enough [8, 9, 10, 21]. In fact, as far as we know, to characterize those
radial weights for which Pω : L
p
ω → L
p
ω is bounded, is an open problem [9, p. 116].
Regarding the case p =∞, we prove that Pω : L
∞(D)→ B is bounded if ω ∈ R. Here B
denotes the Bloch space that consists of f ∈ H(D) such that
‖f‖B = sup
z∈D
|f ′(z)|(1 − |z|2) + |f(0)| <∞.
These results are gathered in the following theorem.
Theorem 5. Let 1 < p <∞.
(i) If ω ∈ R, then P+ω : L
p
ω → L
p
ω is bounded. In particular, Pω : L
p
ω → A
p
ω is
bounded.
(ii) If ω ∈ R, then Pω : L
∞(D)→ B is bounded.
(iii) If ω ∈ I, then P+ω is not bounded from L
p
ω to L
p
ω.
The projection Pω is not bounded on L
1
ω if ω is continuous. However, for ω ∈ R
there are plenty of bounded projections on L1ω, as Theorem 4 shows. See also [1, Propo-
sition 2.1] and [17, Lemma 2.1]. The situation is completely different for ω ∈ I by a
result due to Shields and Williams [20, Theorem 3]. For the sake of completeness, we
will rewrite this result in our language to show that there are no bounded projections
from L1ω to A
1
ω if ω ∈ I is smooth enough.
Theorem B. Let ω ∈ I and assume that there exists an increasing function Ψ :
[0,∞)→ [0,∞), convex or concave, such that
Ψ(x) ≍
1
ω̂
(
1− 1x+1
) , x ∈ [0, 1).
Then, there are no bounded projections from L1ω to A
1
ω.
This result is strongly connected with the fact that there are no bounded projections
from L1 of the unit circle to H1 [22, Theorem 9.7].
The boundedness of projections plays an important role in many characterizations
of dual spaces, and therefore it is natural to expect that Theorem 3 can be used to
establish such results. It turns out that (1.1) can be reformulated in terms of a duality
relation when the weights are regular.
Theorem 6. Let 1 < p <∞ and ω, v ∈ R, and denote Vp′ = Vp′(ω, v) =
(
ω
v
)p′
v. Then
the following assertions are equivalent:
(a) Pω : L
p
v → L
p
v is bounded;
(b) The dual of Ap
′
Vp′
can be identified with Apv (up to an equivalence of norms) under
the pairing
〈f, g〉A2ω =
∫
D
f(z)g(z)ω(z)dA(z). (2.8)
TWO WEIGHT INEQUALITY FOR BERGMAN PROJECTION 7
The argument used in the proof readily shows that (Apv)⋆ ≃ A
p′
Vp′
, if Pω : L
p
v → L
p
v is
bounded, and hence, in this case, Apv is reflexive.
Finally, we will discuss two cases which are probably the most neat ones in this
context. Part (i) of the next result follows from Theorem 6, and Part (ii) is probably
known, at least to experts working on the field.
Corollary 7. Let 1 < p <∞ and ω ∈ R. Then the following assertions hold under the
pairing (2.8):
(i) (Apω)⋆ ≃ A
p′
ω ;
(ii) (A1ω)
⋆ ≃ B.
3. Integrability of reproducing kernels
In this section we will prove Theorem 1 and then deduce Corollary 2. We will need
several auxiliary results that are presented first.
3.1. Preliminary results. We begin with auxiliary results on smooth Hadamard prod-
ucts, and then apply Hardy-Littlewood-inequalities to obtain estimates for Lp-means of
the reproducing kernels.
Throughout this section we will assume, without loss of generality, that
∫ 1
0 ω(s) ds = 1.
For each n ∈ N ∪ {0}, let rn = rn(ω) ∈ [0, 1) be defined by
ω̂(rn) =
∫ 1
rn
ω(s) ds =
1
2n
. (3.1)
Clearly, {rn}
∞
n=0 is a non-decreasing sequence of distinct points on [0, 1) such that r0 = 0
and rn → 1
−, as n → ∞. For x ∈ [0,∞), let E(x) denote the integer such that
E(x) ≤ x < E(x) + 1, and set Mn = E
(
1
1−rn
)
. Write
I(0) = Iω(0) = {k ∈ N ∪ {0} : k < M1}
and
I(n) = Iω(n) = {k ∈ N :Mn ≤ k < Mn+1}
for all n ∈ N. If f(z) =
∑∞
n=0 anz
n is analytic in D, define the polynomials ∆ωnf by
∆ωnf(z) =
∑
k∈Iω(n)
akz
k, n ∈ N ∪ {0}.
The next result on partial sums ∆ωnf together with [18, Theorem 4] is one of the principal
ingredients in the proof of Theorem 1.
Lemma 8. Let 0 < p ≤ 1 and ω ∈ D̂. Then
‖f‖p
Apω
.
∞∑
n=0
2−n‖∆ωnf‖
p
Hp
for all f ∈ H(D).
Proof. Since 0 < p ≤ 1, [18, (3.13)] yields
Mpp (r, f) ≤
∞∑
n=0
Mpp (r,∆
ω
nf) ≤
∞∑
n=0
rpMn‖∆ωnf‖
p
Hp .
With Lemma A in hand, one readily sees that [18, Lemma 8(i) and (ii)] is valid for
ω ∈ D̂, and hence [18, Proposition 9] also. This latter result, with p = 1 = α, gives
‖f‖p
Apω
≤
∫ 1
0
(
∞∑
n=0
rpMn‖∆ωnf‖
p
Hp
)
ω(r) dr ≍
∞∑
n=0
2−n‖∆ωnf‖
p
Hp ,
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which is the inequality we wanted to prove. The last asymptotic equality can also be
directly deduced from (3.1) and Lemma A. 
We will need background on certain smooth polynomials defined in terms of Hadamard
products. If W (z) =
∑
k∈J bkz
k is a polynomial and f(z) =
∑∞
k=0 akz
k ∈ H(D), then
the Hadamard product
(W ∗ f)(z) =
∑
k∈J
bkakz
k
is well defined.
If Φ : R→ C is a C∞-function such that its support, supp(Φ), is a compact subset of
(0,∞), we set
AΦ,m = max
s∈R
|Φ(s)|+max
s∈R
|Φ(m)(s)|,
and consider the polynomials
WΦN (z) =
∑
k∈N
Φ
(
k
N
)
zk, N ∈ N.
With this notation we can state the next result that follows by [15, p. 111–113].
Theorem C. Let Φ : R→ C be a C∞-function such that supp(Φ) ⊂ (0,∞) is compact.
Then for each p ∈ (0,∞) and m ∈ N with mp > 1, there exists a constant C = C(p) > 0
such that
‖WΦN ∗ f‖Hp ≤ CAΦ,m‖f‖Hp
for all f ∈ Hp and N ∈ N.
For g(z) =
∑∞
k=0 bkz
k ∈ H(D) and n1, n2 ∈ N ∪ {0}, we set
Sn1,n2g(z) =
n2−1∑
k=n1
bkz
k, n1 < n2,
and for each radial weight ω, we write
ωx =
∫ 1
0
r2x+1ω(r) dr, x > −1.
The next result is known and can be proved by summing by parts and using the
M. Riesz projection theorem, see [18, Lemma E].
Lemma D. Let 1 < p < ∞ and λ = {λk}
∞
k=0 be a monotone sequence of positive
numbers. Let (λg)(z) =
∑∞
k=0 λkbkz
k, where g(z) =
∑∞
k=0 bkz
k.
(a) If {λk}
∞
n=0 is nondecreasing, then there exists a constant C > 0 such that
C−1λn1‖Sn1,n2g‖Hp ≤ ‖Sn1,n2λg‖Hp ≤ Cλn2‖Sn1,n2g‖Hp .
(b) If {λn}
∞
n=0 is nonincreasing, then there exists a constant C > 0 such that
C−1λn2‖Sn1,n2g‖Hp ≤ ‖Sn1,n2λg‖Hp ≤ Cλn1‖Sn1,n2g‖Hp .
We will also need an extension of this result for 0 < p ≤ 1 in the case when λk is
either ωk or ω
−1
k .
Lemma 9. Let 0 < p < ∞, ω a radial weight and n1, n2 ∈ N with n1 < n2. Let
g(z) =
∑∞
k=0 ckz
k be analytic in D, and assume that both, h(z) =
∑∞
k=0 ckωkz
k and
H(z) =
∑∞
k=0
ck
ωk
zk, are analytic in D as well. Then the following assertions hold:
(i) There exists a constant C = C(p) > 0 such that
‖Sn1,n2h‖Hp ≤ Cωn1−1
2
‖g‖Hp .
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(ii) If ω ∈ D̂ and n1 < n2 ≤ Kn1 for some K > 0, then there exists a constant
C = C(p, ω,K) > 0 such that
‖Sn1,n2H‖Hp ≤ C
(
ωn1−1
2
)−1
‖g‖Hp .
Proof. (i). Define
Υn1(s) =
∫ 1
0
r2n1s+1ω(r) dr, s ≥ 0.
Clearly, Υn1 is a C
∞-function and
|Υn1(s)| ≤
∫ 1
0
rn1ω(r) dr, s ≥ 1−
1
2n1
. (3.2)
Further, since C(m) = sup0<x<1
(
log 1x
)m
x1/2 <∞, we have∣∣∣Υ(m)n1 (s)∣∣∣ ≤ ∫ 1
0
[(
log
1
r2n1
)m
rn1
]
r2n1s+1−n1ω(r) dr
≤ C(m)
∫ 1
0
rn1ω(r) dr, s ≥ 1−
1
2n1
.
(3.3)
Therefore, by using (3.2) and (3.3), we can find a function Φn1 ∈ C
∞ such that
supp(Φn1) ∈
(
1− 12n1 ,
n2
n1
)
,
Φn1(s) = Υn1(s), s ∈
[
1,
n2 − 1
n1
]
,
and
AΦn1 ,m = maxs∈R
|Φn1(s)|+max
s∈R
|Φ(m)n1 (s)| ≤ C(m)ωn1−1
2
.
Therefore we can write
Sn1,n2h(z) =
n2−1∑
k=n1
ckωkz
k
=
n2−1∑
k=n1
ckΦn1
(
k
n1
)
zk =
(
W
Φn1
n1 ∗ g
)
(z), z ∈ T.
Hence, by fixing m sufficiently large so that mp > 1, and using Theorem C, we obtain
‖Sn1,n2h‖Hp = ‖W
Φn1
n1 ∗ g‖Hp ≤ C2AΦn1 ,m‖g‖Hp ≤ C(m)C2ωn1−1
2
‖g‖Hp ,
where C2 = C2(p) > 0 is a constant. Thus (i) is proved.
(ii). We set ϕn1(s) = (Υn1(s))
−1 and will prove that
Aϕn1 ,m = max
1− 1
2n1
≤s≤
n2
n1
|ϕn1(s)|+ max
1− 1
2n1
≤s≤
n2
n1
|ϕ(m)n1 (s)|
≤ C(m,ω,K)
(
ωn1−1
2
)−1
, m ∈ N ∪ {0}.
(3.4)
Since
ϕn1(s) ≤
1∫ 1
0 r
2n2+1ω(r) dr
, 0 ≤ s ≤
n2
n1
,
Lemma A and the hypothesis n2 ≤ Kn1 yield
ϕn1(s) ≤
∫ 1
0 r
n1ω(r) dr∫ 1
0 r
2n2+1ω(r) dr
(
ωn1−1
2
)−1
≍
ω̂
(
1− 1n1
)
ω̂
(
1− 12n2+1
) (ωn1−1
2
)−1
.
(
2n2 + 1
n1
)β (
ωn1−1
2
)−1
.
(
ωn1−1
2
)−1 (3.5)
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for all 0 ≤ s ≤ n2n1 , where β = β(ω) ∈ (0,∞). This gives (3.4) for m = 0.
If m = 1, we may use (3.3) and (3.5) to obtain
|ϕ′n1(s)| =
|Υ′n1(s)|
|Υn1(s)|
2
= |Υ′n1(s)||ϕn1(s)|
2 .
(
ωn1−1
2
)−1
for all 1 − 12n1 ≤ s ≤
n2
n1
. The general case is now proved by induction. Assume that
(3.4) holds for j = 1, . . . ,m− 1, where m > 1. Since 1 = ϕn1(s)Υn1(s), we have
0 = (ϕn1Υn1)
(m)(s) =
m∑
j=0
(
m
j
)
Υ(m−j)n1 (s)ϕ
(j)
n1 (s),
which implies
|ϕ(m)n1 (s)| ≤
∑m−1
j=0
(m
j
) ∣∣∣Υ(m−j)n1 (s)ϕ(j)n1 (s)∣∣∣
|Υn1(s)|
.
This together with the induction hypothesis and (3.3) gives (3.4). The proof can be
completed arguing as in (i). We omit the details. 
We now turn to Lp-estimates. For that purpose we will use the fact that if {en} is an
orthonormal basis of a Hilbert space H, that is continuously embedded into H(D), then
its reproducing kernel is given by
Kz(ζ) =
∑
n
en(ζ) en(z) (3.6)
for all z and ζ in D, see [22, Theorem 4.19]. We shall write ωβ(z) = (1 − |z|)
βω(z) for
all β ∈ R and z ∈ D.
Lemma 10. Let ω ∈ D̂ and n ∈ N ∪ {0}.
(i) If 0 < p ≤ 2, then
Mpp
(
r, (Bωa )
(N)
)
&
∫ |a|r
0
dt
ω̂(t)p(1− t)p(N+1)
, r, |a| → 1−.
(ii) If 2 ≤ p <∞, then
Mpp
(
r, (Bωa )
(N)
)
.
∫ |a|r
0
dt
ω̂(t)p(1− t)p(N+1)
, r, |a| → 1−.
Proof. By using the standard orthonormal basis {zj/
√
2ωj}, j ∈ N ∪ {0}, of A
2
ω and
(3.6) we obtain
Bωa (z) =
∞∑
n=0
(za)n
2ωn
, (3.7)
which implies
(Bωa )
(N) (z) =
∞∑
j=N
j(j − 1) · · · (j −N + 1)zj−Naj
2ωj
, n ∈ N.
Therefore the classical Hardy-Littlewood inequalities [11, Theorem 6.2] applied to the
dilated function show that it suffices to prove
∞∑
n=N
rpn
(n+ 1)−(N+1)p+2ωpn
≍
∫ r
0
dt
ω̂N+1(t)p
, r → 1−. (3.8)
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Assume, without loss of generality, that r > 1 − 1N+1 . Choose now N
⋆ ∈ N such that
1− 1N⋆ ≤ r < 1−
1
N⋆+1 . Then Lemma A yields
N⋆∑
n=N
rpn
(n+ 1)−(N+1)p+2ωpn
≍
N⋆∑
n=N
1
(n+ 1)−(N+1)p+2ωpn
≍
N⋆∑
n=N
1
(n+ 1)−N(p+1)+2ω̂(1− 12n+1 )
p
&
∫ N⋆+1
N+1
ds
s−N(p+1)+2ω̂(1− 1s )
p
≥
∫ 1
1−r
N+1
ds
s−N(p+1)+2ω̂(1− 1s )
p
=
∫ r
1− 1
N+1
dt
ω̂N+1(t)p
≍
∫ r
0
dt
ω̂N+1(t)p
, r → 1−.
Lemma A allows us to establish the same upper bound in a similar manner, so
N⋆∑
n=N
rpn
(n+ 1)−(N+1)p+2ωpn
≍
∫ r
0
dt
ω̂N+1(t)p
, r → 1−.
Lemma A also implies
1
ω̂(r)p(1− r)p(N+1)−1
≍
∫ r
4r−1
3
dt
ω̂N+1(t)p
, r→ 1−, (3.9)
and the existence of M =M(p, ω) > 1 such that ω̂(r)
p
(1−r)M
is essentially increasing. Hence
∞∑
n=N⋆
rpn
(n+ 1)−(N+1)p+2ωpn
≍
∞∑
n=N⋆
rn
(n+ 1)−N(p+1)+2ω̂(1− 1n)
p
.
1
(N⋆ + 1)M ω̂(1− 1N⋆ )
p
∞∑
n=N⋆
(n+ 1)p(N+1)−2+M rn
≍
(N⋆ + 1)p(N+1)−1
ω̂(1− 1N⋆ )
p
≍
1
(1− r)p(N+1)−1ω̂(r)p
≍
∫ r
4r−1
3
dt
ω̂N+1(t)p
≤
∫ r
0
dt
ω̂N+1(t)p
, r→ 1−,
and the proof is complete. 
3.2. Proof of Theorem 1. We begin with proving (ii) for v ∈ R continuous. In this
case we have two advantages compared to the general case v ∈ D̂. First, the main result
in [16] implies the Littlewood-Paley formula
‖f‖p
Apv
≍
∫
D
|f (n)(z)|p(1− |z|)npv(z) dA(z) +
n−1∑
j=0
|f (j)(0)|p, f ∈ H(D), (3.10)
for all 0 < p < ∞, v ∈ R and n ∈ N. This allows us to assume that the order N
of the derivative is sufficiently large, and in that way we avoid some difficulties in the
proof. Note that (3.10) fails in general for v ∈ I ⊂ D̂ by [17, Proposition 4.3]. Second,
when v ∈ R, we have precise control over the size of the blocks ∆vnf appearing in the
decomposition of the Apv-norm of f .
Part (ii). Case v ∈ R continuous. By the Littlewood-Paley formula (3.10) we may
assume that N > 1p − 1. Without loss of generality, we may also assume
∫ 1
0 v(r) dr = 1.
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Therefore Lemma 8 (the case p ≤ 1) or [18, Theorem 4] (the case p > 1), (3.7) and
Lemma D give
∫
D
∣∣∣(Bωa )(N) (z)∣∣∣p v(z) dA(z) = ∫
D
∣∣∣∣(Bω|a|)(N) (z)∣∣∣∣p v(z) dA(z)
.
∞∑
n=0
2−n
∥∥∥∥∆vn (Bω|a|)(N)∥∥∥∥p
Hp
=
∞∑
n=0
2−n
∥∥∥∥∥∥
∑
j∈Iv(n),j≥N
j(j − 1) · · · (j −N + 1)zj−N |a|j
2ωj
∥∥∥∥∥∥
p
Hp
.
∞∑
n=0
2−n|a|Mn
∥∥∥∥∥∥
∑
j∈Iv(n),j≥N
j(j − 1) · · · (j −N + 1)zj−N
2ωj
∥∥∥∥∥∥
p
Hp
.
(3.11)
Now, since v is regular, [18, Lemma 6] implies supn≥0
Mn+1
Mn
<∞, whereMn = E
(
1
1−rn
)
are associated to v via v̂(rn) = 2
−n. So, by using this, Lemma 9(ii), [18, Lemma 10]
and the assumption N > 1p − 1, we get∥∥∥∥∥∥
∑
j∈Iv(n),j≥N
j(j − 1) · · · (j −N + 1)zj−N
2ωj
∥∥∥∥∥∥
p
Hp
.
1(
ωMn−1
2
)pMpp
(
1−
1
Mn+1
,
d(N)
dzN
(
1
1− z
))
.
1(
ωMn−1
2
)pMpp (1− 1Mn+1 , 1(1− z)N+1
)
.
M
(N+1)p−1
n+1(
ωMn−1
2
)p . M (N+1)p−1n(
ωMn−1
2
)p .
(3.12)
Next, (1.3) for f(z) = zn and Lemma A applied to ω⋆ ∈ D̂ yield
ωn = 4n
2ω⋆n−1 ≍ n
2ω⋆n, (3.13)
which together with (3.11) and (3.12) implies
∫
D
∣∣∣(Bωa )(N) (z)∣∣∣p v(z) dA(z) . ∞∑
n=0
2−nM
(N−1)p−1
n(
ω⋆Mn−1
2
)p |a|Mn . (3.14)
The last step in this part of the proof consists of bounding the series in (3.14).
Since v is a regular weight, the definition v̂(rn) = 2
−n and Lemma A imply v⋆(rn) ≍
2−nM−1n . Moreover, since ω
⋆ ∈ D̂, Lemma A and ω⋆(z) ≍ ω̂(z)(1 − |z|) yield
ω⋆Mn−1
2
≍ ω̂⋆
(
1−
1
Mn
)
≍ ω⋆
(
1−
1
Mn
)
M−1n . (3.15)
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Therefore, by using [18, Lemma 6] and Lemma A, we deduce
∞∑
n=0
2−nM
(N−1)p−1
n(
ω⋆Mn−1
2
)p |a|Mn ≍ 1 + ∞∑
n=1
v⋆(rn)M
Np
n(
ω⋆
(
1− 1Mn
))p |a|Mn
≍ 1 +
∞∑
n=1
v⋆
(
1− 1Mn
)
MNp−1n(
ω⋆
(
1− 1Mn
))p (Mn −Mn−1) |a|Mn
≤ 1 +
∞∑
n=1
v⋆
(
1− 1Mn
)
MNp−1n(
ω⋆
(
1− 1Mn
))p ∑
j∈Iv(n−1)
|a|j
≍ 1 +
∞∑
n=1
∑
j∈Iv(n−1)
v⋆
(
1− 1j+1
)
(j + 1)Np−1(
ω⋆
(
1− 1j+1
))p |a|j
≍ 1 +
∞∑
j=1
v⋆
(
1− 1j+1
)
(j + 1)Np−1
ω⋆
(
1− 1j+1
)p |a|j .
(3.16)
Let now |a| ≥ 34 . We observe that Lemma A imply
v⋆ (a)
ω⋆(a)p(1− |a|)Np
≍
∫ |a|
2|a|−1
v̂ (s)
ω̂(s)p(1− s)(N+1)p
ds ≤
∫ |a|
0
v̂ (s)
ω̂N+1(s)p
ds. (3.17)
Next, take N⋆ ∈ N such that 1− 1N⋆ ≤ |a| < 1−
1
N⋆+1 . Then, by (3.17),
N⋆∑
j=1
v⋆
(
1− 1j+1
)
(j + 1)Np−1
ω⋆
(
1− 1j+1
)p |a|j . ∫ 11−|a|+2
2
v⋆
(
1− 1x
)
ω⋆
(
1− 1x
)pxNp−1 dx
=
∫ 1+|a|
2
1/2
v⋆ (s)
ω⋆ (s)p (1− s)Np+1
ds
.
∫ |a|
0
v̂ (s)
ω̂N+1(s)p
ds
(3.18)
for all |a| ≥ 34 . On the other hand, the function h(r) = ω̂(r)(1 − r)
−β is essentially
increasing on [0, 1) for β = β(ω) sufficiently large by Lemma A, and therefore
{
(j + 1)1+βω⋆
(
1−
1
j + 1
)}∞
j=1
is an essentially increasing sequence. This and (3.17) together with the fact that
{
(j + 1)v⋆
(
1−
1
j + 1
)}∞
j=1
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is essentially decreasing, give
∞∑
j=N⋆+1
v⋆
(
1− 1j+1
)
(j + 1)Np−1
ω⋆
(
1− 1j+1
)p |a|j
. v⋆
(
1−
1
N⋆ + 2
)
(N⋆ + 2)
∞∑
j=N⋆+1
(j + 1)Np−2
ω⋆
(
1− 1j+1
)p |a|j
.
v⋆
(
1− 1N⋆+2
)
(N⋆ + 2)1−(1+β)p
ω⋆
(
1− 1N⋆+2
)p ∞∑
j=N⋆+1
(j + 1)(N+1+β)p−2|a|j
≍
v⋆ (a)
(1− |a|)1−(1+β)pω⋆ (a)p
∞∑
j=N⋆+1
(j + 1)(N+1+β)p−2|a|j
≍
v⋆ (a)
(1− |a|)Np (ω⋆(a))p
.
∫ |a|
0
v̂ (s)
ω̂N+1(s)p
ds,
where in the last asymptotic equality we used our choice N > 1p − 1. This combined
with (3.14), (3.16) and (3.18) finishes the proof of the upper bound in (2.1), when v ∈ R
is continuous.
In order to establish the same lower estimate, we will consider the cases p > 1 and
0 < p ≤ 1 separately. Let first p > 1. By [18, Theorem 4], (3.7), Lemma D, [18,
Lemma 10] and (3.13) we deduce∫
D
∣∣∣(Bωa )(N) (z)∣∣∣p v(z) dA(z) = ∫
D
∣∣∣∣(Bω|a|)(N) (z)∣∣∣∣p v(z) dA(z)
≍
∞∑
n=0
2−n
∥∥∥∥∆vn (Bω|a|)(N)∥∥∥∥p
Hp
=
∞∑
n=0
2−n
∥∥∥∥∥∥
∑
j∈Iv(n),j≥N
j(j − 1) · · · (j −N + 1)zj−N |a|j
2ωj
∥∥∥∥∥∥
p
Hp
&
∞∑
n=0
2−n|a|Mn+1
∥∥∥∥∥∥
∑
j∈Iv(n),j≥N
j(j − 1) · · · (j −N + 1)zj−N |a|j
2ωj
∥∥∥∥∥∥
p
Hp
&
∞∑
n=0
2−n|a|Mn+1
1
(ωMn)
pM
p
p
(
1−
1
Mn+1
,
1
(1− z)N+1
)
≍
∞∑
Mn≥N
2−n|a|Mn+1
M
(N−1)p−1
n+1(
ω⋆Mn
)p ≍ ∑
Mn−1≥N
2−nM
(N−1)p−1
n(
ω⋆Mn
)p |a|Mn ,
where in the last step we have used the fact Mn ≍ Mn+1 and Lemma A for ω
⋆ ∈ D̂.
Next, by using (3.15), [18, Lemma 6], Lemma A and arguing in a manner similar to
(3.16), we deduce
∑
Mn−1≥N
2−nM
(N−1)p−1
n(
ω⋆Mn
)p |a|Mn ≍ ∑
j≥N
v⋆
(
1− 1j+1
)
(j + 1)Np−1
ω⋆
(
1− 1j+1
)p |a|j .
Without loss of generality, we may assume |a| > max{1 − 1N−1 ,
3
4}. Take N
⋆ ∈ N such
that 1− 1N⋆ ≤ |a| < 1−
1
N⋆+1 . Then, arguing in a way similar to (3.18) and bearing in
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mind (3.17), we get
N⋆+1∑
j=N
v⋆
(
1− 1j+1
)
(j + 1)Np−1
ω⋆
(
1− 1j+1
)p |a|j & ∫ |a|
0
v̂ (s)
ω̂N+1(s)p
ds,
and the desired lower bound follows.
Finally, let 0 < p ≤ 1. Then, by Lemma 10, Fubini’s theorem, Lemma A and (3.17),
we get ∫
D
∣∣∣(Bωa )(N) (z)∣∣∣p v(z) dA(z) & ∫ 1
0
(∫ s|a|
0
dt
ω̂N+1(t)p
)
v(s) ds
=
∫ |a|
0
v̂
(
t
|a|
)
ω̂N+1(t)p
dt
&
∫ 2|a|−1
0
v̂(t)
ω̂N+1(t)p
(
1− t|a|
1− t
)β
dt
&
∫ 2|a|−1
0
v̂(t)
ω̂N+1(t)p
dt
≍
∫ |a|
0
v̂(t)
ω̂N+1(t)p
dt, |a| → 1−.
(3.19)
Theorem 1(ii) for v ∈ R continuous is now proved.
Before proving (ii) for v ∈ D̂, we will prove (i). To do this we will use the well known
inclusions
Dpp−1 ( H
p, 0 < p < 2, (3.20)
and
Hp ( Dpp−1, 2 < p <∞, (3.21)
where Dpp−1 denotes the space of f ∈ H(D) such that
∫
D |f
′(z)|p(1− |z|)p−1 dA(z) <∞.
Part (i). Case 0 < p ≤ 2. Let r ∈ [12 , 1). Then, by (3.20), and Theorem 1(ii) for
the regular weight v(z) = (1− |z|)p−1,
Mpp
(
(Bωa )
(N) , r
)
=
∥∥∥(Bωa )(N)r ∥∥∥p
Hp
. 1 +
∫
D
∣∣∣∣∂N+1Bωa (z, ra)∂N+1z
∣∣∣∣p (1− |z|)p−1 dA(z)
≍ 1 +
∫ r|a|
0
ds
ω̂N+1(s)p
, |a| → 1−.
The reverse implication follows by Lemma 10(i).
Part (i). Case 2 < p <∞. It can be proved similarly, by using (3.21), Theorem 1(ii)
for v(z) = (1− |z|)p−1 and Lemma 10(ii).
The proof of Theorem 1(i) is now complete.
Part (ii). Case v ∈ D̂. If v is a radial weight, then Theorem 1(i) and Fubini’s
theorem yield∫
D
∣∣∣(Bωa )(N) (z)∣∣∣p v(z) dA(z) ≍ ∫ 1
0
(∫ s|a|
0
dt
ω̂N+1(t)p
)
v(s) ds
=
∫ |a|
0
v̂
(
t
|a|
)
ω̂N+1(t)p
dt
≤
∫ |a|
0
v̂ (t)
ω̂N+1(t)p
dt, |a| ≥
1
2
.
(3.22)
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The reverse inequality for v ∈ D̂ can be proved by combining (3.22) with the argument
used in (3.19). This finishes the proof of Theorem 1(ii). ✷
Proof of Corollary 2. The equivalence between the asymptotic equality (i) and (2.2)
follows by Theorem 1(i) and (3.9). Moreover, (2.3) is equivalent to (2.4) by Theorem 1(ii)
and (3.17). ✷
4. Projections
4.1. Two weight inequality. Theorem 3 is contained in the following result.
Theorem 11. Let 1 < p < ∞ and ω, v ∈ R. Then the following conditions are
equivalent:
(a) P+ω : L
p
v → L
p
v is bounded;
(b) Pω : L
p
v → L
p
v is bounded;
(c) sup
0<r<1
v̂(r)
1
p
(∫ 1
r
(
ω(s)
v(s)
)p′
v(s)ds
) 1
p′
ω̂(r)
<∞;
(d) sup
0<r<1
ω(r)p(1− r)p−1
v(r)
∫ r
0
v(s)
ω(s)p(1− s)p
ds <∞;
(e) sup
0<r<1
(∫ r
0
v(s)
ω(s)p(1 − s)p
ds
) 1
p
(∫ 1
r
(
ω(s)
v(s)
)p′
v(s)ds
) 1
p′
<∞;
(f) sup
0<r<1
v̂(r)
1
p
∫ 1
r
ω(s)
((1−s)v(s))1/p
ds
ω̂(r)
<∞;
(g) sup
0<r<1
ω(r)(1− r)
1
p′
v(r)1/p
∫ r
0
v(s)
1
p
ω(s)(1− s)
1+ 1
p′
ds <∞.
Proof. The implication (a)⇒(b) is obvious, so assume (b). A direct calculation shows
that the adjoint of Pω, with respect to 〈·, ·〉L2v , is given by
P ⋆ω(g)(ζ) =
ω(ζ)
v(ζ)
∫
D
g(z)Bω(ζ, z)v(z) dA(z), g ∈ Lp
′
v . (4.1)
By the hypothesis, P ⋆ω : L
p′
v → L
p′
v is bounded, and hence, by choosing gn(z) = z
n,
n ∈ N, and using (3.6) with the standard basis of A2ω, we deduce(
vn
ωn
)p′ ∫
D
|ζ|np
′
(
ω(ζ)
v(ζ)
)p′
v(ζ) dA(ζ) ≍ ‖P ⋆ω(gn)‖
p′
Lp
′
v
. ‖gn‖
p′
Lp
′
v
= 2vnp′
2
.
This together with Lemma A gives
∞ > sup
n
 vp′n
vnp′
2
ωp
′
n
∫ 1
0
snp
′+1
(
ω(s)
v(s)
)p′
v(s) ds

≍ sup
n
(
v̂
(
1− 1n
)p′−1
ω̂
(
1− 1n
)p′ ∫ 1
0
snp
′+1
(
ω(s)
v(s)
)p′
v(s) ds
)
& sup
n
(
v̂
(
1− 1n
)p′−1
ω̂
(
1− 1n
)p′ ∫ 1
1− 1
n
(
ω(s)
v(s)
)p′
v(s) ds
)
.
By choosing r ∈ [0, 1) such that r ∈ [1− 1n , 1−
1
n+1), we deduce
sup
r∈[0,1)
v̂(r)p
′−1
ω̂(r)p
′
∫ 1
r
(
ω(s)
v(s)
)p′
v(s) ds <∞,
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which is equivalent to (c).
(c)⇒(a). Let h(r) = v1/p(r)
(∫ 1
r
(
ω(s)
v(s)
)p′
v(s)ds
) 1
pp′
. By the hypothesis (c),
∫ 1
t
(
ω(s)
h(s)
)p′
ds = p′
(∫ 1
r
(
ω(s)
v(s)
)p′
v(s)ds
) 1
p′
.
ω̂(r)
v̂(r)1/p
. (4.2)
Ho¨lder’s inequality yields
‖P+ω (f)‖
p
Lpv
≤
∫
D
(∫
D
|f(ζ)|ph(ζ)p|Bω(z, ζ)| dA(ζ)
)
·
(∫
D
|Bω(z, ζ)|
(
ω(ζ)
h(ζ)
)p′
dA(ζ)
)p/p′
v(z) dA(z),
(4.3)
where, by Theorem 1(i) and (4.2),∫
D
|Bω(z, ζ)|
(
ω(ζ)
h(ζ)
)p′
dA(ζ) .
∫ 1
0
(
ω(s)
h(s)
)p′ (∫ s|z|
0
dt
ω̂(t)(1 − t)
)
ds
=
∫ |z|
0
(∫ 1
t/|z|
(
ω(s)
h(s)
)p′
ds
)
dt
ω̂(t)(1− t)
≤
∫ |z|
0
(∫ 1
t
(
ω(s)
h(s)
)p′
ds
)
dt
ω̂(t)(1− t)
.
∫ |z|
0
dt
v̂(t)1/p(1− t)
.
(4.4)
Since v ∈ R, Lemma 12 below, with α = 1 + 1p , gives∫ |z|
0
dt
(1− t)v̂(t)1/p
≍
1
v̂(z)1/p
,
which combined with (4.4) yields∫
D
|Bω(z, ζ)|
(
ω(ζ)
h(ζ)
)p′
dA(ζ) .
1
v̂(z)1/p
.
This together with (4.3) and Fubini’s theorem give
‖P+ω (f)‖
p
Lpv
.
∫
D
(∫
D
|f(ζ)|ph(ζ)p|Bω(z, ζ)| dA(ζ)
)
v(z)
v̂(z)1/p′
dA(z)
=
∫
D
|f(ζ)|ph(ζ)p
(∫
D
|Bω(z, ζ)|
v(z)
v̂(z)1/p′
dA(z)
)
dA(ζ).
(4.5)
Another application of Theorem 1(i) and an integration by parts give∫
D
|Bω(z, ζ)|
v(z)
v̂(z)1/p′
dA(z) .
∫ 1
0
v(s)
v̂1/p′(s)
(∫ s|ζ|
0
dt
ω̂(t)(1 − t)
)
ds
=
∫ |ζ|
0
(∫ 1
t/|ζ|
v(s)
v̂1/p′(s)
ds
)
dt
ω̂(t)(1− t)
≤
∫ |ζ|
0
̂( v
v̂1/p′
)
(t)
dt
ω̂(t)(1 − t)
≍
∫ |ζ|
0
v̂1/p(t)
ω̂(t)
dt
(1− t)
,
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and so
h(ζ)p
(∫
D
|Bω(z, ζ)|
v(z)
v̂(z)1/p′
dA(z)
)
. v(ζ)
(∫ 1
|ζ|
(
ω(s)
v(s)
)p′
v(s)ds
) 1
p′ ∫ |ζ|
0
v̂1/p(t)
ω̂(t)
dt
(1− t)
.
By Bernoulli-l’Hoˆpital theorem and the hypotheses (c) and ω, v ∈ R, we deduce
lim sup
r→1−
∫ r
0
v̂1/p(t)
ω̂(t)
dt
(1−t)(∫ 1
r
(
ω(s)
v(s)
)p′
v(s)ds
)− 1
p′
. lim sup
r→1−
(∫ 1
r
(
ω(s)
v(s)
)p′
v(s)ds
)1+ 1
p′
(
v̂(r)1/p(1− r)
1
p′
ω̂(r)
)p′
v̂1/p(r)
ω̂(r)
1
1− r
. lim sup
r→1−
(
ω̂(r)
v̂1/p(r)
)p′+1( v̂(r)1/p
ω̂(r)
)p′
v̂1/p(r)
ω̂(r)
= 1,
and consequently,
h(ζ)p
(∫
D
|Bω(z, ζ)|
v(z)
v̂(z)1/p′
dA(z)
)
. v(ζ).
This and (4.5) give ‖P+ω (f)‖Lpv . ‖f‖Lpv , and thus we have shown that (a), (b) and (c)
are equivalent.
The condition (c) is equivalent to saying that
(
ω
v1/p
)p′
∈ R because ω, v ∈ R by the
hypothesis. An application of Lemma 12 below, with α = p, now implies that (c), (d),
(e) and (f) are equivalent. Further, (f) together with the hypotheses ω, v ∈ R shows that
ω(r)
(1−r)1/pv(r)1/p
is a regular weight, and another application of Lemma 12, with α = 2,
gives (f)⇔(g). 
For ω : [0, 1)→ (0,∞), define
ψ˜ω(r) =
1
ω(r)
∫ r
0
ω(s) ds, r ∈ [0, 1),
and recall that, for each weight ω,
ψω(r) =
1
ω(r)
∫ 1
r
ω(s) ds.
Several useful characterizations of regular weights are gathered to the following lemma,
the proof of which is standard and therefore omitted.
Lemma 12. Let ω be a radial weight and 1 < α <∞. Denote ω1(r) = ω(r)
1−α(1−r)−α
and ω2(r) = (ω(r)(1− r))
− 1
αω(r). Then the following assertions are equivalent:
(i) ω ∈ R;
(ii)
ψ˜ω1(r)
1− r
≍ 1, r → 1−;
(iii) ω satisfies (1.4) and
sup
0<r<1
(
ψ˜ω1(r)
1− r
)(
ψω(r)
1− r
)α−1
<∞; (4.6)
(iv) ω2 ∈ R.
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We now deal with the case p = 1.
Proof of Theorem 4. By (4.1), Pω : L
1
v → L
1
v is bounded if and only if
sup
ζ∈D
∣∣∣∣ω(ζ)v(ζ)
∫
D
g(z)Bω(ζ, z)v(z) dA(z)
∣∣∣∣ . ‖g‖L∞ , g ∈ L∞. (4.7)
For each a ∈ D, define
ga(z) =
{
|Bω(a,z)|
Bω(a,z) , if B
ω(a, z) 6= 0
0, if Bω(a, z) = 0.
By using this family as test functions, (4.7) shows that (a) is equivalent to
sup
ζ∈D
ω(ζ)
v(ζ)
∫
D
|Bω(ζ, z)| v(z) dA(z) <∞,
which is in turn equivalent to (c) by Theorem 1.
A similar argument shows that the condition (c) characterizes the bounded linear
operators
P˜+ω (f)(z) =
∫
D
f(ζ)|Bω(z, ζ)|ω(ζ) dA(ζ)
on L1v, and since clearly P˜
+
ω is bounded on L1v if and only if (b) is satisfied, we have
shown that (a), (b) and (c) are equivalent.
To complete the proof it suffices to notice that (d) says that ω(r)(1−r)v(r) is regular, which
is equivalent to (c) by Lemma 12 with α = 2. ✷
4.2. Self-improving conditions. The following lemma together with Theorem 11
shows that the equivalent conditions appearing in Theorem 11 are self-improving in
the sense that if one of them is satisfied for some p > 1, then all of them are satisfied
for p− δ in place of p if δ > 0 is sufficiently small.
Lemma 13. Let 0 < p <∞ and ω, v ∈ R such that
sup
0<r<1
ω̂(r)p
v̂(r)
∫ r
0
v̂(s)
ω̂(s)p(1− s)
ds <∞. (4.8)
Define
m = sup
{
δ ≥ 0 : sup
0<r<1
ω̂(r)p−δ
v̂(r)
∫ r
0
v̂(s)
ω̂(s)p−δ(1− s)
ds <∞
}
and
M = inf
{
δ ∈ R :
∫ 1
0
v̂(s)
ω̂(s)p−δ(1− s)
ds <∞
}
.
Then 0 < m ≤ M < p. Moreover, if κω = limr→1−
ψω(r)
1−r and κv = limr→1−
ψv(r)
1−r exist,
then m =M = p− κωκv . In particular,
κω
κv
< p.
Proof. Without loss of generality we may assume that ω and v are continuous. If the
integral condition in the definition of m is satisfied for some δ0 > 0, then it is satisfied
for all δ ≤ δ0; and similarly, if it fails for δ0 > 0, then it fails for all δ ≥ δ0. Further, the
condition obviously fails for δ = p, and also for δ = δ(v, ω) < p sufficiently large because
then v̂(r)ω̂(r)δ−p → 0, r → 1−, by [17, p. 10] since ω, v ∈ R by the hypothesis. This
implies m < p. Furthermore, an integration by parts and the hypothesis (4.8) show that∫ r
0
v̂(s)
ω̂(s)p−δ(1− s)
ds .
v̂(r)
ω̂(r)p−δ
+ δ
∫ r
0
v̂(s)
ω̂(s)p−δ(1− s)
ds, δ > 0,
and hence
ω̂(r)p−δ
v̂(r)
∫ r
0
v̂(s)
ω̂(s)p−δ(1− s)
ds . 1, r → 1−,
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for all δ > 0 sufficiently small. Thus m ∈ (0, p). The integral in the definition of M
is bounded for δ = p because v ∈ R. If
∫ 1
0
v̂(s) ds
ω̂(s)p−δ0 (1−s)
converges, so does the same
integral with δ ≥ δ0 in place of δ0. Moreover, since ω, v ∈ R by the hypothesis, by [17,
p. 10 (ii)], v/ω̂α is a (regular) weight for α > 0 sufficiently small, and thus M < p. To
see that m ≤M , assume on the contrary that there exists δ > 0 such that
ω̂(r)p−δ
v̂(r)
∫ r
0
v̂(s)
ω̂(s)p−δ(1− s)
ds . 1, r → 1−, and
∫ 1
0
v̂(s)
ω̂(s)p−δ(1− s)
ds <∞.
Then we deduce ω̂(r)p−δ/v̂(r) . 1, as r → 1−, implying that v/ω̂p−δ is not a weight.
This is obviously a contradiction, and thus 0 < m ≤M < p.
Assume now that κω = limr→1−
ψω(r)
1−r and κv = limr→1−
ψv(r)
1−r exist. Then a direct
calculation shows that for a given ε > 0,
(1− r)
1
κω
+ε
. ω̂(r) . (1− r)
1
κω
−ε and (1− r)
1
κv
+ε
. v̂(r) . (1− r)
1
κv
−ε
for all r ∈ [0, 1), and further, v̂(r)(1 − r)−
1
κv
−ε and ω̂(r)−1(1 − r)
1
κω
−ε are essentially
increasing on [0, 1), see [17, (ii) p. 10] for details. To prove m = M , let K < p − κωκv be
fixed. Then, for ε > 0 sufficiently small,∫ r
0
v̂(s)
ω̂(s)p−K(1− s)
ds ≍
∫ r
0
(
v̂(s)
(1− s)
1
κv
+ε
)(
(1− s)
1
κω
−ε
ω̂(s)
)p−K
ds
(1− s)
p−K
κω
− 1
κv
+1−ε(p−K+1)
.
v̂(r)
ω̂(r)p−K
(1− r)
p−K
κω
− 1
κv
−ε(p−K+1)
∫ r
0
ds
(1− s)
p−K
κω
− 1
κv
+1−ε(p−K+1)
.
v̂(r)
ω̂(r)p−K
, r → 1−,
(4.9)
and hence, m ≥ p − κωκv . Similarly, for a fixed K ∈ (p −
κω
κv
, p) and ε > 0 sufficiently
small,∫ 1
0
v̂(s)
ω̂(s)p−K(1− s)
ds ≍
∫ 1
0
(
v̂(s)
(1− s)
1
κv
−ε
)(
(1− s)
1
κω
+ε
ω̂(s)
)p−K
ds
(1− s)
p−K
κω
− 1
κv
+1+ε(p−K+1)
.
∫ 1
0
ds
(1− s)
p−K
κω
− 1
κv
+1+ε(p−K+1)
. 1,
(4.10)
and consequently, M ≤ p − κωκv ≤ m. It follows that m = M = p −
κω
κv
as claimed.
Moreover, since m > 0, we deduce κωκv < p. 
Theorem 14. Let 1 ≤ p < ∞ and ω, v ∈ R such that κω and κv exist. Then the
following conditions are equivalent:
(a) P+ω : L
p
v → L
p
v is bounded;
(b) Pω : L
p
v → L
p
v is bounded;
(c) sup
0<r<1
ω(r)p(1− r)p−1
v(r)
∫ r
0
v(s)
ω(s)p(1− s)p
ds <∞;
(d)
κω
κv
< p.
Proof. The conditions (a)-(c) are equivalent by Theorems 4 and 11. Further, (c)⇒(d)
follows by Lemma 13.
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Finally, assume that (d) is satisfied, that is, κωκv < p, and let us prove (c). The
reasoning in (4.9) yields m ≥ p− κωκv > 0, so that
ω̂(r)p−ε
v̂(r)
∫ r
0
v̂(s)
ω̂(s)p−ε(1− s)
ds . 1, r → 1−, (4.11)
for all ε < p− κωκv , which in particular implies (c). This finishes the proof. 
4.3. One weight inequality. In this section we prove Theorem 5 and deduce Theo-
rem B from a result of Shields and Williams.
Proof of Theorem 5. (i). This follows from Theorem 11.
(ii). Let ϕ ∈ L∞(D). Then
(Pω(ϕ))
′(z) =
∫
D
ϕ(ζ)
∂Bω(z, ζ)
∂z
ω(ζ)dA(ζ),
and hence Theorem 1(ii) gives
|(Pω(ϕ))
′(z)| ≤ ‖ϕ‖L∞(D)
∫
D
∣∣∣∣∂Bω(z, ζ)∂z
∣∣∣∣ ω(ζ)dA(ζ) ≍ ‖ϕ‖L∞(D)1− |z| .
Since |Pω(ϕ)(0)| ≤ C‖ϕ‖L∞(D) for some constant C = C(ω) > 0, it follows that Pω(ϕ) ∈
B and ‖Pω(ϕ)‖B ≤ C‖ϕ‖L∞(D).
(iii). Let first p > 1. We assume that P+ω : L
p
ω → L
p
ω is bounded and aim for a
contradiction. Write K(r) =
∫ r
0
dt
ω̂(t)(1−t) for short, and let ϕ be a radial function. Then
Theorem 1(i) together with Lemma A show that
P+ω (ϕ)(z) ≍
∫ 1
0
K(|z|s)ϕ(s)ω(s) ds ≥ K(|z|2)
∫ 1
|z|
ϕ(s)ω(s) ds
≍ K(|z|)
∫ 1
|z|
ϕ(s)ω(s) ds, |z| ≥
1
2
.
Therefore
‖P+ω (ϕ)‖
p
Lpω
&
∫ 1
0
(
K(r)
∫ 1
r
ϕ(s)ω(s) ds
)p
ω(r) dr,
and since we assumed that P+ω : L
p
ω → L
p
ω is bounded, we deduce∫ 1
0
(
K(r)
∫ 1
r
ϕ(s)ω(s) ds
)p
ω(r) dr . ‖ϕ‖p
Lpω
, ϕ ∈ Lpω. (4.12)
By choosing ϕt = χ[t,1), we obtain
ω̂(t) &
∫ 1
0
(
K(r)
∫ 1
max{r,t}
ω(s) ds
)p
ω(r) dr ≥ ω̂(t)p
∫ t
0
K(r)pω(r) dr,
that is,
sup
0<r<1
(∫ r
0
Kp(s)ω(s) ds
)
ω̂(r)
p
p′ <∞. (4.13)
Since K(r) & ω̂(r)−1, we deduce∫ r
0
Kp(s)ω(s) ds &
∫ r
0
ω(s)
ω̂(s)p
ds→∞, r → 1−.
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Two applications of the Bernoulli-l’Hoˆpital theorem now give
lim inf
r→1−
∫ r
0 K
p(s)ω(s) ds
ω̂(r)
− p
p′
≥
1
p− 1
lim inf
r→1−
Kp(r)
ω̂(r)−p
=
1
p− 1
(
lim inf
r→1−
K(r)
ω̂(r)−1
)p
≥
1
p− 1
lim inf
r→1−
(
ψω(r)
1− r
)p
=∞.
(4.14)
Therefore (4.13) is false and consequently, P+ω : L
p
ω → L
p
ω is not bounded. ✷
Before proving Theorem B, it is worth noticing that the hypotheses of the theorem
are satisfied for example, if ω(r) = (1− r)−1
(
log e1−r
)−α
, α > 1, or more generally,
ω(r) =
(
(1− r)
N∏
n=1
logn
expn 0
1− r
(
logN+1
expN+1 0
1− r
)α)−1
,
where 1 < α < ∞ and N ∈ N. Here, as usual, logn x = log(logn−1 x), log1 x = log x,
expn x = exp(expn−1 x) and exp1 x = e
x.
Proof of Theorem B. By [17, Lemmas 1.1 and 1.3], the function Ψ satisfies
Ψ(x) ≍
1∫ 1
0 s
xω(s) ds
, x ∈ [0, 1).
Since ω ∈ I by the hypothesis, for a given a > 0, the function h(r) = ω̂(r)(1−r)a is increasing
on [ρ, 1) for some ρ = ρ(a) ∈ (0, 1). So Ψ satisfies condition (U) in [20, p. 5]. Therefore
we may apply [20, Lemma 2 and Theorem 3] with dη(r) = rω(r) dr to deduce that if
there were a bounded projection from L1ω to A
1
ω, then the function
x 7→ ω̂
(
1−
1
x+ 1
)∫ x
1/2
dt
ω̂
(
1− 1t+1
)
t
would be bounded. But this is impossible as is seen by the change of variable 1− 1x+1 = r
and an application of the Bernoulli-l’Hoˆpital theorem similar to that in the last step in
(4.14). Thus there are no bounded projections from L1ω to A
1
ω. ✷
5. Duality
Recall that Vp′ = Vp′(ω, v) =
(
ω
v
)p′
v.
Proposition 15. Let 1 < p < ∞ and ω ∈ R, and let v be a radial weight. Then the
following assertions are equivalent:
(a) v ∈ R and Pω : L
p
v → L
p
v is bounded;
(b) Vp′ ∈ R and Pω : L
p′
Vp′
→ Lp
′
Vp′
is bounded.
Proof. (a)⇒(b). If Pω : L
p
v → L
p
v is bounded, then Vp′ ∈ R by Theorem 11. Moreover,
v =
(
ω
Vp′
)p
Vp′ ∈ R, so Pω : L
p′
Vp′
→ Lp
′
Vp′
is bounded by Theorem 11.
A reasoning analogous to that above gives (b)⇒(a). 
Proof of Theorem 6. (a)⇒(b). Denote Λg(f) = 〈f, g〉A2ω for all f ∈ A
p′
Vp′
and g ∈ Apv.
Then
|Λg(f)| =
∣∣〈f, g〉A2ω ∣∣ ≤ ∫
D
|f(z)||g(z)|
ω(z)
v(z)
v(z)dA(z) ≤ ‖f‖
Ap
′
V
p′
‖g‖Apv ,
so Λg ∈ (A
p′
Vp′
)⋆ and ‖Λg‖ ≤ ‖g‖Apv .
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Conversely, if T ∈ (Ap
′
Vp′
)⋆, then T can be extended to a bounded linear functional T˜
on Lp
′
Vp′
with ‖T‖ = ‖T˜‖ by the Hahn-Banach theorem. Now that (Lp
′
Vp′
)⋆ is isometrically
isomorfic to Lpv, and hence there exists h ∈ L
p
v such that T (f) = 〈f, h〉L2ω for all f ∈ L
p′
Vp′
,
and ‖T˜ ‖ = ‖h‖Lpv . Since P
+
ω is bounded on L
p′
Vp′
by the hypothesis (a), Theorem 3 and
Proposition 15, Fubini’s theorem yields
T (f) = T (Pω(f)) = 〈f, Pω(h)〉A2ω = Λg(f), f ∈ A
p′
Vp′
,
where g = Pω(h) ∈ A
p
v satisfies ‖g‖Apv ≤ ‖Pω‖‖h‖Lpv = ‖Pω‖‖T‖ by the hypothesis (a).
Therefore we have proved (b).
(b)⇒(a). Assume
(
Ap
′
Vp′
)⋆
≃ Apv up to an equivalence of norms under the pairing
(2.8). Let h ∈ Lpv, and consider the bounded linear functional Th(f) = 〈f, h〉L2ω on L
p′
Vp′
,
with ‖Th‖ = ‖h‖Lpv . By Fubini’s theorem Th(f) = 〈f, Pω(h)〉A2ω for every polynomial f .
Further, by the hypothesis, there exists g ∈ Apv such that Th(f) = 〈f, Pω(h)〉A2ω =
〈f, g〉A2ω for all f ∈ A
p′
Vp′
and ‖Th‖ ≍ ‖g‖Apv . So testing on the monomials {z
n}n∈N∪{0},
we deduce Pω(h) = g, and hence ‖Pω(h)‖Apv ≍ ‖h‖Lpv . Therefore Pω : L
p
v → L
p
v is
bounded. ✷
Proof of Corollary 7. (i) follows by Theorem 6.
(ii). We begin with showing that each g ∈ B induces a bounded linear functional
on A1ω. By the polarization of the identity (1.3), Lemma A and (3.10), we deduce
|〈f, g〉A2ω | . |f(0)||g(0)| + |〈f
′, g′〉A2
ω⋆
|
. ‖f‖A1ω‖g‖B +
∫
D
|f ′(z)||g′(z)|(1 − |z|)2ω(z) dA(z) . ‖g‖B‖f‖A1ω .
Assume next that L is a bounded linear functional on A1ω. By the Hahn-Banach
theorem L can be extended to a bounded linear functional L˜ on L1ω with ‖L‖ = ‖L˜‖.
So, there exists a unique function h ∈ L∞(D) such that
L˜f =
∫
D
f(z)h(z)ω(z) dA(z), f ∈ L1ω,
and ‖L˜‖ = ‖h‖L∞(D). By using the restriction of this identity to functions in A
1
ω, and
Fubini’s theorem we deduce
Lf = L˜f = lim
r→1−
∫
D
f(rz)h(z)ω(z) dA(z)
= lim
r→1−
∫
D
(∫
D
f(rζ)Bω(z, ζ)ω(ζ) dA(ζ)
)
h(z)ω(z) dA(z)
= lim
r→1−
∫
D
f(rζ)Pω(h)(ζ)ω(ζ) dA(ζ).
The first part of the proof implies that this last limit equals to 〈f, Pω(h)〉A2ω , because
Pω : L
∞(D) → B is bounded by Theorem 5(ii). Thus ‖Pω(h)‖B . ‖h‖L∞(D) = ‖L˜‖ =
‖L‖, and the assertion is proved. ✷
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