Currently, Zhang [17] takes some modification of the Wei-Yao-Liu nonlinear conjugate gradient method suggested by Wei et al. [18] such that the modified method called NPRP method. Dai and Wen [19] make a simple modification to the NPRP called DPRP method. In this paper, we change denominator of DPRP method such that the modified DPRP method possesses global convergence under exact line search. Numerical results show that the proposed method is efficient for the given test functions when compared with classical formula and DPRP method.
Introduction
The nonlinear conjugate gradient method (CG) is considered to solve the following unconstrained optimization problem:
x f n R x∈ (1) where
is a continuously differentiable function. There are many methods for solving (1) , but the conjugate gradient methods are popular method, the iterative formula of the conjugate gradient methods is given by
where k x is the current iterate point and k α is the step size, which is computed using exact line search (4) where k g is the gradient of ( ) [9] . The parameters of these k β are given as follows:
( ) ,
( )
.
The k g and 1 − k g are the gradients of ( )
at the points k x and ,
respectively. The most studied properties of conjugate gradient methods are its global convergence properties. Zoutendijk [3] proved that the FR method with exact line searches is globally convergent on general functions. Other researchers such as Al-Baali [14] , Gilbert and Nocedal [5] , studied the global convergence of FR under strong Wolfe line search. In this period, many of the modifications of the original CG methods had been extensively studied. Yuan et al. [21] gave a modified PRP method which we called MPRP method. There are good comparative studies of some new CG methods by Andrei [7] , Mamat et al. [15] , Jusoh et al. [16] , Abashar et al. [20] and Rivaie et al. [6] .
In this paper, we suggest a new modified nonlinear conjugate gradient method based on Dai and Wen [19] , our new modified formula and algorithm is presented in Section 2. The global convergence of the new method is proven using the exact line search and the proof is obtained in Section 3. Some exciting numerical result is presented in Section 4 by comparing our new method with other CG method. Lastly, our discussion and conclusion are presented in Section 5 and Section 6, respectively.
Modified Formula and Algorithm
Recently, Wei et al. [18] gave a variant of the PRP method which is called the WYL method, that is,
The WYL method and PRP methods have restart properties. Zhang [17] studied and improved based on WYL conjugate gradient method, and suggested
Zhang [17] proved that the NPRP method satisfies descent condition under strong Wolfe line search. Dai and Wen [19] proposed modified NPRP method as follows:
Based on the idea of Wei et al. [18] and the discussion of the above section, we come up with the modified DPRP method below ( )
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Algorithm 2.1
Step 1: Given , 10 ,
Step 2: Compute k α by applying exact line search, (3).
Step 3:
Step 4: Compute MDPRP k β based on equation (14) and generated k d
by (4).
Step 5:
Step 2.
Global Convergence Analysis
In this section, we present global convergent properties of .
First, we study the sufficient descent condition. The sufficient descent condition is defined as follows:
The following theorem shows that our new formula MDPRP with exact line search possesses the sufficient descent condition. 
Hence, condition holds true, we also need to show that for , 1 ≥ k condition will also hold true from (4) multiply by ,
For exact line search, we know that . 0
Hence, this condition holds true for .
The proof is completed.
In order to show that the global convergence properties of CG methods, this basic assumption is always needed.
Assumption 1
is bounded, where 0 x is the starting point.
(ii) In some neighborhood N of Ω, the objective function is continuously differentiable, and its gradient is Lipschitz continuous, namely, there exists a
Under this assumption, we have the following lemma, which was proved by Zoutendijk [3] . 
Note that condition (18) is known as the Zoutendijk conditions. The proof of this lemma can be seen from [3] . 
substitute (17) in equation (20) 
Hence, from (22), we get 
Proof. We will prove by contradiction. Suppose there exists a constant
Squaring both sides of (3), we obtain ( )
For exact line search , 
Dividing both sides of (27) by ,
from Lemma 2, we get
Then we get from (25) and (30) that
This implies
This contradicts the Zoutendijk condition (18). Therefore, (24) holds. The proof is completed.
Numerical Results
In this section, we reveal the numerical results to test Algorithm 2.1; we use some of the test problem considered in Andrei [8] 12. White and Holst 2, 4, 10, 100, 500, 1000, 10000 (3, 3, …, 3), (9, 9, …, 9)
13. Quadratic QF2 2, 4, 10, 100, 500, 1000 (5, 5, …, 5), (100, 100, …, 100) We require baseline for comparisons, we compare the performance on problem p by solver s with the best performance by any solver on this problem, that we use the performance ratio
