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Abstract
We consider non-differentiable dynamic optimization problems such as those arising in robotics
and subspace tracking. Given the computational constraints and the time-varying nature of the problem,
a low-complexity algorithm is desirable, while the accuracy of the solution may only increase slowly
over time. We put forth the proximal online gradient descent (OGD) algorithm for tracking the optimum
of a composite objective function comprising of a differentiable loss function and a non-differentiable
regularizer. An online learning framework is considered and the gradient of the loss function is allowed
to be erroneous. Both, the gradient error as well as the dynamics of the function optimum or target are
adversarial and the performance of the inexact proximal OGD is characterized in terms of its dynamic
regret, expressed in terms of the cumulative error and path length of the target. The proposed inexact
proximal OGD is generalized for application to large-scale problems where the loss function has a
finite sum structure. In such cases, evaluation of the full gradient may not be viable and a variance
reduced version is proposed that allows the component functions to be sub-sampled. The efficacy of
the proposed algorithms is tested on the problem of formation control in robotics and on the dynamic
foreground-background separation problem in video.
Index Terms
Dynamic regret, gradient descent, online convex optimization, subspace tracking.
I. INTRODUCTION
Time-varying optimization problems arise in a number of signal processing disciplines, such
as target tracking, robotics, dynamic learning, and cyber-physical systems [2]–[4]. Different
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2from the classical online learning settings that focus on processing data in a sequential or
incremental fashion in order to solve a static problem, dynamic optimization algorithms seek
to track the target variables over time. The robust subspace tracking problem for instance,
arising in video foreground-background separation, speech enhancement, network monitoring,
and dynamic MRI, entails identifying a low-rank and a sparse component in the measurements,
that arrive sequentially over time. Such streaming data is often handled via stochastic incremental
or online algorithms that are capable of learning the underlying subspace by processing only a
few measurements at every iteration [5]–[8]. These algorithms however approach the problem
from a static perspective, producing a sequence of increasingly accurate estimates of the actual
subspace [9], [10]. In contrast, the underlying optimization variables in most such problems
may generally be time-varying, e.g., due to a slowly changing background in a video. Existing
algorithms utilize heuristics to track these time-varying parameters, e.g., using moving windows,
and are often not amenable to performance guarantees.
Online convex optimization provides the tools to handle such dynamic problems in real-
time settings. Online convex optimization algorithms are explicitly designed to have low run-
time complexity while incurring a bearable loss or regret [11]. While initially motivated for
static learning problems, online algorithms for dynamic scenarios have recently been developed
and successfully implemented for a wide range of applications [12]–[16]. Different from the
classical notion of ’static’ regret, that measures the cumulative error against a static adversary, the
performance of such algorithms is measured against that of a time-varying adversary that models
the dynamically changing optimum. The resulting dynamic regret always upper bounds the static
regret and is characterized in terms of the cumulative variations in the problem parameters.
The idea of dynamic regret is still quite nascent and has only been considered for a small
class of convex and differentiable objective functions. However, a number of signal processing
problems, such as robust subspace tracking, have non-differentiable regularizers to encourage
low-rank and/or sparse solutions. To this end, this work introduces the proximal online gradient
descent (OGD) class of algorithms, whose static variants have been widely studied. A generic
analysis is provided where the gradient calculations are allowed to be erroneous and the dynamic
regret is characterized in terms of the cumulative problem variations and the cumulative mean
squared error. The results provided here also improve upon the bounds for non-differentiable
problems in [12] while also generalizing earlier results for self-concordant functions [13].
Further challenges arise in large-scale problems where evaluating the full gradient at every
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3iteration may be excessively costly. The cost function in such problems is often expressible as
a sum of several component functions, each depending only on a subset of measurements. In
order to solve such problems in real-time it becomes necessary to trade-off solution accuracy
with speed, and sample only a single or few component functions at every time. However,
direct application of such a sampling process would incur a large error in the gradient that
may cause the iterates to diverge. Towards this end, we propose variance reduced algorithms
that utilize the idea of averaging gradient from [17] and work in time varying scenarios. The
proposed variance reduced online algorithm is seminal and provides an entirely new subsampling
approach to handling big streaming data. Numerical tests on the dynamic video foreground-
background separation problem showcase that the proposed algorithm is computationally efficient
and capable of separating dynamic background and foreground. Before proceeding with the
detailed description of the proposed algorithms, we briefly review the related work.
A. Related work and contributions
Online convex optimization and the notion of regret was first introduced in [11] and has been
widely applied to machine learning [11], [18], [19]. As an example, the adaptive subgradient
methods developed in [19] improve upon the regret bounds first proposed in [11]. However
in more general settings, such as when the optimal itself varies with time, static regret fails
as a robust measure of cumulative error. For such cases, it becomes necessary to characterize
the performance of the online algorithm via dynamic regret, evaluated against a time varying
comparator [20], [21].
This problem of tracking time-varying adversaries has been well-studied and the dynamic
regret bounds for a number of settings are well-known [12]–[16], [21]. Most of these works how-
ever focus on the differentiable case and consequently, cannot handle standard non-differentiable
regularizers such as `1-norm or nuclear norm penalties. Dynamic regret bounds for general
non-differentiable functions were first developed in [12]. Different from [12], we consider a
differentiable loss function but a non-differentiable regularizer, allowing the development of
tighter dynamic regret bounds. A running ADMM algorithm was also proposed in [14] but
no theoretical guarantees were provided. Subsequently, a class of proximal algorithms were
proposed in [22], [23] and analyzed from the perspective of time-varying optimization. Different
from these works however, we develop dynamic regret bounds that require a different set of
assumptions. Additionally, the bounds developed here allow inexact gradients and readily extend
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4TABLE I: Dynamic Regret rates for non-smooth functions (cf. Sec.III)
References Loss function Inexact Function class Regret rate Dynamic Comparator
[12] Convex No Non-differentiable O(√T (1 + VΦ(θT ))) VΦ(θT )) :=
T−1∑
t=1
‖θt+1 − Φt(θt)‖
[13] Self-concordant No
Non-smooth,
thrice-differentiable
O(1 + min( 1
3
P∗T , 4S∗T )) P∗T =
T∑
t=2
‖x?t − x?t−1‖t ,S∗T =
T∑
t=2
‖x?t − x?t−1‖2t
This work Strongly convex Yes Non-differentiable O(1 +WK + EK) WK :=
K∑
k=2
∥∥x?k − x?k−1∥∥ , EK := K∑
k=1
E ‖ek‖
to big-data settings where the finite sum structure of the objective function prevents us from
evaluating the full gradient at each time step. It is remarked that non-smooth but differentiable
functions are also allowed within the framework considered in [13]. As such, the approach in
[13] is not applicable to the case when the regularizer is non-differentiable.
The proof in the present work builds upon the analysis of proximal and incremental gradient
methods applied to static problems in [24]. In large-scale settings, acceleration methods such
as averaging gradient [17] and variance reduction [18] have been widely used. The present
work applies these methods to the dynamic setting yielding a novel approach to tracking with
subsampling.
The problem of separating the foreground and background of a video have been well-studied.
The state-of-the-art low-complexity online algorithms include GRASTA [25], ReProCS [9] and
OPRMF [10]. Of these, GRASTA is a recursive method which utilizes the Grasmannian frame-
work, is robust to outliers and incomplete information but does not handle dynamic backgrounds
[26]. Since the proposed algorithm works with dynamic backgrounds, comparisons are made
with ReProCS and OPRMF only. As these algorithms are incremental in nature, they are well-
equipped to handle sequential data as well as dynamic backgrounds. It will however be shown
that the proposed algorithm outperforms the state-of-the-art algorithms in dynamic settings.
Summarizing, the key contributions of the present work include (a) development of dynamic
regret bounds for the inexact proximal OGD algorithm for problems with non-differentiable
regularizers; and (b) development of accelerated proximal OGD algorithms in dynamic settings.
The performance of all algorithms is characterized via dynamic regret bounds and via numerical
tests.
Notations: All the scalars are denoted by small letters in regular font, vectors by boldface
small letters, and matrices by boldface capital letters. The notation ‖·‖ denotes standard Euclidean
norm, ‖·‖? represents a nuclear norm, and ‖·‖F means the Frobenius norm. The vectorization
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5operation on a matrix A is denoted by vec (A). The Hadamard product between two matrices
is denoted by the . The all one and all zero matrices of size m× n are denoted by 1m×n and
0m×n, respectively.
II. PROBLEM FORMULATION
The online convex optimization paradigm considers the online learning problem as a sequential
game between a learner and an adversary [11]. At a given discrete time instant k ∈ N, a learner
plays an action xk ∈ Rn. In response, an adversary selects a convex loss function hk : Rn → R
and the learner incurs the cost hk(xk). Subsequently, the adversary also reveals some information
about the form of hk and the learner uses this information to determine the next action xk+1.
Of particular interest is the scenario when hk takes the following form:
hk = fk + gk, (1)
where fk : X → R is strongly convex and differentiable with Lipschitz continuous gradient
while gk : X → R is non-differentiable where X ⊂ Rn is a convex set. Such loss functions
find applications in signal processing [14], [27], robotics [28], and robust PCA [25], [29],
[30] etc., where the smooth component corresponds to the data fitting function and the non-
smooth component is the regularizer. In the context of convex optimization algorithms, such
loss functions are referred to as convex composite functions and often minimized via iterative
proximal point algorithms [31]. In the present work however, we consider the more challenging
case of time-varying loss functions and develop online learning algorithms for the same.
When the loss function is time-varying, the learner seeks to track the minimum of hk, given
by x?k = arg minx hk(x). Indeed, x
?
k represents the optimal action taken by a clairvoyant that
knows hk in advance. The learner however only reveals the information about hk after taking the
action xk. Specifically, the learner is revealed the full functional form of gk but only an inexact
gradient ∇˜fk(xk) := ∇fk(xk) + ek for some ek ∈ Rn, and uses these to find the next action
xk+1. The performance of the learner is therefore measured by comparing the total cost incurred
by the learner against that incurred by the clairvoyant, and is referred to as the dynamic regret
[3], [12], [20]
RegK :=
K∑
k=1
[hk(xk)− hk(x?k)]. (2)
June 4, 2018 DRAFT
6The notion of dynamic regret has been widely used for online learning in time-varying settings
where the environment may change unpredictably over time. It may be insightful to compare
RegT with the related notion of static regret Reg
S
K :=
∑K
k=1 hk(xk) − minx
∑
k hk(x) also
popular in online learning. Here, the learner’s performance is measured against a static clairvoyant
that knows the full sequence {hk} in advance. Observe that the static regret is not very useful
in dynamic settings where the learner is required to be adaptive. Indeed, we always have that
RegSK ≤ RegK and a sublinear static regret does not necessarily translate to a sublinear dynamic
regret.
In general, RegK is not sublinear in the worst case, unless restrictions are imposed on the
fluctuations in hk [20] and on the gradient errors. To this end, the dynamic regret is often upper
bounded in terms of regularity measures capturing cumulative variations in the optimal actions,
function values, or gradient values [3], [15], [32]. This paper considers two such measures,
namely the path length and the gradient variation, defined respectively as
WK :=
K∑
k=2
∥∥x?k − x?k−1∥∥ , (3)
VK :=
K∑
k=2
max
x∈X
‖∇fk(x)−∇fk−1(x)‖2 . (4)
Intuitively, WK measures the cumulative variation of the optimal action while VK measures
the cumulative gradient variation for the entire function. The two measures are related but not
exactly the same, capturing complementary aspects of the problem dynamics [3], [20].
Additionally, the dynamic regret bounds also depend on the possibly stochastic error sequence
ek [21]. Here we develop bounds on the expected regret in terms of the cumulative mean error
EK :=
∑K
k=1 E ‖ek‖. In practical settings, the error process may arise due to various artifacts
such as communication error or noise. Sec. IV considers a large-scale variant of the problem,
where fk :=
∑N
i=1 f
i
k, error arises from sampling one or few of the components functions f
i
k out
of the N components, and can be bounded in terms of VK .
The dynamic regret bounds developed here are sublinear if WK and EK are sublinear. It
is therefore required that both, path variations as well as errors diminish with k. The path
length may diminish if the target being tracked slows down over time or eventually stops.
Likewise ek may diminish if the noisy gradients available from the adversary can be corrected
or improved with time. For instance, the variance reduction techniques discussed in Sec. IV
make the sampling error diminish with epochs. The comparison of regret result with respect
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7to literature is summarized in Table I where the dynamic comparators from [13] and [12] are
defined respectively. The function Φt in [12] denotes a predictor for θt.
Robust subspace tracking: It refers to the problem of completing a time-varying matrix that
is corrupted with outliers. The static version of the problem, namely robust principal component
analysis (PCA) entails decomposing a given matrix M into a sum of low-rank matrix L and
a sparse matrix S. The robust PCA problem has been widely studied in the context of signal
processing and dimensionality reduction, and notable examples include foreground-background
separation [25], traffic prediction [29], network anomalography [30] etc. Interestingly, many
of these tasks are inherently time-varying and the static version of the problems have always
been formulated as approximations to the dynamic variants that arise in reality. For instance,
the measurement matrix in the foreground-background separation problem is constructed from
a window of video frames, and sliding the window over time yields the corresponding dynamic
version of the problem.
Given the measurement matrix Mk at time k, the cost functions for the robust subspace
tracking problem are given by
fk(L,S) = ‖Mk − L− S‖2F , (5)
gk(L,S) = λ ‖L‖? + µ ‖vec (S)‖1 , (6)
for all k ≥ 1, where the optimization variables L and S correspond to underlying subspace
and sparse outliers, respectively. The nuclear norm regularization promotes L to have low rank
structure while the `1 norm penalty encourages S to be sparse. Additional ’box’ constraints of
the form L ∈ L and/or S ∈ S may be imposed on the entries of L and/or S to ensure that
the values correspond to physical quantities, e.g., pixel color in videos. The goal is to track the
underlying subspace and the outlier matrices,
(L?k,S
?
k) = arg min
L,S
fk(L,S) + gk(L,S), (7)
assuming that they change slowly over time. A related problem of dynamic low-rank matrix
completion was first studied from the perspective of adaptive algorithms in [33]. The analysis
and algorithms presented here are however significantly more general.
It is remarked that the classical static regret minimization framework is ill-equipped to handle
such variations in the underlying subspace. Instead, static regret is more suited to the problem
of online robust subspace learning, where the goal is to learn the underlying L and S matrices
from sequentially available measurements.
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8III. PROPOSED ONLINE ALGORITHM: ASSUMPTIONS AND PERFORMANCE
For differentiable dynamic problems, online gradient descent and its variants have traditionally
been the methods of choice, achieving optimal dynamic regret for many cases [34] and incur-
ing low complexity. While non-differentiable functions can always be handled via subgradient
descent variants [35]–[37], it is known from the convex optimization literature, that convex
composite functions (differentiable+non-differentiable) are better handled via proximal point
methods [31], [38]. We build upon this intuition and put forth an inexact proximal OGD (IP-
OGD) algorithm that takes the form:
xk+1 = proxαgk
(
xk − α∇˜fk(xk)
)
, (8)
for all k ≥ 1. The proximal operator is defined with respect to non-differentiable component
gk(·) as
proxαgk(x) = arg minu∈X gk(u) +
1
2α
‖u− x‖22 , (9)
where α > 0 is the step-size parameter. The full algorithm is summarized in Algorithm 1.
Having stated the algorithm, we explicate the key assumptions required for establishing the
Algorithm 1 IP-OGD Algorithm
1: Initialize x1
2: for k = 1, 2,· · · , K do
3: Action xk
4: Observe inexact gradient ∇˜fk(xk) and function gk
5: Update xk+1 = proxαgk
(
xk − α∇˜fk(xk)
)
6: end for
regret bounds.
A. Assumptions
The development of the regret bounds relies on the following key assumptions:
A1. Lipschitz continuity: the function fk is L-smooth on X , i.e.,
‖∇fk(x)−∇fk(y)‖ ≤ L ‖x− y‖ , (10)
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9for all k ∈ N and (x,y) ∈ X . The function gk is Lipschitz continuous on X with parameter
Lg > 0, i.e.,
‖gk(x)− gk(y)‖ ≤ Lg ‖x− y‖ . (11)
for all k ∈ N and (x,y) ∈ X .
A2. Strong convexity: The function fk is µ-convex, i.e.,
〈∇fk(x)−∇fk(y),x− y〉 ≥ µ ‖x− y‖22 , (12)
for all k ∈ N and (x,y) ∈ X .
A3. Bounded variations: the distance between any two consecutive optimal points is upper
bounded by the following condition ∥∥x?k − x?k−1∥∥ ≤ σ, (13)
for all k. Also, the error process has bound mean squared error, i.e.,
E ‖ek‖ ≤ γ. (14)
It can be seen that the assumptions are quite standard and are satisfied for most problems of
interest. Specifically, the smoothness and strong convexity properties of ∇fk are necessary for
developing a contraction relation between ‖xk+1 − x∗k‖ and ‖xk − x∗k‖. The Lipschitz continuity
of gk gives a bound on its sub-gradient which will be useful in bounding the sub-gradient of
the combined convex function hk. The strong convexity of fk also makes the combined function
hk strongly convex, ensuring that the optimum x?k is unique. Strongly convex objectives arise
in a number of machine learning applications, such as robust subspace tracking, Lasso, support
vector machines, etc. Even for other applications where the objective function is not strongly
convex, a regularization of the from µ
2
‖x‖22 may at times be included without sacrificing the
performance significantly. The assumption on bounded variations of the optimum x?k are natural
for most tracking applications [2], [39]. For instance, in the context of robust subspace tracking,
(A3) ensures that the underlying target subspace does not change abruptly.
B. Regret Bounds
We now present the regret bounds for the IP-OGD algorithm. The development of the regret
bounds entails three key technical results, namely an upper bound on the post-update optimality
gap ‖xk+1 − x?k‖ in terms of the pre-update gap ‖xk − x?k‖, an upper bound on the cumulative
June 4, 2018 DRAFT
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optimality gap
∑
k ‖xk − x?k‖, and an upper bound on the subgradient norm ∂hk(xk). The first
two bounds are presented directly in terms of ‖ek‖ while the bound on the subgradient norm
and the final regret bound are provided in expectation.
The first lemma is crucial and quantifies the impact of a single proximal update. At iteration
k, the subsequent lemma bounds ‖xk+1 − x?k‖ in terms of ‖xk − x?k‖ and the gradient error ek.
Lemma 1. Under (A1)-(A2), the sequence of {xk}k∈N generated by the IP-OGD algorithm
satisfies
‖xk+1 − x?k‖ ≤ ρ ‖xk − x?k‖+ α ‖ek‖ , (15)
where, ρ2 := (1− α(2µ− αL2)).
The proof of Lemma 1 is provided in Appendix A. The bound is useful when ρ < 1 or
equivalently when α ∈ (0, 2µ/L2). For such a choice of α, the subsequent lemma develops a
bound on the cumulative optimality gap.
Lemma 2. Under (A1)-(A2) and for 0 < α < 2µ/L2, the sequence of {xk}k∈N generated by
the IP-OGD algorithm satisfies
K∑
k=1
‖xk − x?k‖ ≤
1
1− ρ
[
‖x1− x?1‖+WK+α
K∑
k=1
‖ek‖
]
. (16)
The proof of Lemma 2 is provided in Appendix A, and uses the inequality ‖xk − x?k‖ ≤∥∥xk − x?k−1∥∥ + ∥∥x?k − x?k−1∥∥ and the result of Lemma 1 as the key ingredients. Finally the
subgradient norm can be bounded through the use of (A3) in the following lemma whose proof
is provided in Appendix A.
Lemma 3. Under (A1)-(A3) and for 0 < α < 2µ/L2, the subgradient norm of the objective
function is bounded as
E ‖∂hk(xk)‖≤D := 1+ρ
α
(
‖x1−x?1‖+
αγ+σ
1−ρ
)
+2γ+2Lg, (17)
for all k ∈ N.
Finally, the following theorem provides the bound on the expected regret.
Theorem 1. Under (A1-A3) and for 0 < α < 2µ/L2, the dynamic regret of the IP-OGD
algorithm is bounded as
E [RegK ] ≤ O(1 +WK + EK). (18)
June 4, 2018 DRAFT
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Proof: From first order convexity condition, we have
K∑
k=1
[hk(xk)− hk(x?k)] ≤
K∑
k=1
〈∂hk(xk),xk − x?k〉 (19)
≤
K∑
k=1
‖∂hk(xk)‖ ‖xk − x?k‖ (20)
≤
K∑
k=1
D ‖xk − x?k‖ (21)
≤ D
1−ρ‖x1−x
?
1‖+
D
1− ρWK +
αD
1− ρ
K∑
k=1
‖ek‖ . (22)
The inequality in (20) follows form the Cauchy- Schwartz inequality. Next inequality in (20)
follows from the gradient boundedness as proved in Proposition 3. The last inequality in (22)
follows from the result in Lemma 2. Taking expectations on both sides of (22), we obtain the
required result.
The regret obtained in Theorem 1 is sublinear as long as both WK and EK are sublinear.
Further, if the gradient error is zero, we obtain the dynamic regret of O(1 + WK) which is of
the same rate as that obtained in [3] for strongly convex differentiable functions. In case the
path length is not sublinear, the corresponding tracking performance can be readily obtained as
provided in Lemma 4. It is remarked that unlike in [15] and [16], the step size parameter can
be selected within a specified range and need not depend on the WK .
Lemma 4. Under (A1)-(A3), the sequence of iterates {xk} generated by IP-OGD algorithms
satisfies
lim sup
k→∞
E ‖xk − x?k‖ ≤
αγ + σ
1− ρ . (23)
This result follows from (78) after taking limit k → ∞, This result states that the proposed
algorithms tracks the adversarial target with some error.
IV. IP-OGD FOR LARGE SCALE LEARNING
The inexact algorithm proposed in Sec. III opens up new avenues for development of variance
reduced gradient descent methods in dynamic settings. These algorithms are useful in large-scale
problems when the loss function fk is expressible as a sum of several component functions,
fk(x) :=
1
N
N∑
i=1
f ik(x). (24)
June 4, 2018 DRAFT
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For such loss functions, it may not be possible to calculate the full gradient ∇fk at every
iteration. For instance, in the robust subspace tracking problem (7), each component function
may correspond to a frame and processing a large number of frames at every iteration may not
be viable. Variance reduction techniques rely on calculating the inexact gradient ∇˜fk that uses
only one component function f ik at every iteration. A correction factor is added to the inexact
gradient that utilizes an old value of the full gradient, making the approximation better with
iterations. Variance reduction has been widely applied to proximal gradient methods for solving
static convex optimization problems [18], [40].
However, achieving variance reduction in dynamic settings is challenging and has never
been attempted before. To illustrate the challenge, consider a setting where ∇f 1k is utilized
at iteration k > 1. Due to the time-varying nature of the function, no information about the
other components {f ik}Ni=2 can be used at the current or subsequent iterations. In other words,
sampling the component functions leads to loss of information. We alleviate the difficulty by
exploiting the fact that gradient variations diminish over iterations. Consequently, progressive
variance reduction is achieved from using gradients of stale component functions.
We put forth two large-scale learning algorithms inspired from SVRG [18] and ISSG [41].
The algorithms are motivated as special cases of the IP-OGD algorithm with the gradient error
arising from the sampling and correction process specific to each algorithm. Bounds on the
cumulative error EK are developed for both cases, and the overall regret bounds follow simply
from plugging in the corresponding bounds for EK into (18).
A. Assumptions
We begin with discussing the assumptions required for the proposed large-scale learning
algorithms. Different from the IP-OGD setting detailed earlier, the component gradient functions
∇f ik are no longer inexact. However the gradient used at every iteration is still an approximate
version of the full gradient with error depending the algorithms used. Given the finite sum
structure of the loss function, bounds on EK are developed in terms of the path length WK and
the cumulative gradient variation of each component f ik, defined as
V iK :=
K∑
k=2
max
x∈X
∥∥∇f ik(x)−∇f ik−1(x)∥∥2 . (25)
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It is remarked that the standard gradient variation VK defined in (4) for the function fk does not
suffice since it does not capture variations in individual f iks. Indeed, VK may be zero even when
{V iK} are non-zero. Further, the assumptions in A1-A3 are modified as follows:
A1’. Lipschitz continuity. The functions {f ik} are all L-smooth on X , i.e., ‖∇f ik(x)−∇f ik(y)‖ ≤
L ‖x− y‖ for all x,y ∈ X .
A2’. Strong convexity. The functions {f ik} are all µ-convex on X , i.e., 〈∇f ik(x)−∇f ik(y),x−
y〉 ≥ µ ‖x− y‖2 for all x,y ∈ X .
A3’. Bounded gradients. The functions {f ik} have bounded gradients, i.e.,
max
i,k
∥∥∇f ik(xk)∥∥ ≤M. (26)
Assumptions (A1’)-(A2’) are similar to (A1’)-(A2’), but applied to each component separately.
Assumption (A3’) is however different, though widely used in convex optimization. It is remarked
that (A3’) holds if X is a compact. To see this, observe that since f ik is convex, it is also
locally Lipschitz, and consequently Lipschitz continuous on the compact set X , implying that
‖∇f ik‖ is bounded. Conversely, if X is not bounded and there exist some x,y ∈ X such that
‖x− y‖ → ∞, the strong convexity assumption (A2’) on f ik would preclude the possibility of
the gradient being bounded.
We begin with discussing the online SVRG algorithm, that relies on old gradients to construct
an approximation for the full gradient at every iteration, while using only a single component
∇f ik. As in the classical variance reduced algorithms, the proposed online algorithms also require
additional memory. The two algorithms differ in the manner in which stored gradients are updated
and consequently offer complementary advantages in terms of memory usage, computational
complexity, and dynamic regret bounds.
B. Online proximal-SVRG algorithm
The OP-SVRG is based on the proximal SVRG algorithm from [17] and entails storing m,
the mean value of obsolete gradients. In order to ensure that the gradients are not too old,
m is recalculated every few iterations. The algorithm starts by evaluating βi = f i1(x1) for all
1 ≤ i ≤ N and some x1 ∈ X . Further, m := 1N
∑
j β
j is calculated and stored in the memory,
along with the current iterate x˜ = x1. Subsequently at time k, both ∇f ik(xk) and ∇f ik(x˜) are
evaluated and the IP-OGD updates are carried out with the inexact gradient:
∇˜fk(xk) = ∇f ik(xk)−∇f ik(x˜) +m, (27)
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where the component i is selected either randomly or in a cyclic manner. After every K0
iterations, x˜ is refreshed, all gradients recalculated, and m is updated. The full algorithm
implementation is summarized in Algorithm 2.
Algorithm 2 Online Proximal-SVRG
1: Initialize x1
2: for all k = 1, . . . , K do
3: if k(mod K0) = 1 then
4: Update x˜← xk
5: Set m = 1
N
∑N
j=1∇f jk(x˜)
6: end if
7: Select i ∈ {1, . . . , N}
8: Observe exact gradients ∇f ik(xk) and ∇f ik(x˜)
9: Update zk = xk − α
(∇f ik(xk)−∇f ik(x˜) +m)
10: Update xk+1 = proxαgk(zk)
11: end for
The gradient error for OP-SVRG algorithm is given by
ek=∇f ik(xk)−∇f ik(xτk)+
1
N
N∑
j=1
(f jk(xτk)−∇f jk(xk)), (28)
where τk = b kK0 cK0 + 1 is the value of k corresponding to the last memory update. Again,
the index i may be selected in either random or cyclic fashion. Since the OP-SVRG is again
motivated as an inexact algorithm, its analysis culminates in the following bound on error.
Lemma 5. For µ/L > 0.89, there exists α < 2µ/L2 such that the OP-SVRG gradient error
satisfies
EK = O
(
1 +WK +
N∑
j=1
√
KV jK
)
. (29)
The expected regret bound for OP-SVRG is obtained from plugging the bound in (29) into
the expected regret bound for the inexact algorithm in (18) and yields E [RegK ] ≤ O(1+WK +
N∑
j=1
√
KV jK). It is remarked that the result in (29) requires the problem to be well-conditioned
with µ > 0.89L.
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The online proximal SVRG offers significant computational advantages over IP-OGD. To see
this, let us assume that the calculation of ∇f ik and application of the proximal operator to an
n-dimensional vector incur O(n) complexity. Then the complexity incurred by Algorithm 2 is
O(Kn(2 + N
K0
)), in contrast to the O(KNn) complexity of IP-OGD. Clearly, the cost savings
from SVRG are significant only when K0  1. As compared to IP-OGD, Algorithm 2 also
requires additional memory for storing the vector m.
C. Online Proximal gradient method with increasing sample size
The dynamic regret rates obtained in IV-B can be improved at the cost of additional compu-
tational complexity by making use of an incremental update approach with increasing sample
size. In contrast to the classical incremental algorithms that entail carrying out the updates using
only a single component ∇f ik, the idea is to use increasing number of component functions at
every iteration. Specifically, the inexact gradient used at iteration k takes the form:
∇˜fk(xk) = 1|Ik|
∑
j∈Ik
f jk(xk), (30)
where Ik ⊂ {1, . . . , N} is selected randomly. The full algorithm is summarized in Algorithm 3.
Algorithm 3 Online Proximal with Incremental Sampling Size
1: Initialize x1
2: for all k = 1, . . . , K do
3: Select Ik ⊂ {1, . . . , N}
4: Calculate ∇˜fk(xk) := 1|Ik|
∑
i∈Ik
∇f ik(xk)
5: Update zk = xk − α∇˜fk(xk)
6: Update xk+1 = proxαgk(zk)
7: end for
The sampling process in Algorithm 3 ensures that the mean square of the gradient error given
by
ek =
1
|Ik|
∑
i∈Ik
∇f ik(xk)−
1
N
N∑
i=1
∇f ik(xk), (31)
diminishes with k. The following proposition provides a choice of samples sizes that lead to an
O(1) bound on EK .
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Lemma 6. For the choice |Ik| = dN(1 − e−k)e in Algorithm 3, the bound on the cumulative
error takes the form
EK ≤ O(1). (32)
The proof of Lemma 6 is provided in Appendix C, and is applicable for any choice of |Ik|
such that N − |Ik| is summable. Plugging back the result of Lemma 6, we obtain the expected
regret of Algorithm 3 as O(1 + WK). Note that achieving constant EK requires the evaluation
of O(|Ik|) gradients per iteration, leading to an overall complexity of O(NKn).
V. NUMERICAL RESULTS
This section provides numerical performance results of the proposed algorithms. The perfor-
mance of the IP-OGD algorithm is tested on a synthetic dataset corresponding to a bot formation
control problem, and the results in Theorem 1 are verified. Next, the computational advantages
of the OP-SVRG algorithm are demonstrated on a robust subspace tracking problem using video
dataset.
A. Coordinating bot formations
In this problem, it is required for a group of robots to track and follow a leader bot estimating
the leader’s trajectory from the received signal strength at each discrete time instant. The follower
bots try to maintain a given canonical pose or shape at each time instant while following the
leader such that the leader bot is also a part of the pose. Such problems can generally be
formulated as convex optimization problems where the goal is to minimize a cost function while
satisfying certain constraints [28]. As the bots must move instantaneously in response to the
movement of the leader, solving a large convex optimization problem at every time instant is not
viable. The problem is particularly challenging in dynamic settings, e.g., if the pose or shape
requirement is also time-varying.
1) Problem Formulation: We follow the formulation in [28] where a fusion center gathers all
the data from the follower bots, takes decisions, and broadcasts them to each bot. Different from
[28], we consider an online and time-varying setting, with problem data arriving sequentially
over time. Consider a formation of m+ 1 robots in a two dimensional plane and let pi(k) ∈ R2
be their position at time k. Without loss of generality, the leader is indexed as 1, and all position
vectors are concatenated into the matrix p(k) ∈ R(m+1)×2. The desired shape of the formation
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at time k + 1 relative to the leader’s position at p1(k) is described by a set of linear equations
of the form
A(k)p(k + 1) = 0. (33)
where A(k) ∈ R(2m−2)×(2m+2) and 0 is the all zero matrix of appropriate size. At time k, robots
estimate the position of the leader p1(k+1) and follow it while maintaining the shape described
by (33). The further details about the constraint in (33) can be found in [28] and discussed
in Appendix D of the supplementary material. To this end, the leader broadcasts a signal that
is subsequently used by the robots in order to estimate p1(k + 1). Denoting the measurement
received by robot i at time k by zi(k), the robots attempt to solve the following constrained
weighted least squares problem in order to determine p(k + 1):
p(k + 1) := arg min
p
m+1∑
i=2
(zi(k)− vTi p1)2
σ2i
+ λ ‖p− p(k)‖22
s. t. A(k)p = 0 (34)
where vi denotes the regressor corresponding to the measurement zi and σ2i denotes the cor-
responding noise variance estimate. A squared movement penalty term is added to minimize
unnecessary movements and encourage faster response times.
In order to apply the IP-OGD method, we observe that
fk(p) =
m+1∑
i=2
(zi(k)− vTi p1)2
σ2i
+ λ ‖p− p(k)‖2 , (35)
gk(p) = 1A(k)p=0(p), (36)
where the indicator function is 1 when A(k)p = 0 and infinity otherwise. Consequently, the
proximal OGD updates take the form:
yk = p(k)− α∇fk(p(k)) (37)
p(k + 1) = proxαgk(yk) (38)
= (I−A(k)†A(k))yk, (39)
where A(k)† denotes the Moore-Penrose pseudo inverse of A(k).
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Fig. 1: Example run of the IP-OGD algorithm for m = 10 robots. The shape of the formation
morphs from a decagon to a star.
2) Simulation Results: For the simulations, the leader bot trajectory p1(k) is varied according
to the following spiral dynamics p1(k) = (1− k/K)2[40 cos(ωk) 30 sin(ωk)]T , where ω = 0.06
and K is the total number of times for which tracking is performed. A total of m = 10 robots
track the leader, of which 6 bots track the x-coordinate (vi = [1 0]T for 1 ≤ i ≤ 6) while the
other 4 track the y-coordinate (vi = [0 1]T for 7 ≤ i ≤ 10). The received measurements are
modeled as zi(k) = vTi p1(k + 1) + ni, where each ni ∼ N (0, σ2i ) with σ2i = 0.01. We also
set λ = 3 and α = 0.2. The shape starts as a regular decagon and gradually changes into a
non-convex star shape.
An example run of the algorithm is shown in Fig. 1. The dynamic regret for this case is
plotted in Fig. 2. It can be seen that the path length as well as the dynamic regret for IP-OGD
algorithm is sublinear. Finally, Gaussian noise with variance 0.3 is added to the exact gradient.
B. Dynamic foreground background separation
We consider the robust subspace tracking problem detailed in Sec. II and apply it for foreground-
background separation in video. At any given time a total of L video frames {mk ∈ Rr}Lk=1 are
observed and collected into a matrix Mk. The goal is to split the matrix into low-rank component
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Fig. 2: Dynamic regret for IP-OGD algorithm
Lk and a sparse component Sk at each time k. Towards this end, we consider the following loss
function and regularizer:
fk(L,S) = ‖Mk − L− S‖2F + µL ‖L‖2F + µS ‖S‖2F , (40)
gk(L,S) = λL ‖L‖? + λS ‖vec (S)‖1 , (41)
Additional ridge regularizers are added to fk in order to improve its condition number.
We first consider the IP-OGD algorithm without gradient errors. The updates for IP-OGD take
the form:
Zk+1 = Lk − αL
(
2(Lk + Sk −Mk) + 2µLLk
)
Lk+1 = DαLλL(Zk+1), (42)
Yk+1 = Sk − αS
(
2(Lk + Sk −Mk) + 2µSSk
)
Sk+1 = SαSλS(Yk+1), (43)
where the singular value thresholding and shrinkage operators are defined as follows. For a
matrix Z = UΣVT , we have that Dλ(Z) = UDλ(Σ)VT where Dλ(Σ) is a diagonal matrix
June 4, 2018 DRAFT
20
OP
RM
F
X(Sample) L(Low−rank) S(Sparse)
Pr
ac
Re
Pr
oC
S
Pr
op
os
ed
 m
et
ho
d
Fig. 3: Performance comparisons with OPRMF [10] and ReProCS [9] over static background.
whose entries are given by [Dλ(Σ)]ii = max{[Σ]ii − λ, 0}. Likewise, the entries of Dλ(Y) are
given by
[Dλ(Y)]ij =

[Y]ij − λ, [Y]ij > λ
0, −λ < [Y]ij < λ
[Y]ij + λ, [Y]ij < −λ.
(44)
For a matrix Y, the shrinkage operator Sλ(Y) is a matrix whose entries are given by
[Sλ(Y)]ij = sign([Y]ij)(|[Y]ij| − λ)+ (45)
For the purposes of comparison, we consider two state-of-the-art foreground-background
separation algorithms, namely OPRMF [10] and ReProCS [9]. To keep the comparisons fair,
we do not pre-train any of the algorithms and run them directly in an online manner while
ignoring the first few frames. For all videos, we use µL = 0.005, µS = 2, λL = 100, λS = .034,
and αL = αS = 0.2. All the experiments were carried out on an Intel core i7-4770 computer
running at 3.40 GHz with 16GB DDR3 3.40 GHz RAM. A 64-bit version of MATLAB 14 was
used and execution times were measured using the default system clock.
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Fig. 4: Performance comparisons with OPRMF [10] and ReProCS [9] over dynamic background.
The three algorithms are arranged, from top to bottom, in decreasing order of runtime.
Fig. 3 considers a simple scenario with static background which is relatively easy to extract.
However lack of training data results in ReProCS mis-classifying part of the foreground as
background. Nevertheless, in such a setting, the IP-OGD algorithm does not outperform either
of the two algorithms.
Next, we consider the more complicated case of moving background arising in the video of a
parking lot taken from [42]. Specifically, cars that are being parked are part of the foreground,
while cars that are already parked constitute the background. As can be seen from Fig. 4,
ReProCS cannot deal with the dynamic background and continues to treat the parked car as
foreground even after it has stopped. On the other hand, the OPRMF is relatively more accurate
and only a small part of the parked car is included in the foreground. The proposed algorithm
is slightly worse than OPRMF but has a significantly lower runtime 1.
The full gradient version of the algorithm is computationally expensive since it requires
carrying out a singular value decomposition of the full matrix Mk at each k. The large-scale
1The readers are referred to the full video of the tests available at https://bit.ly/2IkNbLz.
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Fig. 5: Separation of Low rank and sparse components using Proximal-SVRG under circular
samplings
learning algorithms proposed in Sec. IV can however be used to trade-off speed with accuracy.
Towards this end, we reformulate the problem by defining f jk as
f jk = ‖Ωj  (Mk − L− S)‖2F + µL ‖L‖2F + µS ‖S‖2F , (46)
for all j = 1, . . . , N . The selection matrix Ωj in (46) is defined according to the percentage of
Mk sampled. For instance, with 12.5% sampling, there are a total of N = 8 components, each
depending on a block of size rs × L where rs = r/8, and
Ωj =

0rs(j−1)×L
1rs×L
0r−jrs×L
 . (47)
The results are presented for OP-SVRG algorithm with circular and randomly selected component
index i at each k. Observe that while with 25% sampling the proposed algorithm runs four times
faster, the loss in performance as compared to the full gradient case is very small.
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Fig. 6: Separation of Low rank and sparse components using Proximal-SVRG under random
samplings
VI. CONCLUSION
This work focuses on the online convex optimization framework comprising of a sequential
game between a learner and an adversary. A particular case of time varying optimization is
considered when the given loss function is of the form of sum of a differentiable and non
differentiable functions. This formulation is motivated considering the applications of robust
subspace tracking and bot formation trajectories. A proximal inexact online gradient descent
(OGD) method is proposed to solve the problem that tolerates changes in the function optimum
as well as errors in the gradient. It is established that the proposed online algorithm exhibits
sublinear dynamic regret provided that path length and cumulative gradient error are sublinear.
For tackling large-scale problems, we proposed two different variants of the accelerated
proximal OGD that do not require calculation of the full gradient function at every time instant.
These algorithms can be viewed as the dynamic variants of the stochastic variance reduced gra-
dient descent and incremental hybrid stochastic gradient methods. The performance of proposed
algorithms is validated on a robot formation control problem and a robust subspace tracking
problem applied to the dynamic foreground-background separation problem.
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APPENDIX A
PROOFS OF LEMMAS 1-3
A. Preliminaries
Before discussing the proofs, we state some preliminary results that will be used in all the
proofs. The Peter-Paul inequality for positive numbers x, y, and c takes the form (x + y)2 ≤
(1 + c)x2 + (1 + 1/c)y2. Since fk is strongly convex, the optimum x?k is unique and satisfies the
following two properties:
x?k = prox
α
gk
(x?k − α∇fk(x?k)) , (48)
〈∇fk(x?k) + ν,x− x?k〉 ≥ 0, (49)
for all x ∈ X , where ν ∈ ∂gk(x?k).
Consider the proximal operator defined in (9) and let y := proxαgk(w) for some w ∈ Rn. Then
we have that ∥∥proxαgk(u)− proxαgk(v)∥∥ ≤ ‖u− v‖ u,v ∈ X (50)
w − y ∈ α∂gk(y). (51)
Proof of Lemma 1: We begin with considering the difference between the next iterate xk+1
and the current optimal x?k and using the properties (48) and (50) as follows:
‖xk+1 − x?k‖2
=
∥∥∥proxαgk(xk − α∇˜fk(xk))− proxαgk(x?k − α∇fk(x?k))∥∥∥2
≤
∥∥∥xk − α∇˜fk(xk)− x?k + α∇fk(x?k)∥∥∥2 (52)
= ‖(xk − α∇fk(xk))− (x?k − α∇fk(x?k))− αek‖2 (53)
= ‖(xk − α∇fk(xk))− (x?k − α∇fk(x?k))‖2 + α2 ‖ek‖2
− 2αekT [(xk − α∇fk(xk))− (x?k − α∇fk(x?k))], (54)
where the last equality in (54) is obtained by expanding the square. The first term on the right
hand side of (54) can be expanded as
‖(xk − α∇fk(xk))− (x?k − α∇fk(x?k))‖2
= ‖xk − x?k‖2 + α2 ‖∇fk(xk)−∇fk(x?k)‖2
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− 2α〈∇fk(xk)−∇fk(x?k),xk − x?k〉
≤ ‖xk − x?k‖2 + α2L2‖xk − x?k‖2 − 2αµ‖xk − x?k‖2 (55)
= ρ2‖xk − x?k‖2, (56)
where, ρ2 := (1 + α2L2 − 2αµ) and α is chosen such that ρ < 1. The second inequality in (55)
holds since the function fk is strongly convex with parameter µ and ∇fk is Lipschitz continuous
with parameter L. Taking the positive square root on both sides of (56), we also have that
‖(xk − α∇fk(xk))− (x?k − α∇fk(x?k))‖ ≤ ρ ‖xk − x?k‖. Substituting (56) into (54), we obtain
‖xk+1−x?k‖2≤ρ2 ‖xk−x?k‖2+α2 ‖ek‖2+2αρ ‖ek‖ ‖x¯k−x?k‖
≤(ρ ‖xk − x?k‖+ α ‖ek‖)2, (57)
with δk := ‖αek‖. The required result follows from taking the positive square root on both sides
of (57).
Proof of Lemma 2: We begin with considering cumulative optimality gap and applying the
triangle inequality as follows.
K∑
k=2
‖xk − x?k‖ =
K∑
k=2
∥∥xk − x?k−1 + x?k−1 − x?k∥∥
≤
K∑
k=2
∥∥xk − x?k−1∥∥+ K∑
k=2
∥∥x?k − x?k−1∥∥
=
K−1∑
k=1
‖xk+1 − x?k‖+WK , (58)
where the equality in (58) follows from the definition of the path length. Next, utilizing the
result of Lemma 4, we obtain
K∑
k=2
‖xk − x?k‖ ≤
K−1∑
k=1
(ρ ‖xk − x?k‖+ α ‖ek‖) +WK (59)
≤
K∑
k=1
(ρ ‖xk − x?k‖+ α ‖ek‖) +WK , (60)
where the inequality in (60) holds due to the inclusion of an additional non-negative terms on
the right. Adding ‖x1 − x?1‖ on both sides of (60), we obtain the required result as follows.
K∑
k=1
‖xk − x?k‖
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≤ ‖x1 − x?1‖+
K∑
k=1
ρ ‖xk − x?k‖+ α
K∑
k=1
‖ek‖+WK (61)
=
1
1− ρ ‖x1 − x
?
1‖+
α
1− ρ
K∑
k=1
‖ek‖+ 1
1− ρWK , (62)
where the last equality follows simply from taking the cumulative optimality gap to the right.
Proof of Lemma 3: Recalling the proximal update equation xk+1 = proxαgk
(
xk − α∇˜fk(xk)
)
and using the property (51), we obtain
xk − α∇˜fk(xk)− xk+1 ∈ α∂gk(xk+1), (63)
since we have xk+1 ∈ X which implies thatN X (xk+1) = 0 whereN X (xk+1) is the norm cone at
xk+1 w.r.t. convex set X . Equivalently, defining Gk(xk) := ∇˜fk(xk)+uk where uk ∈ ∂gk(xk+1),
the update equation can also be written as
αGk(xk) = xk − xk+1 (64)
⇒ αGk(xk) =(xk − x?k)− (xk+1 − x?k). (65)
Taking norm on both sides and applying the triangle inequality on the right, we obtain
α ‖Gk(xk)‖ ≤ ‖xk − x?k‖+ ‖xk+1 − x?k‖ (66)
≤ ‖xk − x?k‖+ ρ ‖xk − x?k‖+ α ‖ek‖ (67)
⇒ ‖Gk(xk)‖ ≤ 1 + ρ
α
‖xk − x?k‖+ ‖ek‖ , (68)
where we have used the result from Lemma 1 in (67). In order to bound ‖hk(xk)‖ however, we
need to express ∂hk(xk) in terms of Gk(xk) as follows:
∂hk(xk) = ∇fk(xk) + ∂gk(xk) (69)
= ∇fk(xk) + ∂gk(xk+1) + ∂gk(xk)− ∂gk(xk+1) (70)
= Gk(xk)− ek + ∂gk(xk)− ∂gk(xk+1). (71)
Next, taking norm on both sides of (71) and using the triangle inequality, we obtain
‖∂hk(xk)‖ ≤ ‖Gk(xk)‖+ ‖ek‖+ ‖∂gk(xk)‖+ ‖∂gk(xk+1)‖ (72)
≤ 1 + ρ
α
‖xk − x?k‖+ 2 ‖ek‖+ 2Lg, (73)
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where (73) follows from the use of (71) and the bounded subgradient property that follows from
the Lipschitz continuity property of gk in (11).
Next, we upper bound the term E ‖xk − x?k‖ as follows:
E ‖xk − x?k‖ = E
∥∥xk − x?k−1 + x?k−1 − x?k∥∥ (74)
≤ E∥∥xk − x?k−1∥∥+ ∥∥x?k − x?k−1∥∥ (75)
≤ ρE∥∥xk−1 − x?k−1∥∥+ αE ‖ek−1‖+ σ (76)
≤ ρE∥∥xk−1 − x?k−1∥∥+ αγ + σ, (77)
where the inequality in (77) follows from the result of Lemma 1 and the bounded variations
property (13), while that in (77) follows from (14). The bound in (77) can be recursively applied
to yield
E ‖xk − x?k‖ ≤ ρE
∥∥xk−1 − x?k−1∥∥+ αγ + σ
≤ ρk−1 ‖x1 − x?1‖+ (αγ + σ)
(
1− ρk−1
1− ρ
)
(78)
≤‖x1 − x?1‖+
αγ + σ
1− ρ . (79)
Finally, taking expectation in (73) and using the bound in (79), we obtain
E ‖∂hk(xk)‖≤ 1+ρ
α
(
‖x1 − x?1‖+
αγ + σ
1− ρ
)
+ 2γ + 2Lg, (80)
which is the required result.
APPENDIX B
PROOF OF LEMMA 5
Observe that Assumptions (A1’)-(A2’) also imply (A1)-(A2) for the full function fk. Con-
sequently, the results in Lemma 1 and 2 hold directly. Moreover, Lemma 3 follows with D =
Lg +M . Let ιk be the random index that is selected at time k and let κ = bk/K0cK0 + 1 be the
iteration when the entire memory was selected previously. It can be seen that 0 ≤ k−κ ≤ K0−1.
For the sake of brevity, for any mapping ψ : X → Rn, let Θ(ψ) := supx∈X ‖ψ(x)‖.
When analyzing the error at iteration k, we will drop the subscript and denote the component
index by ι. Similarly, we denote the expectation with respect to ι as Eι[·]. As ιk are independent
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identically, distributed, Eι[·] is equivalent to the conditional expectation E[· | ι1, . . . , ιk−1]. Further
since ι is uniformly distributed between 1 and N , we have that
Eι [∇f ιk(xk)] =
1
N
N∑
j=1
∇f jk(xk) = ∇fk(xk), (81)
Eι[βι] =
1
N
N∑
j=1
βj. (82)
These identities imply that ek is zero-mean and the mean-squared error can be written as
Eι ‖ek‖2 = Eι ‖∇f ιk(xk)− βι − Eι[∇f ιk(xk)− βι]‖2 (83)
= Eι ‖∇f ιk(xk)− βι‖2 − ‖Eι[∇f ιk(xk)− βι]‖2 , (84)
where βι = ∇f ικ(xκ). Adding and subtracting f ιk(xκ) within the first term of (84) and applying
the Peter-Paul inequality with some c > 0, we obtain
‖∇f ιk(xk)−∇f ικ(xκ)‖2 ≤ (1 + c) ‖∇f ιk(xk)−∇f ιk(xκ)‖2
+ (1 + 1
c
) ‖∇f ιk(xκ)−∇f ικ(xκ)‖2
≤(1+c)L2 ‖xk−xκ‖2+(1+1c ) ‖∇f ιk(xκ)−∇f ικ(xκ)‖2 (85)
where we have used the fact that ∇f ιk is Lipschitz continuous. The constant c is left unspecified
at this point and will be fixed later. Similarly, in order to bound the second term in (84), we
again consider the Peter-Paul inequality
‖Eι[∇f ιk(xk)−∇f ιk(xκ)]‖2
≤ (1 + a) ‖Eι[∇f ιk(xk)−∇f ικ(xκ)]‖2
+ (1 + 1
a
) ‖Eι[∇f ικ(xκ)−∇f ιk(xκ)]‖2 . (86)
for some a > 0. Dividing both sides by (1 + a) and rearranging, we obtain,
− ‖Eι[∇f ιk(xk)−∇f ικ(xκ)]‖2
≤ − 1
1+a
‖Eι[∇f ιk(xk)−∇f ιk(xκ)]‖2
+ 1
a
‖Eι[∇f ικ(xκ)−∇f ιk(xκ)]‖2
≤ − µ2
1+a
‖xk − xκ‖2 + 1a ‖Eι[∇f ικ(xκ)−∇f ιk(xκ)]‖2 , (87)
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where (87) follows from the strong convexity of f ιk. The last terms in (85) and (87) can both be
bounded by observing that
‖Eι[∇f ικ(xκ)−∇f ιk(xκ)]‖2 ≤ Eι ‖∇f ικ(xκ)−∇f ιk(xκ)‖2
≤ 1
N
N∑
j=1
‖∇f ικ(xκ)−∇f ιk(xκ)‖2 (88)
≤ 1
N
N∑
j=1
Θ2(∇f jκ −∇f jk), (89)
where (88) follows since the index ι is chosen independently and with equal probability. Thus,
the final bound on the mean-squared error becomes
Eι ‖ek‖2 ≤ Γ2 ‖xk − xκ‖2 + ζ2
N∑
j=1
Θ2(∇f jκ −∇f jk), (90)
where Γ2 := L2(1 + c)− µ2
(1+a)
and ζ2 := 1
N
(1 + 1
c
+ 1
a
). Equivalently, from the Cauchy-Schwarz
inequality, we have that
Eι‖ek‖≤
√
Eι‖ek‖2≤Γ‖xk−xκ‖+ζ
N∑
j=1
Θ(∇f jk −∇f jκ). (91)
For every iteration k, the previous time instant at which entire memory was updated is a unique
index κ = b(k − 1)/K0cK0 + 1 that depends on k but is constant for all κ ≤ k < κ + K0.
Therefore we have that
K∑
k=1
‖xk − xκ‖ ≤
K∑
k=1
(‖xk − x∗k‖+ ‖xκ − x∗κ‖+ ‖x∗k − x∗κ‖)
≤
K∑
k=1
‖xk − x?k‖+
K∑
k=1
‖x?k − x?κ‖
+ (K0 − 1)
b(K−1)/K0c∑
j=0
∥∥xjK0+1 − x?jK0+1∥∥ . (92)
where the right hand side of (92) included additional non-negative terms. The first term in (92)
is bounded from Lemma 2. The second term in (92) can be bounded using the triangle inequality
and inclusion of additional terms as follows
K∑
k=1
‖x?k − x?κ‖ ≤
K∑
k=1
min{k−2,K0−1}∑
r=0
∥∥x?k−r − x?k−r−1∥∥
≤ K0
K∑
k=1
∥∥x?k − x?k−1∥∥ = K0WK . (93)
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Note that the second term in (91) can also be bounded along similar lines
K∑
k=1
Θ(∇f jk −∇f jκ) ≤ K0
K∑
k=1
Θ(∇f jk −∇f jk−1) (94)
≤ K0
√
KV jK . (95)
In order to obtain a bound on the third term in (92), consider
E
∥∥xjK0+1−x?jK0+1∥∥≤E∥∥xjK0+1−x?jK0∥∥+E∥∥x?jK0+1−x?jK0∥∥
≤ ρE∥∥xjK0 − x?jK0∥∥+ αE ‖ejK0‖+ ∥∥x?jK0+1 − x?jK0∥∥ , (96)
for any j ≥ 0, where (96) follows from Lemma 1. Recursively applying the inequality in (96),
we have that
E
∥∥xjK0+1 − x?jK0+1∥∥ ≤ ρK0E∥∥x(j−1)K0+1 − x?(j−1)K0+1∥∥
+ α
K0∑
r=1
ρK0−rE
∥∥e(j−1)K0+r∥∥
+
K0∑
r=1
ρK0−r
∥∥x?(j−1)K0+r − x?(j−1)K0+r−1∥∥ . (97)
Taking summation over all 0 ≤ j ≤ b(K − 1)/K0c and rearranging, we obtain
(1− ρK0)
b (K−1)
K0
c∑
j=0
E
∥∥xjK0+1 − x?jK0+1∥∥
≤ ‖x1 − x?1‖+
b (K−1)
K0
c∑
j=0
K0∑
r=1
ρK0−rE
∥∥e(j−1)K0+r∥∥
+
b (K−1)
K0
c∑
j=0
K0∑
r=1
ρK0−r
∥∥x?(j−1)K0+r − x?(j−1)K0+r−1∥∥
≤ ‖x1 − x?1‖+
K∑
k=1
ρK0−mod(k,K0)
[
αE ‖ek‖+
∥∥x?k − x?k−1∥∥]
≤ ‖x1 − x?1‖+ αEK +WK , (98)
where the last inequality simply uses the fact that ρK0−mod(k,K0) < 1 for all k ≥ 1. Taking
expectation in (92) and using the bounds for the three terms, we obtain
K∑
k=1
E ‖xk − xκ‖ (99)
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≤ ( K0
1− ρK0 +
1
1− ρ)(‖x1 − x
?
1‖+ αEK +WK) +K0WK .
Next, taking full expectation in (91), using (99), and rearranging, we obtain
EK ≤η(‖x1 − x?1‖+ αEK +WK) + ΓK0WK
+ ζK0
N∑
j=1
√
KV jK (100)
≤
‖x1 − x?1‖+ (ΓK0 + η)WK + ζK0
∑N
j=1
√
KV jK
1− ηα (101)
≤ O(1 +WK +
N∑
j=1
√
KV jK), (102)
where η := Γ( K0
1−ρK0 +
1
1−ρ) and it is required that αη < 1. Equivalently, it is required that
α
√
L2(1 + c)− µ2
1+a
(
K0
1− ρK0 +
1
1− ρ
)
< 1. (103)
It can be verified that such a choice of parameters α < 2µ/L2, a > 0, and c > 0 is possible for
any given K0 when µ/L > 0.89.
APPENDIX C
PROOF OF PROPOSITION 6
We begin by observing that ek in (31) may be written as
ek =
1
|Ik|
∑
i∈Ik
∇f ik(xk)−
1
N
N∑
i=1
∇f ik(xk)
=
N − |Ik|
N |Ik|
∑
i∈Ik
∇f ik(xk)−
1
N
∑
i/∈Ik
∇f ik(xk). (104)
Therefore we have the following bound
‖ek‖ ≤ N−|Ik|
N |Ik|
∑
i∈Ik
∥∥∇f ik(xk)∥∥+ 1N ∑
i/∈Ik
∥∥∇f ik(xk)∥∥ (105)
≤ N − |Ik|
N |Ik|
∑
i∈Ik
M +
1
N
∑
i/∈Ik
M (106)
≤ N − |Ik|
N |Ik| M |Ik|+
N − |Ik|
N
M ≤ 2MN − |Ik|
N
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where we have used the triangle inequality as well as the gradient boundedness property (A3’).
It can be seen that in order to bound the cumulative error norm, it is required that the quantity
N − |Ik| be summable. For instance for the choice |I|k = N −N exp(−βk) leads to the bound
K∑
k=1
E ‖ek‖ ≤
K∑
k=1
2M exp(−βk) ≤ 2M
1− exp(−β) − 1
for any β > 0. Similarly, the choice |Ik| = N − Nk2 also leads to bounded cumulative error.
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SUPPLEMENTARY MATERIAL FOR ”ONLINE LEARNING WITH INEXACT PROXIMAL ONLINE
GRADIENT DESCENT ALGORITHMS”
APPENDIX D
DETAILS OF BOT FORMULATION PROBLEM
At the beginning of any time instant k, we have an initial pose p(k) ∈ F(k) of the robots including the leader where
p(k) 6= s(k), and we need to obtain a pose p(k+1) ∈ F(k) for the bots such that p(k+1) = s(k). Consider the case when all
the robots are present on a plane (d = 2) with m follower bots and 1 leader bot. We can represent the shape s(k) = vec(H(k)T ),
where H(k) is defined as
H(k) = {ωB(k)R+ 1m+1tT : ω ∈ R+,R ∈ SO(2), t ∈ R2}.
In this formulation, ω is the positive scaling factor, R is the rotation matrix of size 2 × 2 with angle of rotation θ, t is the
translation vector which moves the base shape B(k) of size (m+ 1)× 2 in R2. This base shape B(k) is centered around the
origin of plane and may vary with k.
Let si(k) = (sxi (k), s
y
i (k)) and pi(k + 1) = (p
x
i (k + 1),p
y
i (k + 1)) denote Cartesian coordinates in F(k). If we set first
bot to be the leader, and choose t = p1(k + 1), then we have the following non-linear equality constraints of the form
pxi (k + 1)− px1(k + 1) = ω(sxi (k) cos θ − syi (k) sin θ),
pyi (k + 1)− py1(k + 1) = ω(sxi (k) sin θ + syi (k) cos θ), (107)
for i = 2, · · · ,m+ 1. Without loss of generality, we can define the formation orientation θ and scale ω as :
θ = arctan
p2(k + 1)
y − py1(k + 1)
px2(k + 1)− px1(k + 1)
and ω =
‖p2(k + 1)− p1(k + 1)‖2
‖s2(k)‖2
, (108)
where we have assumed that s1(k) = OF(k). Using the above substitution, we can rewrite the constraints as
‖s2(k)‖2 (pxi (k + 1)− px1(k + 1)) = (sxi (k),−syi (k))T (p2(k + 1)− p1(k + 1)),
‖s2(k)‖2 (pyi (k + 1)− py1(k + 1)) = (syi (k),−sxi (k))T (p2(k + 1)− p1(k + 1)), (109)
for i = 3, · · · ,m+ 1. Now we are left with 2× (m− 1) linear functions of our state vector p(k + 1) = [p1(k + 1),p2(k +
1), · · · ,pm+1(k + 1)]T which we need to estimate. These constraints sufficiently encode the desired shape of the formation.
Moreover, these constraints can be compactly written as A(k)p(k + 1) = 0 where A(k) is some low rank matrix.
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