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Abstract—Blind beamforming is a common problem in wire-
less communications, where an array of antennas receives a
number of signals from distinct locations at the same frequency
and at the same time. In this paper the problem of blind beam-
forming for multiple constant modulus (CM) signals separation
is solved using support vector machine (SVM) techniques. The
CM property of the signal is used to formulate a regression
problem which can be adapted to the SVM scheme, leading to
an iterative reweighted algorithm. Once a signal is recovered,
its contribution to the original observations is removed and the
iterative procedure can be applied again to extract another CM
signal. Simulation results show that this SVM-based algorithm
offers better performance than the algebraic constant modulus
algorithm (ACMA), mainly when only a small number of snap-
shots is available.
I. INTRODUCCIO´N
El problema de conformacio´n de haz se presenta cuando
varias sen˜ales son emitidas simulta´neamente desde distintos lu-
gares utilizando la misma frecuencia. Las sen˜ales son captadas
por un conjunto de antenas; el objetivo del conformador de haz
es aprovechar la diversidad espacial combinando linealmente
las sen˜ales recibidas por las distintas antenas para extraer las
sen˜ales emitidas originalmente [1].
Cuando no es posible disponer de una secuencia de en-
trenamiento para resolver el problema, es necesario aplicar
algoritmos de conformacio´n ciega de haz. Un caso particu-
lar de especial intere´s es la separacio´n espacial de sen˜ales
mo´dulo constante (por ejemplo, QPSK). En este caso, con
el objetivo de restaurar la propiedad de mo´dulo constante
a la salida del conformador, es posible aplicar el “Cons-
tant Modulus Algorithm” (CMA) en el entrenamiento de
los distintos conformadores [2]. Se han propuesto distintas
variantes e implementaciones (bloque e iterativas) del CMA
en conformacio´n de haz [3], [4], [5]. En especial, el “Ana-
lytical Constant Modulus Algorithm” (ACMA) [6] resuelve
un problema bloque, encontrando la solucio´n simulta´nea para
P conformadores mediante la resolucio´n de un problema de
autovalores generalizado. El ACMA es un algoritmo robusto
en presencia de ruido y proporciona resultados satisfactorios
con un nu´mero reducido de observaciones (“snapshots”).
Recientemente, algoritmos basados en regresio´n mediante
ma´quinas de vectores soporte (“Support Vector Machines”)
se han propuesto para la igualacio´n ciega de sen˜ales mo´dulo
constante [7], [8]. En este artı´culo se extienden las ideas allı´
propuestas al problema de la conformacio´n ciega de haz de
sen˜ales mo´dulo constante. Pese a su elevado coste computa-
cional, esta te´cnica aprovecha las ventajas ofrecidas por las
SVM en problemas de regresio´n requiriendo, en consecuencia,
un conjunto de observaciones ma´s reducido que el ACMA,
como muestran las simulaciones realizadas.
II. FORMULACIO´N DEL PROBLEMA
Consideramos un conjunto de L sen˜ales que inciden si-
multa´neamente sobre un array lineal compuesto por M ante-
nas. Las observaciones a la salida del array se pueden modelar
como
X = AS + N, (1)
donde X es una matriz de dimensiones M ×N que contiene
N muestras de las sen˜ales (banda base) captadas por cada
una de las M antenas, S es una matriz de dimesiones L ×
N con las sen˜ales de intere´s, y la matriz A de dimensiones
M×L representa la respuesta del array. La matriz N : M×N
corresponde al ruido aditivo presente en las observaciones, que
modelamos como espacialmente blanco y gaussiano. Para un
array lineal uniforme con antenas omnidireccionales, la matriz
A es de la forma
A =
⎡⎢⎢⎢⎣
1 · · · 1
e−jφ1 · · · e−jφL
...
...
...
e−j(N−1)φ1 · · · e−j(N−1)φL
⎤⎥⎥⎥⎦ , (2)
donde
φi = 2π
d
λ
sin θi, (3)
para i = 1, 2, . . . , L; siendo d la separacio´n entre antenas, λ
la longitud de onda de las sen˜ales y θi el a´ngulo de llegada
de la sen˜al i-e´sima [1].
En este planteamiento suponemos que un nu´mero P (cono-
cido) de entre las L sen˜ales incidentes tienen mo´dulo cons-
tante. Nuestro problema consiste entonces en encontrar P con-
formadores wj , j = 1, · · · , P que proporcionen las estimas
de las sen˜ales originales,
yj [n] =
M∑
i=1
wi,jxi[n] = wTjx[n], (4)
para j = 1, . . . , P y n = 0, . . . , N − 1, donde x[n] es la
columna n-e´sima de X.
III. CONFORMACIO´N CIEGA MEDIANTE SVM
Para simplificar la notacio´n consideramos en esta seccio´n
que u´nicamente una de las sen˜ales incidentes tiene mo´dulo
constante. El objetivo del conformador de haz es recuperar la
propiedad de mo´dulo constante de la sen˜al digital de comuni-
caciones, esto es,
∥∥wTx[n]∥∥2 = 1, para n = 0, . . . , N − 1.
En el contexto de regresio´n mediante SVM, esto implica
minimizar la funcio´n de coste
J(w) =
1
2
‖w‖2 + C
N−1∑
n=0
∣∣1− ‖wTx[n]‖2∣∣

, (5)
donde∣∣1− ‖wTx[n]‖2∣∣

= max{0, ∣∣1− ‖wTx[n]‖2∣∣− } (6)
es la funcio´n de pe´rdidas de Vapnik, y C es una constante de
regularizacio´n. Este problema es equivalente a minimizar la
funcio´n
L(w, ξ, ξ˜) =
1
2
‖w‖2 + C
N−1∑
n=0
(
ξn + ξ˜n
)
, (7)
con las restricciones
‖wTx[n]‖2 − 1 ≤  + ξn, (8)
1− ‖wTx[n]‖2 ≤  + ξ˜n, (9)
ξn, ξ˜n ≥ 0, (10)
para n = 0, . . . , N − 1.
En la formulacio´n convencional de regresio´n con SVM
las restricciones son lineales respecto a las inco´gnitas w,
deriva´ndose a partir de ahı´ un problema de programacio´n
cuadra´tica (QP) con una u´nica solucio´n y que puede ser re-
suelto eficientemente [10]. Por el contrario, las desigualdades
(8) y (9) son cuadra´ticas respecto a los pesos del conformador.
Para solucionar este problema empleamos el procedimeinto
propuesto en [7]. En particular, es posible reescribir el mo´dulo
cuadrado a la salida del conformador como
‖wTx[n]‖2 = w˜Tg[n], (11)
donde se han definido los vectores
w˜ =
[
Re(w)
Im(w)
]
, g[n] =
[
Re(y[n]x[n]∗)
Im(y[n]x[n]∗)
]
, (12)
donde (·)∗ denota complejo conjugado. De esta manera, las
desigualdades (8) y (9) se transforman en
w˜Tg[n]− 1 ≤  + ξn, (13)
1− w˜Tg[n] ≤  + ξ˜n, (14)
que son lineales respecto a w˜ si se considera fija la salida
del conformador y[n]. A partir de aquı´ el problema se puede
formular como una regresio´n convencional con SVM. En
concreto, se obtiene el siguiente problema QP: maximizar
W (α, α˜) =
N−1∑
n=0
(α˜n − αn)− 
N−1∑
n=0
(αn + α˜n) (15)
− 1
2
N−1∑
n,m=0
(αn − α˜n)(αm − α˜m) 〈g[n],g[m]〉 ,
sujeto a las restricciones 0 ≤ αn, α˜n ≤ C; y siendo los
patrones de entrada g[n] los definidos en (12). Se consigue ası´,
por tanto, reformularlo como un problema QP convencional
con variables reales cuya solucio´n viene dada por
w˜ =
N−1∑
n=0
(α˜n − αn)g[n]. (16)
Finalmente, los coeficientes del conformador pueden expre-
sarse como
w =
N−1∑
n=0
βnx[n]∗, (17)
donde se han definido unos multiplicadores de Lagrange
ponderados como
βn = (α˜n − αn)y[n]. (18)
En general, el regresor lineal en el marco de las SVM
incluye un te´rmino de umbral: y[n] = wTx[n] + b. Para este
problema, sin embargo, es necesario fijar b = 0, ya que de
otra forma siempre se obtendrı´a la solucio´n trivial w = 0 y
b = 1.
IV. RESOLUCIO´N ITERATIVA
El problema formulado en la seccio´n anterior no puede
resolverse de forma directa en un so´lo paso, ya que la salida
del conformador es funcio´n de la propia solucio´n,
y[n] = wTx[n] =
N−1∑
k=0
(α˜k − αk)y[k]x[k]Hx[n], (19)
donde (·)H indica traspuesto conjugado. Es necesario, por lo
tanto, aplicar un procedimiento iterativo como el presentado en
[7]. Esta te´cnica se denomina “Iterative Reweighted Quadratic
Programming” (IRWQP), debido a su similitud con el algo-
ritmo “Iterative Reweighted Least Squares” (IRWLS) utilizado
en algunos problemas de aproximacio´n y regresio´n [9].
El me´todo IRWQP se resume en tres pasos:
1) Resolver el problema QP (15) asumiendo fijo el valor
de y[n].
2) Obtener los nuevos coeficientes del conformador de haz
segu´n (17) y con ellos la nueva salida y[n].
3) Repetir hasta converger.
El algoritmo se completa con un mecanismo de suavizado
de los coeficientes del conformador entre iteracio´n e iteracio´n;
de esta manera se evita la oscilacio´n, que de otro modo tendrı´a
lugar, de los valores de la salida entre y[n] y 1/y[n]. En
concreto, los coeficientes que se utilizan como solucio´n del
problema QP en la iteracio´n k se obtienen como
wk = λwk−1 + (1− λ)wQP, (20)
donde wQP son los coeficientes resultantes de aplicar (17) a
la solucio´n del problema QP en la iteracio´n k-e´sima, y λ es
el para´metro de suavizado.
V. EXTRACCIO´N DE MU´LTIPLES SEN˜ALES
El me´todo descrito en la seccio´n anterior permite extraer una
de las sen˜ales de mo´dulo constante que inciden en el array. En
esta seccio´n se propone un procedimiento para la extraccio´n
simulta´nea de P sen˜ales.
El algoritmo para la extraccio´n simulta´nea se divide en
dos etapas: una primera etapa de inicializacio´n que apunta
los P conformadores hacia cada una de las distintas sen˜ales.
En la segunda fase del algoritmo cada conformador con-
tinu´a iterando segu´n el me´todo convencional propuesto en la
Seccio´n IV, para refinar las soluciones obtenidas: es la etapa
de convergencia.
La idea empleada para conseguir una inizalizacio´n adecuada
consiste en eliminar de las observaciones de entrada al con-
formador k-e´simo, mediante un cancelador, la sen˜al extraı´da
por los conformadores anteriores 1, . . . , k−1. De esta manera
se evita que dos conformadores extraigan la misma sen˜al.
En particular, denotando la salida del conformador k-e´simo
mediante el vector
yk = [yk[0], yk[1], . . . , yk[N − 1]]T , (21)
la matriz de datos que el conformador k + 1 tomara´ como
entrada durante la etapa de inicializacio´n es
Xk+1 = Xk − ukyTk, (22)
siendo X1 = X y donde
uk = [u1,k, u2,k, . . . , uM,k]
T (23)
es el vector de coeficientes complejos del cancelador de
sen˜al situado a la salida del conformador k-e´simo. El criterio
para determinar los valores de estos coeficientes consiste en
minimizar la norma L2 de cada fila de la matriz Xk+1, lo que
conduce a
uk =
XkyHk
‖yk‖22
. (24)
Tras un nu´mero fijo de iteraciones niter1 de la etapa de
inicializacio´n cada conformador apunta aproximadamente a
cada una de las sen˜ales mo´dulo constante incidentes. Entonces
comienza la etapa de convergencia, en la que se prescinde
del mecanismo de cancelacio´n de sen˜ales y cada conformador
aplica un nu´mero de iteraciones niter2 de forma indepen-
diente al resto.
Finalmente, el me´todo propuesto para la separacio´n si-
multa´nea de P sen˜ales de mo´dulo constante se resume en el
cuadro Algoritmo 1.
VI. RESULTADOS
En esta seccio´n se compara el me´todo propuesto con el
ACMA [6]. Se ha considerado un ejemplo en el que cuatro
sen˜ales, tres de ellas QPSK (mo´dulo constante) y otra con
distribucio´n gaussiana, inciden sobre un array uniforme de
M = 4 antenas omnidireccionales. Los a´ngulos de llegada de
las sen˜ales son: 0◦, 30◦ y 60◦ para las sen˜ales QPSK, y −20◦
para la de mo´dulo no constante. La relacio´n sen˜al a ruido es
de 15 dB para todas las sen˜ales. Se han considerado distintos
Algoritmo 1 Conformacio´n ciega de haz con regresio´n SVM
Inicializar C, , λ y w0,k.
Etapa de inicializacio´n
para p = 1, 2, . . . , niter1
para k = 1, 2, . . . , P
Calcular yk para wp−1,k y Xk.
Resolver el problema QP (15) y obtener wQP.
wp,k = λwp−1,k + (1− λ)wQP.
Calcular yk para wp,k, y Xk+1 mediante (22) y (24).
fin
fin
Etapa de convergencia
para p = 1, 2, . . . , niter2
para k = 1, 2, . . . , P
Calcular yk para wp−1,k y X.
Resolver el problema QP (15) y obtener wQP.
wp,k = λwp−1,k + (1− λ)wQP.
fin
fin
ejemplos variando el nu´mero de observaciones (“snapshots”)
N = 8, 10, 13, 16, 25, 50. Para cada longitud se han prome-
diado los resultados de 300 simulaciones independientes.
Para la te´cnica de conformacio´n basada en SVM se han
escogido los siguientes valores:  = 0.01 (para´metro de la
funcio´n de Vapnik) y λ = 0.3 (factor de suavizado). El
para´metro de regularizacio´n C, a su vez, se ha estimado de
acuerdo a la expresio´n
C =
1
M
M∑
m=1
(gm[n] + 3σgm), (25)
donde gm[n] = ‖xm[n]‖2 y gm[n] denota valor medio. Como
se discute en [11] esta eleccio´n confiere mayor robustez al
me´todo de regresio´n.
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Fig. 1. Probabilidad de extraccio´n correcta en un ejemplo con tres sen˜ales
QPSK y una de mo´dulo no constante, SNR = 15dB; en funcio´n del nu´mero
de observaciones N .
En la Figura 1 se compara la probabilidad de extraccio´n
correcta de sen˜al para el me´todo basado en SVM y el ACMA,
en funcio´n del nu´mero de observaciones. El criterio utilizado
para calificar una sen˜al extraı´da como correcta consiste en el
ca´lculo de la relacio´n entre el error cuadra´tico de la sen˜al
respecto a la original y la potencia de la sen˜al original,
considerando acertada la separacio´n si se cumple
‖sk − y˜k‖22
‖sk‖22
> 0.5, (26)
donde sk es la sen˜al QPSK original, e y˜k es una versio´n
del vector yk escalado por el complejo que minimiza el error
cuadra´tico con respecto a sk. La aplicacio´n de este factor es
necesaria debido a que existe una ambigu¨edad en la fase de
la sen˜al recuperada.
En la Figura 1 se observa co´mo el me´todo propuesto ofrece
una mayor probabilidad de extraccio´n principalmente cuando
el nu´mero de observaciones es muy reducido (N < 25).
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Fig. 2. Error medio en el mo´dulo (AME) en un ejemplo con tres sen˜ales
QPSK y una de mo´dulo no constante, SNR = 15dB; en funcio´n del nu´mero
de observaciones N .
Para las sen˜ales extraı´das correctamente se ha obtenido,
adema´s, como figura de me´rito el error medio en el mo´dulo
“Average Modulus Error” (AME), definido como[
1
N
N−1∑
n=0
(‖yk[n]‖ − 1)2
]1/2
. (27)
De nuevo se observa en la Figura 2 co´mo el me´todo ACMA
pierde efectividad para sen˜ales con N < 25, mientras que
algoritmo basado en SVM consigue valores del AME menores
que 0.1 en todos los casos simulados. Hay que hacer notar,
sin embargo, que la mejora en los resultados se consigue a
cambio de un incremento en el coste computacional, aspecto
en el que el ACMA es ma´s ventajoso.
VII. CONCLUSIONES
En este artı´culo el problema de conformacio´n ciega de haz
para sen˜ales de mo´dulo constante se ha formulado como un
problema de regresio´n y se ha aplicado la te´cnica basada en
SVM para resolverlo. Se ha propuesto un algoritmo iterativo
que converge a una de las sen˜ales de mo´dulo constante
presente en las observaciones. Para la extraccio´n de varias
sen˜ales de mo´dulo constante se ha elaborado un me´todo con
varios conformadores actuando en paralelo en el que la sen˜al
extraı´da por cada conformador es cancelada de la sen˜al a
procesar por el siguiente, convergiendo ası´ cada uno de ellos
a una de las distintas sen˜ales presentes.
Las simulaciones realizadas muestran que el me´todo pro-
puesto ofrece un mejor comportamiento que el me´todo
ACMA, principalmente cuando el nu´mero de observaciones
es muy reducido. El me´todo propuesto, no obstante, requiere
una elevada carga computacional. La aplicacio´n de te´cnicas
eficientes recientemente propuestas para resolver problemas
de programacio´n cuadra´tica (QP) pueden ser de utilidad para
reducir este inconveniente [12], [13].
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