Summary. , Biometrics 64, 1238-1246) proposed a joint model for longitudinal measurements and time-to-event data in which the longitudinal measurements are modeled with a semiparametric mixed model to allow for the complex patterns in longitudinal biomarker data. They proposed a two-stage regression calibration approach that is simpler to implement than a joint modeling approach. In the first stage of their approach, the mixed model is fit without regard to the time-to-event data. In the second stage, the posterior expectation of an individual's random effects from the mixed-model are included as covariates in a Cox model. Although acknowledged that their regression calibration approach may cause a bias due to the problem of informative dropout and measurement error, they argued that the bias is small relative to alternative methods. In this article, we show that this bias may be substantial. We show how to alleviate much of this bias with an alternative regression calibration approach that can be applied for both discrete and continuous time-to-event data. Through simulations, the proposed approach is shown to have substantially less bias than the regression calibration approach proposed by . In agreement with the methodology proposed by , an advantage of our proposed approach over joint modeling is that it can be implemented with standard statistical software and does not require complex estimation techniques.
Introduction
proposed a two-stage regression calibration approach for estimating the relationship between longitudinal measurements and time-to-event data. Their approach was motivated by trying to establish such a relationship when the longitudinal measurements follow a complex semi-parametric mixed model with subject-specific random stochastic processes and the time-to-event data follow a proportional hazards model. Specifically, they proposed a semi-parametric model with additive errors for the longitudinal measurements X ij of the form
where β is a vector of regression coefficients associated with fixed effect covariates Z i , ϕ(t) is an unknown smooth function over time, b i is a vector of subject-specific random effects corresponding to covariates U i (t), which is assumed normally distributed with mean 0 and variance Σ b . Further, W i (t ij ) is a zero mean integrated Wiener stochastic process. We denote X i as all longitudinal measurements on the ith individual.
In 's approach, the relationship between the slope of the longitudinal process and a time-to-event outcome T i is characterized by a Cox proportional hazards model with the slope at time t, denoted as X considerably without requiring complex joint modeling of both processes. For simplicity, we develop the approach for a longitudinal model without the smooth function ϕ(t) and the stochastic component W i (t) in (1), but the proposed approach applies more generally. In this approach, we approximate the conditional distribution of the longitudinal process given the event time, simulate complete follow-up data based on the approximate conditional model, and then fit the longitudinal model with complete follow-up on each patient (hence avoiding the problem of informative dropout in 's approach). Section 2 develops the approach for a discrete event time distribution followed by an approximation for the continuous event time distribution. The results of simulations that show the advantages of the proposed approach over ORC and RRC are provided in Section 3. A discussion follows in Section 4.
Y ij indicates the number of follow-up measurements before death or administrative censoring for the ith patient. Every patient will be followed until death or the end of follow-up at time t j .
For illustrative purposes, we will consider a joint model for longitudinal and discrete time-to-event data in which the discrete event time distribution is modeled as a linear function of the slope of an individual's longitudinal process on the probit scale. Specifically,
where j = 1, 2, . . . , J , Y i 0 is taken as 0, α 0j governs the baseline discrete event time distribution, and b i 1 is the individual slope from the linear mixed model,
where i = 1, 2, . . . , I and j = 1, 2, . . . , J i . In (4), the parameters β 0 and β 1 are fixed-effect parameters characterizing the mean intercept and slope of the longitudinal process, respectively; (b i 0 , b i 1 ) is a vector of random effects, which are assumed multivariate normal with mean 0 and variance
); and ij is a residual error term that is assumed normal with mean zero and variance σ 2 . In (2)-(4), the event time and the longitudinal process are linked through b i 1 , and the parameter α 1 governs the relationship between the slope of the longitudinal process and the event time distribution. Denote
, and β = (β 0 , β 1 ) . As in , the normality assumption for b i is made for these joint models. Although not the focus of this article, various articles have proposed methods with flexible semi-parametric random effects distributions and have demonstrated that inferences are robust to departures from normality (Song, Davidian, and Tsiatis, 2002; Tsiatis and Davidian, 2004; Hsieh, Tseng, and Wang, 2006) . For estimating the relationship between the slope of the longitudinal process and the time-to-event process, the calibration approach of reduces to first, estimating E[b i 1 | X i , β] using (3) and (4), and second, replacing b i 1 by E[b i 1 |X i , β] in estimating (2). As recognized by , this methodology introduces bias in two ways. First, there is the problem of informative dropout, whereby b i 0 and b i 1 can depend on the event time T i (which will occur if α 1 = 0 in (2)). Ignoring this informative dropout may result in substantial bias. Second, not accounting for the measurement error in E[b i 1 |X i , β] relative to true values of b i 1 will result in attenuated estimation of α 1 .
We propose a simple approach that reduces these two sources of bias. We first focus on the problem of informative dropout. The bias from informative dropout is a result of differential follow-up whereby the response process is related to the length of follow-up (i.e., in (2)-(4), when α 1 is positive, patients who die early are more likely to have large positive slopes). There would be no bias if all J follow-up measurements were observed on all patients. Thus, we recapture these missing measurements by generating data from the conditional distribution of (2)- (4) does not have a tractable form, we propose a simple approximation for this conditional distribution.
Under model (2)-(4), the distribution of X i | T i can be expressed as
Since T i and the values of X i are conditionally independent , and by rearranging mean structure parameters in the integrand of (5) so that the random effects have mean zero, X i | T i corresponds to the following mixed model:
where i = 1, 2, . . . , I; j = 1, 2, . . . , J i ; and the residuals * ij are assumed to have independent normal distributions with mean zero and variance σ * 2 . Further, the fixed-effects parameters β * 0T i and β * 1T i are intercept and slope parameters for patients who have an event at time T i or who are censored at time T i = t J . In addition, the associated random
) are multivariate normal with mean 0 and variance Σ * bT i for each T i . Thus, this flexible conditional model involves estimating separate fixed effect intercept and slope parameters for each potential event-time and for subjects who are censored at time t J . Likewise, separate random effects distributions are estimated for each of these discrete time points. For example, the intercept and slope fixed-effect parameters for those patients who have an event at time T i = 3 are β
, are multivariate normal with mean 0 and variance Σ * b3 . Model (6) can be fit with standard R code that is available from the first author.
A similar approximation of the conditional distribution of the longitudinal process given dropout time has been proposed for estimating mean change over time in longitudinal measurements subject to informative dropout (Wu and Bailey, 1989; Wu and Follmann, 1999) . In this article, we use the approximation to construct complete longitudinal datasets that in turn are used to estimate the mean of the posterior distribution of an individual's random effects given the data. Specifically, multiple complete longitudinal datasets can then be constructed by simulating X ij values from (6) We provide a correction to account for the measurement error in using E[b i 1 |X i , β], denoted as b i 1 , instead of using the actual random slope b i 1 . As in Carroll et al. (1984) who adjust for measurement error in a covariate, we note that
where 
i , and V i is the variance of X i (Laird and Ware, 1982; Verbeke and Molenberghs, 2000) . Further, F i and R i are vectors of fixed and random effects for the ith subject. This variance formula incorporates the error in estimating the fixed effects in the longitudinal model. Expression (7) follows from that fact that
Only individuals who have at least two longitudinal measurements provide useful information in assessing the relationship between an individual's slope and their time-to-event data, so we assume that all individuals in the analysis have at least two follow-up times. Thus, α 01 = α 02 = −∞ and the regression parameters in the discrete-time model α 0j (j = 3, 4, . . . , J ) and α 1 can be estimated by maximizing the likelihood
Thus, we propose the following algorithm for estimating α 0j (j = 3, 4, . . . , J ) and α 1 with a two-stage procedure 1. Estimate model (6) with all available longitudinal measurements using linear mixed-modeling software such as lme in R.
2. Simulate complete longitudinal pseudo measurements (i.e., X ij for i = 1, 2 . . . , I and j = 1, 2, . . . , J ) using model (6) (3) and (4) (without regard to the event time distribution (2)) with complete longitudinal measurements simulated in Step 2 using a linear mixed modeling software. 4. Estimate α 0j (j = 1, 2, . . . , J ) and α 1 (denoted as α 0j and α 1 , respectively) using (7) and (8) with b i 1 obtained from
Step 3. 5. Repeat Steps 2-4 M times and average α 0j and α 1 to get final estimates.
The approach can be generalized for continuous event-time distributions where T i is the continuous event time for the i individual, all individuals are followed up to time T E , and where patients are administratively censored at the end of the study when
, is used to relate the longitudinal measurements to time-to-event data. We can approximate this conditional distribution by first discretizing the follow-up interval into K equally spaced intervals. We define d i as a discretized version of the continuous event time distribution, whereby
and where d i = K + 1 when patient i's event time is administratively censored at time T E . The conditional distribution of the longitudinal measurements given the continuous event time, X i | T i , can be approximated by the distribution of the longitudinal measurements given the discretized version d i , X i | d i , where, as for the discrete event time model, this conditional distribution can be approximated by a linear mixed model
where i = 1, 2, . . . , I and j = 1, 2, . . . , J i , and where J i is the number of follow-up measurements before death or administrative censoring for the ith patient. Similar to (6), β * 0d i and β * 1d i are intercept and slope parameters for patients with a discretized event time of
) are assumed to be normally distributed with mean 0 and variance Σ * bd i
. For continuous event times, we apply the previous algorithm for discrete-time data except that in Step 1 we fit model (9) for a reasonably large K, and in Step 3, we fit a Cox model without a measurement error correction instead of the discrete-time model.
Asymptotic standard errors from the discrete or continuous event time models cannot be used for inference since they fail to account for the missing data uncertainty in our procedure. The bootstrap (Efron and Tibshirani, 1993) can be used for valid standard error estimation.
Simulations
We evaluated the procedure for both discrete and continuous time-to-event data with a simulation study. For Table 1 Estimates of α 1 from model (2)- (4) (3) and (4) with complete longitudinal measurements.
discrete event-time data, we assume that there are potentially five follow-up times J = 5 at discrete times t j = j (j = 1, . . . , 5) and I = 300 subjects having at least two or more longitudinal measurements (i.e., α 01 = α 02 = −∞) with α 0j = −1.5, j = 3, 4, and 5, and α 1 = 0.50. Table 1 shows the mean and standard deviation for various estimators of α 1 . These values are provided for estimators in which b i 1 is assumed known, estimators that use complete simulated data, ORC and RCC, and our proposed approach with and without measurement error correction for different numbers of simulated datasets (M). The results show that ORC and RCC have an approximately 10% bias, while the proposed approach is unbiased. We also found that choosing M = 10 provided a good balance between efficiency and computational efficiency. Further, not incorporating the measurement error correction in the proposed approach had little effect on the results. We found this to be the case even when we increased the measurement error above 1, suggesting that this adjustment is not particularly important for the simple model in which longitudinal measurements and survival are linked through a random slope parameter. The measurement error correction may be more important for a more complex model such as that presented by . For continuous time-to-event data, the simulation was conducted with an exponential survival distribution with a mean of 5 years when b i = 0, administrative censoring after 5 years, and α = 0.5. We also assume that longitudinal measurements are taken at t 1 = 0, t 2 = 0.125, t 3 = 0.25, t 4 = 0.75, t 5 = 1, t 6 = 2, t 7 = 3, t 8 = 4, and t 9 = 5 (J = 9), with survival times being categorized into one-year intervals with K = 5. Table 2 shows the results of these simulations with I = 300, α = 0.5, M = 10, and different values of the measurement error σ . We present the mean (standard deviation) of parameter estimates with complete longitudinal data, ORC, RRC, and the proposed approach. Although the proposed approach has increasing bias as σ becomes large, this approach has less bias than both ORC and RCC for all values of σ . Further, we conducted an additional simulation in which measurements t 3 to t 9 were missing with probability 0.5, creating datasets with fewer observations on each subject. Results were essentially the same as reported in Table 2 , suggesting that our approach does well even with shorter sequences of longitudinal data (data not shown).
Discussion
This article proposes a simple regression calibration approach for estimating the relationship between longitudinal measurements and time-to-event data that account for informative dropout in the longitudinal process. The approach is not completely unbiased since the conditional distribution of the longitudinal process given the event time is approximated by a multivariate normal distribution. Particularly when the longitudinal and time-to-event processes are strongly linked, there may be small amounts of departure from normality. The effect of this lack of normality on a bias appears to increase as the measurement error increases. However, in most situations, the bias is substantially smaller than the ORC and RCC approaches proposed in . The simulation results demonstrate that, in general, the proposed approach results in estimates with increased variance relative to ORC and RRC. More precise estimation is possible under a more parsimonious parameterization. For example, β * 1T i in (6) may be modeled as linear in T i .
Table 2
Estimates of α from model The proposed approach could be applied to a setting in which the two processes are linked through the true value of the longitudinal processes and time-to-event distribution. Further, the approach could be extended to allow for a more complex stochastic processes mean structure for the longitudinal process and for a semi-parametric fixed-effect structure as proposed by . This would involve fitting model (6) or (9) with a different smooth curve ϕ(t) and stochastic process W i (t) for each discretized dropout time. Such a model could be fit within the framework proposed by Zhang et al. (1998) .
Our setup assumes that event times are only administratively censored after a fixed follow-up at the end of the study. For the case in which patients are censored prematurely, dropout times can be imputed based on a model fit using only patients who had the potential to be followed over the entire study duration.
Introduction
The focus of our article, , hereafter referred to as YL&T, is on fitting a joint longitudinal survival model in the situation where we can make minimal assumptions about the population and individual longitudinal trajectories other than that they are smooth functions of time. We proposed a two-stage approach to avoid the complexities of joint estimation of longitudinal and survival models when the longitudinal model was specified as a semiparametric mixed model. Albert and Shih (2009) , hereafter referred to as A&S, note the two sources of potential bias with the two-stage method, ordinary regression calibration (ORC). As described in YL&T, in the first step of ORC a longitudinal model is fit to all the data. The first source of bias is from informative dropout in this longitudinal model. One way to remove this source of bias is the riskset regression calibration (RRC) method in YL&T, in which separate longitudinal models are fit to the historical data of subjects in the riskset at each event time. While this more computationally intensive approach should reduce the bias, the simulation results from both us and A&S found very little difference between the ORC and RRC results. The second source of bias is due to uncertainty in the estimate of the best linear unbiased prediction (BLUP) estimate, which is directly plugged into the partial likelihood. With the goal of reducing this bias, A&S proposed a useful modified two-stage approach. They nicely demonstrated that the proposed method has a good performance and outperforms the existing two-stage methods in simple settings.
The idea of A&S of imputing pseudo observations has the potential to be extended to deal with more complicated settings. However, we would like to point out that some challenges remain. We will concentrate on the two major assumptions made by A&S: (1) the longitudinal variable has a linear trajectory (Section 2); (2) event times are only administratively censored after a fixed follow-up at the end of the study (Section 3). Furthermore, we discuss different possible strategies for imputing pseudo observations and conduct simulation studies to compare two of them to the method of A&S, and the ORC method in two scenarios (Section 4). Conclusions and discussion are provided in Section 5.
The Linear Trajectory Assumption
In the preliminary stage of their proposed method, A&S used a pattern mixture model to estimate X i | T i . In this model, each subpopulation (subjects with same event-time) has a unique set of parameters for its population mean trajectory. The only parameter shared between these subpopulations is the measurement error term.
In A&S's setting, since the true trajectory of X i is linear and only subjects with more than two longitudinal observations are included in the analysis, the pattern mixture model of X i | T i can capture the feature of the complete trajectory with a good linear approximation. However, for very low T i for which subjects had just one or two observations, the reliability of the estimates from the pattern mixture model would seem questionable. Consequently, there would be concerns about whether use of the future imputed values of X i was actually reducing the bias due to informative dropout or increasing the bias due to unreliability of the values. This concern could be reduced if the separate longitudinal models given T i are linked to each other, for example by forcing the parameters from each model to be a smooth function of T i (Hogan, Lin, and Herman, 2004) . The price to pay for this approach would be more computational complexity.
When the true trajectory is not linear, e.g., the nonlinear prostate-specific antigen (PSA) trajectory presented by YL&T, using a pattern mixed model similar to the one proposed by A&S, one might not be able to capture the features of the complete trajectory for some subpopulation, especially those who have very short follow-up time. In this situation, the quality of the imputation of the PSA values would be heavily reliant on the assumptions of the nonlinear model. In YL&T, we used a semiparametric mixed model to capture the smooth nonlinear pattern of PSA. Because of the structure of this model the imputation of the missing longitudinal measurements after the time of the last observed PSA, measurements would be based on linear extrapolation. This could be considerably biased for some subjects with early events.
Censoring Assumption
A&S assume that event times are only administratively censored after a fixed follow-up at the end of the study. However, in many applications, censoring occurs at a broad range of times, either because subjects often drop out of the study before it ends, or because subjects enter the study at different times. Thus follow-up time differs greatly for subjects who never experience the event during the study. For these censored patients, longitudinal measurements are also missing after the censoring time. Subjects who are censored at a specific time could have very different longitudinal trajectories from each other and from those whose event-time is close to their censoring time. Consequently, it is not appropriate to fit the pattern mixture model grouping together subjects with similar censoring times and event times. In discussing this, A&S stated that "For the case in which patients are censored prematurely dropouts can be imputed based on a model fit using only patients who had the potential to be followed over the entire study duration."
To follow up with their idea on imputing event-time, one could potentially impute the event times using a survival model based on baseline covariates for censored subjects. One might also use ORC or RRC in YL&T to include the longitudinal measurements as a time-dependent covariate, or other parametric (Faucett, Schenker, and Taylor, 2002) or nonparametric approaches (Hsu et al., 2006) . The prediction of exact times is not precise, so a multiple imputation strategy would be preferred. This would detract from the computational simplicity of A&S's approach.
Simulation Studies to Compare A&S's Method with Alternative Methods
An interesting feature of A&S's procedure is that they simulate complete observations for each person. Thus the simulated data are supposed to "look like" the original data before the dropout time, and to exist after the dropout time. An alternative strategy would be to preserve the actual observed data for each subject and only simulate pseudo observations after the dropout time. Intuitively there would seem to be some inherent robustness in not replacing the observed data with pseudo data. For example, if the observed data are far from being multivariate normally distributed, then the A&S simulated data before the dropout time may not "look like" the real data. In this case it would seem less damaging to subsequent analysis only to simulate pseudo data after the dropout time, rather than at all times.
To develop this further, we consider the models described in equations (2)- (4) ) and is the error term, and ∼ N (0, σ * 2 ). We consider the following strategy as a modified A&S method (MAS).
Let X, X 0 , and X m denote the complete, observed, and missing due to dropout observations, respectively, and note that
where
One can impute X m by first drawing (θ, b * ) from the posterior and then drawing pseudo observations from a normal distribution conditional on them. In our approach, we replace the draw of [θ, b
, and then draw X m conditional on the drawn value of β * and b * . A detailed description of this procedure is given in the Web Appendix.
We also note that the analytic formula for the correction for uncertainty (equation [7] in A&S) can be directly applied to the ORC method. We repeated and extended the simulation study of A&S to compare the ORC, A&S method, MAS, and their corresponding versions with uncertainty correction (UC).
We fit the probit model (2) of A&S with true b 1i as a benchmark method, which we refer to as the TRUE method. We vary the measurement error and the value of a 1 to investigate how the two strategies ((1) imputing the missing longitudinal measurements to reduce the bias; and (2) UC) work under difference scenarios.
For each simulation study, we simulated 500 data sets of sample size N = 300 based on equations (2)-(4) in A&S, and β 0 = 1, β 1 = 3, Σ b = I 2×2 , a 0 = −1.5, J = 5. All individuals who are at risk at t 5 = 5 are administratively censored at that time point. To save computation time, we simulated M = 3 data sets in the multiple simulation step for all of our simulation studies. Table 1 shows the results. When a 1 = 0.5, both the A&S and MAS methods perform very well. Even when σ is at the largest, the bias in these two methods are still quite small (approximately 2%). The efficiency of the A&S and MAS methods is similar. The bias of ORC increases as measurement error σ increases. UC works very well for the ORC method: the relative bias in all the three means of the ORC estimates with UC is less than 0.5%, which is even better than the A&S and MAS methods without UC. In addition, the efficiency of the ORC method with UC is better than both the A&S and MAS methods, especially when measurement error is large. Under this set-up, since both A&S and MAS work quite well without UC, it is hard to judge how well UC works for these two methods.
In Table 1 , when a 1 = 1, all methods yield more bias compared to when a 1 = 0.5. Bias in all the three methods without UC increases as measurement error σ increases. MAS has the least bias among all the methods without UC at all three σ values. When σ = 1, bias in the MAS estimator is approximately half as in the A&S estimator. Efficiency of the A&S and MAS methods seems to be similar in general. When measurement error is small, σ = 0.25, the ORC method is slightly better than the A&S method, but when σ = 0.75, 1, the ORC method yields the largest bias among the three methods without UC. Similar to where a 1 = 0.5, UC works very well for the ORC method: the relative bias in all the three means of the ORC estimates with UC is less than 1.5%. UC also works very well on the MAS methods (relative bias < 2%), although MAS with UC is less efficient than the ORC method with UC. UC does not have much effect on the A&S method, although it seems to decrease the bias a little bit when measurement error is large. In A&S, they assume
, where b i 1 is the difference between the subject-specific slope and the population mean slope. Here we will also study the above methods under a slightly different survival model where
In this model it is the individual's slope, rather than the deviation of that person's slope from the population average that determines the hazard. Under this scenario, another alternative method, which is computationally simpler than MAS, is to replace (b i 1 + β 1 ) in (2) using draws from [β * , b * |σ * ,Σ * b , X 0 ] directly rather than going through imputing X m and ORC as in MAS. Similar to the MAS and A&S methods, three sets (M = 3) of (β * , b * ) are drawn and a multiple imputation strategy is used. We call this method DirectMAS and study it together with the other six methods under the above model (2) in this article, and (3) and (4) of A&S. In addition, to study the behavior of all these seven methods under a nonnormal scenario, we simulated random effects using two independent exponential distributions: b 0i = ξ 0i − 1, and b 1i = ξ 1i − 1, where ξ 0i ∼ exp(1), ξ 1i ∼ exp(1), and cov(ξ 0i , ξ 1i ) = 0. Table 2 shows simulation results in the setting where the risk of event depends on the subject-specific slope (β 1 + b 1i ). To make the setting in Tables 1 and 2 more comparable, we adjust a 0 = −3 so that the event rate is similar between the scenarios presented in Tables 1 and 2 . When (b 0i , b 1i ) are normally distributed, conclusions that can be drawn from Table 2 are in general similar to those in Table 1 . The additional method DirectMAS also works very well and yields results that are similar to MAS and better than ORC and A&S.
When (b 0i , b 1i ) are from nonnormal distribution, all methods yield more biased estimate than in the normal setting. The A&S method yields severely biased estimates (19-22%), even when measurement error is small. The ORC method yields small bias when measurement error is small (1%), but substantial bias when measurement error is large (8%, 18%). MAS also yields considerable bias but much better than A&S at all three σ values. The DirectMAS method seems to work very well, and the bias is only 3% even when measurement error is at its largest value. As expected, DirectMAS has much larger SE compared to other methods, which is a trade-off for less bias. Unlike in the normal setting, UC does not work for the ORC method, but instead increases the bias largely. This is not surprising, because the uncertainty equation (7) in A&S was derived under normality assumption for random effects. Similar to the normal setting, UC does not improve the A&S method. Under this nonnormal setting, UC also has little effect on the MAS method.
Conclusion and Discussion
A&S suggested a simple approach, which shows good performance in simple settings. For more complicated settings, The idea of improving the first stage of a two-stage approach to joint modeling of longitudinal and survival data can be implemented in a number of different ways. In this article, we suggested two other multiple imputation approaches, MAS and DirectMAS, which are slightly more computationally complex and do appear to have better properties. In addition, we found that the ORC method with UC also works very well when random effects are from multivariate normal distribution.
We have discussed a number of different multiple imputation strategies that are followed by the ORC method. A more computationally intensive alternative would be to follow the imputation with the RRC method. In such a case the imputed values after the event-time would not be used at all and are irrelevant. If we had implemented the MAS procedure followed by RRC, it would have corresponded exactly to the original RRC procedure, which was biased. This leads us to believe that the major source of bias for the ORC and RRC methods in the situation that we and Albert and Shih (2009) have considered is the uncertainty in the BLUP estimates, rather than the bias due to informative drop-out. This suggests that the reason the MAS and DirectMAS methods we proposed did work and the A&S method is useful is because the multiple imputation method does introduce some uncertainty into the BLUP estimates, which helps reduce the bias due to this source.
The DirectMAS method, which directly uses imputed subject-specific slopes from the pattern mixture model in the second stage survival model, works very well not only under normal scenarios but also under nonnormal scenarios. This is probably due to the fact that the BLUP estimates in the pattern mixture model are quite robust to nonnormal distribution. In contrast, in the MAS method, BLUP estimates from the linear mixed model fit to the pseudo observations are assumed to be normally distributed and therefore are less accurate than those from the pattern mixture model.
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