Two experiments examined whether timing of short intervals is beat-or interval-based. In Experiment 1, subjects heard a sequence of standard tones followed by 2 test tones; they compared the interval between test tones to the interval between the standards. If optimal precision required beat-based timing, performance should be best in blocks in which the interval between standard and test reliably matched the standard interval. No such effect was observed. In Experiment 2, subjects heard 2 test tones and reproduced the intertone interval by producing 2 keypress responses. Entrainment to the beat was apparent: First-response latency clustered around the standard interval and was positively correlated with the produced interval. However, responses occurring on or near the beat showed no better temporal fidelity than off-beat responses. One plausible interpretation of these findings is that the brain always times brief intervals with an interval timer; however, this timer can be used in a cyclic fashion to trigger rhythmic responses.
Two experiments examined whether timing of short intervals is beat-or interval-based. In Experiment 1, subjects heard a sequence of standard tones followed by 2 test tones; they compared the interval between test tones to the interval between the standards. If optimal precision required beat-based timing, performance should be best in blocks in which the interval between standard and test reliably matched the standard interval. No such effect was observed. In Experiment 2, subjects heard 2 test tones and reproduced the intertone interval by producing 2 keypress responses. Entrainment to the beat was apparent: First-response latency clustered around the standard interval and was positively correlated with the produced interval. However, responses occurring on or near the beat showed no better temporal fidelity than off-beat responses. One plausible interpretation of these findings is that the brain always times brief intervals with an interval timer; however, this timer can be used in a cyclic fashion to trigger rhythmic responses.
The perception of short intervals of time is a fundamental perceptual process that is relatively poorly understood. I consider two very different conceptions of how the brain's underlying timing circuitry might work. The first conception is of a beatbased timer. On this account, the mental-neural representation of the duration of an interval involves entrainment of neural machinery to the beats defined by the endpoints of the interval to be timed. Apprehension of an interval is achieved by setting up a timing circuit that produces pulses that continue in time with the beats defined by these endpoints. The second conception is of an interval-based timer. Such a timer stores a representation of the interval to be timed, which can then be compared against (or used to produce) the interval starting at any arbitrary time. Concrete examples of the two types of mechanisms (depicted in Figure 1 ) are oscillators and hourglasses, respectively.
Is it possible empirically to determine whether one of these mechanisms (or perhaps both) underlie human timing? I will argue here that it is indeed possible, thanks to an asymmetry between the two types of timing mechanism: Interval timers can do anything beat-based timers can do, whereas the converse does not hold. An interval timer could be arranged to operate in a cyclic mode, triggering rhythmic behavior or signaling on the beat established by two or more periodic inputs. On the other hand, a beat-based timer cannot compare the duration of two successive intervals that begin at arbitrary times: The second interval must begin on the beat established by the first in order for beat-based timing to be reliable. The experiments described below capitalize on this asym-metry by requiring or allowing timing of intervals initiated on or off the beat defined by an initial sequence of two or more tones. In principle, of course, the brain might have available only one or the other type of timer. Given the redundancy commonly found in biological systems, it seems quite plausible that both types of mechanisms might be available. If so, the two types of timers might offer comparable precision, or one might provide more precise timing than the other. If interval-based timers were to provide superior precision to beat-based timers, then the beatbased timers would be gratuitous because of the asymmetry noted in the previous paragraph. This possibility may therefore be indistinguishable from the possibility that beat-based timers are not present. On the other hand, if beat-based timers provide superior precision to interval-based timers, then people should be capable of better timing performance whenever conditions are conducive to beat-based timing. Finally, if interval-based and beat-based timers exist and both offer comparable precision, then the simultaneous use of both should make it possible to time intervals more precisely than can be achieved with the use of only one mechanism, assuming that the variability in the two timers is at least somewhat independent. Before elaborating on exactly how these different possibilities can be distinguished, I turn to a brief review of previous literature on this topic.
Research on Beat-Based Versus Interval-Based Timing
Although the issue of beat-based versus interval-based timing is one of the most basic questions one might ask about the nature of the brain's timing mechanisms, only a handful of studies have examined the issue. Schulze (1978) examined the detectability of what he termed local and global displacements in regular rhythmic patterns (in work that was extended by Vos, van Assen, & Franek, 1997) . He presented subjects with a series of seven or nine tones and required them to judge whether the intervals demarcated by these tones were all the same. Three types of nonidentical sequences were compared. To describe these sequences, the baseline 485 486 PASHLER Figure 1 . Beat-based timer (A) versus interval-based timer (B). In a beat-based timer, the timer produces a stream of pulses on the beat established by the endpoints of the interval being represented; in an interval-based timer, the duration is stored in a form that can be used to assess or produce another interval starting at some arbitrary time.
duration (which was always 300 ms) will be referred to as T; T+ will be used to represent the baseline plus some increment and Tto represent the baseline minus the increment. The identicalinterval sequence was therefore T T T T T T. Subjects tried to distinguish this sequence from each of three different non-identical sequences, with blocks of trials containing a mixture of identical sequences and one of three types of nonidentical sequences:
T T T + T T T (2) T T T + T -T T (3)
Schulze (1978) reasoned that if people encode each interval and compare the following interval to the preceding one (an account that assumes interval-based timing), Condition 3 should be easier than Condition 2, because there are three transitions in which one interval and the following interval differ, one of these involving a difference twice the usual (+) increment. On the other hand, if beat-based timing is triggered by the first three tones, Condition 3 should be quite tricky, because only one tone (Tone 4) falls off the beat. Detecting the deviations in Condition 2, on the other hand, should be relatively easy, as Tones 4-7 all fall off the beat. The data suggested that Condition 2 was easier than Condition 3, thereby supporting beat-based timing; this difference was not statistically very convincing, however. 1 (Both accounts predict superior performance in Condition 1, which was in fact observed.) Keele, Nicoletti, Ivry, and Pokorny (1989) noted the lack of clear results in Schulze's (1978) study, and examined the issue further. Their first study was a replication of the Schulze study. Subjects performed best in Condition 1, followed by Condition 3, then by Condition 2, supporting interval-based but not beat-based timing.
In a second study, they used a slightly different method: Subjects heard four successive tones, separated by T (300 ms), and after an interval of either 540 or 660 ms, four more tones. The intervals bounded by the last four tones were either the same (T T T) or different (in three possible ways: T+ T+ T+, or T+ T T, or T+ T-T). Performance was best when detecting T+ T+ T+, followed by T+ T-T, followed by T+ T T. This fits the predictions of an interval comparison model, according to which performance is better the more the intervals differ from the standard, and it clearly disagrees with the beat-based timing model. Keele et al. (1989) therefore concluded that the results favored interval-based timing.
Most recently, McAuley and Kidd (1998) played a standard pattern of four tones, each separated by an interval of 400 ms, followed by four comparison tones, each separated by an interval slightly longer or shorter than 400 ms; the subject reported whether this comparison interval was longer or shorter than the standard. Performance was slightly worse when the first comparison tones occurred earlier than the beat established by the standard tones, seemingly providing some support for beat-based timing, although no difference was found when the onset was held constant within a block.
Interpreting Past Studies
What conclusions can be drawn from the studies just described? The Schulze (1978) results provide some limited support for beat-based timers, but the more comprehensive results of Keele et al. (1989) undercut this to some extent. McAuley and Kidd (1998) advocated a beat-based timing model, but they found no advantage for comparison tones starting on the beat. Empirically, then, the picture is muddy. However, I would argue that any conclusionagainst or for beat-based timing-is unwarranted for two more fundamental reasons.
First, all three studies described above used the same standard interval on every trial. Logically speaking, this means that subjects were not forced to rely exclusively or even primarily on the temporal information provided on a given trial. If they stored in long-term memory a running average of the durations previously experienced, for example, relying on this might have allowed better performance than relying on perceptions from the current trial. If this kind of long-term memory for the standard were to develop, it would have to take the form of interval-based rather than beat-based timing (after all, the tones on one trial will not normally fall on the beat set by previous trials). Thus, if long-term learning provides better timing information than beat-based tim-ing, it will obscure the potential contribution of any putative beat-based timer, even if the beat-based timer were to provide the most precise temporal information of any given perceived interval. For this reason, results obtained with a fixed standard cannot rule out the possibility that humans have a high-precision beat-based timer available as their best representation of a time interval.
Second, in some of the studies described above that produced results arguing against precise beat-based timers, the design of the task would seem to have been unconducive to the use of such timers. Consider, for example, the hypothesis that people have available both a beat-based timer and an interval-based timer, with the beat-based timer providing more precise information; suppose furthermore that people have the choice of using either timer alone or using both in combination. Given the requirements of Keele et al. (1989, Task 2) , what should they do? The subject hears four tones separated by 300 ms. If he or she wishes, the high-precision beat-based timer can be set to run in synchrony with these beats. However, after the pause of 540 or 660 ms, most of the remaining tones will be off the beat, whether the sequence is identical or different. Thus, the beat-based timer might be of little or no use here. In the Schulze (1978) study and the McAuley and Kidd (1998) condition, in which the interval separating standard and test remained the same over a block of trials, it is not clear that subjects knew enough about the conditions to know when beat-based timing would be advantageous. Thus, the existing literature provides no compelling support for or against the possibility that the brain has available beat-based timers with greater precision than is available with interval timing.
Present Experiment
The present experiment examines the issue using a slightly different and more transparent experimental situation (see Figure 2 later). Here, the interval to be apprehended, standard interval, was selected randomly on each trial, so performance could not be improved by consulting a long-term memory representation of the average duration experienced on previous trials. The subject heard either two or six tones, all separated by the same standard interval. After a standard-test interval (STI), subjects heard two lower pitched test tones, separated by a test interval. The test interval was either slightly longer than or slightly shorter than the standard interval. The subjects' task was to report (with no speed pressure) whether the test interval was shorter or longer than the standard interval. An adaptive threshold algorithm developed by Kaernbach (1991) was used to find the deviation added to or subtracted from the standard interval needed for subjects to perform at 75% correct.
Two experimental factors were varied between blocks. The first was whether the STI was equal to (a) the standard interval, (b) the standard interval minus 100 ms, or (c) the standard interval plus 100 ms. Because this manipulation was blocked, in the first type of block subjects could rely on the STI being exactly the same as the standard interval, thus providing optimal conditions for beat-based timing. The second factor was whether the subject heard two or six standard tones. These tones were always separated by the same interval.
Having more tones could potentially facilitate either beat-based or interval-based timing (the former by entrainment of oscillation, the latter by reducing sampling variability). The absence of such a benefit would seem to be more easily reconciled with the exclusive reliance on interval-based timing, because reduced sampling variability requires averaging independent or partly independent samples, which might not be possible.
Experiment 1

Method
Participants. A total of 27 subjects (11 women) reporting normal or corrected-to-normal hearing participated in Experiment 1 in exchange for partial course credit.
Apparatus and stimuli. Experiment 1 was controlled by IBM PC microcomputers, using assembly language routines that provided for millisecond timing. Subjects were tested individually in acoustic chambers.
Design. There were six conditions, reflecting every combination of the two factors (three possible STIs [standard, standard -100 ms, and standard 4-100 ms] X two possible numbers of standard tones, two and six). Subjects performed six blocks of trials, one in each of the six conditions. Each block consisted of 60 trials. The order in which subjects performed the six blocks was counterbalanced using a partial Latin square (subjects cycled through the different block types starting with a different condition); thus, the different conditions were equally often performed in each of the six blocks.
Procedure. Subjects were given a full explanation of the procedure and were even allowed to study a diagram very much like the one shown in Figure 2 , accurately depicting the relationship between the various intervals. They were also told that accuracy mattered and that speed did not. At the beginning of each block, the computer advised the subject whether the STI would be equal to the standard interval in the upcoming block. PASHLER All tones were presented for 20 ms; standard tones were of 800 Hz and test tones were of 400 Hz to minimize confusion of the two types of markers. The standard interval was chosen randomly on each trial from a uniform distribution in the range 300-500 ms. The computer then determined randomly and independently whether the test interval would equal the standard interval plus the deviation or the standard interval minus the deviation. Subjects responded by pressing one of two labeled keys (SHORT or LONG) on the keyboard; after each response, feedback was given ("CORRECT" or "WRONG" appearing on the screen for 1 s) followed by a 1-s pause before the next trial commenced.
After the procedure described by Kaernbach (1991) , the deviation between the standard and test interval was adjusted on each trial. The algorithm calls for the stimulus to be incremented by three units after an error and decremented by one unit after a correct response. The starting value of the deviation was set to 70 ms, on the basis of pilot data suggesting that this made the task manageable for most subjects. During the first half of each block, the deviation was adjusted upward 9 ms after an error and downward 3 ms after a correct response. For the last half of the block, the rate of adjustment was reduced; thereafter, the deviation was adjusted upward 3 ms and downward 1 ms after errors and correct responses, respectively. The average of the deviations established by the algorithm over the last 30 trials was taken as the subject's estimated threshold.
Results and Discussion
Six subjects performed very poorly, with the algorithm increasing the standard-test deviation to values over 100 ms in one or more conditions. I concluded that these subjects' grasp of the task was questionable and their data were excluded from the analyses discussed below, leaving 21 subjects (the basic findings described below would be unchanged even if they were included). Figure 3 shows the average threshold across subjects as a function of STI and number of standard tones. Presenting four additional standard tones reduced thresholds from 48.6 to 46.8, a nonsignificant difference, F(l, 20) = 0.65, p > .40. The effect of STI was also not significant, F(2, 40) = 0.28, p > .70. The interaction of number of pulses and STI was marginally significant, however, F(2, 40) = 3.6, p < .05.
The results clearly do not support the view that beat-based timers exist with better temporal precision than interval timers. STI did not reliably affect thresholds, 2 and the lowest threshold was found in the condition in which only two standard tones were presented and the STI equaled the standard interval plus 100 ms. This condition should be among the least favorable to beat-based timing. It is not clear what caused the rather modest interaction between STI and number of standard tones, but its character does not show any telltale signs of beat-based timing. The results seem consistent with two basic possibilities: (a) There are no beat-based timers at all, and (b) if there are, they provide less precise information than do interval timers (or perhaps they provide no better temporal information and the two types of timers cannot be run simultaneously).
Although Schulze (1978) , Keele et al. (1989) , and McAuley and Kidd (1998) did not compute thresholds in exactly the same manner as in the present experiment, our subjects' temporal sensitivity appeared poorer than those of subjects in either of those earlier studies (and also compared with sensitivity found by Vos et al., 1997 , which is slightly more comparable). Some difference is perhaps to be expected given that the standard roved in our studies, whereas it was fixed at 300 ms in the earlier studies (thus, the difference underlines one of the motivations for our study). An- other factor that might conceivably contribute is the fact the intervals were defined by tones presented at a different pitch than the tones bracketing the standard.
Experiment 2
So far, the results suggest that if beat-based timing operates in the perception of two successive time intervals, it does not contribute as precise information as that provided by interval-based timing. It seems natural to wonder whether this conclusion applies equally well to the production of a timed interval. There is some evidence suggesting that perception and production of temporal intervals reflect the same underlying timing mechanisms (Ivry & Hazeltine, 1995; Keele, Pokorny, Corcos, & Ivry, 1985) . However, the evidence for this view is not overwhelming (e.g., temporal acuity in production and perception tasks has been found to be correlated about .52 over observers; Keele & Ivry, 1987, p. 190 ). Thus, it seems entirely possible that the question of interval-based versus beat-based timers might have a different answer in the domains of production and perception.
Experiment 2 used an interval-reproduction procedure, otherwise matched to Experiment 1 as closely as possible. Subjects were instructed to mimic a presented interval by making two keypress responses (see Figure 4) . As in Experiment 1, either two or six standard tones were presented to establish the standard interval. The subject then made two keypresses, beginning whenever he or she chose. The time between the final standard tone and the first keypress is referred to as the response latency, and the interval between the first keypress and the second keypress is referred to as the produced interval What predictions would be made by various hypotheses about possible timing mechanisms? First, suppose that a beat-based timer provides the best available temporal information. In that case, Figure 4 . Procedure in Experiment 2 (reproduction task). Subjects attempted to mimic the standard interval (SI) by making two keypresses, beginning whenever they liked. Latency was time from last tone to first keypress; produced interval is the time from first to second keypress. The goal was to make the produced interval equal the standard interval.
optimal performance would be achieved by locking onto the beat established by the pulses and producing responses in synchrony with the beat (possibly with a constant added or subtracted because of efferent or afferent transmission times, or both). Thus, the distribution of response latencies should be centered around integer multiples of the standard interval (standard interval, 2 X standard interval, etc.). Random variation in the frequency of the internal timing pulses should affect both the response latency and the produced interval, inducing a positive correlation among these two quantities. Finally, the beat-based timing would be likely to benefit from the entrainment, and thus latency and the produced interval should be less variable when more tones are presented.
Alternatively, suppose both beat-based and interval-based timers exist and provide comparable performance. In that case, simultaneous operation of both timers would allow for the best performance because it would permit cancellation of independent noise in the two timing systems. Thus, this predicts that precise timing should be associated with responding on the beat.
Third, suppose that only interval-based timers exist, or both forms of timers exist but interval-based timers provide better precision than beat-based timers. Unlike with the two accounts described in the preceding paragraphs, this account predicts that error should be comparable whether responses lie far off the beat or right on the beat. However, as already noted above, an intervalbased timer can be operated in a cyclic mode, triggering rhythmic responses (otherwise, the mere fact that people can play drums would prove they do not rely on interval timers). For those trials on which cyclic interval timing operates, one can make the same three predictions as those noted above for the case of exclusive reliance on a beat-based timer. However, if the rhythmic responding is a mere optional strategy (as one would expect if it were based on cyclic operation of an interval timer), then performance should be no better on those trials in which the strategy is used as compared with those trials in which it is not. Therefore, if responding on the beat is achieved through an interval timer, one would expect that timing of responses lying far from the beat should be no less accurate than timing of responses lying very close to the beat.
As in Experiment 1, subjects heard two or six 800 Hz tones with a fixed interval separating each tone; here, however, a standard interval of 300, 400, or 500 ms separated each standard tone from the tone that succeeded it. The reason for drawing the standard intervals from a discrete rather than continuous distribution was to allow the relationship between the standard interval and the response latency to be analyzed in an especially transparent fashion (see below).
Method
The methods were the same as those in Experiment 1, except as noted.
Subjects. Twenty-eight subjects (15 women) reporting normal or corrected-to-normal hearing participated in this experiment in exchange for credit.
Design. The number of standard tones (two vs. six) was varied between blocks. Subjects performed 10 blocks of trials, alternating between the two conditions. Each block consisted of 40 trials, with the standard interval chosen at random. The order of the blocks was counterbalanced using a partial Latin square, with an equal number of subjects performing each condition first.
Procedure. The subjects were told that the task involved mimicking an interval bounded by two high-pitched standard tones. They were told to make two keypresses. The instructions emphasized that they could take however long they wanted to begin responding on a given trial and that their overriding goal should be to make the interval between the two keypresses equal to the interval between the standard tones.
Each trial began with presentation of a plus sign in the center of the screen for 400 ms. The foreperiod between the plus sign and the onset of the first standard tone was drawn from a quasi-exponential distribution approximated by the following way. The foreperiod was set to 800 ms; 100 ms was then added to this value until a simulated random event with a probability 2 /3 failed to occur. The purpose of doing this was to "wash out" any entrainment that might occur to the rhythm of events occurring earlier in the trial than the presentation of the standard tones. As in Experiment 1, standard tones were 20 ms in duration. As stated, the subject began responding when he or she chose. As soon as two keypresses were detected, the computer gave feedback in the form of percentage deviation between standard and produced interval (e.g., "Your interval was too long PASHLER by 12%"; when this deviation was less than 10%, the statement "Good job" was added, and when it was less than 3%, the message "Wow" was^ presented as a reward and morale booster.) Feedback remained for 1,200 ms, followed by a 1,200-ms blank period.
Results and Discussion
All trials in which the produced interval exceeded 1,000 ms were discarded as outliers; data from one subject were lost. Figure  5 shows the mean produced interval as a function of standard interval and number of standard tones. Not surprisingly, the central tendency of the produced interval is close to the goal for all conditions, with some undershooting at longer standard intervals. As seen in Figure 5 , there is some tendency for the greater number of standard tones to correct the underestimation of the long (500 ms) standard interval. Thus, there was a main effect of number of tones on the average produced interval, F(1, 26) = 9.8, p < .005, and an interaction with standard interval, F(2, 52) = 18.7, p < .001.
As a simple measure of response variability, the standard deviation of each subject's produced intervals within a condition was computed and averaged across subjects. Table 1 shows the results. The duration of the standard interval had an effect, naturally, F(2, 52) = 6.9, p < .005. There was no significant effect of either number of tones (p > .7) nor any interaction of number of tones with standard interval (p > .15).
To assess accuracy, I computed the absolute value of the difference between each produced interval and the target standard interval it was mimicking. The means for this absolute error are shown in Table 2 . Having a greater number of tones reduced the absolute error from 48 to 41 ms, F(l, 26) = 7.6, p < .02, and there was also an interaction of number of tones and standard interval, F(2, 52) -7.0, p < .002.
In conclusion, having a larger number of standard tones improves performance somewhat at longer intervals, which is consistent with either beat-based or interval-based timing, as noted earlier.
Response latencies. Figure 6 shows the mean latencies to begin response production as a function of number of standard tones and the interval to be reproduced. The results show that Note. SI = standard interval.
longer latencies were strongly associated with longer standard intervals in the six-tone condition, but not in the two-tone condition. The interaction of standard interval and number of tones was significant, F(2, 52) = 11.4, p < .001. Figure 7 shows histograms of the response latencies for the six conditions, binned by intervals of 20 ms. These distributions reflect the aggregate of all subjects (i.e., they are not "vincentized"). The figures reveal peaks in the latency distribution corresponding to the standard interval; the peaks are so gross they require no statistical demonstration. Less clear to the eye is whether there is a second, smaller peak at twice the standard interval. To determine this, I counted the number of latencies occurring in the ranges 540-660 ms, 740-860 ms, and 940-1060 for each of the three conditions. Table 3 shows the results for the three standard interval durations in the six-tone condition. The absence of peaks in the diagonal cells makes it plain that if there is any tendency to produce responses at latencies equal to twice the standard interval, the effect is extremely weak and overwhelmed by other factors.
Relationship of latency and produced interval. The relationship between the latency and the produced interval was examined in the following way. Separately for each condition but aggregating over subjects, all latency/produced-interval pairs in which the latency lay within ±50 ms of the standard interval were assembled. A correlation was then computed for each condition, and these are presented in Table 4 . Figure 8 shows more detail for the largest of these correlations (400 ms standard with six tones). Although the latency-STI correlation is modest, one would expect it to be attenuated by several factors even if it arose from beat-based timing. The factors that should weaken it include variability in the period of the beat-based timer and variability in motor response execution (variability in execution of the first response introduces negative correlation between STI and PI; Wing & Kristofferson, 1973) .
The evidence described demonstrates two things fairly unambiguously: first, that on some proportion of trials, subjects begin responding in close temporal proximity to the beat, and second, that when this happens, the latency and the subsequent produced interval have some common determinants, as expected if they are using a beat-based timer but also if they are operating an interval timer in a cyclic fashion. Following the reasoning described in the introduction to the present experiment, the critical question that one needs to resolve in order to choose between these two possibilities is whether responding on the beat is associated with superior timing precision.
If the beat-based timer provides the most precise temporal information, then the produced interval should be more accurate when the latency lies close to the standard interval (indicating that beat-based timer was likely used on that trial). To assess this, I asked how the distance between the latency and the standard interval was related to the absolute error (absolute value of the difference between the produced interval and the standard interval). The results of this analysis, applied to the data aggregated over subjects, are shown in Table 5 , along with another analysis in which error was measured by the squared deviation of produced interval from standard latency. Although tending very slightly in a positive direction, these correlations were essentially negligible and none were statistically significant.
Thus, the tendency seen in Figure 7 for subjects to begin reproduction on the beat in many trials does not mean that subjects do a noticeably better job of timing when they are close to the beat as against when they are very far from the beat. Together, then, the results of Experiment 2 suggest that subjects respond in rhythm to the beat on some trials, but almost certainly they accomplish this with timing mechanisms that yield equally good temporal information when forced to produce intervals lying off the beat. This, of course, is exactly what we would expect if responding on the beat 
General Discussion
Two closely parallel experiments, one involving interval perception and the other involving interval reproduction, were conducted to evaluate two different but not mutually exclusive conceptions of how human rapid timing mechanisms might work: beat-based timing and interval-based timing. In Experiment 1, subjects judged whether the interval separating a sequence of standard tones was shorter or longer than the interval separating two test tones. Two variables were manipulated between blocks of trials: first, whether the interval between the final standard tone and the first test tone matched the standard interval, and second, whether there were two tones or six. If beat-based timers are available and offer better timing precision than intervalbased timers, then matching the standard and standard-test intervals should improve performance quite dramatically. It had no such effect. The results also argue against the possibility that both mechanisms offer roughly comparable precision and can be deployed in tandem; if that were possible, the statistical sampling gain from using two (presumably independent) mechanisms rather than one could potentially afford a root-two improvement in timing variance, which is clearly inconsistent with the results. The results support the conclusions of Keele et al. (1989) , who favored interval-based timing over beat-based timing, but they strengthen the argument by examining a situation well tailored to the use of beat-based timing (in the beginning of the article, I noted that beat-based timing would probably have been impractical in prior experiments).
Experiment 2 examined production in a closely related experimental design. Here, subjects perceived sequences of pulses as in Experiment 1 but attempted to reproduce the interval. Although subjects well understood they could begin tapping at any time they chose, they still exhibited some tendency to make their first re- sponse on the beat. However, their timing accuracy was not detectably better when they were very near the beat as compared with when they were far off the beat, suggesting that their performance was achieved with timers having the flexibility that is the defining feature of the interval-based timer.
What overall conclusions can be drawn from these data? The results argue rather strongly against the idea that beat-based timing mechanisms are available and offer better temporal precision than what is provided by interval-based timers. Similarly, the results of Experiment 1 make it implausible that both beat-based and interval-based timers can be used in tandem, allowing responses to be based on the integration of two comparably precise sources of temporal information; otherwise, a statistical sampling gain should have occurred again producing lower thresholds for test stimuli presented on the beat. This leaves only a few possibilities. The results of Experiment 1 are clearly consistent with the possibility that the only timing mechanisms available are interval timers. The results are also consistent with the possibility that people have available both beat-based and interval-based timing mechanisms but either (a) the precision of the interval-based timing mechanisms is markedly better than that of the beat-based timing mechanisms, or (b) the two offer similar precision but people can only use one or the other mode of timing at any given time.
The results of Experiment 2, requiring reproduction of the standard interval, show that people sometimes fall into a rhythmic pattern of responding on the beats established by the standard. Although this might appear to conflict with the results of Experiment 1, further analyses showed that both studies are congenial. This is shown by the fact that responding close to the beat was not associated with noticeably better (or, for that matter, worse) temporal precision than responding far off the beat. This is consistent with the idea that responding on the beat is a mere strategy executed by means of the same (interval-based) timer used when responses occur well off the beat.
In sum, a reasonably neat and parsimonious interpretation of the results of both experiments is possible. This would claim that all the brain's timing mechanisms suitable for ad hoc timing of brief intervals are interval timers, and responding on the beat in the production task is simply a strategy that people elect to carry out using this interval-based timing machinery. Why they choose to do so is unclear, especially as it does not provide superior temporal precision. It might reflect repeated exposure to rhythmic events (e.g., in music) or greater ease in re-accessing the interval representation that was just recently used. A greater number of tones might have enhanced timing whether the underlying timing units are interval timers or oscillators: Averaging multiple standards of a noisy signal should reduce the level of the noise. The fact that few such benefits were obtained suggests that people may not have machinery that allows them to average successive durations, or that averaging may produce little gain if statistical noise in temporal estimation is highly correlated across intervals. It seems harder to imagine how a beat-based oscillator (or a tuning process that selects oscillatory circuits from among a large population of candidates) would fail to benefit from repeated pulses on the beat. It should be noted, however, that previous investigations have sometimes observed a benefit when additional samples of a temporal interval are presented (Ivry & Hazeltine, 1995; Schulze, 1989) , so not much should be concluded from this.
Although the amount of data bearing on this issue is quite small, for the moment it would seem to be a reasonable working hypothesis that human timing of brief intervals is accomplished with interval timers, not beat-based timers.
