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Abstract
Footwear prints are one of the most commonly
recovered in criminal investigations. They can be
used to discover a criminal’s identity and to connect
various crimes. Nowadays, footwear recognition
techniques take time to be processed due to the use
of current methods to extract the shoe print layout
such as platter castings, gel lifting, and 3D-imaging
techniques. Traditional techniques are prone to human
error and waste valuable investigative time, which
can be a problem for timely investigations. In terms
of 3D-imaging techniques, one of the issues is that
footwear prints can be blurred or missing, which
renders their recognition and comparison inaccurate by
completely automated approaches. Hence, this research
investigates a footwear recognition model based on
camera RGB images of the shoe print taken directly
from the investigation site to reduce the time and
cost required for the investigative process. First, the
model extracts the layout information of the evidence
shoe print using known image processing techniques.
The layout information is then sent to a hierarchical
network of neural networks. Each layer of this network
is examined in an attempt to process and recognize
footwear features to eliminate and narrow down the
possible matches until returning the final result to the
investigator.
1. Introduction
The continued escalation of digital evidence into
court proceedings is prevalent in today’s society.
Researchers regularly investigate the role, impact, and
challenges that residual digital data encounters in legal
environments [1–4]. The integration of digital evidence
is continuously expanding from born-digital to digitally
converted artifacts. The continued amalgamation of
traditional evidence into the digital ecosystem creates
opportunities to improve and broaden investigation
capabilities.
According to the FBI’s Uniform Crime Reporting
(UCR), forensic footwear evidence is regularly
introduced into legal proceedings to establish the
presence of a shoe at a crime scene [1]. They go on
to indicate that it is often the most abundant form of
evidence at a crime scene. According to UCR, it is
estimated that 1,197,704 time-sensitive violent crimes
were committed around the nation in 2015 with a little
over thirty per cent (30%) of them analyzing an average
of five (5) shoe prints [5].
It has also been reported that at the scene of a
crime, about thirty per cent (30%) of shoe prints can be
retrieved and a lifted shoe-print could be used in two
separate tasks: either match the print with a database of
known shoe prints, or match it against other shoe prints
found at the scene [5]. Unfortunately, matching it with
a database is not a trivial task, in fact, the limitations
of such systems are obvious in large databases due to
the need to match the sample collected with all database
samples (one by one) [6] . Moreover, it is more difficult
to decide on the classification between many users, and
often in the case of deteriorated images of the shoe label.
Girod et Al. point out that due to the variety of
surfaces on which the impressions are produced, there
is variation in the consistency of footwear prints [6].
The authors go on to note that the information preserved
in a shoe print may be inadequate to distinguish an
individual shoe in a specific way, but are still very
valuable [6]. This implies that a very small fraction
of the general population will own any particular shoe
model. This is due to the wide variety of shoes available
on the market, with most having distinctive outsole
patterns [6]. Furthermore, the same outsole motif can
be used on many different brands and styles of footwear.
If a shoe’s model or brand pattern may be identified
from its print then the hunt for a specific suspect can
be greatly narrowed [6].
There is also variability in the quality of footwear
impressions because of the variety of surfaces on which
the impressions are made. Detail retained in a shoe print
may be insufficient to uniquely identify an individual





shoe but is still very valuable [6]. Due to the wide
variety of shoes available on the market, with most
having distinctive outsole patterns, this implies that any
specific model of shoe will be owned by a very small
fraction of the general population [6]. Furthermore the
same outsole pattern can be found on several different
footwear brands and models. If the outsole pattern of
a shoe can be determined from its mark, then this can
significantly narrow the search for a particular suspect
[7].
Forensic footwear evidence is frequently used in
legal proceedings to help prove that a shoe was at
a crime scene and is often the most abundant form
of evidence at a crime scene [6]. There currently
are techniques with remarkable accuracy in terms of
recognizing the evidence shoe. The issue is that
the majority of them take more than a few days to
process, making them not very reliable in time-sensitive
investigations [7]. Furthermore, these techniques
require training and specific resources in order to extract
the shoe print. These reasons make the whole shoe
print recognition process very costly and challenging
depending on the case [7]. The techniques used
nowadays extract the layout of the shoe using lifting,
casing and/or 3D-imaging to minimize the clutter and
partial occlusion problem [8].
Currently, authorities use techniques such as lifting,
casting and 3D-imaging in order to extract the shoe print
from the investigation area. Lifting and casting involve
extracting the shape of the shoeprint with tools such
as adhesive lifters, gelatin lifters, electrostatic lifting
devices or a plaster cast. The object is then sent to
the lab in order for processing to produce an image of
the sole patterns that is archived in a database. These
techniques suffer from long processing times as they can
take multiple days and are also prone to human error
when extracting the shoeprint on site. Another popular
technique uses a 3D-imaging capture device which is
faster and more accurate than traditional techniques, but
it is a costly and bulky device and thus can not be used
for every investigation. The FID-300 is a public data
set of shoeprint images that was created based on these
techniques. This data set serves as a foundation for most
current research.
The shoe prints differ in shape, color and appearance
[9]. They are surrounded and partly obscured by
other objects and can be placed on a large range of
different surfaces [9]. Because of all of these issues,
it is an inherently difficult job to identify a shoe print
based on an image. These challenges have piqued
the curiosity of many researchers and practitioners
that span from the use of many image processing
techniques to machine learning techniques. These
include whole image fractal decomposition, gradient
location, orientation histograms, scale invariant feature
transforms, combinations of computational models and
deep networks, using hybrid features and neighboring
images, hierarchical classification models and the
application of machine learning models towards the field
of image pre-processing and shoe print identification
[10].
This information prompts the hypothesis that the
digitization of the extraction process using existing
camera technology will improve processing capabilities
for identifying forensic footwear. To address this
hypothesis, the following research questions need to
be addressed: Can current camera hardware produce
images that can be used to extract the layout of the shoe
print for recognition? Can current image processing
techniques provide a good base to extract the layout
of a shoeprint from an image taken at an investigation
site? Can neural networks help in the recognition of a
specific footwear with images of the shoe print produced
by a smartphone or camera? Can the techniques be used
to obtain results quicker than the current investigation
process?
This research investigates these questions by
creating a data set of raw digital images of shoeprints
taken on a sandy surface and processing them to extract
the sole pattern which are used to train a hierarchical
machine learning algorithm tasked in the recognition of
the shoe based on the shoeprint extraction.
The remainder of this paper is structured as follows.
Section two covers the literature review. Section three
describes the research methodology. Section four
presents the experimental results and an analysis of the
data. Section five draws conclusions and presents future
work.
2. Literature Review
Current techniques employed to analyze shoe print
evidence include lifting, casting, and 3D-imaging [1].
Lifting involves extracting the shoe print with tools
such as adhesive lifters, gelatin lifters or electrostatic
lifting devices to later analyze at a lab, this technique
suffers from the fact that it is extremely complicated
to extract fragile evidence such as a shoe print without
tampering it making it harder to analyze [2]. The
casting technique involves extracting the footprint layer
by pouring a plaster mix onto the evidence shoe print
which also suffers from a long process and is prone to
human error [3]. The third option involves 3D-imaging
technique, which is the best technique in terms of
accuracy but is very costly according to the Uniform
Crime Reporting Program (UCR), a branch of the
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FBI [1]. The advantages and disadvantages of the
extraction methods are listed in Table 1: Shoeprint
Extraction Methods. Using these techniques, the FID
(Footwear Impression Database) data set was created
with 1175 images and is publicly available and serves
as a foundation for most current research.
Table 1. Shoeprint Extraction Methods
Extraction Advantages Disadvantages
Lifting -Accurate
-Prone to human error
-Takes days to process
-Needs to be restocked
Casting -Accurate
-Prone to human error
-Takes days to process














Rida et al. [6] present a literature survey that
reviews several shoe print identification techniques.
Their work identifies two main methods for the
automatic classification of extracted evidence shoe
prints but all of them go through the following
steps: image pre-processing, feature extraction, and
classification matching. The holistic or global
methods seek to process the entire image as a whole
using techniques such as Fourier, Gabor or Radon
spatial transformations and/or fractal decomposition
combined with a classification technique such as
k-nearest neighbors based on Euclidean distance. The
local techniques, as opposed to the global methods,
extract discriminative features from sub-regions of
the image with algorithms such as Maximally Stable
Extremal Region (MSER) to detect points of interest
combined with Gradient Location and Orientation
Histogram. The local techniques have proven to be
much more efficient with the prowess of machine
learning, especially Convolutional Neural Networks
(CNNs). Although, Rida argues that the main issues
with shoeprint recognition, as a whole, include the
lack of public datasets, the lack of pre-defined and
standardized evaluation protocols, and that the most
published techniques are evaluated on nonrealistic
and/or synthetically generated images.
Wang et al. [7] proposed a multi-layer feature
extractor model to compute the similarity values of
two shoe prints on each layer. This method showed
the success of the multi-layered Convolutional Neural
Network (CNN), especially in the area of an occluded
or partial image recognition. The main issue with this
research is that it compares two shoe print images,
which requires the investigator to have a picture of the
suspected shoe print for evaluation.
Kortylewski [5] used a holistic model-based image
analysis framework to represent shoe prints as a
hierarchical composition of a Laplacian-of-Gaussian
basis elements that are used to detect the geometry
and appearance of a shoe print in an image. A
coherent occlusion model is then used to reduce the
global clutter. The final model takes into account
the shape, appearance variation, partial occlusion, and
background clutter of the shoe print image. These image
processing techniques are applied to shoe print images
after it has been extracted by the traditional lifting, and
casting techniques. Kortylewsky reached an accuracy
of seventy-one (71) per cent with a data set comprising
of 1,175 images of shoe prints that have already been
extracted using the traditional methods.
Vor der Bruck et al. [8] used a hierarchical
tree representation of shoe prints consisting of
feature types and attribute nodes, which allows for
establishing matches between entries of different
features and attribute pairs to remove levels of
abstraction. Recognizing the shoe based on the features
and attributes of the shoe print such as tip position,
size of the shoe, heel position. This technique greatly
improves the accuracy and speed of the recognition
process by ruling out impossible matches, especially
because there are so many different kinds of shoes.
However, the authors’ research suffers for the same
reason that it uses images of shoe print layouts that have
already been extracted by the timely and costly methods
discussed previously.
Qing liu et al. [9] combines compositional model
techniques with Deep Convolutional Neural Networks
(DCNNs) because of their powerful models that yield
very impressive results at image processing and object
classification. The main problem with DCNNs is that
they do not generalize well to partially occluded objects,
which are dominant in extracted shoe print layouts.
In contrast to DCNNs, compositional models are very
robust to partial occlusion, but aren’t as discriminative
as DCNNs. Here they retained the best of both
approaches to create a discriminative model that is
robust to partial occlusion which yields great results in
terms of recognition accuracy. However, the application
of these techniques to extracted shoe print images does
not speed up the extraction process.
Ma, Zhanyu et al. [10] use a deep Convolutional
Neural Network (CNN) for its praises in image
processing and classification but argue that most
other techniques for shoe print recognition pay too
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Figure 1. Methodology
much attention to feature extraction while ignoring its
distinctive characteristics. They created a model that
divides the input image vertically into two parts and
extract sub-features for each part with a shared feature
extraction network. The model then calculates the
importance of each sub-feature based on the informative
pixel weight matrix, which are then concatenated as
the final feature. The model finally uses the triplet
loss function to measure the similarity between the
query image and the gallery images. The model greatly
improves accuracy as they analyze the importance of
each feature in the CNN. This model also uses images
previously extracted by traditional techniques.
The techniques predominantly used in industry
involve extracting the layout of the shoeprint and then
cross-reference with a database to identify the shoe,
which is a costly and timely process [2]. Predominately,
research focuses on a robust and accurate way to find
the model of the shoe once the layout has already
been extracted by the traditional methods such as
lifting, casing and/or 3D-imaging, meaning that it
would require a few days before the actual recognition
process can begin. The literature review also suggests
that while machine learning and image processing
yield positive results in terms of accuracy, most
models have weaknesses; for example, convolutional
neural networks are weak to partially occluded objects.
This suggests that there are research opportunities in
investigating combination models to compensate for
individual algorithm flaws.
Most of the current research uses the FID-300 or
the CSFID-170 (which is a subset of the FID-300) data
set which rely on the traditional extraction techniques
that take days to process and are prone to error or
are costly. Other researchers use digital images that
are generated by making participants stepping over
a powder then walking over a pad or chemical paper
in order to achieve a near-perfect shoeprint extraction
which resembles that of the FID-300 data set. The issue
with this approach is that these images do not reflect
real-world shoeprints found at investigation sites unless
extracted from traditional methods. While research
is being conducted that applies machine learning to
shoe print data, minimal research examines methods
to improve shoe print layout extractions methods on a
digital photography of a shoeprint taken directly from
the site of the investigation.
3. Methodology
This research uses a series of Artificial Neural
Networks, particularly Multilayer Perceptrons, in a
hierarchical model of classification to investigate
improvements in accuracy and processing times. The
idea is to capture a shoe print image directly from a
picture taken by a smartphone or similar device, quickly
process the image on-site with a high enough accuracy
to make quick decisions in reference to an investigation.
The entire recognition process is depicted on Figure 1:
Methodology.
Before being used in the Neural Networks, the
images first need to be pre-processed in order to
extract the layout of the sole of the shoe. This
pre-processing involves enhancing the image, sole
pattern detection, noise detection and removal and
finally pattern extraction.
The data set created in this research consists of
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raw shoeprint images acquired from the shoe collection
of three different participants. The participants had
to walk over a 5-meter surface of sand and the best
four prints were photographed using three different
devices. The first device is a Iphone X smartphone
device with version 13.5.1. This mobile phone has
dual 12-megapixel cameras on the rear with the main
wide-angle camera being optically stabilized with an
aperture widened from f/2.8 to f/2.4. The second device
is a EOS T5 Rebel Cannon camera which is a digital,
single-lens reflex, AF/AE camera with built-in flash that
can take pictures with approximately 18.0 megapixels
and was marketed in March 2014. The third device
used in this experiment is Microsoft’s Surface Pro 4
which features an 8-megapixel rear-facing camera with
autofocus. Table 1 displays all the shoes that were used
to create the data set.
3.1. Image Pre-Processing
In a picture of a shoeprint, the print is most
characterized by the darkest areas of the picture which
is hard to extract because of all the inconsistencies
of the surface area around the actual print. For that
reason, the images need to be pre-processed in order
to extract the features that will best help the neural
networks the recognize the shoes. The images go
through a number of image processing techniques in
order to achieve that goal. These steps can be grouped
into three (3) categories: the image enhancement step,
which improves the features of the image, the pattern
detection, which helps locate where the shoe print is in
the image, that way, the unnecessary information around
the shoe print can be removed. The final step is the noise
removal step, which extracts the most accurate layout of
the shoe without all the inconsistencies within the image
such as rocks, sand and others. These steps are depicted
in Figure 2.
Figure 2. Image Pre-Processing Steps
3.1.1. Image Enhancement All enhancements were
done using OpenCV’s automated image processing
methods. The first step to extract the dark areas of
the print, which represent the main features of the
shoe print, is to enhance the picture to differentiate
the dark areas within the shoe print from those that
Table 2. Shoes
reside outside. The first enhancement is to increase
the sharpness of the picture, which refers to an image’s
overall clarity in terms of both focus and contrast. When
the subject of an image is sharp, the image appears clear
and lifelike, with detail, contrast, and texture rendered in
high detail [11]. The second enhancement is to improve
the color of the picture, this helps in pictures that look
monotone and helps to create a gap between light and
dark pixels [11]. The final enhancement done to the
picture is to improve the contrast, which is a process
that makes the image features stand out more clearly by
making optimal use of the colors available [11] which
helps to make the dark areas within the shoe print darker
to ease the extraction process without getting the dark
areas outside of the print. Once the image has been
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enhanced, a copy is made which is used in the noise
removal step later on.
The next step is to convert the image into grayscale
in order to go from a three-dimensional color image
(RGB) to a one-dimensional image, making it easier for
processing. The grayscale image is loaded into a numpy
array, and the dimensions are extracted as well as the
highest and lowest pixel values. The picture is then
converted to a binary image by flattening the numpy
array into a one-dimensional list in order to process
each pixel individually. The value of each pixel is read
and converted to a 1 if the pixel value is close to the
maximum pixel value based on a threshold, which is
calculated with the average brightness of the image;
while The rest of the pixels are converted to 0. This
process eliminates a lot of the unwanted pixels and
carves out the shape of the shoe print but still leaves a
lot of noise around the shoeprint, which represents the
darkest areas around the shoeprint created by shadows
and/or other inconsistencies left by the surface on which
the shoeprint is imprinted (sand, mud, rocks). The result
of the enhancement techniques are shown in Figure 3.
Figure 3. Image Enhancement
3.1.2. Pattern Detection To best extract the pattern
of the shoe print, the morphology functions from the
OpenCV library were used. The first mathematical
morphology process applied to the image is the dilation
operation. The dilation’s fundamental effect is to
progressively expand the border of the pixels in the
foreground, usually the white pixels, making those areas
increase in size, while holes within that area become
smaller, and for smaller holes, they simply disappear
[11]. This process works with two inputs: the binary
image and the kernel window. For each background
pixel, the kernel is overlayed with the binary image such
that the location of the kernel matches the location of the
input pixel. If, in the kernel, at least one pixel matches
the foreground pixel in the binary image, then the pixel
is set to a foreground value which is a black pixel.
The second mathematical morphology process is
called erosion. The erosion morphology is the inverse
of the dilation process. This time, the borders of
the foreground pixel regions are eroded, making them
shrink in size and gaps grow bigger. This process works
very similarly to the dilation operation, where for each
foreground pixel, the kernel is overlayed on top of the
binary image such that the location of the kernel matches
the location of the input pixel [11]. In this case, for every
pixel in the kernel window, if the corresponding pixel in
the binary image is a foreground pixel; then the input
pixel is left as is. However, if any of the corresponding
pixels in the image are background, then the input pixel
is also set to a background value which is a white pixel.
Dilation and erosion are often used in pairs; the
combination of the two is called closing an image [12].
One of the dilation applications is to fill in images
containing a lot of pepper noise [11]. However, one
of the issues with this process is that the dilation can
indiscriminately deform all pixel boundaries as well.
This effect is minimized by performing an erosion
operation on the picture following the dilation. Three
(3) closing operations are made on the images to remove
most small noise around the shoe print while obtaining
the smoothest lines possible which can be detected.
The results of the removal is a picture with smooth
lines that outline the shoe print. At this point, the Hough
lines transform algorithm helps us detect lines in order
to only process what is of interest in the image [12].
Before using the Hough transform algorithms, an image
of the edges of the objects obtained from the closing
operations is created. To detect the edges, OpenCV’s
Canny algorithm is used, which simply determines areas
where the brightness or intensity of the pixels drastically
change [12].
The Hough transform algorithm works by comparing
points on the image of edges with it’s Hough space,
which is a 2D plane with a horizontal axis that represents
the slope and the vertical axis on the edge image for
the intercept of a line [12]. Any line on the edge
image can be expressed in the form of y = ax + b.
That means that a line from the image will create a
point on the Hough space defined by its slope a and
intercept b. The main issue with the original Hough
transform is the fact that it can’t detect vertical lines
as they would have a slope of infinity. This can cause
issues in processing of footprint images, as they often
contain vertical lines. The enhanced Hough transform
instead represents lines in the form of ρ = xcos(θ) +
ysin(θ). A line is then represented by its length ρ and its
angle θ. With the enhanced Hough transform, the edge
point instead generates a cosine curve on the Hough
space, which eliminates the problem of unbounded
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values when dealing with vertical lines and also helps
in detecting curved lines. Using this technique the shape
and location of the sole patterns are calculated by finding
the size and center of the shoe print image which can be
used to eliminate a lot of the unnecessary noise around
the shoe print. The results of these techniques are shown
in Figure 4.
Figure 4. Edge Detection/Removal
3.1.3. Noise Removal Even though the process up to
this point helps to remove noise around the shoe print,
there is still a lot of noise within the shoe print. The
next step implements K-means to remove the remaining
noise. K-means clustering is a vector quantization
technique aiming to separate a number of observations
(x) into a set of clusters (k) [13]. In those clusters, each
observation corresponds to the closest cluster center
(mean). The first step is to find the cluster center
µi for each cluster by calculating the mean of all the
points within cluster Si. This is done by minimizing










Then, the algorithm uses a set of observations
(x1, x2, ..., xn) and divides them into groups S =
{S1, S2, ..., Sk} with the purpose to minimize the sum











The K-means technique is used on the copy of the
enhanced image which occured during the enhancement
process. The technique clusters pixels based on
their values and positions into four different groups
Figure 5. Pattern extraction
along with the mask image produced with the pattern
detection. Since the darkest areas of the picture
represent the shadows within the shoeprint, then the
pixels within those shadows are close in value and
position and they are all clustered in the same groups.
After testing, it was decided that four groups yield the
best results because of the different objects and the
different shades of lighting around the shoe print. The
resulting image is then converted to binary by keeping
only the group of pixels within the shoeprint and then
compared with the original binarized image to create a
new image. This step removes the majority of the noise
around the shoe print making it easier to further process
for analysis.
The next step employs OpenCV’s median blur
algorithm, which processes each pixel by replacing it
by the median of all the pixels in the kernel area,
which is a moving window of all neighboring pixels.
This operation processes the edges while removing the
noise. The result image is then passed to skimage’s
morphology process, which removes objects and holes
that are smaller to a set threshold. This helps in
removing the little noise that is left around the shoeprint
layout. Finally, a smoothing algorithm was created to
perform a majority count of pixel values on a kernel
window of 5x5 pixels in order to replace the pixel in
the center of the kernel, which again helps to remove
remaining noise and smooth the layout of the shoeprint
itself. The results can be seen in Figure 5.
3.2. Shoe recognition
To test the quality of the extracted shoe print layouts,
Python’s TensorFlow and Keras libraries were used to
train a series of MLPs (Multilayer Perception) each
tasked to classify a specific feature of the shoe in
order to recognize the actual shoe from the image of
the shoe print. Before the image pre-processing, all
images of extracted shoe prints were sampled to a
resolution of 3024x4032 using bicubic interpolation as
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Table 3. Feature Summary
Feature Summary
Objects
The number of objects in the shoe print.
Sole patterns can be simple or complex.
White pixels
The number of white pixels in the image.
Surface area of the shoe sole.
Black pixels
The number of black pixels in the image.
Surface area of the shoe sole.
Lines
The number of lines in the image.
Some sole patterns have a lot of lines.
Circles
Number of circles.
Some sole patterns have a lot of circles.
Total area Total surface area of the print.
Perimeter The perimeter of the outer sole layout.
this technique creates sharp images by using the closest
4x4 neighborhood of known pixels.
The MLPs use seven (7) features that were
calculated to train and classify the images. The
first feature calculated is the number of objects in
the shoe print, for this, the OpenCV’s findContours()
function was used. The second and third features
are simply the number of black and white pixels in
the extracted shoeprint, this is explained by the fact
that some shoe soles cover greater surfaces than others
and hence can help in the classification. Then the
number of linear and circular shapes were calculated
using OpenCV’s HoughLines() and HoughCircles()
functions respectively. These help in classification
because each shoe sole patterns either exhibit a lot
circular shapes, a lot of linear shapes or a combination
of the two. The total area of each objects is also
calculated to get insight on how much surface the
shoe print covers. This was calculated with OpenCV’s
contourArea() method. The last feature that was used
is the perimeter of the print, this was calculated by
tweaking OpenCV’s findContours() arguments and then
using the arcLength() function. The feature set is shown
in Table 3.
Consequently, each neural network has an input
layer of 7 neurons, 2 hidden layers of variable neuron
sizes depending on the number of output classes and an
output layer. All networks were trained using all the data
available for their specific class. The training algorithm
used for all MLPs is Adam which is similar to the
stochastic gradient descent which updates parameters
using the gradient loss function but Adam adjusts
the update parameters based on adaptive estimates.
The number of epochs required varied depending on
the number of training data available for each neural
network. The level 1 neural network was trained using
150 epochs while the level 2 for men used 80 epochs, the
level 2 for women used 100 epochs and all level 3 neural
networks used 50 epochs for training. The architecture
of the artificial neural networks is depicted in Figure 6.
Figure 6. Neural Network Architecture
With neural networks, the more output classes there
are, the less accurate it will be because it will have
more room for error. This is potentially a problem for
shoeprint recognition as there are hundreds of thousands
of different kinds of shoes, if a neural network has
that many output classes, its accuracy would suffer
proportionally. To mitigate this problem, a number
of neural networks are used, that way each shoe is
classified hierarchically in different categories. This
hierarchical strategy is shown in Figure 7. For example,
the first level of neural network analyzes the layout
and simply outputs whether the shoe belongs to a
man or woman, which removes around half of the
possibilities and reduces the output possibilities of this
neural network to just two, tremendously reducing the
error rate.
Then, the second level has two versions: a
men-shoes version and a women-shoes version.
Depending on the output of the first layer, one of the
adequate neural network is called to output the type
of shoe that it is, again filtering out the remaining
possibilities at each level to increase accuracy. There
are plenty of types of shoes, for this reason this level
of neural network needs more output classes, which in
turn reduces the accuracy of the network, but each type
of shoe has very specific characteristics which makes
the recognition easier, for example, a boot footprint
looks very different from a sport’s footprint. The big
differences between each type of shoe print helps to
strengthen the accuracy of this neural network.
The third level recognizes the brand of the shoe
depending on its output type from the previous level.
Even though each type of shoe has very similar outlines,
each brand typically has the same or very similar
patterns of soles which helps a lot in the recognition of
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Figure 7. Recognition Process
the brand. For example, in this case if the shoe print to
recognize belongs to a man (from level 1) and is a sport’s
shoe (from level 2) then it will call the appropriate neural
network to recognize the brand of the man’s sport shoe.
4. Results
As this research investigates the usability of digital
images in the process of shoe recognition the multilayer
perception was chosen because of its simplicity and
its flexibility as they can be used generally to learn a
mapping from inputs to outputs. In this experiment,
there were a total of forty-two (42) pairs of shoes. For
each of these shoes, four images were taken with three of
them being used for training and the last one was kept
for testing. This is a total of 126 images for training
and 42 for testing. The average pre-processing time for
each picture takes ten (10) minutes on average while
the entire recognition process can take up to thirty (30)
minutes. These measurements were made on a machine
running Windows 10 Pro with an Intel Core i7-4790k
CPU and 8.00 GB of RAM.
A total of 16 neural networks were trained to
complete this model based on the data available. The
performance of each neural network was measured
using the sklearn.metrics.classification.report libraries.
Table 2 shows the accuracy and confidence of each
neural network used in this hierarchical approach. The
results indicate that the neural networks performed
well as most of them have an F-score of 100% .This
indicates that digital images of shoeprints found at an
investigation site can indeed be used in the process of
shoe recognition. This also shows that high accuracy
can be achieved with the use of multiple neural
networks each tasked to classify a few classes based
on hierarchical features. The results suggest that a
using digital images of a shoeprint to recognize a shoe
is, first, quicker than traditional methods which rely
on extraction techniques that can take a few days of
processing (casting, lifting etc..), second, digital images
aren’t prone to human error like lifting and casting
techniques are and finally they are cheaper and more
mobile than 3D-imaging tools.
The level 1 neural network which was trained to
classify men and women’s shoes has an F-score of
97.56% which is explained by the huge gap in data
between the two classes. Within the forty-two (42) pairs
of shoes, thirty (30) of which belong to women and only
twelve (12) belonging to men. The pair of shoe that
resulted as a false positive for the men is the Nike Air
sports shoe which can be the fact that all sports shoes
have similar sole patterns and there were more sports
shoes belonging to the women class. For the women
class, the shoe that resulted as a false positive was the
UGG boot, which is explained by the dimension of the
sole. The neural network may have helped it’s learning
by using the size of the shoes since, in this data set, all
women shoes are about the same size and the same can
be said about the sizes for men’s shoe. This may be a
problem for some types of shoes (like the UGG boots),
but since on average men have larger shoe sizes then
women, this fact helps to strengthen the accuracy and
confidence of the neural network.
The metrics for the level two and level three neural
networks were calculated independently assuming that
the previous level was well predicted. The level two (2)
of neural networks were created to recognize the type of
shoe based on the first neural network assumption that
it was either a man’s or a woman’s shoe. The different
output classes were different based on the available data
and the output of the level one (1) neural network. The
accuracy is very strong because of two main factors:
first because the number of output classes of both neural
networks was minimized by first figuring out if the shoe
belonged to a man or woman with the level 1 of the
neural network, limiting the output layer of the level
two (2) to five (5) classes for men and seven (7) classes
for women. The second reason that helped the neural
networks to reach an F-score of 100% is that most soles
of the same types of shoe are very similar. For example,
all sport shoes have a very similar sole layout, the same
can be said about the size of the sole of most boots etc.
For the level two (2) for women’s shoes, the data was
more abundant, both neural networks performed well
with the lowest having an F-score of 95.65%, namely
the Casual type which is explained by the lack of data in
those categories: the casual type had only two pairs of
shoes for training since it only had two shoes.
Page 7686
Table 4. Neural Networks Performances
The level three (3) of neural networks were made to
recognize a specific brand from a specific types of shoes.
In this case, all the neural networks performed perfectly
with an F-score of (100%) except for one. This accuracy
is explained by multiple factors, firstly, because of
the lack of data, most of these neural networks were
binary classifiers (only two output classes) meaning that
there was very little chance to classify the wrong class.
Secondly, as mentioned earlier, most brands have very
similar sole patterns on all their shoes, even for shoes
that are of different types, like the Sperry brand made
sneakers and loafers but they both had very similar sole
patterns, making it easier to tell them apart from other
brands. That said, one neural network did not perform as
well, with an F-score of only 66.67%. The Men Loafer
neural network had an accuracy of only fifty percent
(50%), which can explained by the fact that training data
was lacking for this neural network as there were only
two loafer type shoes, one of which was a Sperry brand.
The Sperry brand has very similar soles on all their shoes
and two pairs of shoes of the same brand were used to
train the Sneaker neural network, so there is no surprise
that the Sperry loafer was classified as a Sneaker instead.
Additionally, for women’s shoes, the Sneaker type did
not need a neural network to recognize the brand since
the data set only had one (1) sneaker brand. These could
have been strengthened with more abundant data.
Because the data set is small, some types of shoes
don’t have multiple brands, which makes the recognition
easier, for example, there was only one (1) pair of
sneakers in the training, so if the level 2 recognized a
sneaker then it has to be that specific brand. Having
multiple shoes of the same type and of the same brand
can be problematic as they could have different models.
To solve this problem a level 4 neural network can
be implemented to recognize the specific model of a
particular brand. It is also important to note that this
model is invariant to rotations of the picture for two
reasons: first, since the investigator will take the picture
on the investigation scene, they can make sure that the
picture is taken correctly. They can even take multiple
pictures and keep the best one for processing. Second,
because the features used in the recognition are not
affected by the rotation as the number of pixels, lines,
circles, surface area etc... should be the same, unless
part of the shoe is cut from the picture.
Using multiple levels of neural network
classification strongly strengthens the accuracy at
the cost of some processing speed, but it is still much
faster than the traditional processes used nowadays by
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lifting, plaster casts, and/or 3D-imaging techniques,
which usually takes a few days. The main strength
with the hierarchical approach, aside from its accuracy,
is that any level of depth can be achieved and it is
very modular. If a new shoe needs to be added to the
training samples, instead of having to retrain every
neural network; for example it can simply be retrained
at the appropriate neural network level for it to gain
that experience, and if an entirely new neural network
needs to be trained, for example, for another brand or
model, then it can simply be placed at the adequate
level without having to change the whole structure of
neural networks. On the other hand, the main issue with
the hierarchical approach is that a lot of different neural
networks were trained in order to reach maximum
accuracy. This is fine for a proof of concept but since
each neural network was trained differently based on
their required classification, each additional neural
network and/or level takes a lot of time to select the
appropriate training data. This takes time to train which
adds complexity to the overall architecture. This means
that determining exactly what kind of classification is
needed at each level is crucial.
To answer the questions asked in the introduction,
current camera hardware produce images of very high
resolution which can be used to extract the layout of
the shoe print for recognition especially with the image
processing techniques available nowadays. However,
there are some factors to take into account such as the
amount of lighting, and the position of the light source
as it creates very different shadows across the shoe print
which can produce very different results. In this case
the camera flash helps create the best images. Neural
networks are also helpful in the classification of images,
especially if used in a hierarchical model to minimize
potential errors.
5. Future Works
There are multiple aspects that can greatly enhance
the results. The first is to have a more abundant data
set. There are thousands of types of shoes making the
manual creation of the data very complicated. That said,
since the hierarchical design presented in this research
is very modular, it makes it really easy to add new data
since it doesn’t require to re train every neural networks,
the new data can simply be added to the relevant ones.
For example if there is a new woman’s shoe to be added
to the training data, then only the relevant women neural
networks will have to be retrained while the men’s
neural network can remain unchanged, taking advantage
of the fact that each neural network is separate.
One of the main challenges is the achievement
of a high accuracy level 1 neural network rate with
abundant data. In this case, if the first neural network
makes an error in classification, then the rest of the
neural networks called will also be erroneous in their
classification. Even though on average, men have
larger shoe sizes then women, which is a feature that
can help strengthen this accuracy, there are always
some exceptions which the neural network can easily
be fooled by. Research needs to investigate multiple
architectures of neural networks to find the best machine
learning algorithm for the level 1 in order to minimize
the risk of erroneous classification.
Some brands of shoes have the same sole patterns on
different types of shoes creating another challenge. For
example, within the data set, the Sperry brand makes
two different types of shoes (loafers and sneakers) but
both types of shoes have the same sole pattern, which
greatly lowered the accuracy of the neural network
tasked to recognize the type. This is common among
some brands of shoes and it will remain a problem, but
even though the exact model of the shoe can’t be found,
this model still classifies the brand of the shoe with
strong confidence, which can still be extremely useful
for an investigation. Moreover, this data set did not
exhibit different models of shoes that have the same type
and the same brand. Nevertheless, knowing the brand of
the shoe is still valuable for an investigator.
An additional improvement that can increase the
performances of the neural networks are the selection of
the neural networks’ features. In machine learning, the
quality of the features in the data set has a major impact
on the quality of the insights you will get while using the
data set for machine learning. Finding the best features
that can help to solve the problem has always been a very
important task in artificial intelligence. In this case only
seven (7) features were used, the features were selected
based on assumptions about what kind of information
will best help the neural networks to recognize the
specific characteristics of the shoe print. The more
meaningful features that are available, the better the
neural networks will perform. There is an array of
features that can be used in this kind of classification.
Research needs to investigate which features are the
most relevant in shoe print recognition.
This hierarchical neural network architecture can
also be applied to a variety of problems with the main
advantage being that the more the problem is separated
into sub-problems, the higher the performance of each
neural network. Another advantage is that the model can
be tweaked and new training data can be added without
having to re-train every neural network. On the other
hand, having multiple levels of neural networks adds a
lot of complexity and can be time consuming to initially
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design and train all the neural networks, however the
execution is still quicker than traditional methods. An
additional weakness is the fact that it takes more time
to use as it calls multiples neural networks, making
this type of model only usable on non-time sensitive
recognition that require high accuracy.
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