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SPECTROSCOPIC STUDIES OF BIOMOLECULES CONFINED IN 
SELF-ASSEMBLED NANOSTRUCTURES 
Nils Carlsson 
Department of Chemical and Biological Engineering 
Chalmers University of Technology 
 
Abstract 
The present thesis examines the effects of incorporating biomolecules into self-
assembled nanostructures. This approach is exemplified by short DNA molecules in 
environments close to lipid bilayers and the immobilization of enzymes into 
mesoporous silica particles. The biomolecules and attached chromophore probes are 
studied in the nanostructures using optical spectroscopy. An important part of the 
thesis work is the spectroscopical considerations enforced by the complex samples 
formed by the biomolecules and the nanostructures. The small confining spaces rich 
in surfaces have effects on the physical properties of the nanostructures.  
The movement of the large biomolecules are hindered by the narrow 
environments and this is utilized for electrophoretic separation and orientation of 
oligonucleotides in lyotropic liquid crystals. The cubic phase of the monoolein-water 
system was shown to act as an electrophoresis matrix for both water soluble 
oligonucleotides and bilayer anchored molecules. The lamellar phase of the sodium 
octanoate-decanol-water system was used to introduce macroscopic ordering of 
oligonucleotides and bilayer bound chromophores for studies by linear dichroism. In 
addition to the orientational effects of the chromophores interacting with the lipid 
bilayers, spectral effects of the bilayer environment were also studied.  
In the spectroscopic studies of enzyme immobilized into mesoporous silica 
particles the pore pH were found to be slightly different compared to the external 
volume. Furthermore, direct spectroscopic determination of the pore loading was 
examined in contrast to common indirect approaches. Finally, the concept of pore 
filling as an analysis tool and the particle size influence on immobilization are 
discussed.  
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1 Introduction 
A nanostructure has one or more dimensions on the nanometre scale, i.e. below 
100 nm. To be considered a nanostructure it should show regularity on the 
nanometre scale or be at least partly arranged or synthesized by design at that level 
[1]. A key objective in using nanostructures is that they have different physical 
properties that are especially interesting at the nanometre scale. Especially in 
connection to studies of biomolecules it should be noted that many of the complex 
biological structures are on this scale and biomolecule properties may be different 
when studied in bulk solution. The materials used in this thesis all have periodic 
structures on the sub ten nanometre scale, namely lipid bilayers or silica surfaces. 
Two different approaches are used for producing nanostructures: A bottom-up 
approach building nanometre sized structures from molecules and a top-down 
approach using microfabrication methods such as lithography to shape a larger object 
in a nanometre sized way. The bottom-up approach relies on the chemical properties 
of the components to self-assemble into a useful conformation [2]. The limitations 
for both approaches are size, but in opposite ways. The resolution of top-down 
techniques limits the formation of the smallest objects, while complexity limits the 
bottom-up fabrication of larger objects. The periodic structures in this thesis are 
small to be top-down manufactured with today’s standard techniques and further the 
3D character is even harder to produce in that manner. Instead the nanostructures 
are self-assembling soft lipid structures or solid silica structures made with soft self-
assembled templates.  
The first part of the results in this thesis (section 6) concerns the incorporation 
of biomolecules and optical spectroscopy probes into a lipid rich environment. The 
environments studied are high concentration lipid constructs that self-assemble in 
water, so called lyotropic liquid crystals. The lipids form bilayers that can be seen as 
models of the biological membrane structures. The incorporation of biomolecules 
into this environment may affect both the biophysical properties and also the 
spectroscopical properties of the probes. The liquid crystals are used both for their 
structural properties with nanometre sized compartments and for their model 
membrane capacity. The structural properties are used in papers I-III to separate or 
orient short DNA molecules. The polar/apolar character of bilayers is a property 
utilized in papers III-V.  
The second part of the results (section 7) concerns incorporation of enzymes 
into solid, porous particles of silica creating a biocatalytic material. The particles are 
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made using liquid crystals as a template and the nanometre size of the pores are 
similar to the distances between the lipid bilayers in the lyotropic liquid crystals used 
in section 6. The properties of the silica particles can be tailor made (section 3.2) to 
suit the enzyme application and can be seen to enhance several useful properties of 
the enzyme such as the product selectivity as further developed in section 3.1 and 
paper VIII. Spectroscopic studies were used to study the amount of enzyme 
immobilized in paper VII and the pH of the pore environment in paper VI.  
The common themes in this thesis are how biophysical properties are affected by 
the confinement by different nanostructures and the spectroscopical challenges of 
studying these complex samples consisting of different environments. Especially in 
these cases it is important to determine the character of the signals and separate the 
components. It is also important to validate the measurement technique to know the 
origin of the signal. The results of the research contained in this thesis are discussed 
in sections 6 and 7. Before the results an overview of lipid membranes (section 2), 
enzyme immobilization into mesoporous particles (section 3), photophysics (section 
4) and the analytic techniques used (section 5) is given.  
3 
2 Lipid membranes 
2.1 Amphiphiles 
Depending on the electronic characteristic of a molecule it may be soluble 
primarily in polar or non-polar solvents. Those molecules soluble in polar solvents 
are generally referred to as hydrophilic (water loving, from Greek) and their opposites 
as hydrophobic. Molecules of mixed character are often found to have solubility 
between the two extremes. Molecules containing separated domains with hydrophilic 
and hydrophobic properties respectively are called amphiphilic. These amphiphilic 
molecules are often found at the surface between solvents of different polarity, such 
as oil-water but also air-water, arranged with the hydrophilic part in the polar solvent 
and vice versa. This behaviour has rendered this class of molecules the name 
surfactants, which is short for surface active agents. Surfactants are commonly used 
as for their cleaning properties in detergents and soaps and as emulsifiers facilitating 
and stabilizing mixtures of oil and water. 
Surfactant molecules commonly have a long hydrophobic “tail” part of 
hydrocarbons and a polar “head”-group that is either ionic or non-ionic, e.g. hydroxyl 
groups. When dispersed at low concentration in water there will be both unimers 
(single molecules) dissolved in the bulk of the solvent and enrichment at the surface, 
minimizing the interaction energy between the polar solvent and the non-polar tails. 
Other solvents than water are left out of this section, but surfactants in other polar 
solvents behave similarly and in non-polar in the opposite way [3]. Raising the 
concentration will eventually fill the surface with surfactant molecules. At this point 
aggregates will start to form in the solution [4-7], and further addition of surfactants 
will be in the form of these aggregates called micelles [8, 9]. The concentration where 
micelles (Figure 1) start to form is called the critical micelle concentration (CMC). 
2.2 Amphiphilic aggregates 
The shape of molecular aggregates formed by surfactants depends on the size of 
the different parts of the surfactant molecule. Repulsive forces between the head-
groups and attractive hydrophobic interfacial forces determine the optimal 
equilibrium head-group area, ae. The tail volume, V0, and the critical chain length, l0, 
sets limits on how the molecules can pack themselves in an aggregate. These 
geometrical packing conditions define the dimensionless shape factor, or packing  
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Figure 1 Schematic cut-through picture of a micelle. As an example, the 
common surfactant SDS has a CMC of 8 μm (at 25°C) and an aggregation 
number of about 60 in water. 
 ܲ ൌ ଴ܸܽ௘݈଴ 
(1) 
parameter, P (equation 1 [10]), which is expected to determine the structures formed 
(Table 1). 
When forming a micelle (Figure 1) the surfactants arrange themselves in a 
spherical shape with the polar head-groups facing the water and the hydrophobic tails 
towards the centre of the micelle. The number of molecules that form a micelle, the 
aggregation number, varies between molecules, but also from e.g. temperature. The 
size of micelles is fairly independent of surfactant concentration. By changing e.g. salt 
concentration the surfactants can form other micelle shapes such as rods.  When 
reaching very high concentrations of surfactants the free space in the solution 
becomes limited. The micelles then arrange to minimize contact between themselves 
resulting in a micelle close-packing, a micellar cubic phase [11, 12]. This structure and  
Table 1 Packing parameter1 of amphiphilic molecules. 
Packing parameter Critical packing shape Structures formed 
<1/3 Cone Spherical micelles 
1/3-1/2 Truncated cone Cylindrical micelles 
1/2-1 Truncated cone Flexible bilayers, vesicles 
~1 Cylinder Planar bilayers 
>1 Inverted truncated cone Inverted micelles 
1. See equation 1 
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the ones described below are called lyotropic liquid crystals, since they are 
molecularly disordered in a liquid fashion, but have a long-range crystal order. 
2.3 Lyotropic liquid crystals 
At even higher concentrations there is no longer room for separate micellar 
structures and larger liquid crystal structures are formed. These liquid crystals can be 
continuous in one, two or three dimensions. The one-dimensional structures can be 
seen as long tubular micelle structures arranged in hexagonal symmetry in a 
continuous water domain (hexagonal phase) [11, 13] as seen in Figure 2A. They can 
also have the direction of the surfactants reversed forming separate water channels in 
a continuous hydrophobic domain (inverted hexagonal phase). The surfactants can 
also form bilayer structures, i.e. two-layer sheets with the hydrophobic tails towards 
the centre of the sheet and the hydrophilic head-groups exposed to the water. By 
stacking these bilayers parallel to each other a two-dimensional liquid crystal shown 
in Figure 2B is formed (lamellar phase) [14, 15]. Both the bilayers and the aqueous 
interstitia respectively are continuous in two dimensions. The thickness of the water 
interstitia in between the parallel bilayers of the lamellar liquid crystal has been found 
to be fairly uniform [13]. The cubic phases consist of curved infinite bilayers and 
exhibit periodicity in all three dimensions. The liquid crystalline phases described 
above are in phase diagrams often denoted: I1 and I2, micellar cubic, Lα, lamellar, H1, 
hexagonal, and H2, inverted hexagonal, respectively [16]. The subscript number 
reflects on the character of the dispersed phase and the dispersion medium. The 
phases denoted X1 are oil-in-water phases and the X2 phases are water-in oil.  
 
Figure 2 Schematic illustrations of lyotropic liquid crystals of A. hexagonal and 
B. lamellar symmetry. 
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Figure 3 The Fontell Scheme [12] for the ideal order of the liquid crystalline 
phases as a function of the surfactant concentration.  
The bicontinuous cubic phases are sometimes denoted V1 and V2, respectively. This 
notation describes the character but not the shapes and geometry of the cubic phases 
as will be elaborated on below. The concentration dependence of the liquid phases of 
an ideal surfactant can be seen in Figure 3.  
An important tool for understanding the shapes of the cubic phase bilayers is the 
periodic minimal surfaces [17]. In mathematics the minimal surface is a surface that 
minimizes its area within some constraints. This type of mathematical problems can 
be demonstrated by the use of a soap film minimizing the energy for forming film 
surfaces. A minimal surface can also exhibit crystallographic periodicity and is them 
called an infinite periodic minimal surface, IPMS. There are several cubic phases with 
different geometries that can be described by periodic minimal surfaces with their 
geometries shown in Figure 4. All three consist of two separated continuous channel 
systems and one continuous surface. In lyotropic liquid crystals the channel systems 
are filled with water and the surface is a lipid bilayer [12, 18]. The simplest geometry 
of the cubic phases is described by primitive periodic minimal surface (P), derived by 
Schwartz [17]. The unit cell has three orthogonal channels, which are connected to 
the adjacent unit cells forming a cubic array (Figure 4). This structure is represented 
in crystallography by the space group Im3m or Q229. This crystallographic notation is 
 
Figure 4 Periodic minimal surfaces representing the geometries of cubic 
phases. The corresponding cubic phases have bilayers centred on the minimal 
surface. The cubic phases are from the left: Primitive (P), diamond (D), and 
gyroid (G). The surfaces are drawn using the functions defined in [19] 
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often used in lyotropic liquid crystal phase diagrams. The diamond (D) surface, 
alsoderived by Schwartz [17], is represented by the space group Pn3m or Q224. In this 
structure the bilayer and the two channel systems are arranged to form a diamond 
lattice (Figure 4). The gyroid (G) surface, derived by Schoen [20, 21], is represented 
by the Ia3d or Q230 space group. The aqueous channels of the G-cubic phase are 
helical, one left-handed and the other right handed, and extending through the 
matrix. These three structures are related so one of them can be continuously 
deformed into another. G is an intermediate form when deforming from P to D. For 
a thorough exploration of the mathematical field of minimal surfaces see [22]. 
A minimal surface is as convex as it is concave in all points and hence, the mean 
curvature is zero. For a bilayer situated around a minimal surface the averaged 
Gaussian curvature, 〈K〉, is smaller than or equal to zero everywhere. The packing 
parameter for such a structure is related to the averaged Gaussian curvature 
according to equation 2 [23]: 
 ܲ ൌ 1 ൅ 〈ܭ〉݈
ଶ 3⁄
1 ൅ 〈ܭ〉݈ଶ  
(2) 
Consequently the packing parameter must be equal to or larger than one for 
obtaining such a cubic structure. An increase in the packing parameter results in a 
decrease in the averaged Gaussian curvature. The larger the value of K, the flatter the 
surface, e.g. a flat structure like a planar bilayer has a shape factor of about one and an 
averaged Gaussian curvature of about zero. The different cubic phases correspond to 
different packing parameters and thereby to different averaged Gaussian curvatures. 
The packing parameter of the P-phase is smaller than the packing parameter of the 
D-phase and therefore the P-phase forms a flatter surface [24]. 
2.4 Additional lipid structures 
The descriptions above for structures formed by surfactants are in many cases 
also applicable for solutions of polymers composed of blocks of different 
polymerized monomers, so called block copolymers. There are examples of block 
copolymers consisting of poly(ethylene glycol)-poly(propylene glycol)-poly(ethylene 
glycol) that form liquid crystalline structures with hexagonal symmetry. These liquid 
crystals have found applications as templates for synthesis of porous particles [25, 26] 
and as electrophoresis separation matrix [27, 28]. Both these applications will be 
further discussed below (sections 3.2 and 6.1). 
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Thermodynamically stable irregular phases such as microemulsions (L1, L2) [16, 
29] and sponge (L3) [16, 30] can also be used for studies of biomolecules but are not 
further described here. There are some thermodynamically unstable bilayer structures 
resembling biological structures that are commonly used as biophysical model 
membranes. A vesicle is a bilayer structure enclosing an inner volume [31]. Vesicles 
with a single bilayer are called unilamellar and if there are several parallel bilayers 
enclosing the inner volume the vesicles are called oligolamellar. A multilamellar 
vesicle has its whole volume filled with homocentric bilayers. Continuous planar 
membranes can be made on a solid support, so called supported bilayers [32]. These 
supported bilayers e.g. make membrane structures available for study by surface 
sensitive analytical techniques [33]. 
In the phase diagram the liquid crystalline phases are found above the Krafft 
temperature [12], which varies with system composition. For bilayers this 
temperature is also referred to as the transition temperature. For each sample, above 
this temperature the hydrocarbon tails of the lipids are in a fluid state, while they are 
more ordered at a lower temperature in either a gel (Lβ, Lβ’, Pβ’) or a crystalline state 
(Lc) [34]. The prime indicates that the lipid tails are tilted relative to the bilayer 
normal. Vesicles and supported bilayers can be in either the fluid or in the gel state 
depending on composition and temperature. In bilayers of mixed composition there 
is a possibility that the lipids separate in domains of different state that can coexist in 
the same bilayer [35, 36]. The transition temperature is lower for lipids with 
unsaturated tails than for those with saturated tails and the position of the 
unsaturated bond influences the melting temperature [34]. It is also higher for longer 
tails than for shorter tails of the same saturation [37]. Head group interactions have 
also been seen to affect the transition temperature in bilayers [38] and some 
transitions are sensitive to bilayer stress [39]. The bending rigidity of the membrane 
increases steadily with increasing tail length for saturated and mono-unsaturated lipid 
chains [40]. Poly-unsaturated chain bilayers (more common in brain tissue) are 
thinner and more flexible than bilayers with saturated and mono-unsaturated tails 
that dominate common animal cell membranes. 
2.5 Biological membranes 
The cell membrane separates the interior of the cell from the outside 
environment providing a barrier against diffusive transport. Other membrane 
structures provide compartmentalization of the cell. Bilayer structures are found in 
the organelle membranes including e.g. nucleus, mitochondria, and endosomes. There 
are further the endoplasmic reticulum and the Golgi apparatus, organelles mainly 
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built by membrane rich structures. All these cellular membrane structures are built by 
amphiphilic molecules, in this context often called lipids. Several classes of lipids are 
found in biological membranes such as phospholipids and glycolipids both with 
saturated and unsaturated fatty acid chains.  In addition the membrane consists of up 
to 50% surface bound and transmembrane proteins in weight. The proteins can be 
seen as freely moving in the bilayer membrane in the fluid mosaic model [41]. This 
model views the cell membrane as a two-dimensional solution of oriented lipids and 
proteins alternating, with the lipids as the matrix. Many important functions are 
performed by the lipid membrane in cooperation with the membrane proteins, where 
signal transmission is a viable example. 
Biological configurations like the endoplasmic reticulum and the Golgi apparatus 
have cubic lipid nanostructures that resemble the cubic phases [42, 43]. These 
structures also have an important part in the function of these organelles. Cubic 
structures can also be found in other lipid rich organelles such as pre-chloroplasts 
[44]. In the digestion of fat cubic phases are directly involved in the transport 
mechanism [44]. 
2.6 Model membranes 
For many biophysical studies the biological cell is too complex. The membrane 
properties are often studied using a less complex model e.g. without the large protein 
content. The earliest bilayer model membrane is known as black lipid membranes 
[45]. The membrane bilayer is formed to span a hole in a solid support. With black 
lipid membranes both sides of the membrane are accessible and can be modified 
individually. This makes them useful for electrical characterization e.g. of voltage 
gated ion channels [46], with one electrode at each side of the membrane. A 
supported lipid membrane [32] is a planar bilayer sitting on a solid support. Unlike 
black lipid membranes, only one side of the bilayer is exposed to the bulk solution 
with only a thin hydration layer between the other side of the bilayer and the solid 
support. The supported lipid membranes are suited for use with techniques based on 
detection of properties near to a surface such as quartz crystal microbalance [47], 
total internal reflection fluorescence microscopy [48] and surface plasmon resonance 
[49]. Supported lipid membranes are much more stable than the black lipid 
membrane allowing for long experiments. 
Mixtures of short and long tailed lipids may spontaneously form discrete flat 
bilayer structures with the shorter lipids forming the edges and the longer lipids the 
bilayer of these bicelles [50]. These structures can be oriented by a magnetic field [51] 
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and have therefore been used for solid state nuclear magnetic resonance studies of 
bilayers and e.g. membrane proteins [52]. Recently, these bicelles were found to align 
also in a shear flow in a polarized light study [53].  Vesicles [31] can be formed by 
various lipid compositions tailoring surface charge and bilayer order. The 
concentration of vesicles as well as their size can be varied within wide ranges. One 
feature of vesicles is that they have an interior volume and transport in and out can 
be studied. Vesicles are often used for bulk measurements and with optical 
techniques. Liquid crystals as model membranes [54, 55] provide high area of 
membrane per unit volume that can be utilized to achieve the required optical density 
for some optical spectroscopy techniques as in papers III-V. They are also used as 
model system for the stacked membrane structures formed in organelles such as the 
endoplasmic reticulum and the Golgi apparatus due to the structural relevance of the 
three dimensionally organized bilayers [43]. 
The probability of finding different characteristic parts of the lipid molecules and 
other guest molecules, such as water, strongly depends on the distance from the 
bilayer centre [56]. For phospholipids water can penetrate the bilayer in to the 
glycerol backbone of the lipids. This radial polarity profile is important for the 
location of guest molecules in the lipid bilayer. It is also important to note that 
addition of guest molecules to the model membranes may change e.g. their phase 
behaviour [57]. This can then change the basis for the use of some analytical 
techniques. On the other hand this change in the membrane properties may be a 
central part in the biological effect of these guest molecules [58]. Incorporation of a 
single transmembrane protein may disturb an ordered bilayer phase [59]. 
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3 Enzyme immobilization in mesoporous particles  
3.1 Immobilization benefits 
Enzyme immobilization for biocatalytic applications is generally used to improve 
the protein stability and enzymatic function as well as for easy recovery of both 
product and enzyme [60]. The interest in mesoporous materials is broad as their 
applications involve controlled drug release and recently targeted cancer therapies 
[61, 62] and as immobilization support they have some unique advantages. The 
porous structure allows for high enzyme loadings and creates a protective 
environment where the enzymes can withstand elevated temperature, higher salt 
concentrations, and more extreme pH [60, 63]. The pore diameter can be tuned to 
match the size of the targeted enzyme and the possibility of silica surface 
modifications may be used to enhance or direct the enzyme activity. Interestingly, the 
confinement of enzymes into the pores can affect both the specific activity and the 
substrate selectivity of the immobilized enzymes. 
Based on electrostatic and hydrophobic interactions, strategies for rational 
design of mesoporous materials for enzyme immobilization have been proposed [64]. 
In this model the properties of the proteins and particles are somewhat treated as 
separate entities which acknowledges but does not include the possibility that the 
pore environment may affect the properties of the proteins. In paper VIII we review 
the analytical techniques used in studying immobilization of enzymes in mesoporous 
silica. Techniques both for studying interaction between silica and proteins but also 
for studying the immobilization process and enzyme activity are discussed.  
3.2 Materials 
A mesoporous material is defined as containing pores with diameters between 2 
and 50 nm [65]. Materials with pores with diameters of less than 2 nm are referred to 
as microporous and when the pores have diameters larger than 50 nm the material is 
macroporous. Mesoporous, solid particles with regular symmetry can be synthesized 
using a liquid crystal as a template. This thesis will focus on particles made by silica, 
but there are similar porous structures in other metal oxides [66] e.g. alumina [67, 68] 
and titania [69] synthesized for numerous applications [70]. There are silica particles 
with the pores arranged in both hexagonal symmetry, e.g. SBA-15 [25, 26] and MCM-
41 [71, 72], as well as cubic symmetry, e.g. SBA-16 [26] and MCM-48 [73], made using 
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either liquid crystal forming surfactants [71-73] or block co-polymers [25, 26] as a 
template. In addition to the structured symmetrical materials various disordered 
structures are available.  
In short, the particles are synthesized by mixing the block co-polymer, or 
surfactant, with the silica precursor in an aqueous solution. The precursor is 
hydrolyzed and polymerizes in the water domain of the template liquid crystal, 
forming an inorganic network mirroring the template structure. After the 
polymerization reaction the formed silica material can be hydrothermally treated for 
increased cross-linking, tuning of the pore diameter, and particle growth. Finally, the 
amphiphilic template is removed by calcination or extraction, resulting in a solid 
mesoporous material. 
A combination of analytical techniques is commonly used to characterize the 
properties of the mesoporous material [25, 72, 74, 75]. X-ray diffraction [76] can be 
used to determine the structural symmetry of the material. As a complement to X-ray 
diffraction transmission electron microscopy can be used to determine the local pore 
structure. The particle size and morphology can be visualized using scanning electron 
microscopy [77]. Nitrogen physisorption analysis can be used to determine the 
surface area, pore volume and the pore size distribution [78]. The adsorbed amount 
can be determined using the ideal gas law and the BET gas adsorption method [79]. 
The surface of mesoporous silica is rich in silanol (SiOH) groups that can be 
used for organic functionalization [80]. The functionalization could either be used for 
tuning the surface properties by surface modification or for adding a specific function 
to the particle. This is used for designing sensors [81] for e.g. detecting vapour [82] or 
pH [83]. By performing different modifications before and after removing the 
amphiphilic template the pore surface could be modified in one way and the particle 
outer surface in another [84]. 
3.3 Immobilization studies 
Enzymes can be immobilized into mesoporous silica particles either by 
covalently attaching to the support material or passively by physical adsorption and 
electrostatic interaction between the enzyme and the surface. For covalent 
attachment typically the surface is modified by functionalizing the silanol groups on 
the surface. One procedure is to first attach an amino-silane compound to the surface 
and then add a cross-linking agent. Finally the enzyme is added and covalently bound 
to its amino groups [85].  Physical adsorption involves weak forces between the 
enzyme and the surface. This interaction can be improved if there is electrostatic 
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attraction between the enzyme and the silica surface (and inversely with electrostatic 
repulsion). In searching for ideal immobilization conditions changing the pH may 
increase the electrostatic attraction. Depending on the isoelectric point of the enzyme 
surface either modifying the silica support (pI ~ 2) or replacing it with either titania 
(pI ~ 5) or alumina (pI ~ 8) may be beneficial [86]. In studying the pH effect on 
immobilization and on the immobilized enzymes [87-89] questions about the pore 
environment were raised and later studied in paper VI.  
Here some of the common parameters studied in enzyme immobilization will be 
described. There is some term ambiguity in the field of enzyme immobilization as 
discussed in paper VIII that is not further elaborated on here. The adsorption 
isotherm describes the amount of a solute that adsorbs at a surface as a function of 
the solution concentration. The equilibrium amounts are determined for each fixed 
enzyme concentration while keeping the temperature constant. The adsorption 
isotherm can be used to determine how much of the enzyme can be immobilized into 
a given material. If a lower enzyme loading is desired this can be achieved by 
adjusting the enzyme concentration accordingly. By observing how the adsorbed 
amount develops over time one can determine the adsorption rate. This is useful to 
determine the amount of time needed for the immobilization process. The adsorbed 
amount is commonly estimated using indirect techniques which have poor time 
resolution. The use of direct monitoring of the adsorption in real-time could provide 
more detailed information required to test models of the immobilization process as 
discussed further in paper VIII and briefly in section 9. The effect on the enzyme 
activity by immobilization can be estimated by the immobilization efficiency. Here 
the specific activity of the immobilized enzyme is compared to the specific activity of 
free enzyme. An enhanced activity yields immobilization efficiency over 1 and 
lowered activity consequently a value below 1. 
In enzyme immobilization applications described above the amount of protein 
present has to be known for the design and evaluation of the systems. This is also 
applicable for monitoring of loading of and leakage from particles. See below for 
section 5.2 on standard protein assays. This issue is further discussed in terms of 
direct and indirect measurements in paper VII and in section 7.2.  
There are some techniques that have been employed to visualize the enzymes in 
the mesoporous particles. One setup is by using transmission electron microscopy on 
slices of the particles. The enzyme location is shown by immunogold staining i.e. 
colloidal gold particles visible in electron microscopy are attached to secondary 
antibodies binding to primary antibodies binding to the enzyme of interest [90]. 
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Fluorescence microscopy was used to show the immobilization of an immobilized 
protein [91] and the location of the immobilized protein. It has also been used to 
study two co-immobilized enzymes showing their respective location in the particles 
[92]. Fluorescence microscopy including an energy transfer setup between different 
fluorescent proteins that were co-immobilized using FRET (section 5.1.2) [93, 94] 
were used to illustrate the possibility of immobilization of different enzymes in the 
same pore. There are examples of images showing enzyme filling the entire volume 
of the particle as well as an increased concentration near the pore openings. Some 
further aspects on the pore filling will be discussed in section 7.3. 
15 
4 Photophysics 
Photophysics describes the physics of light, especially the interaction between 
light and matter. This chapter is divided in two sections concerning light and light-
matter interactions.  
4.1 Light properties 
Light is electromagnetic radiation, but not all electromagnetic radiation is 
generally referred to as light. Electromagnetic radiation comprises of high energy 
radiation such as gamma-rays and X-rays as well as low energy microwaves and radio 
waves. Between these in energy are the infrared, the visible light and the ultraviolet. 
Although visible light (400-700 nm) is the only light we can see by eye it is common 
to include also near-infrared (NIR), near and middle ultraviolet when discussing light 
in a spectroscopic perspective. The energy of light is described by equation 3 
 ܧ ൌ ݄݂ ൌ ݄ܿߥ෤ ൌ ݄ܿߣ  (3) 
where h the Planck constant, f is the frequency, ν˜ is the wavenumber, c is the speed of 
light in vacuum, and λ is the wavelength. These different measures are normally used 
by chemists and physicists to describe the energy of electromagnetic radiation and 
particularly light in different scientific disciplines. The units used are commonly cm-1 
for wavenumber, Hz for frequency and nm for wavelength. Throughout this thesis 
these measures will be applied more or less in the common use. Furthermore, to be 
able to describe the properties of light many physicists agree that it can be described 
both as waves and as particles (photons), the so called wave particle duality that also 
applies to all matter [95]. In this thesis the many of the light characteristics will be 
described as wave properties, while in some of the interaction events the photon 
notation will be used. 
The electromagnetic radiation is characterized by an electric field E and a 
magnetic field B that are oscillating orthogonal to each other and both perpendicular 
to the propagation direction. The radiation may be described as a transverse wave 
perpendicular to the propagation direction. The polarization of this wave is defined 
by the direction of the electric field of the wave, and accordingly, perpendicular to 
the propagation. The electric field vector E may be divided in two perpendicular 
components in an arbitrary coordinate system where the two components are 
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oriented along the x and y axis respectively with z indicating the direction of 
propagation. The two sinusoidal components may differ in both amplitude, and 
phase according to equation 4 [96]  
 ቐ
ܧ௫ ൌ ܽ௫ cosሺ݇ݖ െ ߱ݐሻ
ܧ௬ ൌ ܽ௬ cosሺ݇ݖ െ ߱ݐ ൅ ߜሻ
ܧ௭ ൌ 0
 (4) 
where a is the amplitude, k=2π/λ is the wave constant, ω=kc is the circular frequency 
and δ is the phase difference. The expression within the cosine brackets is called the 
phase. The wave is linearly polarized if the vectors are in phase or 180 degrees out of 
phase. In equation 4 this is represented with the phase difference being either zero or 
a multiple of ±π (i.e. δ=nπ and n=0, ±1, ±2 …). The projection on the xy plane with 
time will be produce straight line. Circular polarization is achieved when the two 
vectors first have equal amplitude second have the two vectors 90 degrees out of 
phase. The projection on the xy plane rotates with time either clockwise (right-
circularly polarized) or counter-clockwise (left-circularly polarized). In equation 4 the 
right-circularly polarized light is represented by δ=−π/2+2nπ and the left-circularly 
polarized light by δ=π/2+2nπ (in both cases n=±1, ±2 …). Any other phase 
difference will produce an elliptic xy projection. Natural light has a random 
polarization where the light is composed of all polarization states.  
4.2 Light – matter interaction events 
The light-matter interactions discussed in this part are interactions between light 
(as described above) and molecules or particles.  
4.2.1 Excitation 
Absorption is when the energy of a photon is taken up by matter; for visible 
light typically by an electron in a molecule. For this process to be possible the energy 
of the photon should match the energy gap to a higher electronic level of the 
electron. This condition is described in equation 5 and is known as the Bohr 
frequency condition [97].  
 Δܧ ൌ ݄ܿߣ  (5) 
The quantized electronic states of molecules as well as the transition between them 
can be illustrated by a Jablonski diagram [98] (Figure 5). For atoms this condition 
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Figure 5 Jablonski diagram showing electronic transitions in molecules. 
Radiative transitions are shown by solid vertical arrows while non-radiative 
transitions between electronic states are represented by horizontal solid 
arrows. Non-radiative lowering of energy by vibrational relaxation is 
represented by dashed arrows. Electronic states are shown by thick lines and 
vibrational sub-states by thinner lines.  
results in narrow absorption intervals, but for molecules the available vibrational 
energy levels provide possibilities for absorption of wider ranges of light by one 
transition dipole moment. The transition dipole moment is the electric dipole 
moment associated with the transition between two electron configurations in the 
molecule. It can be seen as a vector with a fixed position within the molecule. The 
transition moment dipole vector, μ, is described in equation 6 
 ࣆ࢏→ࢌ ൌ 〈ߖ௙|̂ߤ|ߖ௜〉 (6) 
where Ψ represents the wave functions of the initial and final stages, respectively, and 
μˆ is the electric dipole moment operator. The probability, P, of an absorption event 
to occur depends on the angle, θ, between the transition dipole moment and the 
electronic vector of the light (equation 7).  
 P ∝ หࣆ࢏→ࢌหଶ cosଶ θ (7) 
A molecular electronic singlet state has all electron spins paired. In a singlet excited 
state the spin of the excited electron is still paired with the lone ground state electron. 
In a triplet excited state the two electrons are no longer spin paired. The ground state 
is in most molecules a singlet state denoted S0. The singlet excited states are denoted 
Sn (n=1, 2, …) and correspondingly the triplet excited states Tn (n=1, 2, …). Almost 
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all excitation events occur between S0 and a higher singlet state Sn. These notations 
are used to show different electronic states in Figure 5.  
4.2.2 Relaxation of the excited state 
The excited state is fairly unstable and the molecule will eventually return to the 
ground state. The relaxation from the excited state may occur in steps either 
radiatively (light is emitted) or non-radiatively. There are several pathways for this 
relaxation shown in Figure 5. Starting with the main focus of this work; fluorescence 
is a radiative relaxation from Sn to S0. In general the relaxation is between S1 and S0 
regardless of which singlet excited state the molecule was excited to [99]. For any 
molecular bond, the individual atoms are confined to specific vibrational modes, in 
which the vibrational energy levels are quantized in a manner similar to electronic 
energies (thin lines in Figure 5). The energy difference between a S0 to S1 excitation 
and a S1 to S0 emission seen in fluorescence spectra is related to the vibrational 
energy levels of the molecule and the energy of solvent reorientation. After the 
fluorophore has been excited to higher vibrational levels of the first excited singlet 
state (S1), excess vibrational energy is rapidly lost to surrounding solvent molecules as 
the fluorophore relaxes to the lowest vibrational energy level of the excited state. 
This process is called vibrational relaxation and occurs on the picoseconds timescale. 
Since the electronic configuration of the excited state is different from the ground 
state the solvent dipoles reorient to minimize interaction energy. This solvent 
relaxation is somewhat slower and occurs over tens of picoseconds. This lower 
energy of the excited state causes the emitted light to have a longer wavelength than 
the excitation light and this is called the Stokes shift [100]. There is some ambiguity in 
the Stoke shift definition. On one hand the Stokes shift can be defined as the 
difference in energy between the lowest vibrational levels of the S1 at the excitation 
and of the solvent relaxed S1 (the 0-0 transition). On the other hand for practical 
purposes it may be more interesting to know the shift between the most probable 
excitation and emission seen as the peak to peak distance. Both these definitions are 
used and while the first one only contains information on solvent relaxation energy 
the latter includes also some vibrational relaxation energy [101].  
Internal conversion is the rapid non-radiative process where the excited states of 
the same multiplicity combine, i.e. singlets or triplets. This, together with vibrational 
relaxation populates the lowest vibrational state of the lowest excited electronic state. 
It is also possible to have internal conversion to the ground state resulting in a non-
radiative deactivation. Intersystem crossing is the non-radiative process involving a 
transition between electronic states of different multiplicity, i.e. singlet to triplet or vice 
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versa. When changing multiplicity one of the unpaired electrons reverses their spins. 
Phosphorescence is the radiative relaxation involving a change in multiplicity, 
commonly from T1 to S0. Processes including changes in multiplicity progresses on 
slower time scales than the other relaxation processes. 
While all of the above processes are intramolecular, there are also interactions 
with other molecules that affect the excitation and emission of a molecule. Such 
processes will reduce the emission and in that respect they are referred to as 
quenching. Quenching can be a static phenomenon where molecules interact and 
thereby affect the ground state. A static quencher lowers the emission intensity, but 
does not affect the fluorescence lifetime (see below). Dynamic quenching occurs 
through interaction of the excited molecule with another molecule. Depending on 
the mechanism the dynamic quenching could be separated into three categories. Two 
fluorophores, mainly aromatic hydrocarbons, can form an excited dimer, an excimer 
[102, 103]. The excited molecule forms an excited dimer together with a ground state 
molecule. This excimer undergoes deactivation similar to single molecule, but since 
the energy gaps are different the emission wavelength is affected. Two of the 
dynamic processes involve energy transfer from one molecule to another [104, 105]. 
In both cases excitation energy is transferred from the excited donor to the acceptor 
molecule. The result is an excited acceptor and a ground state donor. The two 
processes have different mechanisms and work over different length scales. Dexter 
energy transfer [104] is a short-range phenomenon that depends on the donor and 
acceptor molecular orbitals having a spatial overlap. This is required since the energy 
is transferred through an exchange of electrons; moving the high energy electron to 
the acceptor molecule in exchange for a lower energy electron. The close range 
needed for this mechanism has rendered the term collision quenching. Förster 
resonance energy transfer [105], FRET, can transfer energy non-radiatively from the 
donor to the acceptor over larger distances (several nanometres) than Dexter energy 
transfer. The efficiency of FRET is governed by the distance between the donor and 
the acceptor, the spectral overlap of the donor emission and the acceptor absorption, 
and also the relative orientation of the dipole moments of the donor emission and 
the acceptor absorption. These dynamical processes, especially FRET, have given rise 
to numerous spectroscopic techniques used widely.  
The emission efficiency of a fluorophore is described by the quantum yield, Φ. It 
is the ratio between the amount of photons emitted by a molecule through 
fluorescence and the amount of photons absorbed by the same molecule as defined 
in equation 8: 
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 Ф ൌ ݄ܲ݋ݐ݋݊ݏ ݁݉݅ݐݐ݄݁݀ܲ݋ݐ݋݊ݏ ܾܽݏ݋ݎܾ݁݀ ൌ
݇ி
∑ ݇௜௜  (8) 
where kF is the fluorescence rate constant and ki are rate constants for all processes 
in the transition from the excited state to the ground state, including kF. The 
partitioning between the relaxation processes, seen in Figure 5, might be affected by 
the solvent environment. A rigid environment is commonly fluorescence enhancing, 
i.e. a larger portion of the relaxation events will be emission of a photon. The average 
time in which a molecule occupies an excite state before it returns to the ground state 
is referred to as the fluorescence lifetime (equation 9). 
 ߬ ൌ 1∑ ݇௜௜  (9) 
This lifetime is inversely proportional to the sum of rate constants of the processes 
involved in the transition from the excited state to the ground state as seen in 
equation 9 (cf. the second equality in equation 8) 
4.2.3 Scattering of light 
Two general principles regarding light scattering apply. The energy of the 
scattered photon might be the same as the energy of the incoming photon. Such 
scattering is called elastic scattering and different models will be discussed below. 
When the scattered light has a different energy than the incoming light the scattering 
is referred to as inelastic. At ambient temperature inelastic scattering generally imply 
emission of lower energy light. This section will describe scattering of light as defined 
above, but both elastic and inelastic scattering processes occur for high energy 
radiation as well (x-rays and γ-rays) [106, 107].  
The theory for elastic light scattering by small particles in an ideal solution was 
derived by Lord Rayleigh [108] and is commonly referred to as Rayleigh theory. The 
particles should be much smaller than the wavelength (λ) of the light being scattered 
for the Rayleigh theory to be valid. The upper limit of the particle radius of gyration 
for scattering of visible light is 20-40 nm. A more complex model is required for 
scattering solutions with non-spherical particles or with particles that are larger than 
required for the Rayleigh theory to be valid. This problem was solved regarding 
spheres by Mie [109]. The probability of a scattering event can be described by the 
scattering cross-section. The scattering cross-section is different from the geometric 
cross-section of the particle and depends on the wavelength of the light, and the 
shape and size of the particle. In correlation the extinction coefficient for light 
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Figure 6 Jablonski diagram showing the energy levels of scattering. Electronic 
states are shown by thick lines and vibrational sub-states by thinner lines. The 
dashed line is the virtual energy level of the excited state. Radiative transitions 
are shown by solid vertical arrows. 
absorbance (equation 11) can be expressed as absorption cross-section. For small 
particles the scattering cross-section follows the Rayleigh theory and depends on 
wavelength as λ-4. As the particles becomes larger, approximately the size of the 
wavelength, the wavelength dependence of the scattering cross-section is weaker than 
λ-4. In the Jöbst approximation [110], where the cases of the particle being either 
smaller or larger than the wavelength is considered, the cross-section wavelength 
dependence approaches λ-2. For non-spherical particles the theories above do not 
hold, but the Rayleigh-Gans method [111, 112] considering additional shapes for 
particles can be applied. As an example the scattering cross-section for long thin rods 
varies with wavelength as λ-3. It is inferred that the wavelength dependence of light 
scattering by particles is in the range of inverse fourth power for small particles to 
inverse square for larger or more asymmetrical particles. Numerical calculations for 
ellipsoids were done and the exponent was found to be decimal values in this range 
[113] which also was seen experimentally for bacteria. 
The light causes the electron cloud of the particle to oscillate with the frequency 
of the incoming light. This oscillation results in a separation of charges called an 
induced dipole moment. In this process the photon is absorbed. For elastic scattering 
the energy is emitted as a photon of the same energy. This photon may leave the 
particle in any direction, although all directions may not be equally probable (larger 
particles Mie theory [109]). For inelastic scattering the emitted photon has a different 
energy than the incoming photon. The energy difference is characteristic for the 
material and corresponds to vibrational modes of the system. While there is strong 
particle size dependence in the elastic scattering cross-section, the inelastic scattering 
cross-section is small but independent of particle size and will be observed also for 
molecular solutions [114]. The inelastic scattering of visible light is called Raman 
scattering [115, 116] named after one of its discoverers. The energy levels and photon 
events in scattering is illustrated in a Jablonski diagram in Figure 6. If the final 
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vibrational state is more energetic than the initial state, then the emitted photon will 
have a longer wavelength than the incoming photon. This shift in wavelength is 
called a Stokes shift [100]. If the final vibrational state is less energetic than the initial 
state, then the emitted photon will be shifted to a shorter wavelength, an anti-Stokes 
shift. Anti-Stokes shift will only occur at elevated temperatures. 
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5 Analytical techniques 
5.1 Spectroscopic techniques 
5.1.1 Absorption spectroscopy 
Absorption spectroscopy is perhaps the most fundamental optic technique. A 
schematic image of a spectrophotometer for measuring absorption spectra is found 
in Figure 7.  
 
Figure 7 Schematic picture of a spectrophotometer and its components.  
Absorption spectroscopy measures the ability of a sample to absorb light energy of a 
given wavelength. The intensity of light decreases as it passes through the sample and 
interacts with the molecules. The light intensity measured after the sample (I) is 
related to the incident light (I0) by the wavelength dependent absorbance (A) in 
equation 10. 
 ܫ ൌ ܫ଴ ∙ 10ି஺ሺఒሻ (10) 
The absorbance of a sample depends on the concentration of absorbing 
molecules (c), the path length (l) through the sample according to the Beer-Lambert 
law (equation 11). 
 ܣሺߣሻ ൌ ߝሺߣሻ݈ܿ (11) 
The extinction coefficient, ε, is a molecular property describing the light absorbing 
ability of the substance. The absorbance of a mixture is the sum of the separate 
absorbances of all the absorbing components. It can be said that the absorbance 
signals are additive. As seen above the light may also be scattered by particles in the 
24 
sample. The attenuation (α) describes the complete loss of light intensity during the 
sample passage due to absorption (A) and scattering (S) and could be used in place of 
A in equation 10 for a complex sample. 
 ߙሺߣሻ ൌ ܣሺߣሻ ൅ ܵሺߣሻ (12) 
For a scattering sample studied in a regular spectrophotometer the loss of light will 
be shown as absorbance. Here the effect of scattering particles on the transmitted 
intensity (I) will be shown. In analogy with equation 10 the measured light intensity 
can be related to the incident light by a wavelength dependent expression. 
 ܫ ൌ ܫ଴ ∙ 10ିௌሺఒሻ (13) 
Light scattering is commonly denoted in the natural logarithm wile absorbance on the 
other hand uses the base 10 logarithm. The amplitude of light scattering, in analogy 
to equation 11, depends on the amount of particles in the sample (here described as a 
concentration, c), the light path travelled (l) and a wavelength dependent component 
(here denoted τ(λ)). 
 ܵሺߣሻ ൌ ߬ሺߣሻ݈ܿln 10  (14) 
In scattering theory the particle concentration is often referred to as the number of 
particles per unit volume. The concentration effect on scattering in absorption 
spectroscopy is illustrated in Figure 8A. 
In absorption spectroscopy in the regular UV-Vis range the scattering amplitude 
due to small particles (radius of gyration <40 nm) following the Rayleigh theory will 
be strongly wavelength dependent. A simplified expression is given in equation 15. 
 ܵሺߣሻ ൌ ݌ߣିସ (15) 
The parameter, p, is composed of several solvent and particle parameters as well as 
concentration and path length found in equation 14. This k can be treated as 
constant for any given sample. For larger particles not in the Rayleigh regime this 
equation can be generalized to equation 16 according to the discussion on light 
scattering above. 
 ܵሺߣሻ ൌ ݌ߣି௡ (16) 
The n describes particle properties and can have a value smaller than or equal to 4.  
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Figure 8 Scattering curves calculated from equations 14 and 16. A. Varying the 
concentration for a single particle size (n=2). The concentrations (a.u.) in 
equation 16 are set to 1 (solid), 1.5 (dashed), and 2 (dotted) respectively. B. 
Varying the particle size at constant concentration using n=4 (dash dotted), 
n=2 (solid), and n=1 (dash dot dotted). 
The influence of n on the scattering signal in absorption spectra are shown in Figure 
8B. Absorption spectra of samples that both absorb and scatter light consist of two 
components according to equation 12. If the light scattering component could be 
subtracted from the spectrum the absorbance part could be extracted. In this way 
techniques based on absorption spectroscopy could be used even for samples that 
contain light scattering particles. In order to extract the absorbance component of 
the signal the scattering part must be identified. The scattering is described by 
equation 16 but the two constants (p and n) must be determined for the sample. The 
necessary information for determining these constants can be found in a recorded 
spectrum of the particles. Light scattering is seen as a characteristic curve, where the 
amplitude increases exponentially with decreasing wavelength. For a purely scattering 
sample this curve could be fitted to an exponential function as in equation 16. A 
convenient method to identify the scattering component is to use a logarithmic 
representation of the data. In a log-log graph the scattering signal will appear as a 
straight line [117, 118] corresponding to equation 17, which is a logarithmic version 
of equation 16. 
 log ܵሺߣሻ ൌ log ݌ െ ݊ log ߣ (17) 
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Figure 9 Example of the absorption correction procedure applied. A. The 
absorbance signal of the particle sample (solid) is composed of light scattering 
(dashed) and protein absorbance (gray). B. In a double logarithmic plot the 
scattering (dashed) can be fitted to a straight line and subtracted, revealing the 
protein absorbance (A inset). The slope of the line depends on the size and 
shape of the particles. 
Data in this format can be fitted using linear regression where the slope and intercept 
of the line gives constants n and p respectively. 
When the sample also contains an absorbing compound the log-log 
representation will deviate from the straight line at wavelengths where this 
compound is absorbing. If a sufficient wavelength range can be found outside the 
absorbance range, the scattering could be determined in that range using the same 
procedure of linear regression and then extrapolated into the rest of the spectrum 
range. An example of this procedure is shown in Figure 9. The case where the 
absorbing molecules and the scattering particles interact will be discussed further 
below in this chapter. 
If the molecules in the sample absorb light of most wavelengths the procedure 
described above cannot be used to determine the light scattering component. 
However, there is nothing that prevents the scattering component to be subtracted 
once it is known. The only difficulty is to determine the shape of the scattering 
component. For a multitude of assays based on absorption spectroscopy the result is 
given by the absorbance at a single monitoring wavelength. For a given set of 
particles the n should be constant and the concentration is reflected by the p 
(equations 14 and 16). Two points on a scattering curve with a given n will always 
have a constant amplitude ratio. In paper X we developed a simple method to correct 
the absorbance at a single wavelength using the recorded attenuation where there 
should be no absorbance.  
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 ܣ௖௢௥௥௘௖௧௘ௗሺߣ௠௢௡௜௧௢௥ሻ ൌ ܣ௢௕௦௘௥௩௘ௗሺߣ௠௢௡௜௧௢௥ሻ െ ݇ܣ௢௕௦௘௥௩௘ௗሺߣ௡௢ ௔௕௦ሻ (18) 
In equation 18 the constant k is empirically determined for each type of scattering 
sample. 
One of the basic requisites for the Beer-Lambert law (equation 11) is that the 
absorbing molecules (chromophores) should be evenly distributed in the sample 
volume. In a sample where the chromophores are confined in particles the recorded 
absorbance (when corrected for light scattering, see above) will be lower than the 
corresponding absorbance of the same amount of chromophores in solution. In 
other words, measurements on absorbing suspensions yield lower absorbance signals 
than measurements on the corresponding solutions. This phenomenon is called 
absorption flattening, and this name will be explained below. The effect is perhaps 
easiest to grasp using a projection of the suspension on a plane perpendicular to the 
light path (similar to the detector area). If the suspension is dilute it will be obvious 
that there are areas in this projection that contain no particles. Light passing through 
these areas will reach the detector irrespective the amount of chromophores in the 
particles. In contrast to solutions there will always be light transmitted through a 
dilute suspension. It shall also be stated that the average absorbance of a suspension 
and a solution are the same, but the instrument will instead average the transmitted 
intensities while calculating the absorbance. This effect is more pronounced when the 
absorbance of the particles is high. The reduction of the recorded absorbance will be 
highest closest to the peaks of the absorbance spectrum. Hence, the spectrum of a 
suspension will appear flatter than the corresponding spectrum of a solution giving 
rise to the name, absorption flattening.  
Several models describing absorption flattening have been presented (see e.g. 
[119-121]). Recently Halling [122] made a simulation study exploring the different 
models. In his simulation work Halling identifies some key suspension parameters, all 
dimensionless. The parameters used to describe a suspension are the optical path 
length of the sample divided by the particle diameter (L), the volume fraction of 
particles (Φ), and the absorbance of each particle (Apart). The flattening coefficient 
(QA) is used to relate the absorbances of suspensions and solutions (equation 19). 
 ܣ௦௨௦௣௘௡௦௜௢௡ ൌ ܳ஺ ∙ ܣ௦௢௟௨௧௜௢௡ (19) 
Three models are identified and examined. In the first one presented by several 
studies [119, 123-126] the QA is found to depend only on Apart. In the second one 
[120], QA is found to depend on Apart, Φ, and L. The third model [121] finds QA to  
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Figure 10 Predicted QA values from model equations [119-121]. The different 
models are represented by solid [119], dashed [120], and dotted [121] lines 
respectively. Adapted from Figure 2 of [122]. 
depend on Apart, Φ, and L as well as path length, wavelength and particle 
concentration. The QA dependences on Apart for the three models are illustrated in 
Figure 10. In Halling’s study it is found that the first model agrees well with 
simulations for low Φ. The second model is better for higher Φ, but fails at low Apart. 
The third model yields similar values as model one in the low Apart range before it 
fails at higher values. 
5.1.2 Fluorescence spectroscopy 
Fluorescence spectroscopy is generally considered to be more sensitive than 
absorption spectroscopy. A schematic image of a fluorimeter used for fluorescence 
spectroscopy is shown in Figure 11. An emission spectrum is generated by 
illuminating the sample at a constant wavelength and recording the intensity as a 
function of the emitted wavelength. For an excitation spectrum the emission intensity 
at a constant wavelength is recorded while the excitation wavelength is varied. There 
are a wide range of assays based on fluorescence exploiting a number of observable 
properties such as emission intensity, wavelength shifts, or fluorescence lifetime (see 
equation 9) that can be correlated to the system property of interest. By monitoring 
emission over time the kinetics of a process can be followed.  
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Figure 11 Schematic illustration of the components of a fluorimeter. 
When the sample is excited by linearly polarized light an average oriented excited 
population is generated. If the excited fluorescent molecules, fluorophores, are not 
allowed to move until they emit their energy the emission will be polarized as well. 
This property is called fundamental anisotropy, r0 [127], and depends on the angle 
between the absorption and emission transition dipoles, β, as seen in equation 20. 
 ݎ଴ ൌ 25ቆ
3 cosଶ ߚ െ 1
2 ቇ 
(20) 
The intrinsic anisotropy is measured in the same way as the anisotropy, r, as 
described below. If the fluorophores are free to move they will rotate during the 
excited state lifetime and be less oriented when emitting. The anisotropy will then 
further depend on the relation between the lifetime, τ, and the rotational time 
constant, ϕ, according to equation 21. The anisotropy is calculated (equation 21) 
from the intensities recorded with the emission polarizer arranged vertically (I∥) and 
horizontally (I٣) [128], when the sample is excited with vertically polarized light. 
 ݎ ൌ ܫ∥ െ ୄܫܫ∥ ൅ 2ୄܫ ൌ
ݎ଴
1 ൅ ߬ ߶⁄  (21) 
As described above (section 4.2.2) energy can be transferred from an excited 
donor molecule to an acceptor molecule over a distance by FRET [105]. The 
efficiency of FRET depends (not exclusively) on the spectral overlap of the involved 
electronic states and the distance between the molecules. The strong (sixth order) 
distance dependence in FRET has come to be used to indicate molecular proximity 
and also to measure inter- and intramolecular distances, the so called spectroscopic 
ruler [129]. 
30 
In an emission spectrum (similar for excitation) there may be signals that do not 
originate in fluorescence, but in different scattering events (see chapter 4.2.3). Elastic 
scattering by particles in the sample will be seen as an intense peak centred on the 
excitation wavelength. This phenomenon is sometimes called excitation bleed-
through. Generally this intense radiation may be harmful for the detector and is 
avoided by starting the emission scan at longer wavelengths. Inelastic scattering 
(Raman) is seen as narrow peaks at characteristic distances from the excitation 
wavenumber, corresponding to a characteristic energy. As an example, the Raman 
peak of pure water is red shifted (i.e. to lower energy) by 3380 cm-1 relative to the 
excitation light. When translated to wavelength the size of this red shift becomes 
wavelength dependent (cf. equation 3), e.g. it is 29 nm for excitation at 280 nm and 96 
nm at 488 nm.  
5.1.3 Linear dichroism 
Linear dichroism (LD) is a spectroscopy technique using polarized light. The LD 
is defined as the difference in absorption between light linearly polarized parallel (A∥) 
and perpendicular (A⊥) to an orientation axis[130]. 
 ܮܦ ൌ ܣ∥ െ ܣୄ (22) 
In a randomly oriented sample, absorption of linearly polarized light will be the same 
regardless of the polarizing direction and consequently the LD will be zero. The 
occurrence of a non-zero LD can be used to confirm induced orientation e.g. binding 
of a small chromophore to oriented DNA. The sign of the LD signal tells whether 
the absorbing transition moment dipole (see equation 7) is arranged mainly parallel 
(positive) or perpendicular (negative) to the orientation axis. Orientation can be 
introduced to an isotropic sample either by e.g. Couette flow [131, 132] or by 
application of an electric field [133, 134]. LD can also be studied in permanently 
aligned samples such as stretched polymer films [135] and the stacked bilayers of a 
lamellar liquid crystal [136]. In this work LD was used with flow orientation in paper 
V while the liquid crystal stacked bilayers were used in III, IV and V. 
The reduced linear dichroism, LDr, is the LD normalized with the isotropic 
absorption (equation 23). In a sample with uniaxial orientation where the transition 
moments are at an angle α relative to a molecular reference axis the LDr can be 
described as in equation 23 (right equality). The S is the orientation factor that 
describes the orientation of the molecular reference axis versus the macroscopic 
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orientation axis. The orientation factor is 1 for perfect orientation and 0 for isotropic 
samples.  
 ܮܦ௥ ൌ ܮܦܣ௜௦௢ ൌ 3ܵ
ሺ3 cosଶ ߙ െ 1ሻ
2  
(23) 
Deformation of a spherical vesicle in shear flow forms an ellipsoid with the 
major axis at a small angle relative to the flow direction [137-139]. The defining axis 
for bilayer binding chromophores is the membrane normal. If this system is 
considered to be a biaxial system[140] the LDr can be described by equation 24 [141]. 
ܮܦ௥ ൌ 3ܵ ሺ3 cos
ଶ ߙ െ 1ሻ
2 ∙
ሺ3〈cosଶ ߚ〉 െ 1ሻ
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3
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The angle between the normal and the long axis of the deformed vesicle, β, can be 
considered perpendicular to the ellipsoid long axis. This is an idealised geometry that 
is useful in interpreting binding angles to the vesicles. Any deviations from an 
infinitely long vesicle with its major axis in the flow direction are condensed in the 
orientation factor S. The S is commonly determined by analysing an LD signal from a 
transition moment dipole with a known angle relative to the molecular axis such as 
the nucleobases in DNA [142] or a reference dye in vesicles [143]. For shear flow 
orientation it has recently been developed a method to calculate the S from molecular 
geometry and flow data [144]. 
For permanently aligned samples, such as a liquid crystal, Aiso cannot be directly 
measured. It can however, be obtained by correcting the absorbance A measured for 
the oriented sample for the lack of sample isotropy.  
 ܮܦ௥ ൌ ܮܦܣ௜௦௢ ൌ
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In the resulting equation 25 for LDr [145] the LD measured at an angle is 
extrapolated to a grazing angle, ω, perpendicular to the bilayer normal.  
5.2 Standard protein assays 
A common but not trivial question in biochemistry is how much protein there is 
in a sample and how to best find that out. This is also a key property in several of the 
studies in this thesis. There are many methods available for the determination of 
protein concentration in a solution. Here some of the most common analytical 
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methods and the mechanism they are based on are presented. The choice of method 
can be based on five major criteria: the amount of protein available, the 
concentration of the sample, the presence of any interfering chemicals in the sample, 
the specificity of the assay, and the ease and reliability of the assay [146]. The 
different assays presented here are based either on the light absorbing properties of 
the proteins themselves or on staining of the proteins by an extrinsic dye.  
5.2.1 Intrinsic protein absorbance assays 
The aromatic amino acid residues, tryptophan and tyrosine, and the peptide 
bonds in proteins absorb UV light. Although proteins may have very different 
composition the protein absorption spectrum is characteristic with two maxima, at 
280 nm (aromatic residues) [147], and at approximately 200 nm (peptide bonds) 
[148]. Two separate methods for protein concentration determination have been 
developed based on the knowledge of the protein absorption properties. The first 
method is based on the peptide bond absorbance and is commonly measured at 205 
nm. There are a large number of peptide bonds in any protein, hence; this is a highly 
sensitive absorption range. The absorption properties of the peptide bond is very 
consistent and changes only slightly for peptides of different sizes [149]. The main 
drawback of determining protein concentration by the peptide bond absorbance is 
that many other chemicals used in protein solutions also absorb in this wavelength 
range. Such chemicals may contain double bonds between carbon and oxygen or 
between two carbons absorbing light in this wavelength range. To achieve reliable 
measurements at 205 nm the buffers must be chosen carefully and the protein 
solutions should be free of such chemicals that may have been used in protein 
purification.  
The second method using the protein absorbance for determining the protein 
concentration is based on the aromatic amino acid absorbance. The trouble with 
absorption by buffer components is reduced by using that the aromatic amino acid 
residues in the proteins absorb light around 280 nm. Generally the absorption is 
measured on 280 nm and the concentration is calculated using equation 11. The 
extinction coefficient of each protein depends on the amino acid composition. Using 
a solution of known concentration the extinction coefficient could be experimentally 
determined for this protein. Otherwise it could be calculated from the amino acid 
composition data of the protein of interest [150, 151]. There are general values of the 
extinction coefficient for estimating total protein content in a crude mixture [151]. 
The method of protein concentration determination at 280 nm has a drawback in the 
interference by contaminating nucleic acids that may be present in many biological 
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samples. Nucleic acids have a strong absorbance at 260 nm that may disturb the 
protein measurements. There is however a technique to determine the 
protein/nucleic acid ratio and in that way correct for the nucleic acid contamination 
[152]. 
One general benefit of ultraviolet light absorption methods is that they can be 
performed directly on the sample without addition of any reagents. This entails that 
they are very rapid and also that they are non-consuming, i.e. that the sample can be 
used for other analyses after the concentration measurement. On the negative side is 
the protein extinction variability at 280 nm and the sensitivity to interfering 
compounds that causes a need for pure samples. 
5.2.2 Extrinsic absorbance assays 
Two of the most common analytical methods used in biochemistry are 
colorimetric assays for protein concentration [153, 154]. These assays are based on a 
colour shift of an extrinsic molecule in presence of proteins. Here some colorimetric 
assays will be described; starting with the most commonly used one. In 1922 the use 
of the Folin phenol reagent [155] was proposed for measurement of proteins [156]. 
This method was not widely used until the protocol established by Lowry et al. in 
1951 [153], giving the assay its common name. Although very commonly used, the 
mechanism of the reaction is not well understood. However, in short it combines 
reaction of copper ions with the peptide bonds under alkaline conditions with 
oxidation of aromatic amino acid residues by reduction of the Folin reagent [157]. A 
cupper complex that absorbs red light is formed causing the solution colour to 
become blue. The concentration of proteins is calculated from the concentration of 
the coloured complex that is measured by the absorption at 750 nm. A modified 
assay replacing the Folin phenol reagent by bicinchoninic acid (BCA) [158] was later 
introduced. This assay that measures the absorption of a complex of cupper and 
BCA at 562 nm is easier to perform and is becoming increasingly popular. 
The second type of colourimetric uses colour shifts in a dye to determine the 
protein concentration. The textile dye Coomassie brilliant blue G-250 (CB) (Figure 
12) was found to have both pH and protein binding sensitive [159] spectroscopic 
properties. Both these properties were used in designing the Bradford assay [154] for 
protein concentration determination. In acidic solution CB is red but when binding 
to proteins it turns blue. The absorption is measured at 595 nm and the protein 
concentration is related to the absorption increase. The mechanism of CB binding to 
proteins and the change in colour is not fully understood (see [160] for a study on the 
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Figure 12 The protein binding dye Coomassie Brilliant Blue G-250 of the 
Bradford assay [154]. 
coloured forms of CB) but electrostatic binding mainly to the charged amino acid 
residues lysine and arginine [161, 162] is suggested. The details are debated and 
recently an assay based on an additional binding mode was presented [163]. Some 
properties of CB and the Bradford assay are discussed in papers XXI and XI outside 
this thesis. For all the colorimetric assays, the main drawback is the difference in 
colour yield for different proteins. The colour increase with protein concentration is 
only linear for a restricted interval; a drawback that all colorimetric methods suffer 
from. 
5.2.3 Extrinsic fluorescence assays 
In the last twenty years or so there has been a development of protein 
concentration determination assays based on fluorescence spectroscopy. In 
comparison, the fluorescence based methods have a higher sensitivity than the 
absorbance based ones commonly used. There has not yet been established any assay 
that is as commonly used as the older colourimetric assays. The different 
fluorescence assays use dyes of different kinds. Some of the commercially available 
assay are based on the protein binding properties of a merocyanine [164] 
(NanoOrange), styryl dyes [165] (Sypro red and orange), and ruthenium complexes 
[166, 167] (Sypro ruby), that all bind non-covalently or to surfactants covering the 
proteins. Another approach is to use dyes that react with free amines on the protein 
forming covalent attachments. Such dyes are for example CBQCA [168] and the 
naturally occurring dye epicocconone [169] that both changes spectroscopic 
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properties upon binding [170, 171]. The protein binding properties of epicocconone 
is further discussed in paper VII and below. 
5.3 Electrophoresis 
Electrophoresis is the motion of charged molecules or particles under the 
influence of an electric field. For electrophoresis in solution there are no barriers to 
molecular motion. A charged particle in an electric field will experience an 
accelerating electrical force, Fel. This accelerating force will depend on the charge of 
the particle, Q, and the strength of the electric field, E (equation 26). The particle will 
also experience a frictional force, Ffr, directed in the opposite direction to the 
electrical force. This frictional force depends on the translational frictional 
coefficient, ft, and the particle velocity, v (equation 26).  
 ൜ܨ௘௟ ൌ ܳܧܨ௙௥ ൌ െ ௧݂ݒ 
(26) 
The particle will reach a steady state velocity where the accelerating and retarding 
forces are equal. The electrophoretic mobility, μ, is defined as the velocity per unit 
field (equation 27).  
 ߤ ≡ ݒܧ ൌ
ܳ
௧݂
 (27) 
In principle, all charged objects can be separated by electrophoresis. The most 
common analytes are duplex DNA [172] and proteins, either native in a pH gradient 
to determine pI (isoelectric focusing) [173] or denatured by the surfactant SDS 
(Sodium dodecyl sulphate) to determine size [174].  
The DNA mobility in solution is independent of size above 400 base pairs [175]. 
In order to separate larger molecules, obstacles introduce size discriminating effects. 
This is achieved by performing the separation in hydrogels. In equation 27 this is 
represented by an increased friction from steric hindrance and collisions with the gel 
matrix. A large number of different hydrophilic gels have been employed for gel 
electrophoresis. The most commonly used are cross-linked polyacrylamide and 
agarose [172]. Because of their physical properties they are commonly used in 
different setups where the combinations of gel material and analytes have become 
standard. Polyacrylamide is used in thin gels, vertically between glass plates while 
agarose gels are thicker and submerged horizontally in buffer. In principle all 
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combinations are possible and many have been used e.g. horizontal slab 
polyacrylamide [176] and vertical SDS agarose [177].  
For electrophoresis of amphiphilic biomolecules, both transmembrane proteins 
and proteins more loosely attached to membranes some special precautions have to 
be considered. First, the membrane proteins have to be extracted from the lipid 
membrane. This can be achieved by the use of surfactants [178]. Ionic surfactants are 
can be used to extract membrane proteins from their lipid environment. However, 
the use of ionic surfactants may result in denaturing of the analyzed proteins. Non-
ionic detergents are milder and native membrane proteins may be solubilised for 
analysis. In both classes of surfactants a longer hydrophobic tail results in a milder 
solubilisation [179]. It seems that co-extraction of lipids may help the membrane 
proteins remain native. Second, the membrane proteins have to be kept solubilised 
during the experiment to prevent aggregation in the hydrophilic environment of the 
gel. There are protocols available both for native and denaturing electrophoresis 
experiments. In general, the optimal choice of surfactants for a given membrane 
protein is empirical [180]. There are guidelines for surfactant choice available, but 
optimization may be needed for all membrane proteins [179]. 
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6 Applications of liquid crystals 
In this chapter the most important results and conclusions in the amended 
papers I-V regarding my work with lyotropic lamellar crystals will be summarized and 
discussed. Some relevant unpublished results will also be presented. 
6.1 Electrophoretic migration in a cubic phase 
The results in this section are from papers I and II. 
Electrophoretic separation of hydrophilic biomolecules based on e.g. size and 
isoelectric point is established as a technique with a wide usage (section 5.3). For 
amphiphilic biomolecules, especially transmembrane proteins, surfactant 
solubilisation approaches are used. There is no general protocol for solubilisation and 
the surfactants tend to affect the migrative velocity [181, 182]. With this in mind the 
diamond cubic phase (Figure 4) of monoolein and water was examined as a matrix 
for electrophoresis. This bicontinuous phase of curved bilayers contains a network of 
water-filled pores with a diameter of about 5 nm [19]. The monoolein bilayer is 
known to be able to incorporate transmembrane proteins for crystallization purposes. 
An especially attractive property of the monoolein-water system is that the cubic 
phase is stable in excess water [44, 183]. This allows for use of standard 
electrophoresis equipment with buffer reservoirs next to the electrodes. The 
monoolein bilayer is non-charged and ideally continuous over macroscopic distances. 
The diamond symmetry of the phase gives two networks of four-way water junctions 
with the pores meeting at an angle of 109.5° separated by one bilayer.  
The electrophoresis separation matrix was prepared by first pouring melted 
monoolein in an electrophoresis tray. The tray was kept at 8 °C to form a solid 
monoolein cake. This was then submerged in the electrophoresis buffer and swollen 
at 37 °C for approximately 5 day until the monoolein was fully hydrated. The 
resulting phase was transparent, isotropic, and paste like and therefore assumed to be 
the diamond cubic phase. Probably due to inhomogeneities in the solid monoolein 
cake, the slab of cubic phase was uneven in thickness. An even surface was created 
by shearing off excess cubic paste with a spatula since an evenly thick gel is important 
for electrophoresis, forming a homogenous electric field. Due to impurities in the 
monoolein, probably oleic acid formed by hydrolysis, the electrophoresis experiments 
were done at low pH (4 and 5.6, respectively). At higher pH the cubic phase was 
affected and there was foaming at the ends of the monoolein slab. In a more recent  
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Figure 13 Membrane probes A. DiO-C18 B. DiI-C18-(5)-Ds C. 
[Ru(phen)2Me2dppz]2+ 
review a wide range of amphiphiles that can form lyotropic liquid crystals in excess 
solvent are presented [184] perhaps opening a solution to this problem. 
Short oligonucleotides and amphiphilic membrane probes (Figure 13) were used 
to study the electrophoretic properties of the cubic phase. The size of the 
oligonucleotides was similar to the water soluble part of a transmembrane protein. 
Both oligonucleotides and membrane probes were seen to migrate in the electric 
field. The velocity was constant with time and thereby the migrated distance, 
supporting the hypothesis of a homogenous cubic phase over mm distances. We 
found that the velocity was independent of analyte concentration both for migration 
in the water channels and in the bilayer membrane. This indicates that the origin of 
the retarding friction (equation 26) was interactions either between the 
oligonucleotide and the curved bilayer or between the membrane probe and the 
monoolein and not by e.g. interactions between oligonucleotides.  
The velocity of both oligonucleotides and membrane probes were found to 
increase linearly with increasing field strength, i.e. the electrophoretic mobility 
(equation 27) is constant. The only exception is the fairly long and flexible 25-mer 
single stranded oligonucleotide, where the mobility increases with the field strength. 
This is likely due to perturbation of the oligonucleotide configuration by adaption to 
the shape of the water channel structure. The membrane probes most likely are 
inserted in the monoolein bilayer both during diffusion and during electrophoretic 
migration.  
A B
C
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Table 2 Electrophoretic mobility in monoolein-water diamond cubic phase. 
Probe 12-mer 
single1 
12-mer 
double1
25-mer 
hairpin1
25-mer 
double1
DiI2 DiO2 [Ru(phen)2-
Me2dppz]2+ 
2 
Mobility 
(10-6 cm2V-1s-1) 
6.1 2.4 3.2 0.83 2.5 1.8 3.9 
1 Data from paper I. 2 Data from paper II. 
Both hydrophilic and amphiphilic analytes move as distinct zones in the cubic 
phase. The zone length (in the direction of the field) for oligonucleotides was found 
to increase linearly with time during electrophoresis. By changing the electric field 
strength it was concluded that the zone lengthening rather depends on the length 
migrated. This confirms the hypothesis that the zone lengthening is caused by a 
dispersion of the molecules induced by collisions with the monoolein bilayer 
network. The zone width (perpendicular to the field) increases by diffusion 
independent of the electrophoretic migration. The diffusion was systematically 
studied for a range of membrane probes. The size of the hydrophilic part of the 
membrane probes was more important for the friction than the size of the 
hydrophobic part. The slow migration of the membrane probes supports the 
hypothesis of them being inserted in the bilayer during electrophoresis.  
In order to achieve electrophoretic separation the mobility of different samples 
must be different. The membrane bound probes have mobility values in the same 
range as the oligonucleotides examined (Table 2). For the water soluble 
oligonucleotides the mobility depends both on molecular weight and conformation. 
A flexible single stranded oligonucleotide migrates faster than the rigid double 
stranded.  
6.2 Orientation of short oligonucleotides 
The results in this section are based on paper III (the sodium octanoate-decanol-water system) 
and some unpublished observations (the AOT-water system) [185]. 
DNA interactions with cationic surfactants and cationic bilayers have been 
studied mainly as non-viral carriers of DNA for gene therapy purposes [186-188]. 
The DNA and surfactants can form ordered complexes upon mixing. There are 
examples of lamellar [186] and inverted hexagonal [188] symmetry of these 
complexes. Here the DNA is a central part of the lyotropic liquid crystal formation. 
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Without the DNA the lipids are forming liposomes. When binding to cationic 
bilayers the DNA molecules are confined to move in two dimensions only [189]. The 
nucleobases may become embedded in the apolar region of the membrane [190], 
causing reduction of the nucleic acid base-pairing capability. Less is known about the 
interactions between nucleic acids and membranes with net negative charge, such as 
the cell membrane. In one study DNA does not adsorb to negatively charged 
surfaces, unless the DNA net charge is reduced by cationic surfactants [191]. Even 
binding to a zwitterionic bilayer without the aid of cationic lipids or divalent cations 
is very weak [192]. In this thesis the behaviour of oligonucleotides together with 
bound dye molecules is discussed in section 6.3.  
The lyotropic liquid crystalline phases used to study the oligonucleotide 
orientation were both lamellar. The major part of the results was obtained using the 
lamellar phase of the ternary system of sodium octanoate, decanol and water [193]. 
The phase diagram [194] shows a large region where this system forms a lamellar 
structure. Depending on the composition, the bilayer charge and the water domain 
thickness are different. In this study the bilayer composition and charge was kept 
constant at a 24/76 ratio between octanoate and decanol. The thickness of the water 
domain, dw, was varied between 5 and 7 nm using equation 28 [194], where WA is the 
weight fraction amphiphilic matter and the constant k = 2.32 nm was determined 
from experimental data [195]. 
 ݀௪ ൌ ݇஺ܹ 
(28) 
A larger range can be achieved according to the phase diagram but was not used. For 
the aerosol OT (AOT) and water system [196] the phase diagram is dominated by the 
lamellar phase and a large range of dw could be prepared. AOT bilayer surface charge 
is −1 for each molecule or −1/2 per lipid tail. Both systems were previously used to 
orient dyes for linear dichroism [136]. 
The lamellar bilayer formation was confirmed with membrane probe dyes both 
by themselves (section 6.3.1) and in presence of the oligonucleotides. The liquid 
crystals had a macroscopic orientation with the bilayer normal perpendicular to the 
supporting quartz surfaces used for the spectroscopic studies. The oligonucleotides 
were found to be restricted to move in the plane of the water domain, perpendicular 
to the bilayer normal. No macroscopic order within this plane was found as the 
samples appeared isotropic when studied at a grazing angle of 90°, i.e. parallel to the 
bilayer normal. Single stranded samples do not become oriented by insertion in the 
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lamellar phase. The double stranded oligonucleotide remains a duplex in the liquid 
crystalline environment. This was concluded since a denatured helix would not 
exhibit any LD signal, just as the single stranded sample. The secondary structure of 
the double helix was determined, by the shape of the LDr spectrum, to be B-form 
[142], and could then be modelled as a rod with a diameter of 2 nm and a length of 
8.5 nm. The length was longer than the water domain thickness making end-over 
tumbling unlikely. With increasing water content and thereby increasing distance 
between the parallel bilayers the degree of orientation decreased as seen in the LDr 
signal. This was explained mainly by that the oligonucleotide freedom to move in the 
out-of-plane dimension increased as the water domain thickness increased. The 
overall orientation of the bilayers simultaneously decreased, but to a lower degree due 
to higher bilayer flexibility.  
The induced orientation makes the oligonucleotides suitable for linear dichroism 
(section 5.1.3) studies This provides a possibility to study the geometry of DNA-dye 
interactions in a lipid rich environment and also provides a possibility to study 
interactions with designed DNA sequences in addition to a parallel study in the same 
lab [197, 198]. Common flow orientation in a Couette cell is restricted to longer 
DNA fragments [199] (~1000 base pairs) than the current practical limit of solid state 
DNA synthesis (~150 base pairs). 
It is likely that the confining forces include long range electrostatic repulsion 
between the DNA and the anionic membrane as a significant part together with the 
steric confinement. Paper III does not address this question since the membrane 
surface charge density was kept constant. Further, the electrostatic effects are 
expected to be strongly shielded since the sodium ions of the octanoate, in addition 
to the sodium ions from the buffer, give rise to an average cation concentration of 
about 0.7 - 0.9 M in the water layers. The Debye screening length at such high 
monovalent salt concentration is small (0.3 nm) compared to the water layer 
thickness (5-7 nm) and the DNA diameter assumed (2 nm). Despite the fact that 
both the bilayer and the DNA are subject to strong counter-ion cloud screening, 
long-range electrostatic repulsion can be expected to have a significant ordering 
effect; however, systematic studies are difficult since with increased DNA lengths the 
steric confinement will dominate. 
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6.3 Dye – bilayer interaction 
The results in this section are based on papers II, III, IV, and V as well as some unpublished 
observations [200]. 
6.3.1 Position and orientation of dyes 
Orientation of dyes interacting with bilayers has been used for different 
purposes in this thesis work. In paper III the behaviour of DNA-dye interactions in a 
bilayer rich environment was studied. In paper IV the internal orientation of two 
transition moment dipoles in a membrane anchored dye was determined and in paper 
V the behaviour of three voltage sensitive dyes [201] was examined.  
Small guest molecules such as dyes can interact with a bilayer in three distinct 
positions shown in Figure 14. The different positions are: A. Bound to the surface 
enhanced by electrostatic interactions, B. Inserted in the membrane parallel to the 
hydrophobic chains, and C. Solubilised in the bilayer centre. LD studies can help 
distinguish between directions parallel and perpendicular to the bilayer normal, i.e. 
between the A/C and the B positions. To distinguish between A and C additional 
information about the molecular hydrophilicity and hydrophobicity as well as spectral 
properties (section 6.3.2) in solvents resembling the different parts of the bilayer 
[202] is needed. In general the molecules interacting in the A position are charged 
(ehtidium bromide, rhodamine 6G) or polar (acridine orange, thioflavin T) without a 
strong amphiphilic character. The molecules found to insert in the bilayer according 
to B are amphiphilic with clear separation between the charged/polar and the apolar 
parts of the molecules (retinoic acid, orange II). Apolar molecules (β-carotene [136]) 
can be solubilised in the bilayer centre in the C position.  
 
Figure 14 Schematic membrane probe orientations. A. Surface bound B. 
Inserted in the bilayer C. Bilayer centred. 
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Figure 15 Membrane probes A.di4-ANEPPS B. di8-ANEPPS C. RH-421 D. 
Retinoic acid 
Calculating the binding angle α (equations 23 and 24) requires the orientation 
factor S to be determined by a reference signal with a known binding angle to the 
bilayer normal. For liposomes (equation 24) retinoic acid is the benchmark molecule 
for orientation in this lab. Retinoic acid has been assigned α=0° [143] and is used as a 
common reference. In paper V this was used to determine the insertion angle of 
three voltage sensitive dye molecules (Figure 15) in 4:1 DOPC-DOPG liposomes. 
We hypothesised that a strong alignment with the membrane normal should make 
the voltage sensitive dyes better suited to sense variations in the membrane potential. 
Using retinoic acid as the standard, the binding angles were determined for di4-
ANEPPS, di8-ANEPPS, and RH-421 (Table 3). The results show, perhaps somewhat 
counterintuitive, that the shorter di4-ANEPPS is more aligned than the longer di8-
ANEPPS. The lipid chains are more oriented parallel to the bilayer normal close to 
the bilayer surfaces and less oriented in the bilayer centre [203]. This bilayer property 
may be the cause of the higher orientation for the shorter molecule. In lamellar liquid 
crystals of sodium octanoate, decanol and water the three voltage sensitive dyes all 
are aligned stronger than the proposed reference retinoic acid. Therefore, no binding 
angles were calculated for this system. It shall be noted that the alignment was 
different between the two systems. In liposomes the orientation order is retinoic acid 
> di4-ANEPPS > di8-ANEPPS > RH-421 and in the lamellar liquid crystal it is di4-
ANEPPS > di8-ANEPPS > RH-421 > retinoic acid. The surface charge is negative 
in both cases but lower for liposomes and the head groups are larger in the liposomes  
Table 3 Apparent binding angles of the transition dipole moments of the 
probes in liposomes 
Probe di4-ANEPPS di8-ANEPPS RH-421 
αapparent1 14° ± 4° 18° ± 4° 21° ± 4° 
Using retinoic acid as a reference. 1 Data from paper V 
A
B
C
D
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Figure 16 Left: Schematic position of ATOTA in a lipid bilayer with the 
orientation of the major transition dipole moments.  Right: Linear dichroism 
and absorption measured on the oriented ATOTA in the lipid bilayer. Data are 
from paper IV. 
compared to the lamellar liquid crystal bilayers. The bilayer thickness is approximately 
2.5 nm for the liquid crystal system and between 4 and 5 nm for the DOPC-DOPG 
liposomes. The oriented dyes may be dimers since two different dimer models for the 
voltage sensitive dyes were suggested based on spectral data (section 6.3.2). 
In paper IV the liquid crystal bilayer system was used to determine the relative 
orientation of two transition moment dipoles in the same dye, an ATOTA+ 
derivative (2-didecylamino-6,10-bis(dimethylamino)-4,8,12-trioxatriangulenium). In 
dyes with high symmetry such as triphenylmethanes (e.g. Coomassie blue, crystal 
violet, and rhodamine 6G) the S1-state (section 4.2.1) may be degenerate [204]. If the 
charged dye and its counterion come into close proximity, the electric field of the 
anion will split the degenerate S1-state resulting in two absorption peaks. Three 
distinct interaction states of the ATOTA+ dye and its PF6 counterion were found in 
solvents of different polarity [205]. In polar solvents the dye was well separated from 
its anion and displayed a single absorption band from the degenerate transition. In 
apolar but polarisable solvents an ion pair was formed displaying two clear 
absorption peaks caused by symmetry breaking. In apolar and non-polarisable 
solvents, a dimer of ion pairs was formed. In our experiments the ATOTA+ ion 
inserted in the bilayer (Figure 16) and this caused the absorption to split in two peaks. 
The two absorption peaks gave rise to one negative and one positive LD-peak 
(Figure 16). The red-shifted peak was mainly oriented perpendicular and the blue-
shifted peak parallel to the bilayer normal. By introducing a molecular coordinate 
system where the red-shifted α (equation 25) was 90° the orientation factor was 
determined. By using this orientation factor the angle for the blue-shifted α was 
determined to be 15°. This was close enough to the predicted value of 0° to state that 
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Figure 17 Left: Pyrene structure with transition moment dipole orientations. 
Right: Linear dichroism spectra recorded at grazing angles 60° (solid) and 90° 
(dashed) respectively, with the corresponding transition moment dipoles 
indicated. Data are from paper III. 
the two transition dipole moments were orthogonal within experimental error. This 
provided experimental support to the quantum mechanical calculations of the peak 
splitting in paper IV. 
In paper III the membrane probe pyrene [206] was used in the lamellar liquid 
crystal formed by sodium octanoate, decanol and water. The pyrene molecule 
inserted itself into the lipid bilayer with its long axis oriented parallel to the bilayer 
normal and the short in-plane axis perpendicular to the normal [206, 207]. The 
pyrene absorption contains three major bands, either with the transition moment 
dipoles oriented along the molecular long axis (the La (335 nm) and Ba (240 nm) 
peaks) or oriented along the short in-plane axis (the Bb (272 nm) peak) [208, 209] as 
shown in Figure 17. The sample appeared isotropic when observed at a 90° grazing 
angle. When the same sample was observed at a 60° grazing angle positive LD was 
observed at the wavelengths corresponding to the long axis transition moment 
dipoles (La and Ba) while the short axis transition (Bb) exhibited a negative LD-peak 
(Figure 17). This alternating pattern of LD signs corresponded to a pyrene 
orientation with the long axis parallel with the hydrophobic chains of the lipids in the 
bilayer. These absorption bands of pyrene have nearly no overlap of absorptions due 
to different transitions, so called pure polarization. In such case the order parameters, 
S, for the molecular axes can be directly obtained from the LDr (equation 29):  
 ቐ
ܵ௫௫ ൌ 1 െ ܵ௬௬ െ ܵ௭௭
ܵ௬௬ ൌ ܮܦଶ଻ଶ௡௠ ሺ3 ∙ ܣଶ଻ଶ௡௠ሻ⁄
ܵ௭௭ ൌ ܮܦଷଷହ௡௠ ሺ3 ∙ ܣଷଷହ௡௠ሻ ൌ ܮܦଶସ଴௡௠ ሺ3 ∙ ܣଶସ଴௡௠ሻ⁄⁄
 (29) 
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The ratio between the LDr peak values for the two orthogonal transitions La and Bb 
is equal to the ratio of the orientation factors Syy/Szz [210]. The calculated value 
−0.38 is close to the value expected for a rod-like orientation (Syy/Szz = −0.5) as 
opposed to, for example, the expected value for a disc-like orientation (Syy/Szz = +1) 
[210]. This value is also very similar to what has been reported for pyrene bound to 
flow-oriented bicelles [53]. In the lamellar membrane system pyrene adopts a more 
rod-like orientation than what is observed in a uniaxial matrix of stretched 
poly(ethylene) where Syy/Szz is near zero [145].  
Pyrene was found to be an excellent membrane probe and the fact that it 
behaves here nearly as a rod indicates that it experiences the tight proximity of the 
lipid alkyl chains near the polar head groups where they are well ordered. This 
shallow molecular position near the bilayer surface has been seen in both 
experiments and molecular dynamics simulations [206, 207, 211]. This positioning of 
the highly aromatic pyrene molecule has been explained either by the pyrene 
molecule having a partial charge similar to what is known for benzene [206, 207] or 
that the large rigid pyrene molecule for entropic reasons avoids the highly disordered 
bilayer centre in favour of the more ordered region near the head groups [211]. 
In paper III a series of well known DNA intercalators (ethidium bromide, YO-
PRO-1, YOYO-1) were investigated together with 25-mer double stranded 
oligonucleotides (section 6.1) in the lamellar liquid crystal of sodium octanoate, 
decanol and water. In bulk solution all these molecules bind DNA, but in the bilayer 
system none of these DNA ligands were found to bind to the oligonucleotides. Since 
these DNA intercalators all are positively charged they may also interact with the 
negatively charged bilayer surface. Without DNA present, all three molecules showed 
negative peaks consistent with an alignment parallel to the lipid bilayers, position A in 
Figure 14. With DNA present no changes in the LD spectra could be detected. By 
considering the relative concentrations of binding sites on the DNA and on the 
membrane a possible thermodynamic explanation for this behaviour is provided. The 
concentration is 15.6 μM of oligonucleotide duplexes in the water domain whereas 
the apparent concentration of head groups of the lipid bilayer surfaces can be 
considered to be 1.8 M for decanol and 0.6 M for octanoate, respectively. 
Also in paper III, different dyes (Cy3, Cy5, FAM, and ROX) covalently attached 
via a flexible tether to the end of double stranded oligonucleotide helices were studied 
in the lamellar liquid crystal. It is known that Cy3 and Cy5 are prone to stacking to 
the end of the oligonucleotides like an additional base pair in aqueous solution, while 
FAM and ROX are freer to rotate. This behaviour is reported for the cyanine dyes 
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both in their sulfonate-free [212-214] and sulfonated [215] forms. The orientational 
behaviour of these dyes is important when used in FRET applications [216]. The 
oligonucleotides with the covalently attached dyes were incorporated in the water 
interstitia of the lamellar liquid crystal and oriented as described in section 6.1. We 
found by LD that oligonucleotide-bound Cy5 associates with the bilayer surface in 
this environment. The same behaviour was also seen for free Cy3 and Cy5, i.e. 
position A in Figure 14. In contrast, oligonucleotide-bound Cy3 was found to have 
dual LD peaks in opposite direction. The larger positive peak shows that Cy3 is 
mainly end-stacked, but a smaller, red-shifted negative peak shows that there is a 
subpopulation of Cy3 molecules that de-stack and associate with the bilayer surface. 
Oligonucleotide-bound FAM and ROX were not oriented by the lamellar liquid 
crystal, neither end-stacked nor surface bound.  
6.3.2 Spectral effects of solvents and bilayer interaction 
The local environment might be responsible for the function of voltage sensitive 
dyes through solvatochromism. It is debated whether the voltage sensitive dyes 
changes colour due to electrochromism (electron configuration changes with bilayer 
potential) or solvatochromism (dye position changes with bilayer potential) or a 
combination of the two [217]. Solvatochromism is the solvent polarity dependence of 
the colour of a dye. Here I will consider the two ANEPPS derivatives used in paper 
V (Figure 15) because they contain the same chromophore. The spectral differences 
seen between these molecules should originate from the local molecular 
environment. Absorption and emission spectra were recorded for the dyes in 
different solvents (water and alcohols) of decreasing polarity and in the two bilayer 
model systems (lamellar liquid crystal and liposomes). In addition to experiments 
quantum mechanics calculations were performed for dye monomers in all solvents 
and also for a parallel and an anti-parallel dye dimer in the most polar and apolar 
solvents determining absorption peaks. In water experimental absorption data and 
calculations combined suggest formation of aggregates with the chromophores 
aligned parallel to each other. The emission difference and also experiments in 
glycerol-water mixtures indicate stronger di8-ANEPPS aggregates. This corresponds 
well to the slow bilayer incorporation seen for this dye. In alcohol solvents both 
ANEPPS dyes appear as monomer except for decanol where the combination of 
absorption and calculations suggest anti-parallel dimers. For the monomer dyes the 
absorption peak red-shifts and the emission peak blue-shifts decreasing the Stokes 
shift with decreasing polarity. In the bilayers two different dimer configurations are 
suggested. For the liquid crystal membrane the voltage sensitive dyes are all longer 
than the hydrophobic tails of one monolayer. The combination of experimental data 
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Figure 18 Length and estimated orientation of the antiparallel and parallel 
dimers of di-4-ANEPPS in a decanol bilayer (A) and in a lipid bilayer (B). 
Schematic representations were built using PYMOL. Reprinted with 
permission from paper V. Copyright 2012 American Chemical Society. 
and calculations suggest an anti-parallel dimer configuration in the thinner lamellar 
liquid crystal bilayer spanning the whole bilayer (Figure 18). In the thicker liposome 
bilayer this configuration would not be preferred. Here the data suggest a parallel 
dimer arrangement anchored in one of the bilayer surfaces (Figure 18). 
In paper I the emission of oligonucleotide bound Cy5 in the monoolein-water 
cubic phase was seen to decrease with time in acidic buffer (pH 4). We concluded 
that it was in fact the dye that lost its fluorescence and not loss of dye from the 
oligonucleotide zone in the monoolein-water matrix. The emission was measured 
over time both in the cubic phase and in pure buffer at different pH values. The half-
life of the dye was seen to be clearly pH dependent in buffer. We found that the 
laboratory light had no strong bleaching effect over the course of the experiment. 
The fluorescence loss was reduced by about one order of magnitude by incorporation 
in the monoolein-water cubic phase at pH 4 as compared to solution. When an 
electric field was turned on (section 6.1) the protecting effect of the bilayer rich 
environment was reduced, but not all the way back to the solution value. Emission 
spectra in different solvents and the cubic phase were recorded. A shift was observed 
between buffer and the monoolein cubic phase. This shift was smaller than e.g. the 
shift between buffer and ethanol and from this we concluded that Cy5 associated 
with the bilayer as in position A in Figure 14. An insertion as in position B would 
have caused a larger shift. In addition to be sensitive to pH Cy5 has also been found 
to be sensitive to ozone in a microarray setup[218].  
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7 Spectroscopic studies of immobilized enzyme 
In this chapter the central parts of the work on immobilization of enzymes in 
mesoporous silica in the amended papers VI-VIII will be summarized and discussed.  
7.1 Spectroscopic effects of particle suspensions 
The results in this section are based on papers VI and VII as well as some unpublished 
observations [200, 219]. 
The immobilization of enzymes in mesoporous particles changes the 
spectroscopic properties of the sample compared to having an enzyme solution. With 
particles present the suspension will appear milky white when observed by eye. In 
absorption spectroscopy it will be seen as an elevated signal over all wavelengths. The 
amplitude of this signal will increase with decreasing wavelength as seen in Figure 8. 
In section 5.1.1 and Figure 9 methods to remove this scattering signal are explained. 
In paper VII, by using the linear regression method (equation 17, Figure 9), the 
ultraviolet absorption of BSA and lipase could be separated from the recorded data. 
The lower the protein to particle ratio the harder the detection becomes. It was 
possible to identify the absorption peak at the protein-to-particle ratios used in paper 
VII (60 and 100 μg/mg). For a given ratio the absorbance and scattering will both be 
decreasing with decreasing concentration. A linear relationship between the corrected 
absorbance and particle concentration was found up to the highest particle 
concentration tested, approximately 2 mg/ml. At very high particle concentrations 
where the recorded absorbance is above 1 the corrected absorbance is lower than 
expected.  
In addition to the effect of light scattering, immobilization may also cause 
absorption flattening (5.1.1). This effect is caused by the uneven distribution of the 
absorbing molecules in particle suspensions. Experiments were made by 
immobilizing BSA covalently stained with pyrene into mesoporous silica particles 
[219]. The pyrene was covalently attached to the protein by the same linker chemistry 
that was used for SNARF-1 in paper VI. Pyrene was chosen because the distinct 
narrow absorption peaks aid the spectra interpretation. BSA has been used as a 
standard protein in several of the studies in this thesis. The addition of the dye 
increases the extinction coefficient (equation 11) and thereby enhances the effect of 
absorption flattening. The stained BSA was immobilized into mesoporous silica 
particles (diameter 1 μm, pore diameter 9 nm) by physical adsorption. Given the pore  
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Figure 19 Normalized emission of di4-ANEPPS in ethanol. At 33 minutes 
mesoporous silica particles (diameter 1 μm, pore diameter 9 nm) were added 
to the samples to a final concentration of 70 μg/ml (black) or 550 μg/ml 
(grey).  
loading and the pyrene extinction coefficient the Apart (Figure 10) is approximately 
0.07. As seen in Figure 10 this corresponds to the upper left corner and according to 
the first model  where QA depends only on Apart [119, 123-126] the QA is determined 
to be approximately 0.94. Using equation 19 a recorded absorbance of 0.08, after 
correction for light scattering (equation 17), corresponds to an absorbance of 0.085 
for the same amount of enzyme in solution. In paper VII the Apart was low and QA 
was considered to be close to 1 and not treated separately.  
When using fluorescence spectroscopy the presence of particles will affect the 
recorded signal in several ways. Firstly, some of the excitation light will be scattered 
in the direction of the detector and seen if the emission is recorded at wavelengths 
close to the excitation wavelength (excitation bleed-through, section 5.1.2). If the 
Stokes shift is large enough this does not affect the data. Secondly, the amount of 
fluorophores getting excited in the detection volume will be lower. This is caused by 
the scattering lowering the intensity of the excitation beam. Less excited fluorophores 
will result in lower emission from the sample. Thirdly, the emitted light will also be 
scattered by the particles. This effect will be lower than the scattering of the 
excitation light due to the wavelength dependence of the scatting cross-section. The 
magnitude of the latter two effects will depend on the experimental setup. To my 
knowledge no theoretical studies on these scattering effects have been published to 
date. The effect of mesoporous silica particles was examined in an unpublished 
experiment [200] using a solution of di4-ANEPPS (Figure 15) in ethanol. The dye is 
here a unimer as determined in paper V. Mesoporous silica particles dissolved in 
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ethanol were added to the dye solution. The emission intensity is seen to decrease 
when the particles are added (Figure 19). Under these conditions the dye does not 
enter the pores to any large extent as seen on the particles when they were removed 
by centrifugation and by supernatant absorption. The effect here of inert silica 
particles is lowered emission intensity. Within these particle concentrations the effect 
seems to be increasing with increasing particle concentration.  
The emission intensity was seen to be affected by the presence of particle, but 
what about the emission spectral shape? In the same experiments with di4-ANEPPS 
in ethanol solution with added mesoporous silica particles the shapes of the emission 
spectra were examined. By normalizing the spectra the emission spectral shape was 
found to be virtually unaffected by the presence of the particles. The only differences 
were seen at short wavelengths and could be attributed to excitation bleed-through. 
The main peak was unaffected by the particles. Based on the effects of scattering in 
fluorescence spectroscopy some general guidelines can be established. Assays based 
on spectral effect should be easier to adapt to particle samples than assays based on 
changes in emission intensity. However, caution should be applied towards spectral 
changes caused by molecular interactions and solvent composition rather than the 
examined property, e.g. the effect of a butanol-water mixture in paper VII described 
in section 7.4.  
7.2 Direct pore loading determination 
When evaluating the performance of an immobilized enzyme the comparison to 
free enzyme is often made. For an accurate comparison, the amount of both free and 
immobilized enzyme should be known. The amount of immobilized enzyme per 
amount of particles is usually reported as the weight of immobilized enzyme per 
mesoporous particle weight, the pore loading (PLD). The common method to 
determine pore loading is by indirect measurements. After the immobilization the 
particles are removed and the protein concentration in the surrounding solution is 
determined. The data are used to calculate the immobilized amount. In paper VII we 
explore the possibilities to do these measurements directly on the protein containing 
particles. The protein content could then be determined independent of monitoring 
of the immobilization. This could e.g. be useful to determine the protein content of 
particles recovered from a reaction. Due to leakage the measured content could be 
lower than the initial content after the immobilization.  
In this study three methods for protein concentration determination (section 5.2) 
are examined for this purpose: Intrinsic absorption at 280 nm (section 5.2.1), the  
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Figure 20 Pore loading determined by different direct methods compared to 
the pore loading determined indirectly represented in %. Indirectly determined 
pore loading is 100 μg/mg (black) or 60 μg/mg (grey) respectively. Data are 
from paper VII.  
Bradford assay [154] (section 5.2.2), and a fluorescence based assay using the 
epicocconone dye [169] (section 5.2.3). In the absorption based methods correction 
for the light scattering caused by the suspended particles were applied (section 5.1.1). 
Some of the aspects of detection have been discussed above (section 7.1). 
The protein signal can be seen to increase linearly with increasing particle 
concentration for a given set of particles both for 280 nm absorbance and for 
epicocconone fluorescence. There are also clear differences in protein signal for these 
methods seen for different sets of particles with different pore loading. For the 
measurements with the regular Bradford assay [154] no distinguishable concentration 
trends could be observed. This could be caused by either one or a combination of 
physic-chemical effects. It could either be interaction between Coomassie blue and 
the silica surface, reducing the amount of available dye molecules and thereby also 
the protein response, or unavailable binding sites on the protein due to binding to the 
silica. Absorption flattening will also be influencing the absorption signal. There is an 
adaptation of the Bradford assay described for immobilized proteins [220] based on 
measurements of the decrease of unbound dye as it binds to proteins in the solid 
material. This method shows a linear dependence between signal and particle 
concentration. The difference in pore loading can also be seen by this method.  
Compared to indirect measurements, all methods used show a lower pore 
loading (Figure 20). The relative error between sets of particles with different pore 
loading is small for all methods except the regular Bradford assay. The difference in 
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response between the different methods are quite large and can not to date be fully 
explained. We suggest a combination of binding site availability, particle mass change, 
absorption flattening, correction procedure and increased quantum yield but cannot 
separate the effects. 
Finally, we conclude that all methods examined, but the standard Bradford assay, 
could be used to determine the pore loading. The choice of method depends on the 
character of the sample. Intrinsic absorption at 280 nm is non-consuming and could 
be used for rare samples. The epicocconone assay is more sensitive and could be 
used for particles with lower pore loading. These techniques with the same 
considerations could also apply for enzymes attached to non-porous nanoparticles, 
which are utilized in widely separated fields such as electrochemical sensors and food 
processing.  
7.3 Pore filling analysis 
The pore loading PLD (section 7.2) is not fully representative of the actual protein 
concentration in the pores as it is greatly influenced by variations in pore volume of 
the particles and the density differences between enzymes and the particles. In paper 
VIII, literature date on particles with immobilized enzyme are evaluated in terms of 
the pore filling, Pf. In equation 30 we define pore filling as the fraction of the pore 
volume which is occupied by the proteins (assuming that the enzymes are small 
enough to fit inside the pores) 
 ௙ܲ ൌ ௣ܸ௥௢௧ ∙ ௣ܰ௥௢௧௣ܸ௢௥௘  
(30) 
where Vprot is the volume of each protein molecule, Nprot the number of proteins in 
each particle, and Vpore the total pore volume per particle. The number of proteins per 
particle, Nprot, can be calculated from the protein loading, PLD using equation 31 
where NA is the Avogadro constant, Mprot is the protein molar mass and mpart the mass 
of a single particle. 
 ௣ܰ௥௢௧ ൌ ஺ܰ ∙ ௅ܲ஽ ∙ ݉௣௔௥௧ܯ௣௥௢௧  
(31) 
Equation 30 can be developed to contain the common material parameters 
particle specific pore volume, νpore, and the density, ρsolid, of the solid material in the 
pore walls, e.g. silica. The resulting equation (32) then becomes 
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Figure 21 Double logarithmic plot of the number of immobilized enzyme 
molecules in particles of different sizes given as particle radius (metre) based 
on the data in paper VIII. The least-square linear fit yields a slope of 2.50 ± 
0.01. 
 ௙ܲ ൌ ௣ܸ௥௢௧ ∙ ௣ܰ௥௢௧ ∙ ൫ߥ௣௢௥௘ ൅ ߩ௦௢௟௜ௗ
ିଵ ൯
௣ܸ௔௥௧ ∙ ߥ௣௢௥௘  
(32) 
This equation can be used to calculate the pore filling from commonly available 
particle and protein data. The amount of protein that is adsorbed to the outer surface 
of the particles is here assumed to be negligible. This assumption is reasonable since 
the external surface typically only contributes to 1-2% of the total surface area. When 
the calculations indicate a pore filling of a few percent, care should be taken to prove 
that the enzymes really are located in the pores.  
In paper VIII data from a large set of published studies where enzymes were 
immobilized in mesoporous silica particles were collected. The studies covered a wide 
range of proteins, particle sizes and pore sizes. The Nprot and the Pf were calculated 
using equations 31 and 32 assuming spherical particles and in most cases spherical 
proteins. The Nprot values are strongly affected by the particle size and cover almost 
seven orders of magnitude. The largest particles contain about 108 protein molecules 
while the smallest only contains slightly more than 10 molecules each. The number of 
protein molecules per particle was plotted against the radius of the particle in a log-
log format in Figure 21 and the data were fitted to a linear model. The slope of this 
line can be connected to the filling mode of the particles. A slope of 2 is expected if 
the proteins only bind to the outer surface of the particles because the area scales as 
the radius squared, whereas a slope of 3 is expected if the proteins fill the pores in the 
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whole particle volume. The fact that the slope value is 2.5 in Figure 21 suggests an 
intermediate particle filling model. This slope value confirms that the proteins enter 
the pores (it is significantly larger than 2) but indicates that the full particle volumes is 
not equally occupied by enzymes (the slope is significantly lower than 3). The 
simplest model explaining this is that for steric reasons the proteins cannot enter all 
the pores. The pore volume measured may not be fully accessible to the proteins 
because of their larger size in comparison to e.g. N2 used to determine the pore 
volume by adsorption. 
The pore filling values calculated from literature data vary only by a factor of 10. 
This is considerably less than the values for Nprot, suggesting that the pores of 
particles of different sizes are filled with proteins to a similar extent. The calculations 
of pore filling based on using equation 32 may be compared with maximum values 
based on models for close packing of enzymes in pores. Ideal spherical enzymes can 
reach a maximum close packing of 67% in cylindrical pores (Pf = 0.67) under optimal 
ratio between the dimension of the pore and the enzyme. All calculated values in 
paper VIII are lower than this caused by e.g. repelling protein-protein forces. It 
should be noted that the packing efficiency will be significantly reduced compared to 
close packing if the pore diameter is slightly larger than the enzyme dimensions.  
The pore filling parameter describes the degree to which enzymes occupy the 
pores. This parameter can show how the pore volume is utilized and thereby be a 
relevant analysis tool. Optimal support materials could be identified by relating pore 
filling and immobilization efficiency. In analogy with the pore filling findings I here 
suggest the use of the corresponding term surface coverage as an analysis tool in 
studying enzyme immobilization onto non-porous particles. The surface coverage is 
relevant to evaluate the influence of both protein-protein interactions and protein-
surface interactions that may affect the specific activity of immobilized enzymes. 
7.4 Pore pH and pore microenvironment  
As stated above in section 3 immobilization of enzymes into mesoporous 
particles has been shown to enhance enzyme stability, specific activity, and product 
selectivity [60]. This is probably due to both surface-enzyme interactions and the 
pore environment differing from bulk solution. The silica surface is expected to have 
a net negative charge above pH 2.7, the pI of the silanol groups. Changing the pH of 
the surrounding solution will alter the silica surface charge, but the surface charges 
are on the other hand likely to alter the pH close to the surface. The pH experienced 
by the immobilized enzymes may not be the same as measured in bulk solution. It  
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Table 4 pH monitored by BSA and FAE bound SNARF-1 immobilized in 
mesoporous silica particles 
Bulk pH SNARF-1 BSA SNARF-1 FAE SNARF-1 BSA SNARF-1 FAE 
 Water Butanol/water1 
6 6.5 6.4 n/a 6.4 
7 7.1 7.0 6.5 7.0 
8 7.7 7.7 n/a 7.5 
Data from paper VI. 1 92.5% 1-butanol and 7.5% water. Bulk pH refers to 
aqueous component before mixing.  
was earlier seen that the immobilization was pH dependent [87] and more 
interestingly, that there seemed to be a difference in enzymatic activity between free 
and immobilized enzyme that are coupled to the altered pH in the pore environment 
[88, 221].  
In this study (paper VI) the pH sensitive fluorescent dye SNARF-1 was used to 
determine the pH in mesoporous silica particles. SNARF-1 was covalently attached 
to BSA and a feruloyl esterase (FAE, the enzyme of [88]). Previous determination of 
pH in mesoporous silica was done using direct linking of a pH sensitive dye to an 
amine-functionalized surface [222]. The strategy in paper VI was chosen since the 
interesting environment i.e. where the enzyme was situated could be directly 
monitored. Further, the functionalization of the surface might change the chemical 
properties of the mesoporous silica and thereby the pH of the pores. As a result of 
these arguments we state that the method applied in paper VI is likely more relevant 
when studying protein immobilization. 
The stained proteins were immobilized separately into mesoporous silica 
particles (diameter 1 μm, pore diameter 7.8 nm) by physical adsorption. The protein 
loading was determined by supernatant absorbance to be 60 μg/mg for BSA and 43 
μg/mg for FAE, respectively. The particles were washed and then dried under 
vacuum. The dry particles were dissolved in different pH-buffers and also in a 
solvent mixture of water and butanol, 7.5/92.5% by volume where the water 
fractions were different pH-buffers. The solvent mixture of butanol and water is a 
solution for the FAE transestrification reaction [88]. The emission spectrum of 
SNARF-1 consists of two peaks, where the relative amplitude changes with pH with 
a pKa of 7.6 [223]. A calibration curve with the peak ratios was recorded using BSA 
in a wide range of pH-buffers.  
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The method of using SNARF-1 as a pH reporter molecule was verified in the 
protein bound mesoporous silica particle context. The covalent attachment of 
SNARF-1 to BSA or FAE does not change the pH dependence of the emission peak 
ratio. The spectral shape of the immobilized SNARF-1-protein complex emission 
was not visibly altered. This statement does not include the peak ratio because it is 
the reporter of pH. The spectra measured on samples of immobilized protein could 
be interpreted as pH signals. When the particles were dispersed in pure pH buffers 
the pore pH was found to be more neutral than in bulk solution (Table 4). This 
suggests that the silica pore contains a buffering agent that is active in the range close 
to neutral. The silanol groups are known to have a pKa at 2.7 but the silica surfaces 
may also contain a second type of silanol site with a pKa of about 8.5 [224]. Together 
these types of silanol groups may buffer the pH in the pore in the range 6-8.  
When the particles were suspended in the butanol/water mixture the reported 
pH was similar to the one when dispersed in pure pH buffers (Table 4). However, 
when the proteins were dissolved in the solvent mixture without the particles present 
the SNARF-1 emission spectra were distinctly different. The spectra were blue-
shifted, almost resembling the low pH form of SNARF-1, at all pH measured. This is 
not due to a low pH in these solutions but to a solvatochromic effect of the organic 
solvent present. These results show that the pore environment is clearly different 
from the one experienced by the protein in solution. No difference in net solvent 
composition could be measured, but the observed spectral difference may be caused 
by the solvent organisation in the pores.  
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8 Concluding remarks 
A large portion of the work that is the basis of this thesis has centred on the 
spectroscopic issues of complex samples. Do you get the same spectroscopic 
response in a particle or a bilayer environment as you would in dilute solution? 
Although not being the key objective of each study this has been a central 
consideration in the design of the experiments. There are several spectroscopic 
artefacts that can appear as a result of the sample composition. What sometimes is an 
unwanted artefact could in other cases be the spectroscopic response needed to 
confirm a hypothesis. It is important to be aware of the pitfalls when using 
spectroscopic assays in these complex samples.  
We have seen spectral changes of dyes coupled to the solvent environment were 
the molecules are found. Examples of this have been seen e.g. with different solvents 
in paper V and the solvent mixture in paper VI. We have seen molecular interactions 
such as dimer formation of voltage sensitive dyes in paper V, end-stacking of cyanine 
dyes and DNA in paper III, and the ion-pair formation of ATOTA in paper IV all 
causing spectral shifts or changes in spectral shapes. Commonly applied 
interpretation of spectroscopic data, e.g. the Beer-Lambert law (equation 11), assumes 
the sample to be a dilute, homogenous, and isotropic solution. An anisotropic sample 
will have different absorbance depending on the grazing angle. This phenomenon has 
been utilized in paper III in the LD experiments, but at the same time in paper III 
the absorption data had to be corrected for the anisotropy. When particles are 
present in the spectroscopic sample there will be light scattering. In paper VII (and 
paper X) the correction for such light scattering absorbance signal is a central part. In 
principle it is observed that the light scattering and absorption are additive signals and 
therefore could be separated. When the absorbing species is located unevenly in the 
sample, which is the case with immobilized enzymes in mesoporous particles, the 
absorption flattening (equation 19) has to be considered. In paper VII this effect was 
considered small due to low total absorption by the particles.  
So far the spectroscopic effects of the confinement and the complexity of the 
samples. Switching to the biophysical effects, effects of both surfaces and 
confinement have been studied. The biomolecule-ligand interactions may be altered 
in a surface rich environment in comparison to a bulk solution. The normally strong 
DNA intercalators examined in paper III do not intercalate in presence of the 
charged bilayer surfaces of a lamellar liquid crystal but instead bind to the surface. 
Similarly, the end-stacking of Cy5 covalently attached to DNA was disfavoured for 
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surface binding in the same manner when there were charged bilayer surfaces 
present. In papers VI and VII the enzyme immobilization is caused by the 
interactions between the enzyme and the silica surface. Although the nature of these 
interactions was not studied in this thesis they are the basis of non-covalent 
immobilization. Some ongoing studies not included in this thesis concern the rate 
and as a consequence also the mechanism of immobilization. The size of the enzyme 
in relation to the size of the pores gives rise to differences in immobilization rate. By 
recording changes in fluorescence over time the immobilization process can be 
monitored and this data can also be used to evaluate models of the immobilization 
process. This can hopefully help to further understand the process of immobilizing 
enzymes into mesoporous particles.  
The confinement of biomolecules into small volumes not vastly larger than the 
molecules themselves gives rise to special effects. In this thesis this has e.g. been seen 
in paper III as the orientation of oligonucleotides in the aqueous interstitia of a 
lamellar liquid crystal. The thin water layers between lipid bilayers restrict the 
movement of the rod-like molecule to the plane perpendicular to the bilayer normal. 
The available volume between the surfaces is thinner than the length of the 
oligonucleotide and that forces it to move mainly in only two dimensions. The 
narrow environment of liquid crystals was also utilized in papers I and II to separate 
oligonucleotides by electrophoresis based on size and conformation. The water 
channels of the cubic liquid crystal are nanometer sized, just like the oligonucleotides 
that were studied. This caused a strong retardation and thereby slow migration when 
subjected to an electric field. The effect on immobilized enzymes by the confinement 
into narrow pores is central for the field of mesoporous biocatalysts. This effect has 
not been studied in this thesis, but has been a motivation for studying these systems. 
The complexity of these particle systems has been the motivation for another 
ongoing investigation. There is no information on the homogeneity of the particle 
population. The techniques used in this thesis reports on average properties of a 
population of particles with immobilized enzyme. It is therefore interesting to 
develop techniques to study how e.g. the pore loading varies in a particle population 
and how measurements on single particles compare to bulk measurements.  
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