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Abstract
We address the limitation of sparse representation
based classification with group information for multi-
pose face recognition. First,we observe that the key is-
sue of such classification problem lies in the choice of
the metric norm of the residual vectors, which represent
the fitness of each class. Then we point out that limitation
of the current sparse representation classification algo-
rithms is the wrong choice of the ℓ2 norm, which does not
match with data statistics as these residual values may be
considerably non-Gaussian. We propose an explicit but
effective solution using ℓp norm and explain theoretically
and numerically why such metric norm would be able
to suppress outliers and thus can significantly improve
classification performance comparable to the state-of-
arts algorithms on some challenging datasets.
1. Introduction
Recent developments in the face recognition litera-
ture have seen an increasing interest in using sparse
representation [8], which is inspired by the success of
compressed sensing theory. The first work in this area
is [14], which proposes sparse representation classifi-
cation (SRC) when dealing with extreme variations on
lighting and occlusions. The SRC algorithm consists
of two parts: the sparse representation via Lasso-type
ℓ1-minimization and the nearest subspace classification
using ℓ2-norm. Essentially, the algorithm represents a
given face image as a sparse linear combination of other
faces in the dataset, and determines which group of im-
ages corresponding to different individuals would give
the best fit that determines classification.
Extension of SRC has been discussed in the literature
[6, 10]. Group sparse classification (GSC) [6] extends
SRC in the same way as group Lasso [15] extends the
Lasso. The main argument in [6] is that the sparse solu-
tion in SRC does not favor grouping of correlated sam-
ples when Lasso regularization is used. Several modifi-
cations of GSC are also proposed in [4, 16]. We noted
that the SRC was not directly compared with advanced
techniques in the face recognition literature. Subsequent
work has examined the performance of SRC relative to
other face recognition techniques. One of which is [11]
which demonstrated that sparse representation is not es-
sential for classification at all, and that non-sparse repre-
sentation performed equally well if not even better.
Given the lack of in-depth studies on the role of sparse
representation in classification, there are two research
questions that we will address in this work:
• What cause SRC’s limitation as pointed out by re-
cent studies and if it is possible to improve?
• Does group information really provide significant
advantage for sparse representation in classification
of facial images?
We will demonstrate subsequently in this paper that the
main limitation of SRC is the wrong choice of ℓ2 met-
ric norm for the nearest subspace classification, as real
residual data deviates significantly from the Gaussian
and that using metric norms that can suppress heavy tails
would provide a significant boost of sparse representa-
tion to the state-of-art performance. Our work is inspired
by a current result in robust CS [9]. Secondly, in con-
trast to previous studies we found that group information
does not provide significant advantage for classification
as claimed previously. We will validate our findings on
two benchmark datasets, the PIE and YaleB datasets.
2. Group Sparse Classification
Under the sparsity-induced classification paradigm,
the first step is to express a given face image x as
a sparse linear combination of other training images
X = [x1, . . . ,xn] so that its approximation is given by
x̂ =
∑n
i=1 aixi = Xa where a = [a1 . . . , an] is the co-
efficient vector. In SRC, the coefficient vector is sought
to be sparse by solving





Now suppose further that the training images are
naturally divided into g groups so that X =
[X1,X2, . . . ,Xg]. In multi-pose face recognition, such
grouping can be based on the pose information. Denote
a1,a2, . . . ,ag as the subsets of the vector coefficient a
corresponding to those groups. Then the GSC seeks a
group sparse solution via








We note that there are greedy formulations for both
SRC and GSC, but the Lagrangian formulation described
above can be solved with convex optimization algorithms
that provide better numerical accuracy and stability. As
can be seen, the difference between SRC and GSC is es-
sentially the choice of the regularization term. Group
sparse implies sparse, but not the converse.
The other part, which we believe more important,
is the nearest subspace classification. This is accom-
plished by computing the fitness of each individual sub-
space with respect to the sparse solution. Denote as Xk
the subset of the training images corresponding faces of
class k, and ak the corresponding coefficient subset. The
fitness for class k is represented by the residual vector
rk = x − X
k
a
k. In previous works, the score for such a
fitness is computed via the ℓ2-norm
dk = ‖rk‖2, (3)
and the class with a minimum score is selected.
3. Optimal Metric Selection
In (3), the score for the residual vector is calculated
by ℓ2-norm and this has been the practice without any
scrutiny. In statistics, it is known that the ℓ2 norm is opti-
mal in the maximum likelihood sense when the residual
values are approximately Gaussian. However, if there
are outliers in the residual values or if the empirical dis-
tribution of the residual values has heavy tails and depart
considerably from Gaussian, such ℓ2 metric norm would
be poor because it can be easily influenced by these bad
outliers.
Our numerical investigation of the residual vectors
from SRC reveals that it is actually the case here. In
other words, we found the original SRC algorithm makes
wrong decision for top candidates (with minimal scores)
due to the presence of large residual values. Where do
these large values come from? We note in the formu-
lation (2), we optimize Gaussian-like criteria for resid-
ual from all classes. But in (3) we use the solution of
all classes to compute the residual of each individual
class. While the fitting term in (2) promotes Gaussian-
like residual values for all classes, there is no such war-
ranty in (3).























Figure 1. Residual values of top candidates.
We observe that a large number of incorrect classifi-
cation decision made by SRC and GSC is when the top
two candidates are very similar overall but the true can-
didate is tempered with some large-residual values. To
illustrate, we show such a scenario in Fig. 1. We note
that the residual values corresponding to the true candi-
dates have some large values but otherwise will fit better
than the incorrectly picked candidate by SRC.
The above discussion necessitates a better scheme
computing the score dk of the residual vectors rk other
than the ℓ2-norm. Such a scheme must be able to detect
and suppress outliers in the residual values so as to being
more robust. To achieve this, one might follow robust
statistics to design better score or optimize general score
functions. In this work, we propose a much simple strat-
egy by using the ℓp-norm, which is only controlled by
one parameter, the order p of the norm.
Let us discuss why such a metric norm is useful in
achieving the goal, especially when p < 1. Consider an
oversimplified illustration in Fig. 2 where r1 = OA and
r2 = OB. Here, dimension 2 is where the outliers are
present. Clearly, ‖r1‖2 < ‖r2‖2 as A lies in a smaller
ℓ2 ball. Suppose that dimension 1 determines the fitness
then we would like to select r2. This is possible for some
small p such that B lies on a “smaller” ℓp ball. Effec-
tively, the ℓp ball has suppressed the outliers in dimen-
sion 2, and thus ‖r1‖p > ‖r2‖p. We note that making p
smaller suppresses large values and effectively amplifies
small values. However, making p too small may sup-
press too many mid values and hence would reduce the
performance. In our work, we select the optimal p from
the validation set.
Figure 2. Why does ℓp norm suppress outliers?
4. Experiments
In this section, we present results on the widely-used
CMU-PIE [12] and Yale B databases [5]. The CMU-
PIE database consists of 41,368 images of 68 individu-
als with 13 different poses, 43 illumination conditions,
and with 4 different expressions. In the Yale B database,
there are 10 people with 9 different poses that combined
with 64 illumination conditions for each individuals. All
images are cropped and normalized to 32 × 32 pixels
with eyes and mouth properly aligned. PCA is then ap-
plied to the centralized data to achieve group orthogonal-
ity, which improves group Lasso’s numerical property.
Using random sampling, we create training, testing,
and validation (for selecting optimal parameters) sets.
For GSC, we use pose label information available from
the datasets to create groups. We measure the perfor-
mance over 10 random splits and report the average.
For group Lasso, we use the advanced ADMM im-
plementation, which is available from http://www.
stanford.edu/˜boyd/papers/admm/.
Performance dependence on ℓp-norm. To demon-
strate how the ℓp-norm influences GSC’s classification
performance, we construct training and testing sets with
2 and 10 images per pose from each subject across all
pose variations and vary the ℓp norm in the range be-
tween 0.1 and 3. The average classification performance
is shown in Fig. 3. As can be seen, the GSC with ℓp
norm metric in classification has the highest recognition
rate at 95.8%, when p=0.5 in CMU-PIE and it achieves
the highest recognition rate at p=0.3 in Yale B. Whereas,
the ℓ2 metric can not reach a satisfied rates in both CMU-
PIE and Yale B. We note particularly that these plots are
interesting as they clearly support our claim in the pre-








































































































Figure 4. Dimension reduction based on PCA
vious sections. These curves show two things: 1. clas-
sification with different norm metric can provide various
recognition rates; 2. ℓ2-norm metric in classification of
GSC can not achieve a fair recognition rate. Thus, these
observations confirms our claim that using utilized ℓp-
norm metric to compute the residuals can improve the
performance of GSC.
Performance dependence on dimensions. We next
investigate how classification depends on the data’s PCA
dimension. Both utilized ℓp and ℓ2 norm metric in GSC
are tested. The p for utilized ℓp-norm is selected by opti-
mizing over the validation set.
Fig. 4 shows classification performance as the di-
mension is varied. In both CMU-PIE and Yale B, the
performance of ℓp-norm is always superior to ℓ2-norm
metric under any feature dimensions. When the feature
length is low, the utilized ℓp-norm can improve about 9%
in Yale B. Once the dimension length is above 300, the
recognition rates of utilized ℓp-norm are 2% (Yale B) or
6% (CMU-PIE) higher than normal ℓ2-norm. The high-
est recognition rates are achieved by ℓp-norm with all
1024 features in both CMU-PIE and Yale B.
In conclusion, GSC is sensitive to feature dimensions
when feature length is less than 300. However, if the
feature length above 300, GSC is robust under various
dimensions. In addition, the experiments also show that
the ℓp-norm can always improve the recognition rates in
GSC classification under all dimensions. When the num-
ber of feature dimensions is beyond certain point, the ℓp-
norm metric can increase the performance significantly.
Performance dependence on group number. To do






















































Figure 5. With various number of groups
this, we merge some groups together based on similar-
ity of pose variations to show the effect of group in-
formation. The groups are merged by setting pose la-
bels to the same. Both utilized GSC and normal GSC
are tested in this section. The resulting curve for CMU-
PIE in Figure 5 clearly shows that the recognition rates
are slightly different among different number of groups.
This means group information can not provide classifica-
tion advantages. However, GSC with ℓp-norm metric can
consistently improve the recognition performance with
any number of groups. The findings in this experiment
also are consistent with the previous experiment.
Comparison with other state-of-art algorithms.
We next compare GSC with the ℓp-norm metric and other
state-of-the-art algorithms in face recognition. Table 1
lists performance of some advanced methods and our
proposed GSC. When we use the ℓp-norm metric in GSC
classification, the performance is dramatically improved
and achieves the highest recognition rate at 95.17% in
CMU-PIE and 94.03% in Yale B.
Table 1. Classification Performance Comparison
Recognition rate (µ% ± σ%)
CMU PIE Yale B
PCA [13] 55.17 ± 0.78 57.03 ± 1.98
LPP [7] 89.29 ± 0.63 91.59 ± 1.03
OLPP [2] 85.81 ± 0.77 92.64 ± 0.58
Regularized LDA [1] 94.88 ± 0.28 93.75 ± 0.85
Smooth LDA [3] 94.47 ± 0.24 89.90 ± 1.55
SRC [14] 89.25 ± 0.41 93.19 ± 0.22
GRC with p=2 86.84 ± 0.52 92.90 ± 1.40
GRC with utilized p 95.17 ± 0.43 94.03 ± 1.30
5. Conclusion
We have demonstrated that suitable metric norm is
the key issue for improving group sparse classification,
which could be simply and effectively achieved by uti-
lizing the ℓp norm instead of the ℓ2 norm. It also ap-
pears that that the group information provides little ad-
vantage in face recognition with large-pose variations.
This demonstrates that future work should concentrate
on further optimizing the metric norm, rather than con-
centrating on the group sparse representations. The ex-
tensive experiments on CMU-PIE and Yale B show that
the GRC with an optimal ℓp-norm metric can outperform
the existing state-of-the-art methods.
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