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RESOLUTION OF SINGULARITIES FOR A FAMILY OF
THIRD-ORDER DIFFERENTIAL SYSTEMS WITH SMALL
MEROMORPHIC SOLUTION SPACES
YUSUKE SASANO
0. abstract
Regarding the resolution of singularities for the differential equa-
tions of Painleve´ type, there are important differences between the
second-order Painleve´ equations and those of higher order. Unlike
the second-order case, in higher order cases there may exist some
meromorphic solution spaces with codimension 2. In this paper, we
will give an explicit global resolution of singularities for a 3-parameter
family of third-order differential systems with meromorphic solution
spaces of codimension 2.
1. Introduction
In 1979, K. Okamoto constructed the spaces of initial conditions of Painleve´ equa-
tions, which can be considered as the parametrized spaces of all solutions, includ-
ing the meromorphic solutions [1]. They are constructed by means of successive
blowing-up procedures at singular points. For Painleve´ equations, the dimension of
the space of meromorphic solutions through any singular point is always codimension
one. But, in the case of higher order Painleve´ equations, the space of meromorphic
solutions through a singular point may be of codimension greater than or equal to 2
[5]. In this paper, we will give an explicit resolution of singularities for a 3-parameter
family of third-order differential systems with meromorphic solution spaces of codi-
mension 2. For second-order Painleve´ equations, we can obtain the entire space of
initial conditions by adding subvarieties of codimension 1 (equivalently, of dimension
1) to the space of initial conditions of holomorphic solutions [3]. But in the case of
third-order differential equations, we need to add codimension 2 subvarieties to the
space in addition to codimension 1 subvarieties. In order to resolve singularities,
we need to both blow up and blow down. Moreover, to obtain a smooth variety by
blowing-down, we need to resolve for a pair of singularities.
2. Statement of main results
Let us consider a 3-parameter family of third-order differential system:


dx
dt
= x(t− x− 2z) + α1
dy
dt
= y(−t+ y + 2z) + α2
dz
dt
= z(t− 2y − z) + α3.
(1)
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Here, x, y and z denote unknown complex variables and α1, α2 and α3 are constant
parameters. The last two equations of this system (1) are equivalent to the fourth
Painleve´ equations with unknown variables y and z. For each solution z(t) of the
Painleve´ IV equations, the first equations of this system (1) give Riccati equations
with unknown variable x.
From the viewpoint of symmetry, it is interesting to point out that our differential
system (1) is invariant under the following transformations:
s1 : (x, y, z, t;α1, α2, α3)→ (x, y −
α3
z
, z, t;α1, α2 + α3,−α3),
s2 : (x, y, z, t;α1, α2, α3)→ (x−
α2
y
, y, z +
α2
y
, t;α1 + α2,−α2, α3 + α2).
In order to characterize this differential system (1), we can prove the following
two propositions by direct calculation.
Notation.
• W =< s1, s2 >,
• V := {(dx/dt = f1(x, y, z, t; ai), dy/dt = f2(x, y, z, t; bi), dz/dt = f3(x, y, z, t, ci))},
where fi(X, Y, Z, t; ei) = e1X
2 + e2Y
2 + e3Z
2 + e4XY + e5XZ + e6Y Z + e7tX +
e8tY + e9tZ + e10 with ei ∈ C (1 ≤ i ≤ 10),
• H ∼= P2(⊂ P3): boundary divisor of P3.
Proposition 2.1. The differential systems in V with symmetry under W are written
as follows:


dx
dt
= a1x
2 + (a1 − c3)z
2 + a5xz + a6yz + a7tx+ (a7 + b8)tz
+ α2(b2 − a6) + α3a6 + a10
dy
dt
= b2y
2 + (a5 − 2a1)xy + (2a1 − a5 − 2c3)yz + b8ty + α2(a5 − 2a1) + α2c3
dz
dt
= c3z
2 + (2a1 − a5)xz − 2b2yz − b8tz + (α2 − α3)b2.
(2)
Proposition 2.2. The last two equations of this system (2) are equivalent to the
fourth Painleve´ systems with unknown variables y and z if and only if
a5 = 2a1.
Remark 2.1. After we recall the notion of local index in § 3, we will see that the
condition a5 = 2a1 is equivalent to the following condition (A):
(A) The differential system (2) has local index (−a1,−a1,−a1) at the accessible
singular point P3 = {[z0 : z1 : z2 : z3] = [0 : 1 : 0 : 0]} ∈ H ⊂ P
3. Here
[z0 : z1 : z2 : z3] is the homogeneous coordinate of P
3.
Remark 2.2. In 1998, Noumi and Yamada [2] proposed the system of type A
(1)
4 ,
which can be considered as a 4-parameter family of fourth-order coupled Painleve´
IV system in dimension 4, and which is given as follows:
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

dx
dt
= x2 + 2xy + 2xw − tx+ β1
dy
dt
= −y2 − 2xy − 2yw + ty + β2
dz
dt
= z2 + 2zw + 2xy − tz + β1 + β3
dw
dt
= −w2 − 2zw + tw + β4.
This system reduces to the system (1) by setting x = 0 and β1 = 0.
In order to consider the phase space for the system (1), let us take the com-
pactification P3 of C3 with the natural embedding (x, y, z) = (z1/z0, z2/z0, z3/z0).
Moreover we denote the hypersuface of P3 by H = {z0 = 0} ≃ P
2 ⊂ P3. Fixing
parameter αi and setting B = SpecC[t] ∼= C, consider the product P
3×B ∼= P3×C
and extend the regular vector field on C3×B to a rational vector field v˜ on P3×B.
By direct calculation, this rational vector field v˜ has seven accessible singular points
on the boundary divisor H× {t} ⊂ P3 × {t} for each t ∈ B (See Figure 1).
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Theorem 2.1. After a series of explicit blowing-ups and blowing-downs of P3×B, we
obtain a smooth projective family of 3-fold π : X −→ B and a birational morphism
ϕ : X · · · −→P3 ×B which make the following diagram commutative:
X
ϕ
· · · → P3 × B
π ↓ ↓
B = B,
and satisfy the following conditions:
(1) The phase space X over B = C for the vector field v in (1) is obtained by
gluing eight copies of C3 × C :
U0 × C = C
3 × C ∋ (x, y, z, t),
Uj × C = C
3 × C ∋ (xj , yj, zj , t) (j = 1, 2, ...., 7),
via the following rational transformations:
1) x1 =
1
x+z
, y1 = (yz + α2)z, z1 =
1
z
,
2) x2 = x+ z, y2 = (yz + α2)z, z2 =
1
z
,
3) x3 =
1
x
, y3 = y, z3 = z,
4) x4 = (xz − α1)z, y4 = ((y + z − t)z + 1− α2 − α3)z, z4 =
1
z
,
3
5) x5 =
1
x
, y5 =
1
y
, z5 = (yz − α3)y,
6) x6 = x, y6 =
1
y
, z6 = (yz − α3)y,
7) x7 =
1
z(xz−α1)
, y7 = z((y + z − t)z + 1− α2 − α3), z7 =
1
z
.
(2) Each fiber (X \ D)t of the morphism π : X \ D −→ B has a stratification
(X \ D)t = C
3 ⊔ C2 ⊔ C2 ⊔ C2 ⊔ C2 ⊔ C1 ⊔ C1 ⊔ C1,
where C3 is the original affine open subset of P3 \H. The three-dimensional
space is a parameter space of the holomorphic solutions, and each two-dimensional
or one-dimensional space is a parameter space of a two-parameter or a one-
parameter family of meromorphic solutions, respectively.
U0
U2 U1
U3
U5U6
U4 U7
the space of initial conditions of PIV
Figure 2
Remark 2.3. The surface defined by x = 0 is the minimal compactification of the
space of initial conditions of Painleve´ IV equation (see Figure 2). Actually, the
ordinary differential system (1) can be reduced to Painleve´ IV equation if one sets
x ≡ 0 and α1 = 0. However, the total differential system (1) is not a product of the
fourth Painleve´ equation and a Riccati equation.
Remark 2.4. It is still an open question whether we can resolve the accessible
singularities for any differential system in (2) with the condition a5 = 2a1.
3. Accessible singularity
Let us review the notion of accessible singularity [4]. Let B be a connected open
domain in C and π :W −→ B a smooth proper holomorphic map. We assume that
H ⊂ W is a normal crossing divisor which is flat over B. Let us consider a rational
vector field v˜ on W satisfying the condition
v˜ ∈ H0(W,ΘW(− logH)(H)).
Fixing t0 ∈ B and P ∈ Wt0 , we can take a local coordinate system (x1, x2, ..., xn) of
Wt0 centered at P such that Hsmooth can be defined by the local equation x1 = 0.
Since v˜ ∈ H0(W,ΘW(− logH)(H)), we can write down the vector field v˜ near
P = (0, 0, ..., 0, t0) as follows:
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v˜ =
∂
∂t
+ a1
∂
∂x1
+
a2
x1
∂
∂x2
+ .....+
an
x1
∂
∂xn
This vector field defines the following system of differential equations


dx1
dt
= a1(x1, x2, ...., xn, t)
dx2
dt
=
a2(x1, x2, ...., xn, t)
x1
.
.
.
dxn
dt
=
an(x1, x2, ...., xn, t)
x1
.
(3)
Here ai(x1, ..., xn, t) (i = 1, 2, ..., n) are holomorphic functions near P = (0, 0, .., 0, t0).
Definition 3.1. With the above notation, assume that the rational vector field v˜ on
W satisfies the condition
v˜ ∈ H0(W,ΘW(− logH)(H)).
We say that v˜ has an accessible singular point at P = (0, 0, ..., 0, t0) if
x1 = 0 and ai(0, 0, ...., 0, t0) = 0 for every i, 2 ≤ i ≤ n.
If P ∈ Hsmooth is not an accessible singular point, all solutions of the ordinary
differential equation passing through P are vertical solutions, that is, the solutions
are contained in the fiber Wt0 over t = t0. If P ∈ Hsmooth is an accessible singular
point, there may be a solution of (3) which passes through P and goes into the
interior W −H of W.
Let us recall the notion of local index [4]. When we construct the phase spaces of
the higher order Painleve´ equations, an object that we call the local index is the key
for determining when we need to make a blowing-up of an accessible singularity or
a blowing-down to a minimal phase space. In the case of equations of higher order
with favorable properties, for example the systems of type A4
(1) [2], the local index
at the accessible singular point corresponds to the set of orders that appears in the
free parameters of formal solutions passing through that point [5].
Definition 3.2. Let v be an algebraic vector field which is given by (3) and (X, Y, Z)
be a boundary coordinate system in a neighborhood of an accessible singular point
P = (0, 0, 0, t). Assume that the system is written as


dX
dt
= a + f1(X, Y, Z, t)
dY
dt
=
bY + f2(X, Y, Z, t)
X
dZ
dt
=
cZ + f3(X, Y, Z, t)
X
5
near the accessible singular point P , where a, b and c are nonzero constants. We say
that the vector field v has local index (a, b, c) at P if f1(X, Y, Z, t) is a polynomial
which vanishes at P = (0, 0, 0, t) and fi(X, Y, Z, t) (i = 2, 3) are polynomials of order
2 in X, Y, Z. Here fi ∈ C[X, Y, Z, t] (i = 1, 2, 3).
Remark 3.1. We are interested in the case with local index (1, b
a
, c
a
) ∈ Z3. If each
component of (1, b
a
, c
a
) has the same sign, we may resolve the accessible singularity
by blowing-up finitely many times. But when different signs appear, we may need
to both blow up and blow down.
In our case, there exist 7 accessible singular points of this system on the boundary
divisor of P3. They are listed as follows.
Singular point P1 P2 P3 P4
[z0 : z1 : z2 : z3] [0 : 0 : 0 : 1] [0 : −1 : 0 : 1] [0 : 1 : 0 : 0] [0 : 0 : −1 : 1]
Type (dim. of sol.) ◦ (dim. 1) • (dim. 2) • (dim. 2) • (dim. 2)
Type of local index (-1,+3,+1) (+1,+3,+1) (+1,+1,+1) (-3,-3,-1)
Singular point P5 P6 P7
[z0 : z1 : z2 : z3] [0 : −1 : 1 : 0] [0 : 0 : 1 : 0] [0 : −3 : −1 : 1]
Type (dim. of sol.) ◦ (dim. 1) • (dim. 2) ⋆ (dim. 1)
Type of local index (+1,-1,-3) (-1,-1,-3) (+3,-3,-1)
Here, we remark that there are 3 types of accessible singularities. We denote the
mark by • an accessible singular point into which two dimensional meromorphic
solutions flow, and the marks by ◦ and ⋆ accessible singular points into which one
dimensional meromorphic solutions flow.
4. Resolution of accessible singularities
Let P be an accessible singular point in the boundary divisor H. Rewriting the
systems in a local coordinate system, the right hand side of each differential equation
has poles along H. If we resolve the accessible singular point P and the right hand
side of each differential equation becomes holomorphic in new coordinate system,
then we can use Cauchy’s existence and uniqueness theorem of solutions.
Notation
(u, v, w) = (x
z
, y
z
, 1
z
), (p, q, r) = ( 1
x
, y
x
, z
x
), (l, m, n) = (x
y
, 1
y
, z
y
), (u˜, v, w) = (u +
1, v, w).
4.1. Resolution of accessible singular points P1, P2 and P3
Let us start by summarizing the steps which are needed to resolve the accessible
singular points of v˜ at P1 : (u, v, w) = (0, 0, 0), P2 : (u˜, v, w) = (0, 0, 0) and P3 :
(p, q, r) = (0, 0, 0).
(1) Step 1: We will blow up at two points P2, P3 (see Figure 3).
(2) Step 2: We will blow up along the curve C1 (see Figure 3).
(3) Step 3: We will blow down the surface F (see Figure 3).
(4) Step 4: We will blow up along the curve C4 (see Figure 3).
(5) Step 5: We will blow up along the curve C5 (see Figure 3).
In a neighborhood of P1, the system is written as
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Figure 3


du
dt
=
−u− u2 + 2uv
w
+ α1w − α3uw
dv
dt
= −2tv +
3v + 3v2
w
+ α2w − α3vw
dw
dt
= 1 + 2v − tw − α3w
2.
In a neighborhood of P2, the system is written as


du˜
dt
=
u˜− u˜2 − v(2− 2u˜)
w
+ α3w + α1w − α3u˜w
dv
dt
= −2tv +
3v + 3v2
w
+ α2w − α3vw
dw
dt
= −α3w
2 − tw + 2v + 1.
In a neighborhood of P3, the system is written as


dp
dt
= −α1p
2 − tp+ 2r + 1
dq
dt
=
q + q(−2tp+ q + 4r)
p
+ α2p− α1pq
dr
dt
=
r + r(r − 2q)
p
− α1pr + α3p.
4.1.1. We blow up at two points P2, P3.
We blow up at the point P2
U1 =
u˜
w
, V1 =
v
w
, W1 = w.
We blow up at the point P3
x3 = p , y3 =
q
p
, z3 =
r
p
.
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We have resolved the accessible singular point P3.
4.1.2. We blow up along the curve C1 = {(u, v, w)|v = w = 0} ⊂ P
1
u1 = u , v1 =
v
w
, w1 = w.
In a neighborhood of {(u1, v1, w1) = (0, 0, 0)}, the system is written as


du1
dt
= 2u1v1 +
−u1 − (u1)
2
w1
+ α1w1 − α3u1w1
dv1
dt
= −tv1 + (v1)
2 +
2v1
w1
+ α2
dw1
dt
= 1− tw1 + 2v1w1 − α3(w1)
2.
4.1.3. We blow down the surface F = {(u1, v1, w1)|w1 = 0} ∼= P
1 × P1
u2 =
w1
u1 + 1
, v2 = v1 , w2 = w1.
In a neighborhood of {(u2, v2, w2) = (0, 0, 0)}, the system is written as


du2
dt
= 1− tu2 +
2(u2)
2v2
w2
− α1(u2)
2 − α3(u2)
2
dv2
dt
= −tv2 + (v2)
2 +
2v2
w2
+ α2
dw2
dt
= 1− tw2 + 2v2w2 − α3(w2)
2.
(4)
The resolution process from Step 2 to Step 3 is well-known as flop. In order to
resolve the accessible singular point P1 and obtain a holomorphic coordinate system,
we need to blow down the surface F ∼= P1 × P1 along the P1-fiber. After we blow
down the surface F , the system (4) has the local index (0,+2,+1) at the point
{(u2, v2, w2) = (0, 0, 0)}.
4.1.4. We blow up along the curve C4 = {(u2, v2, w2)|v2 = w2 = 0} ⊂ P
1
u3 = u2 , v3 =
v2
w2
, w3 = w2.
4.1.5. We blow up along the curve C5 = {(u3, v3, w3)|v3 + α2 = w3 = 0} ⊂ P
1
x1 = u3 , y1 =
v3 + α2
w3
, z1 = w3.
We have resolved the accessible singular point P1.
4.2. Resolution of accessible singular points P5 : (l, m, n) = (0,−1, 0) and
P6 : (l, m, n) = (0, 0, 0)
We can resolve accessible singular points P5, P6 by the same way of 4.1. By the
birational transformation of 4.1 and 4.2, we have resolved five accessible singular
points P1, P2, P3, P5 and P6. There are only two accessible singular points P4, P7 in
F1-surface. Here F1-surface is obtained by blowing up one time at a point in P
2.
These two accessible singular points are on the same fiber in F1-surface (See figure
4).
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Figure 4
4.3. Resolution of accessible singular points P4 and P7
Let us start by summarizing the steps which are needed to resolve the accessible
singular points of v˜ at P4 and P7:
P4 = {(u, v, w) = (0,−1, 0)}, P7 = {(u, v, w) = (−3,−1, 0)}.
(1) Step 6: We will blow up along the curve C6 and blow down the surface S1
(see Figure 4).
(2) Step 7: We will blow up along the curve C7 and blow down the surface S2
(see Figure 4).
(3) Step 8: We will blow up along the curve C8 and blow down the surface S3
(see Figure 4).
(4) Step 9: We will blow up along the curve C9 (see Figure 4).
(5) Step 10: We will blow up along the curve C10 (see Figure 4).
(6) Step 11: We will blow up along the curve C11 (see Figure 4).
In a neighborhood of P7, the system is written as


dl1
dt
=
3l1 − (l1)
2 − 6m1 + 2l1m1
n1
+ n1α1 + 3n1α3 − l1n1α3
dm1
dt
=
−3m1 + 3(m1)
2
n1
+ 2t− 2tm1 + n1α2 + n1α3 −m1n1α3
dn1
dt
= −1 + 2m1 − tn1 − α3(n1)
2.
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In a neighborhood of P4, the system is written as

dL1
dt
=
−3L1 − (L1)
2 + 2L1M1
N1
+ α1N1 − α3L1N1
dM1
dt
= 2t− 2tM1 +
−3M1 + 3(M1)
2
N1
+ α2N1 + α3N1 − α3M1N1
dN1
dt
= −1 + 2M1 − tN1 − α3(N1)
2.
4.3.1. We blow up along the curve C6 = {(L1,M1, N1)|L1 = N1 = 0} ⊂ P
1 and
blow down the surface S1 = {(l1, m1, n1)|n1 = 0}
L2 =
L1
N1
, M2 = M1 , N2 = N1,
l2 =
n1
l1 − 3
, m2 = m1 , n2 = n1.
In a neighborhood of {(l2, m2.n2) = (0, 0, 0)}, the system is written as


dl2
dt
= 1− tl2 +
2l2
n2
− α1(l2)
2
dm2
dt
= 2t− 2tm2 −
3m2 − 3(m2)
2
n2
+ α2n2 + α3n2 − α3m2n2
dn2
dt
= −1 + 2m2 − tn2 − α3(n2)
2.
4.3.2. We blow up along the curve C7 = {(L2,M2, N2)|L2 = N2 = 0} ⊂ P
1 and
blow down the surface S2 = {(l2, m2, n2)|n2 = 0}
L3 =
L2
N2
, M3 = M2 , N3 = N2,
l3 = l2n2 , m3 = m2 , n3 = n2.
In a neighborhood of {(l3, m3, n3) = (0, 0, 0)}, the system is written as


dl3
dt
= −2tl3 +
l3 + 2l3m3 − α2(l3)
2
n3
+ n3 − α3l3n3
dm3
dt
= 2t− 2tm3 −
3m3 − 3(m3)
2
n3
+ α2n3 + α3n3 − α3m3n3
dn3
dt
= −1 + 2m3 − tn3 − α3(n3)
2.
4.3.3. We blow up along the curve C8 = {(L3,M3, N3)|L3 = N3 = 0} ⊂ P
1 and
blow down the surface S3 = {(l3, m3, n3)|n3 = 0}
L4 =
L3 − α1
N3
, M4 = M3 , N4 = N3,
l4 =
l3n3
1− α1l3
, m4 = m3 , n4 = n3.
4.3.4. We blow up along the curve C9 = {(L4,M4, N4)|M4 = N4 = 0} ∪
{(l4, m4, n4)|m4 = n4 = 0} ∼= P
1
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L5 = L4 , M5 =
M4
N4
, N5 = N4,
l5 = l4 , m5 =
m4
n4
, n5 = n4.
4.3.5. We blow up along the curve C10 = {(L5,M5, N5)|M5 − t = N5 = 0} ∪
{(l5, m5, n5)|m5 − t = n5 = 0} ∼= P
1
L6 = L5 , M6 =
M5 − t
N5
, N6 = N5,
l6 = l5 , m6 =
m5 − t
n5
, n6 = n5.
4.3.6. We blow up along the curve C11 = {(L6,M6, N6)|M6+1−α2−α3 = N6 =
0} ∪ {(l6, m6, n6)|m6 + 1− α2 − α3 = n6 = 0} ∼= P
1
x4 = L6 , y4 =
M6 + 1− α2 − α3
N6
, z4 = N6,
x7 = l6 , y7 =
m6 + 1− α2 − α3
n6
, z7 = n6.
We have resolved the accessible singular points P4 and P7.
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