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Abstract
In this paper we discuss the existence of solutions for a class of abstract differential equations with
nonlocal conditions for which the nonlocal term involves the temporal derivative of the solution. Some
concrete applications to parabolic differential equations with nonlocal conditions are considered.
c⃝ 2012 Royal Dutch Mathematical Society (KWG). Published by Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we study the existence of solutions for a class of abstract differential equations
with nonlocal conditions of the form
u′(t) = Au(t)+ f (t, u(t)), t ∈ [0, a], (1.1)
u(0) = g(u|I , u′|I )+ u0 ∈ X, (1.2)
where A : D(A) ⊂ X → X is the infinitesimal generator of an analytic C0-semigroup of
bounded linear operators (T (t))t≥0 defined on a Banach space (X, ∥ · ∥), u0 ∈ X , I ⊂ (c, a] for
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some 0 < c < a, the symbols u|I and u′|I denote the restriction of the functions u(·) and u′(·) to
I and g(·), f (·) are suitable functions.
There exists a extensive literature treating on the existence and qualitative properties of
solutions of abstract differential equations with nonlocal conditions. Concerning the motivations,
relevant developments and the current status of the theory we refer the reader to [1–23] and the
references therein. In particular, we note that in [14] are established some results on the existence
of solutions for abstract nonlocal differential systems with applications to parabolic differential
equations with nonlocal terms involving “spatial” derivatives of the solution.
The main novelty of our paper is the fact that the abstract formulation of (1.1)–(1.2) allow to
study partial differential equations with “nonlocal terms” involving the “temporal” derivative of
the solution. Our results are proved using the theory of analytic semigroups and our approach,
results and applications are totally new.
The problem of the existence of solutions for system (1.1)–(1.2) via semigroup methods and
fixed point technique is highly nontrivial. The reason, is simple and evident: “the temporal
derivative of the state u(·) appear in the integral equation used to define the concept of mild
solution”, see Definition 2.1. As a consequence, we need to work on spaces of differentiable
functions which is a complicated problem under the framework of semigroup theory. To
overcome this problem, we work on spaces of differentiable functions for which the temporal
derivative is “well behaved” near of zero.
This paper has three sections. In the next section we discuss the existence of solutions for the
abstract nonlocal system (1.1)–(1.2). In the last section, a concrete application involving the heat
equation with nonlocal conditions is considered.
2. Existence of solutions
In this section we study the existence of solutions for the abstract system (1.1)–(1.2). At first,
we include some notations and technicalities used in this paper. Let (Z , ∥ · ∥Z ) and (W, ∥ · ∥W )
be Banach spaces. In this paper, L(Z ,W ) represents the space of bounded linear operators from
Z into W endowed with the norm of operators denoted ∥ · ∥L(Z ,W ) and we write L(Z) and
∥ · ∥L(Z) when Z = W . In addition, Bl(z, Z) denotes the closed ball with center at z and radius
l in Z . As usual, for an interval J ⊂ R, we use the notation C(J, Z) for the space formed by
all the continuous functions from J into Z endowed with the sup-norm denoted by ∥ · ∥C(J,Z).
The space Cγ ([b, a], Z), γ ∈ (0, 1), is formed by all the functions ξ : [b, a] → Z such that
[|ξ |]Cγ ([b,a],Z) = supt,s∈[b,a],t≠s ∥ξ(s)−ξ(t)∥Z|t−s|γ < ∞, provided with the norm ∥ξ∥Cγ ([b,a],Z) =
∥ξ∥C([b,a],Z) + [|ξ |]Cγ ([b,a],Z). The notations Cγ ((0, a], Z),Cγ1 ((0, a], Z), γ ∈ (0, 1), are
reserved for the spaces
Cγ ((0, a], Z) = {u ∈ C((0, a], Z) : ∥u∥Cγ ((0,a],Z) = sup
t∈(0,a]
tγ ∥u(t)∥ <∞},
Cγ1 ((0, a], Z) = {u ∈ C1−γ ((0, a], Z) : [|u|]Cγ1 ((0,a],Z) = sup
ε∈(0,a]
ε[|u|]Cγ ([ε,a],Z) <∞},
endowed with the norms ∥ · ∥Cγ ((0,a],Z) and ∥u∥Cγ1 ((0,a],Z) = ∥u∥C1−γ ((0,a],Z) + [|u|]Cγ1 ((0,a],Z)
respectively. The notation Bγ ((0, a], Z) stand for the space formed by all the function u :
(0, a] → Z such that ∥u∥Bγ ((0,a],Z) = supt∈(0,a] tγ ∥u(t)∥Z < ∞ endowed with the norm
∥ · ∥Bγ ((0,a],Z). In addition, C11((0, a], X) = {u ∈ C([0, a], X) : u′ ∈ C1((0, a], X)} endowed
with the norm ∥u∥C11 ((0,a],X) = ∥u∥C([0,a],X) + ∥u
′∥C1((0,a],X).
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In this paper, A : D(A) ⊂ X → X is the infinitesimal generator of an analytic C0-semigroup
of bounded linear operators (T (t))t≥0 defined on a Banach space (X, ∥ · ∥). Next, we assume
0 ∈ ρ(A),D denotes the space D(A) endowed with the norm ∥x∥D = ∥Ax∥ and we assume
that Ci , i ∈ N, are positive constants such that ∥Ai T (t)∥L(X) ≤ Ci t−i for all t ∈ (0, a] and
every n ∈ N. The notation (X, D(A))η,∞, η ∈ (0, 1), stand for the space
(X, D(A))η,∞ = {x ∈ X : [x]η,∞ = sup
t∈(0,1)
∥t1−ηAT (t)x∥ <∞},
with the norm ∥x∥η,∞ = [x]η,∞ + ∥x∥ and we assume Ckη,∞, k ∈ N, are positive constants
such that ∥Ak T (s)∥L((X,D(A))η,∞,X) ≤
Ckη,∞
sk−η for all s ∈ (0, a]. For additional details on analytic
semigroup and interpolation spaces, we refer the reader to [18].
To simplify, in the remainder of this work, we write g(u, u′) in place g(u|I , u′|I ). To begin, we
introduce the following concepts.
Definition 2.1. A function u ∈ C([0, a], X) ∩ C1(I, X) is said a mild solution of the abstract
Cauchy problem (1.1)–(1.2) if u(0) = u0 + g(u, u′) and
u(t) = T (t)(u0 + g(u, u′))+
 t
0
T (t − s) f (s, u(s))ds, ∀ t ∈ [0, a].
Definition 2.2. A function u ∈ C([0, a], X)∩C1(I, X) is said a classical solution of (1.1)–(1.2)
if u(·) is continuously differentiable on (0, a], u(t) ∈ D(A) for all t ∈ (0, a], the function Au(·)
is continuous on (0, a], u(0) = g(u, u′)+ u0 and u(·) is a solution of (1.1) on (0, a].
To prove our results, we introduce the following conditions.
H1 The function f (·) belongs to the space C1([0, a] × X, X), and there are functions L f , L i ∈
C([0, a],R+), i = 1, 2, such that the functions τ → ∂ f
∂x (τ, 0)τ
−1 and τ → L2(τ )τ−1 are
bounded on (0, a] and
∥ f (t, x)− f (t, y)∥ ≤ L f (t)∥x − y∥,∂ f∂t (t, x)− ∂ f∂t (t, y)
 ≤ L1(t)∥x − y∥,∂ f∂x (t, x)− ∂ f∂x (t, y)
L(X) ≤ L2(t)∥x − y∥,
for all x, y ∈ X and every t ∈ [0, a].
H2 The function g(·) is continuous from C(I, X) × C(I, X) into X and there is Lg > 0 such
that
∥g(u, z)− g(v,w)∥ ≤ Lg(∥u − v∥C(I,X) + ∥z − w∥C(I,X)), ∀ u, v, z, w ∈ C(I, X).
H3 There are a Banach space (Y, ∥ · ∥Y ) continuously embedded in X , a non-increasing function
H ∈ L1([0, a],R+) ∩ C((0, a],R+) and a function L f ∈ C([0, a],R+) such that f ∈
C([0, a] × X, Y ), ∥AT (s)∥L(Y,X) ≤ H(s) for all s ∈ (0, a] and
∥ f (t, x)− f (t, y)∥Y ≤ L f (t)∥x − y∥, ∀ x, y ∈ X, t ∈ [0, a].
H4 The function f belongs to Cα([0, a],L(X)) for some α ∈ (0, 1).
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In the remainder of this paper, we say that a function w ∈ C([0, a], X) is a strict solution of
z′(t) = Az(t)+ ξ(t), t ∈ [0, a], z(0) = x, (2.3)
(x ∈ X, ξ ∈ C([0, a], X)) if w ∈ C([0, a],D) ∩ C1([0, a], X) and w(·) is a solution of the
abstract Cauchy problem (2.3).
To prove our first result on the existence of solutions, we need the following lemma.
Lemma 2.1. Assume u ∈ C11((0, a], X), the condition H1 is satisfied and let w : [0, a] → X be
the function given by w(t) =  t0 T (t − s) f (s, u(s))ds. Then w ∈ C1([0, a], X) and
w′(t) = T (t) f (0, u(0))+
 t
0
T (t − s)

∂ f
∂t
(s, u(s))+ ∂ f
∂x
(s, u(s)) u′(s)

ds,
∀ t ∈ [0, a]. (2.4)
Moreover, w(·) is a strict solution of the abstract Cauchy problem
z′(t) = Az(t)+ f (t, u(t)), t ∈ [0, a], z(0) = 0. (2.5)
Proof. For t ∈ [0, a) and h > 0 such that t + h ∈ [0, a], we consider the decomposition
w(t + h)− w(t)
h
=
 t
0
T (t − s)

f (s + h, u(s + h))− f (s, u(s))
h

ds
+ 1
h
 h
0
T (t + h − s) f (s, u(s))ds. (2.6)
Since f (·, u(·)) ∈ C([0, a], X) and (T (t))t≥0 is strongly continuous, it is easy to see that the
second integral term converges to T (t) f (0, u(0)) as h → 0. On the other hand, by using the
condition H1, for s ∈ (0, t) we get f (s + h, u(s + h))− f (s, u(s))h

≤
1h
 s+h
s

∂ f
∂t
(ξ, u(ξ))+ ∂ f
∂x
(ξ, u(ξ))u′(ξ)

dξ

≤ 1
h
 s+h
s
∂ f∂t (ξ, u(ξ))
 dξ + 1h
 s+h
s
∂ f∂x (ξ, u(ξ))u′(ξ)
 dξ
≤
∂ f∂t (·, u(·))

C([0,a],X)
+ 1
h
 s+h
s
∂ f∂x (ξ, u(ξ))− ∂ f∂x (ξ, 0)

u′(ξ)
 dξ
+ 1
h
 s+h
s
∂ f∂x (ξ, 0)
 ∥u′(ξ)∥dξ
≤
∂ f∂t (·, u(·))

C([0,a],X)
+ 1
h
 s+h
s
L2(ξ)∥u(ξ)∥ ∥u′(ξ)∥dξ
+ 1
h
 s+h
s

∂ f
∂x (ξ, 0)
ξ
 ∥u′∥C1((0,a],X)dξ
≤
∂ f∂t (·, u(·))

C([0,a],X)
+ ∥u∥C([0,a],X)∥u′∥C1((0,a],X)
1
h
 s+h
s
L2(ξ)
ξ
dξ
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+∥u′∥C1((0,a],X)
1
h
 s+h
s

∂ f
∂x (ξ, 0)
ξ
 dξ,
which implies there exists a constant C > 0 (independent of h > 0 and 0 ≤ s < t) such that
∥ f (s+h,u(s+h))− f (s,u(s))h ∥ ≤ C for all s ∈ [0, t). Now, from the Lebesgue dominated convergence
theorem we infer the first integral term in (2.6) converges to t
0
T (t − s)

∂ f
∂t
(s, u(s))+ ∂ f
∂x
(s, u(s)) u′(s)

ds,
as h ↓ 0. From the above remarks, we can conclude w(·) is right differentiable on [0, a) and
d+w
dt
(t) =
 t
0
T (t − s)

∂ f
∂t
(s, u(s))+ ∂ f
∂x
(s, u(s)) u′(s)

ds + T (t) f (0, u(0)),
for all t ∈ [0, a). A similar argument prove w(·) is left differentiable on (0, a] and
d−w
dt
(t) =
 t
0
T (t − s)

∂ f
∂t
(s, u(s))+ ∂ f
∂x
(s, u(s)) u′(s)

ds + T (t) f (0, u(0)),
for t ∈ (0, a]. Thus, w(·) is differentiable on [0, a] and (2.4) is satisfied. Moreover, from the
results in [22] we infer w(·) is a strict solution of (2.5). This completes the proof. 
We can establish now our first existence result.
Theorem 2.1. Assume the conditions H1 and H2 are satisfied and there is r > 0 such that
Θ + r(Θ1 +Θ2(r)) < r where
Θ = (C0 + C1)∥u0 + g(0, 0)∥
+C0

∥ f (·, 0)∥L1([0,a],X) + a

∥ f (0, 0)∥ +
∂ f∂t (·, 0)

L1([0,a])

,
Θ1 = C0

Lg

1+ 1
c

+ ∥L f ∥L1([0,a])

,
Θ2(r) = C1Lg

1+ 1
c

+ aC0

L f (0)+ ∥L1∥L1([0,a]) +
 a
0

∂ f
∂x (s, 0)
s
+ r L2(s)s

ds

.
Then there exists a unique mild solution u ∈ C11((0, a], X) of the abstract Cauchy
problem (1.1)–(1.2). Moreover, u(·) is a classical solution.
Proof. On the space C11((0, a], X), we define the map Γ : C11((0, a], X)→ C11((0, a], X) by
Γu(t) = T (t)[u0 + g(u, u′)] +
 t
0
T (t − s) f (s, u(s))ds, t ∈ (0, a]. (2.7)
Next, we prove Γ is a contraction on Br (0,C11((0, a], X)). Let u ∈ Br (0,C11((0, a], X)). From
the assumptions, it is easy to see that Γu ∈ C([0, a], X). On the other hand, from Lemma 2.1
we know Γu is differentiable on (0, a] and
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d
dt
Γu(t) = AT (t)[u0 + g(u, u′)] +
 t
0
T (t − s)∂ f
∂t
(s, u(s))ds + T (t) f (0, u(0))
+
 t
0
T (t − s)∂ f
∂x
(s, u(s)) u′(s)ds, ∀ t ∈ (0, a]. (2.8)
To prove that Γ has values in Br (0,C11((0, a], X)), we note that
∥Γu(t)∥ ≤ C0∥u0 + g(0, 0)∥ + C0∥g(u, u′)− g(0, 0)∥
+
 t
0
∥T (t − s)∥ ∥ f (s, u(s))− f (s, 0)∥ds +
 t
0
∥T (t − s)∥ ∥ f (s, 0)∥ds
≤ C0(∥u0 + g(0, 0)∥)+ C0Lg(∥u∥C(I,X) + ∥u′∥C(I,X))
+C0
 t
0
L f (s)∥u(s)∥ds + C0∥ f (·, 0)∥L1([0,a])
≤ C0∥u0 + g(0, 0)∥ + C0Lg

∥u∥C([0,a],X) + 1c ∥u
′∥C1((0,a],X)

+C0∥u∥C([0,a],X)∥L f ∥L1([0,a]) + C0∥ f (·, 0)∥L1([0,a])
which implies
∥Γu∥C([0,a],X) ≤ C0
∥u0 + g(0, 0)∥ + ∥ f (·, 0)∥L1([0,a])
+C0

Lg

1+ 1
c

+ ∥L f ∥L1([0,a])

∥u∥C11 ((0,a],X)
∥Γu∥C([0,a],X) ≤ C0(∥u0 + g(0, 0)∥ + ∥ f (·, 0)∥L1([0,a]))+ rΘ1. (2.9)
On the other hand, by using the representation formula (2.8), for t ∈ (0, a] we get ddt Γu(t)
 ≤ ∥AT (t)(u0 + g(0, 0))∥ + ∥AT (t)(g(0, 0)− g(u, u′))∥
+∥T (t)( f (0, u(0))− f (0, 0))∥ + ∥T (t) f (0, 0)∥
+
 t
0
T (t − s)∂ f∂t (s, u(s))− ∂ f∂t (s, 0)
 ds
+
 t
0
T (t − s)∂ f∂t (s, 0)
 ds
+
 t
0
∥T (t − s)∥
∂ f∂x (s, u(s))− ∂ f∂x (s, 0)
 ∥u′(s)∥ds
+
 t
0
∥T (t − s)∥
∂ f∂x (s, 0)
 ∥u′(s)∥ds
≤ C1
t
∥u0 + g(0, 0)∥ + C1t Lg(∥u∥C(I,X) + ∥u
′∥C(I,X))
+C0(L f (0)∥u(0)∥ + ∥ f (0, 0)∥)+ C0
 t
0
L1(s)∥u(s)∥ds
+C0
∂ f∂t (·, 0)

L1([0,a])
+ C0∥u′∥C1(0,a],X
 t
0
L2(s)
s
∥u(s)∥ds
+C0∥u′∥C1((0,a],X)
 t
0

∂ f
∂x (s, 0)
s
 ds
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≤ C1
t
∥u0 + g(0, 0)∥ + C1t Lg

1+ 1
c

∥u∥C11 ((0,a],X)
+C0

∥ f (0, 0)∥ +
∂ f∂t (·, 0)

L1([0,a])

×C0L f (0)∥u(0)∥ + ∥u∥C([0,a],X)C0
 t
0
L1(s)ds
+C0∥u′∥C1(0,a],X

∥u∥C([0,a],X)
 t
0
L2(s)
s
ds +
 t
0

∂ f
∂x (s, 0)
s
 ds

which implies that ddt Γu

C1(0,a],X
≤ C1∥u0 + g(0, 0)∥ + aC0

∥ f (0, 0)∥ +
∂ f∂t (·, 0)

L1([0,a])

+

C1Lg

1+ 1
c

+ aC0

L f (0)+ ∥L1∥L1([0,a]) +
 a
0

∂ f
∂x (s, 0)
s
 ds

×∥u∥C11 ((0,a],X) + C0a
 t
0
L2(s)
s
ds∥u∥C1(0,a],X∥u∥C([0,a],X),
(2.10)
and  ddt Γu

C1((0,a],X)
≤ C1∥u0 + g(0, 0)∥ + aC0

∥ f (0, 0)∥ +
∂ f∂t (·, 0)

L1([0,a])

+ rΘ2(r). (2.11)
From the inequalities (2.9) and (2.11) we obtain ∥Γu∥C11 ((0,a],X) ≤ Θ + r(Θ1 + Θ2(r)) ≤ r .
This proves Γ is a well defined function from Br (0,C11((0, a], X)) into Br (0,C11((0, a], X)).
Moreover, a review of the above estimates allows us to infer
∥Γu − Γv∥C([0,a],X) ≤ C0

Lg

1+ 1
c

+ ∥L f ∥L1([0,a])

∥u − v∥C11 ((0,a],X) (2.12)
and  ddt Γu − ddt Γv

C1((0,a],X)
≤ C1Lg

1+ 1
c

∥u − v∥C11 ((0,a],X)
+ aC0

L f (0)+ ∥L1∥L1([0,a]) +
 a
0

∂ f
∂x (s, 0)
s
 ds

×∥u − v∥C11 ((0,a],X)
+C0ar
 t
0
L2(s)
s
ds∥u − v∥C11 ((0,a],X). (2.13)
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Now, from (2.12)–(2.13) we obtain
∥Γu − Γv∥C11 ((0,a],X) ≤ (Θ1 +Θ2(r))∥u − v∥C11 ((0,a],X),
∀ u, v ∈ Br (0,C11((0, a], X)),
which proves that Γ is a contraction on Br (0,C11((0, a], X)) and there exists a unique fixed point
u ∈ Br (0,C11((0, a], X)) of Γ . The function u(·) is the unique mild solution of (1.1)–(1.2) and
from Lemma 2.1 it follows u(·) is a classical solution of (1.1)–(1.2). The proof is complete. 
Remark 2.1. It is convenient to introduce a comment on the parameter “r” in the statement of
Theorem 2.1. The assumption on the existence of this magnitude (which is associated to the norm
of the initial condition and the terms g(0, 0), f (0, 0), f (·, 0) and ∂ f
∂t (·, 0)) is a restriction on the
system, but it is a predictable and natural restriction. This condition arise from the treatment of
the term ∂ f
∂x (s, u(s)) u
′(s) and from the nature of nonlocal problems. We note that in the current
problem, we need to establish the existence of a solution on a interval containing I . In standard
problems, the dependence on “r” can be eliminated studying the existence of local (in time)
solutions.
Now, we establish a variant of Theorem 2.1.
Proposition 2.1. Assume the conditions H1 and H2 are satisfied, f (0, 0) = g(0, 0) = 0,
∂ f
∂t (·, 0) ≡ 0 and Λ1 + Λ2 < 1, where Λ1 = C0

Lg(1+ 1c )+ ∥L f ∥L1([0,a])

and
Λ2 = C1Lg

1+ 1
c

+ aC0

L f (0)+ ∥L1∥L1([0,a]) +
 a
0

∂ f
∂x (s, 0)
s
 ds

.
Then there exists ρ > 0 such that for all u0 ∈ Bρ(0, X) there exists a unique mild solution
u ∈ C11((0, a], X) of (1.1)–(1.2). Moreover, u(·) is a classical solution.
Proof. Let r > 0 and θ ∈ (0, 1) be such that Λ1 +Λ2 + aC0r
 a
0
L2(s)
s ds < θ . Let ρ = 1−θC0+C1 r .
For u0 ∈ Bρ(0, X), we see that all the assumptions in the statement of Theorem 2.1 are fulfilled.
Thus, for all u0 ∈ Bρ(0, X) there exists a unique classical solution of (1.1)–(1.2). 
Next, we prove the existence of a classical solution via condition H3. We note this condition
is satisfied in several cases, consider for example the case in which Y is an interpolation space
between X and D. To show our next theorem, we need the following lemma.
Lemma 2.2. Assume the condition H3 is satisfied, u ∈ C([0, a], X) and let w : [0, a] → X be
the function defined by w(t) =  t0 T (t − s) f (s, u(s))ds. Then w ∈ C1([0, a], X) and
w′(t) =
 t
0
AT (t − s) f (s, u(s))ds + f (t, u(t)), ∀ t ∈ [0, a]. (2.14)
Moreover, w(·) is a strict solution of the abstract Cauchy problem (2.5).
Proof. Let t ∈ [0, a). For h > 0 such that t + h ∈ [0, a], we consider the decomposition
w(t + h)− w(t)
h
=
 t
0

T (h)− I
h

T (t − s) f (s, u(s))ds
+ 1
h
 t+h
t
T (t + h − s) f (s, u(s))ds.
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By noting that f (·, u(·)) ∈ C([0, a], X) and (T (t))t≥0 is strongly continuous, it is easy to show
the second integral term converges to f (t, u(t)) as h ↓ 0. Concerning the first integral term, for
0 < s < t we noteT (h)− Ih

T (t − s) f (s, u(s))
 = 1h (T (t + h − s)− T (t − s)) f (s, u(s))ds

≤
1h
 t−s+h
t−s
AT (ξ) f (s, u(s))dξ

≤ 1
h
 t−s+h
t−s
∥AT (ξ)∥L(Y,X)∥ f (s, u(s))∥Y dξ
≤ H(t − s)1
h
 t−s+h
t−s
∥ f (s, u(s))∥Y dξ,
so that,T (h)− Ih

T (t − s) f (s, u(s))
 ≤ H(t − s)∥ f (·, u(·))∥C([0,a],Y ), ∀s ∈ [0, t).
Since H ∈ L1([0, a],R+), from the Lebesgue dominated convergence criterion we obtain t
0

T (h)− I
h

T (t − s) f (s, u(s))ds →
 t
0
AT (t − s) f (s, u(s))ds, as h ↓ 0.
From the above, we infer w(·) is right differentiable at t ∈ [0, a) and
∂+w
∂t
(t) =
 t
0
AT (t − s) f (s, u(s))ds + f (t, u(t)). (2.15)
A similar argument shows that w(·) is left differentiable at t ∈ (0, a] and
∂−w
∂t
(t) =
 t
0
AT (t − s) f (s, u(s))ds + f (t, u(t)). (2.16)
Thus, w ∈ C1([0, a], X) and (2.14) is valid. Moreover, by noting A is a closed linear operator,
from (2.14) we have
w′(t) = A
 t
0
T (t − s) f (s, u(s))ds + f (t, u(t))
= Aw(t)+ f (t, u(t)), t ∈ [0, a], (2.17)
which shows w(·) is a strict solution of (2.5). This completes the proof. 
Now, we can prove our second result on the existence of a mild solution.
Theorem 2.2. Assume that the conditions H2 and H3 are satisfied and Λ = Θ1 +Θ2 < 1 where
Θ1 = C0

Lg

1+ 1
c

+ ∥i∥L(Y,X)∥L f ∥L1([0,a])

,
Θ2 =

C1Lg

1+ 1
c

+ a∥i∥L(Y,X)∥L f ∥C([0,a])

+ a sup
τ∈[0,a]
 τ
0
H(τ − s)L f (s)ds,
and i denotes the inclusion map from Y into X. Then there exists a unique mild solution u(·) of
the abstract problem (1.1)–(1.2). Moreover, u(·) is a classical solution.
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Proof. Let Γ : C11((0, a], X)→ C11((0, a], X) be the map defined in the proof of Theorem 2.1.
We will prove that Γ is a contraction on C11((0, a], X).
Let u ∈ C11((0, a], X). From the assumptions it is obvious that Γu ∈ C([0, a], X). Moreover,
from the definition of Γu, we see that
∥Γu(t)∥ ≤ C0∥u0 + g(0, 0)∥ + C0∥g(u, u′)− g(0, 0)∥
+C0
 t
0
∥i∥L(Y,X)∥ f (s, u(s))− f (s, 0)∥Y ds + C0
 t
0
∥ f (s, 0)∥ds
≤ C0∥u0 + g(0, 0)∥ + C0Lg(∥u∥C(I,X) + ∥u′∥C(I,X))
+C0∥i∥L(Y,X)
 t
0
L f (s)∥u(s)∥ds + C0∥ f (·, 0)∥L1([0,a])
≤ C0(∥u0 + g(0, 0)∥ + ∥ f (·, 0)∥L1([0,a]))
+C0Lg

1+ 1
c

(∥u∥C([0,a],X) + ∥u′∥C1((0,a],X))
+C0∥i∥L(Y,X)∥L f ∥L1([0,a])∥u∥C([0,a],X),
and hence,
∥Γu∥C([0,a],X) ≤ C0(∥u0 + g(0, 0)∥ + ∥ f (·, 0)∥L1([0,a]))
+C0

Lg

1+ 1
c

+ ∥i∥L(Y,X)∥L f ∥L1([0,a])

∥u∥C11 ((0,a],X). (2.18)
Moreover, proceeding as above we obtain
∥Γu − Γv∥C([0,a],X)
≤ C0

Lg

1+ 1
c

+ ∥i∥L(Y,X)∥L f ∥L1([0,a])

∥u − v∥C11 ((0,a],X), (2.19)
for all u, v ∈ C11((0, a], X).
On the other hand, from Lemma 2.2 we infer Γu is of class C1 on (0, a] and
d
dt
Γu(t) = AT (t)[u0 + g(u, u′)] +
 t
0
AT (t − s) f (s, u(s))ds + f (t, u(t)), (2.20)
for all t ∈ (0, a]. Using this representation formula, for t ∈ (0, a] we get ddt Γu(t)
 ≤ ∥AT (t)(u0 + g(0, 0))∥ + ∥AT (t)(g(u, u′)− g(0, 0))∥
+∥i∥L(Y,X)∥ f (t, u(t))− f (t, 0)∥Y + ∥ f (t, 0)∥
+
 t
0
∥AT (t − s)∥L(Y,X)∥ f (s, u(s))− f (s, 0)∥Y ds
+
 t
0
∥AT (t − s)∥L(Y,X)∥ f (s, 0)∥Y ds
≤ C1
t
∥u0 + g(0, 0)∥ + C1t Lg(∥u∥C(I,X) + ∥u
′∥C(I,X))
+∥i∥L(Y,X)L f (t)∥u(t)∥ + ∥ f (t, 0)∥
+
 t
0
∥AT (t − s)∥L(Y,X)L f (s)∥u(s)∥ds
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+∥ f (·, 0)∥C([0,a],Y )∥AT (·)∥L1([0,a],L(Y,X))
≤ C1
t
∥u0 + g(0, 0)∥ + C1t Lg

1+ 1
c

∥u∥C11 ((0,a],X)
+∥i∥L(Y,X)∥L f ∥C([0,a],R)∥u∥C([0,a],X)
+∥ f (·, 0)∥C([0,a],X) + sup
τ∈[0,a]
 τ
0
H(τ − s)L f (s)ds∥u∥C([0,a],X)
+∥ f (·, 0)∥C([0,a],Y )∥AT (·)∥L1([0,a],L(Y,X)),
and hence, | ddt Γu

C1((0,a],X)
≤ C1(∥u0 + g(0, 0)∥)+ a∥ f (·, 0)∥C([0,a],X)
+ a∥ f (·, 0)∥C([0,a],Y )∥AT (·)∥L1([0,a],L(Y,X))
+

C1Lg

1+ 1
c

+ a∥i∥L(Y,X)∥L f ∥C([0,a])

∥u∥C11 ((0,a],X)
× a sup
τ∈[0,a]
 τ
0
H(τ − s)L f (s)ds∥u∥C([0,a],X). (2.21)
Proceeding as above, it is easy to see that ddt Γu − ddt Γv

C1((0,a],X)
≤

C1Lg

1+ 1
c

+ a∥i∥L(Y,X)∥L f ∥C([0,a])

∥u − v∥C11 ((0,a],X)
+ a sup
τ∈[0,a]
 τ
0
H(τ − s)L f (s)ds∥u − v∥C11 ((0,a],X). (2.22)
As a consequence of the estimates (2.18) and (2.21) it follows Γ has values in C11((0, a], X),
and from (2.19) and (2.22) we obtain
∥Γu − Γv∥C11 ((0,a],X) ≤ (Θ1 +Θ2)∥u − v∥C11 ((0,a],X), ∀ u, v ∈ C
1
1((0, a], X). (2.23)
Thus, Γ is a contraction and there exists a unique mild solution u ∈ C11((0, a], X) of (1.1)–(1.2).
Finally, from Lemma 2.2 and the fact that (T (t))t≥0 is analytic we conclude u(·) is a classical
solution. 
To prove our next theorem, we note the following result on regularity of mild solutions of the
problem
w′(t) = Aw(t)+ ξ(t), t ∈ [0, a], w(0) = 0 (2.24)
with ξ ∈ L1([0, a], X).
Proposition 2.2 ([18, Theorem 4.3.7]). Assume ξ ∈ Cα1 ((0, a], X), α ∈ (0, 1), and let
v : [0, a] → X be the function defined by v(t) =  t0 T (t − s)ξ(s)ds. Then, the function
v(·) is a classical solution of (2.24), the functions v′, Av belong to Cα1 ((0, a], X), v′ ∈
B1((0, a], (X,D)α,∞) and there exists a constant Cαα > 0 (which is independent of ξ(·)) such
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that
∥v′∥Cα1 ((0,a],X) + ∥Av∥Cα1 ((0,a],X) + ∥v′∥B1((0,a],(X,D)α,∞) ≤ Cαα∥ξ∥Cα1 ((0,a],X).
Remark 2.2. In the remainder of this section, we discuss the existence of a solution via condition
H4. To simplify our developments, next we always assume g(0, 0) = 0 (the general case can be
treated using similar arguments). Next, for a function u ∈ C([0, a], X) we use the notation fu
for the function fu : [0, a] → X given by fu(t) = f (t)u(t).
Lemma 2.3. If condition H4 is satisfied and u ∈ Cα1 ((0, a], X), then fu ∈ Cα1 ((0, a]; X) and
∥ fu∥Cα1 ((0,a],X) ≤ ∥ f ∥Cα([0,a],L(X))(aα + 2)∥u∥Cα1 ((0,a],X). (2.25)
Proof. For 0 < s < t ≤ a we see that
∥ fu(t)− fu(s)∥ ≤ ∥ f (t)− f (s)∥L(X)∥u(t)∥ + ∥ f (s)∥L(X)∥u(t)− u(s)∥
≤ [| f |]Cα([0,a],L(X)) (t − s)
α
s1−α
∥u∥C1−α((0,a],X)
+∥ f ∥C([0,a],L(X))[|u|]Cα1 ((0,a];X)
(t − s)α
s
,
so that,
[| fu |]Cα1 ((0,a];X) ≤ ([| f |]Cα([0,a],L(X))aα + ∥ f ∥C([0,a],L(X)))∥u∥Cα1 ((0,a];X). (2.26)
On the other hand,
∥ fu(t)∥ ≤ ∥ f (t)∥L(X)∥u(t)∥ ≤ ∥ f ∥C([0,a],L(X)) [|u|]C1−α((0,a],X)t1−α ,
and hence,
∥ fu∥C1−α((0,a],X) ≤ ∥ f ∥C([0,a],L(X))∥u∥C1−α((0,a],X). (2.27)
Now, the inequality (2.25) follows directly from (2.26) and (2.27). 
The next lemma follows from the results in [18]. We include the proof for completeness.
Lemma 2.4. If x ∈ (X,D)α,∞, then AT (·)x ∈ Cα1 ((0, a], X) and
∥AT (·)x∥C1−α((0,a],X) ≤ C1α,∞∥x∥α,∞,
[|AT (·)x |]Cα1 ((0,a],X) ≤
C1C1α,∞
α
∥x∥α,∞.
Proof. The first inequality follows directly from the definition of (X,D)α,∞. On the other hand,
for 0 < s < t ≤ a we see that
∥(AT (t)− AT (s))x∥ = ∥AT (s)(T (t − s)− I )x∥
≤ ∥AT (s)∥
 t−s
0
∥AT (ξ)x∥dξ
≤ C1
s
 t−s
0
C1α,∞
ξ1−α
∥x∥α,∞dξ
≤ C1C
1
α,∞
s
(t − s)α
α
∥x∥α,∞,
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and hence, [|AT (·)x |]Cα1 ((0,a],X) ≤
C1C1α,∞
α
∥x∥α,∞. This completes the proof. 
We omit the proof of the next lemma.
Lemma 2.5. If u ∈ Cα1 ((0, a],D), then u ∈ Cα1 ((0, a], X) and
∥u∥Cα1 ((0,a],X) ≤ ∥A−1∥L(X)∥u∥Cα1 ((0,a],D).
Now, we can establish our third existence result.
Theorem 2.3. Assume the condition H4 is satisfied, u0 ∈ (X,D)α,∞, the function g(·) is
continuous from C(I,D)× B(I, (X,D)α,∞) into (X,D)α,∞, there is L1g > 0 such that
∥g(u, z)− g(v,w)∥α,∞ ≤ L1g(∥u − v∥C(I,D) + ∥z − w∥B(I,(X,D)α,∞)),
for all (u, z), (v,w) ∈ C(I,D)× B(I, (X,D)α,∞) and
Λ = L1g

1
c1−α
+ 1
c

C0∥i∥L((X,D)α,∞,X) + C1 + 2C1α,∞

C1
α
+ 1

+ (C0a + Cαα (aα + 2)∥A−1∥)∥ f ∥Cα([0,a],L(X)) < 1,
where i denotes the inclusion map from (X,D)α,∞ into X. Then there exists a unique mild
solution of the abstract problem (1.1)–(1.2).
Proof. Let S be the space
S = {u ∈ C([0, a], X) : u′, Au ∈ Cα1 ((0, a], X), u′ ∈ B1((0, a], (X,D)α,∞)},
endowed with the norm
∥u∥S = ∥u∥C([0,a],X) + ∥u′∥Cα1 ((0,a],X) + ∥Au∥Cα1 ((0,a],X) + ∥u′∥B1((0,a],(X,D)α,∞).
On the space S, we define the maps Γ ,Γi : S→ S, i = 1, 2, by Γ = Γ1 + Γ2,
Γ1u(t) = T (t)[u0 + g(u, u′)] and Γ2u(t) =
 t
0
T (t − s) f (s)u(s)ds,
t ∈ [0, a]. (2.28)
Next, we show Γ is a contraction from S into itself. Let u, v ∈ S. By noting that fu ∈
C([0, a], X), it is easy to check Γu ∈ C([0, a], X) and
∥Γu∥C([0,a],X) ≤ C0(∥u0∥ + ∥i∥L((X,D)α,∞,X)∥g(u, u′)∥α,∞)
+C0a∥ f ∥C([0,a],L(X))∥u∥C([0,a],X)
≤ C0

∥u0∥ + L1g∥i∥L((X,D)α,∞,X)(∥u∥C(I,D) + ∥u′∥C(I,(X,D)α,∞))

+C0a∥ f ∥C([0,a],L(X))∥u∥C([0,a],X)
≤ C0

∥u0∥ + ∥i∥L((X,D)α,∞,X)L1g

1
c1−α
+ 1
c

× (∥u∥Cα1 ([0,a],D) + ∥u′∥B1((0,a],(X,D)α,∞))

+C0a∥ f ∥C([0,a],L(X))∥u∥C([0,a],X),
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from which we infer,
∥Γu∥C([0,a],X)
≤ C0∥u0∥ + C0

L1g∥i∥L((X,D)α,∞,X)

1
c1−α
+ 1
c

+ a∥ f ∥C([0,a],L(X))

×∥u∥S, (2.29)
∥Γu − Γv∥C([0,a],X)
≤ C0

L1g∥i∥L((X,D)α,∞,X)

1
c1−α
+ 1
c

+ a∥ f ∥C([0,a],L(X))

∥u − v∥S. (2.30)
On the other hand, from Lemma 2.3 we have fu ∈ Cα1 ((0, a], X) and from Proposition 2.2 it
follows ddt Γ2u ∈ Cα1 ((0, a], X) ∩ B1((0, a], (X,D)α,∞), AΓ2u ∈ Cα1 ((0, a], X) and ddt Γ2u

Cα1 ((0,a],X)
+ ∥AΓ2u∥Cα1 ((0,a],X) +
 ddt Γ2u

B1((0,a],(X,D)α,∞)
≤ Cαα∥ f ∥Cα([0,a],L(X))(aα + 2)∥A−1∥∥u∥Cα1 ((0,a],D). (2.31)
Using this inequality, we infer that ddt Γ2u − ddt Γ2v

Cα1 ((0,a],X)∩B1((0,a],(X,D)α,∞)
+ ∥AΓ2u − AΓ2v∥Cα1 ((0,a],X)
≤ Cαα∥ f ∥Cα([0,a],L(X))(aα + 2)∥A−1∥ ∥u − v∥Cα1 ((0,a],D), (2.32)
where ∥w∥Cα1 ((0,a],X)∩B1((0,a],(X,D)α,∞) = ∥w∥Cα1 ((0,a],X) + ∥w∥B1((0,a],(X,D)α,∞).
Concerning the map Γ1, from Lemma 2.4 we get ddt Γ1u

Cα1 ((0,a],X)
≤ C1α,∞

C1
α
+ 1

(∥u0∥α,∞ + ∥g(u, u′)∥α,∞).
On the other hand, from the assumption on g(·) we get
∥g(u, u′)∥α,∞ ≤ L1g(∥u∥C(I,D) + ∥u′∥B(I,(X,D)α,∞))
≤ L1g

1
c1−α
+ 1
c

(∥u∥C1−α((0,a],D) + ∥u′∥B1((0,a],(X,D)α,∞)),
so that, ddt Γ1u

Cα1 ((0,a],X)
≤ C1α,∞

C1
α
+ 1

∥u0∥α,∞ + L1g

1
c1−α
+ 1
c

∥u∥S

.
Moreover, by noting that ddt Γ1u = AΓ1u we obtain,
∥Γ1u∥Cα1 ((0,a],D) ≤ C1α,∞

C1
α
+ 1

∥u0∥α,∞ + L1g

1
c1−α
+ 1
c

∥u∥S

.
Proceeding as above we assert ddt Γ1u − ddt Γ1v

Cα1 ((0,a],X)
≤ C1α,∞

C1
α
+ 1

L1g

1
c1−α
+ 1
c

∥u − v∥S, (2.33)
∥Γ1u − Γ1v∥Cα1 ((0,a],D) ≤ C1α,∞

C1
α
+ 1

L1g

1
c1−α
+ 1
c

∥u − v∥S. (2.34)
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Similarly, ddt Γ1u(t)

α,∞
≤ ∥AT (t)u0∥ + ∥AT (t)g(u, u′)∥ + sup
s∈(0,1)
∥s1−α AT (t)AT (s)u0∥
+ sup
s∈(0,1)
s1−α∥AT (t)AT (s)g(u, u′)∥
≤ C1
t
∥u0∥ + C1t ∥g(u, u
′)∥ + C1
t
[u0]α,∞ + C1t [g(u, u
′)]α,∞,
≤ C1
t
∥u0∥α,∞ + C1t ∥g(u, u
′)∥α,∞
≤ C1
t
∥u0∥α,∞ + C1t L
1
g

1
c1−α
+ 1
c

∥u∥S,
from which we obtain ddt Γ1u

B1((0,a],(X,D)α,∞)
≤ C1

∥u0∥α,∞ + L1g

1
c1−α
+ 1
c

∥u∥S, (2.35) ddt Γ1u − ddt Γ1v

B1((0,a],(X,D)α,∞)
≤ C1L1g

1
c1−α
+ 1
c

∥u − v∥S. (2.36)
From the inequalities (2.30)–(2.36) we infer Γ has values inS and ∥Γu − Γv∥S ≤ Λ∥u − v∥S
for all u, v ∈ S. Thus, Γ is a contraction on S and there exists a unique mild solution u(·) of
(1.1)–(1.2). Finally, from Proposition 2.2 and the fact that the semigroup (T (t))t≥0 is analytic,
we obtain u(·) is a classical solution. The proof is complete. 
Remark 2.3. The next results are variants of Theorem 2.3. The basic difference is concerning
the spaces on which the functions f (·) and g(·) are defined and the associated applications. In
particular, we note that the following results are useful to treat partial differential equations with
nonlocal conditions involving partial derivatives or nonlinear expressions of u′(·). In the last
section, we include an application of our following results (see the system (3.53)–(3.55)).
Theorem 2.4. Assume that f ∈ Cα([0, a],L(D)) for some α ∈ (0, 1), u0 ∈ (X,D)α,∞, g(·) is
continuous from C(I,D)× C(I,D) into (X,D)α,∞ and there is L1g > 0 such that
∥g(u, z)− g(v,w)∥α,∞ ≤ L1g(∥u − v∥C(I,D) + ∥z − w∥C(I,D)),
for all (u, z), (v,w) ∈ C(I,D)× C(I,D). Suppose, in addition, Λ1 + Λ2 < 1 where
Λ1 = L1g

1
c1−α
+ 1

∥i∥L((X,D)α,∞,X)C0

1+ C2
c2

+ 2C1α,∞

C1
α
+ 1

+ C1

,
Λ2 = ∥ f ∥Cα([0,a]L(D))

C0

a∥A−1∥ + C2
c2

+ Cαα (aα + 2)∥A−1∥ +
Cαα + 1
c1−α

,
and i denotes the inclusion map from D into X. Then there exists a unique mild solution u(·)
of (1.1)–(1.2). Moreover, u(·) is a classical solution.
Proof. Let S be the space introduced in the proof of Theorem 2.3 and F be the space F =
{u ∈ S : u′|[c,a] ∈ C([c, a],D)} endowed with the norm ∥u∥F = ∥u∥S + ∥u′∥C([c,a],D). Let
Γ = Γ1 + Γ2 : F→ F, i = 1, 2, be defined as in the proof of Theorem 2.3, see (2.28).
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Let u, v ∈ F. Proceeding as in the proof of Theorem 2.3 we obtain
∥Γu∥C([0,a],X)
≤ C0∥u0∥ + C0

L1g∥i∥L((X,D)α,∞,X)

1
c1−α
+ 1

+ a∥A−1∥ ∥ f ∥C([0,a],L(D))

×∥u∥F, (2.37)
∥Γu − Γv∥C([0,a],X)
≤ C0

L1g∥i∥L((X,D)α,∞,X)

1
c1−α
+ 1

+ a∥A−1∥ ∥ f ∥C([0,a],L(D))

×∥u − v∥F, (2.38) ddt Γ2u − ddt Γ2v

Cα1 ((0,a],X)∩B1((0,a],(X,D)α,∞)
+ ∥AΓ2u − AΓ2v∥Cα1 ((0,a],X)
≤ Cαα∥ f ∥Cα([0,a],L(D))(aα + 2)∥A−1∥L(X)∥u − v∥Cα1 ((0,a],X). (2.39)
Next, we study the operator Γ1. From Lemma 2.4 and the properties of g(·) we get ddt Γ1u

Cα1 ((0,a],X)
≤ C1α,∞

C1
α
+ 1

(∥u0∥α,∞ + ∥g(u, u′)∥α,∞)
≤ C1α,∞

C1
α
+ 1

(∥u0∥α,∞ + L1g(∥u∥C(I,D) + ∥u′∥C(I,D)))
≤ C1α,∞

C1
α
+ 1

×

∥u0∥α,∞ + L1g

1
c1−α
+ 1

(∥u∥Cα1 ((0,a],D) + ∥u′∥C(I,D))

so that, ddt Γ1u

Cα1 ((0,a],X)
≤ C1α,∞

C1
α
+ 1

∥u0∥α,∞ + L1g

1
c1−α
+ 1

∥u∥F

, (2.40)
∥Γ1u∥Cα1 ((0,a],D) ≤ C1α,∞

C1
α
+ 1

∥u0∥α,∞ + L1g

1
c1−α
+ 1

∥u∥F

, (2.41)
since ddt Γ1u = AΓ1u. Moreover, from the last inequalities it is easy to see that ddt Γ1u − ddt Γ1v

Cα1 ((0,a],X)
≤ C1α,∞

C1
α
+ 1

L1g

1
c1−α
+ 1

∥u − v∥F, (2.42)
∥Γ1u − Γ1v∥Cα1 ((0,a],D) ≤ C1α,∞

C1
α
+ 1

L1g

1
c1−α
+ 1

∥u − v∥F. (2.43)
On the other hand, proceeding as in the proof of Theorem 2.3 we get ddt Γ1u(t)

α,∞
≤ ∥AT (t)u0∥α,∞ + ∥AT (t)g(u, u′)∥α,∞
≤ C1
t
∥u0∥α,∞ + C1t ∥g(u, u
′)∥α,∞,
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≤ C1
t
∥u0∥α,∞ + C1t L
1
g

1
c1−α
+ 1

∥u∥F,
and hence, ddt Γ1u

B1((0,a],(X,D)α,∞)
≤ C1

∥u0∥α,∞ + L1g

1
c1−α
+ 1

∥u∥F, (2.44) ddt Γ1u − ddt Γ1v

B1(0,a],(X,D)α,∞
≤ C1L1g

1
c1−α
+ 1

∥u − v∥F. (2.45)
To finalize the proof, we need to show ddt Γu|[c,a] ∈ C(I,D) and to find and appropriate estimate
for ∥ ddt Γu − ddt Γv∥C(I,D). Let 0 < ε < d < c and t ≥ c. Since fu ∈ Cα([d, a], X), from
Proposition 2.2 we have that the function t →  td T (t − s) fu(s)ds is a classical solution of
z′ = Az + fu, z(d) = 0 on [d, a]. Using this fact and A fu ∈ Cα([0, a], X), we see that
d
dt
Γu(t) = d
dt
T (t − d)T (d)[u0 + g(u, u′)] + ddt T (t − d)
 d
0
T (d − s) fu(s)ds
+ d
dt
 t
d
T (t − s) fu(s)ds
= T (t − d)AT (d)[u0 + g(u, u′)] + AT (t − d − ε)T (ε)
 d
0
T (d − s) fu(s)ds
+ A
 t
d
T (t − s) fu(s)ds + fu(t),
from which we obtain
A
d
dt
Γu(t) = T (t − d)A2T (d)[u0 + g(u, u′)] + T (t − d − ε)A2T (ε)
×
 d
0
T (d − s) fu(s)ds
+ A
 t
d
T (t − s)A fu(s)ds + A fu(t). (2.46)
From this representation, it is easy to see ddt Γu ∈ C([c, d],D). Moreover, by using A fu ∈
Cα([c, a], X) and Proposition 2.2, we getA ddt Γu

C([c,a],D)
≤ C0 C2
d2
∥u0 + g(u, u′)∥ + C20
C2
ε2
∥ fu∥C([0,a],X)c
+Cαα∥ f ∥Cα([d,a],L(D))∥u∥Cα1 ([d,a],D)
+∥ f ∥C([0,a,]L(D))∥u∥C([d,a],D)
≤ C0 C2
d2
∥u0 + g(u, u′)∥ + C20
C2
ε2
∥ fu∥C([0,a],X)c
+ C
α
α
d1−α
∥ f ∥Cα([0,a],L(D))∥u∥S + ∥ f ∥C([0,a],L(D))d1−α ∥u∥C([d,a],D),
and hence, ddt Γu

C([c,a],D)
≤ C0 C2
d2
∥u0∥ + C0 C2
d2
L1g∥i∥L((X,D)α,∞,X)

1
c1−α
+ 1

∥u∥F
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+

C20C2
ε2
+ C
α
α + 1
d1−α

∥ f ∥Cα([0,a],L(D))∥u∥F.
Moreover, by noting that ε, d are arbitrarily fixed in (0, c), from the last estimate we obtain ddt Γu − ddt Γu

C([c,a],D)
≤ C0C2
c2
L1g∥i∥L((X,D)α,∞,X)

1
c1−α
+ 1

∥u − v∥F
+

C20C2
c2
+ C
α
α + 1
c1−α

∥ f ∥Cα[0,a]L(D)∥u − v∥F, (2.47)
for all u, v ∈ F.
Finally, from inequalities (2.38)–(2.39), (2.42)–(2.43), (2.45) and (2.47) we obtain
∥Γu − Γv∥F ≤ (Λ1 + Λ2)∥u − v∥F, ∀ u, v ∈ F,
which proves that Γ is a contraction on F and there exists a unique mild solution u ∈ F
of the abstract problem (1.1)–(1.2). The fact that u(·) is a classical solution follows from
Proposition 2.2. The proof is complete. 
The next result is appropriate to consider nonlocal problems for which g(u, u′) involves
nonlinear expressions of u′(·).
Theorem 2.5. Assume f ∈ Cα([0, a],L(D)) for some α ∈ (0, 1), u0 ∈ (X,D)α,∞, g(·) is
continuous from C(I,D)× C(I,D) into (X,D)α,∞ and there is L1g ∈ C(R+,R+) such that
∥g(u, z)− g(v,w)∥α,∞ ≤ L1g(r)(∥u − v∥C(I,D) + ∥z − w∥C(I,D)),
for all (u, z), (v,w) ∈ Br (0,C(I,D) × C(I,D)) and every r > 0. Suppose, in addition, there
exists r > 0 such that Λ+ r(Λ1(r)+ Λ2) < r where Λ2 is defined as in Theorem 2.4,
Λ = C0

1+ C2
c2

∥u0∥ +

2C1α,∞

C1
α
+ 1

+ C1

∥u0∥α,∞,
Λ1(r) = L1g(r)

1
c1−α
+ 1

×

∥i∥L((X,D)α,∞,X)C0

1+ C2
c2

+ 2C1α,∞

C1
α
+ 1

+ C1

,
and i denotes the inclusion map from (X,D)α,∞ into X. Then there exists a unique mild solution
u(·) of (1.1)–(1.2). Moreover, u(·) is a classical solution.
Proof. The proof follows with minor modifications from the proof of Theorem 2.4. Let F be as
in the proof of Theorem 2.4 and Γ = Γ1 + Γ2 : Br (0,F) → F, i = 1, 2, defined via (2.28).
From a review of the estimates in the proof of Theorem 2.4, we obtain that
∥Γu∥F ≤ Λ+ r(Λ1(r)+ Λ2), (2.48)
∥Γu − Γv∥F ≤ (Λ1(r)+ Λ2)∥u − v∥F, (2.49)
for all u, v ∈ Br (0,F). This proves Γ is a contraction on Br (0,F), and there exists a unique mild
solution u ∈ Br (0,F) of (1.1)–(1.2). Finally, from Proposition 2.2 we infer u(·) is a classical
solution. 
We complete this section with the following result.
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Proposition 2.3. Assume f (·), g(·) and u0 satisfy the conditions in Theorem 2.5,Λ1(0)+Λ2 < 1
where Λ2 is defined as in Theorem 2.4 and
Λ1(0) = L1g(0)

1
c1−α
+ 1

×

∥i∥L((X,D)α,∞,X)C0

1+ C2
c2

+ 2C1α,∞

C1
α
+ 1

+ C1

.
Then there exists r > 0 such that for all u0 ∈ Br (0, X)∩ Br (0, (X,D)α,∞) there exists a unique
classical solution of (1.1)–(1.2).
Proof. Let Λ1(r) be defined as in the statement of Theorem 2.5. Since L1g(·) is continuous and
Λ1(0)+Λ2 < 1, we can select r > 0 and θ ∈ (0, 1) such that r(Λ1(r)+Λ2) < rθ . Let ρ = (1−θ)rµ
where µ = C0(1 + C2c2 ) + (2C1α,∞(C1α + 1) + C1). For u0 ∈ Bρ(0, X) ∩ Bρ(0, (X,D)α,∞),
it is easy to check all the assumptions in Theorem 2.5 are satisfied. Thus, for all u0 ∈
Bρ(0, X) ∩ Bρ(0, (X,D)α,∞) there exists a unique classical solution of (1.1)–(1.2). 
3. Application
In this section, X = L2([0, π]) and the operator A : D(A) ⊂ X → X given by Ax = x ′′
with domain D(A) = {x ∈ X : x ′′ ∈ X, x(0) = x(π) = 0}. It is well known that A is the
infinitesimal generator of an analytic semigroup (T (t))t≥0 on X, A has discrete spectrum with
eigenvalues −n2, n ∈ N, and associated normalized eigenvectors zn(ξ) =

2
π
1/2
sin(nξ).
Moreover, {zn : n ∈ N} is an orthonormal basis of X, T (t)x =∞n=1 e−n2t < x, zn > zn for all
x ∈ X and every t ≥ 0. In addition, ∥T (t)∥ ≤ e−t , ∥AT (t)∥ ≤ e− t2 t−1, ∥A2T (t)∥ ≤ 4e−t t−2
for all t > 0 and ∥A−1∥ = 1.
The description of the interpolation spaces (X,D)α,∞ is usually complicated. For this reason,
to simplify our examples, we consider the fractional spaces associated to A. In the remainder
of this section, Cγγ ,Cγ , (X,D)α,∞ are as in the Section 2 and Xα denotes the domain of the
fractional power (−A)α of A endowed with the graph norm ∥x∥α = ∥(−A)αx∥. From [18,
Proposition 2.2.15] we know that Xα is continuously embedded in (X,D)α,∞.
To begin, we study the existence of solutions for the system
∂
∂t
w(t, ξ) = ∂
2
∂ξ2
w(t, ξ)+ ζ(t)w(t, ξ), (t, ξ) ∈ [0, a] × [0, π], (3.50)
w(t, 0) = w(t, π) = 0, t ∈ [0, a], (3.51)
w(0, ξ) =
n
i=1

βiw(ti , ξ)+ αi ∂
∂t
w(ti , ξ)

+ u0(ξ), ξ ∈ [0, π], (3.52)
where 0 < t1 < · · · < tn < a are fixed real numbers, u0 ∈ X and ζ ∈ C([0, a],R).
To represent the system (3.50)–(3.52) in the abstract form (1.1)–(1.2), we introduce the
functions f : [0, a] × X → X and g : C([t1, tn], X) × C([t1, tn], X) → X given by
f (t, x)(ξ) = ζ(t)x(ξ) and g(u, v)(ξ) =ni=1(βi u(ti , ξ)+ αiv(ti , ξ)). In the next proposition,
which is a consequence of Theorem 2.1, we say that a function u ∈ C([0, a], X) is a classical
solution of (3.50)–(3.52) if u(·) is a classical solution of the associated system (1.1)–(1.2).
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Proposition 3.4. Assume that ζ ∈ C1([0, a],R), the function s → s−1ζ(s) is bounded on (0, a]
and there is r > 0 such that 2∥u0∥ + r(Θ1 +Θ2(r)) < r where
Θ1 = max

n
i=1
|αi |,
n
i=1
|βi |

1+ 1
t1

+ ∥ζ∥L1([0,a]),
Θ2 = max

n
i=1
|αi |,
n
i=1
|βi |

1+ 1
t1

+ a

∥ζ ′∥L1([0,a]) +
 a
0
|ζ(s)|
s
ds

.
Then there exists a unique classical solution of the problem (3.50)–(3.52).
Proof. The assertion follows directly from Theorem 2.1. We only note that under the current
assumptions we have ζ(0) = 0 and L2 ≡ 0. 
From Proposition 2.1 we have the next result.
Proposition 3.5. Assume that ζ ∈ C1([0, a],R), the function s → ζ(s)s is bounded on (0, a] and
2 max

n
i=1
|αi |,
n
i=1
|βi |

1+ 1
t1

+ ∥ζ∥L1([0,a])
+ a

∥ζ ′∥L1([0,a]) +
 a
0
ζ(s)s
 ds < 1.
Then there exists ρ > 0 such that for all u0 ∈ Bρ(0, X) there exists a unique classical solution
u ∈ C11((0, a], X) of the system (3.50)–(3.52).
The next result proves the existence of a solution for (3.50)–(3.52) via Theorem 2.3.
Proposition 3.6. Assume ζ ∈ Cα([0, a],R) for some α ∈ (0, 1), u0 ∈ Xα and
Λ = max

n
i=1
|αi |,
n
i=1
|βi |

1
t1
+ 1
t1−α1

∥i∥L((X,D)α,∞,X) + 1+ 2C1α,∞

1
α
+ 1

+ (a + Cαα (aα + 2))∥ζ∥Cα([0,a],R) < 1.
Then there exists a unique classical solution of the differential system (3.50)–(3.52).
As pointed in Remark 2.3, Theorems 2.4 and 2.5 are appropriated to study partial differential
equations with nonlocal term involving spatial derivatives or nonlinear expression of the
derivative of the solution. Next, we present an application related Theorem 2.5.
Consider the nonlocal differential system
∂
∂t
w(t, ξ) = ∂
2
∂ξ2
w(t, ξ)+ ζ(t)w(t, ξ), (t, ξ) ∈ [0, a] × [0, π], (3.53)
w(t, 0) = w(t, π) = 0, t ∈ [0, a], (3.54)
w(0, ξ) =
n
i=1

βiw(ti , ξ)+ αiw(ti , ξ) ∂
∂t
w(ti , ξ)

+ u0(ξ), ξ ∈ [0, π], (3.55)
where βi , αi , 0 < t1 < · · · < tn < a, u0 ∈ X and ζ ∈ C([0, a],R).
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Proposition 3.7. Assume ζ ∈ C 12 ([0, a],R), u0 ∈ X 1
2
and Λ + r(Λ1(r) + Λ2) < r where
Λ = (1+ 4
t21
)∥u0∥ + (6C1α,∞ + 1)∥u0∥ 1
2 ,∞ and
Λ1(r) = max

n
i=1
|βi |, r
n
i=1
|αi |
 1
t
1
2
1
+ 1

×
∥i∥
L

(X,D) 1
2 ,∞
,X
 1+ 4
t21

+ 6C11
2 ,∞
+ 1
 ,
Λ2 = ∥ζ∥
C
1
2 ([0,a],R)
a + 4
t21
+ C
1
2
1
2

a
1
2 + 2

+
C
1
2
1
2
+ 1
t
1
2
1
 .
Then there exists a unique classical solution of the differential system (3.53)–(3.55).
Proof. Let f be defined as in the first example and g : C([t1, a],D) × C([t1, a],D) → X
be given by g(u, v) = ni=1 (βi u(ti , ξ)+ αi u(ti , ξ)v(ti , ξ)). It is easy that g(·) has values in
(D, X) 1
2 ,∞ and
∥g(u, v)− g(z, w)∥ 1
2 ,∞ ≤ max

n
i=1
|βi |, r
n
i=1
|αi |

× ∥u − z∥C([t1,a],D) + ∥v − w∥C([t1,a],D)
for all u, v, z, w ∈ Br (C([t1, a],D)). Now, the assertion follows directly from Theorem 2.5. The
proof is complete. 
The next result follows from Proposition 2.3. We omit the details of the proof.
Proposition 3.8. Assume ζ ∈ C 12 ([0, a],R), u0 ∈ X 1
2
and
∥ζ∥
C
1
2 ([0,a],R)
a + 4
t21
+ C
1
2
1
2

a
1
2 + 2

+
C
1
2
1
2
+ 1
t
1
2
1
 < 1. (3.56)
Then there exists ρ > 0 such that for all u0 ∈ Bρ(0, X)∩ Bρ(0, (X,D)α,∞) there exists a unique
classical solution of the system (3.53)–(3.55).
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