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Вступ. При чисельному моделюванні нау-
ково-технічних задач у багатьох випадках
виникає необхідність розв’язувати задачу
(або декілька задач) лінійної алгебри.
Причому, як правило, розв'язування задач
лінійної алгебри займає значну частину
(50 % і більше) часу розв'язування всієї
задачі загалом. Наприклад, задачі лінійної
алгебри виникають при дискретизації крайо-
вих задач або задач на власні значення, які
виникають при моделюванні міцності і стій-
кості конструкцій.
Важливою особливістю задач лінійної
алгебри, що виникають при дискретизації, є
високий порядок їх матриць – до десятків
мільйонів. Це спричинено бажанням оперу-
вати більш точними дискретними моделями,
що дозволяють отримувати наближені роз-
в'язки більш близькі до розв'язків вихідних
задач, краще враховувати локальні особ-
ливості даного процесу або явища. Також
характерною особливістю задач лінійної
алгебри, які виникають при дискретизації,
являється те, що кількість ненульових еле-
ментів матриць таких задач складає ,kn
де ,k n  а n – порядок матриці, тобто мат-
риці є розрідженими [1].
Структура розрідженої матриці визнача-
ється нумерацією невідомих задачі і часто є
стрічковою, блочно-діагональною з обрам-
ленням, профільною і тому подібне.
В.А. СИДОРУК, П.С. ЄРШОВ, Д.О. БОГУРСЬКИЙ, О.Р. МАРОЧКАНИЧ
ISSN 2616-938X. Компьютерная математика. 2019, № 1144
На теперішній час розроблено велику кількість паралельних і гібридних
алгоритмів для розв’язування задач лінійної алгебри з розрідженими матрицями.
В роботах [2, 3] розроблено та досліджено «хмарочосну» схему зберігання
розрідженої матриці та паралельний алгоритм розв’язування СЛАР з розрід-
женими матрицями на основі UTDU-розвинення та досліджено ефективність
двовимірного блочно-циклічного алгоритму методу Гаусса, у [4] паралельні
алгоритми розв’язування СЛАР з розрідженими матрицями апробовано на зада-
чах аналізу міцності будівельних конструкцій. У роботі [5] розроблено та
досліджено плитковий алгоритм факторизації для гібридних систем з декількома
GPU. У роботі [6] отримано оцінки прискорення і ефективності гібридного
алгоритму розв’язування лінійних систем з розрідженими матрицями на основі
блочного LLT розвинення, проведено апробацію алгоритму на низці матриць, які
виникають при моделюванні процесів різної природи. У роботі [7] досліджено
гібридні алгоритми для розв’язування часткової узагальненої проблеми власних
значень розріджених матриць та проведено експерименти, які свідчать про
ефективність нових алгоритмів. Такий аналіз показує очевидну ефективність
комп’ютерного алгоритму від структури матриць задач.
Постановка проблеми. Однією з проблем, яка виникає при розв’язанні
практичних задач для довільних розріджених матриць апріорі не визначеної
структури полягає у виборі ефективного алгоритму розв’язання задачі. Оскільки
нам наперед невідома структура матриці, її тип і характеристики – ризик
розв’язувати задачу алгоритмом, який є мало ефективним для цієї задачі.
В статті пропонується підхід, який за допомогою нейронної мережі дозволить
автоматизувати процес класифікації типу матриці, і в результаті вибрати
найбільш ефективний алгоритм розв’язання задачі. Це дозволить скоротити час
розв’язання прикладних задач і більш ефективно використовувати ресурси
обчислювальних систем, зокрема, і високопродуктивних комп’ютерів СКІТ [8].
Для вирішення проблеми пропонується підхід який можна описати таким
чином:
 отримання матриці системи;
 візуалізація матриці;
 визначення типу матриці за допомогою нейронної мережі;
 за результатом роботи нейронної мережі визначаємо алгоритм, ефек-
тивний для типу матриці;
 розв’язання задачі відповідним методом.
Розглянемо задачу класифікації об’єктів. В загальному випадку її можна
описати наступним чином. Нехай X – множина описів об'єктів, Y – множина
номерів (чи назв) класів. Існує невідома цільова залежність – відображення
* : ,y X Y  значення якої відомі лише на елементах скінченної навчальної
вибірки     mmm yxyxX ,,......, 11 . Потрібно побудувати алгоритм : ,X Y 
здатний класифікувати довільний об'єкт Xx .
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Вхідні дані для задачі класифікації можуть бути такими.
Характеристичний опис. Кожен об'єкт описується набором своїх харак-
теристик, які називаються ознаками. Ознаки можуть бути числовими або
нечисловими.
Матриця відстаней між об'єктами. Кожен об'єкт описується відстанями до
всіх інших об'єктів навчальної вибірки. З цим типом вхідних даних працюють
деякі методи, зокрема, метод найближчих сусідів, метод потенційних функцій.
Часовий ряд або сигнал є послідовність вимірів у часі. Кожен вимір може
представлятися числом, вектором, а в загальному випадку – харак-теристичним
описом досліджуваного об'єкта в цей час часу.
Зображення або відеоряд.
Зустрічаються і складніші випадки, коли вхідні дані представляються
у вигляді графів, текстів, результатів запитів до бази даних і т. д. Як правило,
вони приводяться до першого або другого випадку шляхом попередньої обробки
даних та вилучення характеристик.
За типами класів розглядають.
Двокласова класифікація. Найпростіший в технічному відношенні випа-док,
який служить основою для вирішення складніших завдань.
Багатокласова класифікація. Коли число класів досягає багатьох тисяч
(наприклад, при розпізнаванні ієрогліфів або злитого мовлення), завдання класи-
фікації стає істотно важчим.
Непересічні класи.
Пересічні класи. Об'єкт може належати одночасно до декількох класів.
Нечіткі класи. Потрібно визначати ступінь належності об'єкта кожному
з класів, звичайно це дійсне число від 0 до 1.
В машинному навчанні завдання класифікації вирішується, як правило, за
допомогою методів штучної нейронної мережі при постановці експерименту
у вигляді навчання з учителем. Одним з ефективних типів нейронних мереж
є згорткові нейронні мережі [9].
В нашому випадку ми будемо працювати з зображеннями і нечіткими класами.
Структура нейронної мережі. Для розв’язання задачі визначення типу мат-
риці побудовано згорточку нейронну мережу “Sparse Matrix Vision”. Далі
розглянемо структуру розробленої мережі.
Основні базові елементи мережі такі:
 вхідний шар;
 згортковий шар;
 шар підвибірки;
 повнозв’язний шар;
 вихідний шар.
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На рис. 1 показано логічну схему згорткової мережі
РИС. 1. Структура нейронної мережі “Sparse Matrix Vision”
Вхідний шар. Вхідними даними для мережі є зображення типу JPEG,
розміром 224х224 пікселів. Зображення розбивається на 3 канали: червоний,
зелений, синій. Вхідний шар враховує двовимірну топологію зображення і
складається з кількох карт, де кожна карта відповідає кожному каналу
зображення. Вихідні дані кожного пікселя нормалізується в діапазоні від 0 до 1,
за формулою
  min,min,max ,
max min
pf p  
де f – функція нормалізації, p – значення кольору конкретного пікселю,
min – мінімальне значення пікселя, max – максимальне значення пікселя.
Згортковий шар. представляє набір карт (інша назва – карти ознак, у побуті
це звичайні матриці), у кожної карти є синаптичне ядро (у різних джерелах його
називають по-різному: сканує ядро або фільтр). Розмір у всіх карт згорткового
шару – однакові і обчислюються за формулою
   , 1, 1 ,w h mW kW mH kH    
де  ,w h – розмір, що обчислюється, mW – ширина попередньої карти, kW 
ширина ядра, mH   висота попередньої карти, kH – висота ядра.
Ядро являє собою фільтр або вікно, яке ковзає по всій області попередньої
карти і знаходить певні ознаки об'єктів. Також розмір ядра вибирається таким,
щоб розмір карт згорткового шару був парним, це дозволяє не втрачати інфор-
мацію при зменшенні розмірності шару підвибірки.
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Значення ваг ядер задаються випадковим чином в області від – 0.5 до 0.5.
Ядро пробігає по попередній карті і виконує операцію згортки за формулою
      
,
* , , * , ,
k l
f g m n f m k n l g k l  
де f – вихідна матриця зображення, g – ядро згортки.
При цьому за рахунок крайових ефектів розмір вихідних матриць зменшу-
ється за формулою:
1 * ,l l l lj i j j
i
x f x k b    
де  f – функція активації, ljx – вихід шару l , lb – коефіцієнт зсуву шару l
для карти ознак ,j ljk – ядро згортки j  карти ознак шару ,l  * – операція згорт-
ки входу шару ,l  з ядром згортки .k
Шар підвибірки. Шар також, як і згортковий має карти, але їх кількість
збігається з попереднім (згортковим) шаром. Ціль шару – зменшення роз-
мірності карт попереднього шару. Якщо на попередній операції згортки вже
були виявлені деякі ознаки, то для подальшої обробки настільки докладне
зображення вже не потрібно, і воно ущільнюється до менш докладного.
Зазвичай у підвибіковім шарі застосовується функція активації RelU.
Операція підвибірки (або MaxPooling-вибір максимального) відповідно до рис. 2.
РИС. 2. Операція “Max-Pool”
Шар може бути описаний формулою 1* ( ) ,l l l lx f a subsample x b 
де  f – функція активації, lx – вихід шару l , ,l la b – коефіцієнт зсуву шару
l  subsample – функція вибору локальних максимальних значень.
Вихідний шар. Вихідний шар пов'язаний з усіма нейронами попереднього
шару. Кількість нейронів відповідає кількості розпізнаваних класів, у нашому
випадку п’ять:
 профільна матриця;
 стрічкова матриця;
 блочно-діагональна матриця;
 блочно-діагональна матриця з обрамленням;
 матриця хмарочосного виду.
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У нейронній мережі використовуються такі функції активації:
1. RelU    ssf ,0max ;
2. Sigmoid   sesf  1
1
.
Програмна реалізація і чисельний експеримент. Для проведення чисель-
ного експерименту і навчання нейронної мережі створено віртуальне оточення
Python [10] з встановленими програмними пакетами Keras [11], Tenzorflow [12].
Для розрахунків використано вузол СКІТ з наступними характеристиками:
 2 центральні процесори Intel Xeon E5-2600 з частотою 2.6 ГГц;
 інтегрований із загальним сховищем даних кластерного комплекса обся-
гом 200 ТБ;
 мережа передачі даних між вузлами Infiniband FDR 56 Гбіт/с;
 128 ГБ оперативної пам’яті.
Для навчання нейронної мережі використано набір з 2500 зображень
(рис. 3).
G3_circuit Dubcova2
parabolic_fem apache2
РИС. 3. Профілі наповненості ненульовими елементами розріджених матриць
В результаті навчання нейронної мережі отримано наступні графіки точності
та графік втрат даних (рис. 4).
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            а б
РИС. 4. Графіки: а – точність нейронної мережі; б – втрати нейронної мережі
Приклад виводу нейронної мережі:
0.8869001 0.00093775 0.00008755 0.00000035 0.0000434.
Елементи вектора показуюють ймовірність приналежності зображення до
відповідного класу. Зокрема, для випадку приведеного вище можна сказати, що
з ймовірністю 88 %  матриця профільна.
Висновки. Запропоновано підхід для автоматизації вибору алгоритму роз-
в’язання прикладних задач. Розроблено і навчено нейронну мережу для розпі-
знавання типу розрідженої матриці. Проведені чисельні експерименти на вузлі
суперкомп’ютера СКІТ показали високу точність класифікації типу матриці.
Наступні дослідження будуть пов’язані з апробацією підходу при розв’язанні
прикладних задач різної природи.
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ИНТЕЛЛЕКТУАЛИЗАЦИИ ВЫЧИСЛЕНИЙ ДЛЯ ЗАДАЧ МАТЕМАТИЧЕСКОГО
МОДЕЛИРОВАНИЯ СЛОЖНЫХ ПРОЦЕССОВ И ОБЪЕКТОВ
Предложен подход для автоматизации выбора алгоритма решения прикладных задач. Разра-
ботана и обучена нейронная сеть для распознавания типа разреженной матрицы. Проведены
численные эксперименты на узле суперкомпьютера СКИТ.
V.A. Sydoruk, P.S. Yershov, D.O. Bohurskyi, O.R. Marochkanych
INTELLECTUALIZATION OF COMPUTATION FOR MATHEMATICAL MODELING
OF COMPLEX PROCESSES AND OBJECTS
An approach for automating the choice of algorithm for solving applied problems is proposed. We
develop and train a neural network to recognize the type of sparse matrix. Numerical experiments
were carried out on the node of the supercomputer SKIT.
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