Research on the analysis of steady-state simulation experiments has concentrated on mitigating the effects of initialcondition bias and estimating the variance of the simulation point estimator, usually a sample mean. There has been little research on improving the precision of point estimators through variance reduction, especially in multivariate estimation problems. In fact, multivariate estimation procedures are rarely used in simulation output analysis.
INTRODUCTION
Computer simulation is commonly employed for the analysis of stochastic systems. There are many situations in which we are interested in several performance measures of a stochastic system simultaneously, possibly of several different systems.
However, multivariate estimation procedures are rarely used in simulation output analysis. Moreover, when we make simultaneous inferences on each individual response, difficulties arise from the fact that these response variables are often dependent.
Although simulation is frequently the only feasible method for estimating the parameters of a complex stochastic system, the computing cost for achieving acceptable precision can be a serious disadvantage. Variance reduction techniques can be used to reduce the population variance of estimators derived from the output of simulation experiments. Recent surveys of variance reduction include Nelson (1987) and Wilson (1984) . This paper examines the effect of applying the controlvariate variance reduction technique to estimate a multivariate mean vector, in conjunction with batching to improve point and region-estimator performance.
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Suppose we have an output process of the form (Y:, C:)', z = 1,2,. . . , n, where Y is a p x 1 vector, C is a q x 1 vector, and
' indicates the transpose of a matrix. Suppose that the output process is identically distributed and stationary. We are interested in estimating the pvariate mean vector 0 = E[Y,], when a q-variate control vector C,, with known expectation, pc, can also be observed. Such an output process can arise from either terminating or steady-state simulations. In terminating simulation, (Yf, C:)' could be summary outputs from the ith replication, which are therefore independent. In steady-state simulation, after initialcondition effects have been removed (see e.g., Schruben 1981),
(Y:, C:)', i = 1,2,. . . , n , could be the output of a single replication. Of course, to obtain a discrete-time process of the form assumed here we may have to transform the natural output process, possibly by batching by time. In either case, we want to form point and region estimators for 0 using the controlvariate variance reduction technique to improve the precision of the estimators. Standard region estimation procedures require that the output process be independent and identically normally distributed. The assumption of normality is not necessarily true for the output process obtained from terminating simulations. The assumptions of normality and independence may be violated for the output process from steady-state simulations. Batching is an aid to improve both assumptions. More precisely, batching makes the output processes from both terminating and steady-state simulations closer to normality due to central limit theorem effects, and the output process from steady-state simulations less dependent for typical covariance structures.
The penalty for the improvement from batching is loss of degrees of freedom. The approach we take in this paper is to assume the conditions of independence and normality are actually satisfied, and then to study the potential penalty for further batching in terms of the effects on point and region estimator performance. We find that estimator performance is robust for all numbers of batches beyond a certain point.
This result is useful for experimental design and analysis because it limits the range within which we need to search for an acceptable number of batches.
We first review both batching and control variates, and then examine batch-size effects on the variance of the point estimator and the expected volume of the joint confidence region. We also study the tradeoffs for using indwidual univariate estimation versus multivariate estimation procedures, in terms of, for example, the expected half width of the confidence intervals for individual univariate responses.
REVIEW OF BATCHING AND CON-TROL VARIATES
To review the batch means method and control-variates variance reduction technique, let the output of the simulation experiment (Y,C) be as described above (we temporarily drop Since 4; is the j t h column of @*, the control coefficient matrix that minimizes the generalized variance of the control estimator for 0, +* also minimizes the trace of the covariance matrix of the control estimator. The minimum trace is
where tr( .) denotes the trace of a matrix. This result assumes that we use the same control vector C to estimate each univariate response. Later we discuss the possibility of using different controls.
In practice, Ecy is unknown, so 9' must be estimated.
This results in an efficiency loss relative to the minimum generalized variance and trace. This efficiency loss was quantified by Venkatraman and Wilson (1986) , and is discussed in the next section.
Batching, as we use the term, means to partition the output process into IC nonoverlapping batches of size b = n/k and to compute the batch-mean vectors Y,(IC) and Cl(IC), where
for j = 1,2,. . . , IC; b is called the batch size, k the number of batches, and we assume k divides n evenly. In the case of terminating simulations, where the output process may be nonnormal, or in steady-state simulations, where the output process may be dependent and nonnormal, it is hoped that is analogous to 2: for the original output process. The approx-imation of independence and normality will tend to improve as k , the number of batches, decreases ( b increases).
POINT ESTIMATOR
Let { ( Y ; ( k ) , Cs(k))',j = 1 , . . . , k } denote the batch-mean vectors as defined above. Let 9 and C denote the sample mean vectors of the response and the controls, respectively, Let $yy(k), &y(k), and &cc(k) denote, respectively, the sample analogues of Eyy(k), Ecy(k), and Ccc(k), which are computed from the batch mean vectors as follows:
Then the optimal control coefficient can be estimated by
and a control-variate point estimator of 0 is
The following theorem establishes the basic properties of this estimator: 
and.
Theorems 2 and 3 compare the control-variate point estimator to the sample mean, and to itself for different numbers of batches, but always in the range such that the batch means are i.i.d. normal. For fixed p and q, increasing k decreases the generalized variance, especially for larger p7 meaning that having a larger number of batches is more important when estimating more parameters. Similarly, increasing k decreases the trace of the covariance matrix, but the number of responses has no effect on this ratio. Figure 1 shows the loss ratio ( ( k -2 ) / ( k -q -2 ) ) P for different values of k and p when q = 5 controls. The curve p = 1 covers both the generalized variance for a single response, and the trace for any number of responses. The number of responses has a dramatic effect on the loss ratio when k is small, but little when k 2 80.
For different numbers of batches, more batches is better (the ratios in Theorem 3 are greater than 1) as would be expected. However, it is important to notice that the ratios are nearly 1 if kl 2 80, p 5 5 and q 5 5, no matter how large IC2
is. This means that the improvement from a larger number of batches is negligible beyond, say, 80, unless p is quite large.
We are considering different batch sizes when the total number of outputs, n, is fixed. It is interesting to constrast the batch-size effects with the effect of additional sampling. Suppose that, under the same assumptions as Theorem 3, 6 ( k l , p , q ) is formed from kl batches of size 61, while 6 ( k z , p , q ) is formed 
Then if the batch means are actually i.i.d. normal, a (1 -a)100% confidence region for 0 is (Wilson 1984) fixed set ofql controls. Since [n:=1(1-p,2(q))] andCY=, (1 -R!(q)) (c -p c ) , Suppose the number of responses, p , and the number of controls, q, are fixed but the number of batches, k , varies. The effect of number of batches, when the batch means are actually i.i.d. normal, can be summarized as follows:
Expected Volume of the Confidence Region
1. As k increases, the expected volume of the joint confidence region decreases but at a decreasing rate, meaning that the gain from more batches decreases as the number of batches increases.
For larger p , decreases in the expected volume of the joint confidence region are still significant at larger values of k ; in other words, having k large is more valuable when estimating more parameters.
For larger q, decrease in the expected volume of the joint confidence region is still significant at larger values of k , meaning that having k large is more valuable when more control variates are used.
With respect to the expected volume of the joint confidence region, there is little benefit from increasing the number of batches beyond k = 80 when p 5 5 and q 5 5, since the gain from more batches is insignificant. Table 1 shows the number of batches k such that the marginal benefit in terms of reduced expected confidence region volume from 5 additional batches is just less than 5%. This is one way to define the number of batches at which increasing k further, with n fixed, has little additional benefit. Rows in the table show the effect of number of responses, while columns show the effect of number of controls.
CONFIDENCE INTERVALS
Even though constructing a joint confidence region for a multivariate response is important, practioners often need to make inferences on each univariate response, which leads to simultaneous inference or multiple comparisons. Bonferroni's procedure and Scheffk's pro jection procedure are two approaches for obtaining multiple univariate confidence intervals. Both of these procedures are conservative in the sense that the actual confidence level may be greater than what is prespecified. This section considers batch-size effects on the efficiency of these procedures when simultaneously applying control variates. In particular, expected half width of the univariate confidence interval will be given.
Expected Half Width of Univariate Confidence Intervals
Let H, denote the half width of the confidence interval for e, , the j t h element of 0, with 1 -N overall confidence level, when simultaneously applying control variates and batching. When the Bonferroni inequality is used to construct confidence intervals for individual univariate responses the expected half width of the confidence interval for each univariate response is where [X9.=.Ij3 is the j t h diagonal element of C a , c , and B stands for Bonferroni.
Scheffk's projection procedure is used to construct confidence intervals for any linear combination of the mean vector and still achieve the overall confidence level. This projection procedure is very conservative when only the confidence intervals for each univariate mean is constructed.
The confidence interval for 19, using Scheffk's projection procedure is
where lj is a p x 1 vector with 1 as the j t h element and 0's elsewhere. The expected half width of the confidence interval for O j , with overall confidence level 1 -01, using Scheffk's projection procedure, is
Comparison of Bonferroni and Scheff6's Procedures
The ratio of the expected half width obtained by the Bonferroni procedure to that of Scheff6's projection procedure can be expressed as
The results can be summarized as follows:
1. For fixed p and Q, the Boriferroni procedure dominates Scheffk's projection procedure in the sense that the ratio is less than 1. The ratio increases as the number of batches, k, increases, mearing that the Bonferroni procedure is more sensitive to the number of batches.
2. For fixed k and p, the ratio decreases at an increasing rate as q increases, meaning that Scheff6's projection proce-
3.
dure is more conservative than the Bonferroni procedure when more control variables are applied. For larger k there is no significant decrease in the ratio as q increases.
For fixed k and q, the ratio decreases as p increases, meaning that Scheffk's projection procedure is more conservative than the Bonferroni procedure when estimating more parameters.
DISCUSSION
The results in this paper apply to both terminating and steadystate simulations when batching is used to improve the assumptions of independence and normality. Although not specifically examined here, batching can also improve the performance of the control-variate-point estimator in terms of bias, since unbiasedness depends on the normality of the output process.
The number of batches at which the departure from independence and normality is insignificant is usually unknown.
Keeping the number of batches small improves the approximations of independence and normality, but if the number of batches is not too small then little is sacrificed in estimator performance due to the loss of degrees of freedom.
When the multivariate normality assumption is satisfied and we use the same q control variates for estimating each individual response, multivariate estimation procedures are more appropriate than the Bonferroni procedure since the former constructs a smaller joint confidence region and a confidence interval for any linear combination of the responses can be constructed based on Scheff6's procedure. If desired, the Bonferroni intervals can be constructed from the results of the multivariate estimation procedure.
However, using the same control variates to estimate each parameter may not be optimal if we are only interested in each parameter individually. For example, suppose p = q = 2 and (Y': C')' has the covariance structure below:
Clearly, only the first control variate, if any, should be used to estimate the first response mean 61, since the second control and the first response are uncorrelated. However, the generalized variance of the control estimator for 0 is minimized by using both control variates if and only if ( s)z (1 -p 2 ) 2 < 1 and which is equivalent to Thus, the generalized variance and volume of the joint confidence region are minimized by using both controls, while the variance of the individual point estimators and the lengths of the joint Bonferroni intervals are minimized by using different controls for each estimator. This seems to suggest that there are benefits from selecting controls individually for each parameter. A similar argument can be made for batching each response variable individually to gain additional degrees of freedom where there is less dependence. Unfortunately, controlvariate selection is a difficult problem in any case (see Bauer 1987 for the first systematic study), and multivariate batching algorithms proposed to date batch all outputs together (Aiionuevo and Nelson 1988, Chen and Seila 1987) . The value of our results is that they show that, beyond a certain number of batches, estimator performance is robust to the number of batches or control variates selected, and this number of batches is not very large. Thus, the benefits from individually selecting control variates or batch sizes are negligible in this range.
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