Let S n (Z) and O n (Q) denote the set of all n × n symmetric matrices over the ring of integers Z and the set of all n × n orthogonal matrices over the field of rational numbers Q, respectively. The paper is mainly concerned with the following problem: Given a matrix A ∈ S n (Z). How can one find all rational orthogonal matrices Q ∈ O n (Q) such that Q T AQ ∈ S n (Z), and in particular, when does Q T AQ ∈ S n (Z) with Q ∈ O n (Q) imply that Q is a signed permutation matrix (i.e., the matrix obtained from a permutation matrix P by replacing each 1 in P with 1 or −1)? A surprisingly simple answer was given in terms of whether the discriminant of the characteristic polynomial of A is odd and square-free, which partially answers the above questions. More precisely, let ∆ A = ± Res(φ, φ ′ ) be the discriminant of matrix A, where
1 Introduction Theorem 1.1 (Wang and Xu [15] ). Let G ∈ G n . Then there exists a graph H that is cospectral with G w.r.t. the generalized spectrum if and only if there exists a rational orthogonal matrix Q such that Q T A(G)Q = A(H) and Qe = e.
Let Q G = {Q ∈ O n (Q)|Q T AQ is a (0, 1) − matrix and Qe = e}. We have the following Theorem 1.2 (Wang and Xu [15] ). Let G ∈ G n . Then G is DGS if and only if the set Q G contains only permutation matrices.
By the theorem above, for a controllable graph G with adjacency matrix A, in order to tell whether G is DGS or not, we have to deal with the following Problem 3. How can one find all Q ∈ O n (Q) with Qe = e such that if Q T AQ is a (0, 1)-matrix? and in particular, when does the fact that Q ∈ O n (Q) with Qe = e such that Q T AQ is a (0, 1)-matrix imply that Q is a permutation matrix?
Form the above discussions, we can be see that Problems 1 and 2 are natural extensions of Problem 3, and moreover, the resolution of Problems 1 and 2 would help us in solving Problem 3, as we shall see later. We would like to mention that, to the best of our knowledge, we know no article in the literatures dealing with Problems 1 and 2, and only a slightly related problem was considered by Friedland [9] : Given two rational symmetric matrices with the same characteristic polynomial, when does there exist a Q ∈ O n (Q) such that B = Q T AQ?
In Wang [17, 18] , the author gave a simple arithmetic criterion to solve Problem 3, in terms of the pattern of the prime factorization of det(W ). More precisely, we have Theorem 1.3 (Wang [17, 18] ). If
(which is always an integer) is odd and squarefree, then Q G contains only permutation matrices, and hence G is DGS.
We found that, somewhat surprisingly, there exists an analogous result for solving Problem 2. Denote by ∆ A = ± Res(φ, φ ′ ) the discriminant of matrix A, where Res(φ, φ ′ ) is the resultant of polynomial φ and its derivative φ ′ with φ being the characteristic polynomial of matrix A (see Section 2 for details). The main result of the paper is the following Theorem 1.4. Give a matrix A ∈ S n (Z). If ∆ A is odd and square-free, then Q T AQ ∈ S n (Z) with Q ∈ O n (Q) implies that Q is a signed permutation matrix.
Remark 1.
In a recent break-through work [2] , Bhargava et. al. proved that the density of polynomials with square-free discriminants is approximately 35.8232%; see Section 7 for more details. We conjecture that a similar result holds for symmetric integral matrices, which would imply that Theorem 1.4 holds for a positive fraction of matrices A ∈ S n (Z).
As a consequence of Theorems 1.3 and 1.4, we have Theorem 1.5. Let G be a graph with adjacency matrix A.
Remark 3. Compared with Theorem 1.3, Theorem 1.5 has more wide applicability, as we shall see in Section 5. Moreover, it saves more computational costs using Theorem 1.5 to test whether G is DGS, since gcd(
is much easier to compute than testing whether
is square-free or not, say, by factoring it (since there is no better way to tell a large number is square-free or not).
The rest of the paper is organized as follows. In Section 2, we give some preliminary results that will be needed in the proof of Theorem 1.4. In Section 3, we give a relation of the level of Q and the discriminant of the matrix A. In Section 4, we present the proof of Theorem 1.4. In Section 5, we present the proof of Theorem 1.5. In Section 6, we give some examples to illustrate our method and then conduct some numerical experiments to compare Theorem 1.3 and Theorem 1.5. Conclusions are given in Section 7.
Preliminaries
For the convenience of the reader, in this section, we recall some notions and basic facts that will be needed later in the paper. Throughout, p denotes a prime number and rank p (M ) denotes the rank of an integral M over F p . We shall use a ≡ b (mod p) and a = b over F p interchangeably.
The level of a rational matrix
The notion "level" of a rational orthogonal matrix is proved to be useful in this paper.
Definition 2.1. The level of a rational orthogonal matrix Q ∈ O n (Q), denoted by ℓ(Q) or simply ℓ, is the smallest positive integer ℓ such that ℓQ is an integral matrix.
Clearly, if ℓ(Q) = 1, then Q is a signed permutation matrix. Moreover, if ℓ(Q) = 1 and Qe = e, then Q is a permutation matrix.
Recall that an n by n matrix U with integer entries is called unimodular if det(U ) = ±1. The following theorem is well known. Theorem 2.1. For every integral matrix M with full rank, there exist unimodular matrices U and V such that M = U SV , where
is a diagonal matrix with d i being the i-th entry in the diagonal and
For an integral matrix M , the above S is called the Smith Normal Form (SNF in short) of M , and d i is called the i-th elementary divisor of the matrix M . It is noticed that the SNF of a matrix can be computed efficiently (see e.g. page 50 in [14] ).
The following lemma plays a key role in the proof of Theorem 1.4. 
Some results on the generalized spectral characterization of graphs
In this subsection, we review some previous results on the generalized spectral characterizations of graphs. As mentioned before, given a controllable graph G, the in order to tell that G is DGS or not, we have to find out all rational orthogonal matrices in Q G explicitly.
In particular, G is DGS if and only if Q G contains only permutation matrices. To achieve this goal, the basic strategy is to show that ℓ(Q) = 1 for every Q ∈ Q G . Given a graph G, the following result shows that the prime divisor p of ℓ cannot be arbitrary; it is always a divisor of det(W ). Lemma 2.3 (Wang [15] ). Let G ∈ G n . Let Q ∈ Q G with level ℓ, and p be any prime. If p|ℓ, then p|d n and hence p| det(W ), where d n is the n-th elementary divisor of W .
The following theorem shows that every odd prime factor of det(W ) cannot be a divisor of ℓ, whenever it is a prime divisor with multiplicity one.
Theorem 2.4 (Wang [17] ). Let G ∈ G n . Let Q ∈ Q G with level ℓ, and p be an odd prime.
The following theorem gives a simple condition, under which the prime p = 2 is not a divisor of ℓ.
Combining Theorems 2.4 and 2.5 together, it is easy to give a short proof of Theorem 1.3. Suppose that det(W )/2 ⌊n/2⌋ is odd and square-free. Let Q ∈ Q G with level ℓ. If ℓ = 1, let p be any prime divisor of ℓ. If p = 2, according to Theorem 2.5, we have 2 ∤ ℓ; a contradiction. If p is an odd prime, by Theorem 2.4, p ∤ ℓ; a contradiction. Thus, ℓ = 1 and Q is a permutation matrix. Thus, Q G contains only permutation matrices and G is DGS.
Some facts about the discriminant and the resultant
Let f (x) and g(x) be two polynomials over Z. It is well known that whether f and g have a common factor of degree larger than zero is closely related to the resultant of f and g.
Let
Comparing the coefficients of Eq. (1) gives M T η = 0, where
then det(M ) = 0. Thus, we reach the following definition:
Definition 2.2. Let f and g be non-zero polynomials over some field K. Then the resultant of f and g, denoted by Res(f, g), is defined to be the determinant of the Sylvester matrix M .
x + a n be a polynomial over Z. The discriminant of f is defined to be
where α i 's are the roots of f over C.
There is a close relation between the discriminant of a polynomial f and the resultant of f and f ′ .
Theorem 2.6 (see e.g., Lang [7] ). Let f (x) be a polynomial with leading coefficient a 0 = 1.
Thus, we have ∆ A = ± Res(φ, φ ′ ), which provides a better way to compute ∆ A through computing the determinant of the Sylveter matrix associated with φ. The following Theorem will be used frequently in the proof of Theorem 1.4.
Theorem 2.7 (see e.g., Lang [7] ). f (x) ∈ Z[x] has multiple factors over F p if and only if
3 The level of Q and the discriminant ∆ A Given A ∈ S n (Z). Let Q ∈ O n (Q) with level ℓ such that Q T AQ = B ∈ S n (Z). Let p be any prime factor of ℓ. The main objective of this section is to show that p is always a divisor of ∆ A . Note thatQ = ℓQ is an integral matrix. We can assume that q 1 , q 2 · · · , q s to be a maximal independent system of the column vectors ofQ modulo p. It follows from AQ =QB that
whereB := (b ij ) is an s by s matrix over the finite field F p . Note that Q is an orthogonal matrix, we obtain q
Lemma 3.1. Assume that Eqs. (2) and (3) hold. Let ψ(x) be the characteristic polynomial of matrixB over
This is because ψ(B) = O according to Cayley-Hamilton Theorem. Thus, we get ψ(A)q i = O for i = 1, 2, · · · , s. In view of Eq. (3), this implies that
Next, we distinguish the following two cases: Case 1. There exists some q i , say q 1 , which can be expressed as the linear combination of the column vectors of the matrix ψ(A), i.e., q 1 = ψ(A)ξ 1 for some 0 = ξ 1 ∈ F n p . We claim that ξ 1 , q i (i = 1, 2, · · · , s) are linearly independent over F p . For contradiction, suppose that there exist some constants l 1 , c i ∈ F p that are not equal to zero simultaneously such that
Left multiplying both sides of Eq. (5) by ψ(A) gives
It follows that l 1 = 0. Then by Eq. (5) we get c k = 0 for k = 1, 2, · · · , s; a contradiction.
Case 2. Suppose none of q i can be expressed as a linear combinations of the column vectors of the matrix ψ(A), for i = 1, 2, · · · , s. Then we have
Moreover, it follows from Eq. (4) 
Combining Cases 1 and 2, the lemma follows. This completes the proof.
Let p be any prime factor of ℓ. Then the characteristic polynomial φ(x) of the matrix A must have a multiple factor over F p .
Proof. Since q 1 , q 2 , · · · , q s are linearly independent over F p , there exist vectors
where C is an s by n − s matrix, and D is an n − s by n − s matrix, over F p . Note that U is non-singular, it follows from Eq. (6) that
where we have used Cayley-Hamilton Theorem which implies that ψ(B) = O, with ψ(x) being the characteristic polynomial of the matrixB. By Eq. (6), we have φ(x) = ψ(x)χ(x) with χ(x) being the characteristic polynomial of the matrix D. If gcd(ψ(x), χ(x)) = 1, then clearly φ(x) has a multiple factor. If not, there exist polynomials
2 ) = n − s, which contradicts Lemma 3.1. Thus φ(x) must have a multiple
factor. This completes the proof.
The following theorem shows that every prime divisor of ℓ is a divisor of ∆ A .
Theorem 3.3. Given A ∈ S n (Z). Suppose that Q T AQ ∈ S n (Z) for some Q ∈ O n (Q) with level ℓ. Let p be any prime factor of ℓ. Then p|∆ A .
Proof. This follows from Lemma 3.2 and Theorem 2.7 directly.
The following lemma plays a key role in the proof of Theorem 1.4.
Lemma 3.4. Let Q be a rational orthogonal matrix with level ℓ such that Q T AQ = B ∈ S n (Z). Let p be a prime factor of ℓ. Suppose that
where ϕ(x) is square-free over F p . Let q be an eigenvector of A associated with λ 0 over F p , i.e., Aq ≡ λ 0 q (mod p). The we have q
Proof. By the proof of Lemma 3.2, we have x − λ 0 |ψ(x), where ψ(x) is the characteristic polynomial ofB. Let q 1 , q 2 , · · · , q s be a system of maximal independent vectors of columns of ℓQ (mod p). Then V := span{q 1 , q 2 , · · · , q s } is an invariant subspace of A. Note that the restriction of A on V , A| V , has an eigenvalue λ 0 with a corresponding eigenvector q. It follows that q is the linear combinations of q 1 , q 2 , · · · , q s , i.e., there exist constants c 1 , c 2 , · · · , c s such that q = c 1 q 1 + c 2 q 2 + · · · + c k q k over F p , or equivalently, q = c 1 q 1 + c 2 q 2 + · · · + c s q s + pβ over Z for some integral vector β. Letq 1 ,q 2 , · · · ,q s be the columns of ℓQ corresponding to q 1 , q 2 , · · · , q s . Then
over Z for some integral vectorβ and integers
where the congruence equation follows fromQ TQ = ℓ 2 I, which implies thatq T iq j = ℓ 2 if i = j, and 0 otherwise. By Eq. (10) we get
Therefore, we have
where we have used Eq. (11) and the equationsq
the (i, j)-th entry of B, which follows from the fact thatQ
Moreover, it follows from Eq. (9) that A i k iqi = Aq − pAβ. Thus, we have
The last congruence follows, since Aq − λ 0 q ≡ 0 (mod p). This completes the proof.
Proof of Theorem 1.4
In this section, we present the proof of Theorem 1.4. Let Q ∈ O n (Q) with level ℓ. Our strategy is to show that if ∆ A is odd and square-free, then Q T AQ = B ∈ S n (Z) implies ℓ(Q) = 1. Before doing so, we need several lemmas below. Proof. Since rank p (B) = n − k, there exists an n by n matrix U and an n − k by n matrix V such that
for some k by n matrix W . Therefore, p k | det(U ) det(B). Since p ∤ det(U ), we get that
over F p for some λ 0 and square-free ϕ(x), where p ∤ ϕ(λ 0 ).
Proof. Using the notations in Section 2.3, that is, let
φ(x) = a 0 x n + a 1 x n−1 + · · · + a n−1 x + a n ,
Then u 1 , v 1 and u 2 , v 2 are both solutions to uφ = vφ ′ , over F p . It is easy to verify that deg(u i ) < deg(φ ′ ) and deg(v i ) < deg(φ), for i = 1, 2. Let η 1 (resp. η 2 ) be the vector obtained from Eq. (12) by replacing the coefficients of u and v with that of u 1 and v 1 (resp. u 2 and v 2 ). It is easy to see that η 1 and η 2 are linearly independent. Thus, dim ker p (M ) is at least 2, contradicting that dim ker p (M ) = 1. Now, let g(x) = x − λ 0 . If p|ϕ(λ 0 ), we can write ϕ(x) = (x − λ 0 )φ(x). Let
Then using the similar arguments, u 1 , v 1 and u 2 , v 2 are both solutions to uφ = vφ ′ , and we will get a contradiction as before. Therefore, φ(x) = (x − λ 0 ) 2 ϕ(x) over F p for some λ 0 and square-free ϕ(x), where p ∤ ϕ(λ 0 ).
Lemma 4.4. Let p be an odd prime. Consider the equation Proof. By Lemma 4.3, we can write
where
(Notice: Here and below, for simplicity, we write f and f (x) interchangeably if no confusion arises). First, we prove the necessary part of the lemma. Assume that such u and v exist. Changing the modulus of Eq. (13) to p, we have
(that is, (ϕ(x), ϕ ′ (x)) = 1) and (x − λ 0 ) ∤ ϕ(x), we have (x − λ 0 )ϕ(x)|v(x). By the degree restriction, we have deg(v) ≤ deg((x − λ 0 )ϕ(x)). So we can write
for some scalar k and polynomials f and g, where p ∤ k, deg(f ) < deg(φ) − 1 and deg(g) < deg(φ). Without loss of generality, we can assume that k = 1. Substitute u and v into Eq. (13), we get
Therefore, there exists a polynomial Φ such that
The second equation implies that (x − λ 0 )|Φ. Then it follows from the first equation that (x − λ 0 )|r(x) over F p . Thus, we get that det(
Now we prove the reverse. Since r(λ 0 ) = φ(λ 0 )/p = det(λ 0 I − A)/p is divisible by p, we can write
Then define u and v by Eqs. (14) . Since
it is easy to verify that deg(v) < deg(φ) and deg(u) < deg(φ ′ ). Thus, the degree restrictions are satisfied. Moreover, by the discussions above, we only need to verify Eqs. (15) hold. Actually, we have
over F p , where we have used Eq. (16) . Therefore, the u and v above satisfy all the conditions in the lemma. The proof is complete.
Lemma 4.5. Let Q be a rational orthogonal matrix with level ℓ such that Q T AQ ∈ S n (Z).
Let p be an odd prime factor of
Proof. We prove the lemma by contradiction. Suppose that p|ℓ. By Lemma 4.3, there exists a λ 0 such that φ(x) = (x − λ 0 ) 2 ϕ(x) over F p , where ϕ is square-free and p ∤ ϕ(λ 0 ). (mod p) and that uφ ≡ vφ ′ (mod p 2 ). Equivalently, using the notations in Lemma 4.3, we
By Lemma 2.2, we have p 2 |d n (M ). Thus, p 2 | det(M ) = ±∆ A ; it is a contradiction.
Remark 4.
As a by-product of the above lemma, we get that rank p (A) = n − 1 always holds for any prime p|∆ A (notice that p do not need to be a divisor of ℓ) if ∆ A is odd and square-free. This is because if rank p (λ 0 I − A) < n − 1, then p 2 | det(λ 0 I − A), which implies p 2 |∆ A according to Lemma 4.5 and we get a contradiction since ∆ A is square-free.
Now, we are ready to present the proof of Theorem 1.4.
Proof of Theorem 1.4. We prove the theorem by contradiction. Let Q ∈ O n (Q) with level ℓ such that Q T AQ ∈ S n (Z). Assume on the contrary that ℓ = 1. Let p be any prime divisor of ℓ. Then p|∆ A and p is odd. By the assumption, we have p 2 ∤ ∆ A . Thus, according to Lemma 4.5, p ∤ ℓ; a contradiction. Thus ℓ = 1 and Q is a signed permutation matrix. The proof is complete.
5 Proof of Theorem 1.5
In this section, we present the proof of Theorem 1.5. Before doing so, we need the following lemma.
Lemma 5.1. Let A be the adjacency matrix of a graph G. Then ∆ A is always even. 
where H i is the set of elementary graphs (i.e., graphs in which every component is either K 2 or a cycle) with i vertices in G, p(H) the number of components of H and c(H) the number of cycles in H. It follows from Eq. (17) that c i is even when i is odd.
If n is even, we have
If n is odd, we have
In both cases, we get that φ has a multiple factor over F 2 . It follows from Theorem 2.7 that 2|∆ A .
Proof of Theorem 1.5. Let Q ∈ Q G with level ℓ. We show that ℓ = 1. Suppose on the contrary that ℓ = 1. Then ℓ has a prime divisor p. We distinguish the following two cases. If the latter holds, we have p ∤ ℓ according to Lemma 4.5. In both cases, we have p ∤ ℓ, which contradicts the fact that p is a divisor of ℓ.
Combining Cases 1 and 2, we have ℓ = 1 and Q is a permutation matrix. This completes the proof.
Numerical results
In this section, we shall provide some numerical results. First, we give some examples to illustrate the method of the paper, and then we shall conduct numerical experiments to compare Theorems 1.3 and 1.5. The matrices A ∈ S n (Z) and the graph G are randomly generated by a personal computer. All the computations were carried out by using Mathematica 8.0.
It can be computed that ∆ A = 23 × 7309 × 79967 × 300191 × 146237798587879. It follows from Theorem 1.4 that Q T AQ ∈ S n (Z) with Q ∈ O n (Q) implies that Q is a signed permutation matrix.
It can be computed that ∆ A = 3 2 × 761 × 26561 × 36102323417 × 29304766290781.
Thus, ∆ A is not square-free. Let 
We have
Thus, Q T AQ ∈ S n (Z). This shows that Theorem 1.4 is the best possible, in the sense that if ∆ A is allowed to have an odd prime factor with exponent larger than one, then it is no longer true that Q T AQ ∈ S n (Z) with Q ∈ O n (Q) implies that Q is a signed permutation matrix. ⌊ n 2 ⌋ , ∆ A ) = 5, which is odd and square-free. It follows from Theorem 1.5 that G is DGS.
Remark 5. In Example 3, we do not need to factor ∆ A and det(W ), which are usually quite large when n is large. Instead, we use Euclidean Algorithm to compute gcd( det(W ) 2 ⌊ n 2 ⌋ , ∆ A ), which is much faster than factoring ∆ A and det(W ).
In the remaining part of this section, we shall conduct numerical experiments to compare Theorems 1.3 and 1.5. Define , ∆ A ) is odd and square − free}.
It is apparent that F n ⊂ F ′ n . We have performed a series of numerical experiments to see how large the family of graphs F ′ n is, compared with F n . The method is similar to that in [18] . The graphs are generated randomly and independently from the probability space G(n, 2 ) (see e.g. [3] ). At each time, we generated 1, 000 graphs randomly, and counted the number of graphs that are in F ′ n . Table 1 records one of such experiments (note the results may vary slightly at each run of the algorithm; the number of graphs that are in F n was copied from [18] ). The first column is the order n of the graphs generated varying from 10 to 80. The second (resp. the third) column records the number of graphs that belongs to F ′ n (resp. F n ) among the randomly generated 1, 000 graphs. The fourth column is the ratio of the number of graphs in F ′ n and that in F n . 
