This paper proposes the proper kernel function in a support vector machine (SVM), which is used to classify the internal fault type in power transformer. The Gaussian kernel and polynomial kernel that are two types of non-linear kernel parameter are compared in terms of the average accuracy and time of training process. The results are shown that the polynomial kernel parameter of SVM algorithm is able to classify the internal fault type with satisfactory accuracy, and it takes the average time less than the other. The benefit of using polynomial kernel can be applied for fault diagnosis in future.
Introduction
In recent year, artificial intelligent process has been applied for analyzing complex data. Many literatures have been reviewed for research proposed. Algorithm for fault diagnosis such as neural network (1) (2) , fuzzy logic (3) (4) , support vector machine (5) (6) (7) (8) , and etc. has been used in many researches. These techniques are for achieving high accuracy of fault diagnosis. However, each technique has its own advantage and disadvantage on different types of system (9) (10) (11) . The feasibility study to apply fault diagnosis technique in practical system must be done to ensure satisfactory performance (12) .
One of the algorithms that is widely used for fault classification is support vector machine algorithm. This algorithm can classify non-linear data by using kernel function capable of accommodating complicated data, so variety of data can be analyzed.
The purpose of this paper is to evaluate effect of kernel function on SVM by comparing two functions between Gaussian and polynomial kernel parameters, which are used to classify the internal fault type in power transformer. The fault conditions are simulated using ATP/EMTP program. The current waveforms obtained from the simulation are extracted using the Discrete Wavelet Transform (DWT). The DWT is usually employed to extract the high frequency component contained in the fault currents, and the DWT coefficients of the first scale that can detect fault are then investigated. The validity of the proposed algorithm is tested against various fault inception angles, fault locations, and faulty phases. The construction of the decision algorithm is detailed and implemented in various case studies that are based on Thailand's electricity transmission and distribution systems.
Simulation on Power Transformer Winding
For the simulation, the three-phase two-winding -Internal fault types at the transformer windings (both primary and secondary) which are winding to ground fault and interturn fault are investigated.
-The fault position designated on any phases of the transformer windings (both primary and secondary), is varied at the length of 10%, 30%, 50%, 70%, and 90% measured from the line end of the windings.
-Fault resistance is 5 Ω. 
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Decision algorithm
The fault signals generated using ATP/EMTP are interfaced to MATLAB for the internal fault classification decision algorithm. The mother wavelet daubechies4 (db4) is employed to decompose the high frequency transient components, which are superimposed in the fault current signals, by DWT using the wavelet toolbox. After applying the DWT, coefficients obtained using DWT of signals are squared so that the abrupt change in the spectra can be clearly found. In previous paper (13) , this sudden change is used as an index for the occurrence of faults.
The internal fault classification decision algorithm is then According to the Gaussian kernel parameter used in training process, relation between average accuracy of case studies and training time is shown in Fig. 4(a) , it can be observed that, when the Gaussian kernel parameter increases, the average accuracy tends to decrease while the average training time tends to increase.
After the polynomial kernel parameter is used in training process, relation between average accuracy of case studies and training time can be also carried out and shown in Fig.   4(b) , it can be observed that, when the polynomial kernel parameter increases, the average accuracy tends to increase while the average training time is slightly changed. 
Conclusion
One of parameter that has an effect on accuracy of SVM is kernel parameter. This paper investigated on effect of kernel parameter on performance of support vector machine algorithm by comparing Gaussian and polynomial kernel parameters. The algorithm is provided to set of training data to support vector machine model that can be compared in terms of time and accuracy. The obtained result reveals that polynomial kernel parameter is able to classify the internal fault type with high accuracy and requires less time for processing in comparison to Gaussian kernel parameter. From this result, support vector machine with polynomial kernel parameter can contribute satisfaction accuracy for fault diagnosis in power transformer.
