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TORSION-FREE ABELIAN GROUPS REVISITED
PHILL SCHULTZ
Abstract. Let G be a torsion–free abelian group of finite rank. The automor-
phism group Aut(G) acts on the set of maximal independent subsets of G. The
orbits of this action are the isomorphism classes of indecomposable decompo-
sitions of G. G contains a direct sum of strongly indecomposable groups as a
characteristic subgroup of finite index, giving rise to a classification of finite
rank strongly indecomposable torsion–free abelian groups.
1. Introduction
Torsion–free abelian groups of finite rank have a long history as a para-
digm for the theory of modules over integral domains, providing a prolific
source of examples and counter–examples, in particular of non–unique direct
decompositions. Such groups are subgroups of finite dimensional rational
vector spaces, and in this paper, I use this inclusion to characterise direct
decompositions in terms of the action of Aut(G) on maximal independent
subsets of G.
Let G be a subgroup of a finite dimensional vector space V . In the first
part, Sections 2, 3 and 4, I study the action of the stabilizer AutG(V ) of
the general linear group on the bases of V contained in G. I show that the
orbits of this action are in 1–1 correspondence with the isomorphism classes
of direct decompositions of G into indecomposable summands.
In the second part, Sections 5, 6 and 7, I consider instead the action of
the group of quasi–automorphisms of G on the set of bases of V contained in
subgroups quasi–isomorphic to G. Using Jo´nsson’s Theorem on uniqueness
of quasi–decompositions,, I show that G contains a characteristic subgroup
H of finite index which is a direct sum of strongly indecomposable pure
subgroups. The indecomposable decompositions of G are determined by
this subgroup and the finite factor group G/H.
Among other new results of this paper are a group theoretic proof of
Lady’s Theorem which states that G has only finitely many indecompos-
able summands; an alternative definition of the regulator of an acd group
which extends to all finite rank groups; and a new construction for strongly
indecomposable groups.
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2. Notation
Throughout this paper, V denotes a rational vector space of fixed suf-
ficiently large dimension. For any subgroup G of V, Subgroups(G) de-
notes the lattice of subgroups of G. Thus elements of Subgroups(V ) are
torsion–free abelian groups and it is well known, [Fuchs, 1970, §24] that
every torsion–free abelian group of rank less than or equal to the dimension
of V is isomorphic to an element of Subgroups(V ). One advantage of using
this inclusion is that if a ∈ G ∈ Subgroups(V ) and r ∈ Q, then ra is always
a well–defined element of V .
Given G ∈ Subgroups(V ), denote by
• P(V ): the lattice of subsets of V ; and for S ∈ P(V ),
• 〈S〉 : the subgroup of V generated by S,
• [S] : the subspace of V generated by S;
• S∗ : [S] ∩G.
If S ⊆ G, S∗ is just the pure subgroup of G generated by S but in general
we do not require that S ⊆ G.
It is readily seen that the mappings S 7→ [S] and S 7→ S∗ are order
preserving functions from P(V ) onto the lattice of subspaces of V and the
poset of pure subgroups of G respectively.
Note that 〈S〉 consists of the set of all finite integral combinations of
S, and [S] is the set of all finite rational combinations of S. It is routine
to check that a subset S of G is integrally independent, i.e.,
∑
s∈S nss =
0: ns ∈ Z implies each ns = 0, if and only if it is rationally independent,
i.e.,
∑
s∈S rss = 0: rs ∈ Q, implies each rs = 0, so we generally omit the
adjective. Thus the customary definition of rank ofG, namely the cardinality
of a maximal independent set, is equivalent to rank(G) = dim[G].
If t ∈ N \ {0}, [t] means {1, . . . , t}.
If r ∈ Q∗, the non–zero rationals, the statement r = a/b will always
mean that a ∈ Z∗, the non–zero integers, b ∈ N, the natural numbers and
gcd(a, b) = 1.
2.1. Types. A type is a group τ satisfying Z 6 τ 6 Q. Since τ/Z 6 Q/Z ∼=∏
p∈P Z(p
∞), τ/Z is a torsion group of p–rank at most 1 for each prime p.
Hence τ/Z is either
• finite, in which case τ = n−1Z, where n ∈ N is a generator of τ/Z;
we say τ is finitary or
• infinite, in which case τ/Z either contains a summand Z(pkp) for
infinitely many primes p, or a summand Z(p∞) for at least one prime
p; we say τ is infinitary.
.
The set of all types is denoted T, and is an uncountable complete dis-
tributive lattice under inclusion. If T is a set of types, then the type
⋂
τ∈T τ
is called the greatest common divisor of T , and denoted gcd(T ). A set T of
types is relatively prime if gcd(T ) = Z.
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Let a ∈ G ∈ Subgroups(V ). The type of a in G,
typeG(a) = {r ∈ Q : ra ∈ G}
which is clearly a type.1 In particular, it follows that for all a ∈ G, 〈a〉∗ =
typeG(a)a. When there is no ambiguity, we omit the subscript G.
The notion of type may be extended to arbitrary subsets of a group by
defining for all S ⊆ G, type(S) = typeG(S) := gcd{type(s) : s ∈ S}.
Our definition of type implies that H is pure in G if and only if for all
a ∈ H, typeH(a) = typeG(a), as well as the following lemma:
Lemma 2.1. Let a, b ∈ G ∈ Subgroups(V ). Then type(a+ b) ⊇ type(a) ∩
type(b) with equality if a and b lie in disjoint pure subgroups of G.
Proof. Let r ∈ type(a) ∩ type(b). Then r(a + b) = ra + rb ∈ G, so r ∈
type(a+ b).
Suppose a ∈ H and b ∈ K with H and K pure and H ∩ K = 0. Let
r ∈ type(a + b), say a + b = rc. Since c ∈ H ⊕ K, c = h + k with h ∈ H
and k ∈ K. Hence a + b = rc = rh + rk, so a = rh and b = rk. Hence
r ∈ typeH(a)∩typeK(b). By purity ofH andK, r ∈ typeG(a)∩typeG(b). 
2.2. Bases.
Definition 2.2. Let G ∈ Subgroups(V ). A maximal independent subset
of G is called a basis of G. Denote by Bases(G) the set of bases of G.
In particular, Bases([G]) is the set of bases of the vector space [G], and
Bases(G) ⊆ Bases([G]).
It is well known, for example [Fuchs, 1970, Theorem 16.3], that the rank
ofG, rank(G) is the cardinality of any basis, an invariant ofG. The following
proposition shows how the groups 〈B〉, B∗ and [B] are related for any B ∈
Bases(G).
Proposition 2.3. Let G ∈ Subgroups(V ) with rank(G) = k and let B ∈
Bases(G). Then
(1) 〈B〉 is a free subgroup of G of rank k;
(2) ]B] = [G] is a subspace of V ;
(3) B∗ = G;
(4) G/〈B〉 and [B]/G are torsion groups, the latter being divisible.
Proof. (1) Each a ∈ 〈B〉 has a unique representation as a =
∑
b∈B nbb, n ∈
Z.
(2) B is independent in V .
(3) Since B ⊆ G, B∗ 6 G. Since B is maximally linearly independent,
[G] = [B] so G 6 [B] ∩G = B∗.
(4) [B]/〈B〉 ∼= (Q/Z)
k is a torsion group; G/〈B〉 is a subgroup and [B]/G
a factor group. 
1This definition of typeG(a) is not the standard one, [Fuchs, 1973, §85], but is equivalent to
it, as shown in [Mader, 2000, §2.2] .
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To justify the name basis, we note that bases of groups share several
properties with bases of vector spaces. In particular, they are independent
spanning sets in the following sense:
Proposition 2.4. Let G ∈ Subgroups(V ) with rank(G) = k and 0 6= H ∈
Subgroups(G). Then
(1) Every basis of G is a basis of [G];
(2) for every B ∈ Bases([G]), there is a minimal m ∈ N such that
mB = {mb : b ∈ B} ∈ Bases(G);
(3) H has a basis of cardinality ℓ 6 k;
(4) Every basis of H extends to a basis of G;
(5) If B ∈ Bases(G), then every a ∈ G has a unique representation as
k−1
∑
b∈B nbb where nb ∈ Z, k ∈ N and gcd{k, nb : b ∈ B} = 1.
Proof. (1) If B ∈ Bases(G) , then B is a rationally independent subset of
[G] of cardinality k;
(2) Since [G]/G is torsion, each b ∈ B has order say mb modulo G. Let
m = lcm{mb : b ∈ B}. Then m is minimal such that mB ∈ Bases(G).
(3) Apply ( 1) to the subspace [H] of V with k = ℓ, the dimension of [H].
(4) Let C be a basis of H. Then C is rationally independent in G and
hence extends to a basis B = C ∪D. Hence there is a least m ∈ N such that
B = C ∪mD is a basis of G.
(5) Let a ∈ G. Since B ∪ {a} is integrally dependent, there exists a least
k ∈ N such that ka =
∑
b∈B nbb : nb ∈ Z. Hence a = k
−1
∑
b∈B nbb ∈ V and
gcd{k, nb : b ∈ B} = 1. 
We call this expression a = k−1
∑
b∈B nbb the B–representation of a.
Corollary 2.5. Let H 6 G. Then H is pure if and only if G/H is a
subgroup of the space V/[H].
Proof. Since H∗ = G ∩ [H], H is pure if and only if the group embedding
H →֒ G extends to the vector space embedding [H] →֒ V , which in turn
induces the embedding G/H →֒ V/[H].
Conversely, if G/H 6 V/[H] then G/H is torsion–free, so H is pure in
G. 
2.3. Endomorphisms. Denote by End(V ) the Q–algebra of linear trans-
formations of V , and for all G ∈ Subgroups(V ), by End(G) the ring of
endomorphisms of G. A result we shall use repeatedly without mention is:
Proposition 2.6. Let G ∈ Subgroups(V ). Each f ∈ Hom(G, [G]) extends
uniquely to some φ ∈ End([G]).
Proof. Let V = [G] ⊕ U , and let B ∈ Bases(G). Then for all a =
k−1
∑
b∈B nbb ∈ G, af = k
−1
∑
b∈B nb(bf), i.e., f is uniquely determined by
its action on B. For all v =
∑
b∈B rbb ∈ [G], let vφ =
∑
b∈B rb(bf) and let
φ = 0 on [U ].
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The natural exact sequence
G֌ [G]։ T,where T is torsion,
induces the sequence
Hom(T, [G])֌ End([G])→ Hom(G, [G]).
Since the first arrow is zero, the second is a monomorphism.
Hence every f ∈ Hom(G, [G]) extends to a unique φ ∈ End([G]). 
Corollary 2.7. In Proposition 2.6:
(1) If rank(G) = dim(V ), (we say G is full in V ), then each f ∈ End(G)
extends uniquely to some φ ∈ End(V )
(2) The map f 7→ φ is a ring injection of End(G) into End(V );
(3) The map f 7→ φ is a group injection of Aut(G) into Aut(V ). 
3. Bases and Decompositions
To simplify the notation, from now on ‘decomposition’ of a group means
non–trivial direct decomposition and ‘partition’ of a set means non–trivial
partition.
Let B ∈ Bases(G) and let C ∪D be a partition of B. We say that C ∪D
is a splitting partition of B if G = C∗ ⊕ D∗, and B is an indecomposable
basis of G if B has no splitting partition.
For clarification, note that G can have both splitting and non–splitting
bases. For example, let G = Z⊕Q. Then B1 = {(1, 0), (0, 1)} is a splitting
basis but B2 = {(1, 0), (1, 1)} is a basis that is not splitting. However, if G
is indecomposable then Bases(G) contains no splitting basis:
Lemma 3.1. Let B ∈ Bases(G). For any partition B = C ∪D, C∗ ∩D∗ =
{0}, and C ∪D is a splitting partition of B if and only if C∗ +D∗ is pure
in G.
Proof. if B = C∪D is any partition of B, then [C]∩ [D] = 0, so C∗∩D∗ = 0.
Since rankC∗ + rankD∗ = rank(G), C∗ ⊕D∗ = G if and only if C∗ +D∗ is
pure in G. 
Proposition 3.2. Let G, H, and K ∈ Subgroups(V ). Then G = H ⊕ K
if and only if for each C ∈ Bases(H), D ∈ Bases(K), B = C ∪ D is a
splitting basis of G.
Proof. (⇒) B = C ∪ D has cardinality rank(G) and is independent in G.
Hence G = C∗ ⊕D∗ and B is a splitting basis of G such that H = C∗ and
K = D∗.
(⇐) Since C∗ ⊕ D∗ = G and C ∈ Bases(H) while D ∈ Bases(K), G =
H ⊕K. 
The results of Lemme 3.1 and Proposition 3.2 are most useful in the
contrapositive, which we state for future reference.
Corollary 3.3. Let G ∈ Subgroups(V ). The following are equivalent:
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(1) G is indecomposable ;
(2) For all B ∈ Bases(G) and for all partitions B = C ∪D, C∗ ⊕D∗ is
a subgroup of G with non–zero torsion quotient;
(3) For all B ∈ Bases(G) and for all partitions B = C ∪D, there exists
a ∈ G and a least m > 1 ∈ N such that ma = c+ d ∈ C∗ ⊕D∗. If c
has C–representation c = k−1C
∑
b∈C ℓbb and d has D–representation
d = k−1D
∑
b∈Dmbb, then a has B–representation a = k
−1
∑
b∈B nbb,
where
k−1nb =
{
mkC
−1ℓb if b ∈ C
mkD
−1mb if b ∈ D
Proof. (1)⇔ (2) is a direct consequence of Lemma 3.1.
(2) ⇔ (3) Let a ∈ G \ C∗ ⊕ D∗ with order m mod C∗ ⊕ D∗. Then
ma = c+ d for some unique c ∈ C∗ and d ∈ D∗. Thus ma = k
−1
C
∑
b∈C ℓbb+
k−1D
∑
b∈Dmbb.
Since also ma = k−1
∑
b∈C mnbb + k
−1
∑
b∈Dmnbb we have for all b ∈
C, ℓb = kC
−1mnb and for all b ∈ D, kD
−1mb = k
−1mnb, the result follows.
Conversely, the existence of such equations with m > 1 implies that C∗⊕
D∗ is a proper subgroup of G with torsion quotient of exponent m > 1. 
It is now routine to extend these results to indecomposable decomposi-
tions of G.
Let G ∈ Subgroups(V ) and B ∈ Bases(G). A decomposition G =⊕
i∈[t]Ai is indecomposable if each Ai is indecomposable. A partition ∪˙i∈[t]Bi
is an indecomposable partition if G =
⊕
i∈[t](Bi)∗ and each Bi is indecom-
posable.
The routine proof of the following proposition is omitted.
Proposition 3.4. Let G, Ai : i ∈ [t] ∈ Subgroups(V ). The following are
equivalent:
(1) G =
⊕
i∈[t]Ai is an indecomposable decomposition;
(2) For each Bi ∈ Bases(Ai), B = ∪˙Bi is an indecomposable splitting
basis for G such that Ai = (Bi)∗.
(3) G has a basis B = ∪˙i∈[t]Bi such that
⊕
i∈[t](Bi)∗ is indecomposable
and pure in G;
4. Automorphisms of G
We first note without proof some obvious properties of Aut(G). For any
α ∈ Aut(G) and any set S ⊆ G, Sα denotes the set {sα : s ∈ S}.
Lemma 4.1. Let α ∈ Aut(G), a ∈ G, S ⊆ G, H and K ∈ Subgroups(G)
and B ∈ Bases(G).
(1) S∗α = (Sα)∗;
(2) H ∩K = 0 if and only if Hα ∩Kα = 0;
(3) type(a) = type(aα)
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(4) Let r ∈ Q, nb ∈ Z for all b ∈ B. Whenever either side is defined, so
is the other and (r
∑
b∈B nbb)α = r
∑
b∈B nb(bα). 
Corollary 4.2. Aut(G) acts on Bases(G).
Proof. Let B ∈ Bases(G). Then
∑
b∈B rbb = 0: rb ∈ Q implies each rb = 0
so by Lemma 4.1 (4), Bα ∈ Bases(G). Clearly, B1G = B and for all
α, β ∈ Aut(G), (Bα)β = B(αβ). 
The next step is to show that the action preserves indecomposable bases
and splitting bases.
Lemma 4.3. Let α ∈ Aut(G) and let B ∈ Bases(G).
(1) a = k−1
∑
b∈B nbb is a B–representation if and only if aα =
k−1
∑
bα∈B nb(bα) is a Bα–representation;
(2) B is a splitting basis if and only if Bα is a splitting basis.
(3) B is indecomposable if and only if Bα is indecomposable;
(4) B is an indecomposable splitting basis if and only if Bα is an inde-
composable splitting basis.
Proof. Note that since α is invertible, it suffices to prove only necessity in
all parts.
(1) follows from Lemma 4.1 (4).
(2) By (1), if B = C∪˙D such that G = C∗⊕D∗, then Bα = Cα∪˙Dα such
that G = C∗α⊕D∗α.
(3) Follows from (2).
(4) Follows from (2) and (3), but for clarification, here is a detailed proof.
Let B = ∪˙i∈[t]Bi be an indecomposable splitting of B, so G =
⊕
i∈[t](Bi)∗,
an indecomposable decomposition. Then G =
⊕
i∈[t](Biα)∗ is also an inde-
composable decomposition, so Bα = ∪˙i∈[t]Biα is an indecomposable decom-
position of Bα. 
Corollary 4.4. Let G ∈ Subgroups(V ) have indecomposable decomposi-
tion D :
⊕
i∈[t]Ai, and let α ∈ Aut(G). Then
(1) G has an indecomposable splitting basis B = ∪˙i∈[t]Bi with Bi ∈
Bases(Ai);
(2) G has indecomposable decomposition E :
⊕
i∈[t](Biα)∗;
(3) Bα = ∪˙Biα is an indecomposable splitting basis of G..
Proof. (1) Take Bi ∈ Bases(Ai) and B = ∪iBi.
(2) and (3) are restatements of Lemma 4.3 (4). 
We denote the action of Aut(G) on indecomposable decompositions of
G described in Corollary 4.4 (2) by α : D → E , i.e., if D =
⊕
i∈[t]Ai is an
indecomposable decomposition and α ∈ Aut(G), then E = Dα =
⊕
i∈[t]Aiα
is an indecomposable decomposition isomorphic to D.
The action of Aut(G) on Bases(G), unlike that of Aut(V ) on Bases(V ),
may be far from transitive; in fact its orbits determine the direct decompo-
sitions of G.
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Denote by ISBases(G) the set of indecomposable splitting bases of G.
For B = ∪˙i∈[t]Bi ∈ ISBases(G), denote by D(B) the indecomposable de-
composition
⊕
i∈[t](Bi)∗ of G. By Corollary 4.4, if B ∈ ISBases(G) and
α ∈ Aut(G), then Bα ∈ ISBases(G) and D(B)α = D(Bα).
Proposition 4.5. Let B, C ∈ ISBases(G). Then there exists α ∈ Aut(G)
such that Bα = C and D(B)α = D(C) if and only if t = s and there is a
permutation π of [t] such that for all i ∈ [t], (Bi)∗ ∼= (Cipi)∗.
Proof. Let B = ∪˙i∈[t]Bi and C = ∪˙j∈[s]Cj.
Since G =
⊕
i∈[t](Bi)∗
∼=
⊕
j∈[s](Cj)∗, the statement holds. 
Proposition 4.5 implies immediately:
Theorem 4.6. The orbits of Aut(G) acting on ISBases(G) consist of the
bases which determine isomorphic indecomposable decompositions of G.
Proof. Let D, E be indecomposable decompositions of G. Then D is iso-
morphic to E if and only if there exists α ∈ Aut(G) such that Dα = E . By
Corollary 4.2, if B is an indecomposable splitting basis which determines D,
then Bα is an indecomposable splitting basis which determines E .
Thus every orbit consists of isomorphism classes of indecomposable split-
ting bases, and every indecomposable splitting basis determines an indecom-
posable decomposition. 
To clarify Theorem 4.6, note that in general, G ∈ Subgroups(V ) may
have several non–isomorphic indecomposable decompositions, each of which
determines several indecomposable splitting bases in ISBases(G). For every
pair B, C ∈ ISBases(G), there are (possibly several) α ∈ Aut([G]) such that
Bα = C.
5. The Quasi Category
Let G ∈ Subgroups(V ). There is a class of subgroups of V lying between
G and V which shed light on the structure of G.
Definition 5.1. Let H, G ∈ Subgroups(V ). H is
• quasi–equal to G, written H=˙G, if there exists r ∈ Q∗ such that
rH = G. 2
• quasi–isomorphic to G, written H ≈ G, if H and G are isomorphic
to quasi–equal subgroups of V .
The properties of these relations are summarised in the following propo-
sition, whose proof is routine.
Proposition 5.2. (1) Quasi–equality and quasi–isomorphism are equiv-
alences on Subgroups(V ) which extend equality and isomorphism re-
spectively;
2This definition differs from that in [Fuchs, 1973, §92]. However, it is more suited to our
context and the two definitions are equivalent.
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(2) (a/b)H = G if and only if aH = bG 6 H ∩G=˙G;
(3) H=˙G implies that [H] = [G] and H ≈ G implies [H] ∼= [G], so
rank(H) = rank(G). 
Quasi–equal groups may have very different structures. Fuchs
[Fuchs, 1973, Example 2, §88] presents examples of groups G=˙H of ar-
bitrary finite rank n > 2 such that G is completely decomposable and H is
indecomposable.
Notation 5.3. Let G ∈ Subgroups(V ).
• Quasi-Subgroups(G) is the set of quasi–subgroups of G, so that
Subgroups(G) ⊆ Quasi-Subgroups(G) ⊆ Subgroups([G]);
• Quasi-Bases(G) is the set of bases of groups in
Quasi-Subgroups(G), so that
Bases(G) ⊆ Quasi-Bases(G) ⊆ Bases([G]);
• A partition C ∪D of B ∈ Quasi-Bases(G) is a quasi–splitting par-
tition for G if G=˙C∗ ⊕D∗.
• B ∈ Quasi-Bases(G) is strongly indecomposable if B has no quasi–
splitting partition.
• G is a quasi–direct sum of H and K ∈ Subgroups(V ) if G=˙H ⊕K.
The terms H and K are quasi–summands of G;
• G is strongly indecomposable if it has no non–trivial quasi–direct
decompositions;
• A quasi–direct decomposition G=˙
⊕
i∈[t]Ai is called strongly inde-
composable if all its quasi–summands Ai are.
The proof of the following proposition is a routine application of the
definitions.
Proposition 5.4. Let G, H ∈ Subgroups(V ).
(1) B ∈ Quasi-Bases(G) if and only if there exists m ∈ N such that
mB ∈ Bases(G);
(2) If B ∈ Quasi-Bases(G), then B∗ = G;
(3) G=˙H if and only if Quasi-Bases(H) = Quasi-Bases(G).
(4) G=˙H ⊕ K if and only if there exists B ∈ Quasi-Bases(G) with
quasi–splitting C ∪D such that H = C∗ and K = D∗.
(5) G is strongly indecomposable if and only if every B ∈
Quasi-Bases(G) is strongly indecomposable.
(6) If G is strongly indecomposable and G ≈ H, then H is stongly inde-
composable.
(7) If G=˙
⊕
i∈[t]Ai is a strongly indecomposable quasi–decomposition and
each Ai ≈ Ci, then
⊕
i∈[t]Ci is a strongly indecomposable quasi–
decomposition of some H ≈ G. 
Definition 5.5. The quasi–automorphism group of G, denoted
Q∗Aut(G) = {rα : r ∈ Q∗, α ∈ Aut(G)}.
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The properties of Q∗Aut(G) are summarised in the following proposition,
whose proof follows immediately from the definitions:
Proposition 5.6. For all G ∈ Subgroups(V ),
(1) Aut(G) 6 Q∗Aut(G) 6 Aut([G]);
(2) H ≈ G if and only if there exists r ∈ Q∗ and θ ∈ Aut(V ) such that
Gθ=˙H;
(3) Q∗Aut(G) acts on the followoing sets:
• Quasi-Bases(G).
• Quasi-Subgroups(G);
• strongly indecomposable subgroups of G;
• quasi–decompositions of G;
• strongly indecomposable quasi–decompositions of G.
The notions of quasi–subgroups and quasi–isomorphism are due to
Jo´nsson [Jo´nsson, 1957] and [Jo´nsson, 1959] and were put in a categori-
cal context by [Walker, 1964] and [Arnold, 1982]. The properties of this
category are outlined in [Arnold, 1982, §7]:
The most important such property, and its raison d’eˆtre, is the existence
and uniqueness of strongly indecomposable quasi–decompositions:
Theorem 5.7. [Jo´nsson’s Theorem], [Fuchs, 1973, Theorem 92.5] Let
G ∈ Subgroups(V ). Then G=˙
⊕
i∈[t]Ai where each Ai is strongly indecom-
posable, and if G ≈
⊕
j∈[m]Cj where each Cj is strongly indecomposable,
than t = m and there is a permutation π of t such that for all i, Ai ≈ Cipi.
Proposition 5.8. Let G, H and K ∈ Subgroups(V ). Then G=˙H ⊕K if
and only if for each C ∈ Quasi-Bases(H) and D ∈ Quasi-Bases(K), B =
C ∪D is quasi–splitting basis for G such that H = C∗ and K = D∗.
Proof. (⇒) G=˙H=˙C∗ ⊕D∗ so B = C ∪D is a quasi–splitting basis for G.
(⇐) Since C∗ ⊕D∗ = G and C ∈ Bases(H) while D ∈ Bases(K), G =
H ⊕K. 
Lemma 5.9. Let B ∈ Quasi-Bases(G). For any partition B = C ∪D,
C∗ ∩D∗ = {0}, and C ∪D is a quasi–splitting partition of B if and only if
C∗ +D∗=˙G .
Proof. if B = C∪D is any partition of B, then [C]∩ [D] = 0, so C∗∩D∗ = 0.
Since rankC∗+rankD∗ = rank(G), C∗⊕D∗=˙G if and only if C∗+D∗=˙G. 
Proposition 5.10. Let B ∈ Quasi-Bases(G). The following are equivalent:
(1) C ∪D is a quasi–splitting partition of B;
(2) There exists a least m ∈ N such that mB ∈ Bases(G) and mC ∪mD
is a splitting partition of mG;
(3) For all a ∈ G there exist m ∈ N, c ∈ C∗ and d ∈ D∗ such that
ma = c+ d.
Proof. (1)⇒ (2) Since C ∪D is a quasi–splitting, there exists a least m ∈ N
such that mC ∪mD is a splitting partition of mG.
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(2) ⇒ (3) There exists m ∈ N, c′ ∈ mC and d′ ∈ mD such that ma =
c′ + d′. hence ma = c+ d with c ∈ C∗ and d ∈ D∗.
(3)⇒ (1) follows from the definition of quasi–splitting. 
As a corollary, we have immediately the following contrapositive:
Corollary 5.11. Let G ∈ Subgroups(V ). Then G is strongly indecom-
posable if and only if for all B ∈ Quasi-Bases(G) and for all partitions
B = C ∪D, C∗ ⊕D∗ is a subgroup of G with unbounded torsion quotient.
6. Direct Decompositions
6.1. The regulator of G. We apply Jo´nsson’s Theorem 5.7 to find a dis-
tinguished subgroup of G ∈ Subgroups(V ) that reflects its strongly inde-
composable quasi–decomposition.
Let D : G=˙
⊕
J∈J J be the strongly indecomposable quasi–decomposition
of G, where J is a multiset of representatives in Subgroups(V ) of the
strongly indecomposable quasi–summands of G.
For each J ∈ J , recall that J∗ = [J ] ∩G , and define the regulator of G,
Reg(G) :=
⊕
J∈J J∗. We call this group the regulator of G since it enjoys
many of the properties of the regulator of almost completely decomposable
groups, [Mader, 2000, Chapter 4].
Proposition 6.1. With the notation above,
(1) Reg(G) is independent of D up to isomorphism;
(2) Reg(G) =˙G
(3) For all J ∈ J , J∗ is a strongly indecomposable pure subgroup of G;
(4) Reg(G) is a characteristic subgroup of G;
(5) If θ : G→ H is an isomorphism, then θ restricts to an isomorphism
Reg(G)→ Reg(H) and hence induces an isomorphism of G/Reg(G)
onto H/Reg(H).
Proof. (1) Let E :
⊕
K∈KK be any strongly indecomposable quasi–
decomposition of G. Then by Jo´nsson’s Theorem, each summand K in K is
quasi–isomorphic to an indecomposable summand J in D and vice versa, say
K ≈ J . Thus there is an isomorphism θ : [K]→ [J ] and hence K∗θ = J∗.
These quasi–isomorphisms between its strongly indecomposable sum-
mands induce an automorphism of Reg(G).
(2) For all J ∈ J , J=˙J∗ so that Reg(G)=˙G.
(3) By Proposition 5.4 J∗=˙J is strongly indecomposable . Let a ∈ G and
n ∈ N such that na ∈ J∗. Then a ∈ [J ] ∩G = J∗.
(4) Let α ∈ Aut(G), considered as an element of Q∗Aut(G). Then for all
J ∈ J , Jα ≈ J , so J∗α = (Jα)∗ = J∗. Hence Reg(G)α = Reg(G).
(5) By Jo´nsson’s Theorem 5.7 for each strongly indecomposable quasi–
summand J there is a quasi–summand K of H with J ≈ K and vice versa.
These isomorphisms restrict to an isomorphism Reg(G)→ Reg(H) by J∗ 7→
K∗, and hence induce an isomorphism G/Reg(G)→ H/Reg(H). 
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It is worth paraphrasing Proposition 6.1 in the following theorem, which
can be regarded as a coarse classification of torsion–free finite rank groups
modulo strongly indecomposable groups.
Theorem 6.2. Let G ∈ Subgroups(V ). Then G has a characteristic sub-
group Reg(G) of finite index, unique up to isomorphism, which is a direct
sum of strongly indecomposable groups. 
For example, G/Reg(G) = 0 if and only if G is a direct sum of strongly
indecomposable groups, and Reg(G) is completely decomposable if and only
if G is almost completely decomposable.
We consider now the direct decompositions of G determined by decom-
positions of Reg(G). In particular, when is G indecomposable or quasi
completely decomposable i.e., G = Reg(G)?
The strongly indecomposable quasi–summands of a group G are deter-
mined only up to quasi–equality, but since A =˙C implies A∗ = C∗ it
will suffice to consider only a representative of each quasi–equality class
of strongly indecomposable quasi–summand. Thus we denote, for all
G ∈ Subgroups(V ), J (G) to be a representative multiset of the strongly
indecomposable quasi–summands of G.
We now show that Reg(G) controls direct decompositions of G.
Proposition 6.3. Let G ∈ Subgroups(V ) such that G = A ⊕ C. Then
Reg(G) = Reg(A)⊕ Reg(C).
Conversely, if Reg(G) = U⊕W , then G = U∗⊕W∗ if and only if U∗+W∗
is pure in G. In that case, U = Reg(U∗) and W = Reg(W∗).
Proof. By Jo´nsson’s Theorem 5.7, Reg(A⊕C) = Reg(A)⊕ Reg(C).
Conversely, let Reg(G) = U ⊕W . Since [U ] ∩ [W ] = 0, U∗ ∩W∗ = 0 so
U∗ ⊕W∗ 6 G. If G = U∗ ⊕W∗, then certainly U∗ +W∗ is pure.
On the other hand, if U∗ + W∗ is pure in G, then G/(U∗ ⊕ W∗) is a
torsion–free group of rank 0, so G = U∗ ⊕W∗ . 
Definition 6.4. A direct decomposition Reg(G) =
⊕
i∈I Ai of Reg(G) is
called a splitting decomposition if
⊕
i∈I(Ai)∗ is pure in G, and a splitting
decomposition of Reg(G) is called indecomposable if for all i ∈ I, Ai has no
splitting decomposition.
Proposition 6.3 and a routine induction now show:
Theorem 6.5. If G =
⊕
i∈I Ai then
⊕
i∈I Reg(Ai) is a splitting decompo-
sition of Reg(G).
Conversely, if
⊕
i∈I Ui is an indecomposable splitting decomposition of
Reg(G), then
⊕
i∈I(Ui)∗ is an indecomposable decomposition of G. 
Consequently, we have
Corollary 6.6. • The map
⊕
Ai →
⊕
i(Ai)∗ is a 1–1 correspondence
between splitting decompositions of Reg(G) and direct decomposi-
tions of G;
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• Different indecomposable decompositions of G correspond to differ-
ent indecomposable splitting decompositions of Reg(G);
• G is indecomposable if and only if Reg(G) has no splitting decom-
position;
• G = Reg(G) if and only if every decomposition of Reg(G) is splitting;

6.2. The regulator quotient.
Definition 6.7. Let G ∈ Subgroups(V ). Since Reg(G) has finite index in
G, G/Reg(G) is a finite group, called the regulator quotient of G.
Lemma 6.8. Let G = A⊕C. Then G/Reg(G) ∼= A/Reg(A)⊕C/Reg(C).
Proof. This is an immediate consequence of Proposition 6.3 . 
The extension to arbitrary decompositions of G is immediate, showing
that decompositions of G give rise in a natural manner to decompositions
of the finite group G/Reg(G). Decompositions of finite abelian groups are
well known, so it is natural to ask: which decompositions of G/Reg(G) give
rise to decompositions of G?
We need the following notation:
Notation 6.9. • Let η : G → G/Reg(G) be the natural surjection,
and denote Sη by S for all S ⊆ G, so G = G/Reg(G);.
item Let U ⊕ V be a decomposition of G. We say U ⊕ V lifts to
G if there exists a decomposition G = A ⊕ C such that U = A and
V = C.
Lemma 6.10. With the notation above,
(1) For every decomposition G = A⊕C of G, A⊕C is a decomposition
of G;
(2) If G is indecomposable, so is G;
(3) If U ⊕W is a decomposition of G, then U ⊕W lifts to G if and only
if Uη−1 +Wη−1 is pure in G.
Proof. (1) The corresponding projection ofG onto A determines an automor-
phism of G which is 1 on A and −1 on C. Since Reg(G) = Reg(A)⊕Reg(C)
is characteristic, this automorphism is 1 on Reg(A) and −1 on Reg(C).
hence it induces a decomposition A⊕ C of G.
(2) follows immediately from (1).
(3) Let A = Uη−1 and C = V η−1. Then A ∩ C = 0 and byProposition
6.3, G = A⊕ C if and only if A+ C is pure. 
Remark 6.11. If G is indecomposable, then examples in [Mader, 2000,
Example 16.8.11] show that G need not be. However, if U is an indecom-
posable summand of G then Lemma 6.10 shows Uη−1 is indecomposable in
G.
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Corollary 6.12. Let G ∈ Subgroups(V ). Then up to isomorphism, G has
only finitely many summands; consequently, G has only finitely many direct
decompositions.
Proof. The statement certainly holds if G = Reg(G), so we may assume G
properly contains Reg(G).
Let A 6= C be distinct summands of G, neither contained in Reg(G).
Then A and C are distinct summands of G. Since G is finite, it has only
finitely many distinct summands, so the same is true of G.. 
Corollary 6.12 is an alternative proof of Lady’s Theorem [Fuchs, 2015,
Theorem 6.9] that G has only finitely many indecomposable summands, up
to isomorphism and hence finitely many indecomposable decompositions. 3
7. Strongly indecomposable groups
Since strongly indecomposable groups play a crucial roˆle in this paper, it is
important to to classify them. I am not aware of any published classification,
but several isolated results and examples can be found in [Fuchs, 1973, §92]:
• G ∈ Subgroups(V ) is strongly indecomposable if and only if the
quasi–endomorphism ring QEnd(G) is local.
• In particular, if End(G) is a type which is a subring of Q, then G is
strongly indecomposable.
In this Section, I describe strongly indecomposable groups by using Corol-
lary 5.11, which states that G is strongly indecomposable if and only if for
all B ∈ Quasi-Bases(G) and for all partitions B = C ∪ D, C∗ ⊕ D∗ is a
subgroup of G with unbounded torsion quotient.
Recall that if G ∈ Subgroups(V ) and b ∈ V such that some rational
multiple rb ∈ G, then b∗ = [b] ∩ G is the pure subgroup of G generated by
rb. Without loss of generality, we may assume G is reduced.
Theorem 7.1. (1) Every rank 1 group is strongly indecomposable.
(2) Suppose G of rank > 1 is strongly indecomposable. Then for all
B ∈ Bases(G),
(a) R =
⊕
b∈B b∗ is a reduced completely decomposable subgroup of
G;
(b) T = G/R is an unbounded torsion group;
(c) T has no proper decomposition lifting to G.
(3) Let R =
⊕
b∗∈B
b∗ be a completely decomposable group of rank n and
let S = [R]/R. Let η be the canonical epimorphism [R]→ S and let
T 6 S be unbounded. Let G = η−1T . If T has no decomposition
lifting to G, then G is a strongly indecomposable group containing R
such that G/R ∼= T .
3 In his recent edition of ‘Abelian Groups’ [Fuchs, 2015, Lemma 6.8] Fuchs states that since
Lady’s Theorem is one of the most important results in torsion–free abelian group theory, a group–
theoretical proof would be most welcome. Our proof replaces the Jordan–Zassenhaus Lemma by
Jo´nsson’s Theorem, which while still ring theoretical, is rather more transparent.
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Proof. (1) is clear.
(2) (a) and (b) Since R is a reduced completely decomposable full sub-
group of G, T = G/R is torsion. If there exists m ∈ N such that mT = 0,
then G=˙R, a contradiction. Hence T is unbounded.
(c) Suppose T has a proper decomposition lifting to G. Then G has a
proper decomposition, a contradiction.
(3) The hypotheses imply that G is a torsion free group of rank n such
that G/R = T is unbounded. Hence T has no decomposition lifting to G if
and only if G is strongly indecomposable. 
Although the hypotheses of Theorem 7.1 appear complicated, it is
straightforward to construct strongly indecomposable groups of any finite
rank satisfying Theorem 7.1.
Example 7.2. Let R =
⊕
〈b〉∗ ∈ Subgroups(V ) be any reduced completely
decomposable group of rank n, and p a prime which does not divide any
rank 1 summand b∗ of R. Then [R]/R contains a summand T = Z(p
∞).
Let G/R ∼= T . Then T has no proper direct summand, so G satisfies the
hypotheses of Theorem 7.1 (3) so is strongly indecomposable.
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