Abstract. In this work we consider solutions v ∈ C θ x,t of the incompressible Euler equations. In [3] it is proved that if θ > 1/3 then the kinetic energy of v, ev, is constant , while if θ < 1/3 there are solutions with arbitrary smooth and positive energy profile (see [1] ). From [6], it is also known that for every C θ x,t solution of Euler equation the energy enjoys the regularity ev ∈ C 2θ 1−θ t . We prove that for any θ < 1/3 this regularity is sharp. Moreover we introduce a complete metric space X θ that is contained in the space of all C θ x,t weak solution of Euler equation in which the set of solutions v ∈ X θ with ev ∈ C
Introduction
In the spatial periodic setting T 3 = R 3 /Z 3 , we consider the incompressible Euler equations Multiplying by v the first equation in (1.1) and integrating by parts on T 3 , one gets that, at least for smooth solutions, For weak solutions v ∈ L ∞ ((0, T ); C θ (T 3 )) it is known, and was previously conjectured by Lars Onsager, that the threshold for the energy conservation is θ = 1/3. The first proof of the conservation in the range θ > 1/3 was given in [3] , while in [7] P. Isett proved the existence of dissipative solutions for any θ < 1/3 using the convex integration techniques introduced by C. De Lellis and L. Székelyhidi in [4] .
As observed in [6] , given any solution v ∈ L ∞ ((0, T ); C θ (T 3 )), it can be shown that the associated kinetic energy e v satisfies |e v (t) − e v (s)| ≤ C |t − s| 2θ 1−θ ∀t, s ∈ [0, T ], (1.2) which in particular implies the conservation if θ > 1/3, but also shows a peculiar Hölder regularity of the energy (see also [2] for an alternative proof).
We prove the following The proof of this result follows closely the one of [1] . In particular, our Theorem 1.1 states the same conclusion of [1, Theorem 1.1], except for the fact that we are dropping the hypothesis on the smoothness of the function e. We remark that such sharpness of the energy regularity was first proven in [8] for any θ ∈ (0, 1/5). Here we extend the result to the whole range (0, 1/3) and moreover we show that the energy behavior e v ∈ C It is clear that (X θ , d) is a complete metric space. We also define 
By (1.2), we have
We prove the following
Baire Theorem asserts that a complete metric space is not meager. Therefore, an immediate corollary of Theorem 1.2 is that, for every θ ∈ (0, 1/3), there exists a weak solution v of (
where D κ are space derivatives only. The Hölder norms are then given by
Moreover, we will write [f (t)] α and f (t) α when the time t is fixed and the norms are computed for the restriction of f to the t-time slice. On the other hand we will explicitly write f C α x,t when the Hölder norm is computed in both the space and time variables.
Let ϕ ∈ C ∞ c (B 1 (0)) be a standard non negative kernel such that´B 1(0) ϕ(x)dx = 1. For any δ > 0 we define ϕ δ := δ −3 ϕ( x δ ) and we denote the mollifications of a function f as usal as
We recall the following standard estimates on the mollification of both Hölder continuous functions and vector fields.
Proposition 2.1. For any θ ∈ (0, 1) we have
Moreover, for any N ≥ 0, there exists a constant C > 0 depending on N , such that
Given a metric space (X, d), a subset Y ⊂ X is said to be residual if its complement Y c is contained in a countable union of closed sets with empty interior. The set Y c is then called meager.
Finally, we also recall that equations (1.1) are invariant under the following transformation
2.2. Inductive proposition. As said, the proof is based on a modification of the convex integration scheme of [1] , that we are now going to explain.
Let q ≥ 0 be a natural number. At a given step q we assume to have a smooth triple (v q , p q ,R q ) solving the Euler-Reynolds system, namely such that
to which we add the constraints
To measure the size of the approximate solution v q and the errorR q , we use a frequency λ q and an amplitude δ q , defined through these relations:
where ⌈x⌉ denotes the smallest integer n ≥ x, a > 1 is a large parameter, b > 1 is close to 1 and 0 < β < 1/3. The parameters a and b will depend on β and on other quantities. We proceed by induction, assuming the estimates
where 0 < α < 1 is a small parameter to be chosen suitably, in dependence of β and other quantities, and M is a universal constant.
For any real number 0 < β < 1/3 we will denote
Note that β * is an increasing function of β and it satisfies 0 < β * < 1. We now state the main inductive proposition Proposition 2.2. There exists a universal constant M with the following property. Let 0 < β < η < 1/3, E > 0, and 
The reader may notice that there are four main differences with respect to [1, Proposition 2.1]. First of all the statement is fomulated in a slightly different way than in [1, Proposition 2.1], in order to highlight the fact that the parameter a 0 is uniform once one has chosen the C η * ([0, T ]) norm of e. Moreover, we drop the smoothness hypothesis on the function e, we allow the parameter a 0 to depend on E and finally we suppose in (2.14) a different relation between the parameters b and β. Notice that our relation (2.14) is more restrictive than the one used in [1] , indeed we have
Proof of the main Theorems
In this section we prove our two main theorems. As in [1] , the proof of Theorem 1.1 is a direct consequence of Proposition 2.2 and we are going to prove it for the reader's convenience. Theorem 1.2 will still be an application of the iterative proposition. Indeed, through a h-principle comparable to [1, Theorem 1.3], we will be able to write the set Y c θ as a countable union of closed set with empty interior.
3.1. Proof of Theorem 1.1. First of all, fix γ, θ and e as in the statement of the theorem. In order to apply Proposition 2.2 we choose η ∈ (0, 1/3) to be the only solution of η * = θ * + γ and β such that θ < β < η. Consequently we also fix the parameters b and α appearing in the statement of Proposition 2.2, the first satisfying (2.14) and the second lower than the threshold α 0 . As done in [1, Proof of Theorem 1.1], by using the invariance of the Euler equations under the rescaling (2.4) we can further assume that the energy profile satisfies
Then we can apply inductively Proposition 2.2 starting with the triple (v 0 , p 0 ,R 0 ) = (0, 0, 0). Indeed v 0 andR 0 trivially satisfy estimates (2.10)-(2.12) and by the rescaling on the energy we also get (2.13) for q = 0. By (2.15) we have
. By taking the divergence of the first equation in (2.5), we get that p q is the unique 0-average solution of
, for any r < ∞. Hence it is clear that the limit couple (v, p) solves (1.1) in the distributional sense. Finally, by (2.13), as q → ∞, we also get
which concludes the proof of the theorem.
Proof of Theorem 1.2. We want to show that
where
It is easily seen that C m,n are closed subsets of X θ . Suppose, by contradiction, that there exist m, n such that C m,n has a nonempty interior. Thus there exists an ε > 0 and u 0 ∈ C m,n such that
By the definition of X θ , we can find a solution of (
3) From now on, we assume that
This can be done simply by choosing a possibly smaller θ ′ and exploiting the embedding
. This can be done in view of (3.4). Fix moreover a function (of time only)
for some small parameter ρ > 0. These choices imply that the energy e = e(t) satisfies
Now we claim that, if ρ is chosen sufficiently small, depending on θ, θ ′ , θ ′′ , β, η andm, then there exists a solution of (
It is clear that the claim implies a contradiction with (3.3). Indeed, since θ ′′ > θ, we have v ∈ X θ . Therefore, by (3.3) and (3.7), we get e v ∈ C
, but this is in contradiction with (3.8) and (3.6) . This would conclude the proof of the present theorem, hence we are only left with the proof of the claim.
To prove the claim, we want to apply Proposition 2.2. First, as in the proof of Theorem 1.1, we use the rescaling (2.4) on u with Γ = min{(2 u 0 )
. If u 0 = 0, we work with the convention that Γ = 1. For every map w ∈ C
, we denote withw map obtained through the rescaling (2.4) with Γ defined above. Notice that there exist constants 9) and that
(3.11) Moreover, Proposition 2.2 requires a smooth starting triple. For this reason we consider a space-time mollification ofũ, u δ := (ũ * ϕ δ ) * ψ δ , where ϕ δ and ψ δ are standard mollifiers in space and time respectively and δ > 0 is a parameter that will be fixed later on. Of course, u δ is smooth and solves the following Euler-Reynolds system
whereR δ := u δ⊗ u δ −(ũ⊗ũ) δ and the trace part of the commutator u δ ⊗u δ −(ũ⊗ũ) δ is inside the pressure p δ .
We now want to take (u δ , p δ , R δ ) as a starting point for the iterative scheme given by Proposition 2.2. In order to do so, we need to guarantee estimates (2.10), (2.11), (2.12) and to find ρ > 0 for which also (2.13) is satisfied with q = 0. Recall the definition of λ q and δ q of (2.9) and (2.8). We make the following choice of the parameters
Notice that with this choice, obviously both δ and ρ depend on the parameters appearing in Proposition 2.2. In particular the energy profile depends on a, but this will not be a problem since we will bound e η * independently of a. See also remark 3.1 for a more thorough explanation. Finally, we will use another parameter σ > 0 to measure the (small) distance between u δ and the solution given by Proposition 2.2. We start with (2.12). Using (2.1) and the rescaling, we get
It is clear that we can find a sufficiently large a such that
Therefore, (2.12) is fulfilled. Let us now show (2.10) and (2.11). First, by (2.2), we have
, so that again if α > 0 is fixed, then (2.10) holds for q = 0 if a is large enough. Moreover, through (2.1),
2θ ′ , and using the definition of δ q and λ q , one verifies that (2.11) holds if a is large enough and b > 1 is chosen in such a way that
But since β < θ ′ , if α is sufficiently small (depending on b, β and θ ′ ) there exists b > 1 sufficiently close to 1 such that (3.13) holds. We are left with the estimate on the energy (2.13). By using (2.2), we estimatẽ
where the second equality is true in view of the fact that the mollification preserves the mean of every periodic function. If a is large enough,
hence the upper bound of (2.13) holds. Similarly we havê
where, to guarantee the last inequality, we took again the parameter a large enough. Now we observe that, since δ 1 ≤ 1 for any choice of the parameters,
hence independently of a, there exists a constant E > 0 such that
Therefore we are in place to apply Proposition 2.2 to get a solutionṽ ∈ C
and, as already done in (3.1), we have the estimate
provided a is chosen sufficiently large. Of course the choice of a depends on σ, that will be fixed at the end of the proof. By the triangular inequality we also get
having once again estimated through (2.1)
the last estimate again being true if a is chosen large enough, depending on σ. Notice that this is possible since θ ′ > θ. By Proposition A.1, we also get
In order to finish the proof of the claim, we scale back the mapṽ and the energyẽ through the rescaling (2.4), with 1/Γ instead of Γ. We define v(x, t) := Γ −1ṽ (x, Γ −1 t). Now (3.17) and (3.9) yield
We fix σ > 0 in such a way that
and this gives us (3.7). Moreover, asṽ ∈ C
is a weak solution of (1.1). The last thing to check for the proof of the claim is (3.8). By (3.14), we have eṽ(t) =ẽ(t).
Using (3.10) and (3.11), we can write
thus proving (3.8) and hence concluding the proof of the claim.
Remark 3.1. Since the choice in the previous proof of the energy profile depends on a, we wish to clarify in this remark the dependences of the parameters appearing in the proof of the claim. First, we fixed parameters 0 < β < θ ′ < 1/3, and we chose b > 1 in such a way that at the same time (3.13) and
hold. By choosing α ∈ (0, α 1 ), where α 1 is small enough, this can be guaranteed. Note that in this way α 1 only depends on β, θ ′ and b, as stated in Proposition 2.2. Therefore, we can always consider α 1 ≤ α 0 , where α 0 is the number appearing in Proposition 2.2. Next, we have proved that there exists a 1 large enough such that for a ≥ a 1 , we can guarantee estimates (2.10), (2.11), (2.12) and (2.13) for q = 0, for any function e of the form (3.5). This a 1 only depends on β, b, α, θ ′ and u. Moreover, in the last steps it is required to take a large enough so that inequality (3.15) holds. This yields therefore a number a 2 ≥ a 1 that depends on ε, E := e u η * + f η * and the universal constant C of Proposition A.1. Therefore a 2 now depends only on β, b, α, θ ′ and E, since u, ε and C are fixed from the start of the proof of the claim. We can therefore take any a 2 ≥ a 0 , where a 0 is the parameter appearing in Proposition 2.2. Hence we take α := α2 2 , a := 2a 2 . These choices define uniquely e as in (3.5) and let us prove the claim.
Proof of Proposition 2.2
The proof of the main iterative proposition given in [1] is subdivided in three steps
In the proof of [1, Proposition 2.1], the energy function e only appears in the perturbation step and both the mollification and the gluing steps are independent on its choice. Thus, also in our case, given the triple (v q , p q ,R q ) there will exists a new triple (v q , p q ,R q ) solving the Euler Reynolds system such that the temporal support ofR q is contained in pairwise disjoint intervals I i of length comparable to
More precisely, for any n ∈ Z let
We have
Moreover the following estimates hold 5) for any N ≥ 0, where the small parameter ℓ is defined as
and it comes from the mollification step. We observe that by choosing α sufficiently small and a sufficiently large we can assume λ
We also state another inequality we will need in the following, that is a consequence of (2.2),(2.13), and (4.5) :
Thus we can pass to the perturbation step. The aim is to find a triple (v q+1 , p q+1 ,R q ) which solves (2.5) with the estimates 
q , where the constant C depends only on α, β and M . Thus if a is chosen sufficiently large we can guarantee
Similarly, by using (2.11), (4.2) and (4.8), we have
q λ q . Again, if a is chosen sufficiently large, we can ensure
which, together with (4.11), gives (2.15). By (2.11), (2.12) and (2.15) we get
q+1 λ q+1 where we also chose the parameter a sufficiently large to guarantee the last inequalities of the previous estimates. In particular this shows that v q+1 obeys (2.11) and (2.12) in which q is replaced by q + 1. Estimate (2.10) forR q+1 is a direct consequence of (4.9) and the parameters inequality
Indeed, by taking the logarithms, the last inequality holds by choosing a sufficiently large if
but this is true since b < 1−β 2β (see (2.16)) and α is chosen sufficiently small. We are only left with estimate (2.13) for v q+1 . By (4.10) and (4.12) we have
, thus, for a sufficiently large a, we get
Finally, again by (4.10) we have
and, since for a sufficiently large a we can ensure that
we end up with
q+1 , which together with (4.13) gives (2.13) and concludes the proof of the proposition.
Perturbation
We will now outline the construction of the perturbation w q+1 , where
The perturbation w q+1 is highly oscillatory and will be based on the Mikado flows introduced in [4] . We recall the construction in the following lemma 
Using the fact that W (R, ξ) is T 3 -periodic and has zero mean in ξ, we write
for some smooth functions R → a k (R) ∈ C 3 , satisfying a k (R) · k = 0. From the smoothness of W , we further infer
for some constant C, which depends, as highlighted in the statement, on N , N and m.
Remark 5.2. Later in the proof the estimates (5.5) will be used with a specific choice of the compact set N and of the integers N and m: this specific choice will then determine the universal constant M appearing in Proposition 2.2.
Using the Fourier representation we see that from (5.3)
for any m, N ∈ N. It will also be useful to write the Mikado flows in terms of a potential. We note
We define the smooth non-negative cut-off functions η i = η i (x, t) with the following properties
The next lemma is taken from [1] .
Lemma 5.3. There exists cut-off functions {η i } i with the properties (i)-(v) above and such that for any
where C(n, m) are geometric constants depending only upon m and n.
Analogously to [1] , we will now define the perturbations that are necessary to show (4.8)-(4.10). Since the energy profile is not smooth, we will need to mollify it. To do so we will henceforth consider e to be extended on the whole R as e(t) = e(0) for all t < 0 and e(t) = e(T ) for all t > T , in such a way that the extension is still in C η * (R). With this convention we define e q (t) := (e * ψ εq )(t), where ψ εq is a standard mollifier and
Define the backward flows Φ i for the velocity field v q as the solution of the transport equation
We note that, because of properties
• on suppR q we have i η
Lemma 5.4. For a ≫ 1 sufficiently large we have
where B1 /2 (Id) denotes the metric ball of radius 1/2 around the identity Id in the space S 3×3 .
Proof. We write
thus by (4.7) we get 1 3
By using (2.1) and the fact that [e] η * ≤ E, we also get
q ≤ δ q+2 and, by plugging it into (5.18), we achieve
It is easy to show that by choosing a sufficiently large we can guarantee (5.13). Note that by definition of the cut-off function η i
and hence we obtain (5.14). Since |∇ N η j | 1, the bound (5.15) also follows. For the bound (5.12) and the fact thatR q,i (x, t) ∈ B1 /2 (Id) ⊂ S 
Moreover, by (2.3), we have
where the constant C depends on η and E. Thus (5.16) is implied by the following parameters inequality
Using the definition of the parameters δ q and λ q it can be checked that the last inequality holds if one chose a big enough (depending on b, β, η and E) provided that
Since b satisfies (2.14) we have
and τ
q λ q , using (5.19), also the estimate (5.17) follows.
5.1. The constant M . The principal term of the perturbation can be written as 
By the definition of w o,i and (5.3) we compute
The following is a crucial point of the construction, which ensures that the constant M of Proposition 2.2 is geometric and in particular independent of all the parameters of the construction.
Lemma 5.5. There is a geometric constantM such that
We are finally ready to define the constant M of Proposition 2.2: from Lemma 5.5 it follows trivially that the constant is indeed geometric and hence independent of all the parameters of the statement of Proposition 2.2.
We can now define the geometric constant M as
whereM is the constant of Lemma 5.5. We also define
Then by direct computations one can check that
thus the perturbation w q+1 is divergence free.
The final Reynolds stress and conclusions.
In order to define the new Reynolds tensor, we recall the operator R from [1] , which can be thought of as an inverse divergence operator for symmetric tracefree 2-tensors. The operator is defined as
when acting on vectors f with zero mean on T 3 , and has the property that Rf is symmetric and div(Rf ) = f . Upon letting
we define the new Reynolds stress as follows
With this definition one may verify that
where the new pressure is defined by
The following proposition is taken from [1] .
Moreover assuming a is sufficiently large, the perturbations w o , w c and w q satisfy the following estimates
(5.33)
(5.34)
where the constant M depends solely on the constant c 0 in (5.9). In particular, we obtain (4.8).
We are now ready to complete the proof of Proposition 2.2 by proving the remaining estimates (4.10) and (4.9). We start with the energy increment Proposition 5.7. The energy of v q+1 satisfies the following estimate
In particular, (4.10) holds.
Proof. By definition we have v q+1 = v q + w q+1 = v q + w o + w c , thus we have
The estimate on the second term in the right hand side of (5.36) is just a a consequence of (4.2) and Proposition 5.6 and for a complete we refer to [1, Proposition 6.2] , in which it is proved that
Now recall that from (5.22 ) and the definition of R q,i we havê
As a consequence of (5.7), Lemma 5.4 and Proposition 5.6 we have
For a detailed proof of the previous estimate we again refer to [ 
(5.37)
In particular, (4.9) holds.
Final Comments
In this section, we wish to comment on why we need to introduce the space X θ (see (1.3)), since clearly the most natural choice for X θ would have simply been the space of all
We believe that such a discussion highlights some interesting features of the convex integration scheme and motivates the Open Question 1.3.
The introduction of X θ is related to the proof of Theorem 1.2 and to intrinsic properties of the iterative scheme of [1] . The proof of Theorem 1.2 uses the following strategy, that is quite standard in arguments involving Baire Theorem. As a first step, we rewrite Y c θ as union of closed sets C m,n . The parameters m, n quantify an improvement in the regularity of elements of C m,n . Secondly, one needs to prove that C m,n has empty interior. Equivalently, every element u 0 ∈ C m,n must be approximated in the C θ (T 3 × [0, T ]) norm with elements u ∈ X θ \ C m,n . This is where the convex integration scheme comes into play. The iterative procedure of [1] tells us, roughly speaking, that given a smooth subsolutionū and a positive and smooth (or C θ * +γ ([0, T ]), as proved in the present work) energy profile e, one can find an arbitrarily close solution u such that e = e u , provided some initial estimates are verified. In order to obtain the desired "less regular" approximating sequence, it seems therefore rather natural to try to apply this result to the subsolution obtained by mollifying u 0 , and choose an energy profile e ∈ C . Once one can guarantee the fact that the mollifications of u 0 are close in the right topology to u 0 , the next step is to use the convex integration scheme on a close enough space-time mollification of u 0 , let us call it u δ , δ > 0 being the parameter of mollification. Let us moreover denote with R δ the Reynold stress tensor of u δ , i.e.
In order to apply the scheme, one needs to guarantee step 0 of the inductive estimates, i.e. (2.10),(2.11), (2.12), (2.13). We will now show that, by choosing any θ < β in order to have the C θ (T 3 × [0, T ]) closeness of the resulting solution to u δ (and therefore to u 0 ), (2.10) and (2.11) become impossible to guarantee using the estimates of Proposition 2.1. Through these estimates, one wishes to find δ > 0 and α > 0 for which R δ 0 δ 2θ ≤ δ 1 λ 
