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Preface
The reduction of greenhouse gases emissions is a major governmental goal worldwide. 
The European Union, United Kingdom, United States and Canada have embraced a 
goal of achieving “net-zero” greenhouse gas emissions economy-wide by 2050. The 
main target is to move away from fossil fuels in the electricity sector, and then switch 
to clean power to fuel transportation, buildings and industry. Therefore intensive 
research and collaborative projects dealing with the installation of many wind 
turbines and solar panels, both onshore and offshore, are taking place with the main 
objective of decarbonizing electricity grid systems through the exploitation of wind 
and solar power. In fact, the rapidly plunging costs of wind and solar resources makes 
renewable energy the least costly option for new clean and reliable power.
This book presents relevant achievements in the expanding field of wind farms mod-
eling and hybrid systems optimization. The contributing authors combine simulation 
and optimization of wind farms and hybrid wind/solar systems with description 
of the implemented mathematical approaches. All chapters were reviewed for their 
technical contents as stated by the individual authors. As such, the editor assumes no 
responsibility for the accuracy and completeness of the typing itself.
Section I is comprised of six chapters tackling the global wind energy market 
and design optimization of wind farms, which is a multidisciplinary engineering 
challenge and mainly consists of selecting and distributing wind turbines on the 
wind farm site as well as analyzing energy production. Chapter 1 provides an 
overview of the world wind energy market, current and forecasting development 
globally, and cost of wind energy historical growth. Chapter 2 presents a systematic 
approach to simulate an offshore wind farm for smart cities. The subsystems 
of several variable-pitch wind turbines, namely rotor blades, drive train, and 
induction generator, are modeled to form a wind farm. The total output power of 
the wind farm by considering multiple wind turbines with the wake losses (using 
the Jensen wake model) can be simulated with any input wind speed. In order to 
validate the accuracy of the simulation, a case study on a German offshore wind 
farm called NordseeOst is presented. The simulation shows promising results with 
an average error of approximately 5% when compared with the real-time output of 
the wind farm. The results also show that simulation of a wind farm, which is often 
impeded by lack of exact information, is feasible before any site implementation 
for smart cities. Another important work to take into account before deciding the 
location of a wind farm is addressed in Chapter 3. The study investigates different 
methods of multi-criteria analysis and different procedural rules in north-eastern 
Poland. Ten multi-criteria analyses are discussed, taking into account the main 
criteria on which they are based, such as utility functions, relationships outranking, 
distances and decision support. The implementation in Krynki and Szudzialowo 
communities proved that the planned construction of wind farms would have a 
positive effect on the production of energy from renewable sources. The choice 
of the optimum location of wind turbines is shown to have no negative impact on 
the natural environment, which is of key importance in application of sustained 
technologies to ensure a balance between economic and environmental factors and 
the needs of society.
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Chapter 4 explains why wind fleets, which compete for limited access to a grid, can 
only be modelled using real-time grid records, and why grids should be considered 
as acting towards wind fleets as time-varying low-pass filters. Models of the UK and 
German grid systems are described using their real-time records, which are avail-
able online. The study describes a number of important scenarios likely to be faced 
by the grids in the future. It provides a particularly useful quantitative insight into 
the ability/limitations of wind and solar fleets to decarbonize their grids. It is shown 
that the level of wind curtailment, which will be deemed to be economic, depends 
on the economic circumstances of the time, and of the cost of reducing carbon 
emissions using alternative approaches.
The problem of wind farm management is tackled in Chapter 5. It is shown that 
the consequences of uncertainty of using a storage facility (a battery for instance) 
can be substantially reduced. The study considers a simplified model in discrete 
time, in which the commitment is for the next period. An optimal control problem 
to define the optimal bidding decision is formulated and solved. Application to a 
real data set is done and the optimal size of the battery (or the overnight costs) for 
the wind farm is determined. The chapter ends by describing a continuous time 
version involving a delay between the time of decision and the implementation. 
Considering urban wind development for sustainable cities, Chapter 6 evaluates 
wind energy potential by studying urban form in a block scale (500 m × 500 m). The 
CFD method is used for wind flow simulation, where all parameter settings have 
been validated and evaluated via a wind tunnel experiment. Simple building forms 
are tested for exploring the impact of building form on wind potential. Space over 
roof is proved to be the most effective and practical position for developing wind 
energy in the urban environment. Ideal urban forms are tested for evaluating the 
impact of a single morphological parameter on wind potential over roof. Real urban 
forms are then evaluated and compared in order to reveal the impact of different 
urban form parameters on wind potential. Finally, a block model in Beijing is given 
for an urban wind evaluation case study, including wind potential evaluation of 
every building roof in the model, wind turbine position evaluation and economic 
cost analysis.
The main disadvantage of using wind alone or solar alone is the fluctuation of 
power output. To overcome these disadvantages, hybrid renewable energy and 
smart micro-grid system technologies can be a practical solution. Part II considers 
important issues associated with optimizing hybrid and micro-grid systems. In 
order to solve sustainability and power quality problems, the power transfer from 
the renewable sources to load must be managed in a proper way. Chapter 7 proposes 
an energy management process to prevent power discontinuity or power wasting so 
that the loads operate properly. The major goal is to reach the suitable size of each 
component of the hybrid wind/solar system and the control strategy that provides 
reliability, efficiency and cost-effectiveness. Optimization is performed by mini-
mizing (or maximizing) an objective-function using a suitable criterion, such as 
net present cost (NPC) and/or the generated electricity price (EP). The study shows 
that the cost of avoided CO2 emissions should be taken into consideration.
A brief introduction to the issue of energy sources is given in Chapter 8, with a 
discussion of the crucial aspects that should be taken into consideration when 
choosing a location for both solar systems and wind turbines. The chapter also 
discusses climatic, environmental, social, health and ecologic aspects that should 
be considered as well. The next part of the chapter briefly introduces the theory of 
General Morphological Analysis, including optimization of the structure of hybrid 
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solar wind farms through the MATLAB/Simulink environment. Based on the data 
from the simulations carried out, it has been concluded that the difference between 
the demand and the energy generated by the modeled system, amounting to 
15.67%, is a very satisfactory result. Therefore observing the further development 
of solar cells and batteries, such energy sources for countries without very favorable 
climate conditions, for example in Poland, should be treated as a cost-effective 
alternative to non-renewable energy sources.
Chapter 9 demonstrates the challenges of partnering wind turbines with gas turbines 
in order to assess the performance of hybrid power plants. A dynamic engine model 
of a gas turbine along with a wind turbine model is developed to simulate a number 
of scenarios for optimizing operation in terms of efficiency, fuel consumption and 
NOx emissions. Moreover, a comparison between the hybrid power plant and a twin 
gas turbine power plant is carried out to assess the improvement in both NOx emis-
sions and fuel consumption. The results show that dynamic performance modeling 
has to be considered in the optimization process and controller design of a hybrid 
power plant.
In the context of standalone hybrid renewable energy systems, Chapter 10 presents 
an interesting study for pumping underground water for small farm irrigation. 
Given environmental conditions, system specifications and daily load demand 
data, the optimal size of the main system components are obtained using a sizing 
algorithm. Different systems are compared using yearly simulations on an hourly 
basis via specialized commercial software simulation packages PVSYST and 
HOMER. The criteria used in economic optimization are the net present cost and 
the cost of energy, with the percentage of the capacity shortage. The simulation has 
also been carried out for different load patterns for optimum operation. The study is 
illustrated for climatic conditions of an isolated area in El-Tour City, Sinai, Egypt.
Another new significant consideration in renewable energy technology is the 
optimization of renewable energy-based micro-grids. Chapter 11 evaluates the 
technical and economic performance of a micro-grid system comparing two 
operation modes: standalone and grid connected. For the grid-connected system, 
the suggested components are PV panels, wind turbine(s), inverter, and control 
unit. In the standalone model, a diesel generator and short-term storage are added 
to the renewable generators. Detailed models for each component are presented and 
economic evaluation is performed by comparing the system net present cost and the 
generated electricity cost for the two modes of operation.
I wish to express my gratitude and thanks to all authors and other individuals who 
have contributed to this book and made it possible. I am thankful for the help and 
support of IntechOpen staff members, particularly Senior Commissioning Editor 
Ms. Ana Pantar and Publishing Process Managers Mr. Josip Knapic, Ms. Dajana 
Pemac and Ms. Maja Bozicevic.
Karam Y. Maalawi












Global Prediction of Wind Energy 




Global warming and increasing electricity consumption trends in many parts 
of the world pose a serious challenge to most countries from a climate change and 
energy security perspective. Wind power is the only one that offers a mature tech-
nique, as well as promising commercial prospects, and is now generally applied in 
large-scale electricity generation. Continued technological improvements will assist 
to boost the on-shore and off-shore wind farms’ ability by improving micro turbine, 
enhancing reliability with predictive maintenance models. At the same time, as 
global and regional markets for wind power technologies grow, economies of scale 
are being reaped in manufacturing. With increased market scale, opportunities to 
improve the efficiency of supply chains arise. Technological improvements and cost 
reductions have led wind energy to become one of the most competitive options 
for new generation capacity. Wind energy still has significant potential for cost 
reduction. Indeed, by 2025, the global weighted average levelized cost of electricity 
(LCOE) of onshore and offshore wind could see declines of 26 and 35%, respec-
tively. This chapter aims to provide an overview of the world wind energy market, 
current and forecasting development globally of wind energy, and LCOE historical 
growth Ffor wind energy.
Keywords: wind energy, market strategy, electricity, energy cost
1. Introduction
Sustainable development needs judicious utilization of energy sources, which 
are integral inputs to modern society. Renewable energy (RE) sources, such as solar, 
wind, biomass, etc., are of paramount importance when considering economic 
development.
The global renewable energy market was valued at $928.0 billion in 2017 and is 
expected to reach $1512.3 billion by 2025, registering a compound annual growth 
rate (CAGR) of 6.1% from 2018 to 2025. Renewable energy technologies convert the 
energy from different natural sources, such as sun, tides, wind, and others, into its 
usable forms such as electricity [1].
The global renewable energy market is anticipated to grow significantly during 
the forecast period owing to increased emissions of greenhouse gases (GHGs), 
particularly CO2 due to utilization of fossil fuels for generation of energy. In addi-
tion, limited presence of fossil fuel on the earth as well its volatile prices fuels the 
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renewable energy market. However, generation of energy from renewable sources 
requires huge investment. This factor is anticipated to hamper the market growth 
during the forecast period. Furthermore, in the Middle East, fossil fuels are majorly 
used to generate energy owing to its cost-effective nature as compared to other 
regions. This hampers the growth of the market. On the contrary, due to continu-
ous advancement in technologies and increased government funding in renewable 
energy sector to offer lucrative growth opportunities during the assessment period, 
the renewable energy market size will be increasing because of rise in stringent 
government regulations regarding climate change in the developed and developing 
economies.
“Now that the Paris Agreement is coming into force, countries need to get seri-
ous about what they committed to last December. Meeting the Paris targets means 
a completely decarbonizes electricity supply well before 2050, and wind power 
will play the major role in getting us there,” said Steve Sawyer, Global Wind Energy 
Councils (GWEC), Secretary General.
The increasing investment in wind energy (WE) is not only significant from 
the point of view of bridging the demand-supply gap but also from considering 
environmental issue. Currently, wind energy is one of the fastest developing RE 
technologies around the world including Egypt.
Wind energy dominates as an immediate viable, cost-effective option that 
promotes energy conservation and avoids equivalent utilization of fossil fuels and 
avoids millions of tons of gas emission causing ozone depletion and other envi-
ronmental impacts like global warming. Wind turbines do not need any type of 
fuel after installation, so there are no environmental risks or degradation from the 
exploration, extraction, transport, shipment, processing, or disposal of fuel.
2. Electricity and energy demand
World energy demand is growing by over 50% and will continue to grow up to year 
2030. Figure 1 shows the energy consumption per person till the year 2050. Today, 
climate change is a major global concern. The main cause of global warming is CO2, at 
least 90% of it is a result of the combustion of fossil fuels for energy generation, and it 
is the cause for climate change, which is the main global concern [2].
By 2050, Europe will achieve an electricity system that depends on renewable 
energy without carbon, so it will require the replacement of much of the existing 
Figure 1. 
Consumption of energy per person [1].
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electricity-generating capacity, and the price volatility in traditional energy has 
forced nearly all countries to review their energy policy (Figure 2). This is prompt-
ing countries that depend on imported fossil fuels to explore and evaluate alterna-
tive sources of energy to generate electricity [3].
In Europe, the thirty analyzed countries refer to the total electricity demand 
starting with roughly 3530 TWh/y in the year 2010 and will reach a maximum 
of 4300 TWh/y in 2040 [2]. Figure 3 represents the expected future electricity 
demand in Europe to 2050 that is available to cover the demand with a surplus of 
45% [3].
3. Wind energy market forecasting
The annual market will expect to grow in 2020, breaching the 60 GW, and 
continue to grow in the beginning of the new decade. And the total cumulative 
installations will reach 840 GW by the end of 2022 (Figures 4 and 5) [4].
Figure 2. 
CO2 emissions from the various sources of energy [3].
Figure 3. 
Electricity consumption of the European countries analyzed between 2010 and 2050 [3].
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Europe intended to estimate installation of 47,000 wind turbines at the end of 
2005. In 2004, the average size of turbines delivered to the market was about 1.3 and 
2.1 MW for onshore and offshore, respectively (Figure 6). By 2030, the assumption 
of average size of a wind turbine will be 2 MW onshore and 10 MW offshore, and 
only 90,000 turbines (75,000 onshore and 15,000 offshore) would be needed to 
fulfill the 300 GW target.
By 2030, Germany expects to have 15,000 MW of offshore wind capacity. The 
Economy Japanese Ministry, Trade and Industry (METI) has assumed a demand 
of wind power at 10 GW, which is including 820 MW offshore wind power by 
Figure 5. 
Annual market forecast by region 2018–2022 (GW) [4].
Figure 6. 
More power from fewer turbines in Europe.
Figure 4. 
Current and forecast market wind energy 2018–2022 [4].
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2030, in its future energy plan called the Energy Mix Plan, which was released in 
2015. The Japan Wind Power Association (JWPA) has requested a more aggres-
sive target for wind power, calling for 36.2 GW by 2030, including 10 GW of 
offshore [5].
The Dutch government has intended to install 6000 MW of onshore wind 
energy power by 2020 and 4500 MW of offshore wind energy power by 2023. By 
2030, the Dutch Wind Energy Association (NWEA) will estimate to reach 15 and 
18.5 GW of onshore and offshore wind energy, respectively [4].
Taiwan’s initial offshore wind target of 3 GW by 2025 was quickly exceeded 
by oversubscription of projects proposed by developers, which led to an upward 
adjustment of the target in 2017 to 5.5 GW by 2025. The target of 520 MW by 2020 
was maintained, while the target for 2030 was raised to 17 GW [3].
South Korea aims to triple the share of renewable energy in the country’s power 
mix by 2030, which translates to adding about 47 GW of new wind and solar capac-
ity, according to the government’s latest draft policy roadmap.
New York State has become the new climate leader in the US, after California, 
with a series of government measures and targets being introduced to boost the 
clean energy industry. An offshore wind target has been set at 2.4 GW by 2030. In 
January 2018, New York State also released its long-awaited Offshore Wind Master 
Plan, encompassing 20 in-depth studies on a variety of factors that will affect the 
state’s ability to reach its 2.4 GW offshore wind target by 2030 [6].
The Vietnamese government has set a target for wind development at 800 MW 
by 2020, 2000 MW by 2025, and 6000 MW by 2030 [6].
By 2030, wind power could reach 2110 GW and supply up to 20% of global 
electricity, creating 2.4 million new jobs and reducing CO2 emissions by more than 
3.3 billion tons per year, and attract annual investment of about €200 billion [7].
2018 is a solid year with a total installed capacity of 51.3 GW, which decreased 
4.0% over the previous year and reached total installed capacity of 591 GW (9% 
more than 2017). In the onshore wind energy market, new plants reached 46.8 and 
4.5 GW was installed in the global offshore market, bringing the global share to 8%. 
The Chinese onshore market installed 21.2 GW in 2018 and has been the market 
leader since 2008. China is the first market to exceed 200 GW of total installed 
capacities at the end of 2018, achieving the target of 200 GW 2 years early (based on 
the 5 Year Plan 2016–2020), with 206 GW of total installations [5].
The second-largest market in the US in 2018 was with 7.6 GW of new onshore 
installations and 96 GW total onshore installations. Future demand will be linked to 
RPS and increasing onshore wind power competitiveness by 2020 and 2030. In the 
US market, new financial models will most likely drive the volume of new installa-
tions further: Germany will be the top five wind markets with 2.4 GW in 2018, India 
with 2.2 GW, and Brazil with 1.9 GW in addition to the USA and China. Figure 7 
shows the top 5 wind energy markets, and Figure 8 shows the global wind energy 
consumption beside renewable energy in 2017–2023 [8].
Figure 7. 
New capacity in 2018 and share of top five wind energy markets [8].
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4. Wind power deployment globally out to 2020–2030
At the end of 2015, the globally total installed onshore wind energy capacity 
reached to 420 GW [9]. Cumulative installed capacity has increased to 25%/year 
over the last decade. At the end of 2015, China maintained the largest share of 
onshore wind energy capacity in the world, at 34%. This is followed by the United 
States, which share with 17%; Germany, 10%; India, 6%; and Spain, 5%. Onshore 
wind energy has set a record of 59 GW in 2015, which is twice as high as in 2014. In 
2015, China accounted for 51% of global new additions, followed by the USA with 
13%; Germany, 6%; Brazil 5%; and India, 4%. Strong growth in China about 30 
GW and the United States about 7.7 GW accounted for around 63% of net additions 
in 2015 [9].
China is expected to add more than 20 GW a year from 2016 to 2020 [10]. With 
policy support renewed for the medium-term, the United States will add on average 
more than 7 GW a year up to 2020 [11]. In 2015, Brazil had a solid installation record 
around 2.8 GW and is set to continue installing more than 2.5 GW a year, and 
Germany installed more than 3.5 GW of onshore wind energy in the same year [12].
The world installed 46.8 GW of onshore wind energy turbines last year, down 
by 3.9% from 2017, and 4.49 GW of offshore wind farms, up by 0.5%. China led 
growth in both cases, installing 21.2 GW onshore and 1.8 GW offshore. For the first 
time, it built more offshore wind capacity than any other country. Table 1 shows the 
top five onshore wind energy and offshore wind markets in 2018 [13].
The 2018 total of 51.3 GW, a decrease of 3.6% year-on-year, boosted the 
cumulative global wind power generation capacity to 591 GW. Energy is funda-
mental to any economy; wind energy can be a driver for European growth. With 
the right kind of investment and collaboration, electricity production from wind 
for European electricity consumption could raise from 83 TWh to 965 TWh from 
2005 to 2030, respectively, supplying 23% of European electricity. This projection 
takes into account that consumption is expected to increase by half over the same 
Top onshore markets in 2018 MW 
built
Top offshore markets in 2018 MW built
China 21,200 China 1800
USA 7588 United Kingdom 1312
Germany 2402 Germany 969
India 2191 Belgium 309
Brazil 1939 Denmark 61
Table 1. 
Top five onshore wind energy and offshore wind markets in 2018 [13].
Figure 8. 
Wind energy beside renewable energy consumption in major markers, 2017–2023 [8].
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period [14]. Figure 9 shows wind energy contribution to European electricity 
consumption in 2005–2030 [15].
Offshore wind has reached maturity in Europe, and costs have decreased 
decisively, with committed projects scheduled to start generating in the early 2020s 
likely to produce at a levelized cost of energy (LCOE) below €70/MWh by 2017 
prices, including the cost of offshore and onshore grid connection. This has lead 
to increased confidence in the deployment of offshore wind around the world. By 
2030, the forecasting for total installed capacity will be 120 GW, with an installation 
rate of over 10 GW/year being achieved before then. Much of this growth will come 
in Europe, building on the established capability and proven low cost. The signifi-
cant capacity in China and the US will be smaller than significant volumes in Japan, 
Taiwan, and South Korea. By 2030, LCOEs below €60/MWh will be achieved by 
many newly installed offshore wind farms, which could be well below the average 
wholesale power price in many electricity networks, driving higher levels of deploy-
ment and the spread to currently uncharted waters.
Floating offshore wind has seen the first multiturbine demonstration project, 
but floating is likely to remain a niche sector throughout the 2020s. It will become 
cost-competitive by the end of the decade, giving it strong potential in the 2030s, 
especially through enabling new markets. Early deployment of floating offshore 
wind projects needs support mechanisms in multiple markets specifically targeted 
at enabling commercial-scale floating deployment. France and Japan are the most 
likely candidates, assuming governments are able to see clear long-term benefits. 
On this basis, the expectation of floating deployment will exceed 500 MW a year 
by 2026, increasing to over 1 GW a year by 2030 to give a total installed capacity of 
over 5 GW, 5% of the offshore market. In addition to France and Japan, commercial 
floating projects are also likely in Korea, Taiwan, the UK, and the US by 2030. If 
cost reductions are achieved quicker than currently expected and floating becomes 
cost effective much faster, the market could really ‘take off ’ with up to 12 GW 
installed by the end of 2030, setting the 2030s up for substantial further global 
offshore wind deployment [14].
The European Commission assumes that the cost of onshore wind power will 
decrease to € 826/kW and €788/kW, respectively between 2020 and 2030 in its 
renewable energy roadmap [16].
Figure 10 shows the estimates of the European Commission on offshore and 
onshore cost capacity development by 2030, reflecting the capacity expenditure 
of wind turbine price effects in recent years. Figure 11 shows the expected annual 
wind power investments from 2000 to 2030, based on the European Wind Energy 
Association’s scenarios [17, 18] at the price of €1300 per kW onshore wind farms 
and offshore prices of €2300 per KW. The sharp rise in offshore wind costs reflects 
Figure 9. 
Contribution of wind energy to European electricity consumption, 2005–2030 [15].
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the few producers in the overseas market, the lack of economies of scale as a result 
of low market deployment, and supply chain bottlenecks [14].
By 2020, the annual wind energy market will have increased to €17 billion per 
year. About half of the investments go offshore. Annual wind energy investment in 
the EU-27 will reach €20 billion by 2030, with 60% of offshore wind energy invest-
ments [11].
GWEC said it expects stable capacity additions from mature regions in Europe 
and the US in the next few years. Significant growth is also forecast to come from 
developing markets in South East Asia and the global offshore market.
Globally, offshore wind deployment is to reach up to 7–8 GW during 2022 and 
2023 [19], and offshore wind energy installations in Asia could surpass 5 GW per 
year if governments remain committed and projects and investments continue. The 
US offshore wind market is seen to hit 1 GW by 2022–2023 [20].
5. Wind energy economics
One of the main economic advantages of wind power is that it reduces economic 
volatility of fuel prices. Table 2 shows cost structure of a typical 2 MW wind 
turbine installed in Europe (2006) [16].
The rapid European and global development of wind power capacity has had a 
strong influence on the cost of wind power over the last 20 years. To illustrate the 
trend toward lower production costs of wind-generated power, a case in Figure 12 
Figure 11. 
Wind energy investments, 2000–2030 (€mio.) [17, 18].
Figure 10. 
Cost of onshore and offshore wind (€/kW) European Commission/EWEA assumptions [17, 18].
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that shows the production costs for different sizes and models of turbines is pre-
sented, which are constructed for Denmark [21].
The economic consequences of the trend toward larger turbines and improved 
cost-effectiveness are clear. For a coastal site, for example, the average cost of the 
turbine (mainly installed in the mid-1980s) has dropped from around 9.2 c€/kWh 
to approximately 5.3 c€/kWh for a relatively fresh 2.000 kW, an improvement of 
more than 40% in 2006 [21].
The estimated progress ratios range from 0.83 to 0.91, which corresponds with 
the learning rates of 0.17 to 0.09 based on special energy expenses (expenses per 
kWh generated). This means that if the total wind power installed doubles, the cost 
per kWh produced for new turbines decreases by 9 to 17% [22].
The total installed wind turbines worldwide account for a small amount of 
offshore wind: about 1%. In the northern European countries of the North sea and 
the Baltic Sea, there have primarily been developments in offshore winds, with 
approximately 20 projects implemented. The capability was located offshore at the 
end of 2008 at 1471 MW [23].
Table 2. 
Cost structure of a typical 2 MW wind turbine installed in Europe (2006) [16].
Figure 12. 
Total wind energy costs per unit of electricity produced, by turbine size (c€/kWh, constant € prices), and 
assuming a 7.5% discount rate [21].
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Figure 13. 
Sensitivity analysis of costs of generated power comparing conventional plants to wind power, assuming 
increasing fossil fuel and CO2 [15, 27].
Offshore wind capacity is still approximately 50% higher than onshore wind. 
However, with higher wind speeds and a lower visual impact on large turbines 
expected to benefit, several countries-mainly in the Member States of the European 
Union-have ambitious off shore wind goals.
While investments in offshore energy farms are significantly higher than those 
in the onshore wind farms, the overall electrical output from turbines is partially 
offset, given the high offshore wind speeds. The energy production indicator 
normally amounts to approximately 2000 to 2500 full charge hours annually for 
onshore operations, while the figure for a typical offshore facility reaches up to four 
thousand full charge hours per year, according to location [24].
The market remained stable with an estimated €10 billion per year until 2015, 
and investment in the offshore market gradually increased. By 2020, the wind 
power annual market will have grown to €17 billion per year, with roughly half 
of the offshore investment. By 2030, annual EU investments in wind energy are 
expected to reach nearly €20 billion with 60% of offshore investment [25].
5.1  Wind energy investments and total avoided lifetime cost for the fuel and 
emission of CO2
In the reference price equivalent of $118/barrel in 2010 for natural gas, the price 
of coal is expected to double, and the price of CO2 is expected to increase by 50% 
and by 35€/t in 2008 to 60€ /t [26]. Figure 13 shows sensitivity analysis of costs of 
generated power comparing conventional plants to wind power, assuming increas-
ing fossil fuel and CO2 [15, 27].
To determine the amount of CO2 and fuel costs avoided from wind turbine 
investments over the entire life of a given year, it is important to remember that 
in a given year, investment in wind energy capacity will continue to avoid fuel 
cost and carbon costs over the 20 to 25 years of life of wind turbines. Wind farms 
installed throughout 2030 will continue, for example, to avoid costs until and after 
2050. Figure 14 shows the total costs of CO2 and fuel avoided during the lifetime 
of the installed wind turbine capacitance of 2008–2030, taking into consideration 
the technical life of onshore wind power turbines of 20 years and offshore wind 
turbines of 25 years in accordance with EWEA reference scenarios [22]. It is also 
presumed that the average price of a CO2 allowance for wind energy is €25/t CO2, 
and €42 million in fuel is prevented for every TWh of wind power, which is the 
13
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equivalent of €90 per barrel of oil during the period. The average cost of the allow-
ance for CO2 is €42 million. For example, the 8554 MW of wind energy installed in 
the EU in 2007 had an investment value of €11,3 billion and will avoid €6,6 billion 
of CO2 emissions over the whole lifetime and €16 billion in the cost of fuel, assum-
ing an average CO2 cost of €25 per ton and an average price of fuel for gas, coal, and 
oil based on $90/barrel of oil. Likewise, between 2008 and 2020, the €152 billion 
investment in wind power will avoid CO2 cost of €135 billion and fuel costs of €328 
billion in the same way. Wind energy expenditure of €339 billion is avoiding €322 
billion of CO2 and €783 billion of fuel for the period up to 2030.
As price reductions on wind, solar, and other renewables drop dramatically 
in recent years, energy decarburization is not only technically feasible but also 
economically competitive. African, Asian, and Latin American markets are quickly 
evolving, providing clean energy to promote sustainable development.
The IEA has amended its assumptions, both fuel prices and building costs, in 
its 2008 edition of World Energy Outlook. It therefore increased its new building 
cost estimates. It was also assumed for the EU that a $30 carbon price per ton of 
CO2 would add $30/MWh to coal production and that it could generate $15/MWh 
to combined cycle gas turbines (CCGT)-generated plants. Figure 15 shows the 
assumption of the IEA that in 2015 and 2030 new coal, gas, and wind power will 
Figure 14. 
Wind investments compared with lifetime avoided fuel and CO2.
Figure 15. 
Costs of electricity generating in the EU, 2015 to 2030.
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generate future costs in the EU. It shows that the IEA expects new wind capacity in 
2015 and 2030 to be cheaper than coal and gas [28, 29].
5.2 Wind power cost for electricity production
Conventional electricity production general cost is determined by four 
components:
1. Fuel cost
2. CO2 emissions cost
3. Cost of O&M
4. Investment costs, planning, and construction work
The capital costs of wind energy projects are dominated by the cost of the wind 
turbine itself. Figure 16 shows the typical cost structure for wind energy [22].
The share of the turbine costs is around 76%, while the grid link accounts for 
around 9% and the base for around 7%. The costs of obtaining a turbine site differ 
greatly from one project to the next, so the information provided in Table 3 is an 
instance. Other cost elements, such as land and control systems, represent only a 
small proportion of total expenses.
The total cost per kW of installed wind power varies greatly from country to 
country and the costs per kW were the lowest in Denmark and somewhat higher 
in Greece and the Netherlands, as shown in Figure 17 [31]. Typically, the cost per 
kW varies between €1000/kW and €1350/kW. It should, however, be noted that 
Figure 17 is based on limited data so the findings for the countries mentioned 
may not be fully representative. In addition, there are significant variances among 
nations in “other expenses,” such as foundation and grid connection, which vary 
from approximately 32% of total turbine expenses in Portugal, about 24% in 
Germany, about 21% in Italy, and only about 16% in Denmark. Cost varies however 
Figure 16. 
Cost of wind energy.
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depending on the size of the turbine and the nation of installation, grid distance, 
property ownership, and soil nature [31].
The typical ranges of these other cost components as a share of the total addi-
tional costs are shown in Table 3 [30]. The only major extra aspect in terms of 
variation is the cost of the grid connection, which in certain instances can account 
for almost half of the auxiliary expenses, followed by typically lower shares of the 
basic and electrical installation expenses. These subsidiary costs can therefore add 
up to the overall turbine costs to significant amounts. Cost elements, such as consul-
tancy and land, usually account for only a small share of extra costs.
5.3 Levelized cost of energy
5.3.1 Estimation of the LCOE
The LCOE energy cost, also known as the levelized electricity cost, is an eco-
nomic evaluation of the average overall cost of building and operating an energy 
generation system over its lifetime divided by overall system power over this 
lifetime [1]. LCOE is the definition of the price that will be equivalent to the total 
Table 3. 
Medium-sized wind turbine cost structure [30].
Figure 17. 
Total investment cost, including turbine, foundation, and grid connection, shown for different turbine sizes and 
countries of installation [31].
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life-cycle cost (LCC), if it is allocated to each unit of energy generated by the device 
during the analysis period [32].
  LCOE =  
 ∑ t=1 n 
 I t +  M t +  F t  _
 (1 + r) t 
 
 ___________
 ∑ t=1 n 
 E t  _ 
 (1 + r) t 
 (1)
where LCOE is the average lifetime levelized cost of electricity generation, It is 
the year t investment expenditures, Mt. is the year t (O&M) expenditures, Ft is the 
year t fuel expenditures, Et is the year t electricity generation, r is the discount rate, 
and n is the system lifetime.
The LCOE of a wind power project is determined by total capital costs:
• Wind resource quality
• Wind turbines’ technical characteristics
• O&M costs
• Economic life of the project and the cost of capital
As with today’s range of installed costs, the LCOE also varies by country and 
region. Figure 18 presents cost metrics contributing to the calculation of the 
LCOE [32].
5.4 LCOE historical growth for wind energy
By depending on one of the most significant steps within the power sector, 
levelized cost of electricity (LCOE), the wind sector can demonstrate its growing 
maturity, price competitiveness, and effectiveness.
For several years, LCOE has been the common measure to define wind and other 
power sources’ price. Industry stakeholders and politicians use LCOE to evaluate 
objectives and levels of support.
LCOE’s important role will not change and will continue to show the progress of 
wind power. With the aid of LCOE, wind energy is one of the cheapest sources of 
energy. As the energy industry is changing, the scope is expanding and wind energy 
is now also offering maximum system value. This enhanced emphasis on value 
comprises the knowledge of an energy source’s effectiveness, how to integrate an 
Figure 18. 
Cost metrics contributing to the calculation of the LCOE [32].
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energy source, and the time frame for supply and demand [33]. Figure 19 depicts 
LCOE-onshore and offshore wind power historical growth.
The weighted average LCOE for onshore by country or region ranged from 
$0.053/kWh in China to $0.12/kWh in Asia. North America had the second lowest 
LCOE after China, with $0.06/kWh. Eurasia ($0.08/kWh), Europe ($0.07/kWh), 
and India ($0.08/kWh) had slightly higher average LCOEs than China and North 
America. Onshore wind energy is a highly competitive source of renewable energy 
generation capacity, with low and medium wind speeds becoming economically 
competitive [35].
The potential improvement in capacity factors by 2025 could result in reducing 
the global weighted average LCOE of onshore wind energy by around $0.01/kWh, 
or 49% of the total projected reduction in onshore wind LCOE of $0.018/kWh as 
the global weighted average LCOE falls to $0.053/kWh by 2025 [35].
Reductions in total installed costs, driven mostly by cost reductions for towers, 
turbines, and wind farm development, contribute around $0.006/kWh or 34% 
of the total reduction in the LCOE. Improvements in turbine reliability, improved 
predictive maintenance schedules, and the more widespread application of best 
practice (O&M) strategies reduce the LCOE by around $0.003/kWh by 2025, or 
17% of the total reduction [35].
6. Current and predicted LCOE for wind power
In 2018, the global weighted-average LCOE commissioned onshore wind energy 
projects, at $0.056/kWh, was 13% below 2017’s level and 35% below 2010, when it 
was at $0.085/kWh. The onshore wind electricity expenses are now at the lesser end 
of the price range of fossil fuel [36].
The continuous reduction of total installed expenses and the improvement of 
the average capacity factor led to electricity expenses to lower onshore wind energy 
in 2018, as in Figure 20. Continuous improvements in turbine design and produc-
tion, competitive worldwide supply chains, and a growing variety of turbines 
intended to minimize LCOE in a range of working circumstances are key drivers 
of this trend, with rises of 18.5 and 6.8 GW, respectively; China and the United 
States accounted for the largest development in onshore wind power. GW or greater 
capacity additions have endorsed deployment in Brazil, around 2.1 GW; France 1.6 
GW; Germany about 2.7 GW; and India, 2.4 GW, respectively [37].
Figure 19. 
LCOE-historical development [34].
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The LCOE’s worldwide weighted average of 13% decrease in 2018 relative to 2017 
represents a culmination of a large number of countries’ experiences. The weighted 
average LCOE in 2018 in China and the United States for newly commissioned wind 
farms was 4% lower than in 2017, as Figure 21. However, both India and Brazil 
faced slight increases in the weighted average LCOE for 2018 projects, partly due 
to currency weaknesses in the last several years. Such rises are also motivated by an 
estimated average slightly reduced weighted lifetime factor for projects started in 
2018 [36].
Onshore wind farms operated in China and the USA in 2018 had the same 
weighted average LCOE of $0.048/kWh. While China has lower capacities than the 
USA, lower installed costs offset this. In 2018, the average LCOE weighted onshore 
wind farms commissioned in Brazil was $0.061/kWh; in France, it was $0.076/
kWh; in Germany, it was $0.075%; in India, it was $0.062/kWh; and in the UK, it 
was $0.063/kWh [38].
The number of LCOE projects that have been commissioned with a volume from 
$0.03 to $.04/kWh has increased since 2014. The combinations of competitive 
installed costs in regions with excellent wind resources are becoming an increasing 
proportion of new installations in some markets. The projects are much cheaper 
than even the cheapest fossil fuel-fired options for new energy production, and the 
variable operating costs of certain existing generators of fossil fuel are undercut.
The global weighted average total installed cost for onshore wind farms 
decreased by 6% year-on-year from $1600/kW in 2017 to $1500/kW in 2018, 
when price rates for wind turbines continued to drop. The reduction in total 
installation costs still depends on reductions in wind turbine prices. Figure 22 
shows wind turbine price indices and price trends, 1997–2018, which decreased by 
around 10 to 20% between 2017 and 2018 and also on reductions in the project cost 
balance. Improved technical and process technologies, regional infrastructure, 
and competitive supply chains all contribute to keeping turbine pricing under 
pressure [39, 40].
The average turbine prices of 2018, China and India excluded, varied between 
$790 and $900 per kW and decreased between $910 and 1050/kW in 2017, 
respectively. In 2018 for the onshore wind farms installed in China, there was 
approximately $1170/kW, approximately $1200/kW in India, around $1660/kW in 
the United States, $1820/kW in Brazil, approximately $1830/kW in Germany, and 
around $2030/kW in Europe that shows in Figure 23. Australia added 940 MW and 
installed costs were a competitive 1640$/kW [39, 40].
The worldwide weighted average capacity factor of onshore wind energy farms 
commissioned in 2018 grew to 34% of 32% in 2017, due to the trend toward greater 
turbine hub heights, bigger sweeping regions, and greater capabilities and harvest-
ing more electricity from the same wind resource. While the final data for 2018 can-
not be accessible, between 2010 and 2017, both turbine diameter and turbine size 
were significantly increased, and this is expected to continue until 2018. Higher hub 
heights allow access to higher wind speeds, while larger swept areas can increase 
output across the range of operating wind speeds.
There is a slightly greater cost for longer blades and taller towers, but with the 
correct optimization, a total decrease in LCOE can be accomplished. Ireland’s 
continuous trend toward larger turbines with larger swept areas is distinguish-
ing, but for both these metrics, Denmark is still absolutely behind the market 
leader [39, 40].
Between 2010 and 2017, Ireland improved its average plate capabilities by 95%, 
with its rotor diameter by 76%. Denmark had an average 118 m rotor diameter and a 
turbine capability of 3.5 MW for projects launched in 2017. Brazil, Canada, France, 
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Figure 21. 
Weight average LCOE of commissioned onshore wind energy projects in 12 countries, 1984–2018 [36].
Figure 20. 
Global average total installed costs, capacity factors, and LCOE for onshore wind, 2010–2018 [36].
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Figure 23. 
Onshore wind energy weighted average installed costs in 12 countries, 1984–2018 [39, 40].
Figure 22. 
Wind turbine price indices and price trends, 1997–2018 [39, 40].
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and the United States are interesting examples of markets that have increased the 
rotor diameter faster than the nameplate capacity. The newly commissioned rotor 
diameter has risen 42% in Brazil, 64% in Canada, 25% in France, and 34% in the 
United States between 2010 and 2017, while the growth in nameplate capability is 
31%, 41%, 16%, and 29%, respectively [39, 40].
The average rotor diameters in 2017, in Brazil, Denmark, Germany, India, 
Sweden, Turkey, and the United States, were over 110 m compared to 2010 when 
the range was from 77 m in India to 96 m in Denmark. In 2018, onshore wind farms 
commissioned 46% in Brazil, 44% in the United States, 40% in Britain, 37% in 
Australia, and 29% in China; France and Germany had a weighted average capac-
ity factor of 46% (Figures 24 and 25). In 2018, the country’s particular weighted 
average capacity factor decreased slightly from 48 to 46% in Brazil, year-on-year. In 
2018, there was an increase in most other significant markets.
The worldwide weighted average LCOE for offshore wind power projects started 
to slightly decrease by 1% relative to 2017 (Figures 26 and 27). This leads to an 
increase from $0,159/kWh to $0,127/kWh in LCOE offshore winds from 2010 to 
2018 to 20%. In 2018, the full construction expenses for offshore wind projects built 
were 5% smaller than those in 2010. Innovative wind turbine technology, installa-
tions, and logistics have led to the reduction in the cost of electricity from offshore 
wind energy; economies of scale in O&M (from large turbines and offshore wind 
power clustering); and improved capacity factors from higher hub heights, better 
wind resources (despite increasing cost in deeper waters offshore wind energy), 
and larger rotor diameters (Figures 28–30).
In 2018, a total of 4.5% GW of global offshore wind power plants is mostly in 
Europe and China. Global average weighted LCOE offshore wind energy was 0.127 
$per kWh, which was 1% below 2017 and 20% below the 2010 average. A further 
4.5 GW of new offshore power was concentrated in China by 40% in 2018, with an 
important share of the UK capacity growth of approximately 29% and Germany 
of approximately 22%. The market is therefore limited to a small number of major 
players. In the coming years, projects will be implemented in North America and 
Oceania [39, 40].
Figure 24. 
Weighted average rotor diameter and nameplate capacity evolution, 2010–2018 [39, 40].
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Figure 26. 
Global weighted average total installed costs, offshore wind capacity factors, and LCOE, 2010–2018 [39, 40].
Figure 25. 
Historical onshore wind energy weighted average capacity factors in a sample of 12 countries by year of 
commissioning, 1984–2018 [39, 40].
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The trend to larger turbines, which increases wind farm capacity and/or reduces 
the number of turbines required for a given capacity, has contributed to lower 
installation and project development costs. But the change to offshore wind farms 
in deeper waters away from ports has compensated for this decrease, to a higher or 
lesser extent-but often with a more stable and better wind regime. This has contrib-
uted to the rise of offshore wind farms and the global weighted average offshore 
wind turbines increased from 38 to 43% in 2010 to 43% in 2018. Meanwhile, the cost 
of O&M has been reduced with the optimization of the O&M strategies; preventive 
Figure 27. 
LCOE for commissioned offshore wind energy projects and global weighted average, 2000–2018 [39, 40].
Figure 28. 
Average distance from port and water depth for commissioned offshore WE projects, 2001–2018 [39, 40].
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maintenance programs based on predictive failure rates analysis; and economies of 
scale in offshore wind energy service rather than in individual wind farms.
The offshore wind power sector remains relatively thin and LCOE declines 
have varied widely since 2010. LCOE fell by 14% from $0.156/kWh to $0.134/
kWh in Europe, the biggest offshore wind energy deployment between 2010 and 
2018 projects. Between 2010 and 2018, the largest drop was in Belgium, with LCOE 
falling from $0.195/kWh to $0.141/kWh. Between 2010 and 2018, there were 24% 
and 14% drops, with LCOE in Germany and the UK drop-offs of $0.125/kWh and 
$0.139/kWh in 2018, respectively. The LCOE decrease from $0.178/kWh to $0.106/
kWh was 40% in Asia between 2010 and 2018. This was pushed by China, which 
has more than 95% of Asia’s offshore wind power systems. The LCOE in Japan has 
an estimated $0.20/kWh in contrast to China, as projects to date are low and may be 
better classified as demonstration projects.
Figure 30. 
Total installed costs for commissioned offshore WE and global weighted average, 2000–2018 [39, 40].
Figure 29. 
Turbine sizes for commissioned offshore WE projects and global weighted average, 2000–2018 [39, 40].
25
Global Prediction of Wind Energy Market Strategy for Electricity Generation
DOI: http://dx.doi.org/10.5772/intechopen.89968
Since 2010, total costs installed on offshore wind farms have decreased modestly. 
In view of the relatively low yearly capacity adds over a few years, a significant level 
of volatility exists in the total cost installed of the newly commissioned offshore 
wind farms. Between 2010 and 2018, the average global weighted installed cost for 
offshore wind power decreased by 5%, from $0.4572/kW to $0.4353/kW.
The general evolution in cost installations is based on a complex range of vari-
ables, with some causing costs to fall and others causing them to increase. Europe’s 
initial small-scale and logistical capacity and challenges as well as the shift to more 
offshore and more deepwater deployment have, in some cases, increased the cost 
of installation, foundation, and grid connection costs. In latest years, however, the 
sector has increased and some of these stresses have been reduced. At the same 
moment, turbine innovation, higher turbine ratings, more project development 
experience, and cost savings have contributed equally to the reduction of expenses.
7. Prediction of Potential reductions in LCOE by 2025
Overall reductions could be around 12% in 2015 to 2025, taking into 
account the trend for larger turbines with higher hub heights and greater swing 
spaces, for the global average cost installed for onshore wind farms. This estimate 
falls within the range of 7% for the total installed costs, as identified by the 
updated onshore wind power curve and the IRENA Remap projections for 2030.
Figure 31 shows total installed cost reductions for onshore wind energy farms, 
2015–2025. These account for 27% and 29%, respectively, of the total reduction in 
the global weighted average installed cost of onshore wind energy farms. Yet, the 
increased application of best practices in wind farm development by project devel-
opers and regulators could yield around one quarter of the total cost reduction. 
Overall, the global weighted average total installed cost for onshore wind energy 
could fall from around $1560/kW in 2015 to $1370/kW in 2025 [41].
The combination of the technological and process innovations in the develop-
ment and operation of offshore wind energy farms could potentially see the average 
cost of electricity from these fall by around 35% from around $0.17/kWh in 2015 
to $0.11/kWh in 2025 (Figure 32). This represents a central estimate of the cost 
reduction potential [43].
Figure 31. 
Total installed cost reductions for onshore wind energy farms, 2015–2025 [41].
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By the year 2025, the LCOE of offshore wind farms could drop by 35% due to the 
deployment of advanced large offshore wind turbines. Future wind farms are going 
to have higher capacity factors while financial institutions are developing in a larger 
industry. The decrease in LCOE will also result from lower installation and building 
costs and more efficient project development practices [39, 40].
Reductions of total installed costs for offshore wind farms account for about 
24% of LCOE’s overall reduction potential and a 57% decrease in construction and 
installation costs. Innovations regarding turbine reliability, O&M strategies, and 
prevention should significantly improve the LCOE as unplanned installation needs 
have been reduced. The reduction in unplanned service could account for about 
17% of the total cost-cutting potential for LCOE between 2015 and 2025 [43].
The reduction in planned operations and maintenance expenditures will 
account for 6% of the total cost reduction potential. In total, the O&M $0.018/
kWh decrease will bring down the total share of LCOE from 30% today to 23% 
by 2025. The capacity factors of offshore wind farms will be enhanced by tech-
nological developments in turbine design and manufacturing, as well as control 
strategies and enhanced efficiency. This is roughly 8% of the complete decrease in 
LCOE [44].
Combination of current technological trends, increased availability due to 
enhanced reliability and innovation in turbine control, improved efficiency of 
blades, and enhanced growth of micrositting and the growth of wind farms could 
result in a worldwide average weighted capacity factor rising from 27% in 2015 to 
32% by 2025 [42].
At a global level, the average contribution of increased capacity factors would be 
to reduce the global weighted average LCOE by around $0.01/kWh. There are, how-
ever, a variety of variables that may lead to a higher or lower real weighted average 
capacity factor value in 2022 (represented in Figure 33). This is due to uncertainty 
about the pace of growth of hub heights and rotor diameters in main markets, such 
as India and China, which significantly influence the globally weighted average 
adoption rate for bigger machinery. The trends for the quality of the resources for 
wind farms up to 2025 may remain as the biggest uncertainty [35].
Onshore wind energy is now a highly competitive source of new power gen-
eration capacity, with medium- and even low-wind speed sites now available 
Figure 32. 
Offshore wind energy levelized cost of electricity reduction potential, 2015–2025 [42].
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economically. The potential improvement in capacity factors by 2025 could result 
in reducing the global weighted average LCOE of onshore wind by around $0.01/
kWh, or 49% of the total projected reduction in onshore wind LCOE of $0.018/
Figure 33. 
Global weighted average onshore wind energy farm, 1983–2022 [35].
Figure 34. 
Levelized cost of electricity of onshore wind, 1995–2025 [35, 45].
Figure 35. 
Historical offshore wind energy cost by projections to 2025 [35].
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kWh as the global weighted average LCOE falls to $0.053/kWh by 2025. Figure 34 
shows levelized cost of electricity of onshore wind, 1995–2025 [35, 45].
Reductions in total installed costs, driven mostly by cost reductions for towers, 
turbines, and wind farm development, contribute around $0.006/kWh, which 
means 34% of the total reduction in the LCOE. Improvements in turbine reliability, 
improved predictive maintenance schedules, and the more widespread application 
of best practice O&M strategies reduce the LCOE by around $0.003/kWh by 2025, 
or 17% of the total reduction [28].
Reducing the weighted average capital cost of offshore wind energy project from 
the current 8–10% to an average of around 7.5% will account for around 43% of the 
total potential reduction in the LCOE of offshore wind energy by 2025. Figure 35 
presents the LCOE historical evolution of offshore wind in 2010 to 2015 for the data 
available in the IRENA Renewable Cost Database. It also shows offshore wind LCOE 
projection evolution to 2025. Offshore wind energy projects in tidal or near-shore 
locations could see costs fall to as little as $0.08/kWh by 2025 [17, 46, 47].
8. Conclusions
Wind energy market is set to grow subject to effective economic feasibility 
across remote areas when compared with grid-connected networks. Government 
incentives toward rural electrification coupled with growing adoption of microgrid 
networks will further boost the business landscape.
Low installation costs along with government incentives including net meter-
ing and feed in tariff will positively impact the on-grid wind energy market share. 
Rapid expansion of utility-based electricity networks to cater growing energy 
demand across suburban areas will further complement the industry’s growth.
Growing demand for renewable energy coupled with rising awareness toward 
environmental conservation will stimulate the global market size. National targets 
for clean energy along with ongoing depletion of fossil fuel reserves will further 
propel the industry’s growth. In 2016, France set its target of renewable energy 
capacity to 70 GW by 2023 including 23 GW from onshore wind.
Declining project development cost subject to fall in component prices favored 
by government incentives will stimulate the market share. In addition, utility scale 
installations tend to bear lower operational costs when compared to auxiliary gen-
eration technologies. Rapid technological enhancements in line with the integration 
of smart monitoring and sensing units across turbines have reduced overall system 
losses. Therefore, economical cost structure in addition to improved efficiencies 
will positively influence the industry landscape.
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Chapter 2
Modeling and Simulation of
Offshore Wind Farms for
Smart Cities
Cheng Siong Chin, Chu Ming Peh
and Mohan Venkateshkumar
Abstract
Wind turbine models and simulations are widely available, but the simulation of
a wind farm is scarce. This chapter presents a systematic approach to simulate an
offshore wind farm for smart cities. The subsystems of several variable-pitch wind
turbines, namely, rotor blades, drivetrain, and induction generator, are modeled to
form a wind farm. The total output power of the wind farm by considering multiple
wind turbines with the wake losses (using the Jensen wake model) can be simulated
with any input wind speed. In order to validate the accuracy of the simulation, a
case study was performed on a German offshore wind farm called NordseeOst. The
simulation shows promising results with an average error of approximately 5%
when compared with the real-time output of the wind farm. The results showed
that the simulation of a wind farm that often impeded by the lack of exact infor-
mation is feasible before any site implementation for smart cities.
Keywords: variable-pitch wind turbine, modeling and simulation, offshore wind
farm, smart cities
1. Introduction
As a measure to resolve the declining rate of fossil fuels and the current state of
emission levels, renewable energy has become an attractive source of clean and
sustainable energy. The wind is a powerful and abundant source of renewable
energy. Wind power installations, both onshore and offshore, have expanded rap-
idly over the world to harness the energy from wind. However, these wind power
plants are not cheap for offshore installations. Hence, the inception of a wind farm
entails many considerations and careful planning to justify the associated high cost.
As a result, alternative consideration is the wind farm layout that can be optimized
to increase the profitability [1].
However, the optimization of the layout is a complicated and challenging pro-
cess due to a phenomenon known as wake effect. After a turbine extracts wind
energy [2], the downstream wind will be turbulent and reduced in speed. It is
essential to consider the wake losses when positioning the turbines to maximize
energy production taking into account the additional costs for infrastructure if they
are spaced far apart. By using modeling and simulation as a tool, analysis can assist
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in managerial and technical decisions [3]. It is to be mentioned that manufacturer-
specific models are sometimes not easy to obtain [4].
Presently, there are few studies performed on wind turbine modeling. Some
examples of these studies are available [5–7]. The focus of their works was primarily
on the wind turbine dynamics and its efficiency. They did not consider the imple-
mentation of a wind farm or multiple wind turbines. Nevertheless, there are a few
researches conducted on wind farm simulation. For instance, the wake loss was not
taken [8] into account. Hence, there is a need to systematically model the wind farm
instead of just a wind turbine with the wake losses. The wind farm simulation tool
should be widely available to users to simulate the feasibility of the wind turbines
on the specific site before actual implementation. The approach adopted in this
study encompasses the different wind speed for each turbine with consideration of
wake losses. The main contribution is to provide a systematic approach to model the
output power from the wind farm by considering the wake losses before
implementing the wind turbines on the actual site for smart cities.
The chapter is organized as follows. In Section 2, a proposed modeling method-
ology is presented followed by Section 3 on a simulation model of NordseeOst wind
farm. Section 4 describes the results and discussion followed by the conclusion in
Section 5.
2. Modeling methodology
The NordseeOst, an operational offshore wind farm in Germany, will be used
here as a case study, and the wind turbines are modeled based on the governing
equations that can be implemented through the function block available in the
Simulink Library. The parameters for the wind turbine model will be based on
manufacturer Senvion 6.2M126 used in the German farm. The turbine model is
duplicated and positioned to follow the layout of NordseeOst wind farm. By con-
sidering the wake losses of each turbine using the Jensen wake model, the wind
speed input for the turbines can be computed. The wind conditions and tempera-
ture in the wind farm site will be obtained from an online resource. For any given
timeframe, the output power of the simulated farm can be determined and verified
with the real-time data obtained from the actual farm.
2.1 Wind turbine modeling
Multiple wind turbine models were created to form the wind farm. From a
modeling viewpoint, the turbine model can be broken down into three blocks,
aerodynamic, mechanical, and electrical, as shown in Figure 1. When the passing
wind interacts with the rotor blades, lift and drag forces create the rotation of the
turbine blades. This turning force is high in torque, but the speed is low. The speed
of the rotating rotor shaft will be increased using a gearbox. The purpose of
increasing the rotational speed is to match the requirements of the generator. The
turbine and generator shaft is coupled as a drivetrain to transmit the driving force to
the generator. The electrical block consists of the generator that creates a magnetic
field from the rotor into electrical energy. Each block is modeled using few differ-
ential and algebraic equations that describe their functions.
2.1.1 Aerodynamic block
The aerodynamic block is characterized by three subsystems, namely, the tip
speed ratio, power coefficient, and rotor torque, that are developed. The maximum
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power that can be extracted from the wind is 59.26% [9]. The power coefficient CP
expresses the ratio of extractable power by the rotor to the available power in the
wind. The amount of power that can be extracted is given as follows:
Pr ¼ 12 � ρ � A � v
3 � CP λ; βð Þ (1)
where ρ is the density of air in kg/m3, A is the rotor swept area in m2, v is the
wind speed in m/s, and CP is the power coefficient.
The density of air can be determined from the turbine elevation above sea level [3]:
ρ ¼ ρo � 1:194� 10�4 �H (2)
where ρo is the density of air at the sea level at a specific temperature in kg/m
3
and H is the hub height in m.
The efficiency of the rotor can be described by power coefficient CP since it is a
ratio of extracted power to available wind power. It is usually expressed as a
function of tip speed ratio and blade pitch angle. The ratio of linear speed at the
rotor blade tip to the wind speed is defined as tip speed ratio λ as shown:
λ ¼ ωr � r
v
(3)
where ωr is the rotor angular velocity in rad/s, r is the radius of the rotor (blade
length + hub radius) in m, and v is the wind speed in m/s.
For a specific airfoil type, the power coefficient may be expressed as a function
of the tip speed ratio and blade pitch angle as follows [8]:
CP λ; βð Þ ¼ c1 c2=λi � c3β � c4ð Þe�c5=λi þ c6λ (4)







β3 þ 1 (5)
where λ is the tip speed ratio and β is the blade pitch angle.





Wind turbine model [4].
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where Γr is the torque developed at the rotor in Nm, Pr is the power developed
by the rotor in W, and ωr is the rotor angular speed in rad/s.
2.1.2 Mechanical block
The purpose of a drivetrain is to transmit the torque generated by the rotor
blades from the rotor hub to the generator. The torque generated is filtered by the
drivetrain via the gearbox and ultimately drives the generator shaft. In this
mechanical block, the drivetrain is modeled by a two-lumped-mass model as shown
in Figure 2. The two-mass model [10] is accurate enough for the analysis of tran-
sient stability in wind power generation systems when compared with higher-order
drivetrain model with three or six masses:
The stiffness and damping of the low-speed shaft are represented by a spring
and damper with coefficient kls and cls, respectively. The equation of motion for the
turbine rotor is expressed as follows:
Ω
•
r tð Þ ¼
Ta tð Þ � Tls tð Þ � cfΩr tð Þ
Jr
(7)
where Ωr is the rotor angular speed in rad/s,Ta is the aerodynamic torque
developed by rotor in Nm, Γls is the torque of the low-speed shaft in Nm, cf is the
frictional damping, and Jr is the inertia of rotor in kgm
2.
The mechanical torque of the shaft is modeled as follows:
Tls tð Þ ¼ kls θr tð Þ � θls tð Þ½ � þ cls Ωr tð Þ �Ωls tð Þ½ � (8)
where Tls is the torque of low-speed shaft in Nm, kls is the stiffness coefficient, θr
is the rotor angular position in rad, θls is the angle of low-speed shaft in rad, cls is the
damping coefficient, Ωr is the rotor angular speed in rad/s, and Ωls is the angular
speed of low-speed shaft in rad/s.
Assuming an ideal gearbox, the step-up ratio of the transmission speed is shown:
ηg ¼
Tls tð Þ
Ths tð Þ ¼
Ωg tð Þ
Ωls tð Þ ¼
θg tð Þ
θls tð Þ (9)
where Γls is the torque of the low-speed shaft in Nm,Ths is the torque provided to
the generator in Nm, Ωg is the angular speed of generator shaft in rad/s, Ωls is the
angular speed of the low-speed shaft in rad/s, θg is the angle of generator shaft in
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The equation of motion for the shaft at induction generator is written as shown:
Ω
•
g tð Þ ¼
Ths tð Þ � Tem tð Þ � cgΩg tð Þ
Jg
(10)
where Ths is the torque provided to the generator in Nm,Tem is the electromag-
netic torque in Nm, cg is the damping experienced at the generator, Ωg is the angular
speed of generator shaft in rad/s, and Jg is the inertia generator in kgm
2.
2.1.3 Electrical block
The ideal induction generator dynamic model consists of three stators and three
winding rotors. The differential equations are derived from the state space vector
representation using synchronous reference frame for the d-q model. The modeling
is simplified and preferable when represented as DC values. In order to do so, the
stator and rotor are each transferred onto a direct and quadrature axis (d-q model).
The direct and quadrature axes for the stator are represented by ds and qs, respec-
tively. The same axis for the rotor can also be represented by dr and qr. To simulate
the induction generator, an equation to represent both the direct and quadrature
axis voltages for the stator Vds, Vqs and current Ids, Iqs is required. Eqs. (11)–(18) are
the models of an induction generator expressed in a d-q reference frame [3].
The stator and rotor magnetic flux linkages are given as follows:
φds ¼ Xs � Ids þ Xm � Idr (11)
φqs ¼ Xs � Iqs þ Xm � Iqr (12)
φdr ¼ Xr � Idr þ Xm � Ids (13)
φqr ¼ Xr � Iqr þ Xm � Iqs (14)
where Xs is the stator reactance in Ω, Xr is the rotor reactance in Ω, Xm is the
mutual reactance in Ω, Ids is the stator current at d axis in A, Iqs is the stator current
at q axis in A, Idr is the rotor current at d axis in A, and Iqr is the rotor current at q
axis in A.
The stator and rotor voltage equations are given by Eqs. (15)–(18). During start-
up, the rotor in an induction generator does not require a supply of voltage. Hence
the rotor voltage Vdr and Vqr are equal to zero [3]:
















where Rs is the stator resistance in Ω, Rr is the rotor resistance in Ω, Ids is the
stator current at d axis in A, Iqs is the stator current at q axis in A, Idr is the rotor
current at d axis in A, Iqr is the rotor current at q axis in A, φds is the stator magnetic
flux at d axis in weber, φqs is the stator magnetic flux at q axis in weber, φdr is the
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rotor magnetic flux at d axis in weber, φqr is the rotor magnetic flux at q axis in
weber, ωs is the synchronous speed in rad/s, and s is the slip.
The rotor slip can be calculated as follows:
s ¼ ωs � ωg
ωs
(19)
where ωs is the synchronous speed in rad/s and ωr is the rotor speed in rad/s.
The electrical torque developed by the generator is given as follows:
Te ¼ φqr � Idr � φdr � Iqr (20)
where φqr is the rotor magnetic flux at q axis in weber, Idr is the rotor current at d
axis in A, φdr is the rotor magnetic flux at d axis in weber, and Iqr is the rotor current
at q axis in A.
The power equations for the generator can then be expressed by Eqs. (21)–(23).
The true power can be computed as shown:
P ¼ Vds � Ids þ Vqs � Iqs (21)
The reactive power is calculated as follows:
Q ¼ Vqs � Ids � Vds � Iqs (22)
The apparent power can be written:
S ¼ Vds � Ids þ Vqs � Iqs þ Vqs � Ids � Vds � Iqs (23)
where Vds is the stator voltage at d axis in V, Vqs is the stator voltage at q axis in
V, Ids is the stator current at d axis in A, and Iqs is the stator voltage at q axis in V.
2.1.4 Jensen wake model
The Jensen wake model was used to calculate the wind speed after subjecting to
wake loss. The model is simplified for a single wake where the diameter of the wake
is assumed to be expanding linearly. For a single wake model, the resulting wake of
a wind turbine is treated to be turbulent where the near field behind the turbine is
neglected. The spread of the resulting wake can be represented by the linear
dimension (radius r) which is proportional to the downwind distance, x as shown in
Figure 3. The start of the wake, u, that is directly behind the turbine is assumed to
be equal to the turbine diameter:
A balance of momentum gives the following equation:
πr20uþ π r2 � r20
 
v0 ¼ πr2v1 (24)
where r0 is the rotor blade length in m, u is the wake speed in m/s, r is the radius
of wake cone in m, v0 is the incoming wind speed in m/s, and v1 is the resultant
wake speed in m/s.
The radius of the wake cone r that represents the path of incoming wind after
passing through the turbine is shown:
r ¼ r0 þ αx (25)
where r0 is the rotor blade length in m, α is the dimensionless scalar, and x is the
distance from a wind turbine in m.
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The speed of wake expanding with distance which depends on the dimensionless




where z is the hub height in m and z0 is the surface roughness.
The surface roughness constant is dependent on the characteristics of the local
terrain, while the dimensionless scalar α depends on both the local terrain and wind
climate conditions. The paper [2] had mentioned that a value of 0.04 can be used
for α for free stream wind which has yet to pass through any wind turbine or
otherwise the value of 0.08 can be assumed.
By solving Eq. (25) in terms of v1, the velocity of the wake at a downwind
distance x from the wind turbine can be calculated:









where v1 is the wake speed in m/s, v0 is the incoming wind speed in m/s, CT is
the thrust coefficient, r0 is the rotor blade length in m, and r is the radius of wake
cone in m.
A thrust coefficient is a dimensionless number that defines the thrust of a wind
turbine. The value of thrust coefficient varies with wind speed, and the paper [11]
has shown that it has a maximum value of 1.
3. Simulation model of NordseeOst wind farm
NordseeOst is a 295 MW offshore wind farm located 35 km northeast of Heligo-
land, a German archipelago in the North Sea region. The wind farm consists of 48
turbines [12]. The site has an average wind speed of 9.77 m/s and an area of
approximately 36 km2. The site coordinates are 54° 260 24″ N and 7° 400 48″ E that
are used to determine the wind condition. The layout of the wind farm used in the
simulation is shown in Figure 4.
Figure 3.
Linear expansion of wake cone for a single wake model.
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The wind turbines used in the German wind farm was manufactured by
Senvion. The 6.2M126 wind turbine model has a rated power of 6.15 MW and a
designed rotor diameter of 126 m. The parameters for the wind turbine model
presented are based on the design data provided by the manufacturer in Tables 1
and 2. The data from Table 1 are the specifications for the wind turbine used in the
aerodynamic and mechanical blocks. The data in Table 2 are the parameters of the
electrical system used in the induction generator block.
With all the structure and framework laid out, the next step is to implement the
model in the Simulink environment. The mathematical model for each block was
created and coupled together to form a wind turbine as shown in Figure 5. Within
each respective block, few mathematical equations governing their functions as
Figure 4.
Wind turbine layout of NordseeOst (RWE international SE, 2016).
Nominal power (kW) 6150
Cut-in wind speed (m/s) 3.5
Nominal wind speed (m/s) 14
Cutout wind speed (m/s) 25
Tip speed (m/s) 79.8
Rotor diameter (m) 126
Rotor area (m2) 12,469
Rated rotor speed (rpm) 12.1
Hub height (m) 92
Blade length (m) 61.5
Gear ratio 1:97
Table 1.
Design data for the 6.2M126 [13].
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described in Section 2.1 were modeled. The parameters available from both
Tables 1 and 2 were used in the equations.
The same approach was applied to the Jensen wake model. In the Simulink
environment, the wind turbine model in blue and the wake model in red were
duplicated and arranged to mimic the NordseeOst in Figure 6. The wake model was
used when there is a wind turbine directly ahead of another. There is a spacing of
one or two grid lines that corresponds to 914 m and 1828 m, respectively, with
reference to Figure 4. For instance, the first column of wind turbines is not affected
by any wake losses; hence the wake model is not required. The wind speed for the
second column of turbines that are influenced by the wake effect from the first
column is calculated from the first wake model block in Figure 6. The process is
repeated for the remaining wind turbines. With a user-defined wind input, the
simulation will compute the output of each turbine and collectively will be summed
up to give the total power production of the wind farm.
The wind data is gathered from an online resource known as Earth. It is a
visualization of global weather and ocean conditions forecasted by supercomputers.
The platform is a hub of information from collective national agencies. The weather
Nominal power (kW) 6150
Nominal voltage (kV) 20/30/33
Nominal frequency (Hz) 50
Stator voltage (kV) 6.6
Nominal speed (rpm) 1170
Speed range (rpm) 750–1170
Table 2.
Parameters for the generator [13].
Figure 5.
Wind turbine model in Simulink.
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and the wind information were obtained from the National Weather Service in the
United States of America. Using the platform, the wind speed for the simulation
input at any time frame was gathered from the NordseeOst coordinates as shown in
Figure 7.
The live production data of NordseeOst in Figure 8 is available online through
an interactive map by RWE Innogy, the owner of the mentioned wind farm. This
value is used as cross-reference in conjunction with the simulated results. The
accuracy and functionality of the simulation can be validated by comparing the
results.
Figure 6.
Simulated NordseeOst in Simulink.
Figure 7.
Wind speed at NordseeOst from earth online.
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4. Results and discussion
A simulation is performed over a range of wind speed 3–25 m/s at an interval of
1 m/s. The range is determined by the specified cut-in and cutout wind speed of
Senvion 6.2M126 offshore wind turbine. The projected power output for the simu-
lated farm can be seen in Figure 9. It indicates an upward trend over the increase of
wind speed. From a logical standpoint, the higher the wind speed, the higher the
power is generated. In the simulation, it shows the power increases with the speed
of the wind. The graph shows a steady rise from the specified cut-in speed of 3 m/s
where the turbine can produce useful work. It is evident that the gain begins to
stabilize and reach the specified cutout speed of 25 m/s. The peak power of 300 MW
is quite close to the capacity of NordseeOst at 295 MW.
Theoretically, the 295 MW should be attained at the nominal wind speed of
14 m/s according to the Senvion 6.2M126 offshore wind turbine data sheet. How-
ever, the graph included the wake losses. With the required additional wind speed
Figure 9.
Projected power output of simulated wind farm.
Figure 8.
Real-time output of NordseeOst [14].
43
Modeling and Simulation of Offshore Wind Farms for Smart Cities
DOI: http://dx.doi.org/10.5772/intechopen.87008
of 11 m/s to achieve a rated output, it is evident that wake losses play a significant
role in power efficiency. It emphasizes the importance of optimizing the wind
turbine position to reduce the effect of wake losses. From the results gathered in the
study of NordseeOst, it can be observed that the wind farm layout optimization can
be further improved.
As seen in Table 3, a test run was performed with a wind speed of 5.10 m/s in a
particular period. The resulted power output of the simulation is 8099 kW, while
the actual power from the wind farm is 7816 kW. There exists a difference of 3.5%
in the results. Due to the limitation of the Earth where the weather forecast was
updated every 3 hours, reading was taken every 3 hours for 18 hours to check for
consistency. The average difference of 5.11% can be seen in Table 3. There are
several possible reasons for the discrepancy. One possible reason could be due to the
sizing of components in the mechanical and electrical systems. With the absence of
a physical system, the parameter of inertia, damping and stiffness coefficient in the
drivetrain, and components such as resistance, inductance, and reactance in the
induction generator are not readily available.
Another possible reason is the lapse in representing wake losses in a wake model.
The Jensen wake model provides a simple and reasonably accurate representation.
The orientation of turbine layout and wind direction will affect the direction and
position of the wake cone. As a result, it caused the interaction of wake cones and
altered the effect on wake loss. It is indicative that the Jensen wake model may have
underestimated the effect of wake loss. Hence, further studies in improving the
Jensen wake model are needed.
Another reason is the limitations of the wind forecast that is updated only every
3 hours. It is not synchronized with the live production data from RWE. It could
cause some slight deviation in the simulated results. The availability of the actual
wind speed at the wind farm site will be useful. It will allow a better and more
accurate model validation.
However, the results attained are valid and have the potential for simulating and
analyzing a wind farm. This methodology offers a solution in modeling the wind
farm before any site implementation. It can contribute to future wind energy-
related studies that have not been addressed in the literature of wind farm modeling
and simulation for smart cities.
5. Conclusions
The systematic approach in simulating an offshore wind farm model was
presented. The simulation tool was used to predict the output power projection with
Time (24 hours) Wind speed (m/s) Simulated (kW) Actual (kW) Difference (%)
0800 5.1 8099 7816 3.49
1100 7.4 35,958 33,339 7.86
1400 10.5 112,555 110,678 1.70
1700 10.0 99,691 95,611 4.27
2000 6.4 23,686 22,434 5.58
2300 6.6 25,104 23,297 7.76
Average 5.11
Table 3.
Three hourly data log.
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consideration of the wake loss using Jensen wake model. The wind turbine model
was adapted from Senvion 6.2M126 offshore wind turbine. Based on the case study
of NordseeOst wind farm in Germany, the wind farm was replicated with multiple
completed wind turbines with consideration of the wake model. The application of
the wind farm was validated with wind speed ranging from 3 to 25 m/s. The
simulated results were compared with the real-time data from the NordseeOst wind
farm. The average difference is approximately 5.11%. The same approach can be
used in the design and developmental phase of any wind farm to predict the output
power for smart cities.
For future works, the wind turbine model can be enhanced by incorporating
details and intricate representative of various systems used in the modeling. The
simulation results can be verified by comparing with other simulation tools such as
Wind Atlas Analysis and Application Program (WAsP). An improved wake loss
model and layout optimization will be considered in future studies.
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Chapter 3
Wind Energy and Multicriteria 
Analysis in Making Decisions on 
the Location of Wind Farms: A 




This chapter presents an investigation of different methods of multicriteria anal-
ysis and different rules of proceedings that have to be taken into account for making 
decision about location of a wind farm with application in the north-eastern (NE) 
Poland. Ten multicriteria analyses were discussed taking into account the main 
criteria on which they are based on utility functions (MAUT, AHP, and DEMATEL), 
relationship outranking (ELECTRE, PROMETHEE, and ARROW-RAYNAUD), 
distances (TOPSIS), and decision support (BORDA ranking methods and their 
modified and COPELAND). Taking into account of nine criteria that should be met 
by the location of 15 wind turbines in Krynki and Szudzialowo communities, the 
main three criteria (C3, C8, and C9) were found to differentiate location of eight 
wind turbines (T-6–T-13), according to two variants (I and II). The Borda ranking 
method proved that from among the two variants considered, the more suitable 
location of wind turbines is second variant W II than first variant W I. Variant W 
II had a higher altitude of the terrain (C3) and less risk of impact on birds (C8) and 
bats species (C9) than variant W I.
Keywords: wind energy, wind farms, multicriteria decision analysis, 
optimum variant, ranking methods
1. Introduction
Management in conditions of sustainable development requires making 
rational decisions [1, 2]. Each decision-making process has multicriteria character 
due to the complexity of the problem, and the selection of the optimal solution is 
complicated [3, 4]. The use of multicriteria analyses, during which a set of related 
criteria and variants are analyzed, enables creating, justifying, and transforming 
preferences in the decision-making process [5, 6]. Multicriteria Decision Making 
(MCDM) or Multicriteria Decision Analysis (MCDA) methods were used to 
support decision making in case of problems where conflicting environmental, 
technical, economic, societal, and esthetic objectives are involved [7–13]. MCDA 
is suitable for supporting decision making dealing with sustainability issues and 
Modeling, Simulation and Optimization of Wind Farms and Hybrid Systems
48
can use the location of wind turbines, which should meet a number of criteria in 
development of wind energy production [14, 15].
Multiple criteria decision analysis for energy and environmental security, as 
well as planning the location of wind turbines, depends on many factors [16–20]. 
Decision problems associated with determining the suitability of the site for the 
location of the wind farm can be solved by using multicriteria analysis, which allow 
to select the optimal solution of the many available options [16, 17]. The selection 
is made on the basis of established criteria, which have a significant impact on the 
implementation and operation of the project [21, 22]. This chapter presents the 
discussion of different methods of multicriteria analysis and different rules of pro-
ceedings that have to be taken into account for making decision about location of a 
wind farm made of 15 turbines in the area of Krynki and Szudzialowo communities 
in the NE Poland.
There are numerous methods of multicriteria decision; therefore, the choice of 
optimal method for the decision-making process is very important [23, 24]. Each of 
the presented methods has its advantages as well as disadvantages and limitations, 
which makes it necessary to examine them to find the best solution [25]. The choice 
of particular method can itself reach the dimension of a multicriteria problem [26]. In 
this study, 10 multicriteria decision analysis (MCDA) methods were discussed taking 
into account the main criteria on which they are based on utility functions (MAUT, 
AHP, and DEMATEL) [27, 28], relationship outranking (ELECTRE, PROMETHEE, 
and ARROW-RAYNAUD) [29, 30], distances (TOPSIS) [31], and decision support 
(BORDA ranking methods and their modified and COPELAND) [32] (Figure 1). The 
final location of the wind farm made up of 15 turbines in the NE Poland was solved 
on the basis of multicriteria analysis and choosing the optimum variant.
Figure 1. 
Ten multicriteria decision analysis (MCDA) in making decisions on the location of wind farms
49
Wind Energy and Multicriteria Analysis in Making Decisions on the Location of Wind Farms…
DOI: http://dx.doi.org/10.5772/intechopen.90450
2. Methods of multi-criteria analysis
The problems with making decision on farm location were analyzed taking 
into account the nine criteria having essential effect on the realization of a given 
investment [15]:
• Criterion 1 (C1)—The presence of natural environment elements under legal 
protection, including nature reserves, protected landscape, and monuments 
of nature determined based on the interactive map of protected areas [33] and 
results of a year-long vegetation inventory [34]; C1 was present or absent.
• Criterion 2 (C2)—Evaluation of wind energy resources on the basis of maps 
defining the area of wind energy in Poland [35] and maps illustrating the wind 
speed in the area of the country [36]; C2 was analyzed as very highly favorable, 
very favorable, favorable, little favorable, or unfavorable.
• Criterion 3 (C3)—Difference in the altitude of the terrain of turbine pos-
sible location on the basis of topographic maps from Geoportal [37]; C3 was 
expressed in meters above mean sea level (AMSL).
• Criterion 4 (C4)—Terrain roughness on the basis of the table class roughness 
[18]; C4 had a value of 0 (water surface) to 4 (urban agglomerations).
• Criterion 5 (C5)—No risk of floods or flooding on the basis of the flood risk 
maps [38]; C5 was present or absent.
• Criterion 6 (C6)—Technological infrastructure and communication possibilities 
on the basis of “Local Developmental Plans” in Krynki [39] and Szudzialowo 
communities [40]; C6 was analyzed as very good, good, bad, and very bad.
• Criterion 7 (C7)—Culture and landscape valors of Krynki [41] and 
Szudzialowo communities [42] on the basis of “Theories of urban planning”; 
C7 was present or absent.
• Criterion 8 (C8)—Results of a year-long ornithological monitoring [34]; C8 was 
analyzed as the number (1–5) of protected bird species occurring in a given area.
• Criterion 9 (C9)—Results of a year-long chiropterological monitoring [34]; C9 
was analyzed as the level of activity of bats expressed on the scale—very high, 
high, low, or very low.
The field study of the vegetation inventory, ornithological, and chiropterological 
monitoring was performed from July 2017 to July 2018. The field study included the 
phytosociological analyses of plant communities, cartographic study of vegetation, 
and sites of protected plant species with the use of GPS technique and identification 
of habitats of the plant patches studied. In field study in the location of 15 wind 
turbines in Krynki and Szudzialowo communities, 132 phytosociological Braun-
Blanquet releves were taken [34].
3. Selection of MCDA in making decisions on the location of wind farms
The purpose of the analysis is to find the way that will lead to a better solu-
tion than the others. Multicriteria decision support is usually defined as making 
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decisions in the presence of many criteria, taking into account several, often contra-
dictory, points of view [4, 43]. The goal is to achieve such an effect that maximizes 
the multicriteria objective function, which can be written as follows (Eq. (1)):
  F (x) = max  (f 1 (x) , f 2 (x) , … , fj (x) ) , (1)
with restriction x ∈ Adop,
where Adop is a set of acceptable solutions; and fj(x) is the individual partial 
criterion functions for j = 1, 2, …, J.
The analysis begins with a selection of decision variants that will be considered 
during the decision procedure [44–48]. The next step is the selection of criteria that 
are the measures of evaluation and the ranking of criteria according to their impor-
tance (by assigning weights to them) [21, 22]. Criteria that are benefits are called 
stimulants [49, 50]. They allow the variants to be ordered, so that the more benefits 
they bring, the higher the weight values  in the light of a given criterion. On the 
other hand, the criteria, which are of a cost nature, are referred to as destimulants 
[51, 52]. In assigning weights to individual criteria, the decision-maker preferences 
are expressed, and they often determine the choice of a particular variant. In these 
types of cases, it is recommended to perform a sensitivity analysis that focuses on 
considering changes in function coefficients or free words. The result of the multi-
criteria decision support process also depends on the accuracy of the option assess-
ments [53, 54]. It is important to carry out a synthetic assessment of individual 
variants by appropriate aggregation of partial assessments [55].
In this study, 10 multicriteria methods were used, with their names used the 
acronym for the English or French word. The effectiveness of the multicriteria 
method for the choice of location of 15 wind turbines in the NE Poland was evalu-
ated. The multicriteria analysis was discussed taking into account the main criteria 
on which they are based on utility functions (MAUT, AHP, and DEMATEL), 
relationship outranking (ELECTRE, PROMETHEE, and ARROW-RAYNAUD), 
distances (TOPSIS), and decision support (BORDA ranking methods and their 
modified and COPELAND method; Figure 1).
3.1 Analytic Hierarchy Process (AHP)
Analytic Hierarchy Process (AHP) was created by Thomas L. Saaty at the 
University of Pittsburgh in the 1970s [56–58]. This method is based on a linear addi-
tive utility function [58]. The basis of AHP is hierarchical decomposition evaluation 
criteria, which allows to connect the criteria quantified and not quantified and 
objectively measurable with subjective [59–61]. AHP is based on three basic rules 
[57, 58] as follows:
• The structure of the decision problem is presented in the form of a hierarchy of 
goals, criteria, subcriteria, and variants.
• Preference modeling is carried out by comparing pairs of elements at each level 
of the hierarchy.
• Ordering of variants takes place through the synthesis of preference assess-
ments from all levels of the hierarchy.
AHP method involves a hierarchic decomposition of the problem decomposed 
into components and followed by evaluation of criteria and variants by their 
comparison in pairs (Figure 2). The AHP method is based on functionality and is 
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hierarchical approach to the problem. The concept of hierarchy has its application 
on different levels of analyses [62, 63]. Hierarchical problem analysis is useful 
when not you can determine the functional relationship between the components 
of the dilemma decision making. The method is characterized by the occurrence of 
subjective criteria assessments and variants because they result from the decision-
maker’s nonobjective assessments. Characteristic of this method is to compare the 
criteria adopted with each other, what the result is a comparison matrix (Figure 2). 
The next step is determining global and local preferences based on a comparison 
matrix and calculating the compliance factor. The final stage is to create a final 
ranking of the alternatives adopted. It is possible by calculating the utility function 
of given variants (Figure 2).
The hierarchy of values in the AHP method is well-defined, at the highest level is 
the superior aim, which is the choice of wind farm location, the lower levels are the 
criteria that must be met for making the right decision presented in the methodol-
ogy, and the lowest levels are the variants of decision. The evaluation of criteria and 
variants is exclusively subjective and depends on decision-making body, which can 
hardly be accepted for the proper choice of wind farm. The AHP method allows 
the use of a nine-level verbal scale transformed on a numerical scale. This should 
facilitate making decisions, however, often leads to situations where relationships 
are difficult to define between variants and criteria due to their nature. The final 
assessment in AHP may not give an unequivocal answer as to which of the analyzed 
variants is the most advantageous too, because with a slight change in the decision-
maker preferences the ranking will change, which does not guarantee the choice of 
the best solution.
3.2 Multiattribute Utility Theory (MAUT)
Multiattribute Utility Theory (MAUT) is used to evaluate trade-offs between 
alternatives and their effects on objectives [3, 4, 53]. MAUT is applied to identify 
variants of locations. It is based on the defined function of utility ui(Kj) and helps 
settle the hierarchy and ranks of particular variants, and then it orders the criteria 
Figure 2. 
The five phases of Analytic Hierarchy Process.
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which a given location must meet. This method cannot be applied for the choice 
of location of wind turbines depending on many environmental criteria as the 
criteria of this method need to be normalized, i.e., their units must be uniform. It 
is then necessary to define partial function of utility, hence the preferences of the 
decision-making organ (persons) regarding the variants. The preferences are always 
subjective and do not take into account the limitations imposed by significant 
environmental factors.
3.3 DEcision MAking Trial and Evaluation Laboratory (DEMATEL)
The next method is to DEcision MAking Trial and Evaluation Laboratory 
(DEMATEL) used for direct analysis and intermediate cause-and-effect relation-
ships between elements of the system (factors or criteria) with respect to its kind 
and severity [64–68]. DEMATEL is a good tool for evaluating the direct and indirect 
cause and effect relations between the criteria. The method assumes the three 
types of relations between two criteria: the first criterion has impact on the second 
one, and the second one has impact on the first one, or they are not related. In the 
DEMATEL method, it is possible to model the interactions between the criteria 
taking into account the direct and indirect relations between them. This method 
was found to be inadequate for making decisions about location of wind turbines 
as it is totally subjective and the decision depends on the opinions of the deciding 
body. In this method, the relations between criteria are analyzed, but the list of 
criteria and the assigned values describing their interaction in pairs depend on the 
information provided by the decision-making persons in the form of interviews or 
questionnaires.
3.4 ELimination and Choice Translating REality (ELECTRE)
The another method named ELECTRE is the acronym for the French word for the 
ELimination Et Choix Traduisant la REalité. In this method, the preferences of the 
decision maker were modeled on the basis of binary relation outranking [4, 48, 69]. 
ELECTRE methods are most often used when dealing with a greater set of criteria 
that can be assigned to much differing values. At the first step, the values of particular 
criteria are established and assessed to certain weights, so that the sum of the weights 
gives one. Then, all the variants are compared in pairs using the outranking relation, 
which boils down to the acceptance of the risk of treating one variant as definitely 
better than the other one even if the two variants are similar. The ordering of variants 
on the basis of the outranking relation and recommendation of one variant over the 
other depends entirely on the preferences of the decision-making persons, which is a 
definite limitation of the objective choice [70, 71].
3.5  Preference Ranking Organization METHod for Enrichment Evaluations 
(PROMETHEE)
The method of Preference Ranking Organization METHod for Enrichment 
Evaluations (PROMETHEEs) was used to determine the synthetic ranking alterna-
tives and pairwise comparisons and outranking relation [5, 72, 73].
PROMETHEE is also based on outranking relation. This method involves 
construction of a decision matrix in which particular variants are compared in the 
light of established criteria. On the basis of a comparison of variants, the prefer-
ences of the decision-making body are expressed by the preference function taking 
values from 0 to 1. The result of 1 corresponds to a strong preference of one variant 
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over the other, and the value of 0 informs about no relation between the variants. 
The last stage of PROMETHEE is determination of preference indices referring 
to each pair of variants. This method is also inadequate for the objective choice of 
wind farm location because of the limitation of employing the preferences of the 
decision-making body [74].
PROMETHEE methods are characterized by the analysis of the diversity of 
assessments of individual variants for all criteria. The more varied the assessments 
are in the light of a given criterion, the better one of the variants is, whereas when 
the difference does not take large values, the equivalence of the variants occurs or 
one of the variants slightly outweighs the others. The criteria are assigned to a pref-
erence function that measures the strength of preferences. The function presents 
the transformation of the difference in evaluation of the analyzed alternatives due 
to the given criterion (Trzaskalik 2014). The final ranking is obtained on the basis 
of flows, which are determined using aggregated preference indices [75].
The PROMETHEE method takes into account the decision-maker preferences 
without the need for a series of onerous comparisons and points. The disadvantage 
of this method is the need to determine the value and dependence of individual 
specific parameters, of which the interpretation can cause great difficulties.
3.6 Arrow-Raynaud method
Arrow and Raynaud belong to the “Outranking methods” and constitute a class 
of ordinal ranking algorithms for multicriteria decision making [9]. The authors of 
this method argue that the axiomatic formulation offers the surest path to a solution 
that is as objective as possible, minimally distorted by the unwitting imposition 
of personal values [29]. They then develop a system of consistent and appealing 
axioms, confront the paradoxes that put axiomatic systems in general at risk, and 
demonstrate the applicability of their system to realistic industrial outranking 
problems. Even within the axiomatic framework, however, some leeway remains 
for subjective choice and conscious value decisions [49]. One ad-hoc criterion of 
choice the authors selected was that their method should be neither so flexible and 
open that personal biases might easily slip in nor so artificially rigid that the play of 
intuition and creativity was systematically excluded.
3.7 Technique for Order Preference using Similarity to Ideal Solution (TOPSIS)
TOPSIS is a Technique for Order Preference using Similarity to Ideal Solution. 
This is a multicriteria method developed in the early 1980s by C.L. Hwang and 
K. Yoon, and its other variation—fuzzy model—proposed by C.T. Chen in 2000 [6]. 
Among other multicriteria methods, it is distinguished by the use of the relative 
distance value of individual decision alternatives to the reference (ideal) and worst 
(anti-ideal) solution. In this situation, the most advantageous variant is one that 
is relatively closest to the pattern and relatively furthest anti-patterner [64]. The 
calculation procedure in the TOPSIS method consists of six phases (Figure 3).
The TOPSIS method is a similarity method to an ideal solution, which is one 
of the distance methods. Variants are assessed by determining their distance from 
the pattern (ideal) and anti-pattern (anti-ideal) [76, 77]. Determination of the 
preferential sequence requires taking into account the weightings of the criteria and 
normalizing the option assessments in the light of the criteria. The best solution 
is characterized by the closest position to the ideal and the furthest relative to the 
anti-ideal. It allows to determine the values of the synthetic measure, which indi-
cates the place of individual variants in the ranking [76, 77].
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The TOPISIS method does not take into account the subjective feelings of the 
decision maker at all, which results in obtaining a ranking and choosing the location 
of the investment that is not entirely in the most favorable position.
3.8 The Borda count ranking method
The very important for decision support was Borda ranking method, which did 
not use standardized assessments to the criteria and giving them weights in order to 
determine their validity [14, 15, 19, 20].
In the Borda method, all criteria are numbered according to their importance. 
Particular variants are considered taking into account subsequent criteria num-
bered from the most to the least important one, with the numbers making a scale 
from 1 to n. If a few variants have the same score, so take the same position, the 
averaging of score is made [78, 79]. The best variant is that to which the maximum 
Borda count is assigned. Simple criteria do not require normalization and do not 
take into account the preferences of decision-making body, which excludes the 
subjective character of decision on the location of wind farm.
3.9 Copeland’s method
Copeland’s method belongs to the decision support, but it concerns the choice 
of the winning option [4]. It consists in comparing variant A with B and determin-
ing the number of criteria for which variant A is better than variant B (s+), as well 
as the number of those criteria for which variant A is worse than variant B (s−). In 
this case, the variable A is incremented (the value of the variable increases by one), 
when s+ > s−, or the variable B is incremented otherwise. This follows the designa-
tion of the number of wins for all determined criteria and selected of the winner 
variant, which means (Copeland rule) that the winner is the one for whom the 
difference in the number of wins and the number of lost with other candidates (pair 
comparisons) is maximum.
Figure 3. 
The calculation procedure in the TOPSIS method.
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4. Multicriteria analysis of a wind farm location by the Borda method
The problems with making decision on farm location were analyzed taking into 
account the nine criteria having essential effect on realization of a given investment 
[14, 15]. Taking into account of nine criteria that should be met by the location of 
15 wind turbines in Krynki and Szudzialowo communities (Tables 1 and 2), the 
main three criteria (C3, C8, and C9) were found to differentiate location of eight 
wind turbines (T-6–T-13), according to two variants (I and II). Criterion 3 (C3—
stimulant) regards the difference in the terrain altitude expressed in meters above 
sea level. Criterion 8 (C8—destimulant) is the number of protected bird species 
occurring in a given area, and Criterion 9 (C9—destimulant) is the level of activity 
of bats expressed on the scale from low to very high (Tables 1 and 2).
Criteria 
turbines
C1 C2 C3 
[AMSL*]
C4 C5 C6 C7 C8 C9
1 Absent Favorable 185 0.5 Absent Very 
good
Absent 2 Low
2 Low Favorable 170 0.5 Absent Very 
good
Absent 2 Low
3 Absent Favorable 170 0.5 Absent Very 
good
Absent 2 Low
4 Absent Favorable 170 0.5 Absent Very 
good
Absent 2 Low
5 Absent Favorable 180 0.5 Absent Very 
good
Absent 2 Low
6 Absent Favorable 170 0.5 Absent Very 
good
Absent 4 High
7 Absent Favorable 170 0.5 Absent Very 
good
Absent 4 High
8 Absent Favorable 175 0.5 Absent Very 
good
Absent 4 High
9 Absent Favorable 180 0.5 Absent Very 
good
Absent 5 Very 
high
10 Low Favorable 180 0.5 Absent Very 
good
Absent 5 Very 
high
11 Absent Favorable 185 0.5 Absent Very 
good
Absent 4 High
12 Absent Favorable 185 0.5 Absent Very 
good
Absent 5 Very 
high
13 Absent Favorable 185 0.5 Absent Very 
good
Absent 5 Very 
high
14 Absent Favorable 177.5 0.5 Absent Very 
good
Absent 1 High
15 Low Favorable 187.5 0.5 Absent Very 
good
Absent 1 High
*AMSL—above mean sea level.
Table 1. 
Adopted criteria in relation to the location of a wind farm made up of 15 turbines in the area of Krynki and 
Szudzialowo communities—Variant I.
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Criterion 3 (stimulant) and criteria 8–9 (destimulant) in the Borda method 
proved that from among the two variants considered the more suitable location of 
wind turbines is second variant W II than first variant W I (Table 3). Variant W II 
had a higher altitude of the terrain (C3) and less risk of impact on birds (C8) and 
bats species (C9) than variant W I. The analysis was made on the basis of the initial 
data, ordering of variants, determination of Borda count, and final ranking of 
variants.
5. Conclusions
The different methods of multicriteria analyses (MAUT, AHP, DEMATEL, 
ELECTRE, PROMETHEE, ARROW-RAYNAUDA, TOPSIS, and COPELAND) 





C4 C5 C6 C7 C8 C9
1 Absent Favorable 188.5 0.5 Absent Very 
good
Absent 0 Low
2 Absent Favorable 175 0.5 Absent Very 
good
Absent 0 Low
3 Absent Favorable 175 0.5 Absent Very 
good
Absent 0 Low
4 Absent Favorable 175 0.5 Absent Very 
good
Absent 0 Low
5 Absent Favorable 182.5 0.5 Absent Very 
good
Absent 0 Low
6 Absent Favorable 175 0.5 Absent Very 
good
Absent 1 Low
7 Absent Favorable 172.5 0.5 Absent Very 
good
Absent 1 Low
8 Absent Favorable 180 0.5 Absent Very 
good
Absent 1 Low
9 Absent Favorable 190 0.5 Absent Very 
good
Absent 2 High
10 Absent Favorable 190 0.5 Absent Very 
good
Absent 2 High
11 Absent Favorable 187.5 0.5 Absent Very 
good
Absent 1 Low
12 Absent Favorable 195 0.5 Absent Very 
good
Absent 1 High
13 Absent Favorable 195 0.5 Absent Very 
good
Absent 1 High
14 Absent Favorable 180 0.5 Absent Very 
good
Absent 0 Low
15 Absent Favorable 192.5 0.5 Absent Very 
good
Absent 0 Low
*AMSL—above mean sea level.
Table 2. 
Adopted criteria in relation to the location of a wind farm made up of 15 turbines in the area of Krynki and 
Szudzialowo communities—Variant II.
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the preferences and priorities of decision-making persons [4]. For this reason to 
analyze the choice of location of wind farm in the area of Krynki and Szudzialowo 
communities, the Borda ranking method was used. This method does not require 
standardization of evaluations following from the criteria and endowing the criteria 
with weights. A uniform ordering scale is assumed, and all criteria are treated as 
equally important. The method provided an objective result that really depends on 
the criteria that should be met by the wind farm location [20].
The study in Krynki and Szudzialowo communities proved that the planned 
construction of wind farm would have a positive effect on the production of energy 
from renewable sources [80–85]. The choice of the optimum location of wind 
turbines was shown to have no negative impact on the natural environment, which 
is of key importance in the application of sustained technologies, that is to ensure a 
balance between economic and environmental factors and the needs and expecta-
tions of society [86–91].
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I II I II I II
T6 3 6 3 6 3 6
T7 3 6 3 6 3 6
T8 3 6 3 6 3 6
T9 3 6 6 5 3 6
T10 3 6 3 6 3 6
T11 3 6 3 6 3 6
T12 3 6 3 6 3 6
T13 3 6 3 6 3 6
The calculated number of  Borda taking into account variants and criteria.
Table 3. 
The Borda count ranging for two Variants—I and II in relation to the location of wind farms in the area of 
Krynki and Szudzialowo communities.
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Development of Mathematical 
Models to Explore the Potential 
of Wind Fleets to Decarbonize 
Electricity Grid Systems
Anthony D. Stephens and David R. Walwyn
Abstract
Real-time records of energy generation in the UK and Germany have been used 
to develop models for each country’s electricity generation system, the objective 
being to provide a means of determining the likely economic limits of wind fleets 
and their consequent ability to decarbonise their grids. The results from the models, 
expressed in the form of marginal efficiencies, have then been codified in a pair of 
simple look-up tables, obviating the need for further reference to the models and 
providing a simple means of assessing the implications for the grids and their wind 
fleets of a range of future grid configurations, including increases in wind and solar 
fleet capacities, anticipated future loss in both countries of nuclear-generating 
capacity, possible replacement of petrol and diesel passenger vehicles with electric 
vehicles, and, for the UK only, the conversion of domestic boilers from gas to elec-
tricity. It is apparent that headroom, being the difference between annual average 
grid demand and base generation, is the single most important factor in determin-
ing how much wind capacity may be economically deployed in decarbonising grids.
Keywords: variable renewable energy, decarbonisation, upper economic limit,  
wind energy, carbon emissions
1. Introduction
Significant decarbonisation of electricity grids will, in many cases, necessitate 
considerable investment in wind fleets in order to displace generation from hydro-
carbon sources. Wind fleets are ultimately limited in size by the highly variable 
nature of wind generation which causes wind shedding and loss of efficiency when 
generation exceeds what the grid is able to accept [1].
It is apparent that grids act towards their wind fleets as low-pass filters, and, as a 
result, when wind competes for limited access to their grids, it may only be properly 
analysed using real-time records. This chapter describes, with reference to the UK 
and Germany grid systems, the use of such records to build mathematical models 
for each system [2]. The models are then used to determine the upper economic 
level of deployment of wind fleets and the limits on their ability to decarbonise 
their grids. It is shown that the upper economic levels are determined by two factors 
headroom, a concept defined in the chapter, and the amount of wind shedding 
which is acceptable before further investment in capacity becomes uneconomic.
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In this discussion, and indeed throughout the chapter, a distinction is made 
between generated wind power, which is referred to as GWe, and installed wind 
capacity, which is referred to as GWc. For small wind fleets (i.e. no wind shedding), 
the two important variables are related by the expression shown in Eq. (1):
  GWe = load factor × GWc (1)
It is also noted that all references to carbon dioxide emissions are stated as 
carbon emissions, for the sake of simplicity.
2. Managing wind variability
Electricity grids cope with the variable output from small wind fleets by contin-
ually adjusting the output of dispatchable sources of generation under their control 
[1, 3]. These sources are mainly gas-fired generation in the UK and coal-fired 
generation in Germany. Ignoring problems such as failure of transmission systems, 
the grids should be able to accommodate all of the output from wind fleets which 
are small relative to the size of their grids. This will not, however, be the case for the 
large wind fleets envisaged in future.
The highly variable nature of wind generation creates two different but comple-
mentary problems for grids being served by very large wind fleets. When there 
are settled weather patterns, there are fairly frequent occasions when there will be 
sensibly no wind generation for several days, regardless of the size of the wind fleet. 
At the other extreme, for the large wind fleets envisaged in the future, there will 
be occasions when wind generation will be at least twice what the grids are able to 
accommodate, such as excesses of 40 GWe for the UK and 80 GWe for Germany. 
For each 24-hour period, a UK wind fleet would therefore be either unable to 
supply around 1000 GWh of energy or would be generating 1000 GWh in excess of 
demand on the grid. For Germany the daily deficits/excesses would be of the order 
of 2000 GWh.
It is sometimes suggested that energy storage is the solution to wind generation 
deficits and surpluses, but the problem with this approach is that while energy 
storage is technically feasible for small amounts of excess generation, it is unsuitable 
for large energy excesses. This assertion may be put into perspective by comparing 
the need to store and return to the grid multiples of 1000 GWh of energy with the 
capability of the world’s largest storage array, Tesla’s 0.13 GWh in South Australia 
[4]. It would require nearly 8000 Tesla-sized storage arrays to store 1000 GWh of 
excess produced in a day.
The cost of lithium-ion storage arrays is falling and may even reach $350 M per 
GWh by 2024 [5], but, even if this was the case, a 1000 GWh storage array would 
cost of the order of $350 Bn. Moreover, it is not just the extremely high capital cost 
which would prohibit such an investment; it is also the low utilisation of the facility 
itself. For long periods, the facility would be inactive through lack of wind, and 
during extended periods of high wind, the facility would become fully charged 
quickly and then inactive because the wind generation was still in excess of demand 
on the grid. Lithium-ion arrays will undoubtedly have a role to play in providing 
standby energy storage to cover for outages of a few hours (as in South Australia) or, 
perhaps, in storing excess solar generation to smooth grid demand over a 24-hour 
period, but they are unlikely ever to solve the problems created by the highly vari-
able and largely unpredictable nature of wind generation [6, 7].
The UK has four pumped storage systems with a storage capacity of 30 GWh, 
capable of charging/discharging at around 2 GW. Because of their high capital cost 
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and inherently low efficiencies, electricity from pumped storage systems is expen-
sive. The high cost of pumped storage electricity is justified by the premium which 
may be charged; the storage reservoirs are charged at night, when electricity prices 
are low, and discharged each day during periods of peak demand and high prices. 
Pumped storage systems also play an important role in providing grid stability. 
MacKay [8] discussed the possibility of using pumped storage systems to address 
the problem of large energy surpluses/deficits which are an inevitable consequence 
of employing large wind fleets but concluded that flooding every potential storage 
site in Scotland would only provide a storage capacity of around 400 GWh.
An alternative to energy storage is to export surpluses to neighbouring countries 
which are in deficit. However, interconnectors are costly, particularly for a country 
like the UK which is surrounded by sea, and wind surpluses are inherently unreli-
able. Furthermore, as the Royal Academy of Engineering pointed out in 2014 [9], 
the UK weather is reasonably well correlated with that in neighbouring countries; it 
is likely that when the UK has wind surpluses, its continental neighbours will have 
wind surpluses of their own. The UK has around 4 GW of interconnectors, a 2 GW 
interconnector with France, a 1 GW interconnector with the Netherlands and, as of 
January 2019, a 1 GW interconnector with Belgium. All normally run at high capac-
ity importing some 10% of the UK’s electricity needs, mainly nuclear energy [10]. 
Germany is much more highly interconnected with its neighbours and mainly uses 
its interconnectors to export surplus solar generation. The models to be discussed 
in the next sections will assume that UK wind generation which is surplus to the 
requirements of the grid will be curtailed.
The models also assume that the grid distribution system is perfectly 
matched to the wind generation system and that whenever there is sufficient 
grid demand, all wind generation will be accommodated by the grid. This is 
clearly an oversimplification; data from the Renewable Energy Foundation sug-
gests that even at UK wind penetration as low as 6%, there is wind curtailment 
every month, with wind curtailment payments in 2015 being £90 M increasing 
at £30 M per annum (p.a.) [11].
3. The modeling approach
Wind fleet load factors, which typically vary by ±10% depending on the windi-
ness of the year, are available for the UK from government records [12] and for 
Germany on a Fraunhofer website [13]. In recent years the UK load factor has aver-
aged around 0.3 and that of Germany around 0.2, the difference being accounted 
for by the UK being generally windier and having a higher portion of its wind fleet 
offshore. Histograms, load distribution curves and other statistical techniques are 
often useful when exploring the relationships between small wind fleets and the 
grids they serve [1], but once a wind fleet increases above the size at which wind 
generation has to be curtailed, wind generation is no longer linearly related to wind 
fleet capacity, and such techniques are not applicable.
The starting point for predicting GWe under circumstances of wind curtailment 
is the recognition that the grid acts towards the wind fleet as a low-pass filter; wind 
generation is accepted if it can be accommodated by the grid but must be curtailed 
if in excess. Because the total demand on the grid, which we shall call grid demand, 
is ever-changing, the low-pass filtering action the grid imposes on wind generation 
is also ever-changing. Logic dictates therefore that a model to simulate the interac-
tion between a grid and a wind fleet large enough to incur wind curtailment must 
analyse real-time grid records, checking at each recording interval whether wind 
generation can be accepted or must be curtailed.
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The authors have previously reported the empirical finding that four separate 
models produced using 2013, 2014, 2015 and 2016 records led to sensibly the same 
model, enabling them to conclude that only a single year’s records are required to 
generate a model of general applicability [2]. 2017 was the first year for which UK 
solar generation records became available on the Gridwatch website and the year 
when solar generation started to compete with wind generation for access to the UK 
grid [14]. The UK model in the next section uses 2017 grid records.
The components of UK generation are recorded every 5 minutes, resulting in 
104,832 data sets over the period of a year but are relatively easy to access since they 
may be downloaded directly from the web. German records on the other hand, 
available at hourly intervals, result in only 8760 data sets over the period of a year 
but are more time-consuming to access since they must be transcribed manually. To 
provide real-time graphical representations of results, it was decided to access the 
records a week at a time. The models, which are in spreadsheet form, first predict 
by extrapolation what wind generation would have been for a range of larger wind 
fleets, initially ignoring the need to curtail generation which the grid is unable to 
accommodate. The next step, for each time period and each wind fleet capacity of 
interest, is for the model to identify how much of the predicted generation the grid 
is able to accommodate. These predictions are averaged for each week, then for the 
year, to generate a prediction of annual average generation, GWe, for each GWc of 
interest. It will be shown that the GWe versus GWc relationships derived using the 
models provide a basis for quantifying the efficiency of the wind fleet and a means 
of exploring the extent to which the wind fleet will be able to decarbonise the grid 
for a range of different scenarios likely to be encountered in future years.
In order to undertake the modeling, the variable GWs, being the generated solar 
power in GW, must also be used. The sum (GWe + GWs) is then the combined wind 
and solar (generated) power.
4. Modeling the UK wind fleet
Table 1 summarises the main components of UK electricity generation (GW); 
the analogous solar and wind fleet capacities, for the years 2014–2017, a period dur-
ing which wind capacity increased by 51% and solar capacity by 131%, are shown 
in Table 2. The data are obtained from the UK government records [15], with the 
exception of grid demand and wind generation records, which were calculated by 
averaging the real-time records downloaded from Gridwatch [12].
Year 2014 2015 2016 2017
Grid demand 34.3 33.1 32.4 33.0
Wind 2.44 2.65 2.44 3.70
Solar 0.462 0.860 1.188 1.316
Gas 11.52 11.40 16.36 15.61
Coal 11.44 8.66 3.50 2.57
Nuclear 7.28 8.03 8.18 8.03
Bio 2.58 3.34 3.43 3.63
Hydro 0.67 0.71 0.615 0.676
Table 1. 
Sources of generated UK electricity: 2014–2017 (GW).
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In the simplified schematic of Figure 1, the calculated wind generation from a 
wind fleet of capacity 20 GWc (close to the actual capacity of 19.83 GWc in 2017) 
is shown sitting above the base generation, which is a composite of sources consid-
ered to be given preferential access to the grid over wind and solar generation. The 
elements of base generation are not fixed but will vary according to the operational 
strategy of the grid at the time. For some years, nuclear generation, which aver-
aged 8.03 GW in 2017, was the largest component of base generation followed by 
imports. As mentioned earlier, by January 2019 the UK had 4 GW of interconnec-
tors within the continent, which have run at close to full capacity importing mainly 
nuclear electricity from the continent, the latter being cheaper than UK electricity 
since it is not a subject to carbon tax [10]. These sources contributed 4 GW to base 
generation, but this may not always be the case in the future, particularly after the 
planned decommissioning of the German nuclear reactors in 2022 [16] and of the 
Belgian nuclear reactors in 2025 [17]. Because of the uncertainty about the future 
level of base generation, it is treated as a model input variable, allowing the conse-
quences of a wide range of future base generation values to be investigated. In the 
illustration of Figure 1, base generation was set at 13 GW.
The difference between grid demand and base generation, which varied during 
week 17 of 2017 between a maximum of 27 GW during the day of April 26 and a 
minimum 8 GW on the night of April 30, was traditionally served by coal- and gas-
fired generation. It is now the operational area to which wind and solar generations 
are given preferential access, dispatchable sources of generation only being used 
when there is insufficient wind and solar generation to satisfy grid demand. An 
important objective of the modeling study will be to provide a means of examining 
the efficiency with which the wind and solar fleets are able to satisfy grid demand, 
Year 2014 2015 2016 2017
Wind 13.07 14.31 16.2 19.84
Solar 5.53 9.54 11.90 12.78
Table 2. 
Installed UK wind and solar capacities: 2014–2017 (GW).
Figure 1. 
Graphical representation of grid demand, wind generation and base generation, week 17 (April 24–30) of 2017.
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thereby displacing dispatchable generation and minimising the generation of 
carbon emissions.
Although Table 1 shows the grid demand being relatively unchanged during the 
period 2014–2017, this will not always be the case for the future grid configurations 
we shall wish to investigate. As we shall discuss later, converting the UKs petrol 
and diesel cars to electric vehicles (EVs) would increase grid demand by around 10 
GWe, and a much larger increase would result from a recent proposal by the UK 
Climate Change Committee that domestic gas heating should be replaced by electric 
heating by 2050 [18]. Although grid demand is not a model input, it is possible to 
simulate a change in grid demand by recognising that the operational area of the 
wind and solar fleets lies between base generation and grid demand and a 1 GW 
change in grid demand has the same impact on this operational area as a 1 GW 
change in base generation in the opposite direction. It is possible therefore to simu-
late a change in grid demand by an equal and opposite change in base generation.
The authors have previously reported their finding that replacing the real-time 
records of grid demand with a constant annual average grid demand in all 52 weekly 
models had only a minimal effect on the calculated annual average GWe [2]. An 
explanation for this finding is that curtailing wind generation at annual average 
grid demand rather than the actual ever-changing grid demand overestimates wind 
shedding for approximately 50% of the year and underestimates it for the other 
50% of the year, the two effects cancelling each other out. This result leads to the 
conclusions that not only may we ignore the cyclic component of grid demand as a 
model variable but we can also visualise the operational area of the wind and solar 
fleets as lying between base generation and annual average grid demand, which is 
known as headroom [19] and in this chapter is referred to as Hdrm. The variable 
Hdrm provides a means of visualising the operational headroom available to the 
wind and solar fleets and is defined as
  Hdrm = Annual average grid demand − base generation (2)
Since annual average grid demand in 2017 was 33 GWe, Eq. (2) requires the 
choice of base generation values of 13, 3, −7, −17 and − 27 GWe as model inputs 
when using 2017 grid records to generate GWe vs. GWc curves for Hdrm values of 
20, 30, 40, 50 and 60 GW.
It is possible to make a simple model which produces reasonably accurate GWe 
vs. GWc predictions using annual wind generation histograms in the absence of 
solar generation. However, statistical methods may not be used when wind and 
solar fleets are of such a size that not all their output can be accommodated by the 
grid. This observation may be understood by comparing the two wind generation 
predictions in Figure 2 for a wind fleet of 20 GWc. The upper graphic, which does 
not include solar generation, shows that the high winds during the early hours of 
Sunday of April 30 would have caused a small amount of wind shedding at a time 
when grid demand fell to only 21 GWe but ceased when grid demand rose during 
the day. The lower graphic in Figure 2 which includes solar generation shows wind 
shedding even at a time when grid demand had increased to 30 GWe because wind 
generation was being displaced by solar generation. Only models which analyse 
real-time data are able to assess such interactions which, when averaged over the 
year, allow calculations to be made of wind fleet efficiency.
Each of the 52 weekly models for 2017 was run with base generation values of 
13, 3, −7, −17 and − 27 GW, and the weekly results averaged to yield the annual 
average GWe vs. GWc curves of Figure 3 for Hdrm values of 20, 30, 40, 50 and 60 
GW. In the weekly models, the solar generation was set at twice the levels recorded 
in 2017. The reason for this decision, and not any higher, is that the models show the 
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combine wind and solar generation to be maximised when all solar generation is 
accepted by the grid, but, at twice the 2017 level, solar generation itself comes close 
to being shed when at its peak during the summer months.
Figure 2. 
Predictions of wind generation for week 17 of 2017 for wind fleet capacities of 20, 40, 60 and 80 GWc. the upper 
graphic shows the predictions for no solar generation, and the lower graphic shows twice the solar generation in 
2017, with solar generation being given preferential access over wind generation.
Figure 3. 
GWe vs. GWc and marginal efficiency predictions for Hdrm values of 20, 30, 40, 50 and 60 GW.
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Using the real-time data, it is possible to model the relationship between GWe 
and GWc for different Hdrm values, assuming twice the solar generation in 2017. 
The results are shown in the left-hand graphic of Figure 3. These curves were cre-
ated by averaging the predictions of the 52 weekly models, requiring each of the 52 
weekly models to be run five different Hdrm values and one level of solar generation 
(twice the 2017 value).
Since our interest is in providing tools which may be used to assess the upper 
economic limit of the wind fleet, it is necessary to develop a method of calculat-
ing the wind fleet efficiency from the GWe vs. GWc curves. A measure often used 
for general investment assessments is the incremental “benefit” of an investment 
divided by the incremental “cost” of that investment. An appropriate measure for 
a wind fleet is the incremental increase in wind generation, d(GWe), for an incre-
mental increase in wind fleet capacity, d(GWc), which we shall call the wind fleet’s 
marginal efficiency, where
  Marginal efficiency = d (GWe) / d (GWc) (3)
Marginal efficiency is, by definition, the gradient of the GWe vs. GWc curves 
and hence may be calculated directly from the GWe vs. GWe curves, as has been 
done for the marginal efficiency curves, shown on the right-hand side of Figure 3. 
It is noted that the marginal efficiency is initially identical to the load factor, as 
defined in Eq. (1) but declines with increasing wind fleet capacity, that is, addi-
tional wind fleet capacity may increase the overall wind energy generated but at 
increasingly lower levels of efficiency. This parameter thereby provides an impor-
tant analytical metric for establishing the critical point at which such increases in 
capacity are no longer economic.
It might be thought that the GWe vs. GWc and marginal efficiency curves of this 
figure will be of limited use, since they are restricted to five predetermined Hdrm 
values. A practical application might be interested in exploring the properties of a 
grid with a Hdrm value of, say, 27 GW which would suggest the need to laboriously 
rerun the 52 weekly models for a Hdrm of 27 GW and average the results. What obvi-
ates the need to rerun the models may be seen in Appendix A, which tabulates key 
grid parameters for a range of marginal efficiency and Hdrm values. This shows that 
(GWe + GWs)/Hdrm and residual generation/Hdrm, important derived parameters 
we shall use later, are almost insensitive to the value of Hdrm, so that (GWe + GWs) 
and residual generation may be easily calculated for any Hdrm value of interest.
Also included in the tabulations of Appendix A are the predictions of wind 
shedding (curtailment), which may be calculated from the ratio GWe/GWc using 
Eq. (4). Wind shedding predictions are important since unit costs are directly 
related to wind shedding and unit costs ultimately determine the economic upper 
limit of a wind fleet:
  %wind shedding = 100 ×  (1 −  (GWe / GWc) / Load Factor) (4)
Also tabulated in Appendix A is residual generation that the portion of Hdrm 
which cannot be met by wind and solar generation must be met by dispatchable 
generation, where
  Residual generation = Hdrm −  (GWe + GWs) (5)
Since Appendix A reveals that a derived variable residual generation/Hdrm is 
practically insensitive to the value of Hdrm, this leads to the relationship between 
residual generation/Hdrm and % wind shedding which is graphed in Figure 4.
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It is not the intention of this chapter to address the economics of wind and solar 
generation, since the economics will depend on unit costs and subsidy regimes 
which will change over time. However, the residual generation/Hdrm vs. wind 
shedding % relationship of Figure 4 provides a useful guide to the future ability of 
the wind and solar fleets to decarbonise the grid, once the economics are known. 
Thus, if the UK wind fleet is only economic up to the point at which it sheds an 
average of 20% of wind generation, 25% of Hdrm must be generated from dispatch-
able sources. If on the other hand it is deemed economic to shed 38% of wind gen-
eration, the residual generation/Hdrm will be reduced to 16%. Figure 4 therefore 
provides a useful illustration of the decreasing ability of a wind fleet to decarbonise 
a grid as the wind fleet increases in size, shown for both the UK and Germany.
4.1  Scenario 1: Increasing the UK wind fleet capacity to reduce  
carbon emissions
Table 3 summarises the UK’s progress in reducing carbon emissions between 
1990 and 2017. Carbon emissions from electricity generation was reduced from 203 
million tonnes (MT) per annum to 113 MT per annum of which 76 MT carbon was 
from gas generation (15.61 GW at 4.87 MT carbon per GW) and 22 MT from coal 
generation (2.57 GW at 8.7 MT carbon per GW). The remaining 98.4 MT carbon 
emissions from gas and coal generation will in future years be further reduced by 
increasing wind and solar capacities.
It is now possible to calculate the impact of increasing wind fleet capacity on 
carbon emissions; the results are shown in Table 4. Columns 2 and 3 in the table 
are taken from Appendix A, and column 4 is the increase in (GWe + GWs) since 
Figure 4. 
Residual generation/Hdrm as a function of % wind shedding.
Year 1990 2017




Source: UK government records [20]
Table 3. 
Main sources of UK carbon emissions (MT p.a., 1990 and 2017).
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2017. It is the UK government policy to eliminate coal-fired generation by 2025 [21], 
so it is assumed that the 2.57 GWe of coal-fired generation will be eliminated first, 
followed by a progressive reduction in gas-fired generation. Column 5 shows the 
residual carbon emissions for different marginal efficiency values.
The UK government’s target is to achieve a wind fleet of around 40 GWc by 2030 
[22]. If achieved, the emissions from gas and coal generation would be approxi-
mately half their 2017 level in 2030. Column 6 shows the decreasing efficiency of 
the wind fleet as it increases in size. Increasing wind fleet capacity from 20 to 35.64 
GWc reduces carbon emissions by 2.73 MT per GWc, but this decreases to a mere 
0.34 MT per GWc between 56.22 GWc and 82.52 GWc.
4.2 Scenario 2: reduction in nuclear capacity
The nuclear fleet contributed 8.03 GW in 2017, all from advanced gas-cooled 
reactors (AGRs) with the exception of the generation from the 1.2 GW Sizewell B 
pressurised water reactor (PWR). The life of the AGRs is limited by their graphite 
cores, and the expectation is that all the AGRs will have to be decommissioned by 
around the year 2030 [2]. Although it had been the UK government policy to main-
tain and even increase nuclear capacity by commissioning new PWR reactors, little 
progress has been made in meeting this objective. It is looking increasingly likely 
that Sizewell B will be the only nuclear reactor in service in 2030, with a consequent 
loss of around 7 GW of nuclear output.
The results of the simulation for the loss of nuclear generation are shown in 
Figure 5. Since the loss of 7 GW of nuclear generation leads to a similar increase 
Marginal 
efficiency






0.30 20.00 5.01 98.38
0.20 35.64 11.75 6.74 55.71 2.73
0.15 44.05 13.4 8.39 47.67 0.96
0.10 56.22 14.92 9.91 40.27 0.61
0.05 82.52 16.78 11.77 31.21 0.34
Table 4. 
Model predictions of carbon emissions as the wind fleet increases in size (assuming Hdrm = 20 and solar 
generation twice that in 2017).
Figure 5. 
Net carbon increase due to closure of the UK and German nuclear capacity.
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in Hdrm, the additional capacity is partly supplied by wind and solar, expressed 
as (GWe + GWs) in Appendix A. The remainder, the extent of which will depend 
on the marginal efficiency of the wind fleet, will be required from dispatchable 
sources. Assuming that this required increase in generation will be from gas, carbon 
emissions will also increase as shown in Figure 5 (also shown in this figure is the 
relationship between net carbon increase and marginal efficiency for Germany, 
which will be discussed in Section 5.2).
An interesting consequence of the loss of nuclear generation is that the head-
room available to the wind and solar fleets is increased and hence their efficiencies. 
Thus, if 7 GW of nuclear generation were lost, for a given marginal efficiency, 
(GWe + GWs) would be increased, accompanied by an increase in dispatchable 
generation in order to meet the demand when wind is not available. Assuming a 
cut-off value for marginal efficiency of 0.1, the additional carbon emissions as a 
consequence of the closure of the nuclear capacity will be 8.5 MT p.a. in the UK and 
18 MT p.a. in Germany.
4.3 Scenario 3: replacement of petrol and diesel vehicles by electric vehicles
As shown in Table 3, carbon emissions from electricity generation in 2017 
were only 55% of the emissions in 1990, but transport emissions remained almost 
unchanged, becoming in 2017 the largest single source of carbon emissions. This 
would suggest that the UK’s objective of significantly reducing overall carbon emis-
sions further can only be met by reducing transport emissions.
According to MacKay [8], an electric vehicle (EV) driven under average UK con-
ditions requires around 10 kWh of electrical energy a day, an average annual power 
requirement of 0.416 KW. In 2018 there were 34.9 million petrol and diesel passen-
ger cars on UK roads [23] which are estimated to have produced carbon emissions 
of 66.3 MT [24]. An increase of electricity generation of 10.58 GWe would therefore 
provide enough power to replace the petrol and diesel cars with EVs, leading to a 
saving in transport emissions of 68.5 MT per annum carbon.
Results of the modeling for this scenario are shown in Figure 6. The increase in 
grid demand of 10.58 GWe would cause a similar increase in Hdrm, which could be 
supplied by wind and solar, supplemented by generation from dispatchable sources 
(probably gas) when these sources are not able to deliver the required power. There 
is a trade-off between the use of wind and gas; higher wind capacity will reduce the 
use of gas and hence increase the net carbon benefit but at the cost of increasing 
levels of wind shedding and hence lower marginal efficiencies, as shown in Figure 6 
Figure 6. 
Net carbon benefit to the UK and Germany following conversion to EVs.
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for both the UK and Germany (discussion of the latter is given in Section 5.3). Once 
again, the optimal level will depend on the relative costs of wind and gas, the carbon 
tax and national decarbonisation targets, as may have been specified in terms of the 
Nationally Determined Contributions [25].
4.4 Scenario 4: conversion of UK domestic heating to electricity
The UK government records show that in 2017 the domestic sector consumed 
297 terawatt-hours (TWh) of natural gas, making the sector the largest consumer 
and slightly more than the 286 TWh consumed by electricity generation (see 
Table 5). About 85% of British houses are currently heated by natural gas, but the 
UK Climate Change Committee recommended in May 2019 that by 2050 all UK 
boilers should become low carbon [18]. Among other recommendations of the 
committee were a doubling of electricity generation to supply electric vehicles and 
heating, and an offshore wind fleet of 75 GWc, covering up to 2% of the UK seabed.
Although the committee was silent on the technologies likely to be used in con-
verting domestic heating to electricity, the broad outline is consistent with the model 
predictions summarised in Appendix A. Thus, if we assume an additional grid 
demand of 40 GW and that it will be acceptable to run the wind fleet at a marginal 
efficiency of 0.1 (i.e. wind shedding of around 22%), the additional Hdrm of 40 GW 
would enable the wind fleet to generation 40* 0.75 = 30 GWe. This is consistent with 
a 75 GWc wind fleet operating with a load factor of 0.4 (which is not unreasonable 
for a future offshore wind fleet comprising large turbines). Since the additional grid 
demand is 40 GW and additional wind/solar generation only 30 GW, this would 
require 10 GW to be generated from dispatchable sources (about 87.6 TWh), which 
would be more than offset by the saving of 297 TWh in converting the
domestic sector from gas to electricity.
5. Modeling the German wind fleet
Germany’s Energiewende policy [27], aimed at producing a low carbon econ-
omy, includes a target reduction of greenhouse gas emissions to 55% of their 1990 
levels by 2030 and, also by 2030, a target of producing 35% of electricity generation 
from renewables. These targets became more challenging after the decision in 2012 
to phase out nuclear generation by 2022. Despite having the largest wind and solar 
fleets in Europe, Germany’s reliance on electricity generation from burning lignite 
and hard coal results in high levels of carbon emissions. In February 2019, Germany 








Source: Department of Business, Energy and Industrial Strategy [26]
Table 5. 
Consumption of natural gas by sector in 2017.
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neighbours, to import Russian gas via the Nord Stream 2 pipeline [28]. Replacing 
coal burning with the burning of imported gas should significantly reduce carbon 
emissions from electricity generation.
Table 6 summarises the annual average generation of the main sources of genera-
tion in 2015, taken from the Fraunhofer website (in this year, the values for wind and 
solar installed capacities were 44.6 GWc and 39.2 GW, respectively) [13]. Grid demand 
and solar and wind generation records were transcribed an hour at a time and averaged 
over the year, but the other records were the average values taken directly from the 
Fraunhofer website. The grid demand of 62.81 GW includes not only the electricity 
used in Germany but a net 5.29 GW exported (i.e. exports minus imports). The table 
reveals a wind fleet load factor of 0.2 in 2015, only two thirds of the average UK load 
factor, a consequence of lower average wind speeds and a smaller proportion of the 
German wind fleet being offshore. Germany’s real-time grid records for 2015 (8760 
data sets) were used to create a model of the German grid system.
The modeling approach adopted was as described earlier for the UK, with 52 
weekly models incorporating the real-time records being scaled for a range of wind 
fleet capacities and then averaged over a year to create GWe vs. GWc and marginal 
efficiency curves. To enable future grid configurations with large Hdrm values to 
be evaluated, the models were used to predict the behaviour of wind fleets up to 
260 GWc in capacity, although Figure 7 illustrates predictions of wind fleets to 160 
GWc only. The base generation of 9.9 GW in Figure 7 represents the average nuclear 
generation of 2015.
Solar generation peaked at just under 25 GWs on several days during week 23 of 
2015. Figure 7 shows that twice the solar generation of 2015 would have caused a 
160 GWc wind fleet to over-generate around 50 GWs during June 2, despite the fact 
that Germany’s interconnectors were working at close to their maximum capacity, 
exporting up to 11.3 GW. This figure, therefore, provides a graphic illustration of 
why wind and solar fleets large enough to give rise to wind curtailment can only be 
modelled using real-time records.
The Hdrm value was approximately 52.9 GW in 2015 (grid demand of 62.8 GW less 
base generation of 9.9 GW). In order to explore a wide range of future grid configura-
tions, the models were run for base generation values of 17.81, 7.81, −2.19 and 12.19 GW, 
equivalent to Hdrm values of 45, 55, 65 and 75GW, respectively. The GWe vs. GWc and 
marginal efficiency curves produced using the models are shown in Figure 8.
The data in the spreadsheet used to generate the curves of Figure 8 was used 
to produce the look-up table of Appendix B for marginal efficiencies of 0.133, 0.1 











Main sources of Germany’s electrical energy (2015).
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and 0.067. We shall now investigate, using the look-up table in Appendix B, three 
scenarios likely to be encountered by the German grid in future.
5.1  Scenario 1: Increasing Germany’s wind fleet capacity in order to reduce 
carbon emissions
In 2015 German carbon emissions from electricity generation were 290.13 MT 
[13], consisting of 169.33 MT from brown coal (15.9 GW at 10.65 MT per GW), 106.16 
Figure 7. 
Model predictions for week 23 of 2015. The upper graphic shows the model results for no solar generation and 
the lower graphic twice the solar generation in 2015.
Figure 8. 
GWe vs. GWc and marginal efficiency predictions for Hdrm values of 45, 55, 65 and 75 GW.
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from hard coal (12.12 GW at 8.76 MT per GW) and 14.62 from gas generation (from 
3.44 GW at 4.25 MT per GW). The German grid Hdrm in 2015 was approximately 
52.91 GW, and columns 2 and 3 in Table 7 show the model predictions, by interpola-
tion in Appendix B, of GWc and (GWe + GWs) values for a Hdrm value of 52.9 GW.
The increase in wind and solar generation since 2015, column 4, reduces the 
need for generation from dispatchable sources, and it is assumed that the reductions 
are in the order of the dirtiest sources first, that is, brown coal, followed by hard 
coal then gas. This assumption leads to the carbon emission predictions of column 
5. Although it is not the objective of this study to take any view on the economics 
of wind generation, column 6 is a useful indicator of the decreasing effectiveness 
of the wind fleet in decarbonising the grid. Increasing the wind fleet from 44.58 to 
119.25 GWc reduces carbon emissions by 2.40 MT per GWc, but increasing the wind 
fleet from 119.56 to 154.62 GWc reduces emissions by only 1.03 MT per GWc and 
from 154.62 to 213.54 GWc by only 0.69 MT per GWc.
5.2 Scenario 2: closure of Germany’s nuclear generation capacity
In 2013, Germany decided to phase out its nuclear-generating capacity by 
2022 [16]. A consequence of the loss of 9.9 GW of nuclear generation is that 
Hdrm will increase by 9.9–62.81 GW. It is possible to model the impact of 
this change on total carbon emissions as explained for the UK in Section 4.2. 
Assuming a marginal efficiency of 0.1, the additional carbon emissions are calcu-
lated to be 18.5 MT p.a., as shown in Figure 5. As for the other scenarios, there 
is a trade-off between wind fleet efficiency and carbon emissions: the lower the 
marginal efficiency, the higher the benefit. The optimum value will depend, as 
for the UK, on the relative costs of wind and gas energies, the carbon tax, and the 
German decarbonisation targets.
5.3  Scenario 3: replacement of petrol and diesel passenger vehicles with electric 
vehicles
In 2015, Germany had 47 million diesel and petrol passenger vehicles [29]. 
Assuming the same characteristics proposed by MacKay for the UK, these vehicles 
would have generated 126.2 MT carbon per annum, and the additional electri-
cal power needed from the grid to replace these vehicles with EVs would be 19.5 
GW. This increase in grid demand will increase the Hdrm available to the wind and 
solar fleets from 52.91 to 72.41 GW, and it is possible to model the impact of the 
additional capacity on carbon emissions as a function of the marginal efficiency.
The results of this modeling are shown in Figure 6; it is evident that there is 











0.200 44.58 12.91 0 290.12
0.133 119.56 29.98 17.08 110.50 2.40
0.100 154.62 34.12 21.21 74.28 1.03
0.067 213.54 38.78 25.87 33.46 0.69
Table 7. 
Predicted reductions in carbon emissions with increased in wind fleet capacity.
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6. Conclusions
This chapter explains why wind fleets, which compete for limited access to a 
grid, can only be modelled using real-time grid records, and why grids should be 
considered as acting towards wind fleets as time-varying low-pass filters.
Models of the UK and German grid systems are described using their real-time 
records which are available online. The models should have general applicabil-
ity, although they would need to be updated should more efficient turbines with 
improved load factors be introduced. This would however be a simple matter of 
rerunning the models with revised scaling factors.
Since they incorporate large amounts of grid records across 52 weekly sub-models, 
the modeling process is somewhat cumbersome. However, the models may be used to 
create GWe vs. GWc and marginal efficiency curves from which look-up tables may 
be derived, which obviate the need for further model runs. The chapter describes the 
use of these look-up tables to investigate a number of important scenarios likely to be 
faced by the grids in the future. Figure 4 provides a particularly useful quantitative 
insight into the ability/limitations of wind and solar fleets to decarbonise their grids. 
Residual generation, that portion of Hdrm which must be provided by dispatchable 
generation may be reduced by accepting higher levels of wind curtailment but wind 
curtailment comes at an economic cost. The level of wind curtailment, which will be 
deemed to be economic, will depend on the economic circumstances of the time and 
of the cost of reducing carbon emissions using alternative approaches.
Conflict of interest
The authors declare no conflict of interest.
Appendices
Appendix A. UK model predictions of grid configurations
The data in these tables has been derived from the GWe vs. GWc and marginal 
efficiency curves of Figure 3, that is, solar generation twice that in 2017 (cells 
marked N/A cannot be computed from the GWe vs. GWc and marginal efficiency 
curves of Figure 3).
Hdrm 20 30 40 50 60
Marginal efficiency = 0.20
GWc 35.64 56.76 77.37 97.54 115.3
GWe 9.44 15.89 21.84 27.73 33.05
GWs 2.316 2.316 2.316 2.316 2.316
(GWe + GWs) 11.76 18.20 24.20 30.05 35.37
(GWe + GWs)/Hdrm 0.59 0.60 0.60 0.60 0.59
Residual Generation/Hdrm 0.41 0.40 0.40 0.4 0.41
GWe/GWc 0.27 0.28 0.28 0.28 0.28
% wind shed 10 6.7 6.7 6.7 6.7
Marginal efficiency = 0.15
GWc 44.05 68.95 94.83 117.58 N/A
GWe 11.09 18.03 24.65 31.20 N/A
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Appendix B. Germany model predictions of grid configurations
The data in these tables has been derived from the GWe vs. GWc and marginal 
efficiency curves of Figure 8, that is, solar generation twice that in 2017 (cells 
marked N/A cannot be computed from the GWe vs. GWc and marginal efficiency 
curves of Figure 8).
Hdrm 20 30 40 50 60
GWs 2.316 2.316 2.316 2.316 N/A
(GWe + GWs) 13.4 20.34 26.96 33.52 N/A
(GWe + GWs)/Hdrm 0.67 0.67 0.67 0.67 N/A
Residual/Hdrm 0.33 0.33 0.33 0.33 N/A
GWe/GWc 0.25 0.26 0.26 0.26 N/A
% wind shed 16.6 13.3 13.3 13.3 N/A
Marginal efficiency = 0.10
GWc 56.22 86.86 117.17 N/A N/A
GWe 12.6 20.02 27.59 N/A N/A
GWs 2.316 2.316 2.316 N/A N/A
(GWe + GWs) 14.92 22.51 29.91 N/A N/A
(GWe + GWs)/Hdrm 0.75 0.75 0.75 N/A N/A
Residual/Hdrm 0.25 0.25 0.25 N/A N/A
GWe/GWc 0.224 0.233 0.235 N/A N/A
% wind shed 25.3 22.3 21.6 N/A N/A
Marginal efficiency = 0.05
Hdrm 20 30 40 50 60
GWc 82.52 122.8 N/A N/A N/A
GWe 14.45 22.84 N/A N/A N/A
GWs 2.316 2.316 N/A N/A N/A
(GWe + GWs) 16.78 25.16 N/A N/A N/A
(GWe + GWs)/Hdrm 0.84 0.84 N/A N/A N/A
Residual/Hdrm 0.16 0.16 N/A N/A N/A
GWe/GWc 0.175 0.186 N/A N/A N/A
% wind shed 41.6 38.0 N/A N/A N/A
Hdrm 45 55 65 75
Marginal efficiency = 0.133
GWc 99.08 124.97 148.16 172.59
GWe 18.2628 23.045 27.611 32.20
GWs 7.94 7.95 7.94 7.94
(GWe + GWs) 26.2028 30.985 35.55 40.147
(GWe + GWs)/Hdrm 0.582 0.563 0.5469 0.5353
Residual Generation/Hdrm 0.418 0.437 0.4531 0.4647
GWe/GWC 0.1843 0.1857 0.1864 0.1865
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Hdrm 45 55 65 75
% wind shed 7.83 7.12 6.83 6.71
Marginal efficiency = 0.1
GWc 128.41 161.55 194.18 226.03
GWe 21.60 27.39 32.95 38.40
GWs 7.94 7.94 7.94 7.94
(GWe + GWs) 29.54 35.33 40.89 46.34
(GWe + GWs)/Hdrm 0.656 0.642 0.629 0.618
Residual Generation/Hdrm 0.34 0.36 0.37 0.38
GWe/GWC 0.168 0.169 0.169 0.170
% wind shed 15.9 15.2 15.2 15.0
Marginal efficiency = 0.0666
GWc 176.59 223.31 N/A N/A
GWe 25.54 32.203 N/A N/A
GWs 7.94 7.94 N/A N/A
(GWe + GWs) 33.48 40.13 N/A N/A
(GWe + GWs)/Hdrm 0.744 0.7288 N/A N/A
Residual Generation/Hdrm 0.256 0.2712 N/A N/A
GWe/GWC 0.1446 0.1446 N/A N/A
% wind shed 27.6 27.6 N/A N/A
© 2020 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative 
Commons Attribution - NonCommercial 4.0 License (https://creativecommons.org/
licenses/by-nc/4.0/), which permits use, distribution and reproduction for  
non-commercial purposes, provided the original is properly cited. 
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Optimal Bidding in Wind Farm
Management
Alain Bensoussan and Alexandre Brouste
Abstract
We study the problem of wind farm management, in which the manager com-
mits himself to deliver energy in some future time. He reduces the consequences of
uncertainty by using a storage facility (a battery, for instance). We consider a
simplified model in discrete time, in which the commitment is for the next period.
We solve an optimal control problem to define the optimal bidding decision. Appli-
cation to a real dataset is done, and the optimal size of the battery (or the overnight
costs) for the wind farm is determined. We then describe a continuous time version
involving a delay between the time of decision and the implementation.
Keywords: optimal control, stochastic control, wind farm management,
wind production forecast, storage
1. Introduction
A higher penetration level of the wind energy into electric power systems plays a
part in the reduction of CO2 emissions. In the meantime, traditional operational
management of power systems is transformed by taking into consideration this
fluctuating and intermittent resource. Smart grids and storage systems have been
developed to overcome these challenges.
For wind power plants, storage is a straightforward solution to reduce renewable
variability. It can be used to store electricity in hours of high production and inject
electricity in the grid later on. The performance of the operational management can
be therefore improved by considering simple charge-discharge plans based on
short-term forecasts of the renewable production [1]. For instance, optimal man-
agement of wind farms associated with hydropower pumped storage showing eco-
nomic benefit and increasing the controllability have been studied in [2–4]. Other
examples are the sizing of a distributed battery in order to provide frequency
support for a grid-connected wind farm [5] and the optimal operation of a wind
farm equipped with a storage unit [6, 7].
For the specific case of isolated systems, which is the aim of our paper, it is
necessary to think about distributed energy storage as battery [8], ultra-capacitors
[9], or flywheels [10]. In this setting, the question of economic viability in isolated
islands without additional reserves arises. Here, the storage unit allows wind farms
to respect the scheduled production.
The storage costs will represent a large part of the overnight capital costs and
motivate the different researches on storage. Generally the sizing of the storage
device is reduced to a minimization problem of the fixed and variable costs of the
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storage and its application (see [11, 12], for a complete analysis of the cash flow of
the storage unit).
In this paper, we present a simplified model in discrete time, in which the
commitment is for the next period. We solve an optimal control problem to define
the optimal bidding decision. The mathematical setting of the problem is described
in Section 2. The main result is detailed in Section 3. Application on a real dataset is
described in Section 4. The continuous version of the problem is also described in
Section 5. A conclusion ends the paper.
2. Setting of the problem
2.1 General description
In our problem, the manager has to announce an energy production to be
delivered to the next period. Considering the kth period, we may think that the
announcement is made at the beginning of the period and the delivery at the end of
the period. Of course the real delivery will be split along the kþ 1ð Þth period. This
splitting will be omitted in this stylized model. It is convenient to consider the full
delivery at the end of the kth period which is the beginning of the kþ 1ð Þth period.
So, at the beginning of the kth period (day or hour), the manager commits himself to
deliver vk units of energy (kWh or MWh). To simplify, we discard margins of
tolerance. To decide, he knows the amount of energy stored in the battery, called yk.
The second element concerns the windfarm. The energy produced by the windfarm
is a stochastic process Zk. More precisely, Zk is the energy produced during the
k� 1ð Þth period, which we consider to be available at the beginning of the kth period.
So Zk and all previous values are known. However to fulfill his commitment, the
manager will rely on Zkþ1, the energy produced during the k
th period, which we
consider, with our convention, to occur at the end of the kth period, which is the
beginning of the kþ 1ð Þth period. So it is not known by the manager, when he takes
his decision. We model the process Zk as a Markov chain with transition probability
density f k ζjzð Þ: A key issue concerns the choice of this density which is discussed in
the application in Section 4. Precisely, although formally
Prob Zkþ1 ¼ ζjZk ¼ zð Þ ¼ f k ζjzð Þ (1)
In fact, Zk is obtained through the power law, operating on another Markov
chain, the wind speed (see [13, 14] for examples of such Markov chains).
We denote by Fk ζjzð Þ the CDF of the transition probability. We also set Fk ζjzð Þ ¼
1� Fk ζjzð Þ:
In the language of stochastic control, the decision vk (control) is measurable with
respect to F k ¼ σ Z1,⋯,Zkð Þ: The storage yk is also adapted to F k: The evolution of
yk is defined by the equation
ykþ1 ¼ min M, yk þ Zkþ1 � vk
  þ (2)
Indeed, the available energy at the end of the kth period is yk þ Zkþ1: If this
quantity is smaller than vk, then the manager cannot fulfill his commitment; he
delivers what he has, namely, yk þ Zkþ1; and the storage becomes empty. If the
available energy yk þ Zkþ1 is larger than vk, then the manager delivers his
86
Modeling, Simulation and Optimization of Wind Farms and Hybrid Systems
commitment vk and tries to store the remainder yk þ Zkþ1 � vk: This is possible
only when this quantity is smaller than M, which represents the maximum
storage of the battery. If yk þ Zkþ1 � vk >M, then he charges up to M, and the
quantity yk þ Zkþ1 � vk �M is lost (given free to the grid). This results in
formula (2). In this equation, we do not consider the constraint to keep a minimum
reserve. We also are considering the battery as a reservoir of kWh, which we can
reduce or increase as done in inventory of goods. Finally, we neglect the losses in
the battery.
2.2 The payoff
We want now to write the payoff to be optimized. During the period k, if the
manager delivers his commitment vk, he receives the normal income pvk: If he fails
and delivers only yk þ Zkþ1 < vk, there is a penalty. In the sequel, we have chosen
the following penalty ϖ yk þ Zkþ1 � vk
� ��, which is common in inventory theory.
The parameter ϖ can be adjusted, for instance, to compare with the conditions on
the spot market.
In our set up, the pair yk,Zk is a Markov chain. So we have a controlled
Markov chain and the state is two-dimensional. We introduce a discount factor
denoted by α, which is useful if we consider an infinite horizon. We can have
α ¼ 1, otherwise. Initial conditions are given at time n and denoted by x, z. We call
V ¼ vn,⋯vNð Þ the control, where N is the horizon. Finally, we want to maximize the
functional
Jn x, z;Vð Þ ¼
XN
k¼n
αk�nE p min vk, yk þ Zkþ1
� ��ϖ yk þ Zkþ1 � vk
� ��� � (3)
3. Dynamic programming
3.1 Bellman equation
The value function is defined by
Un x, zð Þ ¼ sup
V
Jn x, z;Vð Þ (4)
Writing
min vk, yk þ Zkþ1
� � ¼ vk � yk þ Zkþ1 � vk
� ��
we get also
Jn x, z;Vð Þ ¼
XN
k¼n
αk�nE pvk � pþϖð Þ yk þ Zkþ1 � vk
� ��� � (5)
We can then write Bellman equation
Un x, zð Þ ¼ sup
v>0
fpvþ E½� pþϖð Þ xþ Znþ1 � vð Þ�þ
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It is convenient to make the change of variables v� x ¼ y and obtain
Un x, zð Þ ¼ pxþ sup
xþ y>0
fpyþ E½� pþϖð Þ Znþ1 � yð Þ�þ





UNþ1 xð Þ ¼ 0
We have x∈ 0,M½ � and z>0:
3.2 Main result
We state the following proposition:
Proposition 1. The solution of (7) is of the form
Un x, zð Þ ¼ pxþ Kn zð Þ (8)
Proof. For n ¼ N, we have
UN x, zð Þ ¼ pxþ sup
xþ y>0
py� pþϖð ÞE ZNþ1 � yð Þ�jZN ¼ z½ �f g
Consider the function
φNþ1 yð Þ ¼ py� pþϖð ÞE ZNþ1 � yð Þ�jZN ¼ z½ �
then, for y<0, we have φNþ1 yð Þ ¼ py: It is monotone increasing, so the maxi-
mum cannot be reached at a point y<0: It follows that (8) is satisfied at n ¼ N, with
KN zð Þ ¼ sup
y>0
py� pþϖð ÞE ZNþ1 � yð Þ�jZN ¼ z½ �f g (9)
We have, for y>0
φNþ1 yð Þ ¼ py� pþϖð Þ
ðy
0
y� ζð Þ f ζjzð Þdζ
and φNþ1 yð Þ is concave, since
φ0Nþ1 yð Þ ¼ p� pþϖð ÞF yjzð Þ
φ}Nþ1 yð Þ ¼ � pþϖð Þ f yjzð Þ<0
and φ0Nþ1 0ð Þ ¼ p,φ0Nþ1 þ∞ð Þ ¼ �ϖ: So the maximum is uniquely defined.
Assume now (8) for nþ 1: We insert it in (7) to obtain
Un x, zð Þ ¼ pxþ sup
xþ y>0
fpyþ E½� pþϖð Þ Znþ1 � yð Þ�þ
þαp min M,Znþ1 � yð Þð Þþ∣Zn ¼ z�g þ αE Knþ1 Znþ1ð ÞjZn ¼ z½ �
Consider now the function
φnþ1 yjzð Þ ¼ pyþ E½� pþϖð Þ Znþ1 � yð Þ�þ
þαp min M,Znþ1 � yð Þð Þþ∣Zn ¼ z�
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For y<0, it reduces to










φ0nþ1 yjzð Þ ¼ p� αpFnþ1 yþMð Þþ
� �
≥ p� αpFnþ1 Mð Þ>0
and thus cannot reach a maximum for y<0: Considering y>0, we have
φnþ1 yjzð Þ ¼ py� pþϖð Þ
ðy
0
y� ζð Þ f nþ1 ζjzð Þdζþ
þαp MFnþ1 yþMð Þ þ
ðyþM
y





Again, this function is concave and
φ0nþ1 yjzð Þ ¼ p� p 1� αð Þ þϖð ÞFnþ1 yjzð Þ � αpFnþ1 yþMjzð Þ
φ00nþ1 yjzð Þ ¼ � p 1� αð Þ þϖð Þ f nþ1 yjzð Þ � αp f nþ1 yþMjzð Þ<0
φ0nþ1 0jzð Þ ¼ p� αpFnþ1 Mjzð Þ>0
φ0nþ1 þ∞jzð Þ ¼ �ϖ
and the property (8) is proven with
Kn zð Þ ¼ α
ðþ∞
0





y� ζð Þ f nþ1 ζjzð Þdζþ
þαp MFnþ1 yþMð Þ þ
ðyþM
y







The proof is completed. ■
3.3 Optimal feedback
We define by Sn zð Þ the point at which φnþ1 yjzð Þ attains its maximum. It is
positive and uniquely defined. It follows that the optimal feedback in Bellman
equation (6) is v̂n x, zð Þ ¼ xþ Sn zð Þ and Sn zð Þ is the unique solution of
p� p 1� αð Þ þϖð ÞFnþ1 Snjzð Þ � αpFnþ1 Sn þMjzð Þ ¼ 0
p� pþϖð ÞFNþ1 SNjzð Þ ¼ 0
(11)
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The recursion (10) writes
Kn zð Þ ¼ α
ðþ∞
0
Knþ1 ζð Þ f nþ1 ζjzð Þdζ þ p
ðSn zð Þ
0








KN zð Þ ¼ p
ðSN zð Þ
0





It is worth emphasizing that the function Kn zð Þ increases withM, as can be
expected. The feedback has an easy interpretation. The bidding is the level of inven-
tory plus a fixed amount depending on the last value of energy produced by the
turbine. It is interesting to note that the quantity Sn zð Þ decreases withM: This is not
so obvious. Clearly, the largerM, the better it is, as captured by the increase of Kn zð Þ:
We can understand why Sn zð Þ decreases withM, as follows:WhenM is large, the risk
of wasting energy by lack of storage is reduced, so it makes sense to focus on the other
risk, to overbid and pay the penalty. Hence it makes sense to reduce the bid.
4. Application
Wedescribe in this section an application on awind farmproject financed by EREN
on a French islandwith national tender process. First we set the energy price
Figure 1.
Histogram of the production over a period of 30 min.
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p ¼ 230 EUR/MWh(Official Journal fromMarch8, 2013) and the discount factorα ¼ 1.
In this first application,N ¼ 48which is the number of periods of 30min in a day.
In the sequel, we have chosen the penalty ϖ yk þ Zkþ1 � vk
 � which is common
in inventory theory. The parameter ϖ can be adjusted.
Some analysts would prefer the penalty p2 yk þ Zkþ1
 
11vk > ykþZkþ1 . This is rather
strange, because it is fixed, whatever be the level of failure. If the failure is very
Figure 2.
On the left, daily payoff Un x, zð Þ in terms of the size of the storage M for α ¼ 0:9, p ¼ 230, and ϖ ¼ 34 p. Here
z ¼ 3 MWh and the initial storage is empty with x ¼ 0 MWh. On the right, part of the decision Sn zð Þ (from the
direct wind production) in terms of the size of the storage M.
91
Optimal Bidding in Wind Farm Management
DOI: http://dx.doi.org/10.5772/intechopen.89806
small, the damage is not big, and still the penalty is high. Conversely, if the failure is
big, the damage is big, and still the penalty does not change. Even more surprising,
for a given level of commitment, the bigger the failure, the lower the penalty.
The production over a period of 30 min is presented on Figure 1. It is worth
mentioning that we used directly the data proposed from July 26, 2005 to March 9,
2008 captured by a measurement mast.
For this first application, stationary law is considered as Gaussian. Mean and
variance of the model are similar to those of the empirical distribution in Figure 1.
This model allows to construct closed-form cumulative distribution function Fk.
One-step forecasting error is 24% of the mean and 11% of the nominal power.
But this process does not take into account the stylized facts of the production on a
period of 30 min (positive values below nominal power limit, atom for zero produc-
tion, intraday seasonality, etc.). Consequently, in the optimal control problem, we use
the corresponding truncated Gaussian distribution (between 0 and 7 MWh).
Finally, the penalty is fixed (geometrically) to ϖ ¼ 34 p.
With these assumptions, the payoff with respect to the size of the storage is given
in Figure 2 for an empty storage x ¼ 0, and z is the average production as initial
conditions. Some simple economic models penalizing the size of the battery with its
costs would reveal an optimal size of the storage unit between 4 and 6 MWh.
5. Continuous time version
In the last section, we present a continuous version of the aforementioned
problem. This new problem exhibits interesting questions in control theory when
there is a delay between the decision and the application of the decision.
5.1 A continuous time model
We model the wind speed by a diffusion
dz ¼ g zð Þdtþ σ zð Þdw
z 0ð Þ ¼ z (13)
where w tð Þ is a standard one-dimensional Wiener process, built on a probability
space Ω,A,P, and we denote by F t the filtration generated by the Wiener process.
This is the unique source of uncertainty in the model. We suppose that the model
has a positive solution.
The energy produced per unit of time at time t is φ z tð Þð Þ where the function φ is
the power law. So the energy produced on an interval of time 0, tð Þ is Ð t0φ z sð Þð Þds:
We assume that the manager bids for a delivery program with a fixed delay h: In
other words, if he decides a level v tð Þ per unit of time at time t, the delivery will be
at tþ h: On the interval of time 0, tð Þ the delivery is Ð thv s� hð Þds, provided t> h,
otherwise it is 0:
Define
η tð Þ ¼ xþ
ðt
0
φ z sð Þð Þds�
ðt
h
v s� hð Þds, t> h
η tð Þ ¼ xþ
ðt
0
φ z sð Þð Þds, t≤ h
(14)
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which represents the excess of production of energy over the delivery on the
interval 0, tð Þ: The initial value x represents the initial amount of energy in the
storage unit. We have 0≤ x≤M: We should have similarly 0≤ η tð Þ≤M, ∀t: Indeed
one cannot deliver more than one produces, and the storage of the excess produc-
tion is limited by M: This constraint is more complex to handle than in the discrete
time case. To simplify we shall treat the constraints with penalties and not impose
them. In particular, for coherence, we remove the condition 0≤ x≤M, which is a
purely mathematical extension. The control is the process v :ð Þ, which is adapted to
the filtration F t and just positive. We then define the payoff. The payoff will
include the penalty terms and the profit from selling the energy. We assume that
the manager can sell his production up to his commitment at a fixed price per unit
of time and unit of energy p: We note that η tð Þ<0 captures the situation in which
the manager delivers less than his commitment, and there is a penalty for it. The
payoff is now written as
Jxz v :ð Þð Þ ¼ pE
ðþ∞
h




exp � αsη� sð Þds� πE
ðþ∞
0
exp � αs η sð Þ �Mð Þþds
(15)
5.2 Rewriting the payoff functional
Because of the delay, we cannot consider the pair z tð Þ, η tð Þ as the state of a
dynamic system and apply dynamic programming. In fact, we shall see that it is
possible to rewrite the payoff (15) in terms of the pair z tð Þ, x tð Þ with
x tð Þ ¼ xþ
ðt
0
φ z sð Þð Þds�
ðt
0
v sð Þds (16)
and the standard reasoning of dynamic programming will become applicable.




exp � αs min φ z sð Þð Þ, v s� hð Þð Þds
We have
I ¼ exp � αhE
ðþ∞
0
exp � αs min φ z sþ hð Þð Þ, v sð Þð Þds
¼ exp � αhE
ðþ∞
0
exp � αsE min φ z sþ hð Þð Þ, v sð Þð ÞjF s½ �ds
and we need to compute E min φ z sþ hð Þð Þ, v sð Þð ÞjF s½ �. We remember that v sð Þ is
F s measurable and that z sð Þ is a stationary Markov process. Let us introduce the
transition probability density m η, s;zð Þ representing
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m η, s;zð Þ ¼ Prob z sð Þ ¼ ηjz 0ð Þ ¼ z½ �








σ2 ηð Þm� �þ ∂
∂η
g ηð Þmð Þ ¼ 0
m η, 0;zð Þ ¼ δ η� zð Þ
(17)
Then by stationarity of the Markov process z sð Þ, we can write
E min φ z sþ hð Þð Þ, v sð Þð ÞjF s½ � ¼
ð
R
min φ ξð Þ, v sð Þð Þm ξ, s;z sð Þð Þdξ (18)
Therefore






min φ ξð Þ, v sð Þð Þm ξ, s;z sð Þð Þdξ (19)








exp � αsη� sð Þdsþ E
ðþ∞
h
exp � αsη� sð Þds
¼ II1 þ II2:
(20)
The first integral does not depend on the control and is 0, when x≥0, as it will
be the case in practice. The second integral is written as
II2: ¼ exp � αhE
ðþ∞
0
exp � αsη� sþ hð Þds
We note that
η sþ hð Þ ¼ x sð Þ þ
ðsþh
s
φ z τð Þð Þdτ
Recalling the definition of x sð Þ, see (16). We then can write
Eη� sþ hð Þ ¼ EE η� sþ hð ÞjF s½ � ¼
¼ Eθ x sð Þ, z sð Þ;hð Þ
with
θ x, z;sð Þ ¼ E xþ
ðs
0
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The argument x is a real number and z 0ð Þ ¼ z. So
II2 ¼ exp � αhE
ðþ∞
0
exp � αsEθ x sð Þ, z sð Þ;hð Þds









exp � αsθ x, z;sð Þdsþ exp � αhE
ðþ∞
0
exp � αsEθ x sð Þ, z sð Þ;hð Þds (22)




exp � αs η sð Þ �Mð Þþds (23)
We introduce the function
χ x, z;sð Þ ¼ E xþ
ðs
0











exp � αsχ x, z;sð Þdsþ exp � αhE
ðþ∞
0
exp � αsEχ x sð Þ, z sð Þ;hð Þds (25)
Combining results, we obtain the formula
Jxz v :ð Þð Þ ¼ �ϖ
ðh
0
exp � αsθ x, z;sð Þds� π
ðh
0
exp � αsθ x, z;sð Þdsþ
þ exp � αhE
ðþ∞
0
exp � αs p
ð
R
min ðφ ξð Þ, v sð ÞÞmðξ, s;z sð ÞÞdξ�
�




Jxz v :ð Þð Þ ¼ ρh x, zð Þ þ exp � αhE
ðþ∞
0
exp � αs lh x sð Þ, z sð Þ, v sð Þð Þds (27)
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with
lh x, z, vð Þ ¼ p
ð
R
min φ ξð Þ, vð Þm ξ, s;zð Þdξ�
� ϖθ x, z;hð Þ þ πχ x, z;hð Þð Þ
(28)
The stochastic control problem becomes
dx
dt
¼ φ z tð Þð Þ � v tð Þ






exp � αs lh x sð Þ, z sð Þ, v sð Þð Þds
(29)
which is a standard stochastic control problem. To avoid singularities, we
impose a bound on the control v tð Þ: So we impose
0≤ v tð Þ≤φ z tð Þð Þ þ v a:s: (30)
in which v is a fixed constant.
5.3 Dynamic programming
Let us define the value function
Φ x, zð Þ ¼ sup




exp � αs lh x sð Þ, z sð Þ, v sð Þð Þds (31)
Then it is easy to write the Bellman equation for the value function, namely,
αΦ ¼ φ zð Þ ∂Φ
∂x









0≤ v≤φ zð Þþv
lh x, z, vð Þ � v ∂Φ
∂x
� � (32)
A priori x∈R and z≥0 (we may assume that σ 0ð Þ ¼ 0Þ: We can add
growth conditions to get a problem which is well posed. The optimal
feedback v̂h x, zð Þ is obtained by taking the sup in the bracket, with respect to the
argument v:.
5.4 The case h ¼ 0
The case h ¼ 0 has a trivial solution. We note that
l0 x, z, vð Þ ¼ pmin φ zð Þ, vð Þ �ϖx� � π x�Mð Þþ (33)
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The optimal feedback is then
v̂0 x, zð Þ ¼
0 if x<0
φ zð Þ if 0≤ x≤M




αΦ ¼ ϖxþ φ zð Þ ∂Φ
∂x




σ2 zð Þ ∂
2Φ
∂z2
, if x<0 (35)




σ2 zð Þ ∂
2Φ
∂z2
, if 0< x<M (36)
αΦ ¼ pφ zð Þ � π x�Mð Þ � v ∂Φ
∂x




σ2 zð Þ ∂
2Φ
∂z2
, if x>M (37)
The solution for 0< x<M does not depend on x and has an easy probabilistic
interpretation
Φ x, zð Þ ¼ Φ zð Þ ¼ pE
ðþ∞
0
exp � αsφ z sð Þð Þds, (38)
For x<0 or x>M, we have to solve parabolic problems, considering x as a time,
backward and forward. We define the values Φ 0, zð Þ and Φ M, zð Þ by Φ zð Þ defined
by (38).
5.5 Analytical problems for θ and χ
The functions θ x, z, sð Þ and χ x, z, sð Þ are solutions of the parabolic PDE
� ∂θ
∂s
þ φ zð Þ ∂θ
∂x












þ φ zð Þ ∂χ
∂x








χ x, z, 0ð Þ ¼ x�Mð Þþ
(40)
This allows to compute θ x, z, hð Þ and χ x, z, hð Þ.
6. Conclusions
The problem of the optimal delivery forwind energy in some future timewith a
storage facility (a battery for instance) is considered.We solve an optimal control
problem to define the optimal bidding decision in a simple discrete stochastic problem
and apply it to real data.Optimal size of thebattery and the overnight costs are discussed.
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Urban wind development is gathering energy and passion these years and is
good for sustainable cities. This chapter tries to evaluate wind energy potential with
study of urban form in a block scale (500 m  500 m). CFD method is used for
wind flow simulation. CFD parameter settings were validated and evaluated with
wind tunnel experiment. Simple building forms (1–3 buildings) were tested for
exploring the impact of building form on wind potential. Space over roof is proved
to be most effective and practical position for developing wind energy in the urban
environment. Ideal urban forms were tested for evaluating the impact of one single
morphological parameter on wind potential over roof. Real urban forms were then
evaluated and compared in order to reveal the impact of different urban form
parameter on wind potential. Urban form unit models are then considered to
understand the impact of a certain urban form feature on wind potential. Finally, a
block model in Beijing is given for urban wind evaluation case study, including
wind potential evaluation of every building roof in the model, wind turbine position
evaluation, and economical cost analysis.
Keywords: urban wind energy, wind environment, urban form, urban block,
CFD simulation
1. Introduction
The twenty-first century is an era of harmonious development between man and
nature. Renewable energy development, as a means to achieve sustainable social
development, plays an active and important role in dealing with the pressing prob-
lems of climate change, air pollution, urban energy shortage, and so on. The devel-
opment of wind energy has a long history, but the formal use of wind power to
generate electricity did not begin until the end of the nineteenth century. At pre-
sent, most wind turbines are installed in the suburbs or seashore. In these places,
wind resources are relatively abundant and the space available for wind turbines is
relatively large, so we can see some large-scale wind turbines in the open plain area
of suburbs, on the top of mountains, and on the seashore. Some large areas are used
for wind farms, with tens or hundreds of large and medium-sized wind turbines
working together. The electricity generated is generally transmitted to dense and
populated urban areas through high-voltage cables. However, in some windy areas
where many wind turbines are installed, there may have the phenomenon of
“abandoned wind,” that is, the wind farm will close or stop some wind turbines in
order to reduce operation loss. The abandoned percentage may raise to 30 in some
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windy area in western China. The reason is that, as wind energy is unstable, some-
times there is too much wind energy electricity generated, which cannot be timely
transported out for use and storage. Besides, the regional government energy man-
agement and coordination problems may also lead to the difficulty of wind power
transportation.
Therefore, considering the huge investment in wind farms and high-voltage
lines and towers, and the electricity loss during the long-distance transmission from
suburban wind farms to urban areas, as well as the impact of wind farm construc-
tion on the ecological environment, people are considering urban wind power
development in these recent 20 years. Generally speaking, the feasibility of urban
wind power development can be summarized as follows: (1) Avoiding long-distance
grid transmission, power generation can be used on site or stored separately (urban
wind power is generally distributed, a small amount of electricity can be effectively
stored, but a large number of it is difficult; (2) there are many tall buildings in the
city, whose top or side is usually accompanied by strong wind; and (3) small or
micro wind power systems have small investment and are suitable for decentralized
use by the whole people. They are also conducive to the participation of residents in
the production and use of green energy.
As shown in literature, there appears to have increasing papers and project on
the development of wind power in urban areas. In 1998, the European Union
project “Wind Energy for the Built Environment” (WEB) first carried out the
research on installing small wind turbines in urban environment, and developed a
prototype of integrated wind turbine technology (UWECS: Urban Wind Energy
Conversion Systems) [1, 2]. In the UK in 2003 and 2004, there was a project called
BUWTs (the feasibility of building mounted/integrated wind turbines), which
investigates and analyses the wind power technology in the building environment
and aims at reducing carbon dioxide emissions [3]. In 2007, another European
Union project, Wind Energy Integration in the Urban Environment, investigated
the installation of small wind turbines in different regions and analyzed the feasi-
bility, technology of wind turbines, as well as administrative and legal constraints
on urban wind turbines in three European countries (UK, France, and the Nether-
lands) [4–7]. In addition, in 2004, the Regional Environment and New Energy
Agency (ARENE) in France conducted a general study on the technical, economic,
and management constraints of urban wind power generation with 60 installed
wind turbines [8].
There are a certain number of books and thesis issued on the domain of urban
wind energy. Yu [9] reviewed the current situation and development of wind
energy in Hong Kong. Turesson [10] assessed renewable energy, mainly solar,
wind, and biogas, in three European cities (Grenoble, Delft, and Växjö) in 2020.
The assessment method was simple, but not fairly adapted to reality, because it uses
the parameters of giant wind turbines higher than 100 m, which seldom adapts to
urban environment. Shi [11] analyzed the use and storage of wind energy around
urban buildings. Zeng [12] conducted wind and photovoltaic research in four blocks
of Jinan, China, and proposed practical guidelines for urban renewable energy
development. Within a more technical framework, Whaley [13] focused on low-
cost generators for small wind turbines. The book “Windmill Power for City Peo-
ple” [14] provides a historical perspective on the city’s first wind power generation
system. The book “Urban Wind Energy” outlines several aspects of urban wind
power plants [2]. Another book with the same title, published by [15], provides
detailed examples of Gavle, Sweden, and conducted wind tunnel tests with the
Gavlerinken Arena model to install two small wind turbines on the roof.
There are also many articles on this topic. Kalmikov et al. [16] evaluated wind
energy potential at an attitude of 20 m in the Massachusetts Institute of Technology
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campus through field measurement data analysis and CFD simulation. Zhao et al.
[17] gave a general introduction on the integration of wind power and architecture.
Balduzzi et al. [18] studied the flux with oblique incidence in the built environment
and designed a new H-Rotor Darrieus wind turbine that can adapt to this flux on the
roof. Stathopoulos et al. [19] and Anup et al. [20] made general reviews on the
urban wind energy development and small wind turbines in the built environment.
Simoes and Estanqueiro [21] presented an urban digital terrain model for urban
wind resource assessment in city scale by mapping urban fabric and surrounding
terrain. Toja-Silva et al. [22] presented a review on technical computational fluid
dynamics (CFD) aspects relevant for urban wind energy exploitation and the cur-
rent state-of-the-art in building aerodynamics applied to this field.
Building form and urban form have impact on wind flow pattern and energy
potential. Biao et al. [23] had done a parametric study of the effect of building
layout on wind flow in an urban context. A parameter called wind network index
was defined to evaluate the effect of road network on ventilation. Asfour [24] used
CFD simulation to investigate airflow behavior around different configurations of
residential blocks. Liu et al. [25] conducted CFD simulation with site measured data
on the impact of surrounding buildings in different radius distance on wind flow
around a studied building. The results showed that the impact is considerable due to
the sheltering and channeling effect. Azizi and Javanmardi [26] studied the effects
of urban block forms on the patterns of wind and natural ventilation and found that
two factors with the most effect on wind pressure difference were urban block
height and widths of adjunct roads.
This chapter is based on the feasibility of urban wind energy and describes how
to evaluate the potential of urban wind power through urban morphology. The
general presentation of urban wind evaluation method and urban form classifica-
tion can be found in previous study [27]. For case study, some primary results on
urban wind potential evaluation with impact of urban form are published [28].
2. Methodology
2.1 Indicators of wind energy evaluation
To evaluate the effect of wind accumulation, there is an indicator used fre-
quently called wind speed augmentation factor [29–31]:
Cv ¼ UU0 (1)
where U is the actual wind speed of the test point and U0 is the wind speed of
free wind (in the wind field without buildings) with the same height of the point.
U0 can be calculated directly with the following equation.
Uz ¼ Uh zh
 α
(2)
where Uz is the wind velocity of the height z, Uh is the reference wind speed of
the meteorological observation point at the height of h, and α is a roughness
coefficient of the ground. For a dense city environment, the typical value of α is
between 0.25 and 0.4.
However, the power of wind turbine is a function of the cube of wind velocity,
defined as the following:
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where Cp is the power coefficient, ρ is the air density, A is the swept surface by
the turbine blades, and U is the instant wind velocity.
As the wind augmentation factor can only show the wind velocity augmentation
effect, we are thinking to find an indicator to evaluate wind energy with the cube of
wind velocity. Therefore, a simplified indicator M can be defined as plane wind







where Ai is the area of the corresponding velocity magnitude Ui. As shown in
Figure 1a, b, the three red rectangular planes over roof at different heights (Z = 3, 5,
or 10 m from the roof). Each plane is divided into several sub-areas according to the
velocity scale (Figure 1(c)). For a given surface, each sub-area is multiplied with its
corresponding cubic average velocity and then the multiplications can be summed
up into the value of M [32].
As the plane surface (A) does not correspond to the swept area by the turbine
blades (S), the value of M does not mean the actual wind energy power, rather the
wind potential within a surface where turbines can be placed to exploit the wind
energy. Besides, as wind velocity varies much more on the vertical height than on
horizontal planes, concerning the operation difficulty we generally adopt the hori-
zontal planes to evaluate the wind energy over roof.
In the actual calculation, we found that there is an indicator called “area-
weighted average” that can be directly calculated by the code FLUENT. User-
defined function (UDF) is used to create a parameter by a cubic wind velocity and
then the software can import the area-weighted average cubic velocity (can be
named as U3
� �
m). Thus, an equivalent indicator M
0 is defined as follows:
M0 ¼ U3� �m � A (5)
where A represents the evaluation plane area. The comparison analysis results
show that the equivalent indicator M0 can be used as the practical alternative of the
indicator M, as there has very little difference between the two [33].
Figure 1.
Wind potential evaluation planes over roof of two perpendicular buildings: (a) perspective, (b) section, and
(c) wind velocity contours [32].
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Furthermore, to evaluate and compare wind potential on planes with different
surface areas, we can define plane wind potential density as follows:
D ¼ U3 m ¼ M=A (6)
2.2 CFD setting and validation
When using CFD software to simulate wind flow in the built environment, there
are a number of parameters needed to be regulated and validated in order to get a
reasonable result. We adopted an open access database of wind tunnel experiment
undergone by the Architectural Institute of Japan. A building of width 5 m � length
20 m� height 20 m was tested. For CFD simulation in the platform ANSYS 12.0, we
took 57 tests in order to regulate different parameters of geometry, mesh, boundary
condition, turbulence models, and solution method. The best choice setting found
and the process of validation are shown in the article [32]. The results show a
general good agreement between the CFD simulation and the experiment. The
general average absolute error of the velocity magnitude is 0.37 m/s for an object
velocity averaged 3.05 m/s in measurement.
When the simulation object turns from one or several buildings to a cluster of
buildings, the scale is enlarged and the relationship between the group of building
becoming important; therefore, the CFD setting need to be modified. Careful
adjustments were taken for the case study of urban tissues with a dimension of
around 500 � 500 m [27].
Apart from parameter validation by the tunnel experiment, there are some
methods of verification that can be used: (1) Flow consistency analysis is to ensure
the stability and credibility of CFD simulation results; (2) domain size analysis is to
find a decent dimension of simulation domain in order to fully develop the turbu-
lence and at the same time to avoid consuming much time for calculation; (3) grid
sensibility analysis to ensure that the mesh size and method will not affect the
results; and (4) random error analysis to assess the stability and sense of the
findings during the CFD simulation process. The detailed methods explanation can
be found in Ref. [33].
2.3 Research structure
There are two main domains for this research: urban form and wind potential.
Two parts are integrated with cross indicator analysis and wind effect in the built
environment. The detailed research structure is show in Figure 2.
For the part of urban wind energy, there are three related domains: wind engi-
neering, wind turbines, and wind conditions. Wind flow pattern is influenced by
the building forms. CFD simulation has its setting adapting to the nature of tested
wind, and for the domain of wind flow simulation in the built environment,
numerous experiments undergone by other scholars produced Best Practice Guide-
line for this domain [34, 35].
For the part of urban form study, first, from the global angle, different urban
form types were classified; then with primary evaluation, some potential windy
urban forms can be chosen. Some of the promising types would be used for CFD
simulation and comparison, and some would also be used to extract single feature
for close study through urban form unit model analysis. Case study of real urban
form with local (environmental and socio-economical) conditions would be then
analyzed for wind potential evaluation and urban wind development.
The relationship between urban wind energy and urban form can be evaluated
by the correlation between wind energy indicators and urban morphological
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indicators. As the building form is component and simple representation of urban
form, the impact study of building form on wind is very beneficial to reveal the
impact evaluation of urban form on wind. With its simplicity and less difficulty, the
impact of different building morphological indicators on wind potential is analyzed
before study the urban morphological indicators.
3. Building form and wind energy
3.1 Impact of building’s floor plan on wind energy
In order to evaluate the influence of the building’s floor plan on the wind
potential above the roof, four models with the same height (H = 20 m) and the same
floor plan area (S = 360 m2) but different plane shapes (Figure 3) were tested.
Concerning the symmetry aspect, only a range of 0–90° with increment of 15° for
the inlet wind direction is considered; thus, each model has seven sessions of
simulation.
Figure 4 shows the velocity profile of each model under normal wind with
attitude z = 10 m. We can notice the difference in the size of the cyclones upstream
and downstream, as well as the shape of the high-speed area around the building.
However, what we are interested in here is comparing the wind power potential of
all models. Through the simulation test, we noticed that the exploitable wind (with




Models of buildings with different floor plans: Rectangular (L  W = 30  12 m), square (L = 19 m), round
(R = 10.7 m), and hexagonal (L = 11.7 m).
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distance from the wall (except the model of round plan), so it is normally difficult
to exploit this wind energy neither to fairly compare the models’ exploitable wind
potential. On the other hand, it is rather easy and accurate to evaluate the wind
energy above the roof with the same plane surface for all the models studied.
Figure 5 shows theM values of the three heights above the roof (Z = 3, 5, 10 m).
The following conclusions can be drawn:
1.On plane Z = 3 and 5 m, the M value on the roof of the round plan building is
higher than that on the roofs of other buildings, but on plane Z = 10 m, it turns
rather smaller than the others.
2.With the change of inlet wind angle, the M value over the roof of hexagonal
buildings is almost monotonous. In fact, the gap between the best case (30°)
and the worst (0°) of the three evaluation heights for this model is 1.28–6.55%.
Figure 4.
Wind velocity profile around the buildings of different floor plans.
Figure 5.
Wind potential over roof of buildings with different floor plans.
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3.The outcome of models with rectangular plan and square plan are very similar
at a low altitude over roof (Z = 3 m). When the altitude rises to Z = 10 m, the
square plan model becomes more attractive (more than 1.5%).
4.As far as the impact of inlet wind angle is concerned, an angle of 30° corresponds
to the maximum wind potential over roof of the hexagonal plan model, while
for rectangular plan model, it is 45° and for square plan model it is 60°.
5.At a low altitude above the roof, if no dominant wind is given, the wind energy
density of different planes decreases with the following geometric shapes:
round, hexagon, square, and rectangle. However, at high altitudes, the order
changes: hexagon, square, rectangle, and round.
6.The wind potential of the free wind in the absence of buildings of the same
height and the same initial conditions is marked as reference. We find that at
Z = 3 m, M values of all models are lower than that of the reference, while at
Z = 10 m, except for the round plan model, most models have higher values
than the reference.
3.2 Impact of roof shape
In order to assess the effect of roof shape on the wind potential above the roof,
nine buildings with the same plane (12  30 m) and equivalent height (H = 20 m)
but different roof shapes were tested. The length (L = 30 m) of the buildings
remains unchanged. Different roof shape models are considered here: A is reference
model with flat roof, B, C, D, E and F are gable roof models with different roof
gradients, G is wind-faced roof model, H is leeward roof model, and I is dome roof
model (Figure 6). Due to the complexity of the flow over different shapes of roofs,
we set six horizontal planes above the roof to evaluate wind flow over roof (see
those discontinuous red lines in Figure 6). The heights from the ground of the
planes are as follows: H = 23, 24, 25, 26, 27, and 30 m. In addition, due to the
Figure 6.
Different models of roof shapes (vertical section).
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tremendous influence of turbulence in inclined wind, only wind with an incident
angle of 0° is analyzed.
For this study, we use velocity augmentation coefficient Cv to assess the con-
centration of wind above the roof. Therefore, the average velocity values of six
planes over roof are obtained directly from the flow, and the corresponding U0
values are used to calculate the Cv values. From the results shown in Figures 7 and 8,
we can find the following conclusions:
1.The average Cv values of the dome roof (model I) is the highest, and the height
to reach the maximum Cv is H = 25 m.
2.In the gable roof group, the best way to collect wind energy is adopting roof
with a slope of 15° (model C) at a capturing height of H = 27 m. In fact, at an
altitude of H > 24 m, the coefficient of Cv > 1, i.e., for better utilization wind
concentration effect, the evaluation altitude should be more than 24 m.
3.For the one-pitched roof, the wind-faced roof (model G) is generally more
advantageous in wind concentration than the leeward roof (model H). However,
it is still not as advantageous as the gable roof with the same gradient (model E).
In addition, in order to show the flow formation behind different roof shapes,
the wind velocity variation in the central line in the wind direction at H = 30 m is
presented (Figures 9 and 10). We have noticed that in the upstream of the build-
ings, the velocity difference among different models is very small, while in the
downstream, the velocity difference is very large. For the gable roof models, the
strongest wind behind the building is model C (a = 15°), followed by the model B
Figure 7.
Comparison of the coefficient Cv for different roof models.
Figure 8.
Comparison of the coefficient Cv for roof models with different evaluation heights.
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(a = 10°), model D (a = 20°), model E (a = 30°), and model F (a = 45°). This order is
exactly the same as that of assessing wind concentration above the roofs. The
situations of the one-pitched roof models and dome model are also similar.
3.3 Wind evaluation with building forms parameters
In this chapter, indicator M is defined as assessing the total potential of wind
energy on the surface, especially planes above the roof, because it is the most
promising place to develop urban wind energy. Indicator D is defined as the wind
energy density per surface unit. Indicator Cv is as well used as the wind velocity
augmentation factor to evaluate the effect of wind concentration. Wind flow
around some simplified geometric models is simulated and discussed.
Actually, apart from the impact of building plane and roof shape, there are
many other building form parameters that have much influence on wind potential.
Different forms of 1–3 buildings are simulated and analyzed. Incidence angle and
different evaluation height above the roof are considered. The following Table 1
Figure 9.
Comparison of wind velocities on the central line in the wind direction at height H = 30 m (for gable roof models).
Figure 10.
Comparison of wind velocities on the central line in the wind direction at height H = 30 m (for different roof
models).
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shows the general impact of different building forms on wind potential
development.
For rectangular buildings with different lengths, we find that the value of wind
potential density over roof D usually decreases with the increase of building length.
So, buildings with lower lengths are windier over roof. However, the sum of
exploitable energy must be taken into account. In fact, it counts both the wind
speed and the exploitable area of wind potential. Sometimes, even if the wind is
strong, buildings with lower lengths may have lower productivity in total.
With regard to the influence of the width of rectangular buildings, we have
noticed that there is an optimum width for the maximum wind energy density
above the roof. At an incident wind at an angle of 0°, the buildings with 30 m long
and 20 m high have the best wind energy density when the width W = 12 m (com-
pared with cases W = 8, 12, 16, and 20 m). The optimum width changes with wind
incidence angles.
With regard to the influence of exterior wall corner shape (with a scale of 1/20 of
building floor area) of selected buildings, the results of index Cv are as follows:
The truncated and concave models are usually better than those of rounded
corners. In normal wind, the results of these two models are slightly better than
those of the reference model without corner change; however, they are poor in the
inclined wind (θ = 30°), especially at a low altitude above the roof.
The results for the corner shape of the roof edge show that all models with
varying angles are windier on planes near the roof, compared to the reference
model without any change, while at a high altitude, they are almost the same.
Among different cutting corner models, the case with an angle of 30° shows a
biggest average wind speed, which is similar to the round corner model.
With regard to the impact of courts on rectangular plan buildings, cases of
various sizes and forms of the courts are being tested. The results of indicator M
show that the models with courts are usually windier on the roof than those without
courtyards. The maximum porosity model usually achieves the maximum wind
potential over the roof. For the models with the same porosity, the influence of
incident wind angle is significant.
As for the impact of wind passage, some wind passage models were tested. The
results of index Cv show that the canopy on the roof accelerates the wind between
the roof and the canopy (compared with the reference model without canopy), but
slows down the wind above the canopy at the same altitude. The lower canopy
model is windier underneath the canopy. A canopy with extension facing wind has a
strong influence on the wind speed in the wind passage under the canopy. The
shortening of the rear of the canopy also helps to enhance the wind concentration
effect. The model with stilts and slab in between in the ground floor has better wind
above the roof and between the slab and the ground floor ceiling, compared with
the reference case. However, as the absolute wind velocity is low, the wind passage
set for the ground floor is not suggested for wind potential development.
Regarding the effect of wind incidence angle, several models with different W/L
(width to length ratio) and H/L (height to length ratio) are being tested. The results
of Cv show that when the W/L ratio increases, the optimal incidence angle
increases, while for square model, the optimal incidence angle is 45°. Similarly,
when the building height (with same floor plan) rises, the optimum incidence angle
of wind decreases.
With regard to the influence of wind behind buildings, different heights,
lengths, and widths of buildings are evaluated. We found that the wind behind the
building slows down with the height and length of the building, but gets stronger
with the distance of the building. The width of building has little effect on the wind
behind the building. At a low evaluation altitude (from the ground), i.e., z < 1.25H
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(building height), the distance from the building rear D has the greatest influence
on variation of wind velocity, followed by other parameters like H and L (building
length). At a high altitude, i.e., Z > 2.5H, all the parameters L, W, and D have small
impact on the wind behind building.
For the study of two buildings in one row, several models with different separa-
tion distances, heights, lengths, and widths are considered. Generally speaking, the
coefficient Cv increases when the distance between two buildings increases up to a
very large value. However, as the length and width of buildings increase, this wind
concentration effect declines. Compared with the single building, the wind concen-
tration effect over the roof of two buildings facing wind in one row requires a
considerable evaluation height over roof.
With regard to the parallel study of two buildings, several street shape models of
different lengths are being studied, and the Cv on the midline above the roof and in
the street is studied. We find that wind above the buildings is generally slower than
that of free wind at the same height. The downstream wind of a long street is
stronger than that of a short one. The maximum Cv is obtained at a low altitude
above the roof. However, wind speed usually increases with altitude, and wind
concentration areas vary with the shape of buildings and evaluation altitude.
Therefore, we can determine the optimal length of wind energy development above
the roof. As for the results in streets of different heights, we find that the wind
concentration effect is stronger in a short street near the downstream of the
building, but in a long street, the concentration appears rather far away from the
building rear in downstream.
For the study of two staggered buildings, several models with different separa-
tion distances are tested. The results of index Cv show that most models have larger
wind around inlet angles 60 or 45°. At 60 or 45°, the wind potential is slightly
smaller. The inlet angle of maximum wind concentration effect is about 60° at a
low altitude and about 45° at a high altitude above the roof. The offset distance
and incidence angle are very sensitive to the results. With the increase of separation
distance between two buildings, the effect of wind concentration increases at the
beginning, but decreases with separation distance, which means that there is an
optimum distance between two staggered buildings to produce the maximum con-
centration effect at a certain angle of incidence.
In the study of two symmetrical buildings in perpendicular, several models are
studied: different building sizes, different isolation distances, and different incident
angles. The results show that the wind energy density above the roof increases at
the beginning and then decreases with the separation distance between buildings.
Compared with insulated buildings, two buildings in perpendicular can produce
wind concentration effect in divergent modes for all models and in convergent
mode for buildings with large separation distance. When the evaluation altitude
rises, the best wind inlet direction is from 45 to 30 or 60°. Wind potential is more
sensitive in convergent mode than in changing the separation distance between
buildings. In convergent mode, it is better to have a long distance between buildings
to have a higher wind potential over roof.
4. Urban form and wind energy
4.1 Urban form parameters for wind potential evaluation
For wind energy evaluation, among many urban form indicators, only those
morphological indicators that have a close relationship with the wind flow are
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chosen, e.g., building coverage ratio (BCR) and plot ratio (PR), average building
height, rugosity, porosity, etc. The definitions are given in Table 2.
4.2 Ideal urban form simulation
Before applying the urban morphological parameters on the real-world complex
models, ideal urban form models with group of buildings in simple configuration
can be tested, in order to reveal the impact of some single urban morphological
parameter. Here, we will take the study of density as an example.
First of all, we set a combination of 24 identical buildings (W  L  H = 12 
30  20 m) as the reference of ideal urban form. It is set in a hemisphere wind field
with a radius of 400 m. The CFD software setting is generally the same with the
case of isolated building, but some necessary changes are made, such as the size of
domain and mesh precision, considering the recommendations of Best Practice
Guide for wind flow simulation in the built environment. The disposition of the
ideal urban form reference is symmetrical by the central line of domain in the wind
direction. However, the distances between each row of buildings are set different
deliberately, in order to generate some variation and enrich the results (Figure 11).
Based on the reference model, in order to evaluate the impact of density in a
community scale, we set different building floor plan layouts for the 24 buildings.
The variations of building width and length include:W  L = 12  45, 12  20, 18 
30, 8  30, 12  10 m. These buildings however have the same height and central
positions as the corresponding buildings in the reference model. In Figure 12,
models B and C reflect the change of building length facing the wind, while models




BCR Building coverage ratio A parameter to describe the construction density. It is the
ratio of building coverage area and the examined site area
PR Plot ratio A parameter to describe the construction density. It is the
ratio of total construction area and the examined site area
H Average building
height
The average height of all the buildings in discussion
σh Standard deviation of
the building heights
A parameter to describe the variation level of building heights
in a site
Vb Mean building volume A parameter to describe the dispersion level of the buildings
with different heights. It is the ratio of total building volume
and number of buildings counted
λc Mean aspect ratio It is the sum of building envelope including the surfaces of all
the external walls and the roofs, divided by the site area
Ra Absolute rugosity A parameter to describe the roughness of a surface to resist
the free wind. It is the average obstacle height over the whole
examined area
Rr Relative rugosity Defined by the standard deviation of the building volumes
Po Porosity A ratio of the emptiness volume to the entire volume
Oc Occlusivity A parameter of the distribution of the built to un-built
perimeter against height
Table 2.
Definition of selected urban form parameters for urban wind potential.
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calculate and varies among different models (A–E). In addition, in order to test and
eliminate the impact of surrounding buildings, the “envelope” (most outskirt row
of buildings) of the reference model is kept and the series of models B to E are
changed to the series of B0 to E0. Apart from that, in order to evaluate the impact of
fragmentation, the model A0 maintains the same density as the reference model A,
but the four buildings in the center are divided each into three same fragments with
the same distance between each other.
For the results of coefficient Cv of the wind potential above the roof (Z = 5 m
and 10 m), the average values of all buildings in the center of each model are
calculated to clearly understand the overall effect of density on the wind above the
roof (Figure 13). The following conclusions can be drawn:
1.From the model A to model A0, the total wind potential above the roof
decreases by 1.5–3.9%. That is to say, the fragmentation of building volume on
floor plan with the same building coverage slows down the overall wind
potential over roof.
Figure 11.
Model of reference for analyzing the impact of density on wind potential (left: measure field layout and right:
detailed disposition of buildings).
Figure 12.
Models for analyzing the impact of density by adopting different disposition of buildings.
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2.Among the models with buildings of different lengths (A, B, C, B0, and C0), the
models (C and C0) with shorter buildings have larger wind over roof than other
models. In addition, the energy efficiency above the central roof seems to be
greatly affected by the surrounding area of the building, because the difference
betweenmodels B and C is much greater than that between themodels B0 and C0.
3. In the group of models with different building widths (A, D, and E), the
difference of Cv values is very small. The decrease in building width (from D
to A to E) is accompanied by an increase and subsequent decrease of Cv values.
Therefore, there would be a most suitable width to maximize the wind effect.
4. In the group of models with the same density (B and D, or C and E), wind
energy efficiency is different. It can be concluded that the influence of
building length (face to wind) is far greater than that of building width.
In order to evaluate the influence of density in different areas of buildings in each
model, we examined the Cv value over roof of each building (Figures 14 and 15). The
values are averaged for those symmetrical buildings on both sides of the central line.
The following conclusions can be drawn, with the decreasing order of Cv values of
different buildings in the reference model A:
Figure 13.
Comparison of the average value of Cv for the model of density.
Figure 14.
Comparisons of Cv values of central buildings of different model of density (Z = 5 m).
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1.Usually, the buildings the more windward (e.g., B2, C1, and C2) have larger
wind over roof than downstream buildings.
2.The buildings on the central line (D2 and D3) have Cv values relatively less
affected by the shape changes of the buildings.
3.The fragmentation of building volumes (on plan) reduces the wind speed
above the roof of most buildings, except for the building C2.
4.When the length of buildings changes (A, B, and C and A0, B0, and C0), the
model with the lowest density has the highest wind speed above the roof of all
buildings.
5.By reducing the building density around model B’s central buildings, the wind
speed over roof of most central buildings in model B0 is getting lower. In
addition, with the increase of surrounding buildings’ density, the wind speed
of central buildings in model C0 is usually higher than that in model C (except
for central-line buildings). Therefore, with the decrease of surrounding
buildings’ density, the wind energy efficiency over roof of central buildings
decreases.
6.When changing the width of buildings (A, D, and E and A0, D0, and E0), the
change trend of wind effect over roof is not clear.
4.3 Actual urban form comparison
As shown in the research structure in Figure 2, before selection of actual urban
form for wind flow simulation, a primary filtration of urban forms need to be done
in order to find out those who have high wind potential, based on empirical experi-
ence and evaluation. From the potential windy urban form group, six typical urban
forms in six different cities in the world (Paris, Toulouse, Bombay, Barcelona,
Figure 15.
Comparisons of Cv values of central buildings of different model of density (Z = 10 m).
121
Urban Wind Energy Evaluation with Urban Morphology
DOI: http://dx.doi.org/10.5772/intechopen.89786
New York, and Beijing) are selected. The scale of the central study area is 450 m 
450 m (red square in dash line), within an extended model representation of 350–
450 m in radius. The site plans of them are shown in Figure 16. The color changes
with the height of the building: the darker the color, the higher the height of the
building. CFD simulation can evaluate wind energy by comparing different typical
shapes according to different morphological characteristics. For comparison, the
initial conditions are assumed to be the same, regardless of the local climate or
socio-economic environment. Eight wind inlet directions with an interval of 45 are
considered for every model. An average of wind potential over roof for the eight
sessions is used for the comparison among them.
For the part of urban form study, the morphological indicator values of the six
blocks show that the density of buildings varies greatly, ranging from 19 to 58%
for building coverage ratio and from 1.1 to 12.1 for plot ratio; some blocks share
similar PR (e.g., block of Toulouse and block of Bombay), but have very different
building average volume and relative rugosity; some have very similar BCR and
average occlusivity (e.g., block of Barcelona and block of New York), but with
very different building average height, standard deviation of the building heights,
mean aspect ratio, and absolute rugosity. With some similarities and differences,
it is helpful to compare wind potential outcomes among these different urban
forms. The detailed morphological parameter values can be found in Ref. [27].
For wind potential evaluation, three planes above the roofs (Z = 5, 10 and 15 m)
of those highest buildings in study zone of each urban form is considered. They
include all the potential buildings higher than the average building height of the
study zone, as the previous experience and literature review show that evaluation
height is a vital element that influences wind velocity. Figure 17 shows the average
values of coefficient Cv of wind over roofs of the highest groups of buildings (2–4
groups were given) of each model in every inlet direction scenario. And the
minimum and maximum values, the total average change interval, and average
range of the Cv values of each model were also summarized in Table 3.
With regard to the results of the velocity augmentation coefficient of different
urban form models (Figure 17 and Table 3), the following conclusions can be
drawn:
1.Each model has its best inlet angle of wind to make use of the wind effect
over roof of the highest building. For example, for the buildings of 24 m
in block model of Paris, the wind from 15° is the strongest, and for the
buildings of 50 m in block model of Toulouse, the strongest wind comes
form 105°.
2.Compared with the free wind case (without buildings), there is little wind
effect increase in blocks of Paris, Barcelona, and Beijing because of their Cv
< 1, while the block models of Toulouse and Bombay has slight wind effect
over roofs. The downtown block of New York has better situation, but the
wind effect is limited to some of the tallest buildings in some inlet wind
Figure 16.
Site plan of the six urban forms for comparison (extracted from Ref. [27]).
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directions. One reason of the universal low wind effect may be the low level of
evaluation. The Barcelona block model shows that the Cv value at Z = 20 m is
higher than that at Z = 15 m above the roof (Figure 17).
3.With regard to the minimum and maximum values of Cv, it can be seen that
the lowest values of the towers in block of New York and Beijing are quite
astonishing, because they are less than 0.11 at Z = 5 m. The reasons may be the
big roughness of the surroundings with many skyscrapers, and a tall building
has a thicker turbulent layer above its roof than a lower building [36]. In
addition, the highest Cv in block of New York is also the biggest among the six
blocks. This is because the evaluated highest buildings are high enough
(>200 m), which accelerates the wind around the building environment.
However, with a lower height (<100 m), the highest buildings in Beijing block
did not achieve a high Cv value. The reason may be that the heights of the
tallest buildings in this model do not change much, which increases the wind
turbulence around the near-roof areas.
4. In the total interval of Cv changes of each block model, it can be seen that the
lowest, middle, and highest average values of the skyscrapers blocks (of New
York and Beijing) are smaller than those of other blocks. In the range of Cv
variation, we can see that most of the average ranges of Cv between Z = 5 m
Paris Toulouse Bombay Barcelona New York Beijing
Min 0.43 0.49 0.51 0.56 0.11 0.16
Max 1.06 1.08 1.07 0.91 1.23 0.96
Total average interval 0.63–0.86 0.54–0.80 0.67–0.90 0.61–0.81 0.50–0.80 0.54–0.76
Average range 0.228 0.259 0.221 0.193 0.300 0.219
Table 3.
Values of coefficient Cv of wind at different altitude over roof of the highest buildings in each model.
Figure 17.
Coefficient Cv of wind above the highest buildings of different urban forms.
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and Z = 15 m are less than 0.3. Cv values of Toulouse and New York block
models are more volatile than other blocks, i.e., both blocks have high level of
turbulence than others. In fact, the coefficient values of variation of the
building heights of these two models are also the largest among the six models.
Apart from the Cv evaluation, wind potential evaluation using the indicator of
M0 is also undertaken. In Table 4, we can find the average values of the indicatorM0
at three altitudes over roofs, the average variation range of M0, heights of the
highest buildings in each model, and total roof area of these buildings.
Based on the values in Table 4, the following conclusions can be drawn:
1.Blocks in Barcelona and New York have far more wind potential over roofs
than other blocks. In fact, the two blocks have the largest roof area and can be
used to develop wind energy. For New York block model, the reason may also
come from its numerous high-rise buildings.
2.Comparisons between blocks in Paris and Barcelona show that most
geomorphological indicators (BCR, PR, H, λc, Ra, and Po) of the two models
change very little, and their great difference in wind energy potential between
each may bear the reason of their big difference in building height variation. In
other words, dramatic changes in the heights of buildings in model may
increase wind energy over roofs. In fact, in comparing with blocks in Toulouse
and Bombay, which also have similar building density, we have noticed that
the block in Toulouse has higher wind energy potential and higher building
height variation.
3.Block in Beijing has moderate wind energy potential. Although its average
building height is very high (56.6 m), its total roof area is very small compared
with blocks in Barcelona and New York. However, even block model of Beijing
has less roof area than that of Paris, as its average building height is much
higher than that of Paris, it has better greater potential.
In addition, considering the cut-in speed of wind turbines for useful power
production, normally only wind with speed higher than 2 or 3 m/s (depending on
the choice of wind turbine) can be taken as exploitable wind potential. Therefore,
some refinement would be done to evaluate the exploitable wind potential of each
urban form. The detailed results and analysis can be found in Ref. [27].
Paris Toulouse Bombay Barcelona New
York
Beijing
Average M0 value at Z = 15 m 1.74 1.46 0.79 3.50 3.82 2.03
Average M0 value at Z = 10 m 1.17 1.14 0.59 2.32 2.77 1.54
Average M0 value at Z = 5 m 0.57 0.49 0.32 1.70 1.23 0.72
Average variation range of M0 0.54 0.42 0.26 0.73 0.98 0.89
Highest buildings
(H > H)
Heights (m) 20, 24 27, 40, 50 24, 35 20, 24, 27,
32
87–230 70, 87, 93
Total roof area
(m2)
37,588 16,724 13,223 85,260 42,482 24,220
Table 4.
Results of M0 of the real urban form models for comparison (unit of M0 value: 106 m5 s�3).
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4.4 Urban form unit simulation
In order to compare urban forms and make them applicable worldwide, here we
adopt three simplified urban block models in Beijing (defined as Units 01, 02, and
03) and a simplified urban block model (defined as Unit 04) in Hong Kong. In
addition, based on the model of Unit 01, the model of Unit 01b is created by
removing a tower and implementing the buildings in order to make the model
more or less symmetrically. Based on the model of Unit 04, the model of Unit 04b
excludes its three corner buildings. Therefore, it is suggested that the impact of
this change be tested for wind potential evaluation. The locations and sizes of the
buildings in the four prototype units (Unit 01–04) are fully in line with the actual
situation. Modifications to unit 01b and 04b are small and acceptable and “feasible”
in sense of practice. We represent these unit models in actual conditions (building
shape and location) to meet building requirements (e.g., for a plan of large housing
tower) and urban planning requirements (e.g., in urban planning) as much as
possible. Each model for unit study represents nine identical units, and the central
unit is used as the research object. Unit sizes range from 170  170 to 430  330 m.
The site plan and perspectives of the unit models can be seen in Figure 18.
Formally, Unit 01 and Unit 03 are a group of residential towers in form of pillar,
Unit 02 is a group of residential towers in form of bar, and Unit 04 is a group of
residential towers in form of pillar with chamfering. Table 5 and Figure 19 show
the morphological values of each model, which is mostly the same as the
corresponding real actual block model. At the same time, we can see that the
building density of the four unit models in Beijing is similar.
As the previous actual urban form comparison models, urban form unit models
adopt the same methods to evaluate wind effect and potential over roofs. An
example of flow simulation in wind inlet direction of 60° at a horizontal plane of
z = 50 m above the ground is given in Figure 20.
Table 6 lists the average and magnitude of Cv values for all wind inlet directions
and three different evaluation heights over roofs. Their variation intervals at
Z = 10 m and the favorable wind inlet directions for wind effect are also given.
Figure 18.
Site plan and perspectives of the unit models.
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Based on the results of Table 6, the following conclusions can be drawn:
1.Compared with the real block model in Beijing, the values of Cv of all these
urban unit models with similar building structures are much lower. For
example, at the height of Z = 15 m, the average Cv is equal to 0.87 over the roof




































Site area of the
unit (m2)
142,145 142,145 134,522 136,583 26,200 26,200
BCR (%) 19.09 19.42 14.12 19.13 35 26.92
PR 3.59 3.40 3.15 3.49 5.95 4.58





87 87 87 93 50 50
σh=H (%) 59.6 65.1 44.4 72.1 0 0
Vb (m
3) 80,744 76,611 66,458 62,627 35,250 35,250
λc 1.46 1.39 1.60 1.36 2.48 2.63
Ra (m) 11.36 10.78 9.89 11 17.5 13.46
Rr (m3) 46,053 46,933 39,613 55,563 0 0
Po (%) 88.3 88.9 89.3 89.8 70.8 77.6
Oc (%) 57.24 55.71 60.17 55.28 63.31 58.14
Table 5.
Description of morphological parameter of urban unit model.
Figure 19.
Occlusivity values of the unit models.
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01, 01b, and 02), it is around 0.50 for the tower with the same height. This
may be because the roughness of the research area of the unit model is very
large, because the other eight identical units are installed all around.
2.When the wind inlet direction changes, it can be found that the variation
interval of Cv of the towers in form of bar element (Unit 02) is much larger
than that of the towers in form of pillar (01, 03 element). This means that the
urban form of buildings in form of bar is more susceptible to wind direction
changes than the model of buildings in form of pillar.
3.For Unit 01 model, if a tower is removed and the space between towers is
enlarged, then the new model (Unit 01b) has a general Cv slightly higher than
the original one. The most advantageous wind inlet direction for wind effect
does not change.
4.When comparing Units 01b and 03 of buildings in form of pillar with very
similar morphological parameter values, we note that Unit 03 has a larger
wind augmentation effect than Unit 01b. On the average variation range of Cv
in different wind inlet direction, Unit 03 has a smaller value than Unit 01b.
This probably because the studied towers of Unit 03 (93 m high) is higher than
that of Unit 01b (87 m), and the form with chamfering has advantage on
accumulating wind effect around the building.
5.For the case of Unit 04b which removed three corner towers from Unit 04, we
note that the Cv of renewed Unit 04b is slightly higher than that of Unit 04.
Figure 20.













Average value of Cv at
Z = 15 m
0.49 0.51 0.50 0.56 0.39 0.44
Average value of Cv at
Z = 10 m
0.43 0.46 0.45 0.51 0.34 0.38
Average value of Cv at
Z = 5 m
0.35 0.37 0.37 0.39 0.26 0.30
Variation interval of Cv
at Z = 10 m




of Cv at Z = 10 m
0.178 0.184 0.375 0.113 0.216 0.142
Favorable wind inlet
directions
75, 120° 75, 120° 165, 15° 75, 60° 60, 120° 120, 60°
Table 6.
Results of Cv for the unit models.
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The average variation range of different wind inlet direction is becoming
much lower. The most advantageous angle of wind inlet direction remains
unchanged.
Based on the results in Table 7, the following conclusions can be drawn:
1.With a total area of the exploitable roof 8% less than that of Unit 01, Unit 01b
has a total wind potential M’ value 12% smaller than that of the original Unit
01 (averaging with results of three altitudes over roofs), although its Cv is
slightly higher (around 5% on average).
2.Comparing the two similar models, Units 01b and 03 with buildings in form of
pillar, it can be seen that the roof surface area of Unit 03 is 4% smaller than the
other one; however, it has total wind potential with an average 30% higher.
This may prove the advantage of the building form with chamfering on
accumulating wind potential over roof.
3.The average Cv value of Unit 02 is slightly higher than that of Unit 01, and its
total roof area is 14% smaller. The wind energy potential of Unit 02 is however
21% higher than that of Unit 01 on average. The reason may be that the high
wind velocity variation can contribute much wind energy.
4.Compared with Unit 03, the total roof area of Unit 02 is reduced by 3% and
its building density (BCR) is reduced by 10%. On the wind potential, Unit 02
has larger potential at a low altitude above the roof and Unit 03 has larger
potential at a high altitude.
5.With total roof area 23% smaller than that of Unit 04, Unit 04b however has
28% higher total wind potential. It proves that, taking away the towers in three
corners, if well considered, can increase much wind effect and wind potential
over roof.
5. Application: Urban wind energy evaluation
In this section, an application of urban wind energy potential evaluation is given.














Average M0 value at Z = 15 m 0.413 0.377 0.460 0.505 0.143 0.191
Average M0 value at Z = 10 m 0.296 0.263 0.355 0.358 0.089 0.125
Average M0 value at Z = 5 m 0.161 0.137 0.212 0.166 0.043 0.061
Average variation range of M0 0.279 0.246 0.613 0.205 0.124 0.116
Heights of towers (m) 87 87 87 93 50 50
Total roof area of the studied
towers (m2)
16,939 15,636 14,608 15,072 9165 7050
Table 7.
Results of M0 for the unit models (unit of M0 value: 106 m5 s�3).
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5.1 Case study background
Jinsong block, chosen as the study case, is located with latitude 39°530,
longitude 116°280, in the Chaoyang District and near the city center of Beijing.
Figure 21 shows its location in Beijing and some photographs of typical buildings in
this block. Jinsong block was chosen because of these typical high-rise residential
buildings, which have some uniformed shapes and whose heights are favorable for
wind velocity accumulation. Apart from that, the environmental and climate pres-
sure of Beijing, local developed socio-economical conditions and people’s awareness
of sustainable development, all together are beneficial for developing green energy
like wind energy in this area.
For wind condition, the data of Chaoyang District is taken as reference.
The Chaoyang District Meteorological Bureau provided the wind velocity
distribution and wind rose of four seasons, based on the data from 1995 to 2002
(Figures 21 and 22). We can see that the Northwest wind is dominant. The
average wind speed is 3.21 m/s in spring, 2.09 m/s in summer, 2.4 m/s in autumn,
2.98 m/s in winter, and 2.67 m/s in a year.
5.2 Simulation model data and simplification
For the application case study, the model chosen has much bigger surrounding
presentations than the real urban form comparison model. The study area in the
center is 450 � 450 m and the presented surroundings zone has a size of 600 m in
Figure 21.
Position of the study area and the typical residential towers in it (source of pictures: map.baidu.com).
Figure 22.
Distribution of wind velocity of different season (source: Meteo Chaoyang).
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radius. The domain size for simulation then is enlarged to a demi-sphere with a radius
of 1200 m. CFD settings follow the previous experience and Best Practice Guidelines.
Considering running CFD simulation effectively and efficiently, model simplifi-
cation and evaluation are necessary. For simplification, all buildings less than 10 m
are neglected. Small volume buildings with the same height (which is also less than
24 m) are regarded as a connected entire block of the same height Figure 23.
Morphological information of the urban form of Jinsong block before and after
simplification is shown in Table 8. Compared with the original model, the param-
eter values of the simplified model are roughly the same. Those parameters with a
general big variation (>20%) are as follows: BCR, H, σh, σh=H, Vb, and Rr. The plot
ratio difference is only 3%. The influence of simplified model on wind energy
assessment is analyzed. The results of wind potential M0 values show that the impact
Original model Simplified model
Type of urban form Social apartment Social apartment
Study area (m2) 202,500 202,500
BCR (%) 19.93 14.85
PR 3.57 3.47
H (m) 56.62 73.31
σh (m) 38.02 28.47
σh=H (%) 67 39




Ra (m) 11.28 10.89
Rr (m3) 50,130 34,429
Po (%) 89.07 89.43
Oc (%) 57.60 58.38
Table 8.
Morphological information of the Jinsong block model before and after simplification.
Figure 23.
Simulation model before (up) and after (down) simplification.
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of small buildings for this model is relatively small, averaging 4.75%. However, with
simplification, the number of mesh of CFD model gets a relative huge savings: 24%.
In this sense, the reasonable simplification can save much time for simulation and
generally does not interfere the wind potential evaluation over roof.
5.3 Urban wind potential distribution analysis
As local wind rose, 16 wind inlet directions are considered for CFD simulation.
In order to study the influence of urban form of Jinsong block on the wind potential,
CFD simulation without local wind distributions is first undertaken and analyzed.
Figure 24 shows the average velocity augmentation factor (Cv) and total surface
wind potential (M0) over roofs of the highest towers in the model. We can find that
when the wind inlet directions are 112.5, 135, and�135°, the values of Cv and M0 are
relatively smaller than in other wind inlet directions. That means, in these direc-
tions, the wind over roof is fable for this model.
Now considering the local wind roses (Figure 25), we can evaluate the actual
wind potential over roof of the Jinsong block model (Figure 26). We note that 45° is
the best wind inlet direction to develop the maximum wind potential.
In addition, in order to determine the location of wind turbines on the roof, the
wind potential above each tower roof was evaluated (Figure 27). We found that the
buildings C1, C2, D1, and E1 usually have the highest wind potential. The towers D3
and E2 have very big potential with an incident wind angle of 45°, but not very
impressive with other angles. It is necessary to avoid choosing the towers C7, D4,
D5, and D8, which actually have average or less wind potential over roof, regardless
of the incident wind angle.
If we integrate the local wind distribution of wind rose over different inlet angles
the CFD simulation results, then we can overlap the wind speed contour line maps
(z = 80 m from ground) in different inlet angles with the corresponding percentage
of transparency (Figure 28a). Then in order to evaluate wind potential around
Figure 24.
Simulation results on distribution of Cv an M0 over different wind inlet direction (without local wind conditions).
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towers near the exterior walls (for vertical axis wind turbines), we made all the
towers higher than 80 m having an offset dash line 5 m away from the external walls
on plan. In order to better identify the area with the highest wind speed, the contour
lines of wind speed bigger than 3.25 m/s is extracted and marked with yellow and
red in Figure 28b. We find that the wind speed near the external walls is often very
low. Only towers E1, E2, and E3 have “exploitable” wind potential near the external
walls in some wind inlet angles. On the contrary, the wind above the tower D3
(70 m height) is much larger, although the tower D3 is not the best choice if we
evaluate wind potential over roofs (Figure 27).
5.4 Urban wind installation and evaluation
Considering the relatively low speed and high turbulence intensity on the roof of
Jinsong District, micro or small vertical axis wind turbines will be used. In fact, the
average wind speed at Z = 10 m above roof is 2.3 m/s, and average wind turbulence
intensity is 45%. Among many types of commercial wind turbines in the market, we
found three types of wind turbines that can operate in low-speed wind: Beijio BDP-
600/250, Archimedes Liam F1, and WindTronics BTPS 6500. The technical param-
eters of these turbines are shown in Table 9. After comparing several aspects
Figure 26.
Wind potential M0 distribution with consideration of local wind conditions.
Figure 25.
Wind rose of Chaoyang District (source: Meteo Chaoyang).
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including rated power and unit price, we decided to choose BDP-600/250 (Chinese
Wind Turbine), which is actually workable in weak wind, light on weight, and the
most economical among the three wind turbines. The power curve of the wind
turbine is provided by the producer (Figure 29).
An example of installing wind turbine on the roof of tower E1 is introduced.
Considering the size of the selected wind turbines and the space above the roof, we
drew a wind turbine matrix to evaluate the wind power distribution of each wind
turbines position. A distance of three rotor diameters between two wind turbines
(axis to axis) in the direction perpendicular to the wind is considered. In the second
row, the wind turbine is located in the middle of the interval between the two
turbines in first row, and also three rotor diameters from each turbine. Figure 30
shows the temporary arrangement matrix for wind turbines on the roof. According
Figure 28.
Overlapping wind velocity profile (z = 80 m) of 16 inlet directions with consideration of local wind rose.
(A: profile with full level of velocity; B: profile with velocity bigger than 3.25 m/s).
Figure 27.
Wind potential M0 distribution over roof of different tower.
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to the research of Durrani and Qin [38], the T-shaped configuration of wind tur-
bines mentioned here is conducive to enhancing the wind power generation of the
second row turbine. Bayeul-Laine et al. [39] show that, in order to improve effi-
ciency, the distance between two wind turbines in front row facing wind should be
small, and the distance between two turbines in the direction of wind should be
large. The ongoing arrangement of wind turbines would consider these suggestions.
In order to identify the wind potential of each installation location, the wind
speed contour lines of 16 wind inlet directions at Z = 10 m above the roof of tower
Beijio BDP-600/
250
Archimedes Liam F1 WindTronics BTPS 6500
Rated power (W) 600 1000 1500




Size (W  L  D)
(m  m  m)
1.8  1.8  1.4 1.5  1.9  1.75 2  2.2  0.5
Swept surface area (m2) 2.5 1.8 2.5
Weight (kg) 42 75 110
Noise (dB) <42 <35
Unit price ($) 1000 5450 5695
Power in
experiment (W)
2 m/s 0 0 22
3 m/s 48 10 58
4 m/s 82 62 100
5 m/s 130 141 163
Table 9.
Technical parameters of the selected wind turbines adaptive for fable and turbulent wind environment.
Figure 29.
Power curve line of the wind turbine BDP-600/250 (source: detail.1688.com).
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E1 are given (Figure 31). According to the power curve of wind turbine BDP-600/
250, each wind speed value is calculated into a value of wind potential power. As we
know that the wind power is a function of the cube of wind velocity, the local wind
distribution data, rather than the average wind speed, are used to assess the poten-
tial of wind energy. Thus, the expected wind power generation capacity at each
point can be calculated (Figure 32).
Figure 32 shows that the points with relatively strong wind potential lie on the
edge of the northwest corner while this direction is the dominant wind of Chaoyang
District. In fact, the average power of all these points is 91 W, and the difference
between the points is not very large (�13 W). For example, if the windiest point





0:103 ∗ 24 ∗ 365 ∗ 0:1
¼ 20 yrs (7)
where Cturbine is the cost of wind turbine, Csupport is the supporting service cost
that consists of masts, installation, civil engineering, and maintenance, and Rannual is
equivalent to the annual income of electricity generation, 0.1 US dollar per kilowatt
is the local electricity bill price.
Figure 30.
Potential positioning of wind turbines on the roof of the tower E1.
Figure 31.
Wind speed contour lines of wind at Z = 10 m over roof of the tower E1 in 16 wind inlet directions.
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Similarly, the payback period of the wind turbine at the lowest wind point on the
roof of tower E1 (point 36) is found to be 26 years. Compared with other wind
turbine economic analysis cases [37], as well as the aspects of policy subside and
measures to improve wind effect over roof, the application of wind turbine BDP-
600/250 on the roof of the windiest tower in Jinsong block is acceptable. However,
given that tower E1 is one of the windiest locations in the block, we must recognize
that the wind power potential over the roofs of other buildings in the block is
relatively low and may hardly be “profitable.”
6. Conclusions
This chapter shows a method to evaluate wind energy potential with urban
morphology. Block scale (500 � 500 m) was adopted for typical urban form classi-
fication and selection. CFD method is used for wind flow simulation. CFD parame-
ter settings were validated and evaluated with wind tunnel experiment. Methods of
verification and Best Practice Guidelines were used for parameter adjust for differ-
ent model.
IndicatorM is defined to assess surficial wind potential on planes over roof. M0 is
found to be an equivalent and effective alternative to it. Indicator Cv is used as the
wind velocity augmentation factor to evaluate the effect of wind concentration.
Because of the limits of the size and location of the exploitable wind zone adjacent
to the exterior walls, it is not easy to explore and compare the wind potential near
the walls. Wind potential over roof is generally stronger and more practical than
that near the exterior walls to develop wind potential.
Simple building forms (1–3 buildings) were tested for exploring the impact of
building form on wind potential. Some rules were found on the relationship
between building form indicator and wind effect as well as wind potential over roof.
These results provide a knowledge base for wind assessment in the built environ-
ment and provide a benchmark for the simulation study of the block models.
Thirteen indicators were selected that might help to determine the impact of urban
Figure 32.
Wind potential power of wind at Z = 10 m over roof of the tower E1.
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morphology on wind. In particular, the parameter of density is analyzed with an
ideal urban form model, in order to show the method to evaluate the impact of one
single morphological parameter on wind potential over roof.
Real urban forms were then evaluated and compared in order to reveal the impact
of different urban form parameter on wind potential. Six typical blocks in Paris,
Toulouse, Mumbai, Barcelona, New York, and Beijing are modeled and compared.
The results show that most block models have little wind effect over roofs of the
highest buildings. Wind inlet direction is an important factor to influence wind effect
and wind potential over roof of a model. The height of the building is the decisive
factor to improve wind speed. Models with higher variation of building heights would
have bigger wind effect and wind potential. The total area of the roof used to install
wind turbines and the average height of the highest buildings in the model are among
the most important factors for wind potential over roof of a model.
Urban form unit models are then considered to understand the impact of a
certain urban form feature on wind potential. Six kinds of urban unit models were
tested, based on some small modifications of the actual urban forms. The results
show that the model with buildings in bars is sensitive with different wind inlet
direction. At a small altitude above the roof (Z < 10 m), model with buildings in
bars has bigger wind potential, while at a high altitude, it is the model with build-
ings in form of pillar that has better wind potential. Removing one or more build-
ings in one model can increase the average wind speed above the roof, but because
of the loss of exploitable roof area, it may not ensure an increase in wind energy
potential of the whole block. In order to develop wind energy on roofs, buildings
with chamfering, truncated or rounded corners, is recommended.
Finally, a block model in Beijing is given for urban wind evaluation case study.
With consideration of local wind distribution data, wind potential of Jinsong block
model with 16 different wind inlet directions is evaluated. An example of most
windy building in the block was chosen and wind velocity distribution on different
point position on the roof is analyzed. With integrated consideration of scope of
use, rated power, cut-in speed, and unit price of wind turbines, a Chinese wind
turbine Beijio BDP-600/250 is proposed for the project. With turbine power curve
data, the potential wind power of different position on the roof was calculated.
With local market and electricity bill information, the payback period of the wind
turbine on the selected tower is between 20 and 26 years. Therefore, the potential of
wind power generation in Jinsong District is generally feasible, but the detailed
assessment searching for the windy block and the windy tower is still essential.
This paper gives a general method to evaluate wind potential in built environ-
ment with building and urban form study. The work will contribute urban wind
potential development and urban wind environment evaluation. For further
research, parametrical study of typical urban forms indicator and corresponding
wind energy potential evaluation is suggested.
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Hybrid Wind and Solar Systems 
Optimization
Mervat Abd El Sattar Badr
Abstract
Solar and wind energy systems are considered as promising power-generating 
sources due to their availability and advantages in local power generation. 
However, a drawback is their unpredictable nature. This problem can be partially 
overcome by integrating these two resources or more in a proper combination to 
form a hybrid energy system. Nevertheless, the harmonization of different energy 
sources, energy storage, and load requirements is a challenging task. Thus, the 
performance of various possible configurations has to be investigated to reach the 
optimum combination using a simulation program. The number of simulations 
and time required for calculation increases with the increase in number of opti-
mization variables. Therefore, the selection of a quick and accurate optimization 
technique is very important. Different software packages, such as HOMER and 
iHOGA, were developed, where each of them is based on a different optimization 
algorithm.
Keywords: hybrid energy system, optimization, hybrid energy packaged,  
energy management
1. Introduction
It is currently observed that the rapid development of new electrical power 
sources is denominated by renewable sources for both cases: on-grid and off-
grid. The main problem of off-grid stand-alone renewable energy systems (RES) 
is the fluctuation of power supply which can be avoided using hybrid solar/wind 
energy systems (HSWES) that allow improving the system efficiency, increas-
ing power reliability, and reducing energy storage requirements for stand-alone 
applications [1].
In order to solve sustainability and power quality problems, the power transfer 
from the renewable sources to load must be managed in a proper way. Therefore an 
energy management process should be proposed to prevent power discontinuity or 
power wasting so that the loads operate properly.
A major aim of HSWES optimization is to reach the suitable size of each com-
ponent and the control strategy that provide reliable, efficient, and cost-effective 
system. Optimization is performed by minimizing (or maximizing) an objective 
function using a suitable criterion such as net present cost (NPC) and/or the gener-
ated electricity price (EP). In this case the cost of avoided CO2 emissions should be 
taken into consideration [2].
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2. Hybrid renewable energy systems
Renewable energies are intermittent sources; hence, hybrid renewable energy 
system (HRES) is considered an appropriate solution to support electrical require-
ments especially for remote areas. HRES that incorporates more than one type of 
renewable energy technologies in a site can help to mitigate the effect of intermit-
tent nature that some of them exhibit and to reach a sustainable source.
As mentioned before, wind and solar systems are considered favorable sources for 
energy generation due to their availability and being site-power generation. However, 
a drawback, common to solar and wind utilization, is their unpredictable nature and 
dependence on weather changes; both of these energy systems would have to be over-
sized to make them completely reliable. Fortunately, the problems caused by variable 
nature of these resources can be partially overcome by integrating these two resources 
or more in a proper combination to form a polygene ration energy system.
HRES is an energy system that includes a number of units and equipment. 
Different technologies usually exist for alternative types of each of these units. 
Selecting the optimal alternatives is challenging; to achieve a greater knowledge of 
how a HRES is designed and optimized, an optimization tool should be used.
3. Optimization techniques
The optimization process is followed through an objective function (OF) with 
respect to some variables in the presence of constraints on those variables. The objec-
tive function is either a cost function or energy function which is to be minimized, or 
a reward function or utility function, which is going to be maximized [3, 4].
An optimization technique is used to find an optimized solution for a particular 
optimization model. “Optimum” is the word that is used to demonstrate the mean-
ing of best, either maximum or minimum [4]. Problems dealing with the cost will 
require the best cost to be as less as possible. On the other hand, problems dealing 
with profit will see the maximum value as the best answer. There are several well-
known optimization techniques depending on the model type, deterministic or 
stochastic, such as:
1. Linear programming (LP), a type of convex programming, is applied in the 
cases in which the OF is linear and the constraints are specified using only 
linear equalities and inequalities.
2. Second-order cone programming (SOCP) is a convex program and includes 
certain types of quadratic programs.
3. Integer programming is applied in the case that some, or all, variables of the 
linear solution are constrained to have an integer value. This is generally more 
difficult than linear programming.
4. Quadratic programming permits the OF to have quadratic terms, while the 
feasible set of solution must be identified with linear equalities and inequali-
ties. Some specific cases of the quadratic term lead to a type of “convex 
programming.”
5. Fractional programming is concerned with the optimization of ratios of two 
nonlinear functions. The special class of “concave fractional programs” can be 
transformed to a “convex optimization” problem.
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6. Nonlinear programming is used for the general case of the objective function 
and/or the constraints containing nonlinear parts. Cases of convex program 
affect the difficulty of the solution.
7. Stochastic programming is applied when some of the constraints or parameters 
depend on random variables.
8. Combinatorial optimization is applicable when the set of “feasible solutions” 
is, or can be, reduced to a discrete one.
9. Infinite-dimensional optimization is applied in the case that the set of “feasible 
solutions” is a subset of an “infinite-dimensional space.”
10. Stochastic optimization is used in the case of random function measurements 
or random inputs.
11. Robust programming is, like stochastic programming, an attempt to capture 
uncertainty in the data underlying the optimization problem. Robust optimi-
zation targets to find solutions that are valid under all possible realizations of 
the uncertainties.
12. Heuristics and “metaheuristics” use limited or no assumptions concerning the 
problem being optimized. Usually, heuristics do not guarantee that an optimal 
solution has to be found. In fact, heuristics are used to find approximate solu-
tions for complicated optimization problems.
In addition to these techniques a growing interest in the application of artificial 
intelligence (AI) techniques to power system engineering. AI techniques, unlike 
strict mathematical methods, have the ability to adapt to nonlinearities and dis-







4. Optimization of HRES
As power system must be sustainable, secure, and environmentally safe, the 
basic function of a HRES is to supply power with quality electrical energy, reliably 
and economically. As such, optimization plays an important role. This enables to 
minimize the cost of operation, initial investment, and environmental impacts and 
maximize reliability, quality, and efficiency.
The optimization of HRES used to analyze the system is mainly focused on 
two problems: (1) determine the optimal configuration of the power system and 
optimal type and sizing of generation units installed, and (2) design strategies 
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for optimal dispatch, which are subject to constraints of the system meeting load 
requirements at minimum cost.
4.1 Costs
To reach an appropriate HRES the system should be designed according to 
techno-economic and environmental measures to fulfill physical and operational 
constraints. For cost optimization, system design seeks the configurations and con-
trol strategies that achieve the lowest total cost over the system lifetime. The lifetime 
cost which subjects to the system typically consists of two or more components. The 
life of the system is usually considered to be the life of the PV panels—which are the 
elements that have a longer life-span.
The OF in this case is the system net present cost (NPC), which consists of 
initial investment cost in addition to the discounted present worth of all future costs 
over the system lifetime. The system cost is the sum of all its components, e.g., PV, 
WT, battery, converter, and any other necessary devices, in addition to installation 
cost. Component costs comprise all costs: capital, replacement, operational and 
maintenance, and fuel consumption. Some of these costs depend on the selected 
control strategy.
4.2 HRES optimization model
For PV/WT/DG/battery bank system, the objective is to minimize the net pres-
ent cost (NPC) under load and power constraints [5]:
  Minimize NPC = ∑ C  PV i  + ∑ C  W j  + ∑ C  DG l  + ∑ C  B m  + ∑ C  C n  (1)
Subject to the constraints
  ∑ Load ≤ ∑ E  PV i   N  PV i  + ∑ E  W j  + ∑ E  DG l  (2)
  (Power Wattage) max ≤ ∑ P C  N C (3)
  SOC min ≤ SOC  (t) ≤  SOC max (4)
where CPVi, cost of a photovoltaic module; CWj, cost of wind turbine; CDGl, 
cost of a diesel generator; CBm, cost of a battery; CCn, cost of a converter; NPVi, 
number of photovoltaic modules; NWj, number of wind turbines; NDGl, number 
of diesel generators; NBm, number of battery bank to be used; NCn, number of 
converters; PC, power of converter; EPVi, kWh generated by the ith photovoltaic 
module; EWj, kWh generated by the jth wind turbine; EDGl, kWh generated by the 
lth diesel generators; and SOC, state of charge of the battery.
The common current optimal sizing tool is the available software packages that 
can be helpful for real-time system integration.
5. Optimization software packages
The number of simulations and time required for calculation increases with the 
increase in number of optimization variables. Therefore, the selection of a quick 
and accurate optimization technique is very important.
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Simulation software tools are the most common tools for evaluating perfor-
mance of the hybrid solar/wind systems. Connolly [6] listed 67 software tools 
available for analysis of hybrid energy systems, studied 37 of them, and identified 
the suitable tools for different objectives. Some of the most widely used software 
tools for hybrid energy systems are summarized as follows:
5.1 iHOGA
Improved Hybrid Optimization using Genetic Algorithm (iHOGA) is a simulation 
and optimization software developed in C++ by the Electric Engineering Department 
of the University of Zaragoza, Spain [7]. This software is a tool for optimum sizing 
of hybrid renewable energy system. This tool uses double genetic algorithms for 
optimization. The main algorithm is used for the system components while a second-
ary algorithm is added for control strategy. The software can simulate and optimize 
system of any size (size from Wh to MWh even through GWh daily consumption). 
Optimization is achieved by minimizing total system costs through its useful lifetime. 
The program allows mono-objective as well as multi-objective optimization. The 
mono-objective and multi-objective optimizations are achieved for stand-alone and 
grid-connected hybrid renewable energy systems. The program modeling provides 
various outputs such as size of the PV generator in Wp and its ideal tilt, battery capac-
ity in kWh, battery lifetime in years, initial investment, NPC with breakdown of the 
component, lowest cost of energy, and CO2 emissions of the system in CO2/kWh [7].
Dufo-López et al. used iHOGA software for the optimization of the electri-
cal supply of a hospital existed far from the electric grid in Kalong (Democratic 
Republic of the Congo), which is presently powered by a diesel-battery system [8]. 
The results showed that adding solar photovoltaic (PV) to a diesel-battery system 
to supply the required load could obtain a 28% reduction in energy cost and 54% 
reduction in the fuel consumption reducing CO2 emissions lower than the current 
diesel-battery system.
Fadaeenejad et al. presented an analysis and optimization for a HRES (PV/WT/
BAT), which are designed for rural electrification in Malaysia [9]. The evaluation 
of the performed optimization was accomplished using iHOGA software. The 
obtained results illustrate that the wind energy is used as a supportive source of 
energy for many locations in Malaysia, and the hybrid renewable energy systems 
are cost-effective for these rural areas.
Anita Gudelj et al. presented an optimal sizing model for hybrid energy system 
(HES) that aims to minimize the total cost through the useful life of the system and 
CO2 emissions to meet the desired consumption [10]. The iHOGA program was 
used to simulate the system operation and calculate technical economic parameters 
for each configuration. The results showed that the hybrid energy systems have 
considerable reductions in CO2 emission and cost of the system. Using a diesel 
generator as a backup source, for the PV/WT/battery system, was found to be the 
best solution to guarantee the reliable supply without any shortage of the required 
load under the weather data change.
5.2 HOMER
The National Renewable Energy Laboratory (NREL) introduced a Hybrid 
Optimization Model for Electric Renewable (HOMER) package. HOMER uses 
hourly load and weather data inputs to perform hourly simulations for techno-
economic analysis of hybrid energy systems [11]. HOMER performs three tasks: 
simulation, optimization, and sensitivity analysis. It facilitates the optimization of 
simulated renewable energy systems to minimize NPC for a given set of constraints.
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Mustafizur Rahman et al. [12] suggested seven scenarios of combining hybrid 
renewable energy technologies with diesel generator to minimize the economic 
and environmental concern effects of its use. The suggested scenarios were (100, 
80, 60, 50, 35, 21, and 0%) renewable resource penetration. A case study for 
the remote community of Sandy Lake, Ontario, was conducted. The different 
scenarios modeled are developed by using HOMER software. The aim of this 
study was to find the best combination of hybrid renewable energy systems from 
the available resources for a particular off-grid location in Canada. The results 
showed that using 80% renewable energy scenario can achieve the demand with 
72% higher COE but 83% lower CO emissions than 0% renewable fraction—100% 
diesel-battery scenario.
In a similar study, Ngan et al. [13] focused on the technical and economic feasi-
bility of “the hybrid energy systems (PV/WT/DG)” in a southern city of Malaysia 
using HOMER simulation software. They considered seven different system 
configurations: stand-alone diesel generator system, hybrid PV-diesel system, 
PV-diesel system with battery storage, hybrid wind-diesel system, wind turbine-
diesel system with battery storage, wind-solar-diesel system, and wind-solar-diesel 
system with battery storage.
Targeting to study technical and economic performance of wind/diesel/bat-
tery (W/D/B) system supplying a remote small gathering of six families, HOMER 
package was used [14]. Net present cost (NPC) and cost of energy (COE) are used 
as economic criteria, while % of power shortage is the measure of performance. 
Optimum system configurations are estimated for two sites. Simulation results 
showed that W/D/B systems are economical for the assumed community sites as 
the price of generated electricity was about 0.308 $/kWh, without taking external 
benefits into considerations. W/D/B systems were found to be more economical 
than diesel-alone system.
A case study of the performance and optimization of a HRES supplying a 
water desalination system for irrigating a small greenhouse hydroponic cultiva-
tion was presented by Khatab et al. [15]. The study presented optimization of 
two hybrid systems: photovoltaic/wind turbine (PV/WT) with and without 
backup diesel generator. The results showed that COE of PV/WT system is less 
than that of PV/WT/diesel, while there is no capacity shortage in the case of PV/
WT/diesel.
5.3 RETScreen
It is developed by Natural Resources Canada to evaluate the energy production, 
costs, emission reduction, and financial viability for various types of renewable and 
nonrenewable energy systems [16]. It performs economical comparison between 
conventional system and proposed system. A study examined the potential for a 
10-MW PV power plant in Abu Dhabi using RETScreen modeling software to fore-
cast the produced energy, financial feasibility, and GHG emissions reductions [17]. 
Initial results showed high energy production potential and saving a high amount of 
tons of GHG emissions annually.
5.4 HYBRID2
This software package is developed by the National Renewable Energy 
Laboratory (NREL) of the United States Department of Energy in cooperation 
with the University of Massachusetts. This hybrid simulation software can run 
simulation for time intervals from 10 mintues to 1 hour. The NREL recommends the 
HYBRID2 for the thermal loads [18].
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5.5 TRNSYS
TRNSYS is a transient system simulation program developed by the Solar Energy 
Laboratory, University of Wisconsin-Madison, USA. It has a modular structure 
in which components of the system are specified by the user [19]. It can simulate 
almost all thermal and renewable power generation systems.
5.6 Other applications of different packages
A review of the optimization techniques used to select HES that minimize initial 
and operating cost was presented by Erdinc and Uzunoglu [20]. The compared 
techniques were (GA), “simulated annealing” (SA),“particle swarm optimization” 
(PSO), and HOMER. The approach for component sizing is based on demanded 
load, renewable resources availability, and climatic conditions.
For a touristic resort in Malaysia, Hossaina et al. [21] suggested a stand-alone 
HRES that includes WT, PV, DG, converter, and battery as energy sources to replace 
the existing diesel generators. The estimated daily average and peak load were 
13,048 and 1185 kW, respectively. The system techno-economic was achieved using 
HOMER software, and the results exhibited that the hybrid system has lower NPC 
and COE than the existing diesel system.
In a similar study, Olatomiwa et al. [22] investigated different (PV, WT, and DG) 
power configurations in six “geopolitical” zones of Nigeria, also by HOMER [23]. 
The result denoted that the PV/DG/battery system configuration is the optimum 
configuration in the cases of diesel fuel price of $1.1–1.3/l, exhibited lower fuel 
consumption, and reduced CO2 emission.
“HOMER” was also applied to investigate the possibility of providing 200 
households in remote area in Ethiopia with electricity using HSES [24]. The results 
revealed that PV/DG/battery system is the most “cost-effective” using load follow-
ing strategy. The authors concluded that this study could be considered applicable 
for similar climatic condition regions.
Another comparable feasibility analysis of (HRES) supplying load requirements 
of a rural village, of 50 families, in Bangladesh, far from the grid was performed using 
“HOMER package” [25]. The “annual average load” was 213 kWh/day; the results indi-
cated that for this location, load profile of the feasible system is also PV/WT/battery 
where the NPC had a total of $224,345 and COE of 0.161 $/kWh with no CO2 emission.
A fuzzy logic power controller was proposed by Alam et al. [26] to provide con-
tinuous power supply, from a hybrid WT/PV/fuel cell power system with battery, 
for remote area. The simulated system configuration was 20 kW WT, 80 kW PV 
array, and 10 kW fuel cell. Excess power was directed to the batteries first and then 
to the electrolyzer. In the case the optimum system, the results showed that power 
shortage had reached 254 kWh/year, which represented a high percentage of the 
total load. Also the estimated cost of energy was very high (1.045 $/kWh).
Ajao et al. [27] performed an economic analysis of PV/WT system for a Nigerian 
area. The authors concluded that the proposed system is expensive because of high 
capital and installation costs. The authors did not take into consideration the reduc-
tion of greenhouse gas emission which would improve the cost-effectiveness of the 
system.
Seeking the optimum design of economically feasible HES to feed a load which 
had seasonal variations, Fulzele et al. used iHOGA to simulate and optimize the 
system [28]. The results showed that 99% of the required load was covered by the 
system, subject to operational constraints and control strategies. Nevertheless,  
the results did not take into consideration that the excess energy was about 25% and 
minimizing this value would reduce the cost of energy (COE).
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6. Energy management
Energy management is considered as an optimization action. Energy manage-
ment increases usable energy, decreases wasted energy, and has the additional 
benefits of optimizing energy systems and improving their reliabilities.
The electrical power generated by renewable sources such as wind and solar 
power is affected by environmental conditions resulting in problems in load side. 
When there is no sun or the weather is cloudy, the power amount to be generated 
by solar energy changes. Accordingly, wind does not blow at the same speed all 
the time; it is discontinuous. Henceforth, energy amount to be generated from 
these sources is variable. Energy management processes are developed to prevent 
problems like discontinuities that occur due to either weather changes or sudden 
load changes.
Different methodologies and techniques used to develop a successful energy 
management strategy, for both stand-alone hybrid renewable energy systems and 
the grid-connected hybrid renewable systems, were investigated by Olatomiwa 
et al. [22]. The authors focused on energy management based on “linear program-
ming,” “intelligent techniques,” as well as energy management by “fuzzy logic 
controller.” The authors emphasized that selecting the suitable energy management 
strategy is necessary to control the energy flow in the system that increases reli-
ability, decreases electricity shortage, reduces the “COE,” and increases the system 
lifetime.
In a study that investigated the performance of various possible configurations 
using iHOGA software, the achieved optimum configuration was further improved 
by adapting the daily load pattern to the periods of high renewable generated 
energy to increase direct energy utilization rather than charging batteries [29]. This 
will result in effective minimization of battery bank size.
7. Case study in an Egyptian farm
The study objective was to design and simulate HSES for remote area in Egypt. The 
study was performed using iHOGA simulation and optimization package to decide 
on the optimal size of each component and control strategy. The input data for the 
optimization are weather data of the selected location, nominated system component 
cost, and technical parameters. Financial parameters, interest and inflation rates, 
installation, and operational costs are also included. The proposed system components 
are PV/WT/batteries/DG/inverter and charge regulator. The suggested load in this 
case study is energy required for a desalination unit (DU). The system is installed in 
NRC farm in Noubarya. The considered system configuration is shown in Figure 1.
NRC farm is in a remote area that is located between 30°40′0” N and 30°4′0″ 
E. The average temperatures for winter and summer are about 14 and 28°C, respec-
tively. The farm is a research pilot plant for agriculture, animal, and fish produc-
tion. Frequent electricity shortage is observed due to instability of low-voltage grid 
power in the area.
7.1 Load profile (base case)
In this case study, the HSES provides a reverse osmosis desalination unit (DU) 
with electricity. The required daily desalinated water is about 60–65 m3. The 
required power for the DU is the sum of powers required for three types of pumps 
included in the DU: “5 HP high-pressure pump” (3728 W), “distribution pump” 
(1000 W), and a “feed pump” (1870 W in the case of feeding rate is 7 m3/hour). 
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To produce 60–65 m3/day, the DU should be fed by 110 m3 of brackish water per 
day. The first suggested load profile in this study; referred to as base case, the 
high-pressure pump, the distribution pump, and feed pump are designated to 
work simultaneously. Hence, the peak load requirement is about 6.6 kW continu-
ously from 00:00 to 16:00, and the average estimated daily energy consumption is 
105.6 kWh (Figure 2).
7.2 Resource input data
The input climatic data for the proposed site are obtained from NASA Surface 
Meteorology and Solar Energy [30]. Table 1 represents the monthly average of solar 
radiation and wind speed data for the selected area.
7.3 System description
As mentioned above, the system components are PV, WT, inverter, batteries, 
and DG. A number of monocrystalline and polycrystalline PV modules (in the 
range of 100–280 W/panel) were used in the simulation to select the suitable size. 
The initial panel cost is in the range of $143–455, while O&M cost of each panel 
is 1.43–4.55$/year. The panels’ lifetime is considered to be 25 years. The WT types 
used in simulation are “Bornay” and “Hummer,” both of 3–30 kW power range, 
and its hub height is considered to be between 15 and 18 m. The initial cost of WT 
is between $9821 and 44,200, its replacement costs $7800–33,800, and O&M cost 
$196–884/year. The lifetime of “Bornay” and “Hummer” are assumed to be 15 and 
20 years, respectively. A backup DG is 3–4 kVA, and the battery bank is in the range 




DU base case load profile (base case).
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inverter which is scaled according to the maximum peak load. The inverter type is 
ACME: 8000VA CARG. The above-stated values are attained from iHOGA database.
7.4 Control strategies
The software package used in this study is iHOGA, which offers two control 
strategies: load following and cycle charging strategy. In the first the priority is to 
meet the load at any given time. Hence, if the generated power from the HES is not 
enough to cover the whole load, the battery covers the rest of the demand. If the 
battery bank cannot cover the whole rest of the demand, the DG will operate.
In “cycle charging strategy,” if the total (PV&WT) generated energy is greater 
than the load requirements, the excess energy charges the batteries. When batteries’ 
state of charge (SOC) reaches its maximum value, the charging process is set off, 
while if (PV&WT) energy is lower than the load, the rest is covered by the battery 
bank. If the battery charge drops to its minimum SOC, the controller unit sets off 
discharging process and turns DG on to cover the unmet load. As it is well known, it 
is better to run the DG at its rated power to reach higher efficiency of fuel consump-
tion; DG will serve the load and the extra power and, if any, will be used to charge 
the batteries to its maximum SOC.
Both of the above strategies are examined to select the optimal strategy for the 
given system constraints.
7.5 Objective function
The main target of the suggested system design is to reach the optimum solution 
of a HRES in terms of economic and technical conditions subject to the operational 
strategies and physical constraints. In this method, the possible optimum system 
configuration is the one that satisfies the user-defined constraints in accordance 
with the objective function. The objective function is to minimize NPC which 
consists of initial cost, replacement cost, maintenance, and running cost of system 
components like PV, WT, DG, batteries, converter, and etc. [10, 12, 31].















Noubarya solar and wind data [30].
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where Tc is the total capital cost of different components and Tr is the total replace-
ment cost and TO&M is the total cost of operation and maintenance in dollars.
There are many constraints that are considered to ensure that the generated 
electricity would cover the load such as the minimum renewable fraction (75%), 
levelized cost of energy (5 $/kWh), and the maximum percentage of annual unmet 
load which is defined to be 5%.
8. Results and discussion of base case
The suggested system is simulated to reach the optimum value of the selected 
objective function under the following constraints: minimum renewable fraction 
(RF) 75%, levelized cost of energy 5 $/kWh, and the maximum percentage of 
annual unmet load 5%. The simulated optimization results (for base case load) are 
shown in Figure 3.
Figure 3 exhibits the estimated optimum NPC and CO2 emission of a number of 
simulation runs. The optimization results of the base case showed a minimum NPC 
of $162,034, COE of 0.17 $/kWh, and unmet required load of 1.3%. HSES optimum 
configuration is 53 parallel series of PV panels, 4 modules each of 100Wp rated 
power, 24 batteries connected in series each of 1340 Ah, 1 WT of 14.7 kW at 14 m/s, 
8 kVA inverter, and 3 kVA (AC) diesel generator. Figure 4 illustrates the annual 
distribution of energy generation.
It is observed in Figure 4 that almost all the yearly demand, except 495.8 kWh/
year, is fulfilled by the HSES generated energy, which account for less than 1.5% of 
total load, the CO2 emissions of 11,950 kg/year. It could be also observed that the 
energy charging batteries are 10,768 kWh/year, (about 21% from the total gener-
ated power), and the excess energy is 8278 kWh/year, (about 16%).
The total generated energy is about 50,800 kWh/year, while the total load that 
is directly supplied by energy sources is 28,386 kWh/year, so the utilization of the 
energy sources is about 55.9%. As the efficiency of both inverter and battery charger 
is high, 98 and 95%, respectively, then the main losses result from battery charging 
and discharging efficiency which is 85%. As the charging and discharging energy 
amounts to 20,407 kWh/year, then energy losses are about 3000 kWh. The cost of 
different HSES simulated components are shown in Table 2.
It could be seen from the above table that the major cost items are PV panels and 
“battery bank” which represent about 23 and 22.8% of the total NPC. The high cost 
Figure 3. 
Results of NPC as a function of generations.
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of the “battery bank” indicates that power generation profile does not match the 
load pattern; therefore a considerable part of generated energy has to be stored to 
cover the load when generated energy is not enough.
Regarding energy management, the main objective is to cover the DU load while 
minimizing the NPC and accordingly the cost of water desalination. From the results 
of the base case simulation, it is clear that, at some periods, a considerable amount 
of the generated energy does not match the load profile; therefore, it is directed to 
charge batteries. Hence, the amounts of energy charging the batteries and “excess 
energy” are excessive in some months as exhibited in Figures 5 and 6. Reducing these 
values would improve the system performance; hence, the configuration should be 
further adapted by means of load pattern managing. Load profile management could 
be achieved through matching its pattern with the power generation profiles. This 
would decrease the number and cost of batteries and consequently the total NPC.
Cost element Initial cost ($) Percentage (%)
PV panel cost 37,282 23
WT cost 27,246 16.8
DG cost 21,667 13.3
Battery bank cost 36,940 22.8
Inverter cost 10,952 6.7
DG fuel cost 16,687 10.3
Charge reg. cost and AUX 11,256 6.4
Table 2. 
Component costs of the optimized HSES.
Figure 4. 
Annual distribution of energy.
Figure 5. 
Monthly average energy charging battery.
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Considering the hourly simulation results for the highest months of excess energy 
and energy charging battery amounts, different load patterns were proposed and 
simulated, of which the following four arrangements represented the most promising 
patterns to increase the direct utilization of the generated energy as shown in Figure 7.
As exhibited in Figure 7, the suggested load profile 1 proposed that all pumps 
are turned on from 05:00 to 21:00 requiring 6600 kWh. Load profile 2 schedule 
is based on the assumption that the “feed pump” is running from 00:00 to 08:00, 
while the “high-pressure” and “distribution” pumps are scheduled from 08:00 
to 16:00. Finally all pumps work simultaneously from 16:00 to 24:00 as shown in 
Figure 8. This pattern is scheduled to fit high power period that is generated from 
the PV panel in the middle of the day and also the wind power at the night which is 
the period of high wind speed.
“Load profile 3” is arranged as feed pump running from 00:00 to 06:00 and 
from 22:00 to 24:00, while “high-pressure” and “distribution” pumps begin to work 
simultaneously, along with the “feed pump,” from 08:00 to 16:00. The feed pump 
is switched off from 06:00 to 08:00 and 16:00 to 22:00, while the other two pumps 
remain operating. In the case of proposed “load profile 4,” the feed pump schedule 
is running three periods: from 00:00 to 04:00, from 20:00 to 24:00, and from 04:00 
to 08:00. The “high-pressure” and “distribution” pumps start working when the 
feed pump is switched off except from 08:00 to 16:00 when all the pumps are work-
ing simultaneously. This profile is supposed to be fitting the period of high PV and 
WT energy generation to increase direct energy utilization.
Figure 6. 
Monthly average excess energy.
Figure 7. 
Suggested load profiles.
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Figure 8. 
Effect of suggested load profiles on NPC, battery cost, and energy battery charging.
The simulated optimization results of base case and the suggested four load 
profiles are exhibited in Tables 3 and 4.
It is noticed from the summarized results in the above tables that load profile 4 
has the lowest NPC and COE (137,011$ and 0.15 $/kWh) among the four suggested 
profiles in addition to minimum value of energy charging the batteries (5241 kWh/
year). The suggested load profiles also demonstrate the effect of decreasing the 
energy charging the batteries on the NPC as illustrated in Figure 8.
It is clear from Figure 8 that the lowest battery charging energy is that of load 
profile 4 (5241 kWh) which is the case of lowest NPC configuration (137,011 $). 
Table 5 exhibits the energy utilization, battery charging energy, and energy loss as 
a percentage of the total energy. It also exhibits battery cost as a percentage of the 
total energy system costs.
Case no. NPC ($) COE ($/kWh) PV cost ($) WT cost ($) Battery cost ($)
Base case 162,034 0.17 37,282 27,246 36,940
Profile 1 138,249 0.15 34,545 27,246 21,274
Profile 2 149,266 0.16 31,808 27,246 28,692
Profile 3 137,694 0.15 30,440 27,246 18,444
Profile 4 137,011 0.15 30,440 27,246 18,451
Table 3. 
Cost results of the suggested load profiles ($).
Case no. NPC ($) Charge battery (kWh/year) Excess energy (kWh/year)
Base case 162,034 10,768 8278
Profile 1 138,249 6231 6312
Profile 2 149,266 8768 4544
Profile 3 137,694 5294 3590
Profile 4 137,011 5241 3665
Table 4. 
Results of the suggested load profiles.
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The above tables showed that decreasing excess energy and energy charging batter-
ies reduced NPC cost. Increased utilization of the location resources is achieved through 
fitting the peaks of demanded load with the periods of high power generation which 
affected energy components, reducing generation and storage components’ sizes.
9. Conclusions and recommendations
The optimization results for HRES under study, considered as the base case, are 
NPC is $162,034, COE is 0.17 $/kWh, and the unmet load (energy shortage) is 1.3% 
of the total required energy, while the renewable fraction is about 75%. However, 
this optimum configuration showed high values of energy charging batteries 
(which means higher battery bank capacity) and excess energy which represented 
21 and 16%, respectively. At the same time, the total load that is directly supplied 
by energy sources was only 55% of total generated energy. This indicated that the 
load profile does not match the renewably generated energy; hence, different load 
scenarios were investigated. The simulation results of the best reached load pattern, 
referred to as “load profile 4,” are as follows:
• Maximizing direct use of renewable generated energy causes reduction in 
system component sizes. The results showed that “load profile 4” has the 
lowest NPC and COE values (137,011 $ and 0.15 $/kWh) and minimum energy 
charging batteries (5241 kWh/year), which suggests that NPC and COE are 
directly proportional to energy charging battery.
• Managing load pattern to reach the best fitted profile has decreased NPC by 
15.4%, charging energy battery by 51.3%, the cost of batteries by 50%, COE 
by 11.7%, and the excess energy by 55.7%, while the utilization of the energy 
sources is increased by 18%, compared to the base case configuration.
In short, “load profile 4” caused significant improvement on the following 
parameters:
• NPC has decreased by 15.4%.
• Battery charging energy has decreased by 51.3%.
• The cost of batteries has decreased by 50%.
• The cost of energy has decreased by 11.7%.
• The excess energy has decreased by 55.7%.
Case no. Utilization (%) Energy charging batteries (%) Energy loss (%) Battery cost (%)
Base case 55 27 22 22.8
Profile 1 66 16 18 15.4
Profile 2 65 22 13 19.2
Profile 3 73 13 14 13.4
Profile 4 73 13 14 13.4
Table 5. 
Load profiles’ results (percentages).
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• The utilization of the energy sources is increased by 18%.
Taking environmental impacts of CO2 into consideration will further decrease 
the cost of system generated energy.
© 2020 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative 
Commons Attribution - NonCommercial 4.0 License (https://creativecommons.org/
licenses/by-nc/4.0/), which permits use, distribution and reproduction for  
non-commercial purposes, provided the original is properly cited. 
161
Hybrid Wind and Solar Systems Optimization
DOI: http://dx.doi.org/10.5772/intechopen.89136
[1] Patel MR. Wind and Solar Power 
Systems. CRC Press LLC; 1999. ISBN: 
0-8493-1605-7. Available from: www.
crcpress.com
[2] Badr MA, ElKordy MN, Mohib AN, 
Ibrahim MM. Cost analysis of 
hybrid wind energy generating 
system considering CO2 emissions. 
International Journal of Environmental, 
Chemical, Ecological, Geological and 
Geophysical Engineering. 2016;10(5)
[3] Linear-Programming Applications. 
Daniel Mackie/Stone; 1989. Web 
Chapter B. Available from: http://www.
swlearning.com/economics/mcguigan/
mcguigan9e/web_chapter_b.pdf
[4] Antoniou A, Lu W-S. Practical 
Optimization: Algorithms and 
Engineering Applications. Springer; 2012
[5] Waqas S. Development of an 
optimization algorithm for auto sizing 
capacity of renewable and low carbon 
energy systems [MSc]. Department of 
Mechanical Engineering, University of 
Strathclyde Engineering; 2011
[6] Connolly D. A review of computer  
tools for analyzing the integration 
of renewable energy into various 
energy systems. Applied Energy. 
2010;87:1059-1082
[7] Dufo-López R. User Manual of 
iHOGA. 2016. Available from: www.
unizar.es/manual delusuario
[8] Dufo-López R, Pérez-Cebollada E, 
Bernal-Agustín JL, Martínez-Ruiz I. 
Optimization of energy supply at off-
grid healthcare facilities using Monte 
Carlo simulation. Energy Conversion 
and Management. 2016;113:321-330
[9] Fadaeenejad M, Radzi MAM, 
AbKadir MZA, Hizam H. Assessment 
of hybrid renewable power sources 
for rural electrification in Malaysia. 
Renewable and Sustainable Energy 
Reviews. 2014;30:299-305
[10] Gudelj A, Krčum M. Simulation and 
optimization of independent renewable 
energy hybrid system. Transactions on 
Maritime Science. 2013;1:28-35
[11] Dursun B et al. Techno-
economic evaluation of a hybrid 
PV-wind power generation system. 
International Journal of Green Energy. 
2013;10:117-136
[12] Rahman M, Khan MM-U-H, 
Ullah MA, Zhang X, Kumar A. A hybrid 
renewable energy system for a North 
American off-grid community. Energy. 
97:151-160
[13] Ngan MS, Tan CW. Assessment 
of economic viability for PV/wind/
diesel hybrid energy system in southern 
peninsular Malaysia. Renewable 
and Sustainable Energy Reviews. 
2012;16:634-647
[14] Badr MA, Mohib AN, 
Ibrahim MM. Small wind turbine 
hybrid system for remote application: 
Egyptian case study. International 
Journal of Mechanical, Aerospace, 
Industrial and Mechatronics 
Engineering. 2014;8(9)
[15] Khattab NM, Badr MA, 
Maalawi KY, El Shenawy ET, El 
Ghetany HH, Ibrahim MM. Hybrid 
renewable energy system for water 
desalination: A case study for small 
green house hydroponic cultivation in 
Egypt. ARPN Journal of Engineering 
and Applied Sciences. 2016;11(21)
[16] Thevenard D, Leng G, Martel S.  
The RETScreen model for assessing 
potential PV projects. In: Conference 
Record of the Twenty-Eighth  
IEEE Photovoltaic Specialists 
Conference 2000; AK: IEEE. 2000. 
pp. 1626-1629
References
Modeling, Simulation and Optimization of Wind Farms and Hybrid Systems
162
[17] Harder E, Gibson JMD. The costs 
and benefits of large-scale solar 
photovoltaic power production in 
Abu Dhabi, United Arab Emirates. 
Renewable Energy. 2011;36:789-796
[18] Green HJ, Manwell JF. HYBRID2: A 
Versatile Model of the Performance of 
Hybrid Power Systems. USA: National 
Renewable Energy Laboratory; 1995. 
pp. 1-12
[19] Beckman WA et al. TRNSYS: The 
most complete solar energy system 
modeling and simulation software. 
Renewable Energy. 1994;5(1):486-488
[20] Erdinc O, Uzunoglu M. Optimum 
design of hybrid renewable energy 
systems: Overview of different 
approaches. Renewable and Sustainable 
Energy Reviews. 2012;16:1412-1425
[21] Hossaina M, Mekhilefa S, 
Olatomiwa L. Performance evaluation 
of a stand-alone PV-wind-diesel-
battery hybrid system feasible for a 
large resort center in South China Sea, 
Malaysia. Sustainable Cities and Society. 
2017;28:358-366
[22] Olatomiwa L, Mekhilef S, 
Ismail MS, Moghavvemi M. Energy 
management strategies in hybrid 
renewable energy systems: A review. 
Renewable and Sustainable Energy 
Reviews. 2016;62:821-835
[23] Fouad MA, Badr MA, Ibrahim MM. 
Economic evaluation of micro-grid 
system (on/off grid): Egyptian case 
study. International Journal of 
Scientific and Engineering Research. 
2017;8(2):17-24
[24] Bekele G. Feasibility study for a 
standalone solar-wind-based hybrid 
energy system for application in Ethiopia. 
Applied Energy. 2010;87:487-495
[25] Das HS, Dey A, Wei TC, 
Yatim AHM. Feasibility analysis of 
standalone PV/wind/battery hybrid 
energy system for rural Bangladesh. 
International Journal of Renewable 
Energy Research. 2016;6:402-412
[26] Alam MS, Gao DW. Modeling 
and analysis of wind/PV/fuel cell 
hybrid power system in HOMER. In: 
Second IEEE Conference on Industrial 
Electronics and Applications. 2007. 
pp. 1594-1599
[27] Ajao KR, Oladosu OA, 
Popoola OT. Using HOMER power 
optimization software for cost 
benefit analysis of hybrid-solar 
power generation relative to utility 
cost in Nigeria. International Journal 
of Research and Reviews in Applied 
Sciences. 2011;7:96-102
[28] Fulzele JB, Daigavane MB. Simulation 
and optimization of hybrid PV-wind 
renewable energy system. In: 3rd 
International Conference on Electrical, 
Electronics, Engineering Trends, 
Communication, Optimization and 
Sciences (EEECOS). 2016. pp. 159-164
[29] Tawfik TM, Badr MA, El-Kady EY, 
Abdellatif OE. Optimization and energy 
management of hybrid standalone 
energy system: A case study. Renewable 
Energy Focus. 2018;25:48-56
[30] NASA Surface meteorology 





[31] Yazdanpanah M-A. Modeling 
and sizing optimization of hybrid 
photovoltaic/wind power generation 




Optimization of Stand-Alone 
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At the beginning of this chapter is a brief introduction to the issue of renewable 
energy sources. Next, aspects that should be considered when choosing a location 
of both solar photovoltaics panels and wind turbines are discussed. Afterwards, 
there is a brief theoretical introduction to the General Morphological Analysis 
(GMA), followed by practical application of GMA to optimize the structure of 
hybrid solar-wind system, which is preceded by a description of the adopted design 
assumptions. At the end of the chapter is a numerical model of a hybrid solar-wind 
system developed in the MATLAB/Simulink environment and analysis of the results 
of numerical simulations.
Keywords: wind turbine (WT), solar photovoltaic (PV) module, hybrid renewable 
energy system, global horizontal irradiance (GHI), direct normal irradiance (DNI), 
general morphological analysis (GMA), cross-consistency assessment (CCA)
1. Introduction
Over the past few years, renewable energy sources have been on everyone’s 
lips—especially those who are a little closer to the topic of energy sources. There’s 
no wonder in this, because sooner—thanks to legislation of the developed coun-
tries—or later, through the total exhaustion of conventional sources of energy, 
renewable sources of energy will play a major role in energetics. In addition, 
continuous expansive use of nonrenewable energy sources by man causes global 
climate change and increases pollution of the Earth’s atmosphere. The use of 
renewable energy sources by installing micro-installations by individual customers 
(single-family houses, small farms, small companies) is one of the ways to reduce 
the effects of excessive exploitation of fossil deposits. However, micro-installations 
using renewable energy sources due to their specificity, e.g., dependence on the 
time of day and year, and weather or geographical location, cannot be the main 
source of energy in the current state development of technology. In many cases they 
must be supported by traditional energy sources (gas, oil, or coal). An alternative 
idea is to use more efficient hybrid solutions, i.e., based on at least two renewable 
energy sources. Solar-wind micro-installation is the most common hybrid system in 
non-conventional power plants. This is because these two renewable energy sources 
complement each other perfectly.
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2. Criteria for choosing a location for hybrid solar-wind system
2.1 Criteria for choosing a location for wind turbine
In selecting the location for wind turbine, it is necessary to consider a lot of 
criteria. The most important of them is wind condition analysis. The wind char-
acteristics of the certain area can be determined by carrying out at least 12-month 
measurements at a height of 40–50 m. This allows to calculate the average annual 
wind speed and determines its dominant directions. This data is necessary to 
estimate the profitability of investment. To reduce investment costs, you can use 
data from local meteorological station (e.g., see [1]) or Global Atlas for Renewable 
Energy from [2] or [3].
Another factor which must be considered is the distance between wind tur-
bine and residential building. In order to reduce the so-called turbulences, it is 
important to consider the shape of the area and to identify all obstacles such as 
trees or houses. It can be assumed that within the approximate radius of 20 times 
heights of obstacle, in this case height of wind turbine, the wind can be turbulent, 
thus lowering operating efficiency. Additionally, wind turbine cannot exceed the 
permissible noise standards. According to the analysis of the principles contained in 
[4, 5] adopted in 24 countries, German lands and Canadian provinces [6], it follows 
that minimal distance between buildings and wind turbines is in the range from 
500 up to 1000 m. The most rigorous criterion is in Scotland, where this distance 
is 2000 m. Maximum noise level of wind turbine in residential places (measured 
outside of this buildings) in most countries ranges from 30 up to 50 dB. Wind tur-
bine works silently, so resultant noise is related to rotation of the blades and control 
devices. Wind turbine should be also placed away from human settlements to mass 
or construction dimensions and its flickering [7]. Shadow length depends on the 
height of wind turbine and the angle of sunlight. Additional factors that affect the 
intensity of flickering are, inter alia, rotor diameter, cloudiness, the presence of 
trees between wind turbine and living buildings, and the arrangement of windows 
in buildings [8, 9].
Environmental factors also play an important role; therefore decisions on invest-
ment and location conditions should be obtained. For Poland, these guidelines 
are contained in [10]. Wind turbine placement on legally protected areas, such 
as national parks, nature reserves, landscape parks, and area of “Natura 2000,” is 
strictly limited [11]. Placement of wind turbine on the area of national parks and 
nature reserves according to the law is prohibited. Localization of wind turbine 
in less restricted areas such as landscape parks is possible when the project gets a 
positive opinion of the park’s director and positive environmental impact assess-
ment. The wind turbine location in the area of “Natura 2000” is possible only with 
a positive environmental impact assessment and a natural compensation condition. 
It should be taken into account that a wind turbine project in a valuable place due to 
flora and fauna resources may be rejected by local authorities at the stage of making 
environmental decisions [10–12].
Due to the high cost of constructing the wind turbine, many economic aspects 
should be taken into account. In choosing a location for the wind turbine, the price 
of land, road infrastructure, distance from power grid, and possibility of con-
necting to it should be considered. Wind turbine requires connection to the power 
grid for start-up and further operation; therefore, the project must take this into 
account. Single wind turbines may be connected to a medium voltage line through 
the transformers mounted directly on power poles, while big wind farms require 
the use of Main Supply Point (GPZ-MSP) that converts produced energy into higher 
voltage level to bring it to the high voltage transmission network.
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GPZ-MSP should be localized near wind farm due to capital-intensive and time-
consuming preparation of energy connection. Additionally, wind turbines should 
not be built in areas exposed to mining damage, with high seismic activity, or in 
areas at risk of eruptive river. Except localization, economic criteria should take 
into account cost of investment itself, where the biggest expense is cost of the wind 
turbines. Other expenses that will take place are the cost of design and preparatory 
works, cost of road infrastructure, cost of the earthworks, and cost of connection 
to several utilities. Also, there are also some operating costs during wind turbine 
normal operation. There are taxes, insurance payments, technical service, envi-
ronmental fees (they appear to be sometimes very high), and possibly some other 
depending on location and other aspects.
When choosing a location, social conditions should be taken into account. It 
must be estimated how much wind turbine construction may improve or worsen 
the comfort of life for residents of nearby towns and villages. Before starting a 
project, consultations should be carried out with local authorities, to recognize 
city development plan and provide information about the scale of the investment 
and social, economic, and environmental consequences. Local authorities usually 
accept investments in wind turbines, because they see the chance to increase budget 
income from local taxes. At the same time local communities are afraid of the influ-
ence of such wind turbines on their health and surrounding landscape. Therefore, 
during the preparation and construction of wind turbine, educational activities 
should be carried out to provide relevant information about project wind energy 
among the public [12].
2.2 Criteria for choosing a location for solar system
When calculating revenues from investments in solar energy, the first param-
eter to consider is latitude. Let us suppose that the Earth is round (a sphere). This 
causes the rays from the sun to hit the Earth’s surface at different angles, ranging 
from 0° (when the sun is above the horizon) to 90° (when the sun is perpendicular 
to the Earth). The angle of incidence of sunlight depends on geographic location, 
the time of year, and the time of day. The power of the rays from the sun describes 
such quantities as solar radiation, Global Horizontal Irradiance, Direct Normal 
Irradiance, Diffuse Horizontal Irradiance (DIF), and insolation. Solar radiation, 
often called the solar resource, is a general term for energy emitted from the sun in 
the form of electromagnetic waves. There is also defined GHI which is the ratio of 
the total amount of shortwave radiation falling horizontally on ground from outer 
space. This is the value that best describes the parameters for solar installations and 
includes both DNI and DIF parameters. Most energy radiated from the sun hits the 
Earth’s surface when the sun is perpendicular to it. The smaller the angle, the more 
the rays from sun dissipate, providing less energy. Therefore, the amount of energy 
acquired from the Sun is usually determined by DNI parameter, which means the 
amount of solar radiation received per unit area by a given surface measured on 
a flat plane perpendicular (or normal) to the rays from the sun. This is one of the 
most important parameters that should be considered in order to maximize the 
efficiency of photovoltaic panels. The DHI means a quantity of energy received per 
area unit by a surface (which is not subjected to any shade) that does not arrive in 
a direct path from the sun but is scattered by molecules and particles in the atmo-
sphere and comes potentially from all directions [13–15].
According to [16], uncertainty reduction related to the insolation in each area 
directly implies increasing the predictability of energy production capabilities. 
Insolation measures the solar energy and is the resultant on a specified area over a 
period of time and is expressed in two ways. The first one is watt-hours per square 
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meter (Wh/m2) measured per day which represents the average amount of energy 
hitting the area each day. The second way represents the average amount of power 
hitting the area over the entire year and is expressed in watts per square meter 
(W/m2) [13, 14].
When defining solar photovoltaic module for project there are needed data that 
describes insolation. To know the values for each region, the required and proper 
surface area of solar panels can be calculated. In order to acquire reliable and objec-
tive values that describe solar efficiency, their measurements should be carried out 
for a period of 5 years and take the mean value from this period to compute solar 
effectiveness. This long period for observations is caused by the varied weather 
conditions that may occur during these years, where the number of sunny and 
cloudless days changes. Those values may also be obtained from solar resource map 
© 2019 Solargis [17]. It is very important to remember about uneven distribution of 
sunlight that results from meteorological (number of sunny days) and geographi-
cal (variable day length) conditions. In winter sunlight may be up to seven times 
weaker than in summer. In Poland between May and July, the Sun allows to pro-
duce near 200 kWh/m2, but in winter—between December and January—it is no 
more than 32 kWh/m2; solar energy resources in Poland are characterized by high 
variability throughout the year. Up to 77% of the year’s solar energy is available in 
6 months of spring–summer period (April–September).
Apart from the sunshine conditions discussed above during solar panel selec-
tion, there are more conditions that have to be taken into account such as air 
pollution and precipitation. Temperature, air pollution, and dirt factors of PV 
module reduce the conversion efficiency of the solar plant equipment. Oberlander 
in his BSc thesis [18] showed that dirty PV cells in damp climates cause significant 
losses of output power. He showed that there is a 9% loss greater in PV module 
efficiency from 12 g/m2 polluted area than previously reported efficiency losses in 
other literature. Experimental researches presented in [19] showed that dirt settling 
from construction pollutants (plaster, cement, and borax) in the form of layer of 
weight of 10 g reduces performance of the PV panels by over 25.8%. Xiaoyuan et al. 
showed in their work [20] that aerosol pollution in China reduces the production 
on optimally tilted fixed PV panels by up to 1.5 kWh/m2 per day, incurring a high 
percentage decrease (25–35%) in polluted northern and eastern China. Etim et al. 
in [21] showed also that solar energy decreases as relative humidity and high rainfall 
increase.
Additionally, a factor that has an impact on investment in solar energy decisions 
is refunding. As part of EU policy, companies can receive funding for renewable 
energy sources. In Poland the National Fund for Environmental Protection and 
Water Management offers loans and subsidies and other forms of refunds for 
local governments, public organizations, and social organizations as well as for 
individuals.
3. Theoretical and methodological foundations of GMA
Nowadays, more and more engineering problems are related to innovation and 
optimization of production processes, and analytical methods used so far do not 
provide ready algorithms for their solution. Here we are talking about creative prob-
lems, in which when solving, synthesis is more important than analysis, intuition 
than logical thinking, and subconsciousness than consciousness. The answer to 
demand formulated this way was the development of creative-thinking methods 
that support best or optimal result search. Optimization methods are used when 
the solution concept is known for mechanical device or service. On the other hand, 
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during search of solution for innovative solutions and original idea, where the main 
role plays unlimited human ingenuity, creative solving methods are used, called 
also inventive methods. GMA is one of inventive methods. According to method’s 
creator Zwicky, morphological analysis is the method for identifying, indexing, 
and investigating the total set of relationships or “configurations” contained in 
multidimensional, non-quantifiable complex problem [22–25]. GMA is often called 
the method of producing inventions, because the way of processing according to its 
principles forces ordering temporary and potential solution proposals at the begin-
ning and next joining them into new potential solution proposals. This method 
allows or even imposes joining new value of two or more proposals, solutions, and 
conceptions although on the beginning it seems to be absurd or even impossible. 
The basic rules of methodical conduct according to are described below GMA.
Precisely identifying and defining parameters (or dimensions) of the complex 
problem are the starting point of GMA application. Identified parameters (or 
dimensions) are called fundamental variables. These variables represent the con-
sidered meta-model research in the initial problem space called the morphosphere. 
Please note that a morphological model contains only discrete variables, even if 
variable in morphosphere looks like a continuous variable (e.g., product mass or 
construction dimensions); it is treated as discrete and evaluated in this way. Next, 
for each parameter (fundamental variable), should be define the set of value. These 
values represent possible, appropriate states or conditions that each parameter 
can adopt. In this way, a set of ideas is developed, which can be separate solutions 
or cases. Then for each of these variables, a range of relevant values or conditions 
is assigned. In the next step, a multidimensional matrix is being created called a 
morphological box or “Zwicky’s box.” The morphological box is created by setting 
all considered variables together with their features, values, states, etc. Each cell of 
the morphological box contains one particular “value” or condition from each of the 
fundamental variables. Internally it is a typological field containing all the possible 
involved relationships. A graphic interpretation of the typological field is a physi-
cal space assuming that it does not exceed three variables. When there are more 
variables, graphical interpretation becomes hyperspace. In such cases its creation is 
omitted by combining variables within each other [22–26].
In the next step, the formal configurations or potential morphotypes are deter-
mined, i.e., all combinations between individual ideas for all parameters. Every 
element of the formal configurations becomes a potential solution, so it requires 
further analysis. By the term morphological analysis, we mean searching for a 
subset r-connections in a given formal configuration. All r-connections or part of 
them may be chosen using morphological research: by systematic enumeration, by 
limited enumeration, by randomization, by random walk method, and by similarity 
methods or sequentially.
Depending on the enumeration method, r-connection different varieties of 
morphological method can be obtained in result. In morphological method search-
ing for creative solutions takes place in a specific cycle (Table 1).
The first stage of morphological analysis involves recognizing the problem and 
proceeds in two phases. First phase involves setting boundaries of problem. The 
main purpose of this phase is to define the full shape of a given problem. The natu-
ral tendency to narrow the problem should be overcome, but on the other hand, it is 
necessary to define boundary points, which further help to define problem precisely 
and to realize the second phase of this stage.
Further in the second phase, the range of these variables is determined. Therefore, 
ideas are sought to implement fragment of the problem, as if it did not exist as a whole. 
This assumption has a significant impact on the number and quality of ideas, because 
during searching for a solution of a problem, we are not limited by the requirements 
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and conditions forced by the whole problem. In this way it is easier to break away from 
existing solutions and the same way to prepare new ground for new proposals.
Third stage, depending on the number of variables, begins with construction 
of morphological box or morphological field. Each coordinate of morphological 
box represents certain parameter or states. “Coordinate measure” represents the 
next idea. By multiplying the “measures,” a morphological product is obtained. In 
this way a very rich set of potential solutions that include original solutions arises. 
Thanks to methodical requirements, it can be combined into new value ideas which 
previously appears impossible to aggregate. Normative elements are introduced 
after creating the morphological product. At this stage a lot of solution variants are 
developed. Some of them are solutions known to public, simple, and used for a long 
time, and therefore they are rejected. Some others are rejected because of contra-
dictions or senselessness. However, there are a lot of combinations that give many 
features to new and innovative solutions.
Finding new solutions requires reducing the size of the morphological box or mor-
phological field. Various selection techniques are used for this purpose, but in sequen-
tial study, the discovery matrix is appropriate, a tool proposed by Moles [27, 28]. In 
the morphospace any pair of parameters is selected—fundamental variables—and 
their ranges are listed in two-dimensional matrixes. The next step is to compare these 
pair of parameters. It is assessed whether—or to what extent—a given pair of param-
eters can coexist, i.e. represent a coherent relationship. If not—pair of parameters is 
eliminated from further analysis. In this way, only pairs of parameters that are not 
logically contradictory or empirically limited are subject to further analysis. Selected 
morphological products are then paired with the next parameter—variable—in order 
to get new discovery matrix, and new morphological products from this matrix are 
treated the same way as in the initial matrix. As a result, the morphological space is 
reduced from many to several solutions, but which of them becomes basis to specific 
projects is determined by criteria defined in problem definition phase.
The synthesis and evaluation of ideas are carried out repeatedly, until the 
researchers are convinced that all the possibilities of obtaining a new idea are 
exhausted. The work ends with the development of several reasonable proposals, 
from which the best ones are selected. It is usually recommended to develop at least 
five proposals and then choose the best optimal solution from them.
4. Application of GMA for optimization of hybrid solar-wind system
The purpose of the morphological analysis was to optimally select the components 
of an ecological energy source. The following problem parameters were considered: 
Stages Phases The most commonly used 
supportive methods
Recognition of the 
problem
• Determining the limits of the problem
• Defining the problem
Teratological method
Analysis of the 
problem
• Identification of problem parameters
• Search for possible parameter states
Brainstorm
Synectic techniques
Problem synthesis • Construction of the morphological box 
or morphological field
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type of energy used (P1), photovoltaic cell type (P2), place of installation of PV panels 
(P3), wind turbine assembly location (P4), type of wind turbine (P5), number of tur-
bine blades (P6), wind turbine blade material (P7), and type of battery (P8). Then, for 
each parameter, its states, attributes, or values were specified. In this way, an 8-param-
eter field in morphological format was developed. This field contains 8 parameters and 
69,120 possible (formal) configurations, one of which is shown in Table 2.
Considering the design assumptions, the following attributes and values of 
individual parameters were considered:
• For P1: wind energy (P1.1), solar energy (P1.2), and wind and solar energy 
simultaneously (P1.3)
• For P2: monocrystalline cells (P2.1), polycrystalline cells (P2.2), amorphous 
silicon cells (P2.3), CIGS cells (P2.4), CdTe cells (P2.5), and dye-sensitized 
solar cells (P2.6)
• For P3: ground surface (P3.1), vertical wall of the building (P3.2), slanting roof 
of the building (P3.3), and flat roof of the building (P3.4);
• For P4: vertical (P4.1) and horizontal wind turbine (P4.2)
• For P5: one-blade turbine (P5.1), two-blade turbine (P5.2), three-blade turbine 
(P5.3), three-blade turbine with diffuser (P5.4), four-blade turbine (P5.5), and 
multi-blade turbine (P5.6)
• For P6: carbon fiber (P6.1), glass fiber (P6.2), aluminum (P6.3), wood-rein-
forced epoxy resin (P6.4), and steel (P6.5)
• For P7: ground surface (P7.1), vertical wall of the building (P7.2), slanting roof 
of the building (P7.3), and flat roof of the building (P7.4)
• For P8: classic acid (P8.1), gel (P8.2), absorbed glass mat (P8.3), and lithium 
ion (P8.4)
The next step in the analysis-synthesis process was the reduction of morpho-
logical field. This was done in cross-consistency assessment process [25]. For this 
purpose, all of the parameter values in the morphological field were compared with 
all others, in the form of a discovery matrix. The first discovery matrix compares 
the first two parameters (Table 3).
Due to, that system which bases only on one renewable energy source is com-
pletely dependent on unpredictable weather factors, this approach was rejected. 
P1 P2 P3 P4 P5 P6 P7 P8
P1.1 P2.1 P3.1 P4.1 P5.1 P6.1 P7.1 P8.1
P1.2 P2.2 P3.2 P4.2 P5.2 P6.2 P7.2 P8.2
P1.3 P2.3 P3.3 P5.3 P6.3 P7.3 P8.3




Segment of morphological field—One is shown.
Modeling, Simulation and Optimization of Wind Farms and Hybrid Systems
170
Solutions based on one renewable energy source make continuous production of 
electrical energy impossible. There is naturally inverse correlation between solar and 
wind energy generation. During long sunny days, insolation is high and wind speed 
is usually low, whereas during shorter days, during winter, wind speeds are high and 
insolation is low. As mentioned earlier, differences in weather conditions are also 
visible between day and night as well as between the seasons. Therefore, in areas 
with seasonal climate, hybrid solution should be the best, because neither photovol-
taic panels nor wind turbines can meet the daily demand on electricity. Therefore, 
in the first discovery matrix, only hybrid solutions were approved. Next, the basic 
electron device used to change solar energy into electricity using the photovoltaic 
effect was considered. Depending on the material used and its structure, several 
types of solar cells can be distinguished. Between all solar cells of the first genera-
tion, best efficiency (18–22%) is achieved by monocrystalline cells. However, cells 
of this type are quite expensive, so the ratio of costs incurred to better performance 
is economically inefficient. Therefore, solutions that use this type of solar cells are 
rejected. Nowadays, in Poland polycrystalline panels are most often used. These 
cells have lower efficiency than the previous (14–18%) and lower price for modules. 
However, they are less energy-intensive in production in comparison to monocrystal-
line cells, and both types have a lifetime of 25 year. In addition, in latitude where 
Poland is located, there are different sunlight conditions. Polycrystalline cells during 
operation apart from direct sunlight capture much more reflected and refracted 
sunlight than monocrystalline cells. Polycrystalline panels work stably throughout 
the year. In addition, the price-performance ratio is more favorable for them. For 
this reason, they were accepted. The next stages describing P2 are three cells of the 
second generation: amorphous silicon, CIGS, and CdTe cells. A characteristic feature 
of these cells is a very small thickness of semiconductor layer that absorbs light. 
These cells are cheaper in production than cells of first generation, and production 
process is more automated. Such solar cells can be produced by a method similar to 
printing, which is very efficient and does not require large amounts of energy. They 
are interesting alternative to photovoltaic development. However, the performance 
of these solar cells is lower than that of the first-generation cells and is, respectively, 
for amorphous silicon, 6–10%; CIGS, 12–15%, and CdTe, 10–12%. Amorphous 
cells and CdTe cells due to its lowest efficiency were rejected, while CIGS cells were 
accepted. The last taken into account type of solar cells are cells of third genera-
tion, dye-sensitized solar cells. They are characterized by simple construction, the 
lowest price, and very low efficiency. In the future, these cells are expected to be 
more efficient because their work will take place in a wide spectrum of radiation, 
so that energy production will occur even in areas that are not exposed to sunlight. 
It seems that in the future it will be an ideal solution in Poland. But at present, cells 
P1.1 P1.2 P1.3
P2.1. x x x
P2.2. x x
P2.3. x x x
P2.4. x x
P2.5. x x x
P2.6. x x x
Table 3. 
The first discovery matrix.
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of this type should be rejected. Todays in Poland the first-generation cells perform 
best. However, if within a few years nothing new appears in the production of silicon 
cells and the production of the third generation cell will gain momentum and the 
efficiency of their work will increase, they will probably be an ideal tool for generat-
ing green energy from solar radiation in Poland. Thus, combinations in gray cells in 
Table 3 go on to the further CCA process. These combinations were combined with 
the third parameter, as shown in the second discovery matrix, in Table 4.
Installing PV panels on the ground requires more space because of the need 
to place them at a distance from each other to avoid mutual shading. In addition, 
when the PV installation is located too low, its shading occurs in the morning and 
evening hours and thus the inability to obtain the maximum amount of energy. 
For this reason, ground PV systems should be raised to a height of about 1.5–2.5 m, 
which will not look too esthetically. Therefore, the option of installing a PV system 
on the ground was rejected. The optimal installation place for PV panels is a pitched 
roof facing south (possibly east and west) with an angle of inclination of 30–35°. 
A deviation of 15° to the vertical or horizontal from this angle will not cause losses 
greater than 4%. For flat roofs or roofs with a different degree of inclination, special 
arrangement correction frames are used, on which the panels are mounted. In addi-
tion, the location of the panels on the roof hinders vandalism and theft. Therefore, 
this solution was accepted. Installing PV panels on a flat roof was rejected because 
of the design assumptions. PV systems are rarely mounted on building walls due to 
the appearance of the facade. On the other hand, however, the panels that will be 
mounted on the south wall of the property are very efficient and easy to clean and 
maintain. The vertical arrangement of the panels eliminates the problem of snow 
which, in the case of roof and ground panels, limits the access of sunlight. That’s 
why this solution was accepted. Thus, combinations in cells marked gray in Table 4 
go on to further CCA process. These combinations were combined with the next 
parameter, as shown in the third discovery matrix, in Table 5.
Horizontal axis wind turbines are most often used. They have high performance 
(efficiency, small fluctuations in torque) in strong wind conditions. They are also 
characterized by high reliability, ease of service, and low cost. The main advantage 
of these turbines over a vertical axis turbine is efficiency. The latter have low effi-
ciency and much larger their dimensions are needed to produce the same amount 
of energy as a horizontal axis wind turbine. Therefore, this type of turbine has been 
rejected. Thus, combinations in cells marked gray in Table 5 go on to further CCA 
process. These combinations were combined with the next parameter, as shown in 
the fourth discovery matrix, in Table 6.
Increasing the number of wind turbine blades results in a higher drive torque 
but a lower rotational speed. In turn, smaller number of blades increases the turbine 
speed. The use of single-blade and double-blade turbines results in a low weight 
of the rotor, which theoretically translates into a lower cost of its implementation. 







The second discovery matrix.
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monoplane turbines, they are quite noisy. Turbine noise, which increases as the 
speed increases, should be considered. Therefore, single-blade and double-blade 
turbines were rejected. Three-blade turbines are currently used most often due 
to a very good balance of aerodynamic forces, as well as high stability of work by 
balancing gyroscopic forces and uniform torque. Three-blade turbines are charac-
terized by high efficiency, and it was decided to be accepted. Three-blade turbines 
with a diffuser are also noteworthy. The use of a diffuser results in less sensitivity 
to turbulence, greater structural integrity, better fatigue strength, greater torque at 
low wind speeds, lower load fluctuations that act on turbine blades, quieter turbine 
operation, and higher allowable rotational speed. Therefore, this solution was also 
accepted. The aerodynamic efficiency of the turbine increases with the number 
of rotor blades. However, this relationship is not linear, and the addition of each 
subsequent blade increases performance. Multi-blade turbines deliver high torque at 
low wind speeds. For the purposes of the project, it will be more desirable to achieve 
high speed but with less torque. Increasing the number of blades will cause a reverse 
reaction; therefore, four- and multi-blade turbine concepts were rejected. Thus, 
the combinations in cells marked gray in Table 6 go on to further CCA process. 
These combinations were combined with the next parameter, as shown in the fifth 
discovery matrix, in Table 7.
The vast majority of wind turbine blades are made of fiberglass reinforced 
with epoxy resin or polyester. There are also solutions using carbon fiber, but they 
are very expensive, and their use in this case is economically unjustified. Turbines 
made of wood reinforced with epoxy resin have not gained much popularity 
so far. Turbines of very small sizes, in turn, can be made of steel or aluminum 
blades, but they are quite heavy and susceptible to material fatigue. Thus, com-
binations in cells marked gray in Table 7 go on to further CCA process. These 
combinations were combined with the next parameter, as shown in the sixthth 
discovery matrix, in Table 8.
The wind turbine should be mounted above the roof of the building, which is 
usually the biggest obstacle to wind. Therefore, installing the turbine on the ground 
involves the necessity to erect a high-altitude tower (approx. 12 m), which increases 
investment costs. Placing the turbine on the roof of the building will save on the 
P1.3.P2.2.P3.2. P4.2 P1.3.P2.2.P3.3. P4.2 P1.3.P2.4.P.3.2. P4.2 P1.3.P2.4.P.3.3. P4.2
P5.1. x x x x
P5.2. x x x x
P5.3.
P5.4.
P5.5. x x x x
P5.6. x x x x
Table 6. 
The fourth discovery matrix.
P1.3.P2.2.P3.2 P1.3.P2.2.P3.3 P1.3.P2.4.P.3.2 P1.3.P2.4.P.3.3
P4.1. x x x x
P4.2.
Table 5. 
The third discovery matrix.
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cost of the tower and long electrical cables. Undoubtedly, the option of installing 
a wind turbine on a vertical wall of the building should be rejected. Also, due to 
the adopted design assumptions, among which the roof pitch is 35°, the flat roof is 
rejected. Therefore, guided by the costs, only the pitched roof was accepted. Thus, 
combinations in cells marked gray in Table 8 go on to further CCA process. These 
combinations were combined with the next parameter, as shown in the seventh 
discovery matrix, in Table 9.
If the system is not connected to the network, it is necessary to use batteries 
to ensure continuity of power supply to the receivers. Four types of batteries 
were considered. Acid batteries are classic batteries in which the electrolyte in 
liquid form fills the cell. When designing PV installations, classic batteries with 
armored positive plate are recommended. The disadvantage of this type of battery 
may be the need to buy additional equipment and gas recombinators, due to the 
possible release of harmful sulfuric acid fumes. These batteries have relatively the 
lowest lifetime and poor performance at high discharges. In turn, the advantage 
of these batteries is their low price. The undoubted advantage of gel batteries is 
the high charging efficiency, having no effect of electrolyte stratification during 
charging, and lower ventilation requirements. Due to the fact that the PV system 
battery will work cyclically, at this stage acid batteries are rejected. In gel batter-
ies intended for PV installations, full recovery from deep discharge is possible, 
as well as an increased number of deep charging and discharging cycles thanks 
to the use of positive armor plates in the electrodes. In addition, gel batteries are 









































P6.1. x x x x x x x x
P6.2.
P6.3. x x x x x x x x
P6.4. x x x x x x x x
P6.5. x x x x x x x x
Table 7. 

















































P7.1. x x x x x x x x
P7.2. x x x x x x x x
P7.3.
P7.4. x x x x x x x x
Table 8. 
The sixth discovery matrix.
Modeling, Simulation and Optimization of Wind Farms and Hybrid Systems
174
batteries. Their lifetime and the number of charging and discharging cycles are 
definitely the longest. Gel batteries best tolerate variable temperature fluctuations 
that occur in temperate climates. Unfortunately, they are the most expensive. In 
battery based on AGM technology, the possibility of electrolyte leakage from a 
mechanically damaged battery has been eliminated. Accumulators of this type 
have a one-way pressure valve, which, with an excessive increase in pressure of 
accumulated gases, opens, eliminating the problem of incorrect charging and 
discharging performance. This design will ensure high efficiency of the internal 
recombination process. Advantages of this battery are the ability to install in any 
position and to reduce the initial costs compared to gel batteries. However, these 
batteries have the shortest service life and the fewest charge and discharge cycles. 
Therefore, they will certainly not be taken into account. Despite the low price, 
they are characterized by short life and low efficiency at high discharges. On the 
basis of the pros and cons analysis, the gel battery was selected, and the AGM 
battery was also rejected. In addition to the mentioned batteries, there are also 
lithium-ion batteries that are characterized by long life, reliability, a wide range of 
operating temperatures, low internal resistance, and higher efficiency than lead-
acid batteries. Lithium-ion batteries save space and weight when accumulating 
the same amount of energy. Their disadvantage is undoubtedly the price, because 
in relation to lead-acid batteries, they are much more expensive. Therefore, this 
solution was also rejected.
Performing morphological analysis using the Moles discovery matrix method 
allowed to obtain 8 optimal solutions from 69,120 possible combinations. They are:
• Hybrid solar-wind system consisting of PV panels made of polycrystalline 
cells and mounted on vertical wall of the building, three-bladed (made of 
fiberglass) horizontal turbine mounted on slanting roof of the building, and 
gel battery
• Hybrid solar-wind system consisting of PV panels made of CIGS cells and 
mounted on vertical wall of the building, three-bladed (made of fiberglass) 
horizontal turbine mounted on slanting roof of the building, and gel battery
• Hybrid solar-wind system consisting of PV panels made of polycrystalline 
cells and mounted on slanting roof of the building, three-bladed (made of 


























































P8.1. x x x x x x x x
P8.2.
P8.3. x x x x x x x x
P8.4. x x x x x x x x
Table 9. 
The seventh discovery matrix.
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• Hybrid solar-wind system consisting of PV panels made of CIGS cells and 
mounted on slanting roof of the building, three-bladed (made of fiberglass) 
horizontal turbine mounted on a slanting roof of the building, and gel 
battery
• Hybrid solar-wind system consisting of PV panels made of polycrystalline 
cells and mounted on vertical wall of the building, three-bladed (made of 
fiberglass) horizontal turbine with diffuser mounted on a slanting roof of the 
building, and gel battery
• Hybrid solar-wind system consisting of PV panels made of CIGS cells and mounted 
on vertical wall of the building, three-bladed (made of fiberglass) horizontal 
turbine with diffuser mounted on a slanting roof of the building, and gel battery
• Hybrid solar-wind system consisting of PV panels made of polycrystalline 
cells and mounted on slanting roof of the building, three-bladed (made of 
fiberglass) horizontal turbine with diffuser mounted on slanting roof of the 
building, and gel battery
• Hybrid solar-wind system consisting of PV panels made of CIGS cells and 
mounted on slanting roof of the building, three-bladed (made of fiberglass) 
horizontal turbine with diffuser mounted on slanting roof of the building, and 
gel battery
5. Numerical model of hybrid solar-wind system
Based on GMA, a hybrid solar-wind system consisting of PV panels made of 
polycrystalline cells and three-blade horizontal axis wind turbine mounted on the 
slanting roof of the building and gel battery was selected for numerical testing. This 
installation has the task of supporting the supply of a 250 m2 single-family house 
in electricity. The house is located in the temperate climate zone, in Poland in the 
Silesian Voivodeship. Data regarding the value of insolation and wind maps for the 
selected location come from [2, 7]. The average monthly demand for electricity was 
estimated on the basis of data taken from [29]. The block diagram of the designed 
hybrid system is presented in Figure 1. On its basis, a model will be developed in 
MATLAB/Simulink software.
In order to carry out example numerical simulations, a hybrid system was mod-
eled consisting of:
• Upwind three-blades wind turbine with the following parameters: max power 
500 W; rated voltage 12 V; start up, cut in, and cut out wind speed 2, 3.5, and 
30 m/s, respectively; and rotor diameter 2.5 m. It is equipped with a mechani-
cal locking system and a three-phase asynchronous motor. The generator’s 
efficiency is 96%.
• Eight PV panels with 330 W for each connected in parallel. Their parameters 
are maximum power 33 W, maximum power voltage 58 V, maximum power 
current 5.7A, open-circuit voltage 69.7 V, efficiency 19.8%, and size 1590 × 
1053 × 35.
• Four batteries with maximum capacity 150 Ah each and nominal voltage 12 V.
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The graph of daily insolation, estimated on the basis of data taken from [17], 
and graph of average daily wind speed, estimated on the basis of data taken from 
[2] are shown in Figure 2, on (a) and (b), respectively.
Capabilities of modeled hybrid system are shown on Figure 3. These capabilities 
should be understood as energy that could be transferred without restrictions to the 
power grid, assuming inability to store surpluses.
The waveform demanded by household energy value during the day and battery 
charge status are shown on Figure 4.
How many times per year this system cannot cover energy demand may be 
shown by comparing household monthly demand on energy with energy produced 
by the hybrid system (Figure 5).
Figure 1. 
The block diagram of the designed hybrid system.
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Figure 3. 
Generated energy by (a) wind turbine, (b) hybrid system, and (c) PV panels.
Figure 2. 
The graph of average daily (a) insolation [Wh/m2] and (b) wind speed [m/s].
Figure 4. 
Waveform demanded by household energy value during the day and battery charge status.
Figure 5. 
Comparison of energy demand with the amount of missing Wh per month.
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6. Conclusions
At the beginning of this chapter, a brief introduction to the issue of energy 
sources is given. Further text discusses aspects that should be considered when 
choosing a location of both solar system and wind turbines. Text also provides 
arguments for a need to replace the nonrenewable energy sources with renewable 
ones. Then large part of the text discusses climatic, environmental, social, health, 
and ecologic aspects that should be considered during choosing a location for both 
solar panels and wind turbines. The next part of the chapter briefly introduces 
theory to General Morphological Analysis. Next, the practical application of GMA 
was described to optimize the structure of hybrid solar wind farms, preceded by a 
description of the adopted design assumptions.
At the end of the chapter, the developed numerical model of a hybrid solar-wind 
system in the MATLAB/Simulink environment was presented. Based on the data 
resulting from the simulations carried out for the adopted model of a hybrid solar-
wind power plant supplying the household, it can be concluded that the amount of 
missing energy, i.e., the difference between the demand and the energy generated by 
the modeled system, amounting to 15.67%, is a very satisfactory result. Therefore, 
observing the further development of solar cells and batteries, such energy sources 
for countries without very favorable climatic conditions, for example, in Poland, 
should be treated as a cost-effective alternative to nonrenewable energy sources.
At present, energy storage is a very expensive solution and for the analyzed 
configuration did not bring satisfactory results. The batteries for the input data 
used have reached the state of charge only a few times, while the stored energy 
has been used very quickly. Such operation causes very fast battery wear. Energy 
surplus could easily be stored in other ways, e.g., in water tanks, which would be a 
cheaper and definitely more ecological solution. Abandoning the storage of surplus 
in batteries would not bring significant losses in this case.
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The scope of this chapter is to assess the performance of hybrid power plants
and more specifically demonstrate the challenges of partnering the wind turbines
with gas turbines. A dynamic engine model of a gas turbine along with a wind
turbine model is developed to simulate plethora of scenarios for optimizing their
operation in terms of efficiency, fuel consumption and NOx emissions. Moreover,
a comparison between the hybrid power plant and a twin gas turbine power plant
is carried out to assess the improvement in both NOx emissions and fuel consump-
tion. The results demonstrate and illustrate the significant impact that dynamic
performance modeling has in the optimization and controller design of hybrid
power plant.
Keywords: wind energy, gas turbine, wind turbine, dynamic modeling,
MATLAB/Simulink, engine control
1. Introduction
The expansion of wind power plants has transformed the gas turbines operation.
The intermittent nature of wind prompts the gas turbines to operate with increased
flexibility, for supporting their renewable plant partners and maintaining the
stability of the electricity grid [1, 2]. Fast starts, shut downs and part load operation
[3–5] are governing the operating profile of modern engines. It is vital, for an
effective operation and maintenance (O&M) strategy, to employ tools and
technologies that will support our understanding for these complex and nonlinear
machines. Towards this end, gas turbine manufacturers have developed a suite
of programs and systems that can model, monitor and analyse a plants
performance [6].
Performance models of gas turbines, also called digital twins, play a significant
role [7, 8] towards optimizing their operation. Apart from a few examples in the
literature [9–11] most studies focus on steady state performance of gas turbines.
Recently, their transient behaviour has attracted attention since they are required
to act in partnership with renewables which are characterized by their
intermittent nature.
Dynamic performance models of gas turbines are capable of facilitating the
design of controllers that will enable the engines to fulfil their demanding new role
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[12]. From a condition based maintenance point of view, dynamic engine
models enable health monitoring, diagnostics [13–16] and prognostics [17, 18]
capabilities.
Consequently, the recent shift in the operating envelope of the gas turbine
has amplified the interest for developing real-time computationally efficient and
accurate engine models that can help gas turbine operators to have an informed
judgment about their assets. Furthermore, the monitored behaviour of the engine
at transient conditions can facilitate the controller design for plethora of
scenarios that involve gas turbines working in partnership with other energy
sources.
Among the various methods [19–22] proposed in the literature for gas turbine
performance simulation, the most common is the zero dimensional (0-D) approach
[14, 23] which can be also used for real time monitoring, diagnosis and prognosis.
From the transient performance analysis of a gas turbine one can identify important
trends in performance that could potentially initiate surge of compressor or exceed
temperature limits of engine. The simulation of plethora of scenarios provides
important insights of the engine’s behaviour and this is evident in cases where
carrying out an experiment is either not feasible or may be catastrophic for the
engine [24].
The two fundamental approaches for dynamic engine simulation are the itera-
tive constant mass flow (CMF) method [25–27] and the inter-component volume
(ICV) method [28]. Both of these methods have been extensively used for
performance simulation studies of gas turbines [29–35]. The ICV approach is based
on the flow imbalances during transient operation, where the CMF approach relies
on the iterative minimization of key thermodynamic parameters that are initially
guessed.
In this chapter, a model of a two-shaft gas turbine is developed in MATLAB/
Simulink environment and coupled with a wind turbine model in order to assess the
behaviour of the hybrid power plant in dynamic operating conditions. The devel-
oped engine model combines the above two approaches, since the CMF iterative
method [36, 37] used for steady state is subsequently integrated with the ICV
method for transient performance simulation.
The dynamic engine model utilizes component characteristic maps and is
coupled to the governing thermodynamic equations of the engine cycle. The simu-
lated scenarios of the engine operating under transient conditions provided key
findings that would be hazardous for an actual gas turbine. An engine controller has
been developed for enabling smooth and safe engine operation. The engine model
has been validated towards PROOSIS [14] gas turbine simulation software. Fur-
thermore, the behaviour of model is examined when the engine is coupled to a wind
farm in a hybrid arrangement.
A generic model of a wind turbine has been developed in Simulink and coupled
with the gas turbine model. The energy demand and the wind speed are designed to
vary with respect to time which forces the gas turbine to work under transient
conditions. This scenario provides additional information on the dynamic behav-
iour of the gas turbine and can also serve as a guide in controller design for hybrid
plants. Finally, the hybrid plant’s performance is compared to a twin gas turbine
only power plant for estimating the capability of the gas turbines to shut down and
their NOx emissions.
The remainder of this chapter is organized as follows. In Section 2, the method-
ology employed for the transient performance simulation along with the controller
design are described. The results of the case studies are presented and discussed in
Section 3, followed by the conclusions in Section 4.
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2. Methodology
2.1 Gas turbine mathematical model
For this study, the industrial gas turbine developed by the author in MATLAB/
Simulink [14], is briefly discussed in this chapter. The main components of the gas
turbine are the compressor, combustor, and turbine. The gas turbine’s exhaust gases
are driving a free power turbine which is coupled to an electricity generator, as seen
from Figure 1.
Station ‘1’ denotes ambient air pressure and temperature. The following notation
is used throughout the chapter. Temperatures and pressures are denoted by Ti and
Pi, respectively where subscript i ¼ 1, 2, 3, 4, 5 represents the engine station.
2.1.1 Compressor
The performance of the compressor is represented by a characteristic map which
presents the interrelationships between pressure ratio πc ¼ P2=P1, isentropic efficiency









Scaled maps from PROOSIS [14] simulation software have been used in this model.
Once the outputs of the map are determined, the temperature rise ΔT12 across









The work required to drive the compressor is given by
Wc ¼ _m1 � cpa � ΔT12 (2)
where cpa denotes the specific heat of air.
2.1.2 Combustor
The energy balance equation is governing the performance of the combustor as
follows:
_m1 � cpa � T2 þ _mf � LHV ¼ _m3 � cpg � T3 (3)
where LHV represents the fuel’s low heat value, and cpg is the specific heat of
combustion products. The heat input HI of the system is expressed as follows:
HI ¼ _mf � LHV (4)
which is further implemented for estimating the cycle’s thermal efficiency ηth.
Figure 1.
Representation of the two-shaft engine model along with its station numbering [14].
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Regarding emissions, the nitrogen oxides model developed by Rokke et al. [38],
and validated by Pires et al. [39], is implemented in this gas turbine model. The NOx
emissions are estimated from the following equation:
NOx ¼ 18:1 � P2=P1ð Þ1:42 � _m0:31 � f 0:72 (5)
where P2=P1 denotes compressor pressure ratio, _m1 denotes air mass flow rate,
and f denotes fuel to air ratio (i.e. _mf= _m1). The NOx emissions are measured in parts
per million by volume (ppmv) at 15% O2.
2.1.3 Turbine
Similar to the compressor, turbine performance is represented by a set of
characteristic maps that present the interrelationships between turbine pressure










It follows that the temperature drop ΔT34 across the turbine is computed by:









where γg is the heat capacity ratio of combustion products and for preliminary
performance calculations it may be assumed constant, i.e. γg ¼ 1:33. The work
extracted by the turbine is given by:
Wt ¼ ηm � _m3 � cpg � ΔT34 (7)
where cpg represents the specific heat of combustion gases and ηm is the
mechanical efficiency.
2.1.4 Power turbine
Similar to the turbine, the performance of the power turbine is represented by
characteristic maps that present the interrelationship between pressure ratio πpt,










The temperature drop ΔT45 across the power turbine is given by:









In this chapter, the speed of the free power turbine is assumed constant since it
is connected to an electricity generator. The work delivered by the power turbine is
the useful work UW of the cycle and is given by:
UW ¼ _m4 � cpg � ΔT45 (9)
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The thermal efficiency of the gas turbine system is given by:




and expressed as a percentage.
2.2 Dynamic simulation
The ICV method has been implemented in the development of the engine model
in MATLAB/Simulink environment [45, 46]. This method works on the principle
that mass flow imbalances occur during transient operation. Two plenum volumes,
one before the turbine and one after the turbine, have been added to the model, as
seen from Figure 2. The component maps for compressor, turbine and power
turbine are the same as the steady state model.
The fuel addition initiates the mass flow imbalances which are used to calculate
the rate of pressure variations. The description of the process is provided in the
following subsections.
2.2.1 Dynamics
Combustor: Volume 1—The mass flow continuity is used to calculate the pres-





_m1 þ _mf � _m3
 
(11)
where R, V1, and P2 denote gas constant, combustor volume, and compressor





where PLF is the combustor pressure loss factor and for this study a 5% drop in
pressure is assumed.





_m3 � _m4ð Þ (13)
where V2 and P4 denote duct volume and turbine delivery pressure, respectively.
The turbine outlet pressure can be calculated as a simple proportionality from:
Figure 2.
Schematic representation of the modular computational interaction of the transient engine model [14].
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where PLF is the turbine pressure loss factor and for this study we assumed that
there are no losses between the turbine and the power turbine, i.e. P4 ¼ P45.
Shaft—The difference between compressor Wc and turbine work Wt, is used in









where J is the shaft polar moment of inertia measured in kg m2.
System states—Assuming that the system’s state is denoted by u, and the set of
variables is represented by x then the state and control variables are defined as
follows:
x ¼ P2,P4,N½ �T (16)
u ¼ _mf (17)
The pressures P2 and P4, and shaft rotational speed N, at design point conditions
are the input parameters of the model. To summarize, the gas turbine dynamics
may be expressed as:
dx
dt
¼ f x, uð Þ (18)
2.2.2 Simulation process
The initial state values for the transient engine model are summarized in
Table 1.
It is noted that at steady state conditions the derivatives dP2=dt, dP4=dt and
dN=dt are all zero.
2.3 Controller design
Controller design is crucial for achieving a safe and reliable engine operation.
Among a variety of controllers suitable for gas turbine engines, the one
implemented in this study is a PI controller. Its objective is to regulate the fuel flow
rate _mf by comparing the speed demand Nd with the measured speed Nm of the
gas turbine. To achieve this both the fuel flow actuator and the speed sensor are
modelled by simple first order transfer functions [23, 32].
The process of the controller’s operation is schematically represented in
Figure 3. The actuating signal ε is driving the controller to generate a demand for
Symbol Parameter Value Units
P20 Compressor discharge pressure 1472 kPa
P40 Turbine exit pressure 406 kPa
N0 Gas generator shaft rotational speed 9000 rpm
Table 1.
The initial state for the transient engine model.
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fuel flow rate _mfd which is then translated to the movement of the actuator in order
to admit fuel _mf into the combustor. The engine responds to this command and the
measured engine speed is compared to the desired one.
The control function of this PI controller can be expressed as follows:
_mfd tð Þ ¼ Kpε tð Þ þ Ki
ðt
0
ε tð Þdt (19)
where ε tð Þ ¼ Nd tð Þ �Nm tð Þ, and Kp, Ki denote the coefficients of the propor-
tional and the integral terms, respectively. The transfer functions for the fuel
system actuator and the speed sensor are given by:
G1 sð Þ ¼
_mf sð Þ
_m fd sð Þ
¼ 1
0:05sþ 1 (20)
G2 sð Þ ¼ Nm sð ÞN sð Þ ¼
1
0:05sþ 1 (21)
The reader is prompted to [32], if a more advanced controller design is pursued.
However, for this study which focuses on enabling the engine to respond in a safe
manner during transient operation the proposed controller is capable to achieve this
objective. The proposed model has been validated towards PROOSIS gas turbine
simulation software and a full description of the validation case studies can be
found in [14].
2.4 Wind turbine model
A generic model of a wind turbine, available from MATLAB/Simulink [40], is
used in this study in order to assess the operation of a hybrid power plant when the
gas turbine is coupled to a wind farm.
The wind turbine’s performance is governed by pitch angle β, wind speed Vwind
and wind turbine speed Nwt. These are commonly represented in a performance
map, as seen in Figure 4. The power output of the wind turbine UWwt is given
by [40]:
UWwt ¼ Cp � ηmech � ηelect �
1
2
� ρ � A � V3wind (22)
where ρ denotes the mean air density over the rotor swept area A, ηmech denotes
mechanical efficiency of bearings, gear box, generator, etc., ηelect denotes electrical
efficiency of transformer, converter, etc., V3wind denotes the mean of the cubic wind
speed and Cp denotes the power coefficient. The power coefficient Cp depends on
the blade tip ratio λ and the blade pitch angle β. For this study a generic equation is
used as follows [40]:
Figure 3.
Block diagram of a speed controller for fuel flow regulation.
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Cp λ, βð Þ ¼ C1 C2=λi � C3β � C4ð Þe
�C5
λi þ C6λ (23)
where C1 ¼ 0:5176, C2 ¼ 116, C3 ¼ 0:4, C4 ¼ 5, C5 ¼ 21, and C6 ¼ 0:0068. The






β3 þ 1 (24)
The wind turbine model has three inputs namely β, Vwind, Nwt, and one output
UWwt.
The hybrid gas/wind power plant consists of a gas turbine and a wind farm with
variable power output. The total power output UWtotal from the hybrid power plant
is given by:
UWtotal ¼ UWgt þUWwt (25)
The energy gap ΔW imposed by the wind turbines is covered by the gas turbine.
This difference is expressed as follows:
ΔW ¼ DW �UWtotal (26)
Any instant that the demand is not met, then the gas turbine has to respond by
adjusting its fuel flow regulation. An algebraic constraint is used to constrain the
difference to zero (i.e. ΔW ¼ 0) by tuning the value of the demanded speed
from the gas turbine. The schematic diagram of the developed models is shown
in Figure 5.
It should be highlighted that the wind turbine used here is a generic and simple
model that fits the objective of this study. If one seeks a high fidelity performance
assessment of wind turbines, the reader is prompted to studies [41–44] which
address the dynamic response of the wind turbine at a greater detail.
Figure 4.
Wind turbine performance map representing the power output as a function of generator speed, for different
wind speeds and for a blade pitch angle β = 0 degrees [14].
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3. Results and discussions
3.1 Case study 1: transient step response with PI controller
This case study examines the transient performance of the engine when a PI
controller is implemented. The controller enables a smooth and safe engine opera-
tion. The schematic diagram of this control arrangement is shown in Figure 6.
The PI controller tunes the fuel flow rate according to the actuating signal arising
from the difference of demanded Nd and measured Nm shaft speed. The controller
design toolbox in Simulink provides a visual representation of the system’s behav-
iour and the user can select the desired response characteristics. this translates into a
unique set of control coefficients Kp and Ki, that update the engine’s controller. The
compressor surge and combustor flame-out limits, described in detail in [14], are
also integrated into the controller subsystems of the model, as seen from Figure 7.
The controller has to regulate the fuel flow into the engine by ensuring that this
command lies within the surge and flame-out limits. So depending on the
demanded shaft speed Nd and the ambient conditions T1, P1, two look up tables are
used to calculate the fuel flow rates that correspond to the surge _m fmax and flame-
out _m flow limits of the engine. When then fuel flow rate computed by the PI
controller violates these limits, then a switch is used to bound the final fuel flow rate
demand _mfd within them, as seen from Figure 7.
For this case study, the coefficients of the PI controller and the transient
response characteristics are summarized in Table 2.
Repeating the simulation of the engine model in Simulink results in a controlled
engine behaviour. A comparison between the behaviour of the engine model with-
out and with a PI controller is seen in Figure 8.
It becomes clear from Figure 8 that T3 is no longer exhibiting an oscillating
behaviour during this sudden increase in the demanded engine speed, since the fuel
flow has been modified through the PI controller.
Figure 5.
Block diagram of the hybrid gas/wind controller and optimization module [14].
Figure 6.
Schematic layout of the MATLAB/Simulink model with the controller [14].
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It is evident from Figure 8 that without a PI controller, where the fuel flow
command was not regulated, a large operational regime has occurred that would
have violated the firing temperature limits and may have led to compressor surge.
The implemented controller has resolved the above issue by regulating a fuel flow
rate that results in a smoother engine operating profile.
3.2 Case study 2: hybrid gas/wind power plant
The objective of this case study is to assess the performance of the gas turbine
when it is coupled to a wind farm. The design point performance of the wind
turbine is summarized in Table 3, and this refers to a generic wind turbine model
available in [40].
The time increment of the simulation is 1 ms and for a 10 s simulation there are
10,000 operating points. The results are correlated to a 10 h operation, which means
that for every minute there are 16 operating points. The size of the data support the
above decision as the nonlinear behaviour of the gas turbine is well captured. The
hybrid power plant, seen in Figure 9, consists of a gas turbine and 14 wind turbines.
Figure 7.
Detailed block diagram of the controller subsystem with the surge and flame-out limiting functions implemented




Rise time 0.896 Seconds




The parameters of the PI controller [14].
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The variation of wind speed with respect to time can be seen from Figure 10.
This variation is designed by having in mind that the gas turbine will commence its
operation close to its design point. At the 2 and 5 h mark the gas turbine will have to
respond to this change by decelerating and following the demand according to the
intermittent power output of the wind turbines.
The required power from the power plant ranges from 28 MW up to 37 MW.
The above is combined with the varying wind speed, and the resultant power
output of each system is shown in Figure 11.
The PI controller discussed in case study 1 is utilized here in combinationwith the
algebraic constraint optimizer. ThePI controller parameters are the sameas case study 1.
The power output varies with respect to time, as seen from Figure 12, where the
percentage of power output of each system is illustrated. The wind farm contributes
up to 70% of the demanded power, while the maximum power output contribution
from the gas turbine is 75%. A closer look at the shaft rotational speed N and
exhaust gas temperature T5, from Figures 13 and 14, reveals the dynamic response
of the gas turbine.
Figure 8.
Variation of the simulated measurements with respect to time from MATLAB/Simulink model of case study 1.
Symbol Parameter Value Units
Vwind Wind speed 12 m/s
Nwt Generator speed 1800 rpm
UWwt Power output 1500 kW
Table 3.
The design-point performance specifications of the wind turbine [14].
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Figure 9.
Schematic layout of the hybrid gas/wind power plant in Simulink [14].
Figure 10.
Variation of wind speed with respect to time [14].
Figure 11.
Time response of the gas turbine and the wind turbines to meet the fluctuating demand [14].
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Figure 13 shows that the speed of the gas turbine’s is dependent on the wind
speed which essentially dominates the behaviour of the wind farm. A pattern of
similar form is shown in the variation of the gas turbine’s exhaust temperature, seen
in Figure 14.
3.3 Case study 3: hybrid power plant comparison with a twin gas turbine plant
The primary aim of this case study is to carry out a comparative study between
the hybrid power plant and a plant that consists of two gas turbines only. To make
the comparison easier the hybrid power plant is referred to as Plant A and the twin
gas turbine plant is referred to as Plant B. Plant B’s gas turbine engines are identical
to the one of Plant A. The demanded power from both plants is the same. The
simulated scenario of this study corresponds to 10 h operation. The NOx emission
and fuel consumption for both plants are assessed. The power demanded from each
plant can be seen in Figure 15.
It should be noted that the demanded power signal has been designed in such a
way so that there are two occasions during which the power drops significantly and
peaks up again. There are two periods for which the engine of Plant A will be
required to shut down, in order to assess its shut down capabilities.
Figure 12.
The variation of the power output from the gas and wind turbines expressed as a percentage to total power
demand with respect to time [14].
Figure 13.
The variation of the gas turbine shaft rotational speed with respect to time [14].
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Figure 16 shows that the power output from the gas turbine and wind turbines
of Plant A. One hour into the operation, the gas turbine slowly decreases its power
output until the 2 h mark and will remain shut for half hour. After the 30 min break
the engine will fire up again, reach a power output of 25 MW and hover over this
power setting for another 3 h. At the 6 h mark, the engine will experience another
shut down event and will remain inactive for 1 h before starting up again and
remaining at approximately 26 MW for the final 2 h of operation.
1 h of operation, the power required from the engine decreases slowly with
respect to time and forces the engine to shut down and remain inactive for 30 min.
It then starts up again and in approximately 25 min reaches a power setting close to
its design point for the next 3 h. At the 6 h mark, the power output reduces faster as
it takes approximately 10 min to shut down the engine.
Traditionally, current industrial gas turbine engines are capable of shutting
down in less than 10 min [47]. On the other hand, a hot start up (i.e. less than 8 h
standstill) process may take less than 0.1 h (i.e. 6 min) with a ramp rate up to 15% of
nominal load per minute [48]. In addition, the fastest the start-up [49] and shut
downs are, the greater the economic benefit and the life cycle reduction are going to
be. Therefore start up and shut down processes should be optimized by taking into
consideration several operational constraints. The gas turbine of the hybrid plant in
Figure 14.
The variation of the gas turbine exhaust temperature with respect to time [14].
Figure 15.
Representation of power demanded from Plants A and B with respect to time [14].
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this case study is exhibiting fast response behaviour which is beneficial for the wind
turbines (Figure 17).
Meanwhile, the wind turbines remain operational during the entire 10 h. Given
that the power demanded from the plant has two occasions with significant load
fluctuations, both of them have to be accommodated by the flexibility of the gas
turbine since the wind farm’s power capacity has a priority in the grid for this
hybrid power plant.
For Plant B, both gas turbines have an identical load distribution, as shown in
Figure 17, and meet the demanded power. In contrast to the Plant A gas turbine,
Plant B engines operate at part load off-design conditions. The power output has a
substantial effect in the NOx emissions of gas turbines, as observed from Eq. (5),
since the higher the pressure ratio, the higher the TET and therefore the higher the
emissions are going to be.
The NOx emissions of both plants are shown in Figure 18. As expected, the NOx
emissions from Plant B are significantly higher than those of Plant A. The amount of
NOx emissions reduction is illustrated in Figure 19, where the emissions of Plant A
are compared to those of Plant B as a percentage.
The NOx emissions of Plant A are initially 43% less than that of Plant B and
increase to 100% when the gas turbine of Plant A shuts down. Regarding the fuel
consumption, Plant A consumes less fuel compared to Plant B, and this accounts to
Figure 16.
The variation of the power output from the gas and wind turbines of Plant A expressed with respect to
time [14].
Figure 17.
The variation of the power output from the gas turbines of Plant B expressed with respect to time [14].
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48%, as seen in Figure 20. Note that the fuel reduction represented in Figure 20
refers to the accumulated fuel flow. This case study amplifies the significance of
transient observations arising from simulating various dynamic operating scenarios
of gas turbines. Key findings about their behaviour, performance, environmental
impact and flexibility add value to our understanding of this technology especially
Figure 18.
The variation of NOx emissions for Plants A and B with respect to time [14].
Figure 19.
The variation of NOx emissions percentage reduction of Plant A in comparison to Plant B with respect to time.
Figure 20.
The accumulated variation of fuel percentage reduction of Plant A in comparison to Plant Bwith respect to time [14].
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when it is coupled with renewables. Finally, fast transient gas turbine manoeuvers
are essential to the stability of the grid in hybrid power plant arrangements. Addi-
tional promising technologies for wind speed forecasting might enable smoother
transient gas turbine operation in a hybrid gas/wind power plant.
As far as practical issues are concerned the developed model can be further
improved by a number of useful additions such as variable pitch control of the wind
turbine [50, 51], wind forecasting models [51], and adaptive model-tuning. Another
important aspect of this developed model is the fact that it enables users to simulate
numerous scenarios and can potentially feed its simulated measurements into a
multi-objective optimization process for improving the performance of gas turbine.
In addition, the model can accommodate degradation case studies [17] at compo-
nent and system level for improving the prediction accuracy and the computational
efficiency of diagnostic and prognostics algorithms.
4. Conclusions
In this chapter, a novel gas turbine engine model is presented that aims to
capture the nonlinear behaviour of modern gas turbines. The gas turbine model is
created in MATLAB/Simulink.
The engine model consolidates the iterative constant mass flow approach in
steady state conditions for initializing the state parameters to the dynamic model,
which utilizes the inter-component volume technique. The dynamic response of the
model has been evaluated for a hybrid gas/wind power plant comprising of 14 wind
turbines. The result of this analysis features the quick transient trajectories that the
gas turbine encounters as the consequence of variable wind speeds and fluctuating
energy demand. In addition, the behaviour of the hybrid power plant underlined
the requirement for transient simulation scenarios since several operating chal-
lenges must be addressed to maintain stability in the grid. Finally, the comparative
study of the hybrid power plant to a twin gas turbine plant for a 10 h operation
showed that the NOx emissions decrease from 40% to 100% depending on the
power setting of the engine.
The modularity, robustness and computational efficiency are key feature of the
developed engine model. The above features facilitate the performance assessment
and controller design of gas turbines that operate under transient conditions. Further-
more, the developed engine model can improve our understanding for these complex
machines and enables us to optimize the energy dispatch of a hybrid power plant. The
proposed model can also serve as a useful tool and guide in optimizing the perfor-
mance of a gas turbine powered-plant, monitoring its emissions and establishing a
reference for subsequent model-based diagnostics and prognostics studies.
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Chapter 10
Economic Analysis of Stand-Alone 
Hybrid Wind/PV/Diesel Water 
Pumping System: A Case Study in 
Egypt
Nagwa M. Khattab, Mervat A. Badr, 
Essam Tawfik El Shenawy, Hassan H. Sharawy  
and Marwa S. Shalaby
Abstract
The design and evaluation of a stand-alone hybrid renewable energy system for 
pumping underground water for small farm irrigation is presented. Given environ-
mental conditions, system specifications and daily load demand data, the optimal 
size of main system components is obtained using a sizing algorithm. Different 
renewable energy systems are compared using yearly simulations, on hourly base 
via specialized commercial software simulation packages PVSYST and HOMER, to 
simulate the system performance and to reach the optimum configurations based 
on the objective criteria. The criteria used in economic optimization are the net 
present cost and the cost of energy, with the percent of the capacity shortage. The 
following systems can be compared: PV only, PV with horizontal axis wind turbine, 
PV with vertical axis wind turbine, and PV with horizontal axis wind turbine and 
diesel generator and diesel generator only. The simulation also was carried out for 
different load patterns for optimum operation. The study was illustrated for climatic 
conditions of an isolated area in El-Tour City, Sinai, Egypt. The installed 3.42 kW PV 
water pumping system for irrigation purposes in the same site was also described.
Keywords: water pumping, stand-alone photovoltaic, wind turbine, hybrid system, 
diesel generator
1. Introduction
Egyptian Government has embarked an ambitious plan to develop new villages in 
the desert far from Nile River and Delta by reclaiming and cultivating 5 million acres 
over 5 years. The main challenge facing the government efforts is the inability of the 
current energy sources to provide those communities with the main infrastructures 
from energy and water to fulfill agriculture requirements. This is because these com-
munities are small, scattered and located in the desert far from the electricity grid.
Hence, the Egyptian Government strategies targeted providing agriculture water 
requirements (pumping and irrigation) for new rural areas by applying renewable 
energy systems. Clean, renewable energies such as solar and wind are considered 
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fast solutions to provide such communities with the energy necessities. The adopted 
approach has been motivated mainly by Egypt’s location that is endowed with 
abundant solar energy, adequate average wind speed besides long sea shores and 
underground water.
Among the renewable energy options that are currently in wide use are solar 
photovoltaic (PV) and small wind turbines (WT) for water pumping and irriga-
tion. Pumping water by mechanical wind mills in remote areas is an old technology 
[1, 2], and by renewable energy for the last few decades [3, 4]. Recently, many users 
of the water pumping have switched to solar energy via photovoltaic pumping for 
small systems, while for larger systems the diesel generations are still predominant 
for pumping water in Egypt [5]. Compared to PV systems and mechanical wind 
mills, small wind turbines are still in limited uses for water pumping systems in 
remote areas. Using hybrid photovoltaic/wind turbine (PV/WT) improves the 
water pumping reliability and increases the daily volume of the pumped water.
Different studies concerning the individual PV water pumping (PVWP) and 
wind turbine water pumping (WTWP) systems focused on the dynamic perfor-
mance of these systems, in particular the match between water demand and water 
supply [6]. Benghanem et al. [7] compared the performances of different PVWP 
configurations for different hydraulic heads. Kelley et al. [8] studied the feasibility 
of PVWP systems for irrigation as a function of location, while Rehman and Sahin 
[9] investigated the technical and economic performances of several small WTs to 
provide water in Saudi Arabia.
The performances of PVWP and WTWP systems have also been compared. 
Kumar and Kandpal [10] assessed the potential of PVWP and WTWP systems 
for irrigation in India. Diaz-Mendez et al. [11] presented a simple methodology to 
compare PVWP and WTWP for irrigation of commercial greenhouses in Spain, 
Cuba and Pakistan. The study mainly focused on the economic comparison between 
PVWP and WTWP systems for irrigation for three specific locations with no 
indication to the match between water demand and water supply and the effect of 
water supply on the crop yield.
One of the most important limitation facing applications of renewable energies 
is that no individual source of solar or wind energies is capable of supplying both 
reliability and cost-effective due to the intermittent nature of them. Moreover, 
fluctuations in production and time-dependent are other challenges for renewable 
energy utilization. Flexible demand management [12–14], and smart energy man-
agement [15, 16], are useful, but they do not fully suffice in maintaining the balance 
between production and demand of electricity.
Hybrid PV/WT systems which optimize the contribution of solar and wind 
energy sources generation to provide continuous base requirements are the better 
solution of this problem. Using a hybrid solar/wind system helps to use solar energy 
in case of small wind speed and use wind energy in case of low solar radiation 
levels. Vick and Neal [17] analyzed the operation of solar PV and wind turbine as 
individual systems as well as a PV/WT hybrid system as off-grid system for pump-
ing water. It was found that the hybrid system delivered more energy than only PV 
or wind by an amount of 28%. An additional buck/boost converter was also used as 
a controller to improve hybrid PV/WT water pumping system.
Research developments in the field of renewable energy-water pumping systems 
are reviewed by Gopal et al. [18]. They briefly reviewed hundreds of articles pub-
lished in the water pumping systems and investigated five different system configu-
rations with various types of energy; solar, wind, biomass, thermal and hybrid PV/
WT. They concluded that using renewable energy (solar or wind or hybrid) highly 
reduces the dependence of conventional energy with good environmental impact. 
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According to the meteorological data measured for the city of Xanthi, Greece and 
their systematic design approach for three different systems for water pumping 
which are; PV, WT and hybrid PV/WT, Skretas and Papadopoulos [19] concluded 
that the performance of hybrid system was better than that of solar or wind only.
Ma et al. [20] introduced a new solution of the problem concerning the energy 
storage in the renewable energy systems, especially in standalone systems. In that 
work, an important and most traditional storage technology was used, this is the 
pumped hydro storage (PHS) with a standalone renewable energy system (solar-
wind). They developed a mathematical model for the hybrid solar-wind system and 
applied according to the operating parameters on a case study to feed the required 
energy to a remote area in Hong Kong and examined its technical feasibility. Time 
dependent simulation results showed that the inherent fluctuations nature of the 
renewable energy sources can be effectively compensated by applying the PHS 
technology. This can provide a reliable and clean energy source power supply. They 
concluded that 100% of the energy autonomy in remote and rural areas can be 
achieved by pumped hydro storage-based hybrid renewable energy.
Many researchers used two public models for optimizing the hybrid renewable 
energy systems [21–23]. The first model was hybrid optimization model of electric 
renewable (HOMER) and the second was hybrid solar-wind system optimization 
model (HSWSO) [24]. The second model mainly used when using a storage battery 
bank in the hybrid system. The optimization process of the hybrid systems con-
cluded that using a storage tank for water storage is more cost effective than using 
a storage battery bank in hybrid solar-wind system, due to the higher maintenance 
and operation costs of the batteries and vice versa for the water storage.
Yahyaoui et al. [25] optimized the design of a hybrid solar-wind-pumped 
storage system in standalone mode for an isolated area. The initial design process of 
the system’s major components was presented, and optimized based on a techno-
economic evaluation. The proposed design was evaluated using yearly simulations, 
on hourly base, performed by specialized commercial software, PVSYST.
A methodology for optimal sizing design and strategy control based on differ-
ential flatness approach was applied to the hybrid stand-alone PV/WT systems by 
Tégania et al. [26]. The aim was to find, according to life time of the system provided 
that the required load energy is completely supplied by the system, the optimal 
design of the system components that ensure minimum system costs. The problem 
formulation and the generic algorithm are used in optimization methodology to opti-
mally configure the system, and the results are obtained using MATLAB/Simulink.
Therefore, the hybrid PV/WT system is usually installed to supply water in 
remote areas with considerably less costs and more reliable operation in case of 
inherent fluctuations of the renewable energy sources. The present study describes 
the main components of the installed stand-alone 3.42 kW PV water pumping sys-
tem for irrigation purposes in El-Tour city, Sinai, Egypt. To investigate the feasibil-
ity of small, decentralized hybrid PV/WT system for water required for irrigation 
purposes, a theoretical comparison between different renewable energy systems for 
water pumping is carried out in the selected site based on using yearly simulations, 
on hourly base via specialized commercial software simulation packages PVSYST 
and HOMER, for optimum operation. The compared systems are: (i) PV only, (ii) 
PV with horizontal axis wind turbine (PV/HAWT), (iii) PV with vertical axis wind 
turbine (PV/VAWT), (iv) PV with horizontal axis wind turbine and diesel genera-
tor (PV/HAWT/D) and (v) diesel generator only. The criteria used in economic 
optimization are the net present cost, the cost of energy with the amount of unmet 
load or percent of energy shortage. The optimization process was carried out for 
different load patterns.
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2. Installed PV/water pumping system
The installed small water pumping system is used to deliver water from a well for 
agriculture purposes in El-Tour city, Sinai, Egypt (latitude of 28.22° N and longitude 
of 33.61° E). The system consists of; the PV arrays, mechanical structure, pump 
controller and water pump.
Table 1 shows the site parameters; air temperature, wind speed and solar 
radiation levels, as average values. It is clear that the site has an annual average 
air temperature of 20.9°C with low values of wind speed reaches maximum value 
of 7 m/second which can be considered considerably low levels of wind speed. 
Figure 1 shows irradiation levels on a horizontal and an optimally tilted surface 
(30°) in El-Tour, Sinai [27]. It is seen that the location has high irradiation levels all 
Figure 1. 





IR on optimally tilted surface 
(Wh/m2/day)
Wind speed  
(m/second)
January 11.8 5650 4.70
February 12.7 6520 5.00
March 16.2 7760 4.70
April 21.0 7190 6.00
May 24.7 7200 6.50
June 26.8 7350 6.00
July 28.2 7320 5.90
August 28.1 7430 7.00
September 26.4 7290 6.00
October 22.8 7010 5.30
November 18.1 6100 4.90
December 13.4 5510 4.30
Annual 20.9 6860 5.53
Table 1. 
Average air temperature, wind speed and solar radiation levels in El-Tour, Sinai.
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over the year with an annual average of 6.86 kWh/m2/day on an optimally tilted 
surface. This average value can be considered one of the highest irradiation levels 










Characteristics of the PV system.
Figure 2. 
Wiring diagram of the pump controller.
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2.1 PV arrays
The PV system which is to drive the water pump motor, consists of 
3.42 kW-PV power (18 PV modules) arranged in two parallel strings, each of 
them has nine modules connected in series. According to this arrangement, the 
PV system gives operating voltage about 216 V and 16 A at standard test condi-
tions (STCs; 1000 w/m2 of irradiance, 25° of module temperature and 1.5 AM). 
Table 2 exhibits the characteristics of the used PV modules at STC.
2.2 Supporting structure
The supporting structure is used to fix the PV system facing south at tilt angle 
of 30° on the horizontal surface for optimum irradiation collection over the year. 
It is made of galvanized aluminum rods fitted via aluminum joints supported on 
eight concrete bases in order to ensure a stable and secure operation and to avoid 
vibrations or falling. This structure must withstand the environmental conditions 
of higher temperatures, humidity and wind speeds up to 15 m/second.
2.3 Pump controller
The pump controller is used to drive the pump electric motor via converting the 
input DC power from the PV arrays to the required AC power, voltages and currents 
suitable for the pump operation. The controller has many indicators to fully monitor 
the system operation. There are many protections features in the controller to safely 
start the pump at very low irradiation levels and protect it from vibrations and over 
load. Figure 2 shows the pump controller and the wiring diagram, while Table 3 
illustrates the controller’s parameter specifications.
2.4 Water pump
The water pump is solar-operated submersible pump with maximum flow 







Weight of motor and pump 18 kg
Table 4. 





















Specification 4 Max 
375
238 Max 15 98 −30 to 50 IP54 9
Table 3. 
Parameters of the pump controller.
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brushless DC motor, has no electronics in the motor. The electrical parameters of 
the pump motor are given in Table 4, while Figure 3 illustrates the pump chart.
3. Optimization of hybrid PV/WT pumping system
To reach optimum system configurations, alternative configurations supplying 
the estimated daily load pattern are used to simulate the system performance. The 
optimum system fulfills the load requirements within the acceptable percentage of 
unmet load which is one of the decision variables. Optimality condition is based on 
the objective minimum cost which is defined by two criteria; the first is the mini-
mum net present cost (NPC) and the second is the cost of energy (COE) generated 
from the system.
3.1 Hourly load curve estimation
The daily quantity of water required for irrigation is about 50 m3 in summer and 
42 m3 in winter. Water is pumped for 7 hours on average. Thus, the hourly pumped 
quantity is 7 m3/hour for summer and 6 m3/hour for winter. The submersed pump 
is installed at a distance 41 m from ground level, assuming that the tank is at 2 m 
above the ground, and then the total elevating head is 43 m. Then the electrical 
power required for water pumping for summer is about 1.5 kW and for winter 
1.3 kW. The estimated hourly electrical load is shown in Table 5.
Figure 3. 
Solar pump chart.
Time (hour) Winter Summer
Q (M3/hour) kW Q (M3/hour) kW
10 3 0.65 3 0.65
11 6 1.3 7 1.5
12 8 1.7 10 2.14
13 8 1.7 10 2.14
14 8 1.7 10 2.14
15 6 1.3 7 1.5
16 3 0.65 3 0.65
Table 5. 
Hourly electric load of water pumping system.
Modeling, Simulation and Optimization of Wind Farms and Hybrid Systems
212
For economic comparison purposes of the hybrid PV/WT pumping systems, five 
cases of the different investigated system configurations are simulated and ana-
lyzed using software packages PVSYST and HOMER. The proposed systems are as 
follows: (i) PV system, (ii) PV/HAWT), (iii) PV/VAWT, (iv) PV/VAWT/D and (v) 
diesel only system. The simulation is also carried out for different load patterns.
4. Results and discussion
4.1 Case 1: PV only
In this case, the system used the PV arrays only to drive the pump via a con-
verter. Four batteries (12 V, 200 AH each) were included in the system simulation 
to control the energy shortage. The NPC and COE resulted from system simulation 
over 25 years are shown in Table 6.
From Table 6, the total NPC of the PV system is 22,523$ and COE is 0.614$/
kWh. The capacity shortage is about 8% of the total load, although four batteries 
are included in the system simulation. Figures 4 and 5 illustrate the cash flow and 
energy flow summaries of PV pumping system.
The cash flow summary shows that the capital cost of the PV modules is 5000$ 
and the O&M costs over 25 years lifetime is 5337$, this means that the total PV costs 
over the simulation period is 10,337$. The batteries capital 1800$, replacement 
cost over system lifetime is 4903$ and batteries O&M cost is 2135$. Hence the total 
batteries cost is 8711$. This means that batteries total cost is about 38.7% of system 
total NPC. The energy summary (Figure 8) shows that although 4.7% of the load 
is not supported (unmet load) about 31.6% of the generated electricity is wasted 
(excess energy).
4.2 Case 2: PV/HAWT
The second case used hybrid PV arrays with 1 kW horizontal axis wind turbine 
to drive the pumping system via controller in addition to the four batteries used in 
case 1. The simulation was carried out for two cases according to the life time of the 
PV array (25 years) and lifetime of the wind turbine (15 years). The power curve 
of the used wind turbine is shown in Figure 9. It is clear that the monthly aver-
age wind speed on site are 5.53 m/second (Table 1) which is much lower than the 
turbine rated wind speed about 10 m/second (Figure 6), which is greatly affect to 
the performance of the used wind turbine and hence overall system economics.
Tables 7 and 8 show the simulation results of the PV/HAWT pumping system 
over 25 and 15 years, respectively. It is clear that the NPC of the system are 31,988 
and 25,019$ while the COE are 0.855 and 0.834$/kWh for both cases, which are 
higher than case of PV only (Table 6). In other words, the PV system is more eco-
nomic than PV/HAWT, due to the lower values of the monthly average wind speed 
on site than the turbine rated wind speed.
Table 6. 
NPC and COE of PV system for water pumping.
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Figure 4. 
Cash flow summary of PV pumping system.
Figure 5. 
Energy summary of PV pumping system.
Figure 6. 
Wind turbine power curve.
Modeling, Simulation and Optimization of Wind Farms and Hybrid Systems
214
Figure 8. 
Cash flow summary of PV/HAWT pumping system (15 years).
Figures 7 and 8 present the cash flow summary of the system simulation 
over 25 and 15 years while Figure 9 illustrates the PV/HAWT system energy 
summary (25 years). It is clear that the operation of 15 years only saves the 
replacement of the wind turbine and reduces the system O&M costs. Figure 9 
shows that about 44.2% of the generated electricity is not used (excess energy) 
which may explain the increase in the COE while only 3.9% of capacity shortage 
of the load is not supported, which is less than that of PV system only (8.3%, 
Figure 5).
4.3 Case 3: PV/VAWT
For comparison between horizontal and vertical axis wind turbines, case 3 
represented the water pumping system derived by PV arrays with vertical axis wind 
Figure 7. 
Cash flow summary of PV/HAWT pumping system (25 years).
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turbine via pump converter with the pre-described storage batteries. The system 
was simulated for 15 years. Table 9 exhibits the optimization results of system and 
Figures 10 and 11 present the system cash flow summary and energy summary, 
respectively.
Figure 9. 
Energy summary of PV/HAWT pumping system.
Table 7. 
Optimization results of hybrid PV/HAWT pumping system (25 years).
Table 8. 
Optimization results of hybrid PV/HAWT pumping system (15 years).
Table 9. 
Optimization results of PV/VAWT pumping system.
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Table 9 shows that the NPC of PV/VAWT is 23,285$ and the COE is 0.790$/
kWh. The energy summary (Figure 11) shows that the excess energy recorded in 
this case is about 49.6% (compared to 31.6% in case of PV system and 44.2% in 
case of PV/HAWT). In fact, the amount of increase in excess energy is almost equal 
to the energy generated from the wind turbine. Hence it is recommended to use 
this abandoned energy in elevating more water that could be used for irrigation or 
domestic use. In this case the COE generated from the PV/VAWT will be reduced. 
From Figures 9 and 11, it is clear that the capacity shortages are almost equals for 
both types of wind turbines (PV/HAWT, 3.9 and PV/VAWT, 3.1).
Figure 10. 
Cash flow summary of PV/VAWT pumping system.
Figure 11. 
Energy summary of PV/VAWT pumping system.
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4.4 Case 4: PV/HAWT/diesel
Case 4 represents a PV array with HAWT with diesel generator to supply the 
required electrical energy for the water pumping system with the required pump 
converter with batteries. Table 10 shows the simulation results of the proposed 
system for 15 years, while Figures 12 and 13 present the system cash flow summary 
and energy summary.
Table 10 showed that the NPC for PV/HAWT/diesel system is 26,383$ and COE is 
0.857$/kWh, which is slightly more than that of PV/VAWT or PV/HAWT and higher 
than that of PV system only (0.643$/kWh). The energy summary (Figure 16) also 
shows that the excess energy is about 43.9% of the generated electricity; hence the 
same recommendation of energy management applies. The great advantage of this 
system configuration is the smallest capacity shortage (0.4%).
4.5 Case 5: diesel alone
For the sake of comparison, it was assumed that the required electrical energy 
for water pumping is supplied by a diesel generator only. The length of the simula-
tion run is 15 years. Table 11 presents the NPC and COE based on fuel price of 
0.4$/L. In fact, this case will differ as the price is expected to rise. Also, the external 
Table 10. 
Optimization results of PV/VAWT/diesel pumping system.
Figure 12. 
Cash flow summary of PV/HAWT/diesel pumping system.
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cost (cost of CO2 emissions) is not taken into consideration. Thus, the COE should 
be higher than the simulated values. Figures 14 and 15 present the system cash flow 
summary and energy summary.
The total NPC of the diesel system is 27,026$ which is considered the highest 
NPC of all previous systems. Comparing the COE in Table 11 by COE generated by 
PV system and PV/WT systems (Tables 6–10), it is clear that the cost of electricity 
generated from diesel generator ($0.876, Table 11) is higher than PV alone ($0.643, 
Table 9) or PV/VAWT system ($0.79, Table 9). Figure 15 shows that although the 
diesel system has the highest NPC, the system satisfies zero shortage capacity.
Figure 13. 
Energy summary of PV/HAWT/diesel pumping system.
Table 11. 
Optimization results of diesel water pumping system.
Figure 14. 
Cash flow summary of diesel pumping system.
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4.6 Case 6: PV/HAWT for modified load pattern
As it is clear from the above applied PV/WT systems, the excess energy repre-
sents a large amount of generated electricity that reached about 50% in one of the 
cases (PV/VAWT). This should be handled through applying a load management 
policy. Hence the load pattern is modified and increased by 3.24 kWh/day distrib-
uted over 6 hours per day. The new load profile is presented in Table 12 while the 
results of this run are illustrated in Table 13 and Figure 16.
It could be seen in Table 13 that COE is decreased from 0.834$/kWh (Table 8) 
to 0.758$/kWh, NPC is 25,984. Table 13 shows that the peak load is 12 kWh/day; 
with peak of 3.8 kW. The excess energy decreased to 35.8% (was 44.2%) which is 
the cause of the decreased COE. Increasing the load another time by 0.1 kW the 
Figure 15. 
Energy summary of diesel pumping system.
Time (hour) Winter Summer
Q (M3/hour) kW Q (M3/hour) kW
7 3 0.65 3 0.65
8 3 0.65 4 0.86
9 3 0.65 4 0.86
10 6 1.3 4 0.86
11 7 1.5 7 1.5
12 8 1.7 10 2.14
13 8 1.7 10 2.14
14 8 1.7 10 2.14
15 6 1.3 7 1.5
16 3 0.65 4 0.86
17 0 0 3 0.65
Table 12. 
New load pattern.
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COE will be 0.678$/kWh with NPC is 25,883$. Figure 17 illustrates the relation 
between the daily load in kWh and the cost of energy in $/kWh.
Table 13. 
Optimization results of hybrid PV/VAWT pumping system for modified load pattern.
Figure 16. 
Cash flow summary of PV/HAWT pumping system with modified load pattern.
Figure 17. 
Relation between daily load and cost of energy (COE).
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5. Conclusions
The present chapter illustrates the specifications of an installed PV water pump-
ing system for agriculture purposes in El-Tour city, Sinai, Egypt. For economic 
comparison, the paper theoretically analyzed different renewable energy water 
pumping systems with different load patterns using commercial software. The sys-
tems using only PV power, PV/WT vertical and horizontal types with and without 
diesel generator. The systems contain storage batteries. The economic analysis was 
carried out based on the NPC and COE with system capacity shortage. The result of 
the analysis showed the following conclusions:
• The NPC and COE is lower in case of PV only and increased by using WT with 
PV system due to the lower wind speed rates in the specified location. The COE 
was 0.614$/kWh for PV only, 0.834$/kWh for PV/HAWT, 0.790$/kWh for 
PV/VAWT, 0.857$/kWh for PV/HAWT/diesel and 0.876$/kWh for diesel gen-
erator only. The external cost of CO2 emissions is not taken into consideration 
which will raise the cost of energy generated from diesel alone system.
• The capacity shortage percent decreased with using diesel generator in the 
system, although the NPC increased. The capacity shortage was 8.3% for PV 
only, 3.9% for PV/HAWT, 3.1% for PV/VAWT, 0.4% for PV/HAWT/diesel and 
zero for diesel system only.
• Monthly average wind speeds on the location are much lower than the turbine 
rated wind speed which leads to non-optimal operation of the PV/WT. This 
leads to higher NPC and COE values. Also, high percentage of excess energy is 
noticed in cases of PV/WT system which causes the increase of COE.
• Increasing the load during the periods of excess energy decreases the COE. 
Thus, it is recommended to use abandoned energy in other optional loads.
© 2020 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative 
Commons Attribution - NonCommercial 4.0 License (https://creativecommons.org/
licenses/by-nc/4.0/), which permits use, distribution and reproduction for  
non-commercial purposes, provided the original is properly cited. 
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Abstract
Optimization of renewable energy-based micro-grids is presently attracting
significant consideration. Hence the main objective of this chapter is to evaluate the
technical and economic performance of a micro-grid (MG) comparing between
two operation modes; stand-alone (off-grid), and grid connected (on-grid). The
micro-grid system (MGS) suggested components are; PV panels, wind turbine(s)
inverter, and control unit in case of grid connected. In the stand alone mode diesel
generator and short term storage are added to the renewable generators. To inves-
tigate the performance of the MGS; technically, detailed models for each compo-
nent will be presented then the complete MGS model is developed. Another
objective of this study is the economical evaluation of MGS by comparing the
system net present cost (NPC) and cost of generated electricity for the two modes
of operation; off-grid and on-grid.
Keywords: renewable energy, smart grids, micro-grid, on/off grid, simulation,
MATLAB software, optimization
1. Introduction
Renewable energy (RE) industry is growing rapidly with rising concerns about
oil depletion and climate change. RE is seen by many as part of the appropriate
response to these concerns and some national governments have put programs in
place to support the wider use of sustainable energy systems [1]. Rapid increases in
energy demand and energy deficiency are two contradicting facts that face devel-
oping countries at the present and expectedly in the future. Compared to fossil fuel
energy generation and nuclear power stations, RE is considered the safest benign
energy generation sources. RE sources are offering the suitable solution for such
situations, as have been the answer for remote, isolated dwelling electrification,
substituting or integrated with diesel fueled generators. The well-known RE sources
are; solar, wind, hydropower, biomass and geothermal. Renewable energy technol-
ogies revolve these sources into utilizable forms of energy not only electricity but
also heat, chemicals, or mechanical power. Even if fossil fuels supplies are unlim-
ited, it is better to use renewable energy sources as they are clean technologies.
Burning fossil fuels causes pollutant emissions and greenhouse gases contributing to
global warming [2]. Renewable energy education is a relatively new field and
previously it formed a minor part of traditional engineering courses. Modern
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renewable energy education includes a study of the technology, resources, systems
design, economics, industry structure and policies in an integrated package.
Renewable energy and micro-grid had emerged from the development of new
grid technology referred as smart grids [3]. Smart grids are computer controlled
micro-grids. “renewable energy sources”; often referred to as distributed energy
resources (DERs), while “smart-grids” refers to the whole electrical energy distri-
bution networks from electricity generation to its transmission and storage with the
capability to react to dynamic changes on energy distribution and load regulation
[4]. A different review on smart grid concepts was described by Di Santo et al., who
defined smart grid as; “a generation, transmission, and distribution system set with
a two-way communication system controlled by the grid operator” [5]. In their
study, the key element was the contact between the grid operator, electric utility,
and consumers. In this review the authors categorized smart grid components as:
smart homes, smart consumption, smart consumption, and smart distribution.
A number of studies discussed socio-economic and socio-technical aspects
symbolizing [6, 7].
1.1 Definition of smart grid
A smart grid can be defined as an electric system that uses information, two-
way, cyber-secure communication technologies, and computational intelligence in
an integrated fashion across electricity generation, transmission, substations, dis-
tribution and consumption to achieve a system that is clean, safe, secure, reliable,
resilient, efficient, and sustainable [8]. This definition covers the entire spectrum of
the energy system from the generation to the end points of consumption of the
electricity. Figure 1 illustrates different components of smart grid [9]. The ultimate
smart grid is a vision, and it will require cost justification at every step before
implementation, then testing and verification before extensive deployment.
Worldwide researches are going on micro-grids, there application and control to
overcome the weaknesses of the centralized power grids [5]. Additionally the utili-
zation of local sources of energy to provide local loads helps decreasing energy
losses in transmission and distribution.
Figure 1.
Components of smart grid [9].
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The conception of micro-grid (MG) for integrating distributed generation (DG)
system is rapidly becoming important for reliable and sustainable renewable energy
development. In ideal situation, it also allows for incorporating energy storage
systems (ESSs), which are used to optimize energy consumption. Further, MG
development in modern power sector had brought another emerging idea called
smart grid [10].
Micro-grid can be defined as follows: an integrated energy system intelligently
organizing interconnected loads and distributed energy resources and capable of
operating in parallel with, or separately, from the existing utility’s grid [11]. A
description of possible micro-grid architecture is shown in Figure 2. Power elec-
tronic components are the base for flexible operation. The connection point to
utility grid is called point of common coupling (PCC).
Figure 2.
Micro-grid architecture overview [12].
Table 1.
Micro-grid major cost items [13].
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There are various requirements to support the micro-grid operation. Micro-grid
is either used as a replacement for petrol generator to provide onsite energy gener-
ation or incorporated with the electricity grid. MG components propose the means
for local control of electricity from both supply and utilization sides. Table 1 shows
the cost of its major parts as a percentage of the total cost.
1.2 Benefits and barriers of micro-grid
Benefits of micro-grid are shown in Table 2. The common technical barriers are
problems concerning, dual-mode switching from grid-connected to off-grid mode,
power quality and control, and protection issues. These issues are still a subject of
research. Regulatory barriers are related to rules of power trading between micro-
grid and the main network. The main financial barrier is the high replacement costs
of the micro-grid components. Last of all, stakeholder barriers take in issues with
differing self-interest and the expertise to manage operations.
2. Micro-grid system components
Being as intelligent and flexible as they are, the integration of micro-grids in
power networks is currently getting great attention. Micro-grid system would
comprise one or more of the following resources:
2.1 Distributed energy resources
2.1.1 Solar energy
The sun is ultimately the source of all energy supplies, excluding nuclear energy
generation. Solar-electric power can be produced by power plants using the sun’s
heat or direct electricity generation using photovoltaic technology, which is more
practical for urban use. Solar energy resources are:
• solar thermal conversion;
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• high temperature conversion-concentrated solar power (CSP);
• optical efficiency;
• combined optical and thermal efficiency; and
• solar electrical conversion (photovoltaic systems).
As a case study, Egypt lies in the Sun Belt area, with the following related data:
• direct normal irradiation ranges between 2000 kWh/m2/year at the North
and 3200 kWh/m2/year at the South with very short cloudy times;
• the sunshine duration ranges between 9 and 11 hour/day from North to
South; and
• potential capacity 73,656 TWh/year [15].
2.1.2 Wind energy
Egypt has become the leader of wind power in the Middle East and Africa
through the past few years. Red Sea coast and Suez Gulf area are gifted with high
rated wind speed (about 10 m/s) [16]. Hence, the area is considered suitable for
constructing large wind projects. Wind power provides the major share of renew-
able energy generation in Egypt. EgyptianWind Atlas exposed the huge potential of
the Red Sea region in matter of wind energy where mountain chains on the coasts
create a natural corridor that enhances the stability of winds. The Gulf of Suez west
coasts have the benefit of being next to where electricity is most demanded. Wind
generation equipment is divided into three general categories [17]:
• Utility-scale—corresponds to large turbines (250 kW to 2 MW).
• Industrial-scale—corresponds to medium sized turbines (50–250 kW).
• Residential-scale—corresponds to micro and small turbines (400 W to
50 kW).
In addition to solar and wind energies, other sources such as biomass, geother-
mal, hydro and bio-fuel can be incorporated.
2.2 Energy storage
Storage systems are vital to any micro-grid since they allow the balancing of
electrical fluctuation and support the load required by the user. In isolated micro-
grids, batteries are the mostly used as they are still considered the most economic
electric storage technology [18]. Although energy storage technology has developed
extremely in the past years, it still expected to continue developing. A tendency of
reducing costs of battery technologies as lithium-ion and flow battery suggests that
these technologies will be more applied. There is a relationship between energy
storage and emissions. Energy storage is not 100% efficient which may cause extra
emissions [19]. Even though batteries exist longer than pumped storage, costs have
generally been too expensive for utility scale applications. Figure 3 illustrates clas-
sification of energy storage technologies while Figure 4 presents benefits of energy
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storage system. Costs of electricity of different energy storage technologies are
shown in Figure 5.
2.3 Electric load
Construction of micro-grid and sizing of their energy components depends
principally on the required load pattern to be supplied. Load may be domestic
industrial or commercial demand.
2.4 Micro-grid control system (power management system)
Micro-grid control system (MCS) is the crucial component that enables the
incorporation and optimization of energy to reduce the overall micro-grid energy
cost [23]. The MCS provides an easy solution to combine conventional and renew-
able energy sources with energy storage to reach optimal operation minimizing the
Figure 3.
Classification of energy storage technologies [20].
Figure 4.
Benefits of energy storage [21].
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total cost and cost of energy (COE). Modern systems often merge software with
control systems, such as smart meters, that can make the grid operation efficient
and reliable.
3. Micro-grid modeling using MATLAB/SIMULINK
This section discusses the detailed modeling of micro-grid components and
micro-grid system. Typical power sources, loads, and transmission lines have been
modeled individually and tested well in MATLAB/SIMULINK. Actually, SIMULINK
is a graphical programming environment for modeling, simulating and analyzing
multi-domain dynamical systems [24, 25]. MATLAB/SIMULINK software package
is used in the current study to model the MG components and investigate the
operation of the MG system. List of PV, WT, DG models, short-term storage
models, load models, utility grid model, and transmission line models is
programmed and exhibited in the following [26].
3.1 Photovoltaic cell modeling (PV)
Solar PV panel power output varies with change in the sun direction, following
changes in solar radiation amount and temperatures differences. As, the PV cell
efficiency is low it is popular to activate the module at the peak power point so, the
maximum power be capable of delivered to the load under changing temperature
and irradiance circumstances. For reaching the maximum power from the solar PV
module, a maximum power point tracker (MPPT) which helps in saving cost of the
PV system. Prior to modeling a generalized PV array system a PV model is
constructed using MATLAB/SIMULINK to show and verify the nonlinear I-V and
P-V output characteristics of PV module. The basic model comprises a photocurrent
source, a single diode junction and a series resistance and a shunt resistance [27].
The output-terminal current I is specified by Eq. (1) equipped the light-generated
current Iph, less than the diode current ID and the shunt-leakage current Ish.
I ¼ Iph � ID � Ish (1)
The series resistance Rs represents the interior resistance to the present flow and
shunt resistance Rsh is inversely associated with the outflow current to the bottom.
Figure 5.
Energy storage technologies levelized cost of electricity (LCOE) [22].
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In a great PV cell, Rsh = 1 (no leakage to ground) and Rs = 0 (no series loss). The PV
cell adaptation efficiency is receptive to little differences in Rs, however is insensi-
ble to deviations in Rsh. A tiny increase in Rs will reduce the PV output significantly.
Within the equivalent circuit, the current delivered to the external load equals this
Iph generated by the illumination, less than the diode current ID and as well the
current of ground shunt Ish. The open circuit voltage Uoc of the cell is found when
the load current is zero, i.e., when I = 0, and is obtained from Eq. (2).
Uoc ¼ Uþ IRs (2)
where U is the PV cell terminal voltage [27]. Figure 6 illustrates the
corresponding MATLAB/SIMULINK model of the PV array. I-V and P-V output
curves with difference in radiation of PV array are exhibited in Figure 7.
3.2 Wind turbine modeling (WT)
Classically, a wind turbine combines of a rotor with three-blades, drive train and
generator. Pitch angle is controlled so as to limit the generator output power to its
face value for high wind speeds. The power produced by the rotor is obtained by
Eqs. (3) and (4) [28]:
P ¼ 1
2
Cp λ; βð Þ ρ AV3 (3)
where P: extracted power by rotor blades (W); ρ: air density (kg/m3); A: turbine
swept area (m2); V: wind speed (m/s); Cp (λ, β): turbine power coefficient (max
Figure 6.
Modeling of the PV array [26].
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value: 59.26%, Betz Law); λ: tip speed ratio (rotor blade tip speed to wind speed); β:
blade pitch angle (deg).
P ¼ Ta ∗ωr (4)
Ta is the aerodynamic torque applied to rotor and ωr the rotor rotational speed.
SIMULINK model of a fixed wind turbine is shown in Figure 8. Figure 9 illustrates
Figure 7.
P-V and I-V output curves of PV array [26].
Figure 8.
Modeling of the fixed wind turbine speed [26].
Figure 9.
Description of DFIG WT modeling [26].
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Figure 10.
Output curves of WT modeling [26].
Figure 11.
Battery charging modeling and output curves [26]. (a) Battery charging modeling and (b) battery charging
output curves.
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variable WT speed as doubly-fed induction turbine generator (DFIG) and
Figure 10 presents WT output curves [26].
3.3 Short-term storage modeling (batteries)
The required electricity fluctuates according to the day and year time. Since the
traditional power grid is not able to store up electricity, the mismatch between
supply and demand is more likely observed. The battery model block in SIMULINK
is utilized to simulate battery performance and obtain the results. To prevent the
battery from overcharging or discharging, the state-of-charge (SOC) of the battery
is no >100% (fully charged) and no <0% (empty condition) in SIMULINK model.
Battery equation modeling is shown in next figure and equation since SOC is
defined as [28]:










Battery discharging modeling and output curves [26]. (a) Battery discharging modeling and (b) battery
discharging outputs curves.
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Figure 11 illustrates a comprehensive modeling of charge battery, (SOC and
voltage curves) in MATLAB/SIMULINK while discharge battery modeling (SOC
and voltage curves) are shown in Figure 12.
3.4 Diesel generator modeling
Diesel engines, developed over 100 years ago, have gained widespread accep-
tance in nearly each sector of the economy. Owing to their high potency and
consistency they are used on several scales, starting from little units of 1 kW to
massive many tens of MW power plants [29]. As a result of changes in load
demands by the customers, it is important that the diesel engine has a feature of
quick dynamic response. The power output of the engine and also the generator
needs to be varied with the dynamic load so as to satisfy the customer demands. A
diesel generator consists of a diesel engine with an electrical power generator. A
diesel generator is chosen to be included within the micro-grid; its power capability
would be higher than battery and PV and can support the grid. Emergency standby
diesel generators are widely employed to support crucial loads when national grids
occasionally fall.
In this micro-grid model, generator gives the reference signal in the micro-grid
and manages the voltage and frequency using the diesel engine governor [30].
Diesel generator converts fuel energy (diesel or bio-diesel) into mechanical energy
via an internal combustion engine, and next into electric energy by way of an
Figure 13.
Model of emergency diesel generator and output curves [26]. (a) Emergency diesel generator and asynchronous
motor model and (b) output curves of emergency diesel generator model.
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electric machine operating. Figure 13 presents model of diesel engine and output
power curve in MATLAB/SIMULINK [26].
3.5 Inverter controller
Power inverter is a mechanism that changes the dc sources to ac sources.
Inverters are utilized in an extensive variety of applications, beginning from small
switched power supplies for a computer to big electric utility applications to
Figure 14.
Inverter modeling and output curves [26]. (a) Inverter modeling and (b) output curves of inverter modeling.
Figure 15.
Three phase load model and output power curve [26]. (a) Three phase load model and (b) output load power
curve.
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transport bulk power. Figure 14 illustrates a model of inverter (a) and output
power curve (b). Power inverters produce one of three special kinds of output wave
[31]; square wave, modified sine wave and pure sine wave, each of them represent
different quality of power output.
3.6 Electric load modeling
Figure 15 describes three phase load model and output power curve [26].
To work the micro-grid in grid-connected or off-grid way, a simple control logic
circuit is intended in MATLAB/SIMULINK in Figure 16. In the on-grid system,
when power output from renewable larger than load power, surplus power sent to
grid sell block and when renewable output less than load power, grid purchase block
used. In the off-grid system, when power output from renewable greater than load
power, batteries are set in charging mode to store excess energy, and when renew-
able output less than load power, diesel generator used to cover this shortage.
4. Optimization of micro-grid system
The main goal of this study is to reach the optimal sizes of micro-grid compo-
nents; including energy storage, investigating technical and economic performance,
taking into consideration the environmental impacts. To evaluate system economy
two criteria are used; the net present cost and the cost of generated electricity. The
sustainability of supplying the load is an indicator of the system technical perfor-
mance measured by the percentage of power shortage.
Hybrid energy systems lead to the improvement of system efficiency, power
reliability, and reduction of energy storage size in case of off-grid applications. A
review of the current situation of the simulation, optimization, and control tech-
nologies for the off-grid hybrid energy systems with battery storage was presented
in [32]. A methodology for the design of smart grid hybrid power generation
systems was presented by Hernández-Torres et al. [33]. The methodology was
divided into two-level hierarchical techniques using the net energy concept and
taking into consideration; technical, economical, societal and environmental
aspects. The planned methodology consisted of two phases: a classic optimization
process using levelized costs minimization and an analytical hierarchy process
implementation for decision making problems. Technical—economical parameters
were estimated using specific software as quantitative parameters. A hybrid genetic
Figure 16.
Micro-grid control modeling in MATLAB/SIMULINK (on/off-grid mode) [26].
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algorithm was used for the optimization of system components sizing [34]; PV-
array, wind turbine, battery capacity and inverter that provide least system cost.
Then, an iterative method for selecting the optimal inverter size of the proposed
system is described.
Two alternative advanced methodologies were presented in [35, 36] to incorpo-
rate the uncertainties associated with renewable energy resources and load in sizing
a building integrated hybrid energy system with minimum to maximum renewable
energy fraction. Dynamic “multi-objective particle swarm” optimization algorithm,
simulation module, and sampling average technique were used for hybrid energy
system design through a multi-objective optimization model. The aim of this study
was to minimize total net present cost as well as minimize cost of energy, maximize
renewable energy ratio, and reduce fuel emission all together under a conditioned
level of loss of load probability. Two studies of the micro-grid effect on the
decreasing of cost through improving the reliability of small scale distributed gen-
erators using different optimization techniques were exhibited [37, 38].
Among the expanding PV technological and economic development, there is a
prospective for mass-scale operation of grid-connected and off-grid power systems.
The challenge arises in analyzing the economic projection on compound hybrid
systems utilizing PV. A new metric levelized cost of delivery was investigated to
estimate the levelized cost of electricity for using Photovoltaic in the smart grid
system [39]. Another review [40] on up-to-date levelized cost of electricity calcu-
lation methods for PV system was described, highlighting the possible shortcoming
of existing methods.
Borhanazad et al., [41] optimized the utilization of local renewable energy for
on-grid application. HOMER, PV system, Hybrid 2, Sketch-up, and MATLAB soft-
ware were used but HOMER is the simplest software. Based on the load profiles and
the availability of water resources the simulation results showed the largest capacity
produced the lowest energy cost, maximum reduction of carbon dioxide emission,
and high renewable energy fraction. The optimization model included built-in
individual models for: hybrid system, Loss of Power Supply Probability and
Levelized Cost of Energy. The huge number of small-scale micro-grid parts with
Figure 17.
Flowchart of the proposed optimization methodology [43].
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their own characteristics is a large challenge for micro-grid modeling and setting up.
Furthermore, in case of renewable energy, the power output might be irregular and
nondispatchable. In order to investigate the economic performance and environ-
mental impact of renewable energy-based micro-grid.
HOMER software package was developed by National Renewable Energy Labo-
ratory is used to simulate the performance of a micro-grid system (MGS) to achieve
the optimal configuration of the system supplying a predefined load. HOMER
models both physical behavior of the power system’s and its lifecycle cost. It allows
the comparison a lot of different design options based on their technical and eco-
nomic characteristics. It also assists quantifying the effects of uncertainty or
changes in the inputs.
HOMER performs three functions [42]: simulation, optimization, and sensitivity
analysis. In the simulation, HOMER models the performance of a MGS configura-
tion every hour of the year to estimate its technical feasibility and lifetime cost. In
the optimization, HOMER simulates various system configurations in search of the
system that meets the technical constrains at minimum net present cost as the
objective function. Sensitivity analysis algorithm allows the study of the effect of
changing the parameter value on the optimal solution. Figure 17 shows optimiza-
tion process flow chart of micro-grid system [43].
4.1 Optimization model
Micro-power system optimization objective is minimizing both net present cost
and cost of produced energy, under the conditions of specified ethics of allowable
capacity shortage and definite renewable fraction percentage. This requires decid-
ing different component sizes, site meteorological data, and the system mode of
operation (Off/On) grid. The objective of optimizing micro-power system is to
minimize the net present cost, minimizing the cost of produced energy at the same
time. The optimization model can be created as follows [26].
4.1.1 Objective function
Minimize z ¼ ∑Net Present Costs NPCð Þ (6)
The net present cost (NPC) is the summation of:
• Capital cost = {PV module price � no of PV module + WT. price � no of
WT + B. price � no of batteries + price + DG price (if used) + extension of grid
cost (if the system is grid connected)}.
• Replacement cost = {Unit replacement cost (if any) � no of units}.
• Operation and maintenance Cost = {Unit O&M cost � no of units}.
• Fuel cost = {Consumed fuel (Liter) � Price liter}.




NPC ¼ CCþ ∑
N
i¼1
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where CC, capital cost; RC, replacement cost; O&MC, operating and mainte-
nance cost; FC, fuel cost; SV, salvage value; i, interest rate; and N, number of years
(project life time).
4.1.2 Design constraints
• Maximum allowable shortage/year
• Minimum renewable fraction
• Wind and solar percentage of renewable fraction (wind-solar)
• Annual real interest rate
4.1.3 Decision variables
• Photovoltaic (module power, number of modules), solar radiation on site
• Wind turbine (turbine power, number of turbines), wind speed at the site
• Battery bank (battery Ah, number of batteries)
• Diesel generator (power in kW)
• Converter (rated power)
• Mode of application (Off/ON grid connected)
4.2 Simulation approach
Although the system reliability was assumed to be 85–90% no shortage was
detected in some cases. The optimization software enables changing the variables of
the hybrid system model in terms of sizing and operation. In such a method the life
cycle cost of the hybrid systems regarding the demand necessities are reduced. In this
approach the renewable energy sources (wind and solar) plus the energy stored in the
battery are used to cover the demand. If used, the diesel generator is switched on as a
back-up (off-grid system) source when the battery is discharged to a predefined
level. For every hour the simulation process compares the needed energy demand and
the delivered energy, and in relation to the difference, a choice to run the diesel
generator or to charge the battery or discharge it will be taken. The use of renewable
energy to supply load has priority over using batteries or diesel generator. The extra
energy is utilized to charge batteries. Different configurations ofWT/PV/Grid for on-
grid system andWT/PV/DG/B for off-grid system are considered.
If the hourly simulated required demand is higher than the supplied energy and
the battery had reached the minimum charge level (DOD), the diesel generator is
switched on. Different configurations ofWT/PV for on-grid system andWT/PV/DG/
B for off-grid system are considered. Different wind turbine and photovoltaic models
are used. The complete experiments will achieve for both on and off grid cases.
4.3 Optimization results
Several simulation runs were executed using HOMER, varying the parameters
that have a significant effect on the optimization results. In addition to those input
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parameters, different prices of diesel oil have been used for sensitivity analysis. The
output of the simulation is a list of feasible combinations of PV, wind-turbine,
backup generator, converter, and battery, hybrid system components. The optimi-
zation results are shown in any of two shapes; a general form in which the top-
ordered system configurations are stated along with their net present cost and a
classified form where only the least-cost system configuration is regarded as for
every system type. Total net present cost is applied to signify the life-cycle cost of a
system. The discount rate and the project life span should defined by the user.
The NPC consists of construction cost initially, replacement-maintenance-fuel
costs of each component, adding the cost of purchasing power from the national
grid and various costs such as penalties effecting from pollutant emissions issues.
4.4 Sensitivity analysis
Sensitivity analysis was applied to estimate the effect of change of wind speed
and solar radiation. It is expected when solar radiation and wind speed raise
(renewable contribution), the NPC and COE will decrease. The effect of changing
in solar radiation, wind speed, diesel price, grid price, PV efficiency and inflation
rate are declared. Figure 18 illustrates a sample of optimal system graph [43].
The pervious figure shows that:
• Wind/D/Battery system is optimal feasible solution for load probability in the
range (45–120 kWh/d) and annual average wind speed in the range (5–7 m/s).
• PV/D/Battery system is optimal feasible solution for load probability in the
range (5–40 kWh/d) and annual average wind speed <4.5 m/s.
• Wind/PV/D/Battery system is optimal feasible solution for load probability
(<2 kWh/d) and annual average wind speed (>4 m/s).
• D/Battery system is the optimal feasible solution for load probability in the
range (40–45 kWh/d) and annual average wind speed (<4.5 m/s).
• Diesel system is the optimal feasible solution for load probability
(45:120 kWh/d) and annual average wind speed in the range (3–5.5 m/s).
Figure 18.
Sample of optimal system graph [43].
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4.5 Break-even analysis
Break even analysis is performed to estimate the distance between site location
and the electricity grid for which the cost of installing renewable energy micro-grid
is equivalent to the cost of extending electricity. If comparing cost of energy of
off-grid system with the cost of extending the grid, it could be seen as the break-
even is 18.4 km. This means that if the proposed site for installing the micro-grid is
>18.4 km, then it is more economical to install the micro-grid. Obviously if WT and
PV outputs are higher, then RES could break even with grid extension at shorter
distance.
5. Emissions of CO2 in micro-grid planning
The growing awareness of the high level of carbon and other greenhouse gases
(GHS) emissions makes the concept of renewable energy-based micro-grids more
attractive. It is vital now to rely on renewable energy sources to supply as much as
possible energy demand, saving the limited fuel resource reducing greenhouse gases
emissions [44]. A number of researches are performed to develop the feasibility of
renewable energy generation. Reduction of pollutant emissions are anticipated
using micro-grids as an alternative of conventional energy systems. The estimated
off-grid system emissions are shown in Table 3 [43]. These data is utilized to
calculate the cost of CO2 emissions.
In preceding simulation results, the emission penalties; according to updated
Egyptian climate-change plan, have not been considered. The price of one ton of
carbon dioxide is in the range $60–$80 by 2018 per ton of carbon [45]. The emis-
sions cost appears adding to the operating and maintenance costs.
6. Future work
• Further analysis can be performed on different developed Micro-grid models,
including other components such as; biomass generators, thermal load, and
other storage technologies, e.g., fuel cells and pumped hydro evaluating their
performance.
• Investigation of super-capacitor battery performance as a new storage
technology, upon its availability.
• To encourage the contribution of nongovernmental organizations, private









Emissions produced from the optimum off-grid system [43].
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applications and REMG. This requires fulfilling the signed purchase power
agreement (PPA), through regular payments and ability of transferring their
revenues of selling electricity to dollar.
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