Abstract. Weak turbulence is a phenomenon by which a system generically transfers energy from low to high wave numbers, while persisting for all finite time. It has been conjectured by Bourgain and others that the 2D defocusing nonlinear Schrödinger equation (NLS) on the torus has this dynamic, and several analytical and numerical studies have worked towards addressing this point.
Introduction
In [9] , the 2D, defocusing, cubic, toroidal nonlinear Schrödinger equation (NLS), iu t + ∆u − |u| 2 u = 0, u(0, x) = u 0 (x) for x ∈ T 2 , (1.1) was approximated by a "Toy Model System" given by the equation Indeed, the flow of (1.2) can be expressed as
In this way, we can interpret (1.2) as a Hamiltonian system of nonlinearly and degenerately coupled oscillators.
1.1. Weak Turbulence. Roughly, |b j (t)| 2 measures the spectral energy of u, the solution to (1.1), on a set of wave numbers, Λ j . The sets Λ j are tailored to have the property that the largest wave number in Λ j+1 exceeds the largest wave number in Λ j . Thus, larger values of |b j | 2 at larger values of j correspond to more energy of u in higher wave numbers.
The motivation for the approximation of (1.1) by (1.2) was to explore a longstanding hypothesis that (1.1) could capture the phenomenon of weak turbulence; see [4, 9, 13] and references therein. Loosely speaking, a weakly turbulent system exists globally in time, yet continuously propagates energy to ever higher frequencies. Thus, the norms tend to infinity, but are finite at all finite times. Another model equation for weak turbulence was formulated by Majda, McLaughlin, and Tabak, [5, 6, 7, 13, 19, 24] .
In [9] , the authors proved that, given N , they could construct a solution of (1.2) which would propagate energy from |b j | 2 at low index to high index j. This corresponds to a transfer of energy in (1.1), and, subject to rigorous analysis of the approximation, demonstrated that such energy cascades were present. However, this did not show that energy transfer in (1.1) was a generic phenomenon, an essential feature of weak turbulence. Analysis of this problem has continued in the recent works [15, 17] . Separately, in [10, 18] , (1.2) was numerically simulated and observed to have such energy transfers for a variety of initial conditions for the lifespan of the simulations.
Relation to Previous
Work. In [10, 18] , (1.2) was integrated using high order, adaptive, Runge-Kutta (RK) integrators. While the RK integrators gave high quality results for the duration of the simulations, they are unable to exactly conserve either of the two invariants.
1 At the same time, the energy transfer in the toy model system is slow, requiring integration out to long times. Thus, the RK integrators require significant computational effort to observe weak turbulencesmall steps are needed for accuracy, but the phenomenological time of integration is long.
Given the interest in (1.2), the goal of this work is to present conservative methods that may aid in statistical studies of weak turbulence and other long time integration problems. The methods presented here are second order in the time step, ∆t. In numerical experiments, we observe that comparatively large time steps can be taken with these schemes for exploring weak turbulence. While pointwise accuracy is lost with large ∆t, the average energy transfer appears robust. In contrast, fixed time step RK schemes will, eventually, cease to provide accurate output.
A variety of strategies have been proposed for integrating Hamiltonian systems so as to preserve the invariants of the equations, including splitting methods, projection methods, symplectic methods, and the average vector field method, [8, 14, 16] . In this work, we explore some conservative discretizations of (1.2) which preserve either (1.4) or (1.5), including implicit midpoint. Some appear to be ad hoc and not from one of the aforementioned known discretization strategies, instead taking their inspiration from known discretizations of NLS, [12, 21] . We also direct the reader to the recent work in [23] , where the author tested an explicit symplectic integration scheme on (1.2) with a small number of nodes, N = 5.
1.3. Outline. Our paper is organized as follows. In Section 2 we formulate out schemes. Next, in Section 3, we prove a number of results on the the integrators. Numerical simulations are presented in Section 4, and we discuss our results in Section 5.
Conservative Integrators
In this section, we formulate our discretizations and prove that they conserve the relevant invariant, under a solvability assumption. These schemes are all symmetric, but the nonlinear terms are treated differently in each case. Since the dependent variables of (1.2) are nonlinearly and degenerately coupled, formulating a conservative scheme is nontrivial. This is contrast to NLS, where the spatial coupling, the analog of the lattice site coupling of (1.2), is linear.
Before stating the schemes, we introduce some notation. Throughout, we assume the time step, ∆t, is constant. We will solve at times t n = n∆t, and our approximation will be b n ≈ b(t n ), with components b j,n ≈ b j (t n ). We define the following linear and nonlinear averages as:
Using this notation, the trapezoidal method corresponds to
while the implicit midpoint method corresponds to
While the results we present in this section are for the Dirichlet type boundary conditions (1.3), it can be verified that they also apply to the periodic boundary condition case, Proof. This is a consequence of the mass invariant being quadratic which can be expressed as
By virtue of conservation of mass,
The conservation for the scheme, being symplectic, then follows from a result due to Cooper, [11, 16] .
The following modified midpoint method also preserves mass:
Note the difference in the self-interaction schemes of (2.5) and (2.3),
This treatment of the nonlinear term in (2.5) is modeled upon the analogous expression for some conservative NLS schemes, [12, 21] .
Proposition 2.2. Assume that the nonlinear algebraic system in (2.5) can be solved exactly for b j,n+1 . Then (1.4) is exactly conserved.
Proof. Multiplying the j-th equation of(2.5) byb j,n+1/2 , we have
Taking the real part of this equation, we obtain
and summing over j,
Re ib
Shifting indices on the second term and using that
Hamiltonian Preserving Integrator.
One numerical scheme which exactly preserves the energy, (1.5), is:
Note how the j-j + 1 and j-j − 1 interaction terms are handled differently than in (2.2), (2.3), and (2.5). This scheme, which we show to exactly preserve (1.5), appears to be ad hoc, and is not based upon a known methodology, such as average vector field, for deriving schemes which conserve the energy. Proposition 2.3. Assume that the nonlinear algebraic system in (2.6) can be solved exactly for b j,n+1 . Then (1.5) is exactly conserved.
Proof. Multiplying the j-th equation of (2.6) byb j,n+1 −b j,n , we have
Taking the imaginary parts and dividing out by ∆t,
Examining the second term,
Summing from j = 1, . . . , N , and using b 0 = b N +1 = 0 to shift indices,
Summing (2.7) over j, and using the preceding calculation,
Therefore, 
Convergence of Integrators
In this section we examine the convergence of our integrators. We provide a complete proof in the case of mass preserving schemes, as it gives a priori estimates on b j,n at all j and n. We can also provide a partial proof for the energy preserving scheme. We proceed in the following steps. First we prove results on the solvability of the nonlinear algebraic systems. Next we establish stability and consistency. Finally, we prove convergence.
3.1. Solvability. We prove solvability via the implicit function theorem.
Lemma 3.1. Given b n and one of the three schemes, there exists ∆t 1 > 0, depending on b n 2 , such that for all ∆t ≤ ∆t 1 , a unique solution, b n+1 , exists. Moreover, as a function of ∆t, b n+1 is C 1 .
Proof. We frame this in terms of real and imaginary parts, with b = u + iv, and u, v ∈ R N . Define the function F :
Notice that ReF(b n , u+iv; ∆t) and ImF(b n , u+iv; ∆t) are cubic in the components of u and v. Taking a gradient of the above expression in (u, v),
At ∆t = 0,the solution is simply u = Reb n and v = Imb n . Furthermore,
Therefore the implicit function theorem applies and there exists a positive interval of ∆t values for which we can compute ∆t
That ∆t 1 is controlled by b n 2 follows from our use of the 2 topology in our application of the implicit function theorem, [22] . 
Proof. Since the components of F are cubic in their arguments and the 2 norm gives pointwise control, the result is immediate. Each scheme will have a different polynomial.
3.3. Consistency. Before obtaining the consistency result, we state a lemma about the solution to (1.2).
Theorem 3.5. Let b(t) be the solution to (1.2) for initial condition b(0). Then b(t) is a C ∞ and a global in time such that for any k, there is a polynomial, Π k , with positive coefficients such that
Proof. Since (1.2) has a righthand side which is polynomial in b j andb j , a C 1 local in time solution exists. Since it conserves 2 , it will in fact be global. By a bootstrap argument, it will also be C ∞ . The polynomial bound in terms of the data can then be obtained by induction.
Lemma 3.6. For any of the conservative schemes, the local truncation error is
and the constant C only depends on b(0) 2 .
Proof. We prove this in the case of the mass conserving scheme (2.5). The proofs for implicit midpoint and the energy preserving scheme are similar.
and Taylor expanding about ∆t = 0,
In the above three expressions, we have suppressed the t n dependence in the terms on the righthand side. The O(∆t 2 ) expressions reflect the remainder terms from the Taylor expansion, which are a priori bounded by Theorem 3.5. Substituting back into (3.4), and writing the equation in terms of b(t n+1 ) − b(t n ) yields the result.
3.4. Convergence. The above consistency and stability results allow us to prove, for the mass preserving schemes: Theorem 3.7. Given an initial condition b(0), for either of the mass conserving schemes, there exists a ∆t , K > 0 and C > 0, such that for all ∆t ≤ ∆t and all n, the error is
Proof. As the proof is standard, we omit the details. We note that our above result holds for any n by virtue of the conservation of 2 , which gives uniform in n estimates of all constants from the stability and consistency estimates.
Remark 3.8. If an a priori bound were available for the energy preserving scheme, the analog of Theorem 3.7 would hold for it.
Numerical Results
In this section, we explore our methods, and compare them to others. Throughout, we make use of the Portable, Extensible Tookit for Scientific Computation (PETSc), [1, 2, 3] , which contains Crank-Nicolson (Trapezoidal Rule), Implicit Midpoint, and Runge-Kutta 4 (RK4) as subroutines. As both linear and nonlinear solvers are required, for these methods, we compute with:
• An absolute tolerance of 10 −50 , such that the nonlinear solver terminates at step k if the norm of the residual, r (k) , falls beneath this value.
• A relative tolerance of 10 −15 , such that the nonlinear solver terminates at step k if the norm of the residual relative to the initial residual, r (k) / r (0) , falls beneath this value.
• A step tolerance of 10 −15 such that the nonlinear solver terminates at step k if the norm of the step relative to the norm of the approximate solution, ∆b (k) / b (k) , falls beneath this value.
These settings mitigate the error due to the nonlinear solvers allowing for a direct examination of the impact of ∆t. The nonlinear solvers typically terminate due to either the relative norm or the step size becoming small. We also compare against a Projection method,
Here, a candidate solution for time step n+1 is produced with RK4, and the projector finds an element of
n+1 with respect to the 2-norm. Following, [16] , this is approximated by finding Lagrange multipliers λ M and λ H as roots of the function
The projected solution,
n+1 ], should then conserve both invariants. The root finding problem is now in R 2 instead of C N . Here, we take an absolute tolerance of 10 −12 , relative tolerance of 10 −15 , and a step tolerance of 10 −15 . The Projection method solver typically terminates because it satisfies the absolute tolerance criterion. The evolution of this data, which was previously studied in [10] due to its interesting dynamics, is shown here in Figure 1 for N = 100. The notable feature of this solution is the rarefactive wave behavior in the left half of the domain and dispersive shock wave behavior in the right half. This was more extensively studied in [18] . Integrating the system out to t max = 5 for different values of ∆t, convergence results appear in Figure 2 . Here, the error is measured as
where b Scheme is one of the schemes, and b RK4 is the RK4 solution computed with ∆t = 10 −4 . This RK4 solution serves as a surrogate for the true solution. As expected, we see O(∆t 2 ) convergence for the conservative schemes. A more thorough comparison of the integrators is given in Tables 1, 2, and 3 , where, in each case, the problem is integrated out to t max = 1. The error, (4.5), is comparable amongst (2.5), (2.6), Implicit Midpoint, and Trapezoidal Rule. The error is roughly an order of magnitude smaller for the Projection method. The 
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invariants are preserved in the expected cases and otherwise show O(∆t 2 ) convergence. We note that the relative error in the invariants is worst for Trapezoidal Rule, which conserves neither invariant.
4.2. Performance of Nonlinear Solvers. As our proposed methods require solving a nonlinear system at each time step, the number of required Newton iterations bears consideration. Here, we repeat the numerical experiment of Section 4.1, solving (4.4) with N = 100, and integrate out to t max = 1. The results, with the same tolerances, are given in Tables 4 and 5 . The Mass, Energy, Trapezoidal Rule, and Implicit Midpoint solvers had comparable performance, with no discernible advantages. Between four and six function evaluations are needed for these solvers per time step for each of these. In contrast, the Projection method typically took fewer function evaluations, but requires the additional four function evaluations from RK4. Thus, as measured by the number of function evaluations, these solvers, and RK4, are quite comparable. A modest number of between three and five iterations of the Newton solver are needed for the implicit solvers, while the projection method typically requiring only two to three. The Projection method has the significant advantage of requiring a much smaller system to be solved. For all of solvers, analytic Jacobians were provided which offered a significant reduction in the number of function evaluations. 
This is closely related to the measurements for energy transfer in [9, 10] . For a single initial condition, we may find that h s norm grows in time, but for a phenomenon to constitute weak turbulence, we would expect such a transfer to be generic. Thus, we simulate an ensemble of initial conditions and examine the average evolution of (4.6).
Our ensemble of initial conditions are constructed as follows. For the k-th sample,
where θ (k) j ∼ U (0, 2π) are independently and identically distributed. The purpose of the decay in (4.7) is such that when we look at the large N limit, the h s norms remain finite for s ≤ 4. Our random phases were generated in parallel using the Scalable Parallel Random Number Generator (SPRNG) 2.0, [20] , available at http: //www.sprng.org. Our sample size in each case was one hundred.
The results of several of our simulations are shown Figures 3 and 4 where we plot the ensemble averaged evolution of the h s norm,
h s for different integrators using different time steps. First, in all cases, there is a generic tendency for the norms to grow. Second, as shown in Figure 3 , the conservative schemes show consistent growth rates, independent of time step, out to t max = 1000. One notable feature is that modified midpoint mass preserving integrator, (2.5), appears to have a comparatively larger variance than the other symmetric methods. In Figure 4 , we compare the conservative integrators to each other, along with Trapezoidal Rule and RK4. Again, there is consistency in the the ensemble averaged behavior. While we have only plotted the results for s = 4, this is consistent with the other norms we have examined.
On longer time scales, we see the advantage of our conservative integrators. Integrating out to t max = 10 5 , we see a systematic bias in the norm, shown in Figure 5 . To better understand this, we examine the ensemble averaged energy and mass invariants for the four methods. These are shown in Figure 6 . Our conservative integrators and trapezoidal rule behave well, while the errors in mass and energy continue to grow when the RK4 method is used. Thus, on long time scales, fixed step Runge-Kutta methods will give biased results. Figure 6 . The conservative integrators accurately preserve the appropriate invariants of the system. Trapezoidal Rule is more consistent than RK4, which systematically adds energy to the system.
The boundedness of the error in the energy of the symmetric schemes which do not conserve energy, is unsurprising. In particular, implicit midpoint, being symplectic, will conserve some modified Hamiltonian,H, which will be nearly preserved over very long periods of integration and converge to H as ∆t → 0, [16] .
Discussion
We have formulated integrators which conserve the invariants of the Toy Model System, (1.2). The local truncation error in both cases is second order, and they provide robust behavior in simulations. However, we were only able to prove convergence of schemes which conserve mass, as we needed an a priori bound on the solution. One outstanding question is thus to prove convergence of the energy preserving scheme. Another is to produce a method that intrinsically preserves both invariants, without projection.
In comparison to other methods, these schemes are quite favorable, both in terms of their properties and computational cost. For large scale, long time, statistical studies, they will inevitably perform better than fixed step Runge-Kutta methods, though adaptive RK methods may outperform them.
