The advent of distributed energy resources in conjunction with recent developments in the context of smart embedded devices has fostered the increased integration of intelligent generators and prosumers into the energy system. As a consequence, previously passively operated grids have become highly dynamic environments, which require active monitoring and control. To allow for such monitoring and control, grid operators require lightweight SCADA-like functionality that can be flexibly adapted to dynamic grid contexts and is suitable for resource-constrained embedded systems. Grid Watch Dog enables system operators to create monitoring and control rules for low-voltage field devices on the fly, and to immediately deploy them in the field. The system combines a stream reasoner on field devices with an intuitive user interface for creating and managing rules. Grid Watch Dog has been implemented as a proof of concept in a smart grid testbed and we demonstrate its application in the context of monitoring a battery energy storage system.
INTRODUCTION
The number of active components (e.g., photovoltaics (PV), residential batteries, and home automation systems) in lowvoltage distribution grids has been steadily increasing over the past years [23] . The Internet of Things (IoT) is a major driver for this increase, as novel computation and communication schemes are applied in the energy domain [12, 20] and facilitate new business models for the operation of battery storage systems, building automation systems and renewable generation.
In contrast to traditional loads, active components do not only passively consume energy within the grid but actively engage in consumption as well as generation. For distribution system operation, these developments have led to a paradigm shift: as their name suggests, distribution grids were originally built to distribute energy among passive consumers. Since distribution requires little to no control, distribution grids were and are usually operated passively, without any form of active monitoring, fault detection or control.
However, the majority of new distributed energy resources (DERs) such as rooftop PV-Systems and PV-battery systems are being deployed as part of the distribution grid, leading to increased volatility and complexity -consequently, passive operation can no longer guarantee safe operation. To give an example, strong local generation via DERs (e.g., high solar feed-in around midday) can reverse power flows in the grid and lead to current and voltage ranges beyond those specified in the system design. The low-voltage grid is thus in need of new operation strategies in order to integrate, handle, and balance the various new actors within the grid and ensure its continued safe operation [24] .
Over the past decade, a multitude of new approaches for the seamless integration of DERs in distribution grids as well as control strategies have been proposed and discussed [19, 24, 25] . These approaches to "Smart Grid Operation" range from the local deployment of technologies (e.g., PV inverters which regulate their power output according to local voltage / power measurements) that require no additional grid information to centralized monitoring and control strategies that depend on system information and thus require an underlying infrastructure that enables the various components to communicate with each other [13] . Again, the IoT constitutes an important driver for these developments by providing scalable solutions for the communication and interaction among devices in the context of smart grid operation [20] .
Typically, the monitoring and control of an automation system is accomplished using Supervisory Control and Data Acquisition (SCADA) systems to do the bulk of the work [6] . In the energy domain SCADA systems are traditionally used in the context of medium-voltage (MV) and high-voltage (HV) grid operation -these grids have traditionally exhibited volatile and complex behavior (as traditional generation and industrial loads are integrated at these levels) and thus required observability and controllability. The application of traditional SCADA solutions in the low-voltage (LV) domain is currently not feasible due to the large number of LV grids that would need to be instrumented and the corresponding high upfront investments required. This is because the number of grids increases dramatically with decreasing voltage level: while a distribution system operator (DSO) might only need to operate a dozen MV grids, it usually operates hundreds of LV-grids that are connected to the MV-grids. A SCADA roll-out on the LV-grid level would thus constitute a significant investment.
Apart from the required investment, SCADA systems are complex and their parameterization requires significant time and effort and usually has to be carried out by experts. Also, adaptation of a monitoring and control process with SCADA is only possible to the extent foreseen by the developer who initially created the process. Several control systems provide the possibility to deploy scripts on on-system data-processing frameworks and thus to customize control strategies. However, these systems are not suitable for low-level embedded hardware due to their high computational requirements.
This study presents the Grid Watch Dog (GWD) smart grid application that applies stream reasoning in the context of grid monitoring in order to provide lightweight rule-based SCADA functionality for LV grids. The stream reasoner, which constitutes the core of the application, is specifically tailored for applications in constrained-device environments, thus reducing the potential required investment. Additionally, GWD facilitates the handling of monitoring rules by allowing users to create, deploy, update and delete rules via an intuitive user interface that guides the creation of rules based on user intents. The parameterization of rules is based on values that are pre-specified for common functionalities -in this way, the user interface does not only simplify the creation of rules for non-experts but also ensures their correctness. Finally, rules are associated with actions that need to be carried out whenever a specific rule is triggered, such as informing the user or contacting other field applications.
The smart grid domain constitutes a challenging environment for stream processing and reasoning due to the sheer amount of data that needs to be processed and thus the required scalability of the approaches. A number of methods and approaches have been tested regarding their application in the smart grid domain [16, 22, 11, 21] . In contrast to GWD's embedded approach, these systems were designed for cloud environments (on stream processing platforms). Hosting the stream processing and reasoning on field devices with limited computational power is a design choice deliberately taken in order to counter the potential volatility of the communication infrastructure and allow the integration of the GWD in the grid operation process. In the context of smart grid operation, a number of semantic models have been and are currently being developed ranging from generalized thing descriptions that facilitate the interaction between different entities [14] to energy-specific data models that attempt to encapsulate all required aspects of a distribution system and prosumer operation [13, 15] . In contrast to these complex models, the data model used in our GWD proof of concept is limited as it only comprises sensor information and does not (yet) take machine interaction and other smart grid aspects into account. This minimal approach was chosen to quickly implement, test, and evaluate the application of embedded stream reasoning in a real-world smart grid operation deployment. To increase GWD's applicability in the future, more complex semantic models can be integrated.
The µReasoner, which is used within GWD for stream reasoning (see Section 2.2) is based on ETALIS [3, 4] , a stream reasoning engine which follows the Complex Event Processing paradigm. ETALIS supports the EP-SPARQL language [2] to express stream reasoning tasks. ETALIS represents, for this application, a superior alternative to rule-based stream reasoning approaches such as LARS [5] , as it enables complex event processing over multiple intervals that need not be disjoint [5] .
To test and demonstrate GWD's capabilities, the problem of monitoring battery energy storage systems (BESS) was selected (see Section 3.2). The installation of such systems allows building operators to store energy produced by PV systems for later self-consumption or trading [17] . However the application of BESS in LV grids further decouples consumption and production, and thus impacts grid operation. In order to mitigate the added dynamics from BESSs in grid operation, the terms of BESS operation can be stipulated between the DSO and BESS operators. This however requires means of monitoring BESS behavior, which constitutes the GWD use case presented in this article.
GRID WATCH DOG
The primary aim of GWD is to provide lightweight rule-based SCADA functionality for LV grids. Figure 1 gives an overview of GWD's system architecture that features two main components: a front end for user-driven rule management that is Figure 1 : Left: GWD Overview -Users creates rules by specifying Intents via the rule construction interface; the µReasoner applies them to LV grid data, and triggers associated actions if appropriate. Right: GWD Data Path -A classifier contextualizes raw data streams before passing them to the µReasoner.
hosted on the operator's back end; and a field application that is hosted in the intelligent secondary substation middleware Gridlink [10] . Front end and field application communicate via REST APIs and are coupled via a common knowledge model and infrastructure [18] .
The front end allows users to formulate new rules, which constitute an intent regarding a complex system state the user wishes to be informed about (e.g. "I want to be informed if the 15-minute average voltage values at any meter in the grid exceed 105% of that meter's nominal voltage."). These rules are initially stored in a rule repository at the front end. Using the front end, a user can also manage existing rules which are either available in the rule repository (available actions: delete rule, update rule, dispatch rule to field application) or deployed on the field application (available actions: pause rule, remove rule from field application).
When a user-formulated rule is dispatched to the field application, it is translated into a set of reasoner rules [3] and deployed to our system's reasoner. The reasoner operates on incoming data streams such as current grid data measured by smart meters and other metering devices by applying Dataloglike rules that are capable of capturing complex events and background knowledge. As available data streams can differ from grid to grid, a classifier is used to identify the available streams, which lowers the system's configuration overhead. Whenever a rule is triggered, the reasoner executes the action associated with the rule (e.g., to inform the user or to trigger other applications that are deployed on the middleware). In the following subsections, we give more details about the underlying technologies used in the field application as well as the front end and the overall application composition.
Stream Classification
Through its front end, GWD permits users to formulate rules which apply to specific types of data streams that can differ from grid to grid (e.g., European Line Voltage vs. American Line Voltage streams). However, since the only information about a data stream that we can directly obtain from Gridlink is the deployment-specific name of the data source, streams need to contextualized by labeling them with additional information before the system is able to select and apply the associated rules. To automate this process, our system features a stream classification user interface that allows users to label data streams manually, but at the same time trains a classifier (k-nearest neighbor [7] ) over the first three moments (Mean, Variance and Skewness) from data points in all labeled streams, and applies this classifier to all unlabeled streams. Specifically, our system's classifier is able to learn two types of mappings: Class Mappings are the default mappings -when a user classifies a stream with statistical properties that can be generalized (e.g., Voltage data), our stream classifier requests a data sample (of configurable length SAMPLE_LENGTH) from the target stream and stores this sample in our system's knowledge model together with the URI of the stream class it is associated with (using the URI of that class in our system's knowledge model). The stored sample now serves as a statistical fingerprint of this stream class and the classifier uses it to classify additional streams. The other type of mappings in our system -Individual Mappings -directly map a specific Gridlink stream to a specific stream class in the GWD's knowledge model. Here, the classifier does not attempt to generalize from an individual observation, which is a more suitable approach for streams with statistical properties that cannot be generalized in a straightforward way (e.g., power data).
When queried for a mapping of a new data stream, the GWD first checks whether there is already a stored individual mapping for that stream. If no such mapping is found, it obtains sample data from the data stream and compares the statistical fingerprint of that data with its stored sample data -the new data stream is then associated with the URI of the stored sample that has the smallest Euclidean distance to the data point's sample. The classifier furthermore produces a confidence value, and the GWD considers all mappings above a given threshold (80% in our implementation) as valid.
µReasoner Based on the contextualized data streams provided by the data classification component of the GWD, the µReasoner's main purpose is to continuously monitor and control field devices, for example to detect in (near) real-time whether the voltage has exceeded a specified value. The µReasoner aims to embed intelligence directly into devices -it is used in scenarios where the volume of data is too large to be sent directly to the cloud or a SCADA system. Instead, this data is processed locally, thereby allowing ultra-low latency reactions and limiting communication to the relevant data. Thus, the µReasoner is typically deployed on edge devices to monitor events and react to them locally.
The µReasoner provides real-time analytics such as anomaly detection and condition monitoring [8] . The formal language for expressing event patterns is based on the ETALIS language for events [3, 4] . Its features include: event pattern operators such as sequence, conjunction, negation and disjunction; sliding window operators based on time or counts; windowed aggregation functions such as min, max, sum, average, and count; temporal filters; projections; and splitting. The engine also allows for scripts for implementing custom event functions or actions. For example, smart meters produce values for Active Power, Reactive Power and Voltage for each phase. µReasoner then generates derived values using Lua scripts, such as Aggregated Active and Reactive Power over all phases and Apparent Power.
The µReasoner's event processor is integrated with a Datalog engine which provides inference capabilities. Each edge node running the µReasoner is capable of reporting which resources (data points) it has access to, as each node has local knowledge mapping low-level data (e.g., from Modbus registers 1 ) to application-level knowledge. Thus, by interpreting local knowledge, the µReasoner can derive which data points are accessible (e.g., smart meter voltages) and use this knowledge for detecting temporal patterns.
By featuring event processing and deductive capabilities, the µReasoner is capable of performing stream reasoning tasks, i.e., to conjunctively reason over streaming events in combination with static or slowly evolving knowledge, and to continuously derive a streaming output under time constraints [1] . muReasoner runs on an embedded device such as for example a device with ARM Cortex-M3 Processor and 64KB RAM or more. Unfortunately at the present no performance results are available. Regarding the expressive power of muReasoner language, please refer to [3] where the language has been defined and published. The difference between ETALIS [3] and muReasoner is that ETALIS uses the full expressiveness of Prolog in the where clause of rules, and muReasoner is limited to Datalog.
Front end and application composition
GWD's front end was developed using vert.x, a polyglot eventdriven application framework 2 , and the field application was developed as an application for the Gridlink middleware, with the classification and reasoning capabilites bundled in a single application. Communication between the GWD components is realized via REST APIs -the API of the field application is depicted in the following: When the front end is started it connects to the GWD field application and requests the available streams. These received streams are consequently available for rule composition. Figure 2 displays the composition front end: A rule is defined by a rule name, a description, at least one rule element, a logical combinator of these rule elements, and a description of the action that should be triggered whenever the rule is satisfied (see 2 (a)). Each rule element (see 2 (b)) reflects a particular monitoring condition (e.g., "15-minute average of meter values a or b or c exceeds a certain threshold") and is directly linked to the available data streams. Complex rules can be defined by combining these elements using logic operators.
Rules are stored as JSON objects in a database in the front end, which allows their retrieval at a later point as well as their annotation and semantic enrichment for ease of use on the operator side. The rule management user interface is depicted in Figure 3 . When a rule is deployed on the field device, the corresponding JSON object is transmitted to the GWD field application, where it is validated and translated into a set of reasoner rules, which can consequently be instantiated on the reasoner. An example for the transformation of a rule object into reasoner rules is given in Figure 4 .
Whenever a rule is satisfied, the GWD field application takes the action specified in the rule object. These actions include the notification of a specified endpoint via a POST request and/or the notification of other applications hosted on the field system by means of publishing the rule satisfaction event in a topic on the Gridlink message bus, which interested applications can subscribe to.
While an intelligent substation is constrained in terms of memory and CPU when compared to standard computational systems, it is still able to host several µReasoner instances in one GWD application at runtime, given sufficient resources. This allows the instantiation of an exclusive µReasoner instance for each deployed rule, with each reasoner hosting the rules required to monitor the rule object. The benefit of this setup is that data streams can be mapped to the reasoner instances which require them and each reasoner instance only needs to evaluate input that is relevant for its rules.
EXPERIMENTS AND RESULTS

Stream Classification Tests
We performed a number of tests to verify that the stream classifier can successfully classify data streams that are relevant in To verify that the stream classifier can classify these data streams with sufficient accuracy, we performed 1000 iterations of the following test setup and with the parameter SAMPLE_LENGTH set to values between 3 and 103 (in increments of 5):
• Training: For each stream, select, at random, an index in the time series and train the classifier using the data point values at that index and the following SAMPLE_LENGTH indices.
• Classification: For each data stream, select, at random, an index in the time series and classify the data point using the values at that index and the following SAMPLE_LENGTH indices. Record an error every time the category given by the classifier is different from the true category.
When applied to the complete data set with all data streams, our classifier delivers very good results: the classification error stays below 2% for all SAMPLE_LENGTH settings at and above 30. In addition, when we exclude the data streams that should be mapped using an Individual Mapping (according to our experience), the error rates drop to zero for all sample lengths -as expected, our statistical classifier has no trouble distinguishing between e.g., Voltages (that hover around a nominal value such as 230V or 110V) and Frequencies (that do the same, for different values). Also the time required for training and classification of the data stream samples (measured at a SAMPLE_LENGTH parameter of 30) is acceptable, at 8ms
Recent years have seen increased installation of PV-systems in combination with battery energy storage systems (BESS) in buildings. This combination allows to store energy produced by PV systems for later consumption (and thus help to increase self-consumption) or trading [17] . Given that these systems are usually governed by intelligent control mechanisms, which differ among systems and operation modes, they add yet more dynamics to distribution grids as their use decouples weather, consumption and production. A number of studies have investigated the impact of BESS on the grid as well as the potential for actively utilizing these systems to stabilize the grid [9, 26] .
The potential impact BESS can have on distribution systems is depicted in Figure 5 : Figure 5 (a) shows a situation where the power obtained via the PV system is directly fed into the distribution grid (e.g., because the system's battery is already fully charged). Figure 5 (b) depicts a scenario where the battery is charged via the distribution grid thus creating load peaks which can put stress on the distribution grid if they occur in times of peak load. As can be seen in the figure, BESSs can exhibit very dynamic load and consumption spikes. Besides the example in Figure 5 , there are many more ways a BESS impact the distribution system depending on sizing, controller and other factors.
If the overall intended operation mode of a BESS is known in advance, it is possible to monitor the behavior of the system on the basis of meter values. An exemplary overall operation mode could be to maximize the self-consumption of generated power and avoid load peaks beyond the limit specified in the grid connection contract in order to avoid a penalty. If a violation of the operation mode is detected, the operator of the battery can be notified immediately in order to reduce financial losses. However, given that the specific characteristics to be monitored depend on the sizing of the battery as well as its potential changing operation modes, this requires a flexible 
Experimental Setup and Scenario
The application of GWD was tested in the smart grid testbed of the Aspern Smart City Research (ASCR) campus. This testbed comprises several distribution grids equipped with metering devices and intelligent secondary substations. Within the testbed, a number of BESS located in buildings as well as secondary substations operate under different operational strategies in order to test the impact of storage systems on distribution system operation.
The GWD field application was implemented and deployed on an intelligent secondary substation in the Aspern testbed, while the GWD front end was hosted in the testbed's back end. The investigated distribution grid features a single BESS with a capacity of 150 kWh and a peak load / consumption of 150 kW. During normal operation this BESS tries to maximize self-consumption of generated energy while limiting the occurrence of consumption peaks.
Based on historical sensor data, the building's active (P) and reactive power (Q) tuples under normal operation could be established. The tuple set constitutes the fluctuation of the active and reactive power and can thus be seen as a sort of fingerprint regarding the battery system's intended and thus normal behavior. As can be seen in Figure 6 , the P/Q activity under normal operation clusters well and allows P/Q boundary conditions to be established which can be used to monitor the behavior of the battery system.
Results
A GWD rule was generated and deployed in the field, which alerts the operator whenever the active power values per phase (averaged over 5 minutes) leave the range of 1.5kW to 27.85kW or whenever the reactive power values per phase (averaged over 5 minutes) leave the range of 0kVar to 5kVar.
The rule was applied to active and reactive power values measured at the point of common coupling of the building. The 5-minute averaging factor was incorporated in the rule to prevent the system from reacting to false-positive transient events. Figure 7 shows time series of active and reactive power measured at the point of common coupling during a day on which the battery changed its operation mode due to a controller update. The time spans marked in red constitute the times that the GWD was able to detect a violation according to the rule, and then notified the front end. As can be seen not all violations were detected, which is due to the time factor used. By reducing the averaging time, the system can be tuned to detect events of shorter duration.
CONCLUSION
In this article, we introduced the Grid Watch Dog (GWD), a lightweight, stream-reasoning-based SCADA system for LV grids. We discussed GWD's ability to consume and immediately deploy rules for monitoring and controlling LV field devices that are defined by system operators on the fly, and gave an overview of its system architecture, in particular the interactions between the user interface, the streams classification endpoint, and the embedded µReasoner. Finally, we presented first results from a proof-of-concept deployment of GWD that demonstrates its application in real-world grid monitoring scenarios: GWD is currently deployed in the Aspern Smart City testbed and is used for rule-based monitoring of battery systems that operate in different modes like peak shaving, self-consumption optimization, reduction of asymmetrical phase loading, and combinations of these modes. Future work will look into the application of GWD in other domains of smart grid operation. In addition the application of GWD on other embedded systems (such as smart meters) and the incorporation of distributed reasoning among a set of GWDs is subject of future research.
