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UNIVERSITY OF CAPE TOWN
Abstract
Doctor of Philosophy
New Applications of Statistics in Astronomy and Cosmology
by Michelle Lochner (ne´e Knights)
Over the last few decades, astronomy and cosmology have become data-driven fields. The par-
allel increase in computational power has naturally lead to the adoption of more sophisticated
statistical techniques for data analysis in these fields, and in particular, Bayesian methods. As
the next generation of instruments comes online, this trend should be continued since previously
ignored effects must be considered rigorously in order to avoid biases and incorrect scientific
conclusions being drawn from the ever-improving data.
In the context of supernova cosmology, an example of this is the challenge from contamination
as supernova datasets will become too large to spectroscopically confirm the types of all objects.
The technique known as BEAMS (Bayesian Estimation Applied to Multiple Species) handles
this contamination with a fully Bayesian mixture model approach, which allows unbiased es-
timates of the cosmological parameters. Here, we extend the original BEAMS formalism to
deal with correlated systematics in supernovae data, which we test extensively on thousands of
simulated datasets using numerical marginalization and Markov Chain Monte Carlo (MCMC)
sampling over the unknown type of the supernova, showing that it recovers unbiased cosmolog-
ical parameters with good coverage.
We then apply Bayesian statistics to the field of radio interferometry. This is particularly rele-
vant in light of the SKA telescope, where the data will be of such high quantity and quality that
current techniques will not be adequate to fully exploit it. We show that the current approach
to deconvolution of radio interferometric data is susceptible to biases induced by ignored and
unknown instrumental effects such as pointing errors, which in general are correlated with the
science parameters. We develop an alternative approach - Bayesian Inference for Radio Obser-
vations (BIRO) - which is able to determine the joint posterior for all scientific and instrumental
parameters. We test BIRO on several simulated datasets and show that it is superior to the
standard CLEAN and source extraction algorithms. BIRO fits all parameters simultaneously
while providing unbiased estimates - and errors - for the noise, beam width, pointing errors and
the fluxes and shapes of the sources.
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Preface
The versatility and applicability of Bayesian statistics on a multitude of problems is both an
advantage and disadvantage. The advantage I have enjoyed during my PhD in Cape Town is
the ability to work effectively on a variety of interesting fields. The disadvantage is trying to
capture that large scope sufficiently and sensibly into a single thesis. The subsequent chapters
may thus seem disconnected at first glance, but they do all link to the main body of research,
which is applying Bayesian statistics to deal with systematic errors that may cause problems
for current and future astronomical observations.
Chapters 1, 2 and 3 are introductory chapters, covering the theory and background required
for Chapters 4 and 5: the research chapters. The first part of Chapter 1 is a fairly general
introduction to cosmology to put the rest of the thesis into context and to allow the framework
in which to develop the scientific background of later sections. This chapter then moves on
to discuss supernova cosmology, which is used in Chapter 4 where BEAMS is applied, and the
epoch of reionization and large scale structure, which is indirectly relevant to BIRO (Chapter 5)
because these are topics of interest to the SKA1. The last section of Chapter 1 is a brief overview
of sources of radio frequency observations, which can be analysed using BIRO. Chapter 2 focuses
on the nitty gritty of radio astronomy observations, required to develop the BIRO technique
in Chapter 5. Of course, the overview of Bayesian statistics, Chapter 3, is used extensively by
both research chapters.
1Square Kilometre Array, www.skatelescope.org
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Chapter 1
An Introduction to Astronomy and
Cosmology
1.1 Introduction
Man must rise above the Earth to the top of the atmosphere and beyond for only
thus will he fully understand the world in which he lives.
- Socrates
Cosmology is the study of the Universe: how it began, how it is evolving and how (and if)
it will end. It is a wide, far-reaching field which has captured the imagination of scientists
and philosophers alike for centuries. In the last two decades, cosmology has moved from a
qualitative, purely theoretical science, to a quantitative, data-driven field, as our experiments
and telescopes become larger and more ambitious.
The study of cosmology stretches from the smallest scales, such as the particle physics of the
early Universe, to the largest, such as the scales of galaxy superclusters and the question of
the size of the Universe itself. Central to the standard model of cosmology is the cosmological
principle which is the idea that viewed on a sufficiently large scale, the Universe has the same
properties for all observers [2, 3].
The cosmological principle is a more specific form of the Copernican principle, which is the idea
that Earth does not occupy a special place in the Universe. While this idea may be widely
1
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accepted in modern theories, this was not so at the time of Copernicus and later Bruno and
Galileo, who fought the view that the Earth was at the centre of the Universe [4].
This principle is valid on scales of around 100 Mpc, where the Universe appears to be quite
smooth (and hence probably looks roughly the same to any observer in the Universe). As well as
an important philosophical idea, it is also a central assumption to most models of the Universe.
Figure 1.1: A timeline of the standard model of the evolution of the Universe. The size of
the observable Universe is represented by the vertical extent of the grid on the image. Credit:
NASA / WMAP Science Team.
From the foundations of the cosmological principle, scientists have spent decades piecing together
the story of the Universe. Figure 1.1 is a overview of our understanding of cosmic history: from
the Big Bang, through inflation, structure formation and accelerated expansion. It took almost
the whole 20th century to build this picture.
The story began with Einstein’s development of General Relativity [? ], which led to our
modern understanding of gravity. The Big Bang theory of the beginning of the Universe (that
the Universe had not always existed but instead started in a hot, dense state), developed by
George Lemaˆıtre and George Gamow [5], was initially dismissed by the scientific community.
This changed with Vesto Slipher and Edwin Hubble’s findings [6, 7], that all galaxies appeared
to be moving away from us, was a powerful piece of evidence towards an expanding Universe and
hence the Big Bang theory. Thanks mostly to the accidental discovery of the cosmic microwave
background (CMB) radiation [3] (the afterglow radiation from the Big Bang) in 1965, the Big
Bang is now accepted by scientific consensus.
2
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In addition to the precise measurements of the CMB, the study of structure formation and
matter in the Universe have also revolutionised the field of observational cosmology [8]. This
field, by the end of the 20th century, was left in an odd state. Observations suggest that all
known matter, including stars, planets and dust, makes up a mere 4% of the energy content of the
Universe. About 23% is in the form of dark matter, an unfamiliar form of matter which interacts
only gravitationally with normal matter. The remaining 73% is dark energy, hypothesised to be
an unknown material which causes the late-time acceleration of the expansion of the Universe
(the upward turn in Figure 1.1). While little is known about dark matter, even less is known of
dark energy and theories abound to describe both of these or provide alternatives (see Section
1.5.3) [8].
In this chapter, we cover some of the fundamental theory of cosmology, starting from General
Relativity and moving to describing the geometry and content of the Universe. We then focus on
some observational cosmology topics relevant to the research in this thesis. Supernova cosmology
is relevant to the research of Chapter 4. The remaining sections, the epoch of reionization and
large scale structure, are indirectly relevant to Chapter 5 in that these are essential fields of
study for the SKA1 and are thus useful science to consider in the development of the technique
BIRO from Chapter 5.
1.2 General Relativity
Einstein’s General Theory of Relativity [? ] is conceptually simple, but mathematically sophis-
ticated. It is the theory of how spacetime, curvature and gravity are related. Einstein’s insight
was that while other fundamental forces are represented by fields defined on spacetime, gravity
is a property of spacetime itself [9]. A detailed study of General Relativity in this thesis is
impossible so we will focus on aspects central to cosmology, with some necessary background
material. The reader is referred to standard textbooks for more detail (e.g. [9, 10]). The
material for this section, unless otherwise stated, is drawn from [9].
We start with Einstein’s equation (Eq.(1.1)): a deceptively simple equation which encodes the
essentials of the theory. Einstein’s equation was not derived from first principles, rather Einstein
postulated it using logical argument while trying to construct a theory which supercedes basic
1Square Kilometre Array, http://www.skatelescope.org
3
Chapter 1 An Introduction to Astronomy and Cosmology 4
Newtonian gravity. Since Einstein first proposed his theory in 1916, General Relativity has
stood up to every observational test [11].
Einstein’s equation (in tensor form) is given by:
Rµν − 1
2
Rgµν = 8piGTµν , (1.1)
where G is the gravitational constant and where we have set the speed of light, c, to one and
will continue to do so throughout this section. In layman’s terms, Einstein’s equation says:
“Spacetime tells matter how to move, matter tells spacetime how to curve”2. The terms on the
left of the equation describes the curvature of spacetime while the term on the right describes
matter. We will now briefly explain each term in the Einstein equation.
Rµν is called the Ricci tensor
3 and is derived by contracting the Riemann tensor (Eq.(1.8)). R
is the Ricci scalar which is obtained by a further contraction on the indices (Eq.(1.9)). In order
to understand where the Ricci tensor and Ricci scalar come from, we need a few new concepts
and equations.
The first is the important concept of the metric tensor, written as gµν , which defines the geometry
of a manifold (a topological space which may be curved, but locally resembles Euclidean space)
[14]. The metric is essential in defining the spacetime interval between events (also called a line
element):
ds2 = gµνdx
µdxν , (1.2)
where repeated indices indicates a sum over those indices. This is an invariant quantity: even
if we change the coordinate system, the spacetime interval will not change.
If we consider the usual three spatial dimensions and one time dimension, then xµ can be written
as a vector: xµ = {t, x, y, z}. If we further only consider Minkowski space (the equivalent of
Euclidean space where time is included as a fourth dimension), then the metric, using the special
2Quoted from John Archibald Wheeler in his autobiography [12].
3We assume the reader is familiar with the concept of a tensor. See [9, 13] or any other textbook on general
relativity for an introduction to tensor calculus.
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symbol ηµν , is written as
4:
ηµν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , (1.3)
such that, in Minkowski space, the spacetime interval is:
ds2 = −(dt)2 + (dx)2 + (dy)2 + (dz)2. (1.4)
Another essential piece of the Einstein’s equation puzzle is the Christoffel symbols [9]. These
are determined from the metric by:
Γλµν =
1
2g
λσ(∂µgνσ + ∂νgσµ − ∂σgµν). (1.5)
The Christoffel symbols are essential in defining the covariant derivative, ∇, an operator which
performs the function of the partial derivative in curved space but in a coordinate independent
way. It is defined, on arbitrary vector V µ, as:
∇µV ν = ∂µV ν + ΓνµλV λ. (1.6)
The Christoffel symbols are also needed in the Riemann tensor, which describes the curvature
of the manifold [9]:
Rρσµν = ∂µΓ
ρ
νσ − ∂νΓρµσ + ΓρµλΓλνσ − ΓρνλΓλµσ. (1.7)
Finally, the Riemann tensor can be contracted to form the Ricci tensor:
Rµν = R
λ
µλν , (1.8)
and the Ricci scalar [9]:
R = Rµµ = g
µνRµν . (1.9)
4Here we use the sign convention [-1,1,1,1] [9].
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These are all the elements which make up the left hand side of Eq.(??), together describing the
curvature of spacetime.
We now turn our attention to the right hand side of Einstein’s equation which describes matter
and energy.
The energy-momentum tensor (or the stress-energy tensor), Tµν , is defined as the flux of four-
momentum pµ across a surface of constant xν [9]. To illustrate the use of this tensor, let us
consider a perfect fluid, that is a fluid which can be completely described by two quantities:
the rest-frame energy density, ρ, and an isotropic rest-frame pressure, p. The rest-frame form
of the energy-momentum tensor is then
Tµν =

ρ 0 0 0
0 p 0 0
0 0 p 0
0 0 0 p
 . (1.10)
In general, this is written as [14]:
Tµν = (ρ+ p)UµUν + pηµν , (1.11)
where Uµ = dx
µ
dt is the four-velocity of the fluid and η
µν is the Minkowski metric (Eq.(1.3)). The
reader is also reminded that the inverse of a metric is written with indices raised and subject
to the relation ηµνηνρ = δ
µ
ρ[9]. We are able to model many forms of matter as a perfect fluid
in our description of the Universe. We can solve for the evolution of a perfect fluid from its
equation of state: p = p(ρ). Dust (as we describe all matter in the Universe) is pressureless
(p = 0) while an isotropic gas of photons has p = 13ρ [3]. One last important point about
the energy-momentum tensor is that it is conserved: ∇µTµν = 0. This is by construction in
Einstein’s equation to ensure conservation of energy and momentum [9].
General relativity is quite different from non-gravitational theories (such as special relativity)
in that the actual value of the energy field matters, not just changes in it [9]. This allows the
possibility of a vacuum energy, which is the energy density of empty space. The vacuum energy
must have a negative pressure, pvac = −ρvac, to ensure Tµν from Eq.(1.11) is Lorentz invariant
(i.e. the vacuum should be the same in all frames).
6
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When Einstein wrote down his theory, he tried to find a static cosmological model, as it was
the consensus at the time that the Universe was unchanging. However, his equations implied
that a Universe with uniform matter density distribution cannot be static, unless a finely tuned
cosmological constant, Λ, is introduced:
Rµν − 1
2
Rgµν + Λgµν = 8piGTµν (1.12)
However, this static solution was proven to be unstable, at least in the case of a matter dominated
Universe [15]. Einstein reputedly called this addition of the cosmological constant “his biggest
blunder” when observations by Vesto Slipher and Edwin Hubble [6, 7] showed that the Universe
was expanding and a solution to the original Einstein equation was found which allowed for an
expanding Universe. Towards the end of the century, however, the cosmological constant was
revived as an excellent description for dark energy (see Section 1.5.3 for more details) [8].
1.3 The Friedmann-Lemaˆıtre-Robertson-Walker Universe
One of the most fundamental assumptions in modern cosmology is the cosmological principle, the
result of which is that the Universe is isotropic (invariant under rotation) around every point
and therefore homogeneous (invariant under spatial translation) [8]. This is a more specific
version of the Copernican principle (dating back to Nicolaus Copernicus), which is the idea that
we do not live in a special place in the Universe. While there is ample evidence for isotropy from
the CMB [3], homogeneity is harder to prove and inhomogeneous models are an active field of
research (see for example [16]). As the assumption of homogeneity not only makes calculations
much easier, as well as reasonable and philosophically attractive, we will utilise it throughout
this work [3, 8].
The metric for a homogeneous and isotropic spacetime is called the Friedmann-Lemaˆıtre-Robertson-
Walker (FLRW) metric [9] and is given by:
ds2 = −dt2 + a2(t)
[
dr2
1− κr2 + r
2dΩ2
]
, (1.13)
where
dΩ2 = dθ2 + sin2(θ)dφ2 (1.14)
7
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and a(t) is the dimensionless scale factor. This scale factor relates the distance between two
galaxies at some time, t, in the past to the distance at reference time t0. The curvature pa-
rameter, κ = k/R20, describes the curvature of spacetime, where R0 is the radius of curvature
at a(t0) = 1. The fixed parameter k is +1 if the Universe has constant positive curvature, 0
if it is flat and −1 refers to constant negative curvature. See Section 1.5.4 for more details on
curvature.
Lastly, the r in Eq.(1.13) is r = R0Sk(χ), where
Sk(χ) =

sin(χ) if k = +1
χ if k = 0
sinh(χ) if k = −1
(1.15)
and χ is the comoving distance. Thus the FLRW metric describes an expanding, homogeneous
and isotropic Universe.
To determine the scale factor, a(t), in Eq.(1.13), we need to use Einstein’s equation (Eq.(1.1))
and the perfect fluid form of the energy-momentum tensor (Eq.(1.10)). First, consider the time-
time component of the energy-momentum tensor. Since under the assumption of a perfect fluid,
the equation of state is p = wρ (where w is not a function of ρ), conservation of energy implies
[9]:
∇µTµ0 = 0. (1.16)
Substituting in the FLRW metric leads to:
ρ˙
ρ
= −3(1 + w) a˙
a
. (1.17)
If we further assume that w is constant, this equation can be integrated to obtain:
ρ ∝ a−3(1+w). (1.18)
This governs the evolution of a perfect fluid as the scale factor changes.
Now we turn our attention to a(t) itself. Since we have chosen a metric to work with as well as
the form of Tµν , we can substitute these into Einstein’s equation and compute each term of the
8
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tensor equation [9]. We end up with two distinct equations:
(
a˙
a
)2
=
8piG
3
ρ− κ
a2
, (1.19)
and
a¨
a
= −4piG
3
(ρ+ 3p). (1.20)
These are known as the Friedmann equations and describe the evolution of the Universe.
From the geodesic equation assuming the FLRW metric (see [17] for a more general derivation),
we know that the energy E1 of a photon emitted at scale factor a1 is related to the energy E2
of the photon at scale factor a2 by [9]:
E1
E2
=
a2
a1
. (1.21)
This means that as a photon travels through an expanding Universe, it actually loses energy.
Because a photon’s energy is proportional to its frequency, we observe this as a reddening of
light, or a redshift.
The redshift, defined as a change in frequency, ν, is related to a1 and a2 by:
z =
ν1 − ν2
ν2
=
a2
a1
− 1. (1.22)
In a flat Universe, we can set a = 1 today5, we have the useful relationship between the scale
factor and the redshift of any object observed in the Universe:
a =
1
z + 1
. (1.23)
Often this redshift is interpreted as a Doppler shift in the the observed frequency of light.
However, [9] would argue that this interpretation is incorrect. Consider the following (rather
contrived) scenario. Imagine there are two galaxies in a Universe with a constant scale factor
(the Universe is not expanding). Galaxy A emits a photon towards galaxy B. Just as the photon
is emitted, the Universe begins to expand but when it is received in galaxy B, the Universe
stops expanding so both galaxies are “at rest”. Clearly, the photon will be redshifted due to
the expansion of space during its journey, however at the time it was emitted and received,
5In general, 1 + z = a0/a and a0 is determined by the curvature. See [18].
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the galaxies had zero velocity. Thus cosmological redshift has more to do with gravity than
velocities.
Nevertheless, it is often useful to think of gravitational redshift as a Doppler shift, at least for
nearby galaxies, and to consider the redshifted galaxies as receding from us, the observer, with
velocity v = cz. We can determine a relationship between velocity and distance for sufficiently
short distances.
From Eq.(1.13), the instantaneous distance between us and a galaxy at comoving radial coor-
dinate χ is
dp(t) = a(t)R0χ. (1.24)
Then, since in this description χ is comoving, it remains constant as the Universe expands.
Thus, the “velocity” is
v = d˙p = a˙R0χ =
a˙
a
dp, (1.25)
which, when evaluated today gives us the famous Hubble law [7]:
v = H0dp. (1.26)
H0 is the current value of the time evolving Hubble parameter, defined as:
H =
a˙
a
. (1.27)
H0 is also often parameterised as 100h km/s/Mpc, where the current value for h is around 0.67
[19]. H0 also defines the Hubble length, dH , which sets the characteristic scale for the Universe:
dH = H
−1
0 c. (1.28)
This is the distance at which galaxies are receding from us at the speed of light and thus defines
the minimum distance between regions of space which are causally disconnected. It should be
noted that as H is time evolving, the Hubble radius also changes with time and so regions which
were once causally connected may later become disconnected and vice versa (see Section 1.6.1).
The Hubble parameter is related to the density parameter, Ω, defined as [14]:
Ω =
8piG
3H2
ρ =
ρ
ρcrit
, (1.29)
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where
ρcrit =
3H2
8piG
. (1.30)
This last equation is referred to as the critical density because it is the density at which the
Universe is exactly flat. This can be seen by putting the definition for ρcrit into the second
Friedmann equation (Eq.(1.20)), which shows that κ = 0 if and only if ρ = ρcrit.
We can rewrite Eq.(1.19) as:
H2 =
8piG
3
∑
i
ρi, (1.31)
which sums over all the energy densities of the components in the Universe. Note, here we
write a fictitious energy density for curvature, which is not a true energy density but is useful
in describing the behaviour of curvature in the Universe [9].
1.4 Distances in the Universe
The luminosity distance is defined as [20]:
d2L =
L
4piF
, (1.32)
where L is the luminosity of the source and F is the flux measured by the observer. Including
the expansion of space, the cosmological equation for luminosity distance is [9, 20]:
dL(z) = (1 + z)
c
H0
√−Ωk
sin
(√
−Ωk
∫ z
0
H0
H(z′)
dz′
)
, (1.33)
where the reader is reminded that this single equation is equivalent to the three separate curva-
ture cases often quoted in textbooks, since sinh(x) = −isin(ix) [20]. Here, Ωk = κ/(H20a2) (see
Section 1.5.4) is the curvature density parameter. For a flat Universe, Eq.(4.9) reduces to
dL(z) = c(1 + z)
∫
dz′
H(z′)
. (1.34)
The angular diameter distance is defined as:
dA =
R
θ
, (1.35)
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where R is the proper size of an object and θ is its observed angular diameter. The distance
duality relation, which holds in any metric theory of gravity where photon number is conserved
[20], relates luminosity distance and angular diameter distance:
dL(z) = (1 + z)
2dA(z). (1.36)
To relate distances to actual observations, we must consider magnitude. Magnitude is a (very
old) astronomical measure of how much dimmer an object appears to the eye in comparison
to some reference object, usually the star Vega. The apparent magnitude, m, of two stars is
related to their measured fluxes, F , by [21]:
m1 −m2 = −2.5log10(F1/F2). (1.37)
The absolute magnitude, M , of an object is the magnitude it would have if it were at a distance of
10pc. Thus, the distance modulus (the difference between the apparent and absolute magnitude
of an object) is related to the luminosity distance by [21]:
µ = m−M = 5log10
(
dL
10pc
)
. (1.38)
Figure 1.2 shows a Hubble diagram using recent supernova data (see Section 1.7.1). Distance
modulus measurements can be used to constrain cosmological parameters through Eq.(1.33).
1.4.1 Determining distances
Eq.(1.33) is, fairly obviously, a strong function of redshift. If one is willing to assume a cosmo-
logical model, then all that is needed to determine the distance to an object is the redshift.
The redshift of an object is usually determined from its spectrum (see Figure 1.3 for an example),
although a less accurate, photometric redshift can be estimated from multi-band imaging [20].
From Eq.(1.22), it follows that:
z =
λ− λ0
λ0
, (1.39)
where λ is the observed wavelength and λ0 the wavelength at which the light was emitted.
Distances to the farthest objects in the Universe can only be estimated by utilising the distance
ladder, which is illustrated in Figure 1.4 [3]. The idea is, the distance to only nearby objects can
12
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Figure 1.2: Hubble diagram of supernovae from various surveys showing the corrected mag-
nitude as a function of redshift. In the lower panel, the best fit line is removed [22].
Figure 1.3: A typical spectrum of a luminous red galaxy, from which the redshift can be
estimated using Eq.(1.39) [20].
be measured directly using parallax. For others, we need to use standard candles (and possibly
standard rulers), objects of known brightness, to determine distances. The best example of
these are Type Ia supernovae, which are discussed in Section 1.7.1.
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Figure 1.4: The cosmic distance ladder showing how different techniques are used to deter-
mine distances to objects. Parallax and proper motion are accurate techniques but only apply
to nearby objects. Cepheid variables and RR lyrae variable stars are particularly useful for
intermediate distances, while Type Ia supernovae have proven to be powerful probes at high
redshifts. The region labeled “redshift” simply indicates that the distance can be determined
to any object for which a redshift is measurable, provided a model of cosmology is assumed.
Adapted from [23, 24].
1.5 Components of the Universe
1.5.1 Matter
It is now almost scientific consensus that there is a mysterious form of matter known as dark
matter, which interacts with normal matter only gravitationally and has, thus far, only been
detected through indirect means such as galaxy rotation curves and gravitational lensing [25].
Current constraints dictate that about 23% of the energy content in the Universe is dark matter
and only 4% is normal baryonic matter, with a tiny fraction of radiation and about 73% dark
energy (discussed below) making up the rest [8]. We assume that dark matter can be described
as a pressureless dust, exactly the same as baryonic matter, which has thus far seemed consistent
with observations. Thus we will group baryonic and dark matter together in our discussion of
the evolution of the Universe [8].
Being pressureless, the equation of state for matter is zero: w = 0. Eq.(1.18) dictates that the
energy density of matter evolves as:
ρM ∝ a−3. (1.40)
14
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This can simply be interpreted as the decrease in the number density of matter particles as the
Universe expands.
1.5.2 Radiation
Radiation can also be described as an ideal fluid. Radiation includes not only photons, but
also massive particles moving at relativistic speeds which are moving fast enough to be indis-
tinguishable from photons and thus have the same equation of state. Since w = 13 for radiation,
Eq.(1.18) tells us the energy density of radiation falls off as [3]:
ρR ∝ a−4. (1.41)
The extra factor of a−1 for radiation is because while the number density of photons decreases
the same way as matter as the Universe expands, individual photons also lose energy as their
wavelengths are redshifted, and the energy lost is proportional to the scale factor. Thus radiation
dominates in the early Universe but is then overtaken by matter later on [3].
1.5.3 Dark Energy
In 1998, two independent teams of scientists discovered the first direct evidence that the expan-
sion of the Universe was accelerating [26, 27] (see Section 1.7.1). Einstein’s equation (Eq.(1.1))
can be modified in two ways to include the acceleration of the expansion of space. The first is
to modify the left hand side of the equation, as done in Eq.(1.12). This then indicates a change
in the nature of gravity on large scales. For example, the Ricci scalar, R, in Eq.(1.1) can be
replaced by an arbitrary function f(R), to capture characteristics of higher order gravity and
provide an alternative to GR [28]. The other option is one can change the energy-momentum
tensor on the right hand side of the equation to include an extra component, known as “dark
energy”, which causes the accelerated expansion [8].
In order for the expansion of the Universe to accelerate, we must have a¨ > 0. Thus, using
Eq.(1.20), we find ρ + 3p < 0. If we assume that dark energy follows an ideal gas law, like
radiation and matter, then this implies that
wDE < −1
3
, (1.42)
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where wDE =
p
ρ is the assumed equation of state for dark energy. This means that dark energy
is a substance with negative pressure [8].
The simplest solution for the behaviour of dark energy is that its density does not change in
time. This corresponds to adding a cosmological constant, Λ, in Eq.(1.12). Then the density
parameter (today) for the cosmological constant is [29]:
ΩΛ =
Λ
3H20
. (1.43)
So the energy density of dark energy, if it is a cosmological constant, is constant in time:
ρΛ = constant. (1.44)
Eq.(1.18) dictates that for the energy density to be constant, wΛ = −1.
The cosmological constant model of dark energy, presents several difficult problems. One is
known as the coincidence problem. That is, if the early Universe was matter dominated and the
future will clearly be completely dominated by dark energy (since its energy density is constant
and that of matter decreases as the Universe expands), then why do we happen to live at a
seemingly special time when the energy density of matter and dark energy are the same order of
magnitude? Proposed solutions to the coincidence problem include anthropic reasoning [30, 31]
and tracking solutions using dynamical dark energy [32]. There is currently no consensus on
the solution to the coincidence problem.
The second problem is why the measured value of the cosmological constant is so small. The
source of the acceleration of the Universe has often been thought to be the energy of the
quantum vacuum. All quantum fields fluctuate according to Heisenberg’s uncertainty principle
[33] and this results in a predicted non-zero energy density of the vacuum. The problem is
that the theoretical prediction is stronger than the measured value of the quantum vacuum by
∼ 10120 [29]. The discrepancy between the measured and predicted quantum vacuum values
is an outstanding problem in physics and has led scientists to seek alternative explanations for
dark energy.
Although a cosmological constant model is the simplest which fits the data, we can also imagine
dark energy whose properties vary in time and space. This idea of dynamical dark energy can
be implemented simply using scalar fields and is also known as quintessence [32]. Observations
16
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are have been unable to detect any evidence for dark energy dynamics and subsequently, mod-
ern dynamical models often mimic a cosmological constant model at the sensitivity of current
observations [32].
1.5.4 Curvature
Curvature is an intrinsic property of space. Because we find it somewhat challenging to think
of curvature of a three dimensional surface, it helps to visualise curvature of two dimensional
surfaces when discussing curvature of the Universe. There are three possible curvatures of
spacetime which are isotropic and homogeneous on large scales (in keeping with the cosmological
principle): positive (sometimes referred to as closed), negative (sometimes referred to as open)
and flat [2]. These are illustrated in Figure 1.5.
Figure 1.5: The three possible geometries of the Universe: spherical (Ω0 > 1), hyperbolic
(Ω0 < 1) and flat (Ω0 = 1) where Ω0 is the total density parameter [34].
In order to include curvature neatly in Eq.(1.31), we can construct an energy density for curva-
ture which, from Eq.(1.19), must be [9]:
ρk =
3κ
8piGa2
(1.45)
and a corresponding density parameter:
Ωk =
κ
H20a
2
. (1.46)
Flat space is familiar Euclidean space, where the angles of triangles add up to 180◦, the cir-
cumference of a circle is 2pir and parallel lines remain parallel forever. In two dimensions, a flat
Universe could be represented by an infinite sheet of paper. A flat Universe must be infinite
because otherwise the boundaries would constitute a special place and violate isotropy. In a flat
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Universe, the density exactly equals the critical density (Eq.(1.30)), which makes the curvature
density parameter equal to zero [14]:
Ωk = 0. (1.47)
Positive curvature is represented by the surface of a sphere in two dimensions. In spherical
geometry, as on the surface of the Earth, the angles of a triangle will add up to a number
greater than 180◦, the circumference of a circle is less than 2pir and lines which start parallel
will end up meeting (lines of longitude for example). Spherical geometry describes a three-
sphere, meaning it has a finite size but no boundary while still maintaining isotropy (like the
surface of the Earth). In a spherical Universe, the curvature density parameter is positive [14]:
Ωk > 0. (1.48)
Lastly, hyperbolic geometry (negative curvature) can be visualised by a saddle. Here all angles
of a triangle add up to less than 180◦, the circumference of a circle is greater than 2pir and lines
which are initially parallel diverge from each other and never meet. In a hyperbolic Universe,
the curvature density parameter is negative [14]:
Ωk < 0. (1.49)
This means that for curvature, w = −13 and ρk ∝ a−2 [9].
Finally, it should be noted that Eq.(1.7) completely describes mathematically the curvature of
a manifold, which implies that all information about curvature is contained in the metric [9].
1.5.5 The Friedmann Equation
Now we can rewrite Eq.(1.31) in terms of density parameters. We first recognise that
8piG
3
=
H20
ρcrit,0
, (1.50)
where ρcrit,0 is the value of the critical energy density today. We can then input the evolution
of each component of the first Friedmann equation, and write it in terms of density parameters,
as they are measured today [2]:
H2 = H20
(
Ωm(1 + z)
3 + Ωr(1 + z)
4 + Ωk(1 + z)
2 + ΩΛ)
)
. (1.51)
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1.6 Problems with the Big Bang
Figure 1.6: The standard model of the history of the Universe showing important events as a
function of time, redshift and energy scale. Also indicated are the observations which probe this
time scale. The acronyms are: BBN (Big Bang Nucleosynthesis), Ia (Type Ia Supernovae), LSS
(Large Scale Structure), BAO (Baryon Acoustic Oscillations), QSO (Quasi-Stellar Objects),
Lyα (Lyman-Alpha) and 21 cm (hydrogen 21 cm transition) [35].
Figure 1.6 represents our current understanding of the history of the Universe, along with the
observations which probe the various epochs. Modern particle accelerators are powerful enough
to probe energy scales up to about 1TeV, which corresponds to when the Universe was just
10−10 seconds old. At these energies, we can be confident we understand the physics which
dictates the evolution of the Universe. What happened prior to this, however, is the realm of
theory and hypothesis. The development of a theory of the early Universe has been largely
driven by the need to explain the initial conditions of the Big Bang model [2].
There are two main problems in the standard Big Bang Theory which requires extremely fine-
tuned initial conditions. These are the horizon and flatness problems.
The horizon problem
From the CMB [3] we know that the early Universe was highly homogeneous. Yet we would
expect regions of the early Universe to be causally disconnected. There is no reason why these
causally disconnected regions should have similar physical conditions. Thus the standard Big
Bang Model requires the initial distribution of matter to be fine-tuned to be extremely smooth
[35].
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The flatness problem
To illustrate the flatness problem, we begin by rewriting Eq.(1.19) as
1− Ω(a) = − κ
(aH)2
. (1.52)
where Ω(a) is the total energy density in the Universe. Since the comoving Hubble radius,
(aH−1), grows with time, we see that |1− Ω| must diverge. Thus in order for Ω to be close to
one today (as data suggests), Ω must have been extremely close to one in the early Universe,
making the initial conditions once again highly fine-tuned [8].
1.6.1 Inflation
These two shortcomings of the standard Big Bang model are problems with initial conditions,
in that the model is only consistent with current observations if the Universe is fine-tuned to
initially be extremely flat and smooth. Additionally, the standard Big Bang model cannot
explain how the seeds for large scale structure formation are generated, these initial conditions
must also be assumed.
The theory of inflation [36] solves the flatness and horizon problems and explains where the
seeds for structure formation came from. The idea of inflation is simple: in the early Universe
there was a period of rapid acceleration, corresponding to a decreasing comoving Hubble radius.
From Eq.(1.52), we can see that if the comoving Hubble radius, (aH)−1, decreases with time
then Ω is driven towards 1: a flat Universe. The horizon problem is also solved because what
are large scales today were in fact within the Hubble radius before inflation, allowing causal
connections to explain homogeneity [3].
The simplest models of inflation state that a single scalar field, the inflaton, was responsible
for the rapid acceleration during inflation. Figure 1.7 illustrates a simple potential for such a
scalar field. The acceleration of the scale factor can be related to the first time derivative of the
Hubble parameter [35]:
a¨
a
= H2(1− ), (1.53)
where  = − H˙
H2
. Thus, the condition for acceleration is:
 = − H˙
H2
= −dlnH
dN
< 1, (1.54)
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Figure 1.7: Example of a simple inflaton potential. Acceleration occurs while the potential
energy, V(φ), dominates over the kinetic energy, 12 φ˙
2. The quantum fluctuations, δφ, which
form the seeds for structure growth and are visible as the CMB, occur at φCMB, about 60 e-
folds (see definition below) before the end of inflation. Inflation ends at φend when the kinetic
energy is comparable to the potential energy [35].
where we have defined dN = Hdt = dlna, which measures the number of e-folds, N , of ex-
pansion. One e-fold would mean the Universe had expanded by a factor of e. This equation
therefore shows that in order to have acceleration, the fractional change of the Hubble parameter
per e-fold must be small.
Finally, from the action of the potential in Figure 1.7 it is possible to derive the equation of
state for the inflaton field, assuming it is a perfect fluid [35]:
wφ =
pφ
ρφ
=
1
2 φ˙
2 − V
1
2 φ˙
2 + V
, (1.55)
which illustrates how a scalar field can lead to negative pressure and accelerated expansion
(wφ < −13) if the potential energy dominates over the kinetic.
Inflation is a successful theory of the early Universe not only because it can explain why the
Universe is so flat and smooth, but also because it provides a natural source for the seeds of
structure formation: quantum fluctuations in the scalar field. Due to Heisenberg’s uncertainty
principle (specifically, the uncertainty relation between time and energy), energy and particles
are continually popping in and out of existence on short time scales [2, 3]. During inflation, the
quantum fluctuations in the inflaton field, δφ, get stretched out as the Universe rapidly expands.
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These fluctuations in the scalar field lead to local time delays in the end of inflation, meaning
that some parts of the Universe will undergo inflation slightly longer than other parts. This in
turn results in density fluctuations throughout the entire Universe. It is these density fluctua-
tions, these initial seeds, which gravitational attraction eventually turns into galaxies and the
large scale structure we observe today. The fact that the measured power spectrum of these
fluctuations from the CMB [3] matches the one predicted by inflation so precisely provides the
strongest evidence we have for inflation [35]. Of course, this simple model for inflation is just
one of a dazzling variety of models, a study of which is out of the scope of this thesis.
1.7 Observations of the Universe
Having set the cosmological stage, this section serves as an overview of specific fields of obser-
vational cosmology and astronomy relevant to later chapters.
1.7.1 Supernova Cosmology
Supernovae are among the most powerful events in the Universe. They occur when a star dies,
causing an explosion so massive it can temporarily outshine an entire galaxy. Supernovae (SNe)
are classified into several types, based on their spectral features: Type I supernova have no
hydrogen in their spectra, while Type II do. Type Ib have helium, Type Ic have no hydrogen or
helium and Type Ia also lack hydrogen and helium but are dominated by lines from higher-mass
elements (such as calcium, silicon, sulphur and iron). A simple table is also shown in Figure 1.8
to summarise the difference between the types and a spectrum of a supernova of each of these
types are illustrated in Figure 1.9. Over the years, a host of objects have been discovered which
do not fit into the standard classification, which is constantly being revised [37].
It is believed that Type II and Type Ib/c SNe are due to the core-collapse of massive stars.
They seem to leave behind either a remnant neutron star or black hole, depending on the initial
mass of the collapsing star. There is much variation in the light curves of these supernovae (see
Figure 1.10). Type Ia supernovae, however, are far more consistent. Type Ia SNe are probably
caused by the thermonuclear explosion of a white dwarf star. The white dwarf accretes mass
from a companion (either a normal star or by merging with another white dwarf) until it reaches
the Chandrasekhar mass (∼ 1.4M), triggering a runaway reaction burning all the carbon in
the star within seconds. The light we observe lingering after a supernova explosion comes from
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Figure 1.8: The spectral classification of supernovae. The type of a supernova is decided
based on a decision tree on the existence of certain spectral lines. This table shows that Type
Ia’s are unique in that their light curves show consistency, amongst other features. The rate is
measured in supernova units, where 1 SNu = 1 SN per century per 1010L,B (the B-band solar
luminosity) [38].
Figure 1.9: Representative spectra of different supernova types. The type is in brackets after
the supernova name. Spectral lines are indicated by their element name and ionization. The
brightness is in arbitrary flux units [39].
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Figure 1.10: Examples of the differences between the types of supernovae light curves. While
the differences are not distinct enough to accurately type supernovae as with their spectra, light
curves can still give some indication as to the probability the supernova is a Type Ia for example
(see Chapter 4) [40].
radioactive decay of new material synthesised in the explosion, mostly nickel decaying into iron
[37].
Because Type Ia SNe are so similar in their light curves and spectra, they can be used as
“standard candles”: objects of known brightness which can be used to determine cosmological
distances. In fact, Type Ia SNe are “standardisable candles” because each light curve is not
identical, but there is a tight relationship between the absolute brightness of the object and
the stretch and colour of the light curve. Figure 1.11 shows an example of Type Ia light curves
before and after stretch and colour correction. Other correction terms to the magnitude of the
supernova include dust extinction and a K correction term (needed to transfer the observed flux
into the rest frame) [37].
Type Ia SNe are excellent cosmological probes, especially of H0 and Ωm. In the nineties,
Perlmutter et al. [27] and Riess et al. [26] used their independent measurements of supernovae
to find the first evidence for dark energy. Figure 1.12 shows the confidence limits on the
cosmological parameters, Ωm and ΩΛ, showing how a cosmological constant of zero is ruled
out at high confidence by the supernova data. Also illustrated is how the cosmological probes,
supernovae, the CMB and the BAO, are extremely complementary6.
6Also note the remarkable amount the contours have shrunk in little over a decade.
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Figure 1.11: Example light curves (brightness as a function of time) of nearby supernovae.
These show the relationship between peak absolute luminosity and the timescale of the light
curve: brighter supernovae decay more slowly than fainter ones. The bottom panel shows
the same light curves as the top panel after fitting and removing the stretch factor thereby
“correcting” the peak magnitude and aligning the light curves [41].
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Figure 1.12: The Ωm−ΩΛ plane showing the original supernova constraints from the High-Z
Supernova Survey [26] and the Supernova Cosmology Project [27], as well as from the recent
Union2 SNe Ia compilation [42]. Constraints from the CMB [43] and BAO [44] are also included
[37].
The field of supernova cosmology is well established and is continuing to develop. Surveys such
as DES7, Pan-STARRS8 and the LSST9 will produce an unprecedented amount of supernova
data in the coming years. However, such a deluge of data is riddled with difficulties when
standard analysis techniques are applied. Thousands of supernovae will be discovered by these
surveys and only a fraction will be confirmed spectroscopically as Type Ia. Either the majority
of the data must be discarded, or a certain amount of contamination from non-Ia supernovae will
enter the dataset, potentially leading to biases in the estimates of the cosmological parameters.
In Chapter 4, we review these problems and an elegant statistical technique called BEAMS
[45–47], Bayesian Estimation Applied to Multiple Species, which solves them. BEAMS can
produce tight unbiased constraints on the cosmological parameters without applying any cuts
to the dataset. We also develop in Chapter 4, a method of extending BEAMS to correlated
datasets [1], since it is known that correlations between data will be important in these large
surveys.
7The Dark Energy Survey, http://www.darkenergysurvey.org/
8The Panoramic Survey Telescope & Rapid Response System, http://pan-starrs.ifa.hawaii.edu/public/
9The Large Synoptic Survey Telescope, http://www.lsst.org/lsst/
26
Chapter 1 An Introduction to Astronomy and Cosmology 27
1.7.2 The Epoch of Reionization
The period after recombination [3] is known as the dark ages, when the Universe was transpar-
ent and the first stars had not yet formed [48]. During this time, dark matter dominated the
dynamics of the Universe, driving gravitational collapse and the beginnings of structure forma-
tion [8]. The dark ages ended after about 400 million years when the first galaxies had formed
and the first stars (known as Population III stars) began to shine and emit ionizing ultraviolet
radiation. The initially neutral intergalactic medium began to ionize around the source galaxies
forming pockets of ionized hydrogen (HII). Gradually, as more galaxies formed, these pockets
of ionized gas grew until they permeated the whole Universe and no neutral hydrogen remained
[48].
Current observations place this Epoch of Reionization (EoR) in the redshift range z ∼ 6−15 [48].
Figure 1.13 shows a simulated view of neutral hydrogen during the EoR. Before the EoR, the
neutral hydrogen traces the cosmological density fluctuations of the early Universe [3]. However,
as the source galaxies start to form, pockets of ionized hydrogen also form until at a redshift of
about 6, no neutral hydrogen remains [48].
Figure 1.13: A simulation of neutral hydrogen during the Epoch of Reionization showing how
pockets of ionized hydrogen form and eventually permeate the Universe by z ≈ 6. The colour
corresponds to the intensity of emission from neutral hydrogen [48].
The Epoch of Reionization is a difficult era to study and constraints on the details of the EoR
are often weak and model dependent [48]. However, there are several types of observations
which yield information on the EoR.
27
Chapter 1 An Introduction to Astronomy and Cosmology 28
• Lyman α forest Ultraviolet light passing through neutral hydrogen is absorbed at a
wavelength of 1215.67A˚ (in the rest frame), in the Lyman α transition. As the light from
distant quasars travels towards Earth, it passes through clouds of neutral hydrogen. Since
each cloud is at a different redshift, this forms the so-called Lyman α forest of spectral lines
in the spectrum of the quasar, which is a probe of the intergalactic medium. At a redshift
of about 6 there is so much neutral hydrogen that the forest becomes an absorption trough,
called the Gunn-Peterson trough [49]. The fact that no trough is detected in quasars just
below redshift of 6 but is in high redshift quasars is strong evidence that reionization did
occur and ended at z ∼ 6 [48].
• Thomson scattering of the CMB Reionization has an effect on the CMB photons
through Thomson scattering [3]. The electrons from the ionized hydrogen scatter the
CMB photons in random directions, which has the effect of washing out the small scale
anisotropies and polarising the CMB photons. Studies of the polarisation of the CMB
can constrain the optical depth of reionization, τ , and in turn (assuming a model of
reionization history) the redshift at which reionization occurred [48].
• The intergalactic medium Measurements of the temperature of the intergalactic medium
(as determined from the density) constrain the epoch of reionization to have occurred at
z . 10 [48]. Studies of both the Lyman α forest and the number of galaxies detected
optically at z & 7 suggest that the number of ionizing photons per baryon may have been
surprisingly small during the EoR.
• The 21 cm line Perhaps the most promising method to investigate the EoR is the neutral
hydrogen emission line, with a rest frame wavelength of 21 cm. This emission occurs when
the electron and proton of a neutral hydrogen atom transition from the state where the
spins of each are parallel, to the lower energy anti-parallel state. Although this transition
is extremely rare, the large amounts of hydrogen in the Universe makes this emission line
possible, if difficult, to detect, even at high redshift [50].
Current studies of the EoR are limited to detections of neutral hydrogen emission at
6 . z . 12 because of ionisopheric interference at lower frequencies. Current and near
future experiments such as GMRT10, LOFAR11, MWA12 and PAPER13 do not have the
sensitivity to directly detect the reionization evolution. They instead plan on detecting
10Giant Metre Wave Telescope, http://gmrt.ncra.tifr.res.in
11Low Frequency Array, http://www.lofar.org
12Murchinson Widefield Array, http://www.mwatelescope.org
13Precision Array to Probe the Epoch of Reionization, http://astro.berkeley.edu/~dbacker/eor
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the signal from the EoR statistically, by measuring the 21 cm power spectrum of variations
in intensity and using this to constrain models of reionization.
The SKA, on the other hand, will have far greater sensitivity and resolution. A study
of the EoR with the SKA low frequency array should be able to reveal the nature of the
ionizing sources and could provide constraints on the non-gaussianity of the primordial
cosmological density field [50]. The SKA, due to its large frequency range, will be able
to probe up to z ∼ 30 into the dark ages and will be able to actually map the EoR as
it changes with redshift, instead of just detecting a signal statistically [48, 50]. With
the combination of modeling foreground sources (a major source of interference), dealing
with instrumental errors and the extraction of scientific parameters (the EoR signal) from
data, this is exactly the kind of problem applicable to BIRO, the technique we develop in
Chapter 5.
Other, less constraining probes of the EoR include cosmic infrared and x-ray background, Lyman
α emitters, high redshift quasars, metal abundances at high redshift etc. [48]. These probes,
along with the Lyman α forest, CMB polarisation and 21 cm studies, represent an exciting
new era in understanding the Epoch of Reionization and the astrophysics of the high redshift
intergalactic medium.
1.7.3 Large Scale Structure
Figure 1.14 shows the 2dF galaxy survey [51], demonstrating that the galaxies in our Universe
are not distributed randomly but instead form colossal walls and voids, often referred to as the
cosmic web. This large scale structure arises from the tiny seeds of overdense regions generated
in the early Universe by inflation stretching out quantum fluctuations in the inflaton field (see
Section 1.6.1). Gravitational instability, the process by which the attraction of gravity causes
dense regions to become more dense, grows these seeds from tiny inhomogeneities into the
pattern of massive clusters of galaxies and empty voids seen today [21].
The features of Figure 1.14 are slightly more exaggerated than they appear in physical space.
The walls appear sharper and narrower than they actually are because the redshift of any galaxy
moving towards the wall will be increased/decreased (depending on whether the galaxy is moving
away or towards us) which sharpens the appearance of the wall if redshift is converted directly
to distance. Similarly, clusters of galaxies appear elongated in the direction of the observer due
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Figure 1.14: A slice of the galaxy distribution of the Universe from the 2dF survey. There
are 93 170 galaxies in slices −4◦ < δ < 2◦ in the north (left wedge) and −32◦ < δ < −28◦ in
the south (right wedge) [51].
to peculiar velocities distorting the redshift [21]. These elongated features are often referred to
as “fingers of God”.
The observed cosmic web evolved from smaller overdensities in the early Universe [8]. Objects
such as stars exist in a state of continual battle between gravity trying to collapse them and
radiation pressure holding them up. Only gas clouds with sufficient mass, the Jeans’ mass [52],
are able to beat the radiation pressure and collapse to form gravitationally bound objects [21].
The standard view is a bottom up approach: smaller objects such as galaxies formed first and
then attracted each other to form galaxy clusters and the large walls and filaments seen in
Figure 1.14. However, without dark matter we would not see this structure. Dark matter, since
it is unaffected by radiation pressure, is able to form large objects known as halos, on the scale
of galaxy clusters, which draw baryonic matter towards them and aid in structure formation.
One of the key science projects of the SKA is the study of galaxy evolution and cosmology with
a large HI galaxy survey. The sensitivity of the SKA, coupled with the ubiquitousness of HI in
the Universe, means this survey will be a powerful probe of how stars form from neutral gas,
the role gas plays in galaxy dynamics as well as other questions in galaxy evolution. Figure 1.15
shows a simulation of the observing cone of the SKA and the objects it will be able to observe.
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Figure 1.15: Simulated SKA HI observing cone. The SKA HI galaxy survey will be of far
greater number and depth than any current galaxy survey [53].
1.7.3.1 Galaxy Clustering
The two-point correlation function, ξ(r), is a useful tool for describing galaxy clustering. If the
average spatial density of galaxies is n galaxies per cubic megaparsec, then the probability of
finding a galaxy in a small volume, ∆V1, is simply n∆V1. If the galaxies are clustered we would
expect, the probability of also finding a galaxy in a second small volume, ∆V2, to be greater
if the distance between the volumes, r12, is small. The joint probability of finding a galaxy in
both volumes is [21]:
∆P = n2[1 + ξ(r12)]∆V1∆V2. (1.56)
Here, if ξ(r) > 0, the galaxies are clustered. If ξ(r) < 0 they tend to avoid each other and if
ξ(r) = 0 there is no correlation between galaxies. A simple estimator for ξ(r) is given by [54]:
1 + ξ(r) =
DD(r)
RR(r)
, (1.57)
where DD(r) is the number of pairs of galaxies in a catalogue, separated by distance r, and
RR(r) is the number of pairs of randomly distributed galaxies, separated by r. If ξ(r) = 0 at
small r, then the clustering is no more than random.
A more sophisticated estimator, which has a lower variance, also utilises the galaxy pairs between
the random and data catalogue, DR(r), and is given by [54]:
1 + ξ(r) =
DD(r)− 2DR(r) +RR(r)
RR(r)
. (1.58)
31
Chapter 1 An Introduction to Astronomy and Cosmology 32
Figure 1.16: The effect of changing cosmological parameters on the matter power spectrum,
assuming a flat Universe. Ωm, Ωcdm, Ωb and ΩΛ are the density of matter, cold dark matter,
baryons and dark energy respectively [55].
The Fourier transform of the two-point correlation function is the power spectrum, P (k) [21]:
P (k) =
∫
ξ(r)exp(ik · r)d3r = 4pi
∫ ∞
0
ξ(r)
sin(kr)
kr
r2dr, (1.59)
where bold symbols indicate vectors and k is the wavenumber, such that small k represents
large scales. Figure 1.16 illustrates the effect the cosmological parameters have on the matter
power spectrum and hence how it can be used to constrain the parameters. The oscillations in
the power spectrum are produced by Baryon Acoustic Oscillations (BAO) in the early Universe
(see Section 1.7.3.2).
Another way to consider the clustering of galaxies is in the the deviation from the average
density. We can write the density at position x as ρ(x) = ρ¯ [1 + δ(x)], where ρ¯ is the mean
density. Then, we define δR as the fractional deviation δ(x) averaged within a sphere of radius
R. The average over all spheres of radius R of δR will be zero but the variance, σ
2
R, is a measure
of how clumpy the galaxy distribution is on this scale. The variance is related to the power
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spectrum by [56]
σ2R =
1
8pi3
∫
W 2(kR)P (k)d3k, (1.60)
where W (kR) is the filter function (a top-hat function for a sphere of radius R) in Fourier space.
Clustering is often parameterised by σ8, the variance on scales of 8h
−1Mpc, which is estimated
to be around 0.9 [21].
1.7.3.2 Baryon Acoustic Oscillations
One of the most useful cosmological probes is the Baryon Acoustic Oscillations signature in the
matter power spectrum. The BAO form a “standard ruler” and thus an excellent distance mea-
sure for the Universe. Before decoupling [3], the constant interplay between radiation pressure
and gravity set up oscillations in the hot plasma of the early Universe. Any given perturbation
will propagate at the speed of sound [20],
cs =
c√
3(1 +R)
, (1.61)
where
R ≡ 3ρb
4ργ
∝ Ωbh
2
1 + z
. (1.62)
The oscillations end when the photons decouple and remove the radiation pressure. The stalled
oscillations leave behind an imprint in the form of spherical shells of overdensities of a specific
radius, set by Eq.(1.61). As the Universe evolves, dark matter (and subsequently baryonic
matter) preferentially clumps on this scale (see Eq.(1.63) below), leaving behind a statistical
signature in the correlation function of galaxies.
Selecting a galaxy as the centre of a sphere, there will be an increased probability of finding a
galaxy (and hence a bump in the two-point correlation function) at scale s, where s is given by:
s =
∫ ∞
zrec
csdz
H(z)
=
1√
ΩmH20
2c√
3zrecReq
ln
[√
1 +Rrec +
√
Rrec +Req
1 +
√
Req
]
, (1.63)
with zeq = Ωm/ΩR − 1 is the redshift of matter-radiation equality and “rec” refers to recombi-
nation. By using the value of Ωb as determined by CMB observations (and assuming no exotic
forms of radiation which would change the value of zeq), we find that s ≈ 150 Mpc.
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Figure 1.17: Illustration of a calibrated or absolute Alcock-Paczynski test, used to determine
dA(z) and H(z). If one assumes the object of interest is spherical in nature and of known
radius, measurements of dz (the change in redshift, relating to the transverse size of the object)
and θ (the angular size) determine dA(z) and H(z) separately. If the diameter of the object is
unknown, this reduces to an Alcock-Paczynski test, with only the assumption of sphericity, and
only the product dA(z)H(z) can be accurately determined. [20]
From Eq.(1.33) and Eq.(1.36), we know that distance measures provide powerful probes of
cosmology, including models of dynamical dark energy if the assumption of a cosmological
constant is relaxed. Baryon Acoustic Oscillations have the power to provide both H(z), through
radial measurements, and dA(z), through transverse measurements. This method, known as a
calibrated or absolute Alcock-Paczynski test, is illustrated in Figure 1.17 [20]. This can be
applied in a statistical sense using measurements of the BAO. Detailed observations of the
BAO using galaxy surveys provide a characteristic scale along the line of sight, s‖(z), and a
scale tangential to the line of sight, s⊥(z), which can provide measurements of the desired
cosmological functions by:
H(z) =
c∆z
s‖(z)
, (1.64)
and
dA(z) =
s⊥
∆θ(1 + z)
. (1.65)
One of the main problems with BAO measurements is that they are model dependent. One
must use a fiducial cosmological model to convert the redshifts to distance before obtaining the
correlation function. This dependence is fairly weak, however, as long as the true cosmology is
not far from the fiducial model [20].
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The BAO was first detected as a bump in the two-point correlation function of the SDSS14
galaxy catalogue [57]. This provided the first geometric evidence for dark energy, completely
independent of supernovae observations (see Section 1.7.1). The BAO continues to be a powerful
probe of large scale structure and cosmology. Figure 1.18 shows the recent BAO detection from
BOSS15, providing tight constraints on the cosmological parameters.
Figure 1.18: The spherically averaged two-point correlation function of the CMASS sample
of data from the SDSS-III BOSS survey. Note that the y-axis in the second panel is multiplied
by (s/sBAO)
2, where sBAO = 153.2 Mpc (or 107.2 Mpc h
−1), to accentuate the BAO feature.
The dashed line is the best fit ΛCDM model when combining the CMASS dataset with CMB
data. It should be noted that the errors are highly correlated, making the model look like a
worse fit than it is [58].
With its large HI survey [59], the SKA will provide tight constraints on the BAO in neutral
hydrogen. As a recent example, Figure 1.19 shows the HI power spectrum (compare with Figure
1.16) from an SKA-like HI survey where intensity mapping of the HI is used (intensity mapping
is simply where one uses the HI map without attempting to resolve it into individual galaxies
first) [60]. Figure 1.20 shows the BAO wiggles from a recent SKA simulation and indicates the
effects of foreground sources on the HI BAO signal [61].
14Sloan Digital Sky Survey, http://www.sdss.org
15SDSS-III Baryon Oscillation Spectroscopic Survey, http://www.sdss3.org/surveys/boss.php
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Figure 1.19: Simulated HI power spectrum with forecast constraints from an SKA-like survey
[60].
Figure 1.20: Simulated BAO wiggles for the SKA in example redshift slices. Black and red
points are with the addition and removal of foregrounds respectively and the lines indicate best
fit models [61].
36
Chapter 1 An Introduction to Astronomy and Cosmology 37
1.8 Sources of Radio Frequency Radiation
Because Chapter 5 focuses on a technique for analysing radio astronomy observations, we in-
troduce here an overview of some of the radio sources commonly observed in the Universe, data
from which could be analysed with said technique.
One of the most common sources of radio frequency radiation are HII regions. HII is notation
for ionized hydrogen and it produces weak radio signals by bremsstrahlung radiation, literally
meaning “braking radiation”. This is the radiation produced when a charged particle or ion
is accelerated or decelerated by an electrostatic or magnetic force (in which case it is called
magnetobremsstrahlung radiation). This type of radiation in an ionized cloud (such as an HII
region) is known as free-free radiation because the electrons being accelerated usually have too
much energy to be captured by the ions [62].
HII regions are formed in a sphere around an ionizing star, which emits UV photons of high
enough energy to ionize hydrogen. These stars are either young, massive, hot stars or young,
white dwarfs (remnants of dead stars) which are hot enough to emit in the UV [39]. The
HII regions around white dwarfs form planetary nebulae, a misnamed but popularly imaged
astronomical object [62].
Bremsstrahlung radiation has slightly different characteristics depending on the speed of the
electrons. Gyro radiation is produced by electrons whose speeds are much slower than the
speed of light, mildly relativistic electrons (whose kinetic energy is comparable to their rest
mass) produce cyclotron radiation while sychrotron radiation is produced by highly relativistic
electrons. Synchrotron radiation dominates the radio emission of active galactic nuclei (AGN)
and also forms the low frequency (ν < 30 GHz) component of normal galaxy emission [62].
Inverse-Compton scattering is a dominate source of free-free radio emission at high frequencies
[62]. This occurs when a low frequency photon scatters off of an electron “stealing” some of
the electron’s energy and increasing its frequency. This produces the characteristic spectrum
illustrated in Figure 1.21. A source which is emitting synchrotron radiation will sometimes
produce Inverse-Compton radiation from the same relativistic electrons which produced the
synchrotron radiation. This is known as synchrotron self-Compton radiation.
Figure 1.22 shows a schematic view of the popular unified model of active galactic nuclei (AGN)
[39, 63]. AGN are, to quote Eric Wilcots, “galaxies behaving badly”. These are the nuclei of
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Figure 1.21: Flux density from a nearby starburst galaxy, M82. Synchrotron emission (dot-
dashed line) from cosmic ray electrons and hot, young stars dominates at frequencies ν < 30
GHz. Thermal emission (dashed line) from HII regions ionized by massive stars dominates
at 30 < ν < 200 GHz. At frequencies about 200GHz, Inverse-Compton scattering begins to
dominate as low frequency photons are scattered to higher frequencies. At frequencies below
1GHz, free-free absorption flattens out the whole spectrum [62].
active galaxies which have increased luminosity in at least some part of the electromagnetic
spectrum [21]. They are thought to be powered by accretion onto a supermassive black hole,
as shown in Figure 1.22 [63]. BLRG and NLRG refer to the broad line region and narrow line
region galaxies respectively, referring to the types of emission line visible which depends on
the viewing angle and the amount of obscuring dust. QSO refers to quasi-stellar object: an
object whose AGN emission dominates normal galaxy emission. Otherwise the galaxy is known
as a Seyfert I galaxy. Other types of AGN include Seyfert II galaxies, BL Lac objects and a
distinction between radio loud and radio quiet AGN [62].
Many extragalactic sources emit powerful jets of material which radiate at radio frequencies
from their central black hole. These jets can be classified into two categories: jets that appear
to fade away far from the centre and jets that have edge-brightened lobes. These are named FR
I and FR II sources respectively, after Fanaroff and Riley [64]. FR I sources tend to be fainter,
with the cutoff being around Lν ∼ 1024W Hz−1 at 1.4 GHz [62].
Normal galaxies’ radio emission is not powered by an AGN. It is dominated by a combination of
free-free emission from HII regions around massive stars and synchrotron radiation from cosmic
ray electrons, mostly from supernova remnants [21]. Because both these sources are not main
sequence stars but are instead related to young stars and recent supernovae, radio continuum
emission from normal galaxies is a tracer of recent star formation, uncontaminated by older
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Figure 1.22: A cartoon drawing of a unified model of active galactic nuclei, where the different
observed types of AGN are simply a function of angle of observation [63].
stars. This is especially true of starburst galaxies, which occur when galaxy-galaxy collisions
trigger such intense star formation that the interstellar medium is depleted on time scales much
shorter than 1010 years [62].
Pulsars are another source of radio emission which will be a focus area for the SKA [59].
Although the word pulsar is an amalgamation of the words “pulse” and “star”, it merely appears
to pulse but actually emits radiation continuously. A pulsar is a neutron star, the dense remnant
of an exploded star [39]. The powerful magnetic field of the pulsar causes synchrotron radiation
to be emitted in a narrow beam from the poles of the star. As the object rotates, it appears to
pulse when the beam enters and exits our line of sight [62].
The extreme gravitational and magnetic environments of pulsars make them excellent astro-
nomical laboratories [62]. Indeed, one of the SKA key science projects is using pulsars to test
theories of gravity. By studying thousands of pulsars, it is likely the SKA will locate a pulsar in
orbit around a black hole providing the first tests of General Relativity in the strong field limit
[65]. Additionally, the thousands of pulsars monitored by the SKA will form a pulsar timing
array network with which gravitational waves may be detected and studied [59, 65].
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An Introduction to Radio
Astronomy
2.1 Introduction
Radio astronomy is the study of the Universe in the radio regime of the electromagnetic spec-
trum, 10MHz to 1THz. This window of observation is huge, spanning roughly five decades.
Although this means that a wide variety of astronomical sources and types of radiation are
visible in the radio, it also means that an equally wide variety of techniques and technologies
need to be employed to study the entire radio regime [62].
Radio astronomy is unique not only in the astronomical sources visible but also the relative
ease with which they can be studied: the atmosphere is transparent to large portions of the
radio spectrum (see Figure 2.1) [66], the sun is a faint radio source (in many frequency bands)
allowing radio observations to be done day or night and scattering of certain radio waves off of
interstellar dust is almost negligible [67], meaning regions obscured in the optical, such as the
centre of our galaxy, are clearly visible in certain radio wavelength bands [62].
Radio astronomy began with Karl Guthe Jansky when he was working for Bell Telephone
Laboratories [67]. He was instructed by his employer to find the source of natural radio static
which could interfere with their new telephone service based on shortwave radio waves. Jansky,
using his purpose built antenna, discovered a “hiss” coming from galactic centre. He published
his results in 1933 [68] but, as Bell Laboratories had no use for further research, he was reassigned
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Figure 2.1: The transmission of the Earth’s atmosphere for electromagnetic radiation at the
height at which the radiation is attenuated by a factor of 1/2 [66].
to a different task. However, Jansky is honoured by having the unit of measure for radio flux
named after him. One Jansky is tiny, 1 Jy = 10−26 W m−2 Hz−1, a testament to how faint most
radio sources are [62].
Although at the time most astronomers were skeptical of Jansky’s findings, he inspired amateur
radio operator and professional radio engineer Grote Reber to build the world’s first parabolic
radio antenna, at his own expense, who eventually managed to successfully map the galaxy
at a frequency of 160MHz thereby confirming Jansky’s discovery [67]. Although the Second
World War intervened with astronomical research, it stimulated great progress in radio and
radar technology and the field of radio astronomy grew from there [62].
2.2 Fundamentals of Radio Observations
Because the frequency range of radio astronomy is so large, several different types of radio
telescopes exist, from the simple dipole antenna to the more typical parabolic reflector [66]. A
reflector antenna usually consists of a paraboloid primary mirror which reflects and focuses radio
waves back onto a feed antenna, such as a waveguide horn or dipole, connected to a receiver.
Reflector antennae work over a large range of frequencies and changing the operating frequency
only requires changing the receiver at the focal point [62].
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From antenna theory, the average effective collecting area of any lossless antenna, regardless of
shape, is [62, 66]:
〈Ae〉 = λ
2
4pi
, (2.1)
where λ is the wavelength. This means that any non-directional antenna operating at short
wavelengths will have a very small collecting area. Consequently, arrays of dipole antennae are
only useful for low frequency observations.
Central to understanding a radio telescope is the concept of a power pattern or beam. A
telescope antenna is often treated as a transmitter instead of a receiver for convenience, since
the properties are almost identical (reciprocity theorem) [66]. Then the power pattern is the
angular distribution of radiated power, often normalised to unity at the peak. For example, the
power pattern of a simple dipole antenna is
P ∝ sin2θ. (2.2)
When reversed, this can be thought of as the angular pattern within which the antenna will
receive radiation.
The beam strongly influences the final image obtained. Typically, the beam pattern for a
standard reflecting telescope consists of a main beam and sidelobes. The main beam is defined
as the region containing the principal response out to the first zero [62] and the sidelobes are
responses outside this region. Telescope designers will usually try to minimise the sidelobes
as much as possible to reduce contaminating radiation from bright sources far away from the
target or even from the warm ground that can leak into the sidelobes.
To illustrate the main beam and sidelobes, consider a simple, one dimensional uniformly illu-
minated aperture. In this case, the beam pattern is:
P (θ) ∝ sinc2 θD
λ
, (2.3)
where D is the diameter of the aperture. This is shown in Figure 2.2. The beam pattern is
given by the Fourier transform of the antenna aperture and this is true for any antenna.
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Figure 2.2: The beam pattern of a uniformly illuminated unit (D/λ = 1) aperture. For large
(D >> λ) apertures, the zeros at l = 1◦, 2◦, ... appear at the angles θ = λ/D◦, 2λ/D◦, ... [62]
The main beam and smaller sidelobes are clearly visible.
The half-power beam width (HPBW) or the full width at half maximum (FWHM) is defined as
the angle between the half-power points of the beam. For most single dish radio telescopes [67]:
θHPBW ≈ 1.2 λ
D
. (2.4)
The HPBW is sometimes called the resolving power of the telescope because two point sources
separated by the HPBW can just be resolved by the Rayleigh criterion when the maximum
response of one source coincides with the minimum response of the other [62].
The antenna temperature is defined as [67]:
TA =
Pν
k
, (2.5)
where Pν is the power per unit frequency and k is the Boltzman constant. The antenna temper-
ature is a very practical unit to compare sources to because it can be calibrated against hot and
cold “loads” (or matched resistors) connected to the receiver input. The antenna temperature
can be directly compared with the brightness temperature of a source, defined (for any Iν) as
Tb(ν) =
Iνc
2
2kν2
, (2.6)
where Iν is the intensity of the source. The brightness temperature is only equal to the physical
kinetic temperature for opaque sources [62].
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2.3 Interferometry
The largest steerable radio telescopes have diameters of about 100 m, which is not large enough
to achieve sub-arcsecond resolution at radio wavelengths [62]. Eq.(2.4) implies the resolution
of a 100 m telescope at the high frequency of 86GHz is only about 9 arcseconds. Interferome-
ters, telescopes made up of two or more dishes, have revolutionised the field of precision radio
astronomy, allowing extremely high resolution imaging and photometry [66].
2.3.1 The Two-Element Interferometer
The simplest interferometer is made up of two radio telescopes whose voltage outputs are cor-
related (multiplied and averaged). Even complex interferometers of N elements can simply
be treated as N(N − 1)/2 independent pairs so we begin with the two-element narrowband
interferometer [62].
Figure 2.3 shows two antennae, separated by a baseline vector of length b, both viewing the same
source in the direction sˆ. Light from the source must travel an extra distance ~b · sˆ = b cos(θ)
to reach antenna 1, resulting in a geometric delay, τg = ~b · sˆ/c between the two signals. If the
interferometer is quasi-monochromatic (only responds to a narrow frequency band), then the
output voltages of the two antennae are
V1 = V cos[ω(t− τg)] and V2 = V cos(ωt), (2.7)
where t is time and ω = 2piν is angular frequency.
The correlator first multiplies the two voltages (the cross in Figure 2.3)
V1V2 = V
2 cos(ωt)cos[ω(t− τg)] =
(
V 2
2
)
[cos(2ωt− ωτg) + cos(ωτg)], (2.8)
and then takes the time average (the 〈〉 symbol in Figure 2.3) long enough to remove the high
frequency term cos(2ωt− ωτg) from the final output R [62]:
R = 〈V1V2〉 =
(
V 2
2
)
cos(ωτg). (2.9)
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Figure 2.3: Two-element narrowband interferometer, observing in a narrow frequency range
centred on ν = ω/(2pi). V1 and V2 are the time-dependent output voltages of antenna 1 and
2. sˆ is the unit vector in the direction of a distant point source and ~b is the vector baseline
between the antennae. The output voltage V1 is retarded by the geometric delay τg = ~b · sˆ/c.
V1 and V2 are multiplied and time averaged by the correlator. R, the amplitude of the output
response, is proportional to the source flux density, whereas the phase depends on the delay and
the frequency. The sinusoidal fringes occur if the source direction in the interferometer frame
is changing at a constant rate dθ/dt. The broad Gaussian envelope of the fringes is caused by
attenuation in the primary-beam if the individual dishes do not track the source [62].
Another advantage of interferometry is a dramatic reduction in noise [66]. Any uncorrelated
noise in the receivers does not appear in the final output. Thus interferometers are far less
sensitive to receiver noise and atmospheric disturbances than single dishes [62].
The correlator output voltage varies sinusoidally with any change in source direction in the
frame of the interferometer. These are called fringes and have a phase of
φ = ωτg =
ω
c
b cos(θ), (2.10)
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where θ is the angle between the source and the baseline, as shown in Figure 2.3. Thus the
fringe phase depends on θ as follows:
dφ
dθ
=
ω
c
b sin(θ) = 2pi
b sin(θ)
λ
. (2.11)
The fringe phase is an highly sensitive measurement of the source position if the projected
baseline, b sin(θ), is many wavelengths long. Interferometers can measure source position with
superior accuracy to that of single dish telescopes because fringe phase is not affected by small
tracking errors (depending on time not angles) and is also unaffected by the plane-parallel
component of atmospheric effects, since it influences both interferometer elements equally [62].
If the individual antennae of the two-element interferometer were isotropic, the response of the
interferometer to a point source would be a sinusoid spanning the sky, sensitive only to the
angular period λ/(b sinθ) [62]. Since the antennae are directive, the response is actually this
sinusoid multiplied by the power pattern of the individual antennae and is called the primary
beam [66]. This beam is usually Gaussian, as illustrated in Figure 2.3. The primary beam of
two directive antennae responds to a finite range of angular frequencies, centred on bsinθ/λ.
The angular frequency response cannot extend to zero since the antenna diameter must always
be smaller than the baseline (or the dishes would overlap) and so a directional antenna cannot
detect an isotropic source (for example the CMB) [62].
To improve the point source response of an interferometer, more Fourier modes and hence more
baselines must be added. The synthesised beam, that is the point source response obtained
by averaging the primary beams of individual pairs of antennae, approaches Gaussian as more
antennae are added to the interferometer. For a stationary source (a source whose brightness
distribution does not change appreciably over time), a two-element moveable interferometer can
make N(N − 1)/2 observations to duplicate one observation with an N -element interferometer.
See Section 2.3.4 for an illustration of how adding more baselines improves the synthesised beam
of the telescope [62].
The synthesised beam is also known as the point spread function of the telescope, since it is
exactly the telescope’s response to a single point source. Figure 2.4 shows the synthesised beam
of WSRT1 as an example.
1Westerbork Synthesis Radio Telescope, https://www.astron.nl/radio-observatory/astronomers/
wsrt-astronomers
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Figure 2.4: The WSRT synthesised beam, also known as the point spread function. Note the
strong side lobes around the main beam [69].
2.3.2 Extended Emission
Many radio sources have extended emission. We can treat this extended source, with sky
brightness distribution Iν(sˆ), as a sum of independent point sources, to obtain the response
[62]:
Rc =
∫
Iν(sˆ)cos(2piν~b · sˆ/c)dΩ =
∫
Iν(sˆ)cos(2pi~b · sˆ/λ)dΩ, (2.12)
where the integral is performed over solid angle dΩ (see Eq.(1.14)).
The problem is, this response function is only sensitive to the even part of the source brightness
distribution. To detect the odd component, we need a “sine” correlator with an odd output,
Rs = (V
2/2)sin(ωτg). This can be implemented using a second correlator which inserts a 90
◦
phase delay into the output of one antenna. Thus the output of this correlator for an extended
source is [62]:
Rs =
∫
Iν(sˆ)sin(2pi~b · sˆ/λ)dΩ. (2.13)
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Combining the “cosine” and “sine” correlators gives us a “complex” correlator, so called because
it is convenient to write the sine and cosine components as complex exponentials with the
identity:
eiφ = cos(φ) + i sin(φ). (2.14)
Now we define the complex visibility as V = Rc − i Rs and write it as:
V = Ae−iφ, (2.15)
where
A = (R2c +R
2
s)
1/2 (2.16)
is the visibility amplitude, and
φ = arctan(Rs/Rc) (2.17)
is the phase.
Thus, we can combine the two sine and cosine responses to obtain the complex visibility for an
extended source:
Vν =
∫
Iν(sˆ)exp(−i2pi~b · sˆ/λ) dΩ. (2.18)
2.3.3 Bandwidth and Time Smearing
Equation (2.18) can be generalised to include a finite bandwidth of ∆ν centred on a frequency
of νc [62]:
V =
∫ [
(∆ν)−1
∫ νc+∆ν/2
νc−∆ν/2
Iν(sˆ)exp(−i2pi~b · sˆ/λ)dν
]
dΩ. (2.19)
=
∫ [
(∆ν)−1
∫ νc+∆ν/2
νc−∆ν/2
Iν(sˆ)exp(−i2piντg)dν
]
dΩ. (2.20)
The integral in the square brackets is the Fourier transform of a rectangle function. Thus:
V =
∫
Iν(sˆ)sinc(∆ντg)exp(−i2piντg) dΩ, (2.21)
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where the reader is reminded that sinc(x) = sin(x)/x. So the fringe amplitude is attenuated by
a factor of sinc(∆ντg). This can be eliminated in any one direction, sˆ0, called the delay centre,
by introducing a compensating delay of τ0 ≈ τg in the signal path of antenna 2. This must be
constantly adjusted by digital electronics as the Earth turns [62].
Since the geometric delay varies with direction, this compensation can only be applied in one
direction at a time. This defines a maximum field of view which is dependent on bandwidth.
This results in the requirement of [62]
∆θ∆ν  θsν, (2.22)
where θs ≈ λ/(b sinθ). Larger ∆θ will result in bandwidth smearing: radially broadening the
synthesised beam [67].
Satisfactory wide field images can only be made with large bandwidths if the bandwidth is
divided into narrow frequency channels. Time smearing causes a similar problem [67]. If an
observation is carried out for too long, such that the Earth’s rotation causes the source to move
appreciably while the correlator is time averaging, this will cause additional broadening of the
synthesised beam [67]. A similar relation holds for the length of time of an observation [62]:
∆θ∆t θsP
2pi
, (2.23)
where P ≈ 86164 s is the Earth’s sidereal rotation period.
2.3.4 Earth-Rotation Aperture Synthesis
The rotation of the Earth can be used as a way of increasing the baseline coverage of an
interferometer. This is particularly useful for an interferometer such as the Westerbork Synthesis
Radio Telescope2, which is arranged in an East-West line. This confines the baselines to a single
two dimensional plane, which has the computational advantage that the brightness distribution
of a source, Iν(sˆ), is simply the Fourier transform of the measured visibilities [62].
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Figure 2.5: An example of Earth-rotation aperture synthesis with an east-west two-element
interferometer, plotted at three hour intervals. On the right, the projected baseline is shown in
the uv-plane during the same 12-hour period [62].
2.3.4.1 The uv-plane
Figure 2.5 illustrates Earth-rotation aperture synthesis. We define u as the East-West compo-
nent of the projected baseline, measured in wavelengths, and v as the North-South component.
Figure 2.5 also shows the ellipse traced out in the so-called uv-plane by the projected baseline
as the Earth rotates. If more baselines are added (or if the telescopes are moved to a new
configuration), the uv coverage becomes a number of concentric ellipses having the same shape
[62]. Figure 2.6 illustrates how more baselines and Earth-rotation aperture synthesis fills in the
uv-plane and improves the shape of the synthesised beam.
2.3.5 Interferometers in Three Dimensions
For interferometers such as the Very Large Array3 not arranged in an east-west line, the Earth’s
rotation causes their baselines to fill a three dimensional volume instead of lying on a plane,
although on short timescales these telescopes can take two dimensional “snapshot” observations.
In the case of three dimensions, we add an extra coordinate, w, to form the (u, v, w) coordinate
system to describe any baseline vector ~b [62]. The w axis is usually chosen such that it contains
the source and u and v are at right angles to it pointing east and north respectively [66].
An arbitrary unit vector, sˆ, has components (l,m, n) which are the projections of sˆ onto the
coordinate axes and are known as direction cosines [62].
2Westerbork Synthesis Radio Telescope, http://www.astron.nl/radio-observatory/public/public-0
3Very Large Array, http://www.vla.nrao.edu/
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Figure 2.6: Illustration of aperture synthesis. Left column: uv-plane. Right column: Synthe-
sised beam. In the first three rows, 2, 4 and 6 antennae are added to the array. In the last two
rows, Earth rotation aperture synthesis is applied to subsequently longer observations [70].
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Eq.(2.18) can be generalised to three dimensions (ignoring polarisation and instrumentation
effects and assuming propagation of light through empty space) as [62]:
Vν(u, v, w) =
∫ ∫
Iν(l,m)
(1− l2 −m2)1/2 exp[−i2pi(ul + vm+ wn)] dldm, (2.24)
which is not a three dimensional Fourier transform, making it computationally challenging to
compute.
However, Eq.(2.24) can be converted into a form which is a Fourier transform by making a few
assumptions and restrictions on observations. First we will only consider directions close to the
w-axis (close to the source) such that n = cosθ ≈ 1− θ2/2, where θ is the angle between sˆ and
the w-axis. Then [62]
Vν(u, v, w) ≈ exp(−i2piw)
∫ ∫
Iν(l,m)
(1− l2 −m2)1/2 exp[−i2pi(ul + vm− wθ
2/2)] dldm. (2.25)
We force the exp(i2piwθ2/2) factor close to unity by requiring that wθ2  1. That means
imaging a field small enough such that θ  w−1/2 ≈ (λ/b)1/2. Then:
Vν(u, v, w) ≈ exp(−i2piw)
∫ ∫
Iν(l,m)
(1− l2 −m2)1/2 exp[−i2pi(ul + vm)] dldm. (2.26)
Larger fields can be imaged by breaking it up into mosaics and then merging them together to
make the final image [62].
2.3.6 Sensitivity
Sensitivity is described as the ability of a telescope to detect faint sources [67]. The point source
sensitivity of an N element interferometer is [62]:
σS =
2kTsys
Aeff[N(N − 1)∆νRFτ ]1/2
, (2.27)
where Tsys is the system temperature of the antenna, Aeff is the effective collecting area of a
single antenna, ∆νRF is the band width of the interferometer and τ is the length of time of the
observation. The sensitivity gets worse as the system temperature increases but improves as
the number, area, or band width of antennae is increased, or or longer observations are taken
[62].
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Although the point source sensitivity of an interferometer is comparable with that of a single dish
antenna of the same total area, the brightness sensitivity is much worse because the synthesised
beam solid angle is much smaller for an interferometer (owing to the gaps between telescopes).
A high resolution interferometer is unable to detect sources of low surface brightness, no matter
how bright the total flux is [62].
2.4 Introducing the RIME
There are many effects that can interfere with a radio signal in the path between the source
and the final output of the telescope. There may be mispointings in the antennae, complicated
beam effects, ionospheric and atmospheric effects, to name a few [71]. The Radio Interferometry
Measurement Equation (RIME) [72, 73] provides a simple, mathematically rigorous way to
combine these effects to model the output from an initial sky model.
The RIME in its simplest form, is written as [71]:
Vpq = JpBJ
H
q , (2.28)
where Vpq is the visibility matrix, B is the brightness matrix and J is the Jones matrix [74].
The brightness matrix contains the sky model while the Jones matrices for antennae p and q
contain the instrumental, atmospheric and other intervening effects [71].
In Chapter 5, we will discuss the RIME in detail and use it in developing a new technique for
analysing radio astronomy observations.
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Bayesian Statistics
3.1 Introduction
The use of Bayesian statistics in astronomy and cosmology has increased dramatically over the
last decade, as demonstrated by Figure 3.1. Although the work of Reverend Thomas Bayes
was published back in 1763 [75], it took the massive increase in available data, as well as
computational power, over the last decade for Bayesian statistics to become a commonly used
tool in the fields of astronomy and cosmology.
Figure 3.1: The increase of the use of Bayesian statistics in astronomy and cosmology papers
as a function of time (Bruce Bassett - private communication).
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The primary difference between a Bayesian and a (more traditionally used) frequentist point
of view is the definition of probability. A frequentist defines probability in terms of trials: the
probability is equal to the number of times an event occurs divided by the number of trials,
in the limit of infinite repetitions, while a Bayesian defines probability as the degree of belief
about a proposition [76]. The Bayesian definition of probability can be applied in real world
problems where an infinite or even a large number of trials is impossible. For example, cosmic
variance limits the possible number of samples on large scales, so statistical methods based on
asymptotic limits for the data are not applicable.
Bayesian statistics recover frequentist results in the asymptotic limit, for particular cases where
frequentist statistics are applicable at all. Also, nuisance parameters (for example, parameters to
do with instrumental uncertainty or unknown underlying distributions) are easily incorporated
in Bayesian inference. If nuisance parameters are ignored, or fixed to their best fit value,
the uncertainty on the parameters of interest can be seriously underestimated. Lastly, prior
information can and should be applied to a Bayesian inference problem, particularly in the case
where the parameter space should be restricted due to physical and theoretical constraints [76].
3.2 Fundamentals of Bayesian Statistics
3.2.1 Probability Theory
There has been some question in the past as to whether a probability framework such as Bayesian
statistics should be applied to inference problems. An interesting approach in [77] interprets
probability theory as an extension of boolean logic to deal with propositions in the presence
of uncertainties. [76] argues that with this interpretation, as well as the advantages mentioned
above, the framework of Bayesian statistics is ideal for inference. With this view in mind, there
are several rules probabilities follow which can be used in inference problems [78]:
Independence - If two random variables (or propositions), A and B are independent, then
P (A,B) = P (A)P (B). (3.1)
This equation should be read as “The probability of A and B is equal to the probability of A
times the probability of B”. P (A,B) is called the joint probability and is the probability for
both A and B to be true.
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Sum rule - If A¯ denotes the negation of A and I denotes some information which is assumed
to be true [76], then:
P (A|I) + P (A¯|I) = 1. (3.2)
P (A|I) should be read as “The probability of A given I”. We will continue to use I to explicitly
indicate where assumptions may have been made. For example, in inferring something from
data, we may be implicitly assuming that the data are an unbiased representation of reality.
This assumption should enter under I.
Conditional probability -
P (A|B) = P (A,B)
P (B)
, (3.3)
where P (B) 6= 0.
Product rule - The product rule follows directly from the conditional probability:
P (A,B|I) = P (A|B, I)P (B|I) = P (B|A, I)P (A|I). (3.4)
Marginal probability - Combining the sum and the product rule determines the marginal
probability of one variable alone:
P (B|I) =
∑
A
P (A,B|I). (3.5)
3.2.2 Bayes’ Theorem
Bayes’ Theorem [75] is obtained directly from the product rule. Noting that P (A,B|I) =
P (B,A|I), we find [76]:
P (A|B, I) = P (B|A, I)P (A|I)
P (B|I) . (3.6)
To use Bayes’ Theorem for inference, we replace A by the hypothesis we want to test, H, and
B by the data, D:
P (H|D, I) = P (D|H, I)P (H|I)
P (D|I) . (3.7)
P (H|D, I) is called the posterior probability, which represents our degree of belief in the hy-
pothesis, given the data. On the right hand side, P (D|H, I) is called the likelihood function and
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encodes how the plausibility of the hypothesis changes in light of the new data. This quantity
is usually fairly easily calculable in inference problems whereas directly evaluating the posterior
is more challenging. Note that as the likelihood is a function of the hypothesis (and hence its
parameters), it is not strictly a probability distribution. The likelihood is often simply written
as L(H). P (H|I) is called the prior probability and is obtained from any existing information
one has about the hypothesis, usually in the form of physical limits on parameters or previous
experimental constraints. P (D|I) is called the marginal likelihood or the Bayesian evidence and
is calculated by [76]:
P (D|I) =
∑
H
P (D|H, I)P (H|I) (3.8)
where H ranges over all possible outcomes for hypothesis H.
It should be noted that the sequence from prior to posterior is logical, not temporal, so the prior
may well be specified after data has been taken. Thus Bayes’ Theorem is a rule for updating
current belief in an hypothesis based on new data.
3.2.3 Priors and Assumptions
The fact that priors are subjective and the Bayesian framework gives no guidance as to how
to select them has been a subject of criticism for Bayesian statistics. However, a fundamental
principle of Bayesian statistics is precisely that there cannot be inference without assumption
[76] and the prior is a way of encoding those assumptions rather than ignoring them. Although
two scientists may have two different priors for the same problem, as long as those priors are
non-zero in regions where the likelihood is large, then repeated application of Bayes’ Theorem
will converge to the same, objective posterior for the problem. However, in cases where the
data are not very constraining, the likelihood may be less informative than the prior and hence
care should always be taken to determine the effect of the prior on the posterior. Commonly
used priors include: uninformative or flat priors, where the prior is constant within a given
parameter range and zero outside, Gaussian priors centred on a particular parameter value and
the Jeffrey’s prior, where P (θ) ∝ θ−1 where θ is the parameter of interest.
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3.3 Parameter Inference with Bayesian Statistics
The first step in Bayesian inference is to choose a model, M whose parameters we wish to
estimate given the data. Call this list of parameters θ. We then choose a prior for the parameters,
which should include previous knowledge about the parameters. The next step is to define a
likelihood function for the problem. Its form will usually reflect how the data were obtained.
It is particularly common in cosmology to assume the noise is Gaussian and use a normal
distribution for the likelihood but for data involving photon counts, for example, the likelihood
would be described by a Poisson distribution. The final step is to compute the joint posterior:
P (θ|D,M) = L(θ) P (θ|M)
P (D|M) . (3.9)
In general, inference problems involve several parameters, which are often not independent.
There may also be parameters called nuisance parameters, which we are not interested in, but
which are unknown and may influence the parameters of interest and so cannot be ignored. In
order to find the posterior probability for just one parameter (to obtain both the estimate of the
parameter and the uncertainty on that estimate) or to remove the effect of nuisance parameters,
we must compute the marginal probability. Let φ be the parameter(s) of interest and ψ be the
nuisance/unwanted parameters. The marginal probability for φ is [76]:
P (φ|D, I) =
∑
ψ
P (φ, ψ|D, I). (3.10)
For most inference problems, the parameters are continuous and the sum becomes an integral.
The full marginal posterior for a particular model M is [76]
P (θ|D,M) ∝
∫
L(φ, ψ)P (φ, ψ|M)dψ. (3.11)
Very few problems have an analytical solution for the posterior. For most real-world problems,
this multi-dimensional integral must be evaluated numerically. Fortunately, due to the increase
in cheap computational power in recent years, as well as the advance of algorithms designed
to solve this problem, Bayesian inference is now a practical and vital tool in many fields. One
such algorithm, Markov Chain Monte Carlo, allows one to map out the posterior with very little
increase in computational complexity as the number of parameters increases.
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3.3.1 Markov Chain Monte Carlo Techniques
Markov Chain Monte Carlo (MCMC) techniques are a class of numerical algorithms designed
to sample the posterior for a problem. Any MCMC algorithm will build up a sequence of points
in parameter space, called a “chain”, whose density is proportional to the posterior probability
[76]. While many MCMC algorithms exist, we will focus on one of the simplest and most
popular, the Metropolis-Hastings [79, 80] algorithm, to illustrate the use of MCMC methods in
parameter estimation.
The Metropolis-Hastings algorithm is as follows:
1. Choose a random initial starting point in parameter space, θ0, where θ is the vector of
parameters being estimated.
Repeat N times:
2. Take a random jump in parameter space such that u = θi + ∆θ where ∆θ ∼ N (0,σ) and
i is the step number. The random jump can be drawn from any proposal distribution, but
a properly tuned proposal distribution results in much faster convergence to the posterior
and a multivariate normal distribution is easy to sample from and is effective for many
classes of problems[81]. The vector, σ, is the vector of standard deviations for each
parameter and is chosen before starting the chain.
3. Calculate the value
R =
L(u)
L(θ)
P (u)
P (θ)
, (3.12)
where L is the likelihood and P is the prior.
4. Accept the proposed step u with probability min(1, R).
5. If the step is accepted, set θi+1 = u, otherwise set θi+1 = θi.
6. Record the value of θi+1 to the chain.
End repeat.
7. To obtain the marginalised posterior for any parameter(s), simply histogram the column(s)
of the chain corresponding to that parameter(s).
Burn-in, thinning and convergence This algorithm is guaranteed to converge to the true
posterior given an infinite amount of time, however, in practice, the number of steps, N , is a
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finite number and the chain must be checked for convergence. Since the chain generally starts
far from the peak of the posterior, the initial part of the chain, called the “burn-in” is not
an accurate reflection of the posterior and is generally removed [82]. Since the points in the
chain are correlated, it can appear to have converged when it hasn’t. This can be alleviated
by “thinning”, which is the removal of (for example) every third or fourth point of the chain.
After these have been performed, the chain should be checked for convergence. Several tests
have been derived to do this, including tests based on spectral analysis or correlations between
chains [83], but one of the most common is the Gelman-Rubin [84] test.
The Gelman-Rubin criterion for convergence is defined as follows: let M be the number of
chains, n the number of steps in a chain after burn-in is removed (assumed to be the same
for all chains), θ¯m the mean of the parameter estimates for chain m and θ¯ the mean of the
parameters for all the chains combined (here, θ is understood to be a vector and θ¯ is a vector
of means). Then let
B =
n
M − 1
M∑
m=1
(θ¯m − θ¯)2 (3.13)
and
W =
1
M
M∑
m=1
s2m where s
2
m =
1
1− n
n∑
t=1
(θtm − θ¯m)2. (3.14)
B is the between-chain variance and W is within-chain variance. The posterior marginal vari-
ance, Vˆ , is the weighted average of W and B:
Vˆ =
n− 1
n
W +
M + 1
nM
B. (3.15)
If all the chains have converged, the posterior marginal variance should be close to the within-
chain variance, i.e. Vˆ /W ≈ 1.
Proposal distribution
The choice of the proposal distribution affects the rate of convergence of the chain. If the
proposal distribution is too “narrow” in parameter space the chain will take a long time to
explore the entire posterior. If it is too large, the chain will also struggle to map out the
posterior. In Metropolis-Hastings, the proposal distribution must be fixed before the chain
starts running to ensure convergence to the true posterior, thus it can take several attempts
to find an acceptable proposal distribution. The acceptance ratio, defined as the ratio between
the number of successful steps and the total number of steps, can be used as a diagnostic to
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determine whether the proposal distribution has been well chosen. The acceptance ratio should
be anywhere between 20% and 60%.
Diagonalising the covariance matrix
Usually, parameters are correlated, meaning that the Gaussian proposal distribution described
in the above algorithm will be inefficient. The correlations between parameters can be described
by the covariance matrix: if an MCMC chain, X, is represented as a matrix with N rows and
n columns (N being the number of steps and n being the number of parameters), then the
elements of the covariance matrix, C, are given by:
Cij =
N∑
k=1
(Xki − 〈Xi〉)(Xkj − 〈Xj〉)
N
, (3.16)
where 〈Xi〉 indicates the mean of the i’th column of the chain. This covariance matrix can be
used to make the algorithm take correlated jumps in parameter space. Then the new jump in
step 2 of the above algorithm becomes
∆θ = Q · ζ (3.17)
where Q is the Cholesky decomposition [85] of the covariance matrix and ζ is a vector of random
numbers drawn from a Gaussian of zero mean and unit variance.
3.4 Bayesian Model Comparison
Often in science, we are not merely interested in the best fitting parameters of a model, but also
how that model compares with other models. There are two competing factors at play in model
comparison: goodness of fit and model complexity. A model with more degrees of freedom
may be a better fit to the data, but those extra parameters may be undesirable. The guiding
principle for scientific theories can be summarised by Einstein’s quote: “Everything should be
as simple as it can be, but not simpler”. This can be seen as a rephrasing of Occam’s razor1 -
the most preferred model is the simplest one which is compatible with the evidence. Bayesian
model comparison offers a framework in which extra model complexity is penalised, if it is not
required by the data. We will define a model, M, as a set of parameters, θ, and their prior
distribution, P (θ|M). It is important that the prior depends only on the model constraints,
1William of Occam (ca. 1285-1349): “Pluralitas non est ponenda sine neccesitate”.
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not on previous experiments, in order to evaluate the economy of the model since a large range
of parameter values implies increased model complexity.
3.4.1 The Bayesian Evidence
The Bayesian evidence, also known as the marginal likelihood or the model likelihood, is essential
for evaluating a model’s performance given the data [76]. It is given by:
P (D|M) =
∫
P (D|θ,M)P (θ|M)dθ, (3.18)
where it is understood the integral is over the full parameter space of θ. It should be noted that
this equation is simply the normalisation condition of Eq.(3.7): as the posterior distribution is
a probability, it must integrate to one over all parameter space. The Bayesian evidence can be
seen as the average of the likelihood, under the prior for a specific model choice [76]. Using
Bayes’ Theorem, we can derive the model posterior probability:
P (M|D) ∝ P (M)P (D|M), (3.19)
where we have ignored the constant of proportionality, P (D), since it depends only on the data.
P (M) is the prior probability assigned to the model and is usually taken to be non-committal,
i.e. if there are Nm models, we take P (M) = 1/Nm for each model.
We can use Eq.(3.19) to directly compare two models,M1 andM2, by considering the ratio of
posterior probabilities, or “posterior odds”:
P (M1|D)
P (M2|D) = B12
P (M1)
P (M2) , (3.20)
where B12 is the Bayes factor and is given by
B12 =
P (D|M1)
P (D|M2) . (3.21)
If B12 > 1, the data favour model 1 over model 2, and vice versa. The Bayes factor represents by
how much the relative odds of the two models have changed in light of the new data, regardless
of our previous beliefs in the models.
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Bayes factors can be interpreted using the empirically calibrated Jeffreys’ scale, which is dis-
played in Table 3.1. Given a value for the Bayes factor, the Jeffreys’ scale indicates how strongly
the evidence favours one model over another. It is often represented in terms of odds (the third
column of the table), which are easier to understand intuitively than the Bayes factors them-
selves (most will agree that 150 : 1 are strong odds, whereas 3 : 1 is less conclusive).
Table 3.1: Jeffreys’ scale: the empirically determined scale to evaluate how strongly model 1
is favoured over model 2. Adapted from [76].
|ln B12| Odds Probability Strength of Evidence
< 1.0 . 3 : 1 < 0.750 Inconclusive
1.0 ∼ 3 : 1 0.750 Weak Evidence
2.5 ∼ 12 : 1 0.923 Moderate Evidence
5.0 ∼ 150 : 1 0.993 Strong Evidence
3.5 Fisher Matrix Analysis
When designing an experiment, we may wish to know how the design of the experiment affects
the expected errors on the parameters constrained by the experiment. While one could generate
many realisations of mock data and analyse them with MCMC or a similar technique, the Fisher
matrix [86] allows one to compute the errors without any data required, under the assumption
that the likelihood is a multivariate Gaussian. A Fisher matrix analysis is essentially a way of
doing propagation of errors with correlated data and many parameters [87]. The Fisher matrix
allows us to estimate not only the error on each parameter, but also the correlations between
them.
Let θ be a vector of parameters and θ∗ be the fiducial model. We can expand the likelihood
about θ∗ [87]:
lnL(θ∗ + δθ) = lnL(θ∗) +
∑
i
∂lnL(θ)
∂θi
∣∣∣∣∣
θ=θ∗
δθi
+
1
2
∑
ij
∂2lnL(θ)
∂θi∂θj
∣∣∣∣∣∣
θ=θ∗
δθiδθj
+
1
6
∑
ijk
∂3lnL(θ)
∂θi∂θj∂θk
∣∣∣∣∣∣
θ=θ∗
δθiδθjδθk + · · · . (3.22)
The first term is a constant which depends only on the fiducial model. Since, after many
data realisations, we expect the fiducial model to be the point of maximum likelihood, then by
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definition the second term will vanish. The third term is the curvature matrix or Hessian of the
likelihood and defines the Fisher matrix [86]:
Fij =
〈
−∂
2(lnL)
∂θi∂θj
〉
. (3.23)
The angle brackets represent the expectation value which, for an arbitrary function g(x), is
defined as:
〈g(x)〉 =
∫ ∞
−∞
g(x)fX(x)dx, (3.24)
where fX(x) is the probability distribution function for the random variable x, which is usually
the noise on the data, assumed to be Gaussian with mean zero.
To write the Fisher matrix in terms of the theoretical predictions for the observables, X, we
first note that the likelihood is given by:
L = 1√
(2pi)N |C|exp
(−12∆TC−1∆) , (3.25)
where ∆ = X−d (the difference between the theoretical prediction and the measured quantity),
C is the data covariance matrix and N is the number of data points. Substituting this into
Eq.(3.23), we find:
Fij =
∂XT
∂θi
C−1
∂X
∂θj
+
1
2
(
C−1
∂C
∂θi
C−1
∂C
∂θj
)
.
(3.26)
If the data covariance matrix, which also includes effects like cosmic variance, is independent
of the parameters, as is often the case [87], and if the data are uncorrelated, the Fisher matrix
becomes:
Fij =
∂XT
∂θi
C−1
∂XT
∂θj
=
∑
n
1
σ2n
∂Xn
∂θi
∂Xn
∂θj
, (3.27)
where n is the index over the data.
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For multiple, independent datasets, the Fisher matrix for each dataset can simply be added
together to produce a total Fisher matrix. Additionally, any prior information (for example,
constraints from previous surveys) can be encoded into a prior matrix, which can also be added
to the Fisher matrix to affect the total information content.
Whereas marginalisation over nuisance parameters requires an MCMC calculation in general,
it can be done trivially with the Fisher matrix, under the assumption that the likelihood is a
multivariate Gaussian. The Fisher matrix can be written in terms of sub-matrices [87]:
F =
(
Φ O
O Ψ
)
, (3.28)
where Φ is the sub-matrix corresponding to the parameters of interest, the matrix O describes
the correlations between the nuisance parameters and the parameters of interest and Ψ is the
sub-matrix corresponding to the nuisance parameters. The marginalised Fisher matrix is given
by [88]:
F˜ = Φ−OΨ−1OT , (3.29)
where the first term represents the matrix of the reduced parameter space of interest and the
second term corresponds to the effect of marginalisation over the nuisance parameters.
The inverse of the Fisher matrix estimates the parameter covariance matrix. In the case for
an unbiased estimator (i.e. the expected value of θ corresponds to θ∗) and where one does not
marginalise over any parameters, then the expected error satisfies the Crame´r-Rao bound [89]:
∆θi ≥ 1√
Fii
. (3.30)
In the more realistic case which includes marginalisation, this inequality becomes:
∆θi ≥
√
F−1ii . (3.31)
It can be shown that the error obtained when marginalising is always greater than or equal to
the error obtained without marginalisation. It should also be noted that in the case where the
likelihood is exactly Gaussian, the Crame´r-Rao bound becomes an equality.
As the likelihood is assumed to be a multivariate Gaussian for a Fisher matrix analysis, the
resulting error contours are ellipsoids (ellipses for two parameters), given by the equation
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∆θT F˜∆θ = β, (3.32)
where ∆θ = θ − θ∗ and β is a constant determined by the desired confidence level and the
number of parameters. In the two parameter case, β = 2.31 and 6.17 for the 1 and 2 − σ
contours respectively [88]. An example of the effect of the the fiducial model on error ellipses is
shown in Figure 3.2 for the CPL parameterisation of dark energy [90, 91]. As w0 and wa vary,
not only does the centre of the ellipse change but the size and slope of the degeneracy direction
changes as well.
In order to evaluate the amount of information obtained for a given Fisher matrix analysis and
directly compare surveys, various figures of merit have been developed, such as the volume of
the error ellipsoid, the 1−σ area of the two dimensional ellipse (for two parameters), the trace of
the inverse marginalised Fisher matrix and the sum of the elements of the inverse marginalised
Fisher matrix [87]. These figures of merit are not necessarily equivalent and can affect the choice
of survey design based on a Fisher matrix analysis.
Figure 3.2: Illustration of the effect of changing the fiducial values for w0 and wa (from the
CPL parameterisation) on the error ellipses for a mock survey supplying Hubble parameter,
H(z) and angular diameter distance dA(z) data. w0 and wa have been varied on a grid over
−1.3 < w0 < −0.6, −0.7 < wa < 1. The centre, size and the slope of the degeneracy direction
changes with w0 and wa. It can be seen that the area of the ellipse decreases for increasing w0
and wa implying that these parameters can be measured more precisely at higher values. Taken
from [87].
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Extending the BEAMS Formalism
4.1 Introduction
As discussed in Section 1.7.1, Type Ia supernovae (SN Ia) are standardisable candles, making
them one of the most reliable distance measures and a cornerstone of cosmology ever since the
discovery of the late time accelerated expansion of the Universe [26, 27].
Future surveys which will produce large amounts of photometric data, such as the Dark Energy
Survey (DES) [92], Pan-STARRS [93] and the Large Synoptic Survey Telescope (LSST) [94],
will increase the number of SN Ia candidates by orders of magnitude. While a foolproof method
of identifying a Type Ia is to analyse its observed spectrum, taking spectra is expensive and, for
surveys such as those mentioned above, it will be unfeasible to perform spectroscopic follow-up
for all candidates, introducing a possible bias due to contamination from Type Ib/c and Type II
supernovae, which we collectively denote non-Ia supernovae (SN nIa) [46, 95]. However, using
the photometric information gathered by the survey, one can fit template light curve models to
the data using a template fitter such as MLCS2k2 [96] or SALT2 [97] which gives a probability
for each object to be a Type Ia [98].
As an example, Figure 4.1 shows supernova colours for different types of supernovae, illustrating
that there are differences between the types and suggesting that the probability of an object
being a Ia can be determined from the photometric data alone [99]. Figure 4.2 shows a sample
of SDSS supernova data with type probability information.
67
Chapter 4 Extending the BEAMS Formalism 68
Figure 4.1: Obtaining type probabilities from supernova colors: Supernova colours (the mag-
nitude in one colour filter subtracted from another) are shown for different supernova types at
z = 0.0311. The time evolution in days for each type is depicted by a linearly connected track
between points. In this particular case, SN2001fg was compared and found it was most likely a
SN Ia, about 1 month past maximum brightness, as confirmed by spectroscopic follow-up [99].
Figure 4.2: A sample of 792 SDSS-II supernovae, colour coded with probabilities from the
PSNID typer [98, 100], used in the BEAMS analysis [46].
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Previously, these SN Ia probabilities were used only to determine candidates for spectroscopic
follow-up [100]. Without spectroscopic follow-up, applying a probability cut (for example, taking
all supernovae with probability greater than 0.9 to be a Type Ia) will introduce a bias in the
cosmological parameters [46]. To avoid such biases, one can either demand a very high purity,
which excludes much of the data [101, 102] or use all the data within a statistical framework
that accounts for the contamination. One such method, developed by Kunz, Bassett & Hlozek
[45] is the Bayesian Estimation Applied to Multiple Species (BEAMS). BEAMS has recently
been applied to the full three years of data from the SDSS-II supernova survey [100, 103], which
reduced the Ωm−ΩΛ contours by a factor of three relative to the spectroscopic data alone [46].
Despite this success, the current implementation of BEAMS assumes the supernova errors are
not correlated with each other; an approach which will not be appropriate for future surveys.
To analytically account for correlations between supernovae errors in the BEAMS posterior
requires summing over mN terms, where N is the number of supernova candidates and m is the
number of possible supernova types, which here we take to be 2, corresponding to Ia’s and nIa’s.
Clearly, this is computationally impossible, but in this paper we will show that if the form of
the covariance matrix is known, BEAMS can still be used to estimate cosmological parameters
in an unbiased way, using a numerical marginalisation over supernova type (see Section 4.4) [1].
4.2 BEAMS
Cosmological parameter estimation usually proceeds by maximising the posterior, P (θ|D) (see
Chapter 3), where D is the set of redshifts and distance moduli of spectroscopically confirmed
Type Ia supernovae and θ is the set of cosmological parameters, such as Ωm, ΩΛ and H0. What
happens if we do not have spectroscopic confirmation of an object’s type but only a probability
that it is a Ia? Unbiased parameter estimation in this case can be achieved using Bayesian
Estimation Applied to Multiple Species (BEAMS).
BEAMS [45] considers all data in a given sample, appropriately weighting the likelihood of each
data point based on its probability of being a Ia. Let τi be the type of object i and τi = Ia if
the object is a Type Ia and τi = nIa if the object is not a Ia (for example, if it is a Type Ib/c
or a Type II supernova). Then the posterior, P (θ|D) (here θ, D and τ are understood to be
vectors), is:
P (θ|D) =
∑
τ
P (θ, τ |D). (4.1)
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This sum marginalises over all possible combinations of types for the dataset so τ here is a
length-N vector (where N is the number of objects). For example, if there were three objects
in the dataset, the first term in the sum would have τ1 = Ia, τ2 = Ia, τ3 = Ia, the second term
would have τ1 = nIa, τ2 = Ia, τ3 = Ia etc.
Thus, for the case of two distinct object types, this is a 2N summation. Applying Bayes’ theorem
(Eq.(3.7)) gives that
P (θ, τ |D) = P (D|θ, τ)P (θ, τ)
P (D)
. (4.2)
P (D), the Bayesian evidence, can be considered as a normalisation factor and ignored in further
calculations. We will assume that P (θ, τ) = P (θ)P (τ), since in the case of supernovae, P(θ)
depends on large scale cosmological evolution while P(τ) depends on local gastrophysics [45].
P (θ) is the usual prior on the parameters (probability based on prior knowledge about the
parameters), and P (τ) can be written as
P (τ) =
∏
τj=Ia
Pj
∏
τk=nIa
(1− Pk). (4.3)
This is the product of the probabilities, Pi, for all the objects typed as a Ia, τi = Ia, multiplied
by the product of (1 − Pi) for all the objects typed as nIa’s, τi = nIa. This assumes the data
and the object types are uncorrelated (see [47] for details of BEAMS without this assumption,
which is also briefy discussed below).
Thus the BEAMS posterior is given by
P (θ|D) ∝ P (θ)
∑
τ
[
P (D|θ, τ)
∏
τj=Ia
Pj
∏
τk=nIa
(1− Pk)
]
. (4.4)
As an order 2N calculation, this is computationally unfeasible. In the case of uncorrelated data,
there is a simplification we can use to make the problem tractable. For any independent data,
the joint likelihood can always be written as a product of likelihoods. Thus,
P (D|θ, τ) =
∏
τi=Ia
P (Di|θ, τi = Ia)
∏
τj=nIa
P(Dj|θ, τj = nIa). (4.5)
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So the posterior is now a sum over products. This can be further simplified by applying the
fact that any binomial combination can be written as a product of sums of two terms:
∑
τ
∏
τi=Ia
Ai
∏
τj=nIa
Bj =
∏
k
(Ak +Bk). (4.6)
In the case of supernova data, Ak is simply the likelihood that object k is a Type Ia, LIa,k,
multiplied by Pk, and similarly, Bk is the likelihood that object k is a nIa, LnIa,k, multiplied by
(1− Pk).
Finally, the uncorrelated form of the BEAMS posterior is written as
P (θ|D) ∝ P (θ)
N∏
i=1
(
LIa,i(θ)Pi + LnIa,i(1− Pi)
)
. (4.7)
The form of the likelihood for a SN Ia, LIa,i, is well defined as
LIa,i = exp −(µi − µIa(θ, zi))
2
2σ2i
, (4.8)
where µi is the distance modulus estimate (see Eq.(1.38)) for the object, µIa(θ, zi) is the the-
oretical prediction and σi is the uncertainty for that data point. However, nIa’s do not have
the same intrinsic magnitude distribution as Ia’s and moreover, their distribution is very broad
meaning little, if any, cosmological information can be determined from them. So what form
should the nIa likelihood take? In Section 4.2.1 we show that as long as the form of the nIa
likelihood is reasonably general, it is possible to fit for its parameters in the analysis and produce
unbiased results.
Eq.(4.7) works well for uncorrelated data but is unlikely to be accurate in the case of correlated
data. For the large datasets which will be available in the future, correlations among the data
cannot be ignored and another solution must be found to apply BEAMS to these datasets in a
computationally feasible way. Section 4.4 demonstrates possible solutions to the 2N ’exponential
catastrophe’.
Prompted by the assumption made in Kunz et al.[45] that the data and probabilities are in-
dependent, Newling et al.[47] discussed an extension to the BEAMS formalism, in addition to
studying the importance of factors such as sample size and biases in the probabilities. They
rewrite the BEAMS posterior in a form where the data are conditional on the probabilities of
the objects. In the case of supernovae, the distribution of distance moduli of the objects may
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be dependent on the probabilities if the types are unknown, because we expect SN Ia’s to be
brighter than nIa’s (so we expect an object with a high probability to have a smaller distance
modulus). The strength of the correlation between distance modulus estimates and probability
depends on how the probabilities are derived (light curve fitting, using the Hubble diagram
directly etc.).
However, it has been shown [47] that a more general form of the posterior, which includes
this possible correlation, can be used. This extended form of the posterior is narrower in
comparison to the the posterior of Eq.(4.4), in the presence of correlations between the data
and the probabilities. Newling et al. also showed that if there are biases in the probabilities,
it is possible to still obtain accurate estimates of the cosmological parameters using a debiasing
technique, if all the variables used when estimating the probabilities are known.
4.2.1 Testing BEAMS
Kunz et al.[45] performed several tests of the BEAMS method, comparing it with other methods.
Figure 4.3 shows the bias and error (on the estimated cosmological parameters) for several
methods using mock supernova data. Only BEAMS is able to produce an unbiased estimate of
the parameters with a small error. Kunz et al. also considered the case where the probabilities
are unknown, are uncertain or are globally biased. They showed that a global bias in the
probabilities can be corrected by including a shift parameter in the likelihood and showed that
uncertainties in the probabilities which are expected from light curve fitters can be dealt with
in the BEAMS formalism.
4.3 Applying BEAMS
Hlozek et al.[46] performed extensive tests on simulated data to demonstrate the effectiveness
of BEAMS. They constructed a dataset of simulated distance moduli and redshifts for Ia’s and
nIa’s drawn from Gaussian distributions, as well as a dataset using the supernova simulation
package, SNANA [104]. These simulations were both analysed assuming a ΛCDM cosmology
and fitting for the parameters Ωm, ΩΛ and H0. As the nIa likelihood is unknown, they assumed
a Gaussian distribution for the nIa’s with a mean that is allowed to evolve with redshift. All
parameters in the nIa likelihood are fit for in the analysis.
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Figure 4.3: Comparison of BEAMS with using only the spectroscopic data (red circle), a
probability cut (green line) and a weighted χ2 method where points with higher probability
have greater error (pink line, increasing N means a larger penalisation for low probabilities).
Only BEAMS and the spectroscopic subsample are unbiased. BEAMS reduces the error by a
factor of 8 owing to the utilisation of the full dataset [45].
The resulting contours for both simulations can be seen in Figure 4.4. There is a small (∼ 1σ)
bias in the BEAMS contours from the SNANA results which could be due to a number of
factors including: modeling the nIa’s as only one population, incorrect treatment of Malmquist
bias (we expect each population to require a different correction due to Malmquist bias) and
possible errors in the SNANA simulations. A bias between spectroscopic and BEAMS results
is not observed when using real data.
Figure 4.5 shows the results when BEAMS is applied to the SDSS dataset of photometric SNe.
This dataset consists of 792 supernovae, with only 297 objects spectroscopically confirmed as
Type Ia. The full dataset represent a sample of high quality photometric data, which have
host galaxy redshifts1. Unlike in the test cases, when a probability cut is applied to the SDSS
data, Figure 4.5 does not show a bias. This is most probably because the SDSS dataset is
much smaller than the mock cases considered and the biases will only become obvious in future
datasets of thousands of supernovae. The important thing to note in the results is that the
BEAMS contours are a factor of three smaller than the spectroscopic data contours, and are
still unbiased. This is because BEAMS can use the Ia’s that one would normally have to throw
away. This shows that BEAMS can produce tighter cosmological constraints from supernova
measurements, while remaining unbiased.
1It is of course far easier to obtain a host galaxy redshift than to do spectroscopic follow-up of a supernova
because supernovae are temporary while their hosts persist and massive galaxy spectroscopic surveys are becoming
more and more common. Still, we believe it is possible to do BEAMS with only photometric host galaxy redshifts
by marginalising over the uncertainty in redshift for each supernova. This will likely be a project for the BEAMS
group.
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Figure 4.4: Ωm −ΩΛ contours obtained when analysing simulated Gaussian data (left panel)
and SNANA simulated data (right panel). The dashed line contours are obtained from the
subsample of spectroscopically confirmed supernovae, the lined contours from a subsample where
Pi > 0.9 for each object and the filled contours from all the data analysed using BEAMS. The
input cosmology is given by an orange square, the best fit BEAMS cosmology by an empty
square and the best fit cosmology from the spectroscopic sample by a red cross. It is clear that
the spectroscopic subsample gives unbiased results at the cost of reducing the sample size while
the probability cut results in biased contours. BEAMS is able to recover the true cosmology
with substantially smaller error than the spectroscopic sample.
Figure 4.5: As in Figure 4.4, the dashed line contours are obtained from the subsample of
spectroscopically confirmed supernovae, the lined contours from a subsample where Pi > 0.9
for each object and the filled contours from all the data analysed using BEAMS. Although of
course the true cosmology is not known, the current fiducial cosmology is given by an orange
square, the best fit BEAMS cosmology by an empty square and the best fit cosmology from
the spectroscopic sample by a red cross. In this case, the cut sample is unbiased relative to the
spectroscopic sample, but this is most likely because this dataset is much smaller than the mock
datasets (there are only 792 total SNe). However, one should note that the BEAMS contours
are a factor of three smaller than the spectroscopic data contours.
74
Chapter 4 Extending the BEAMS Formalism 75
4.4 Extending BEAMS to Correlated Data
4.4.1 Correlated Supernova Data
Correlations between supernova data has only recently become an issue that must be included in
cosmological parameter sets (e.g. [22, 42]) but will become progressively more important as we
push on the systematics floor related to SN Ia surveys. Correlated systematic uncertainties, the
focus of this work, can arise from a large number of sources and a detailed study of correlations
has yet to be undertaken due to the diversity and complexity of the various contributing factors.
Schematically correlations can arise from:
• Peculiar velocities: When supernovae are within 50 Mpc or so of each other the peculiar
velocities of their host galaxies will be correlated by large-scale bulk flows. These peculiar
velocities cause correlated redshift errors. Usually redshift errors are converted into ad-
ditional distance modulus errors (see e.g. [105]) but even if this is not done it will cause
errors in the recovered cosmological parameters. See, for example, [106–109].
• Redshift-colour and redshift-stretch correlations: If there is no spectroscopic host galaxy
redshift for an object, the redshift is estimated photometrically either from the host or the
supernova multi-band light curves. The effect of redshift on the light curve is degenerate to
some extent with the stretch and colour corrections. Hence errors on redshift will correlate
with those in the colour and stretch and thus with the estimated distance modulus of the
supernova [110].
• Filter errors: Transmission curves for the actual filters used on a telescope approximate
true through-put. Errors in measuring these transmission curves (or time dependent
changes of the filters) [111] will tend to induce redshift-dependent correlations. For exam-
ple, in [112], the authors consider the error in the flux calibration of the telescope which,
since it affects each filter differently, correlates objects at similar redshifts. Zero-point
photometry errors are a major source of uncertainty in current surveys that are common
to all supernovae observed with the same telescope; e.g. [42].
• Template error correlations: Unaccounted for evolution of supernovae with redshift causes
correlated errors due to errors in the light curves that form the training set. An example of
this is the ‘U-band anomaly’ which causes discrepancies between the SALT2 and MLCS2k2
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light curve fitters which may be related to an excess of flux in the UV at high redshift in
SN Ia [105, 113].
• Observational conditions: Bad weather will cause holes in the light curve coverage of all
supernovae visible at a given time, while seeing conditions will alter photometry measure-
ments in a correlated way. These will induce subtle correlations between measurements
of objects observed on the same night in similar conditions [94, 114].
• Combining data from multiple telescopes: The covariance matrix for combining data from
multiple telescopes can be very complex, as discussed in the 3 year SNLS analysis [22].
With the exception of perhaps the final LSST dataset, combining data from multiple
surveys will continue to be standard.
• Gravitational lensing: Supernovae that are close together on the sky, at similar redshifts
will experience similar brightening or dimming due to lensing, depending on the matter
distribution along the line of sight. Future large surveys will have mass maps and hence
will be able to predict and remove this signal to some extent [115–117].
• Dust: Supernovae along neighbouring lines of sight will suffer similar extinction from the
Milky Way and from any intergalactic dust, which will induce correlations [118, 119].
• Host-galaxy correlations: There is now solid evidence that dispersion in the Hubble dia-
gram correlates with the properties of host galaxies, particularly the galaxy type, size and
mass. See, for example [120–123].
• Spectroscopic targeting correlations: Since spectroscopic follow-up is typically not random,
there may be hidden correlations. For example, follow-up may favour candidates well-
separated from the host galaxy core. Malmquist bias can also cause correlations which
depend on the details of the spectroscopic survey [100, 105]. If there is an unknown
systematic that such objects are intrinsically brighter/fainter than average, this will cause
a correlated systematic error [100].
• nIa correlations: Many of the sources of correlation listed here will also affect nIa’s, causing
correlations between their distance moduli. However, these correlations will typically be
much smaller than the intrinsic dispersion of the nIa population.
Given the complexity of these various effects, developing a ‘realistic’ correlation matrix is be-
yond the scope of this work and will need to be laboriously built from simulations and detailed
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studies. Here we wish instead to develop ways of dealing with the general problem posed by the
2N ‘exponential catastrophe’ that correlations present. We use several toy model covariance ma-
trices to study potential resolutions of this catastrophe, finding that numerical marginalisation
over the supernova types performs best.
4.4.2 Mock Data
In order to determine the effect that correlated data can have on parameter estimation with
BEAMS, we use mock supernova datasets, the properties of which are known. This enables us
to estimate the magnitude of the bias introduced by correlations between the data points and
to determine the optimum way to handle this additional source of error.
To simulate supernova data, we need to create a distance modulus µ(z) for each object, as
in Eq.(1.38). Through the distance modulus, SN Ia can be used to constrain cosmological
parameters. The luminosity distance depends on the cosmological parameters (assuming a
ΛCDM model) by
dL(z) =
c(1 + z)
H0
√−Ωk
sin
(
H0
√
−Ωk
∫
dz′
H(z′)
)
, (4.9)
where
H(z) = H0
(
Ωm(1 + z)
3 + ΩΛ + Ωk(1 + z)
2
)1/2
, (4.10)
and the reader is reminded that H0 is the Hubble constant, Ωm is the energy density of matter,
ΩΛ is the energy density of dark energy and Ωk is the energy density of curvature (all densities
relative to the critical density) [3]. This single equation is equivalent to the three separate
curvature cases often quoted in textbooks, since sinh(x) = −isin(ix) [20]. We used a ΛCDM
model to generate the mock data with the following parameters: H0 = 70.4 km/s/Mpc, Ωm =
0.272 and ΩΛ = 0.628 (values taken from [124]).
SN Ia typically have very little scatter in their distribution of distance moduli, while nIa’s tend
to be widely scattered. SN Ia also tend to be brighter than nIa’s. As such, we model the mock
data as drawn from two populations: the Ia distribution is a narrow Gaussian centred on the
fiducial cosmological distance modulus, µ(z), with standard deviation σIa. The nIa distribution
is a wide Gaussian, centred on µ(z) + b, where b is a constant shift2. The nIa distribution has
standard deviation σnIa. While in general one could model each known type of supernova as a
2It was shown in [46] that BEAMS is able to reconstruct the correct redshift evolution for the nIa distribution.
Here we assume, without loss of generality, that b is a constant shift.
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Figure 4.6: Distance modulus (µ) as a function of redshift for a typical mock dataset with 200
supernovae. Blue points are SN Ia, green triangles are SN nIa and the red line is the fiducial
cosmological model. The dotted line is the model for the nIa’s. The intrinsic dispersion of the
Ia’s is σIa = 0.1 and that of the nIa’s is σnIa = 1.5, as indicated by the error bars. We show the
true types and intrinsic scatter of the points for clarity here but note that neither are given to
BEAMS, which receives only the probabilities and the µ values as input.
separate population, two populations are sufficient for this work. For each object, redshifts in
the range of 0.01 < z < 2.0 were drawn from a uniform random distribution, while probabilities,
Pi, were drawn from a distribution that simulates the expected Dark Energy Survey probability
distribution, shown in Figure 4.7. There were roughly equal numbers of Ia’s and nIa’s. Here we
assume that the probabilities are correct, but it was shown in [45, 46] that BEAMS can deal
with biased probabilities in general.
The type of each object was randomly chosen with probability Pi which allowed the object
to be assigned a distance modulus. Residuals were drawn from the appropriate distribution,
depending on type, correlated using one of the covariance matrices described below and added
to the appropriate Ia or nIa mean. A typical mock dataset distance modulus diagram is shown
in Figure 4.6, where we have chosen the standard deviation of the Ia population to be σIa = 0.1,
that of the nIa’s to be σnIa = 1.5 and the shift of the nIa population to be b = 2.0. In this paper
we experimented with datasets varying between 200 and 1000 supernovae.
Since the exact form of the true covariance matrix for supernovae is unknown, we use simple
toy models for a covariance matrix for the mock data. Our main goal is to show how BEAMS
can be used for correlated data, so we do not attempt to model a realistic covariance matrix.
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Figure 4.7: Histogram of Dark Energy Survey-like SN Ia probabilities, where the supernova
data was generated using SNANA and fitted with MLCS2k2 to obtain the probabilities. The
blue (dark), outlined bars are Ia’s and the red (light) bars are nIa’s. This figure illustrates the
point that future data will deliver bimodal probabilities peaked near 0 and 1, and helps guide
the probability distribution for our mock data.
We analyse the effects of three different covariance matrices. In all cases, we order the objects
according to redshift, since we expect the strongest correlations to be functions of redshift.
As they will come from the same sources, we expect Ia-nIa and nIa-nIa correlations to be of
similar magnitude as Ia-Ia correlations. However, since the dispersion of the nIa distribution is
so large, these small correlations have little influence and only the Ia-Ia correlations affect the
results. We found that when we created a dataset with correlations between all supernova types
and analysed it assuming only Ia correlations, the results were identical to an analysis which
included non-zero nIa-nIa and Ia-nIa correlations. Hence, we only consider Ia-Ia correlations in
our analysis.
4.4.2.1 Wedding Cake Covariance Matrix
This example matrix is based on the supernova covariance matrix in [125], which is guaranteed
to be positive-definite. This matrix has a wedding cake or step-like structure: an error entered
at a given redshift contributes to the error of all higher redshift objects. This structure natu-
rally arises as one loses observational features at higher redshifts thus introducing errors. We
constructed a matrix based on this, in which we divided the data set into five redshift bins,
adding an extra source of error in each bin. If each object can only be either of type Ia (τi=Ia)
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or of type nIa (τi=nIa), the structure of this covariance matrix is given as:
Cij = σiσjδij + Vij , (4.11)
where σi = σIa if τi=Ia and σi = σnIa if τi=nIa and
Vij =

ni,j∑
k=1
sk if τi=τj = Ia
0 otherwise,
(4.12)
where ni,j is the bin to which the object belongs. The off-diagonal term, Vij , contains the
correlations between supernovae errors that increase in strength with redshift. To produce the
step-like structure, ni,j = bmin(i,j)N/5 c+ 1 (where “bc” indicates the floor function, rounding down
to the nearest integer). For this covariance matrix we used sk = 0.015 for k = 1 to 5, as
illustrated in the top left panel of Figure 4.9.
4.4.2.2 Decaying Covariance Matrix
This covariance matrix assumes positive correlations between objects which are nearby in the
covariance matrix, with the correlations decaying as the distance between the indices of objects
is increased. The exact form of this covariance matrix is
Cij =

σ2Ia if i=j & τi=τj = Ia
σ2nIa if i=j & τi=τj = nIa
xσ2Ia
|i−j| if i 6=j & τi=τj = Ia
0 otherwise
(4.13)
This is illustrated in the middle left panel of Figure 4.9, where we set x = 0.73.
4.4.2.3 Block-Diagonal Covariance Matrix
To illustrate our method with a more realistic example, we used the covariance matrix for the
Union2 sample of 557 supernovae. [42, 126] constructed this matrix by parameterising all known
3This covariance matrix is not in general guaranteed to be positive definite. We ensured the realisation of the
covariance matrix was positive definite for all analyses done in this work by selecting correct parameter values.
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sources of correlations for the Union2 dataset, fitting these nuisance parameters simultaneously
with the cosmological parameters and providing an estimate of the best-fit covariance matrix.
We binned this into 11 redshift bins, which we then applied to our mock data. An example
for one mock data realisation can be seen in the bottom left panel of Figure 4.9. We have
set nIa-nIa and nIa-Ia correlations to zero, since these should be very small compared to the
intrinsic dispersion of the nIa’s. We added a σ2i term to the diagonal, where σi = σIa if object
i is a Ia and σi = σnIa if it is a nIa. The block diagonal structure arises largely from the fact
that supernovae data from the same survey are correlated with each other.
4.4.3 Numerical Marginalisation Over Supernova Type
4.4.3.1 Theory
A solution to the computational problem of handling correlated data would be to perform
the marginalisation over the types numerically instead of analytically, allowing us to use the
correlated BEAMS posterior without the 2N sum. In order to do this, we create N discrete
nuisance parameters, the types of the supernovae, τi, and marginalise over these parameters in
our Markov Chain Monte Carlo (MCMC) (see Section 3.3.1) analysis. This problem is similar
to the Ising spin problem because these parameters are discrete and can only assume one of two
values [127].
In each step of the MCMC chain, we randomly select one object and set the corresponding τi =Ia
with probability Pi, which significantly speeds up convergence when compared with varying all
the types at each step. To further improve convergence, we choose the initial type parameters
based on the ratio of Ia to nIa uncorrelated likelihoods for each object. If the ratio is greater
than one, we set the initial type for that object to a Ia, otherwise to a nIa. To compute this
initial likelihood ratio, we use some fiducial values for the cosmological parameters. This initial
choice for the types has little bearing on the final result, but without it, the chain typically
starts with a very low likelihood because many objects have the wrong type and it takes much
longer to reach the region of the peak. Thus, if θ represents the set of parameters in the MCMC
chain and τ the types, the usual MCMC acceptance criterion is
R = min
(L(θnew, τ new)
L(θ, τ ) , 1
)
(4.14)
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We applied this technique using MCMC to estimate cosmological parameters from the mock
datasets. We ran at least three MCMC chains for each dataset produced and ensured all chains
were converged using the Gelman-Rubin [84] criterion for convergence (see Section 3.3.1), with
R < 1.01. Chains were, on average, 60000 steps long after burn-in was removed. Burn-in was
determined visually by looking at traceplots of the cosmological parameters as a function of
step number (see Figure 4.8): the iteration at which the chain was stationary around a point
was considered the end of burn-in. They were found to be uncorrelated above a length of about
30 steps, indicating acceptable mixing, although for MCMC correlations between steps are not
in general a problem, if the chain is long enough [128].
Figure 4.8: A subset of a chain indicating with a red line where the burn-in period ends.
It should be noted that for all MCMC chains, the following flat, wide priors were used, to
ensure unbiased parameter estimation: −0.2 < Ωm < 1.2, −0.2 < ΩΛ < 1.2 and 10 < H0 < 130.
Negative densities are of course, unphysical but we allow such wide priors here due to the small
datasets used having poor constraints. An maximum posterior estimate of a negative value
would indicate a problem in the analysis. We allowed the shift, b, of the nIa population to vary
with a flat prior of 1 < b < 3 and the standard deviations of the populations, σIa and σnIa to
vary in log space with priors of −3.0 < log(σIa) < −1.2 and −0.7 < log(σnIa) < 1.5.
To allow for the most general case where only the form of the covariance matrix is known,
but its parameters are not, we also varied the covariance parameters for each individual covari-
ance matrix over a flat prior, except for the block covariance matrix whose off-diagonal terms
remained fixed, since they were determined from the Union2 dataset.
82
Chapter 4 Extending the BEAMS Formalism 83
4.4.3.2 Testing BEAMS with Numerical Marginalisation
We first generated uncorrelated datasets to directly compare the numerical and analytic marginal-
isation of BEAMS. We found that the Ωm−ΩΛ credible contours4 produced using Eq.(4.7) and
those produced using the numerical marginalisation technique were identical for the uncorrelated
datasets, showing that the technique works as expected.
It is interesting to note that the marginalisation method is faster than uncorrelated BEAMS,
since there are half the calculations to perform at each step (uncorrelated BEAMS computes the
likelihood assuming the object is nIa and Ia respectively, whereas the numerical marginalisation
only requires the likelihood given the current types). However, it takes longer for the correlated
BEAMS chains to converge. On average, using the Gelman-Rubin [84] criterion for convergence,
uncorrelated BEAMS chains converge within 10 000 steps whereas the correlated BEAMS chains
only converge after about 40 000 steps. As the dataset scales to larger numbers of supernovae, the
number of steps taken to converge does not increase appreciably but the likelihood scales roughly
as N2, due to the matrix multiplication between the covariance matrix and the data. However,
realistic covariance matrices are likely to be block diagonal, thus we could take advantage of the
relative sparsity of the matrix and separate the data to run in parallel. Hence, computational
complexity should not be an issue for correlated BEAMS.
Figure 4.9 compares the uncorrelated BEAMS approach with correlated BEAMS (using nu-
merical marginalisation of types) in the case of correlated data, based on the three different
covariance matrices from Section 4.4.2. The uncorrelated approach includes no information
about correlations and hence it is not surprising that it is biased at > 2σ for both the decaying
covariance matrix and the wedding cake covariance matrix. In contrast, correlated BEAMS
with numerical marginalisation correctly estimates the cosmological parameters without any
bias. There is less of an effect from the block diagonal covariance matrix, because both the
correlations and the dataset are small. Although even in this case, it is clear the uncorrelated
BEAMS contours appear to be mildly biased.
4In this paper, we use credible intervals, the Bayesian analogue to confidence intervals. Bayesian credible
intervals represent the degree of belief in the parameter estimates, and are derived from the posterior probability.
They are not, in general, equivalent to frequentist confidence intervals [77].
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Figure 4.9: Results of the numerical marginalisation of types with BEAMS using three different covariance matrices: The left
column shows schematic views of the three covariance matrices, where the colour indicates the amount of correlation between
two data points. The right column shows the Ωm − ΩΛ contours, marginalising over H0, when the correlated data sets are
analysed assuming no correlations (dotted lines) and using correlated BEAMS (filled contours). The covariance matrices and
their parameters are (from top to bottom): the wedding cake covariance matrix (sk=0.015 for k=1 to 5), the decaying covariance
matrix (x=0.7) and the block diagonal covariance matrix. All covariance parameters (for the wedding cake and decaying matrices)
are marginalised over with wide, flat priors. Note: for all matrices, the diagonal has been removed for clarity because σnIa is so
much larger than the off-diagonal terms.
84
Chapter 4 Extending the BEAMS Formalism 85
4.4.3.3 Testing the Contours and Coverage Properties of the BEAMS Estimators
To test the accuracy of the correlated BEAMS contours, we created 5000 datasets, each con-
sisting of 200 correlated supernovae, using the wedding cake covariance matrix. We then ran a
100 000 step MCMC chain for both uncorrelated and correlated BEAMS on each of the datasets,
totaling about a billion MCMC steps. Figure 4.10 shows scatter plots for both uncorrelated
BEAMS and correlated BEAMS. Each point represents the maximum posterior values of the
parameters for one of the 5000 datasets. We computed the mean squared error (MSE), which
is the sample average of the squared distance between the estimates and the true value for the
parameters (in this case Ωm and ΩΛ), for both uncorrelated and correlated BEAMS. We found
the relative efficiency, defined to be the ratio of the MSE for uncorrelated BEAMS to that of
correlated BEAMS, to be 2.3, which implies that correlated BEAMS is a much more efficient
estimator than uncorrelated BEAMS for correlated data, i.e. it estimates parameters with much
less scatter.
We also plotted the 95% credible contours for five randomly selected datasets to show how the
size and shape of the contours are underestimated by uncorrelated BEAMS but well estimated
by correlated BEAMS, for these correlated datasets. To quantify this point, we computed the
coverage, which we here define to be the proportion of the 5000 datasets where the true value
(marked by the black circle in Figure 4.10) lies within the 95% credible interval for each dataset
derived from the corresponding MCMC chain for that dataset. We found that the coverage was
88.2% for correlated BEAMS and only 7.2% for uncorrelated BEAMS, showing that accounting
for the correlations is crucial in getting the correct contours. Ideally, the coverage should be
close to 95%. However, the reader is cautioned that coverage is a frequentist concept and only
for asymptotically large datasets would we expect the frequentist coverage to coincide with the
corresponding coverage from Bayesian credible intervals. As our datasets only have 200 points
each, we should not be surprised if the coverage is not exactly 95%. Undercoverage occurs even
for the standard χ2 method applied to supernovae datasets (see Figure 8 in [129]).
The coverage properties of both estimators are illustrated in Figure 4.11. For both uncorrelated
and correlated BEAMS we plotted the effective coverage (on the y-axis), i.e. the fraction of
datasets for which the given credible contour contains the input cosmological parameters, at
that level of credibility (on the x-axis). So for example, the 0.95 credible level corresponds
to a coverage of 0.882 and 0.072 for correlated and uncorrelated BEAMS respectively. Ideal
coverage is the diagonal straight line across the plot, where (for example) 0.95 of the datasets
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Figure 4.10: Scatter plots of the maximum posterior estimates for the cosmological parameters
for each of 5000 correlated datasets using the wedding cake covariance matrix (Eq.(4.11)). Left
panel: BEAMS assuming the data are uncorrelated. Right panel: correlated BEAMS with
numerical marginalisation over covariance matrix parameters and types. Also plotted are the
95% credible contours from five randomly selected datasets to give an idea of the size and shape
of the contours. This shows that, while both methods are unbiased on average, correlated
BEAMS is a much better estimator and has far superior coverage properties (88.2% vs. only
7.2%).
would contain the input cosmology in the 0.95 credible contour. It is clear that the coverage of
correlated BEAMS is close to ideal and far superior to that of uncorrelated BEAMS.
Figure 4.11: Effective coverage, defined to be the fraction of datasets which contain the
input cosmology at a given credible level for the 5000 datasets shown in Figure 4.10 for both
uncorrelated BEAMS (blue, dashed line), correlated BEAMS (red, solid line) and for the ideal
coverage case (black, dotted line). While correlated BEAMS is close to ideal, implying that its
contours can be trusted, uncorrelated BEAMS dramatically undercovers and hence the contours
cannot be trusted for correlated data, as expected.
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4.5 A Perturbative Expansion of the BEAMS Posterior
For future surveys, in exactly the limit where it will be important to apply BEAMS to avoid
biases from probability cuts, the light curve data for both candidates and templates will be
excellent and the probability that most candidates are a Ia will therefore be close to zero
or unity. This is highlighted in Figure 4.7, which shows simulated DES probabilities using
MLCS2k2 [96] and SNANA [104]. In this limit of abundant, high-quality data, we may expect
we could perform a perturbative expansion of the full correlated BEAMS posterior, to find a
computationally feasible approximation by reducing the number of terms.
4.5.1 Theory
We start with the BEAMS posterior in the general case:
P (θ|D) =
∑
τ
P (D|θ, ~τ)P (θ)P (~τ)/P (D) (4.15)
This results in 2N terms being calculated, in the case where there are two types.
We can Taylor expand this posterior, written as a function of the probabilities ~p (this is a length-
N vector containing the probability for each object), around the point where the probabilities
are rounded to either zero or one. We define the vector ~ such that i = pi − Rnd(pi), where
Rnd(pi) is the rounded value of the probability of the i’th data point (which will be either 0 or
1). So for example, if pi = 0.99 then i = −0.01 and if pi = 0.02 then i = 0.02 etc.
The BEAMS posterior becomes:
P (θ|D, ~p) ∝ P (θ|D, ~p)
∣∣∣
PRnd
+ ~ · ∇P (θ|D, ~p)
∣∣∣
PRnd
+
1
2
~ ·
[
~ ·H(P (θ|D, ~p))
]∣∣∣
PRnd
+ · · · , (4.16)
where H is the Hessian matrix.
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4.5.1.1 The First Order Term
Now we will explicitly calculate the first order derivative term. The i’th component of∇P (θ|D, ~p)
is given by
∂P (θ|D, ~p)
∂pi
=
∑
τ
P (D|θ, ~τ)P (θ)∂P (~τ)
∂pi
. (4.17)
This derivative is trivial since P (~τ) is linear in the pi’s. P (~τ) is defined as
P (~τ) =
∏
τj=Ia
pj
∏
τk=nIa
(1− pk) . (4.18)
Since only one of these terms is a function of pi (where i equals either j or k depending on its
type), the derivative is given by
∂P (~τ)
∂pi
=
∂Pτi
∂pi
P (~τ−i). (4.19)
Here, P (~τ−i) is equivalent to Eq.(4.18), with the contribution to the product from the i’th
object’s probability removed such that P (~τ) = PτiP (~τ−i). Since Pτi is either pi or (1 − pi), its
derivative is given by
∂Pτi
∂pi
=

1 if τi = Ia
−1 if τi = nIa.
(4.20)
Thus:
∂P (θ|D, ~p)
∂pi
=
∑
τ
±P (D|θ, ~τ)P (θ)P (~τ−i) . (4.21)
Once we subsitute for the rounded probabilities, many of the terms in P (~τ−i) will go to zero.
In fact, each element of ~τ−i must equal its rounded type for P (~τ−i) in order to be non-zero, in
which case, P (~τ−i) = 1. This leaves only two terms, corresponding to the two possible types of
the i’th data point. Thus:
∂P (θ|D, ~p)
∂pi
∣∣∣∣
PRnd
= [P (D|θ, ~τi=Ia)− P (D|θ, ~τi=nIa)]P (θ) , (4.22)
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where ~τi=Ia is the same as ~τRnd (where τRndi = Ia if Rnd(pi) = 1 and τRndi = nIa if Rnd(pi) = 0)
with the i’th element being Type Ia and ~τi=nIa is the same except the i’th element is Type nIa.
Finally, the first order BEAMS posterior is given by
P (θ|D,~) ∝ P (θ|D, ~p)
∣∣∣
PRnd
+
N∑
i=1
(
i × [P (D|θ, ~τi=Ia)− P (D|θ, ~τi=nIa)]× P (θ)
)
. (4.23)
For N data points, the order of this calculation is 2N times the order of the likelihood calculation.
So in the case where the likelihood is given by the usual Gaussian form e−χ2/2, this would be
an order 2N2 calculation.
4.5.1.2 The Second Order Term
Our treatment can be repeated for the second order term. The second order derivative is given
by
∂2P (θ|D, ~p)
∂pi∂pj
=
∑
τ
P (D|θ, ~τ)P (θ)∂
2P (~τ)
∂pi∂pj
. (4.24)
P (~τ) can again be expressed as a product of one i-dependent term, one j-dependent term and
one term independent of both
P (~τ) = PτiPτjPτ−i,j , (4.25)
if i 6= j. If i = j, then the second derivative of P (~τ) will be zero.
By the product rule, this is
∂2P (~τ)
∂pi∂pj
=
∂Pτi
∂pi
∂Pτj
∂pj
P (~τ−i,j) . (4.26)
Which evaluates to
∂2P (~τ)
∂pi∂pj
=

0 if i=j
1 if i 6= j and τi = τj
−1 if i 6= j and τi 6= τj .
(4.27)
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Similarly to the first order term, when we evaluate the full posterior (Eq.(4.24)) at the rounded
probabilities, we find that only four terms remain (still for i 6= j):
(
∂2P (θ|D, ~p)
∂pi∂pj
) ∣∣∣
PRnd
=
[
P (D|θ, ~τi,j=Ia) + P (D|θ, ~τi,j=nIa) −
−P (D|θ, ~τi=Ia,j=nIa)− P (D|θ, ~τi=nIa,j=Ia)
][
P (θ)
]
, (4.28)
where
~τi,j=Ia = ~τRnd except with τi = τj = Ia
~τi,j=nIa = ~τRnd except with τi = Ia, τj = nIa
~τi=Ia,j=nIa = ~τRnd except with τi = nIa, τj = Ia
~τi=nIa,j=Ia = ~τRnd except with τi = τj = nIa.
Putting this all together, the second order term of the BEAMS posterior is
1
2
~ ·
[
~ ·H(P (θ|D, ~p))
]∣∣∣
PRnd
=
1
2
N∑
i=1
N∑
j=1
j 6=i
(
i × j ×
[
P (D|θ, ~τi,j=Ia) + P (D|θ, ~τi,j=nIa) −
−P (D|θ, ~τi=Ia,j=nIa)− P (D|θ, ~τi=nIa,j=Ia)
][
P (θ)
])
. (4.29)
Thus the second order term is order (4N)2 times the order of the likelihood calculation. For a
Gaussian likelihood, this is an order N3 calculation.
4.5.2 Results
This perturbative approximation breaks down because we expand the posterior about the
rounded off probabilities (that is, if the probability is close to 1 we take the object to be a
Ia and a nIa if it is close to 0), but due to the extreme nature of the likelihood, this tends to lie
quite far from the maximum likelihood, the point about which one would like to perform the
expansion. This happens because σIa/σnIa is very small, hence if too many nIa’s are mistyped
as Ia’s when rounding off the probabilities, these terms cause higher order terms in the Taylor
expansion to dominate, however we only include terms up to the second order term in this
expansion in order for the analysis to remain computationally viable (the second order term is
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an N3 calculation, the third order N4 and so on). Thus the perturbative expansion is not a
good enough approximation of the true likelihood.
This can be seen in Figures 4.12 and 4.13, where we show 1 and 2-σ contours in the Ωm − ΩΛ
plane. In each case, the fiducial value is shown by a star. While the underlying data are
correlated (using the decaying covariance matrix model), the uncorrelated form of BEAMS
assumes uncorrelated data. In addition, perturbative BEAMS cannot sufficiently correct for
the mistyped terms, and thus fail to recover the simulated data model at > 3σ.
Figure 4.12: Comparison between uncorrelated BEAMS (line contours), correlated BEAMS
(filled, red contours) and the perturbative expansion of BEAMS (filled blue contours with dashed
lines), for an uncorrelated dataset, showing how the perturbative expansion fails badly even in
the uncorrelated case.
Figure 4.13: Comparison between uncorrelated BEAMS (line contours), correlated BEAMS
(filled, red contours) and the perturbative expansion of BEAMS (filled blue contours with
dashed lines), for a correlated dataset, using the decaying diagonal covariance matrix, showing
how the perturbative expansion fails badly.
The failure of perturbative BEAMS to correct for mistyped terms can be understood further
by considering Figure 4.14. In the left panel, we show perturbative BEAMS successfully ap-
proximates the true likelihood, as does correlated BEAMS using numerical marginalisation,
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for a small dataset. The right panel, however, shows this is not the case for a large dataset.
The perturbative BEAMS estimate for ΩΛ is biased, because mistyped objects in the dataset
cause higher order terms in the perturbative approximation to dominate. As shown previously,
however, correlated BEAMS (with numerical marginalisation of types) accurately recovers the
input cosmology.
Figure 4.14: These plots demonstrate the difference between the true BEAMS likelihood
(dotted, black line), the perturbative approximation (dashed, red line) and correlated BEAMS
with numerical marginalisation (solid, blue line). Left panel: A set of ten data points was
created using the decaying covariance matrix to correlate the data. Ωm and H0 are set to 0.272
and 70.4 respectively and ΩΛ is allowed to vary. For this small dataset, perturbative BEAMS
and correlated BEAMS are both good approximations to the true BEAMS likelihood. Right
panel: A similar dataset except with 200 data points this time. Now, perturbative BEAMS
poorly approximates the true likelihood and produces a bias in ΩΛ. BEAMS with numerical
marginalisation, however, is unbiased. The true likelihood cannot be calculated with such a
large dataset.
4.6 Discussion
Photometric supernova surveys with unprecedented amounts of data will provide an exciting
opportunity to learn about the structure and evolution of the universe. Due to the vast number
of supernova candidates and their extended redshift distribution in large future surveys, it
will be difficult, if not impossible, to spectroscopically follow-up all candidates as is normally
required in cosmological analyses. BEAMS is a rigorous statistical method which avoids biases
while using all supernova candidates, together with the probability that a candidate is a Type
Ia supernova, derived from the multicolour lightcurves of the candidate. Until now, BEAMS has
been applied assuming the supernovae data are uncorrelated [45–47], an assumption which will
be inappropriate for future surveys. Without this assumption, the analytical form of the BEAMS
posterior is computationally unfeasible. If the uncorrelated form of BEAMS is applied to a
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dataset with correlated systematic uncertainties, the posterior for the cosmological parameters
can be incorrectly estimated.
To deal with this ’exponential catastrophe’, we have explored two different approaches. The
first marginalises over all the possible combinations of object type numerically instead of ana-
lytically, by including the types as discrete nuisance parameters in our MCMC chains, making
it computationally efficient. We have shown, with three separate models of covariance matrices,
that this algorithm successfully recovers the input cosmology in the correlated case without
bias. In addition, we have shown with 5000 mock datasets that the correlated BEAMS credible
contours are reliable estimates of the true error contours. This is something that cannot be
easily reproduced without using the correlated BEAMS formalism.
The second approach we considered was a perturbative expansion of the BEAMS posterior
which typically fails because, when too many objects are mistyped, the higher order terms of
the expansion (which are neglected due to computational constraints) dominate over the lower
order terms, even when the probabilities are very close to zero or one thus producing a biased
posterior. However, with numerical marginalisation over types, correlations between supernovae
do not appear to be an impediment to using BEAMS in analysing future photometric supernova
surveys.
As supernovae surveys get larger, contamination will become more of a problem, thus increasing
the need for a technique such as BEAMS. The Bayesian approach also allows a very natural
way to model additional complexities and effects while accurately propagating uncertainties.
For example, a future extension to BEAMS would be to deal with photometric redshifts, where
each object’s redshift would become a parameter to marginalise over. The BEAMS framework
lends itself to the incorporation of such extensions. It is also a highly versatile technique which
may find application in any field where one wishes to estimate parameters from a dataset that
contains contaminants.
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Bayesian Inference for Radio
Observations
5.1 Introduction
The current approach to doing science with interferometric radio observations is an exercise
in data massaging and manipulation. Because interferometric images have missing data (due
to the gaps between telescopes), technically there is an infinite possible number of sky models
which could fit the available data. To solve this problem of deconvolution (that is converting the
raw visibilities to an image of the true sky) the algorithm of CLEAN [130] has been proposed,
amongst others.
CLEAN simply and elegantly extracts the most likely radio sources in the data while removing
probable artifacts. The resulting image is then used for science such as estimating the fluxes,
shapes and positions of the sources in the image. The problem is, there is no guarantee the
image produced is an accurate representation of the sky. Firstly, the CLEAN algorithm requires
fairly arbitrary user choices such as stopping criteria, loop gain and in some cases search win-
dows, which can significantly affect the resultant image. Secondly, natural randomness means
that the best fitting parameters (such as the fluxes) may lie away from the true parameters (see
the histograms in Section 5.6) and, since CLEAN cannot provide accurate uncertainty infor-
mation [131], there seems to be no rigorous way of knowing just how much one should believe
the fluxes extracted from a CLEANed image. Thirdly, the fundamental assumption required
by CLEAN that the map can be described as a collection of point sources makes recovering
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extended emission with it difficult [132]. Lastly, instrumental errors, such as beam parameters
and pointing errors (as we will discuss) and scientific parameters, such as fluxes and extended
emission parameters, are often correlated. If the instrumental errors are ignored, or determined
(by some other method since CLEAN cannot extract them from the data) and fixed to poten-
tially incorrect values, this will cause biases in the estimated scientific parameters, as we will
show.
We propose an alternative approach, doing a full Bayesian analysis from the raw visibilities to
the science and instrumental parameters, along the way learning about their relationships and
uncertainties, and obtaining the full posterior for the problem (see Chapter 3 for a review of
Bayesian statistics). We call this technique Bayesian Inference for Radio Observations or BIRO.
5.2 Current Approaches to Interferometric Radio Observations
CLEAN is the probably the most successful and most popular method to analyse radio in-
terferometric images. The problem CLEAN attempts to solve is that, by its very nature, an
interferometer incompletely samples the (u, v) plane (essentially because it is impossible to have
a continuum of baselines) and thus, a radio image has missing information. The “dirty beam” of
the interferometer may contain artifacts such as grating rings and sidelobes, which will appear
in the resulting “dirty map”. CLEAN operates on the premise that it is unlikely that the true
sky consists of these rather artificial looking shapes. It first makes the fundamental assumption
that the map can be described as a collection of point sources. CLEAN proceeds by identifying
the strongest source in the map, removing the beam pattern it produces (across the whole map)
and then iterating this step until the entire map is consistent with noise. The “cleaned map”
then consists of the series of clean components removed by the algorithm, with their correct
amplitude and position. CLEAN has been so successful that it has remained the standard for
use in astronomy for about forty years, despite its difficulty in reproducing areas of extended
emission (although this is helped by multiscale CLEAN [133]) and its inability to determine
uncertainties [131]. Figure 5.1 illustrates graphically the CLEAN algorithm by way of a simple
example and Figure 5.2 demonstrates CLEAN on a simulated source.
The maximum entropy method (MEM) was used successfully in various other fields such as
geosciences and mathematical statistics before Ables [134] and others [135, 136] applied it to
radio astronomy. It has remained the main competitor to CLEAN and other related methods.
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1. These are the
(unknown) true sky
fluxes for point sources
(with delta function
profiles).




2. The dirty beam,
with sidelobes visible
and a perfect Gaussian
point source response
shown in red.




	3. Initialise the residual map to the dirty image(which is the true sky convolved with the beam)and set the clean components list to zero.
 4. Locate the point in the dirty image withmaximum flux.  5. Add this point to the clean component listand multiply maximum by dirty beam.
  6. Subtract this result from the residual map.   7. Repeat step 4.
  8. Repeat step 5.




9. Repeat step 6. In this example, two clean
components have been found and the residual
map is zero. In general, steps 4-6 are repeated
until a similar stop condition is met.
Figure 5.1: A demonstration of the CLEAN algorithm for two sources in a dirty image
(adapted from [70]).
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Figure 5.2: CLEAN applied to a simulated source. The source (top left) is convolved with
the dirty beam (top right) to produce the dirty map (bottom left). This is then CLEANed
following the algorithm outlined in Figure 5.1 to produce the clean image (bottom right) [70].
The MEM works by producing an image which has the smallest amount of structure (hence the
maximum entropy) whilst still being consistent with original observations. Sutton et al. [132]
extend the MEM by producing maps which maximise the posterior probability density (related
to the entropy), given a model of the sky.
RESOLVE (Radio Extended SOurces Lognormal deconVolution Estimator) [131, 137] is a similar
algorithm which finds the optimal sky by maximising the a posteriori probability density of the
map, with the addition that the uncertainty of the distribution can be approximated, and which
is optimised for dealing with extended emission.
UVMULTIFIT [138] is a useful tool to consider in this context because it has been developed
again as an alternative to CLEAN, to allow the user to fit sky models directly to their visibility
data. The authors argue that analysing interferometric images after deconvolution is like “fitting
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models to models”, whereas one would rather fit models directly to data. A similar approach is
applied to photon counts in [139], where a hierarchical Bayesian model is applied.
Schammel et al. [140] and Carvalho et al. [141, 142] have implemented the Bayesian tech-
niques similar to those of Hobson & McLachlan [13], to detect astronomical objects in diffuse
backgrounds. These techniques can use model selection to determine the most likely number
of sources and are also capable of marginalising over nuisance parameters, although they have
computational limitations related to the number of parameters involved.
A joint Bayesian analysis has successfully been applied several times to AMI (the Arcminute
Microkelvin Imager) [143] data in order to detect Sunyaev-Zel’dovich (SZ) clusters [144, 145]
at the same time as constraining instrumental nuisance parameters. Similarly, Lancaster et al.
[146] performed a joint Bayesian analysis for the detection of SZ clusters in the presence of
contaminating CMB noise and foreground sources.
Clearly, there is a precedent for this type of Bayesian analysis in specific cases. What we
propose is a general framework which will be applicable for any radio interferometric observation
(although in principle could be extended to any wavelength observation where the sky could
be reasonably well modeled), and could be used even for as large an instrument as the SKA1,
where millions of parameters may have to be fit simultaneously.
5.3 The Radio Interferometry Measurement Equation
The Radio Interferometry Measurement Equation (RIME) originally introduced by Hamaker et
al. [72] provides a tidy, rigorous, mathematical approach to radio interferometry modeling and
calibration. Before the introduction of the RIME, approaches to this problem were somewhat
ad hoc, lacking a full mathematical backing, and approximate [71]. The RIME allows complete
modeling in a very simple formalism, which allows one to include all known instrumental and
observational effects that interfere with the signal before arriving at the telescope. We utilise
the RIME heavily in the development of our Bayesian approach to radio observations.
1Square Kilometre Array, http://www.skatelescope.org
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5.3.1 Derivation of the RIME
What follows here is the derivation of the RIME from Smirnov (2011) [71], which is a rederivation
of the original formalism [72] under a more consistent mathematical framework.
We first start with a single point source (quasi-monochromatic), the signal of which can be
described by the complex vector e that represents the strength of the electric field. The intensity
of Eq.(2.6) is related to the electric field as described in Eq.(5.10), such that Iν ∝ |e|2. In a
coordinate system where the z axis is aligned with the direction of propagation, e can be
represented as a column vector of two complex numbers:
e =
(
ex
ey
)
. (5.1)
Now as the signal passes from the source to the receiver, it gets affected by multiple observational
effects (including ionospheric and atmospheric effects) as well as by instrumental effects. If we
assume these transformations are linear, the resulting signal will be:
e′ = Je, (5.2)
where J is the 2x2 complex matrix known as the Jones matrix[74]. The Jones matrix is a
concise way to include the previously mentioned effects. Shortly we will give some example
Jones matrices.
Each effect in the signal path can be represented by a Jones matrix and as each effect is applied
to the signal, its Jones matrix is multiplied, resulting in a Jones chain:
e′ = JnJn−1 . . .J1e = Je. (5.3)
Note that the order in which the Jones matrices are applied is important because it corresponds
to the order of effects along the signal path and matrix multiplication does not, in general,
commute.
Converting the electromagnetic signal that arrives at the telescope to voltages which are ul-
timately recorded involves several instrumental effects which can, of course, be described by
Jones matrices. Let us assume we have two antenna feeds a and b (which may be, for example,
two linear dipoles or left and right circular feeds). Then we can write the voltage as vector, v
99
Chapter 5 Bayesian Inference for Radio Observations 100
equal to the total Jones matrix, J , times the original signal, e:
v =
(
va
vb
)
= Je. (5.4)
Now to apply this to an interferometer, let us consider two antennae, p and q, which measure
two independent voltage vectors, vp, vq of the same source. To retrieve a coherent signal from
these two antennae, the correlator performs pairwise correlations (see Eq.(2.8) and Eq.(2.9))
between the components of vp and vq:
〈vpav∗qa〉, 〈vpav∗qb〉, 〈vpbv∗qa〉, 〈vpbv∗qb〉, (5.5)
where 〈〉 represents averaging over some small time and frequency bin and ∗ is the complex
conjugate. Let us arrange these correlations into the visibility matrix, Vpq:
Vpq = 2
(
〈vpav∗qa〉 〈vpav∗qb〉
〈vpbv∗qa〉 〈vpbv∗qb〉
)
2. (5.6)
Then Vpq can be written as the following matrix product:
Vpq = 2
〈(
vpa
vpb
)
(v∗qa, v
∗
qb)
〉
= 2〈vpvHq 〉, (5.7)
where H is the conjugate transpose operation, also known as the Hermitian transpose.
Now although the signal starts with the same vector, e, it follows different paths to the two
antennae p and q, each path with its own Jones matrix, Jp and Jq. If we combine Eqs. (5.4)
and (5.7) we get:
Vpq = 2〈Jpe(Jqe)H〉 = 2〈Jp(eeH)JHq 〉. (5.8)
Assuming the Jones matrices for the antennae are constant over the averaging interval, they
can be moved outside the averaging operator to obtain:
Vpq = 2Jp〈eeH〉JHq = 2Jp
(〈exe∗x〉 〈exe∗y〉
〈eye∗x〉 〈eye∗y〉
)
JHq . (5.9)
2The factor of two here is purely convention and is discussed at length in [71]. It is essentially placed here to
ensure (amongst other reasons) that the brightness matrix is unity for a 1 Jy unpolarised source and that the
“onion form” of the RIME does not require a factor of two to be carried around.
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It turns out these bracketed quantities are related to the definition of the Stokes parameters
[67, 147] and [73] show that:
2
(〈exe∗x〉 〈exe∗y〉
〈eye∗x〉 〈eye∗y〉
)
=
(
I +Q U + iV
U − iV I −Q
)
= B. (5.10)
This defines B, which is called the brightness matrix and also leads us to the elegant, condensed
form of the RIME for a single point source:
Vpq = JpBJ
H
q . (5.11)
As the signal travels from the source to the receivers of the telescopes and ultimately gets
converted into voltages, more and more effects or layers of corruptions are added to it, in the
form of Jones matrices. This gives rise to the “onion” form of the RIME:
Vpq = Jpn(. . . (Jp2(Jp1BJ
H
q1)J
H
q2) . . .)J
H
qm. (5.12)
Note that as the two signal paths may be quite different, this form is asymmetric.
5.3.2 Applying the RIME
The Jones matrix is an essential aspect of the RIME as it encodes everything that can corrupt
and affect a signal as it passes to the receiver. For example, the Jones matrix for phase delay,
that is the difference in signal arrival times in the two antennae (see Eq.(2.10)), is a simple
scalar matrix of the form:
K = eiφ ≡ eiφ
(
1 0
0 1
)
. (5.13)
Now, adopting the conventional coordinate system [67] with the z axis pointing to the phase cen-
tre of the telescope, antenna p is located at coordinates up = (up, vp, wp). The phase difference
at up for a signal arriving from direction σ is:
φp = 2piλ
−1(upl + vpm+ wp(n− 1)), (5.14)
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where m,l,n =
√
1− l2 −m2 are the direction cosines of σ. Expressing u in units of wavelengths,
we can now write the scalar K-Jones matrix:
Kp = e
−iφp = e−2piiupl+vpm+wp(n−1). (5.15)
Thus the RIME for a single, uncorrupted point source (which is the ideal case) would be:
Vpq = KpBK
H
q . (5.16)
Or, substituting in Eq.(5.15):
Vpq = Be
−2piiupql+vpqm+wpq(n−1), (5.17)
where upq = up−uq. This is the visibility matrix expressed in terms of baseline uvw coordinates,
upq. We call this form of the visibility matrix, with the phase delay included, the source
coherency and write it as Xpq.
In reality, there are many other corrupting effects on the signal. We can write the antenna gains
for simple linear dipoles as:
G =
(
gx 0
0 gy
)
. (5.18)
Combining these Jones matrices, we can now write the measurement equation for a single
corrupted point source (remembering that scalar matrices commute) as:
Vpq = GpKpBK
H
q G
H
q . (5.19)
Then we can write down the general RIME for a collection of point sources:
Vpq = Gp
(∑
s
EspXspqE
H
sq
)
GHq , (5.20)
where Esp describes the direction dependent effects for each source and Gp describes the direc-
tion independent effects.
The full-sky RIME is obtained by integrating as a function of direction [71]:
Vpq = Gp
(∫ ∫
lm
Bpqe
−2pii(upql+vpqm)dldm
)
GHq , (5.21)
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where
Bpq = EpBEq, (5.22)
5.3.3 Implementing the RIME with MeqTrees
MeqTrees [148] is a sophisticated software package which allows users to implement the RIME
to build models for simulations and also provides some calibration tools. The name MeqTrees
derives from the underlying structure of the package: models are derived from a measurement
equation and these are specified using trees, which is a flexible way to define mathematical
expressions in code.
In this context, a tree is a graph whose nodes are connected in a parent-child hierarchy. Figure
5.3 shows an example tree for the expression sina + cosb. The a and b nodes are called leaf
nodes because they have no children, while the + node is referred to as the root node as it
has no parent. The tree is evaluated by starting at the leaves and propagating the values
through their parents, performing all the relevant mathematical expressions, until the root is
reached. A collection of trees, which may be interlinked, is called a forest. A node can be any
kind of function (a constant, a polynomial, a FITS3 image of the sky, a matrix, for example)
making trees a highly flexible and object oriented way of implementing the RIME, or any kind
of calculation, in MeqTrees. Figure 5.4 illustrates a sub-tree implementing the general RIME
for N point sources.
Figure 5.3: An example expression tree[148].
MeqTrees consists of several components, ranging from a high level user interface to a low level
computational back-end. The meqbrowser is the GUI (graphical user interface) front-end which
allows the user to easily generate new simulations and provides visualisations. The meqserver
is the back-end which does the heavy computations, written largely in C++. Users can write
scripts in the Python-based scripting language called Tree Definition Language (TDL) to con-
trol simulations and can implement some of the already supplied, versatile frameworks which
3Flexible Image Transport System, http://fits.gsfc.nasa.gov/fits_home.html
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Figure 5.4: A tree implementing the RIME given in Eq.(5.20) [148].
implement many different measurement equations, simulations and calibration tools. There are
also several ancillary tools for record keeping, image making etc.
To implement a model in MeqTrees, a user has to essentially provide it with a sky model
and a set of Jones matrices, which MeqTrees then uses to evaluate the RIME and output the
visbilities. In practice, there are several sky models already provided within MeqTrees which
one can use and edit within a TDL file and similarly, many Jones matrices exist preprogrammed
for common direction dependent and direction independent effects for telescopes including the
WSRT and LOFAR4. Using the simple Tree Definition Language, the user can combine these
existing models and Jones matrices, or using Python, can create their own to simulate any sky,
telescope and interfering effects.
5.4 The BIRO Algorithm
In order to implement any kind of Bayesian analysis, a model for the data is required. In the
case of radio interferometry, a rather sophisticated model is generally required. Fortunately,
with the development of the radio interferometry measurement equation (see Section 5.3), this
has become a relatively straightforward task. MeqTrees [148] (Section 5.3.3) is general software
developed for modeling any kind of radio field with any kind of radio interferometer. MeqTrees
takes from the user a sky model (such as the number and distribution of sources, their fluxes,
shapes etc.) as well as instrumental details (such as the telescope configuration, beam pattern,
pointing errors, noise, atmospheric effects etc.) and uses the measurement equation to produce
realistic simulated visibilities that such a telescope would observe. MeqTrees has been useful
for predicting the capabilities for future experiments and for understanding the intricacies of
4Low-Frequency Array http://www.lofar.org/
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current telescopes. In this chapter, we go a step further and use MeqTrees as a modeling step
in our Bayesian analysis.
MeqTrees is like any model, it takes in parameters and produces output which can be directly
compared with data. Thus we can use it in an MCMC analysis (see Section 3.3.1 for details)
to determine the posterior for the parameters. For this work, we first simulate a dataset with
MeqTrees (see Section 5.6). Here we have a model for how the sky should look for this simulated
dataset but in practice, it may not be so obvious how to select the sky model for real data. The
Bayesian evidence (see Section 3.4.1) gives us the ability to select between models and indicate
whether a model is performing badly and there are several ways one can imagine getting an
initial idea of what the field may look like (starting with CLEAN or RESOLVE for example).
Still it is worth noting that most Bayesian techniques will yield poor results if a poor model is
selected.
With MeqTrees set up using the correct sky and telescope model, we are able to repeatedly make
calls to it with different sets of parameters. Thus for every step of the MCMC chain, MeqTrees
is called with a new set of parameters and produces a new set of visibilities to be directly
compared with the simulated data, to compute the likelihood. It is this powerful combination
of two separate pieces of software, MeqTrees and MCMC, which allows BIRO to work in a wide
variety of possible cases. Figure 5.5 shows a simple schematic overview of the BIRO approach.
Figure 5.5: An overview of Bayesian Inference for Radio Observations. For any given dataset
the MCMC algorithm iterates choosing a set of parameters, simulating visibilities with those
parameters using MeqTrees and comparing the results with the data. Good fits are accepted
and poor fits are discarded. In this way, the MCMC builds up a good approximation to the full
posterior, P (θ|D), that is, the probability of the parameters given the data, which contains the
estimates of the parameters and their uncertainties and correlations.
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We implemented BIRO for three different simulated datasets, which we had complete control
over, to test the technique. In each case, we used the Tree Definition Language (TDL) configura-
tion files to define the model (for example, choosing a known beam model or providing pointing
errors simply as a list of numbers), which allowed a layer of abstraction between the user and
the underlying workings of the RIME. We used the “makems” package (available as part of
MeqTrees) to first describe and create the measurement set file before simulating the data. We
chose to simulate WSRT5 data, due to it being well supported already within MeqTrees.
After simulating a dataset, we used the same TDL to create a model whose parameters we
wish to determine. Thus we use the same software to generate the dataset and to produce the
model, meaning any problems we encounter should be indicative of issues with the technique
rather than the data. We used the same Python6 MCMC code developed for the work done in
Chapter 4 to repeatedly call MeqTrees, varying the parameters of the model to determine the
full posterior.
For each dataset, we initially ran 5 chains of at least 300 000 steps each recalculating the
covariance matrix every 25 000 steps in order to get a good estimate. We then obtained one
estimate of the covariance matrix from adding together these multiple chains and restarted
them with a fixed covariance matrix in order to obtain the final results. It typically took at
least 300 000 steps per chain to ensure convergence. Convergence was tested in all cases with
the Gelman-Rubin statistic (see Section 3.3.1) and by visually inspecting the density plots of
the chains to ensure they were indistinguishable, meaning they had all converged to the same
distribution. Figure 5.6 shows an example density plot from one of the datasets.
Worth some discussion is the starting point of these chains. Usually, MCMC chains should
start at any random point in the parameter space. However, in this case because of the high
dimensionality of the problem (up to 153 parameters), we found this was unpractical as the chain
would take too long to get to a good starting point where most of the probability is located. We
found that the Broyden-Fletcher-Goldfarb-Shanno optimisation7 algorithm, as implemented in
Python, does a good job in getting a close initial guess to the true optimum to use as a starting
point for the MCMC. The algorithm is not very fast, requiring several thousand likelihood
function calls, but was far more successful than stochastic algorithms tried such as simulated
annealing and always got reasonably close to the optimum from a random position in a very
5Westerbork Synthesis Radio Telescope, https://www.astron.nl/radio-observatory/astronomers/
wsrt-astronomers
6www.python.org
7http://en.wikipedia.org/wiki/Broyden-Fletcher-Goldfarb-Shanno_algorithm
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Figure 5.6: An example density plot for one of the parameters from the grid dataset (see
5.6.1). Each of the ten colours represents a different chain.
large parameter space. We note that such optimisation algorithms can be used to get a good
approximation to before starting an MCMC chain.
5.4.1 Bayesian Factor Graphs
Before discussing the simulated datasets and the results from BIRO, we first introduce Bayesian
factor graphs, useful tools for visualising Bayesian models, which we will use in describing the
data and models applied in the next section.
We utilise the directed factor graph notation, developed in [149], to visualise how the parameters
in our models depend on one another. Table 5.1 defines the graphical primitives of a factor graph.
Figure 5.7 demonstrates the use of the factor graph notation in a simple example.
xi
N
µ σ
i = 1...N
Figure 5.7: A simple example factor graph. In this model, the data is represented by a
vector xi, which we suspect is normally distributed. This is modeled by a normal distribution
(represented by the factor labeled N ) which is governed by the parameters µ and σ. These
constants would be the parameters we would want to estimate with an MCMC analysis.
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5.5 Applying BIRO
In applying BIRO for the first time, we wanted to focus on the relationships between scientific
and instrumental parameters and perform a joint analysis. Here we present the general model
used in our simulated datasets.
Our simulated scientific parameters consisted of fluxes of sources and, in two of the simulated
datasets, the shape parameters of extended sources. The calibration errors we focused on were
pointing errors, the beam width of the primary beam and the noise on the visibilities. Below
we derive a general measurement equation for this class of models. For each specific model and
simulated dataset in the next section, these are illustrated with Bayesian factor graphs.
Table 5.1: Factor graph node types (adapted from [149]).
Type Description Output
Latent variable An unobserved, undetermined variable
x
Observed variable The data
y
Deterministic A variable completely determined by other variables
Z
Constant A “true” variable. We usually want to determine these a
Factor A distribution to be drawn from
N
Plate Repeats variables or factors
xm
m ∈M
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5.5.1 The Brightness Matrix for Extended Sources
We only consider unpolarised sources for this work. From Eq.(5.10), the brightness matrix of
an unpolarised point source is:
BPOINT =
(
I 0
0 I
)
(5.23)
One can apply the RIME for extended emission as well. We need an expression for the distri-
bution of the emission as a function of direction which we can substitute for B in the full-sky
RIME of Eq.(5.21).
For example, the brightness matrix for an unpolarised, Gaussian extended source is given by:
BGAUSS = f(l,m)
(
I 0
0 I
)
, (5.24)
where I is the flux of the source.
The function, f(l,m) is a two-dimensional Gaussian function which, in general, is written as:
f(x, y) = A exp
[− (a(x− x0)2 + 2b(x− x0)(y − y0) + c(y − y0)2)], (5.25)
where (x0, y0) is the centre of the Gaussian and the coefficients a,b and c are given by:
a =
cos2(θ)
2σ2x
+
sin2(θ)
2σ2y
(5.26)
b =
sin(2θ)
4σ2x
− sin(2θ)
4σ2y
(5.27)
c =
sin2(θ)
2σ2x
+
cos2(θ)
2σ2y
. (5.28)
Here, θ is the angle of the Gaussian from the x-axis in the anti-clockwise direction and σx and
σy are the widths in the x and y direction (at least, they would be in the x and y direction if θ
were set to zero).
Further, a Gaussian extended source is parameterised in MeqTrees as the following:
l⊥ = emaj sin(α) (5.29)
m⊥ = emaj cos(α) (5.30)
r = emin/emaj (5.31)
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where emaj and emin are the major and minor axes of the Gaussian source and α is the position
angle. Linking this to Eq.(5.25) and (5.26): α corresponds to θ and emaj is the maximum of
(σx,σy) while emin is the minimum of the two. Figure 5.8 illustrates this parameterisation of a
Gaussian extended source.
Figure 5.8: The parameterisation of a Gaussian extended source in MeqTrees.
5.5.2 The Primary BEAM
The effects of the primary beam can be included in the Jones’ matrices of the RIME. For
example, the standard model often used for the primary beam of WSRT8 is given by9:
cos3(cnr), (5.32)
where n is the observing frequency (in GHz), r is the distance from the pointing centre in
degrees and c is the beam factor (in 1/GHz). This enters into the RIME as [150]:
EBEAM(l,m) = cos3(cν
√
l2 +m2) (5.33)
where for WSRT, l is the right ascension direction and m is the declination direction.
8Westerbork Synthesis Radio Telescope, https://www.astron.nl/radio-observatory/astronomers/
wsrt-astronomers
9https://www.astron.nl/radio-observatory/astronomers/wsrt-guide-observations/
5-technical-information/5-technical-informatio, note that in this link the power beam is considered which
is the “voltage” beam squared.
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Figure 5.9: A simple illustration of how a telescope pointing error could affect the measure-
ment of flux in a point source. Left panel: Antenna without a pointing error. Right panel:
Antenna with a pointing error, in which the flux of the source is decreased due to the mispoint-
ing. Photo credit: Nadeem Oozeer.
5.5.3 Pointing Errors
Pointing errors occur when an individual antenna mispoints slightly at its target, due to effects
such as gravitational tugging at the structure as it moves and wind effects. Because these errors
are small and the beam of each antenna is usually fairly large, we’d expect the largest effect of
pointing errors to be on the fluxes of the sources, as the source is seen through the side of the
beam instead of through the centre, as illustrated in Figure 5.9. Of course, the situation may
become more complex when multiple sources are considered [151].
Pointing errors can be easily incorporated as per antenna, direction dependent Jones matrices
[150]:
EPEp (l,m) = E(l + δlp,m+ δlp), (5.34)
where δlp and δmp are the pointing errors for antenna p in the right ascension and declination
direction respectively.
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5.5.4 The Measurement Equation
Combining these Jones’ and brightness matrices into the full-sky RIME of Eq.(5.21), our general
model is:
Vpq = Gp
(∑
s
(∫ ∫
lm
Bpqe
−2pii(upql+vpqm)dldm
))
GHq , (5.35)
where
Bpq = E
BEAM(l,m)
(
EPEpBsE
PE
q
)
EBEAM(l,m), (5.36)
where Bs is the brightness matrix for source s, either a Gaussian or point source.
5.5.5 The Likelihood
The likelihood, P (D|θ), which defines how well a given set of parameters, θ, fits the data, D, is
given by:
L = 1√
2piσ2
exp
(−χ2
2
)
(5.37)
=
1√
2piσ2
exp
(
−(V˜pq − Vpq)2
2σ2
)
, (5.38)
where Vpq are the observed visibilities, V˜pq are the theoretical visibilities produced by MeqTrees
and σ is the noise on the visibilities. Since the noise in our simulations is Gaussian, it follows
that we should use a Gaussian likelihood. It is generally assumed that the noise is the same for
all visibilities but it may be possible to have multiple values of σ if, for example, each antenna
has a different system temperature and thus a different sensitivity. In this case, the noise for
a given baseline is the geometric mean of the noise of each antenna in the baseline and the
likelihood would need to be written as the product of likelihoods for each individual baseline.
5.6 The Datasets
To prove BIRO works and demonstrate its superior properties over a standard CLEAN and
source extraction approach, we tested it on three, fully understood simulated datasets of in-
creasing complexity. The datasets were simulated using MeqTrees. They are described as:
112
Chapter 5 Bayesian Inference for Radio Observations 113
• Grid dataset - This dataset consists of 9 point sources on a 3x3 grid with constant
pointing errors in the antennae. For this model, there are 39 parameters we fit for: 9
scientific, 30 nuisance parameters.
• QMC dataset - QMC stands for Quality Monitoring Committee. This more complex
dataset is based on a real WSRT field sometimes used for calibration due to its convenient
arrangement of point sources. Our simulated dataset includes 16 point sources and 1
Gaussian extended source, testing to see if our algorithm can simultaneously recover un-
known point source and extended source parameters. We again added constant pointing
errors to the antennae. For this model, there are 50 parameters we fit for: 20 scientific,
30 nuisance parameters.
• QMC shape dataset - We took the previous dataset and allowed for the possibility
of all the sources being extended to see whether we could recover the unknown shape
parameters and distinguish between point and extended sources. For this model, there
are 98 parameters we fit for: 68 scientific, 30 nuisance parameters.
5.6.1 Grid Mock Data
The field has nine point sources of known positions and we wish to determine the fluxes of the
sources (these are our science parameters) and the uncertainty on those fluxes.
In addition to the science parameters, we added some realistic instrumental parameters to deal
with. We include pointing errors, as discussed in Section 5.5.3. Because these errors are small
and the beam of each antenna is usually fairly large, we’d expect the largest effect of pointing
errors to be on the fluxes of the sources, as the source is seen through the side of the beam
instead of through the centre. Thus we can immediately suspect there will be a correlation
between our scientific and instrumental parameters. However, pointing errors are often ignored
or simply estimated as best as the astronomer can and then fixed to this initial value instead of
estimated directly from the data. So we injected 28 pointing errors, two for each of the fourteen
WSRT antennae (one for each independent direction), to our simulated dataset.
We also fit for c, the beam width of the WSRT primary beam, as discussed in Section 5.5.2 Of
course this model of the beam is quite simple and one could provide a more complex model and
easily fit those parameters with this technique as well.
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Figure 5.10: Left panel: The “grid” simulated sky model. Right panel: How this field appears
when convolved with the telescope beam, with all parameters set to their true values. The rings
(sidelobes) of the dirty beam are clearly visibile from the telescope’s point source response,
caused by an incomplete sampling of the uv-plane (see Figure 2.6).
Lastly, as the noise on the visibilities will generally be unknown but will likely be Gaussian, we
included one final parameter for the standard deviation of the noise on the visibilities (which is
varied in log-space to allow it to be as arbitrarily close to zero as the data requires). This brings
our total number of parameters for the model which describes our mock dataset to 39. Figure
5.10 shows the input model and the “dirty” image, as the true model appears when convolved
with the telescope’s beam.
Figure 5.11 illustrates the model used to generate and analyse this dataset with a Bayesian
factor graph (see Section 5.4.1). The measurement equation used is identical to that discussed
in Section 5.5 in Eq.(5.35) and (5.36), where the pointing errors δl and δm are constant offsets
and the brightness matrices are all point sources:
Vpq = Gp
(∑
s
(∫ ∫
lm
Bpqe
−2pii(upql+vpqm)dldm
))
GHq , (5.39)
where Bpq = E
BEAM(l,m)
(
EPEpB
POINT
s E
PE
q
)
EBEAM(l,m). (5.40)
Constant priors between -200 and 200 arcseconds were applied to the pointing errors and a
positive prior was applied to the beam width.
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Vpq
V˜pq
B Jp, Jq
fi lj mj bw
σ
i = 1...9 j = 1...14
N
Figure 5.11: Factor graph of the “grid” model with constant pointing errors. All parameters
estimated with MCMC are the constants, without any circles around them, coloured blue. The
Vpq are the observed visibilities, drawn from a normal distribution of mean V˜pq (the unobserved,
true visbilities) and standard deviation σ. These “true” visibilities are governed by the RIME,
which is here simplified graphically to two components, the brightness matrix, B, and the Jones’
matrices of the antennae, Jp, Jq. The fluxes of the nine sources are represented by fi, which
form components of B, and the pointing errors, lj and mj enter the Jones matrices, along with
the beam width, bw.
5.6.1.1 Results
Figure 5.12 shows the 1d marginalised posterior for two of the parameters for the “grid” dataset,
demonstrating that we are able to accurately determine the true value of each parameter to
within the estimated uncertainty. All the histograms for this dataset are in Appendix A. To our
knowledge, accurate estimates and uncertainties on pointing errors have never been established
before now. We are able to recover the best fit and uncertainty on all the parameters, both
scientific and calibration, simultaneously. We are able to achieve an unbiased estimate for the
fluxes as well as place error bars on them that we can truly believe, error bars which include
rather than ignore all known sources of instrumental interference. The beam width is well
estimated, showing several different types of calibration errors can be recovered. What is also
impressive is BIRO’s ability to accurately recover the noise on the visibilities, with an estimate
of the uncertainty.
It is essential to compare any new technique with existing techniques. We did a blind comparison
by giving our dataset, without any other information, to a colleague experienced in standard
radio astronomy techniques, and asked him to determine the fluxes of the sources. He utilised
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a program called PyBDSM10 to first apply CLEAN to the data and then extract the sources.
The PyBDSM analysis found 31 sources, determining that almost all of them were extended.
We found the 9 sources whose positions best match the positions of the true sources and then
compared their fluxes (see Table A.1 in Appendix A). While the image produced by CLEAN
certainly looks reasonable, the difference between the clean image and the true model in Figure
5.13 shows that although the positions of the sources are correct, their fluxes are clearly wrong.
Figure 5.14 shows a numerical comparison in the relative errors of the fluxes between BIRO and
CLEAN+SE (that is, CLEAN followed by source extraction). The true values for the fluxes
are consistent with the BIRO error bars (the zero line on this relative error plot), while the
CLEAN+SE results are dramatically biased, in some instances by over 100-σ!
This most basic application of CLEAN+SE probably produces such biased results because it
cannot gain any knowledge about pointing errors by itself from the data and thus cannot correct
for them. In general, one could get better flux estimates by iterating between calibration and
10http://dl.dropboxusercontent.com/u/1948170/html/index.html
Figure 5.12: Selected 1d marginalised posteriors from the MCMC analysis of the “grid”
dataset, demonstrating BIRO’s ability to recover the joint posterior for scientific (i.e. the flux)
and instrumental (i.e. pointing error, beam width and noise) parameters with fully marginalised
errors. The true value is given by the red vertical line. Parameters are (reading from left to
right, top to bottom) l1: the pointing error in the right ascension direction for the first antenna,
flux1: the flux of the central source, beamwidth: parameter c in Eq.(5.32) and log(σ): the log
of the standard deviation of the visibility noise.
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Figure 5.13: CLEAN applied to the “grid” dataset. Left panel: The image produced by apply-
ing CLEAN to the “grid” dataset. Middle panel: The true model. Right panel: The difference
between the clean image and the true model. See Figure 5.14 for a numerical comparison.
Figure 5.14: Comparison between BIRO and the results from CLEANing and then applying a
source extraction algorithm to the data (CLEAN+SE). For each of the 9 sources in the dataset,
we subtract the estimated flux from the true flux and divide the result by the true flux to
obtain and plot the relative error (y-axis). We similarly scale the error bars for both BIRO
and CLEAN+SE by dividing them by the true flux. While BIRO estimates the fluxes with
a maximum error of 3%, CLEAN+SE is biased by up to 76%, due to the strong correlations
between pointing error and flux.
source extraction to correct for the pointing errors. However, if these estimates are biased the
resulting fluxes would still be biased and current calibration algorithms do not allow for more
complex models of pointing errors such as time-varying pointing errors. The fluxes are all biased
low, which is possibly due to the pointing errors (although may be due to other correlations as
well) since, as described previously, if there is a pointing error, the source tends to lie in the edge
instead of the middle of the primary beam. Pointing errors are not very well studied [151] but
we can see from these results that they have a strong influence on scientific parameters returned
by CLEAN+SE. In this case, it is at least clear that the error bars produced by PyBDSM are
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underestimated and unreliable. This emphasises the usefulness of BIRO in its ability to estimate
the pointing errors directly from the data itself.
Figure 5.15 shows a representation of the covariance matrix of the full posterior of the problem.
This image is a overview of how all the parameters are correlated. We wrote code in R [152]
to generate a normalised covariance matrix from the MCMC chains. The caption of the figure
explains what the colours and shapes of the ellipses mean. The first thing to note about this plot
is that, contrary to previous assumptions where pointing errors were fixed and then ignored,
there are strong correlations between instrumental and scientific parameters. There are also
complex interactions between the fluxes and between the pointing errors themselves. In fact,
in this case the noise on the visibilities is the only parameter completely uncorrelated with
anything else (as can be seen by the rows and columns of white circles).
These correlations arise due to the complexity of the deconvolution problem. The pointing errors
are strongly correlated in each direction (although not between directions). Each pointing error
affects every source, so in turn when one determines the pointing errors from the data, one
finds correlations and degeneracies in the pointing errors. The fluxes are highly correlated due
to the fact that there are gaps in the uv-coverage (the deconvolution problem) which places
uncertainty on the flux distribution. The interaction between pointing errors and fluxes is
obviously highly complex from looking at Figure 5.15. With multiple sources and multiple
pointing errors, certain fluxes correlate positively, negatively or not at all with certain pointing
errors. Fortunately, the power of BIRO means that one does not have to predict this covariance
matrix from first principles (indeed it may well be impossible) but can estimate it directly from
the data and learn about the relationships between parameters that way. Lastly, it should be
noted that this covariance matrix is unique to WSRT. A completely different matrix would be
generated for a different telescope, which would enable new analysis for that particular telescope.
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Figure 5.15: Covariance matrix between parameters for the 9-source simulated dataset. The
parameters are listed on each axis (pointing errors for each antenna first, followed by the fluxes,
then the beam width and the log of the noise) with the correlations between them represented
by a coloured ellipse. Highly correlated parameters are red with a thin, angled ellipse, whereas
anti-correlated parameters have a dark blue ellipse, angled to the left. The diagonal shows the
1d marginalised posterior for each parameter (the same as the above histograms).
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5.6.2 QMC Mock Dataset
The QMC field11 is more realistic than the previous dataset and the fluxes of the seventeen
sources within it are again our scientific parameters we wish to estimate. In addition, we make
one of the sources slightly extended, which we model as a Gaussian and then fit for these
extended parameters.
We injected the same pointing errors as we did in the “grid” dataset into the “QMC” dataset
and also applied the same beam model and fit for the beam width. We fit for the noise on the
visibilities, bringing the final number of parameters for this dataset to 50. Figure 5.16 shows
the input model and the “dirty” image, as the true model appears when convolved with the
telescope’s beam.
Figure 5.16: Left panel: The “QMC” simulated sky model. Right panel: How this field
appears when convolved with the telescope beam, with all parameters set to their true values,
where again the rings of the telescope’s sidelobes are visible (see Figure 2.6).
Figure 5.17 illustrates the model used to generate and analyse this dataset with a Bayesian
factor graph (see Section 5.4.1). The measurement equation used is similar to that discussed
in Section 5.5 in Eq.(5.35) and (5.36), where the pointing errors δl and δm are constant offsets
and the brightness matrices are all point sources, except for the first source, which is extended.
This is illustrated in Eq.(5.42). Constant priors between -200 and 200 arcseconds were applied
to the pointing errors and a positive prior was applied to the beam width. For this dataset, the
three shape parameters for the extended source were also restricted with a positive prior.
11QMC stands for Quality Monitoring Committee and this is a sometimes used simulated dataset internally
amongst the WSRT calibration team.
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Figure 5.17: Factor graph of the “QMC” model with constant pointing errors, similar to Fig-
ure 5.11. All parameters estimated with MCMC are the constants, without any circles around
them, coloured blue. The Vpq are the observed visibilities, drawn from a normal distribution of
mean V˜pq (the unobserved, true visbilities) and standard deviation σ. These “true” visibilities
are governed by the RIME, which is here simplified graphically to two components, the bright-
ness matrix, B, and the Jones’ matrices of the antennae, Jp, Jq. The fluxes of the seventeen
sources are represented by fi, which form components of B, and l⊥, m⊥ and r are the shape
parameters of the first source, the only extended source. The pointing errors, lj and mj enter
the Jones matrices, along with the beam width, bw.
Vpq = Gp
(∑
s
(∫ ∫
lm
Bpqe
−2pii(upql+vpqm)dldm
))
GHq , (5.41)
where Bpq = E
BEAM(l,m)
(
EPEpBsE
PE
q
)
EBEAM(l,m). (5.42)
The brightness matrix for the first source will be a Gaussian (see Section 5.5.1), BGAUSS, and a
point source, BPOINT, for all the other sources.
5.6.2.1 Results
Figure 5.18 shows the 1d marginalised posterior for three of the parameters for the “QMC”
dataset, demonstrating that we are able to accurately determine the true value of each parameter
to within the estimated uncertainty. All the histograms for this dataset are in Appendix A.
There are mild biases within 1 − σ or 2 − σ of the true values, which one always expects due
to random noise in the dataset. These biases do not appear to be systematic between dataset
realisations. We are able to not only extract the pointing errors and fluxes of the point sources,
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but also the shape parameters of the extended source. While CLEAN (in its basic form) has to
assume the map is made up of point sources, we need not make such an assumption, but can in
theory model a field of any combination of point and extended sources of any shape that can
be included in MeqTrees.
Figure 5.18: Selected 1d marginalised posteriors from the MCMC analysis of the “QMC”
dataset. The true value is given by the red vertical line. These plots illustrate how we simulta-
neously estimate the flux of the point sources, an extended source, the shape of the extended
source and various instrumental effects. Parameters are (reading from left to right, top to bot-
tom) m4: the pointing error in the declination direction for the second antenna, flux1: the
flux of the brightest source, flux17: the flux of the faintest source, l⊥: the projection of the
major axis of the extended source on the RA-direction, beamwidth: parameter c in Eq.(5.32)
and log(σ): the log of the standard deviation of the visibility noise.
− ⇒
Figure 5.19: CLEAN applied to the “QMC” dataset. Left panel: The CLEANed image.
Middle panel: The true model. Right panel: The difference between the clean image and the
true model. See Figure 5.20 for a numerical comparison.
Once again we did a blind comparison by giving our dataset, without any other information, to
a colleague experienced in standard radio astronomy techniques, and asked him to determine
the fluxes of the sources. The PyBDSM analysis found 20 sources, determining that many of
the point sources were extended. We found the 17 sources whose positions best match the
positions of the true sources and then compared their fluxes (see Table A.2 in Appendix A).
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Again, whilst the image produced by CLEAN seems reasonable, taking the difference between
it and the model, as in Figure 5.19 reveals the image is not representative of the true sky.
Interestingly, CLEAN+SE fits Gaussian shapes to the point sources as is clear in the right
panel of that figure.
Figure 5.20 shows a comparison in the relative errors of the fluxes between BIRO and CLEAN+SE
(that is, CLEAN followed by source extraction). BIRO is able to recover each of the 17 fluxes to
within 1-σ of their true value (the zero line on this relative error plot), while the CLEAN+SE
results are biased for the brighter sources. The results for this dataset are not as dramatic as
there are fewer bright sources which are most strongly affected by pointing errors. Even so,
the estimate of the flux of the brightest source by CLEAN+SE is wrong by up to 20%, but
more important than this number is the fact that it is biased by over 100 − σ. The error bars
placed on the fluxes by PyBDSM do not include such sources of instrumental error and as such
should be treated with caution. While BIRO is able to estimate the nuisance parameters (i.e.
the pointing errors) directly from the data, the naive analysis with CLEAN+SE assumes they
are zero and thus suffers these biases, and cannot include this assumption in its uncertainty
estimate. The Bayesian approach, while still susceptible to human error, allows us to include
all known sources of error and then marginalise naturally over these effects. It should also be
Figure 5.20: Comparison between BIRO and the results from CLEANing and then applying
a source extraction algorithm to the data (CLEAN+SE). For each of the 17 sources in the
dataset, we subtract the estimated flux from the true flux and divide the result by the true
flux to obtain and plot the relative error (y-axis). We similarly scale the error bars for both
BIRO and CLEAN+SE by dividing them by the true flux. While BIRO is able to estimate the
true fluxes to within its estimated uncertainties, CLEAN+SE produces biased (> 3σ)results for
several sources.
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noted that while BIRO was able to recover the shape parameters of the one extended source,
CLEAN+SE classified it as a point source.
Figure 5.21 shows the covariance matrix of the full posterior of the problem, using the same code
used to produce Figure 5.15. The caption of the figure explains what the colours and shapes
of the ellipses mean. Again there are strong correlations between instrumental and scientific
parameters.
There are strong correlations between the fluxes and between the pointing errors. The inter-
action between pointing errors and fluxes is obviously highly complex from looking at Figure
5.21. Interestingly, there seems to be little interaction between the shape parameters and the
other parameters. The beam width is highly correlated with almost all the other parameters,
implying that modeling and understanding the beam is of crucial importance. The pointing
errors are again highly correlated for this dataset since they interfere with every source. The
fluxes are highly correlated due to the nature of the deconvolution problem and uncertainty due
to missing information from gaps in the uv-plane. The noise of the visibilities is independent of
all other parameters.
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Figure 5.21: Covariance matrix between parameters for the “QMC” simulated dataset. The
parameters are listed on each axis (pointing errors for each antenna first, followed by the fluxes,
then the beam width and the log of the noise) with the correlations between them represented
by a coloured ellipse. Highly correlated parameters are red with a thin, angled ellipse, whereas
anti-correlated parameters have a dark blue ellipse, angled to the left. The diagonal shows the
1d marginalised posterior for each parameter (the same as the above histograms).
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5.6.3 QMC Mock Dataset with Varying Shape Parameters
Here we use the same model as in the previous analysis but add more parameters. We realise
that it is unrealistic to know a priori whether or not a given source is a point source or is in
fact slightly extended. So we allowed the shape parameters of every source to vary. For a point
source, the estimates of the shape parameters should all be zero. That means, all 17 sources
will have l⊥, m⊥ and r parameters associated with them but we would expect that for the 16
point sources, these parameters would be zero. With the same 28 pointing errors, 17 fluxes,
the beam width, noise and now 3 × 17 shape parameters, this model has 98 parameters to fit.
The input model and dirty image are the same as Figure 5.16 and Figure 5.22 shows the factor
graph for this model.
Vpq
V˜pq
B Jp, Jq
fi l⊥i m⊥i ri lj mj bw
σ
i = 1...17 j = 1...14i = 1...17
N
Figure 5.22: Factor graph of the “QMC shape” model with constant pointing errors, similar
to Figure 5.17. All parameters we estimate with MCMC are the constants, without any circles
around them, coloured blue. The Vpq are the observed visibilities, which are drawn from a
normal distribution of mean V˜pq (the unobserved, true visbilities) and standard deviation σ,
which is one of the parameters we estimate with MCMC. These “true” visibilities are governed
by the RIME, which is here simplified graphically to two components, the brightness matrix,
B, and the Jones’ matrices of the antennae, Jp, Jq. The fluxes of the seventeen sources are
represented by fi, which form components of B, and l⊥i, m⊥i and ri are the shape parameters
of the sources. The pointing errors, lj and mj enter the Jones matrices, along with the beam
width, bw.
5.6.3.1 Results
Figure 5.23 shows the 1d marginalised posterior for three of the parameters for the “QMC shape”
dataset, demonstrating that we are able to accurately determine the true value of each parameter
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to within the estimated uncertainty. All the histograms for this dataset are in Appendix A.
With this dataset, we demonstrate we can not only estimate the pointing errors and the fluxes,
but also estimate all the shape parameters and distinguish with statistical significance, between
a point and an extended source.
An observation of the histograms will reveal the occasional bimodal posterior in a few of the
point source shape parameters. This is simply due to a degeneracy in the setup of the problem.
For example, a pointing angle of −45◦ and 135◦ produces exactly the same Gaussian, but one
will have a negative l⊥ and the other positive. Hence when estimating the shape parameters
which are expected to be close to zero, it is not surprising to observe a double peak as the
MCMC prefers a slightly extended source (due to random noise in the data).
Figure 5.23: Selected 1d marginalised posteriors from the MCMC analysis of the “QMC
shape” dataset. The true value is given by the red vertical line. Parameters are (reading from
left to right, top to bottom) m1: the pointing error in the declination direction for the first
antenna, flux17: the flux of one of the point sources, l⊥1: the projection of the major axis of
the extended source on the RA-direction, lproj7: the projection of the major axis of a non-
extended source on the RA-direction, beamwidth: parameter c in Eq.(5.32) and log(σ): the log
of the standard deviation of the visibility noise.
We compared our parameter estimates now including the additional extended sources parame-
ters with the CLEAN+SE estimates of Section 5.6.2 (Figure 5.24). The true fluxes are consistent
with the BIRO estimates, the CLEAN+SE results are obviously the same as in Figure ?? (see
also Table A.3 in Appendix A). Crucially, CLEAN+SE fails, at high confidence, to detect the
extended source and also mis-classifies a few point sources as extended sources. BIRO on the
other hand, is given complete freedom in the model: under the assumption that we do not know
whether a given source is a point source or actually extended, we treat them all as extended
sources and fit for their parameters. The result is that the parameters for the extended source
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Figure 5.24: Comparison between BIRO and the results from CLEANing and then applying
a source extraction algorithm to the data (CLEAN+SE). For each of the 17 sources in the
dataset, we subtract the estimated flux from the true flux and divide the result by the true flux
to obtain and plot the relative error (y-axis). We similarly scale the error bars for both BIRO
and CLEAN+SE by dividing them by the true flux.
are non-zero at high confidence, while all the other sources are found to be consistent with being
point sources. Thus, unlike CLEAN, we do not have to make the fundamental assumption that
everything is a point source. This could be of particular interest when, for example, analysing
a weak lensing field with the SKA [153, 154] and fitting for the ellipticity of sources.
We plot the covariance matrix for the “QMC” dataset with all shape parameters allowed to vary
(Figure 5.25), using the same code used to produce Figure 5.15 and Figure 5.21. The caption
of the figure explains what the colours and shapes of the ellipses mean. Again there are strong
correlations between instrumental and scientific parameters.
The interaction between pointing errors and fluxes is obviously highly complex from looking at
Figure 5.25. The beam width is highly correlated with almost all the other parameters, implying
that modeling and understanding the beam is of crucial importance. Some individual shape
parameters are completely uncorrelated with most other parameters, while others correlate or
anti-correlate strongly with the pointing errors and/or the estimates of the fluxes, depending
most likely on where the source is in the sky relative to the beam. This covariance matrix and
further controlled simulations, could be used to untangle and understand these correlations.
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Figure 5.25: Covariance matrix between parameters for the “QMC shapw” simulated dataset.
The parameters are listed on each axis (pointing errors for each antenna first, followed by the
fluxes, the shape parameters, the beam width and the log of the noise) with the correlations
between them represented by a coloured ellipse. Highly correlated parameters are red with a
thin, angled ellipse, whereas anti-correlated parameters have a dark blue ellipse, angled to the
left. The diagonal shows the 1d marginalised posterior for each parameter (the same as the
above histograms).
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5.7 Discussion
We have introduced the technique Bayesian Inference for Radio Observations (BIRO), a Bayesian
approach to the deconvolution problem of radio interferometry. Instead of making an image and
then performing source extraction, BIRO uses MCMC to fit models directly to the data and
obtain the posterior for the parameters of interest, as well as nuisance parameters.
We focused on the relationship between scientific and instrumental parameters. In general, the
scientific parameters we considered were fluxes of sources and the shape parameters of extended
sources. We also included in our simulations pointing errors, beam width and visibility noise
as instrumental parameters. We then tested BIRO on three simulated datasets of increasing
complexity by first considering only point sources and constant pointing errors, then adding an
extended source and lastly allowing the shape parameters of all sources to vary.
Our results prove that BIRO as a technique works. It was found that all parameter estimates
were consistent within their error bars with the true values. We were able to, for the first time,
estimate the uncertainty on pointing errors for a typical WSRT dataset. We were also able to
place believable error bars on our scientific parameters which included the effects of all the other
parameters. Additionally, we could accurately estimate the noise of the visibilities directly from
the data.
Another important product of BIRO is the covariance matrix between parameters. For example,
we found for WSRT the pointing errors in each direction were highly correlated. The fluxes were
also highly correlated with each other. Most important to this work is the correlations between
instrumental and scientific parameters. These are generally ignored in current techniques. Our
work shows these correlations are complicated and non-negligable. BIRO effortlessly incorpo-
rates the effects of the correlations in the estimates of the marginalised uncertainties on the
individual parameters, as well as providing a way to study these correlations in the form of the
covariance matrix.
BIRO’s main competitor is CLEAN, the most popular deconvolution algorithm. CLEAN pro-
duces an image from the data, which a source extraction algorithm is then applied to in order to
recover the parameters of the sources in the image. This process is an optimisation algorithm,
which purely finds the best fitting parameters it can. It is also a two step process, with assump-
tions in both steps. This is in contrast to BIRO which, in one step, extracts both estimates and
uncertainty information directly from the data without making an image.
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To compare the two algorithms for each dataset, we performed a CLEAN+source extractor
(CLEAN+SE) analysis. Without any information about the pointing errors, CLEAN+SE pro-
duces catastrophic biases in the estimated fluxes of the sources, up to 76% error in some cases.
Worse than this is the fact that the uncertainties placed on these fluxes are so small that this
translates to biases of over 100-σ. Not only does this traditional analysis ignore the instrumen-
tal effects that may be affecting even current observations, it cannot include any uncertainty
information about this assumption.
BIRO is highly versatile, since anything that can be modeled with MeqTrees can be estimated
using BIRO. We are currently involved in a project to use BIRO for source separation: using
the Bayesian evidence (see Section 3.4.1) to determine whether what appears as an ambiguous
“blob” to the eye is statistically more likely to be a single extended source or two individual
sources. BIRO could also be applied to the study of variable radio sources, the structure of
objects such as jets from AGN and artifacts seen in radio images.
BIRO is particularly applicable to the SKA. To achieve the full potential of the sensitivity of the
SKA, systematic errors will have to be controlled to unprecedented levels. Current techniques
either do not deal with these errors or are ad hoc in their approach. The RIME allows a rigorous
mathematical approach to interferometry and BIRO as a technique can leverage it to obtain
the maximum information from the SKA datasets.
Of course, the SKA is a very different scale of telescope to what we have been working with. The
SKA will have of the order of thousands of antennas and millions of baselines. While this implies
the amount of data will far outnumber the parameters, it still means there will be thousands of
highly correlated, nuisance parameters before we even begin to consider the scientific parameters.
The computational complexity of MeqTrees scales as the number of antennas squared, making
the likelihood difficult to compute for thousands of antennas. However, it is also a highly
parallelisable operation making it computationally feasible on a cluster or GPU.
While MCMC with large numbers of parameters with current techniques is possible [155], we
may like a sampler that can also deliver the evidence for the model to allow model comparison,
such as Hamiltonian Monte Carlo [156, 157] with thermodynamic integration. An affine invariant
sampler [158, 159] may also be appropriate for the large dimensionality and high computation
cost of the likelihood since large-scale parallelisation is possible with such samplers. There will
be much opportunity for development in the realm of high dimensional MCMC samplers for
BIRO as the SKA draws closer to completion.
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Conclusions
Cosmology and astronomy have entered the era of precision experiments and big data. Pre-
viously neglected systematic effects can no longer be ignored as the constraints on scientific
parameters get better and better. As long as these systematics are ignored, biased science
results and incorrect estimates of the uncertainties are almost inevitable.
In this thesis, we have tackled this issue in two very different problems but with the same set
of tools: Bayesian statistics (see Chapter 3). With these tools, we are able to quantify and
propagate uncertainties consistently within the models. Although Bayesian techniques tend to
be more computationally expensive than traditional techniques, we cannot escape from the need
for more sophisticated treatment of uncertainties if we are to achieve the maximum potential
of next generation surveys such as the SKA. Fortunately, it seems the continued growth in
computing power will allow the application of Bayesian statistics to even these massive datasets.
In Chapter 4, we demonstrated the applicability of Bayesian statistics in dealing with the
contamination from non-Type Ia (nIa) supernovae in photometric supernova data. This con-
tamination will be inevitable in future surveys such as LSST because of the flood of high quality
supernovae candidates, for which spectroscopic typing will not be possible. Using this contami-
nated dataset can result in large biases in the estimates of the cosmological parameters. Bayesian
Estimation for Multiple Species (BEAMS), is a Gaussian mixture model formalism designed to
incorporate this type uncertainty into the analysis to produce unbiased results. We extended
BEAMS to deal with correlated supernovae data, since the original formalism assumed the data
were uncorrelated. Correlations in the supernova data can arise from peculiar velocities, filter
errors, observational conditions etc.
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The analytic correlated BEAMS likelihood is an order 2N calculation, which is computationally
impossible. To solve this problem, we developed two alternatives to the analytic form. The
first, a perturbative approximation, failed due to its poor approximation of the true likelihood.
The second however, a numerical marginalisation over the types of the supernovae, succeeded in
accurately estimating the cosmological parameters for simulated datasets using three different
types of covariance matrix to correlate the data. This numerical marginalisation required the
sampling of over 200 parameters with MCMC (see Chapter 3). To ensure that our results were
consistent and correct, we ran 10 000 MCMC chains (5000 each for the uncorrelated and corre-
lated assumption in the likelihood), resulting in a total of over a billion MCMC steps taken. We
found that for correlated datasets, our numerical marginalisation form of the BEAMS likelihood
was able to provide good coverage (showing our credible interval estimates are accurate) while
the original BEAMS formalism, assuming uncorrelated data, had very poor coverage.
In Chapter 5, we also applied Bayesian statistics to the very different field of radio astronomy,
specifically in the deconvolution problem of radio interferometry, where there is always ambigu-
ity due to missing information from the gaps between individual antennae in the interferometer.
The goal is to obtain, from raw radio observations (the visibilities), scientific parameters such
as a catalogue of source fluxes. Traditionally, this problem is solved with a combination of
the algorithm CLEAN and source extraction (we refer to this combination as CLEAN+SE).
This is purely an optimisation algorithm, first finding the best image it can fit to the data,
then finding the best fitting parameters. CLEAN+SE has serious drawbacks including a lack
of uncertainty information and a way to deal with correlations between instrumental and sci-
entific parameters. In this chapter, we proposed a new technique, Bayesian Inference for Radio
Observations (BIRO), which uses MCMC and model fitting with MeqTrees to determine the
best fitting parameters, their uncertainties and correlations (i.e. the full posterior).
We proved the effectiveness of BIRO over CLEAN+SE by generating three datasets (simulating
WSRT data) of increasing complexity. We included instrumental parameters such as pointing
errors in the antennae and the beam width of the primary beam. Our science parameters
included the fluxes of the sources in the field and the parameters of extended sources. We were
also able to recover in each case the noise on the visibilities. CLEAN+SE produced highly
biased results for the fluxes and the shape parameters of the sources, vastly underestimating
the error bars, for almost every source. BIRO, however, was able to accurately estimate every
parameter for every dataset, even for our most complex dataset which had 98 highly correlated
parameters, and provide a believable uncertainty for them. This is, to our knowledge, the
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first time anyone has been able to determine a reliable uncertainty for a pointing error, or the
uncertainty for the flux of source which marginalises over the effects of all known instrumental
effects. BIRO was also able to reliably distinguish between a Gaussian extend source and point
sources in the field, whereas CLEAN+SE returned poor estimates and highly biased estimates of
the shape parameters and source classifications. As telescopes become more and more powerful,
new techniques such as BIRO will be required to unlock their true potential.
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Additional BIRO Results
A.1 Grid mock data
Below are the one-dimensional marginalised posteriors for all the parameters of this simulated
dataset, illustrating that the true, input parameters (indicated in each case by a vertical line)
are well recovered in all cases. For the pointing errors, li indicates the pointing error in right
ascension direction for the i′th antenna and similarly, mi indicates the pointing error in the
declination direction for the i′th antenna.
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Name RA (◦) Dec (◦) True Flux Density (Jy) CLN Flux Density (Jy) BIRO Flux Density (Jy)
S0 0.000 60.000 0.3000 0.1609± 0.0003 (512.8σ) 0.3000+0.0001−0.0001 (0.4σ)
S1 359.340 59.665 1.0000 0.9813± 0.0017 (10.8σ) 0.9808+0.0602−0.0602 (0.3σ)
S2 359.333 59.998 1.0000 0.9941± 0.0007 (9.1σ) 0.9913+0.0278−0.0278 (0.3σ)
S3 359.327 60.332 1.0000 0.7643± 0.0018 (133.6σ) 1.0021+0.0630−0.0630 (0.0σ)
S4 0.000 59.667 1.0000 0.9912± 0.0007 (13.5σ) 0.9910+0.0270−0.0270 (0.3σ)
S5 0.000 60.333 1.0000 0.7874± 0.0007 (322.5σ) 1.0089+0.0298−0.0298 (0.3σ)
S6 0.660 59.665 1.0000 0.8516± 0.0017 (85.5σ) 0.9984+0.0603−0.0603 (0.0σ)
S7 0.667 59.998 1.0000 0.2348± 0.0007 (1163.4σ) 1.0050+0.0310−0.0271 (0.2σ)
S8 0.673 60.332 1.0000 0.3990± 0.0018 (336.1σ) 1.0121+0.0628−0.0628 (0.2σ)
Extra source 0.703 59.6581 0.0152± 0.0016
Extra source 0.660 59.6637 0.1264± 0.0018
Extra source 0.666 59.9960 0.1709± 0.0007
Extra source 0.669 59.9991 0.4340± 0.0007
Extra source 0.665 60.0017 0.1424± 0.0007
Extra source 0.674 60.3315 0.5307± 0.0018
Extra source 0.673 60.3373 0.0441± 0.0018
Extra source 0.696 60.3301 0.0035± 0.0019
Extra source 0.694 60.3459 0.0080± 0.0019
Extra source 0.614 59.8209 0.0087± 0.0005
Extra source 0.434 60.1696 0.0051± 0.0004
Extra source 360.000 59.9990 0.1243± 0.0003
Extra source 359.999 59.9960 0.0138± 0.0003
Extra source 360.000 60.3314 0.1579± 0.0007
Extra source 0.001 60.3336 0.0398± 0.0007
Extra source 359.353 60.0178 0.0015± 0.0006
Extra source 359.319 60.0007 0.0039± 0.0006
Extra source 359.340 59.9918 0.0013± 0.0006
Extra source 359.324 60.3316 0.1981± 0.0018
Extra source 359.329 60.3351 0.0269± 0.0015
Extra source 359.317 59.6421 0.0810± 0.0009
Extra source 359.162 59.9947 0.0037± 0.0011
Table A.1: Comparison between the CLEAN+source extraction results (shortened to CLN)
and the BIRO results for the “grid” mock dataset.
A.2 QMC mock data
Below are the one-dimensional marginalised posteriors for all the parameters of this simulated
dataset, illustrating that the true, input parameters (indicated in each case by a vertical line)
are well recovered in all cases. For the pointing errors, li indicates the pointing error in right
ascension direction for the i′th antenna and similarly, mi indicates the pointing error in the
declination direction for the i′th antenna. The shape parameters for the extended source are
given by lproj, mproj and r = emin/emaj (see Figure 5.8).
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Name RA (◦) Dec (◦) True Flux Density (Jy) CLN Flux Density (Jy) BIRO Flux Density (Jy)
B292 44.782 50.894 0.8500 0.6837± 0.0009 (189.7σ) 0.8385+0.0261−0.0209 (0.5σ)
A240 45.303 50.752 0.6786 0.6763± 0.0003 (7.6σ) 0.6793+0.0005−0.0005 (1.4σ)
C051 45.574 50.904 0.0684 0.0677± 0.0005 (1.5σ) 0.0700+0.0019−0.0015 (0.9σ)
D221 45.150 50.622 0.0620 0.0626± 0.0004 (1.7σ) 0.0611+0.0007−0.0007 (1.3σ)
E041 45.655 50.974 0.0607 0.0601± 0.0007 (1.0σ) 0.0626+0.0028−0.0023 (0.7σ)
F321 45.035 51.019 0.0469 0.0454± 0.0007 (2.1σ) 0.0465+0.0014−0.0011 (0.3σ)
G223 44.740 50.358 0.0406 0.0383± 0.0035 (0.7σ) 0.0382+0.0048−0.0040 (0.6σ)
H182 45.339 50.432 0.0290 0.0291± 0.0007 (0.2σ) 0.0282+0.0012−0.0012 (0.6σ)
I281 44.953 50.839 0.0239 0.0237± 0.0005 (0.5σ) 0.0238+0.0005−0.0005 (0.4σ)
J091 45.885 50.760 0.0219 0.0205± 0.0009 (1.4σ) 0.0239+0.0016−0.0016 (1.3σ)
K151 45.662 50.510 0.0154 0.0164± 0.0008 (1.4σ) 0.0153+0.0009−0.0008 (0.1σ)
L042 45.706 51.058 0.0118 0.0116± 0.0012 (0.2σ) 0.0122+0.0010−0.0010 (0.4σ)
M072 45.919 50.897 0.0116 0.0133± 0.0013 (1.3σ) 0.0122+0.0014−0.0012 (0.5σ)
N042 45.851 51.092 0.0100 0.0128± 0.0023 (1.2σ) 0.0144+0.0023−0.0023 (1.9σ)
O322 44.973 51.139 0.0096 0.0152± 0.0014 (3.9σ) 0.0102+0.0010−0.0010 (0.6σ)
P111 45.744 50.719 0.0078 0.0077± 0.0006 (0.3σ) 0.0080+0.0005−0.0005 (0.4σ)
Q182 45.434 50.288 0.0070 0.0037± 0.0020 (1.7σ) 0.0060+0.0013−0.0013 (0.8σ)
Extra source 45.699 50.6830 0.0031± 0.0005
Extra source 45.304 50.7559 0.0022± 0.0003
Extra source 44.807 50.7716 0.0012± 0.0007
Extra source 44.801 50.7753 0.0006± 0.0007
Extra source 44.782 50.8955 0.1716± 0.0009
Table A.2: Comparison between the CLEAN+source extraction results (shortened to CLN)
and the BIRO results for the “QMC” dataset with constant pointing errors.
A.3 QMC shape mock data
Below are the one-dimensional marginalised posteriors for all the parameters of this simulated
dataset, illustrating that the true, input parameters (indicated in each case by a vertical line)
are well recovered in all cases. For the pointing errors, li indicates the pointing error in right
ascension direction for the i′th antenna and similarly, mi indicates the pointing error in the
declination direction for the i′th antenna. The shape parameters for the j′th source are given
by lprojj , mprojj and r = emin/emajj (see Figure 5.8).
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Name RA (◦) Dec (◦) True Flux Density (Jy) CLN Flux Density (Jy) BIRO Flux Density (Jy)
B292 44.782 50.894 0.8500 0.6837± 0.0009 (189.7σ) 0.8228+0.0227−0.0182 (1.3σ)
A240 45.303 50.752 0.6786 0.6763± 0.0003 (7.6σ) 0.6788+0.0004−0.0004 (0.5σ)
C051 45.574 50.904 0.0684 0.0677± 0.0005 (1.5σ) 0.0683+0.0010−0.0008 (0.2σ)
D221 45.150 50.622 0.0620 0.0626± 0.0004 (1.7σ) 0.0623+0.0006−0.0006 (0.5σ)
E041 45.655 50.974 0.0607 0.0601± 0.0007 (1.0σ) 0.0609+0.0014−0.0014 (0.2σ)
F321 45.035 51.019 0.0469 0.0454± 0.0007 (2.1σ) 0.0461+0.0011−0.0011 (0.7σ)
G223 44.740 50.358 0.0406 0.0383± 0.0035 (0.7σ) 0.0416+0.0033−0.0033 (0.3σ)
H182 45.339 50.432 0.0290 0.0291± 0.0007 (0.2σ) 0.0302+0.0008−0.0008 (1.5σ)
I281 44.953 50.839 0.0239 0.0237± 0.0005 (0.5σ) 0.0236+0.0004−0.0004 (0.8σ)
J091 45.885 50.760 0.0219 0.0205± 0.0009 (1.4σ) 0.0223+0.0009−0.0007 (0.5σ)
K151 45.662 50.510 0.0154 0.0164± 0.0008 (1.4σ) 0.0165+0.0007−0.0007 (1.6σ)
L042 45.706 51.058 0.0118 0.0116± 0.0012 (0.2σ) 0.0108+0.0008−0.0008 (1.3σ)
M072 45.919 50.897 0.0116 0.0133± 0.0013 (1.3σ) 0.0122+0.0009−0.0009 (0.6σ)
N042 45.851 51.092 0.0100 0.0128± 0.0023 (1.2σ) 0.0080+0.0017−0.0013 (1.3σ)
O322 44.973 51.139 0.0096 0.0152± 0.0014 (3.9σ) 0.0103+0.0010−0.0010 (0.8σ)
P111 45.744 50.719 0.0078 0.0077± 0.0006 (0.3σ) 0.0081+0.0004−0.0004 (0.7σ)
Q182 45.434 50.288 0.0070 0.0037± 0.0020 (1.7σ) 0.0102+0.0015−0.0011 (2.3σ)
Extra source 45.699 50.6830 0.0031± 0.0005
Extra source 45.304 50.7559 0.0022± 0.0003
Extra source 44.807 50.7716 0.0012± 0.0007
Extra source 44.801 50.7753 0.0006± 0.0007
Extra source 44.782 50.8955 0.1716± 0.0009
Table A.3: Comparison between the CLEAN+source extraction results (shortened to CLN)
and the BIRO results for the “QMC shape” dataset. The CLEAN+SE results are the same as
Table A.2 since the dataset has not changed, only the parameters.
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