A hyperspectral Fourier transform spectrometer has been developed for studying biological material bound to optically reflecting surfaces. This instrument has two modes of operation: a white-light reflection mode and a spectral self-interference fluorescence mode. With the combined capability, information about the conformation of an ensemble of biomolecules may be determined. To the best of our knowledge, ours is the first report of this hybrid white-light reflection, spectral self-interference fluorescence measurement with any type of hyperspectral imager. The measurement technique is presented along with a full description of the system, including theoretical performance projections. Proof-of-principle measurements of artificial samples are shown, and the results are discussed.
Introduction
The complementary techniques of spectral selfinterference fluorescence microscopy (SSFM) and white-light reflectance spectroscopy (WLRS) together have proved to be useful for studying biological material binding to surfaces [1] . As will be described in this paper, SSFM can be used to precisely determine the height of fluorescent labels bound to a specific location on biomolecules tethered to a multilayer reflective surface such as a silicon dioxide (SiO 2 ) film grown on a silicon (Si) substrate. WLRS is used to determine the average optical thickness of the biomaterial bound relative to the multilayer reflective surface. The information yielded by the two techniques is subtly different but equally significant: SSFM establishes the average position of fluorescent tags localized at a specific site on each biomolecule, while WLRS measures the optical thickness of the biological material, which corresponds to the mass per unit area. From the combined data, conformational information about the biomolecules may be inferred [1] . In addition, WLRS on its own is being explored as a label-free analysis technique for DNA and protein microarrays.
As conceptualized in Fig. 1 , WLRS employs an external light source and observes the spectral interference pattern in the light reflected from the SiO 2 Si substrate. The periodic structure in the reflectance spectra is caused by the interference between the wave reflected off the SiO 2 Si interface and that reflected off the airSiO 2 interface. Any additional biomaterial on the surface with a refractive index above that of the ambient medium (aqueous solution or air) results in a measurable frequency shift in the spectral pattern that is directly proportional to the optical thickness, and thus the mass per unit area, of the biological material. For an absolute measurement of the amount of biomaterial per unit area, the typical refractive index for biomaterials such as protein and DNA is estimated to be approximately the same refractive index as SiO 2 (1.45) [2] ; however, such an assumption is not required for a relative measurement.
SSFM observes a spectral pattern comparable with WLRS; however, in this case, the fluorophores located near the surface are the light source (Fig. 1) . In a simple picture of SSFM, the wave emitted directly upward from each fluorophore interferes with the downward emitted wave that is subsequently reflected off the SiO 2 Si interface. While each fluorophore is small enough to support the requisite spatial coherence for interference, SSFM measures the composite result of an ensemble of fluorophores. In this case the periodic spectral pattern is a direct indication of the height of the fluorophores.
Under various names, the WLRS concept has been demonstrated as an imaging measurement employing a tunable laser [3] or an array of LEDs [4] in each case in conjunction with a CCD to capture the spatial information. SSFM has been explored only as a point measurement where spatial information is obtained by scanning the sample in two dimensions beneath the spectrometer [5] . A hybrid system capable of imaging measurements in both modes, WLRS and SSFM, represents an improvement over these other systems by virtue of faster acquisition and better spatial registration than the present SSFM system and simply more versatility than the imaging WLRS systems alone. An ability to spectrally multiplex also represents a radiometric sensitivity benefit. Candidate technologies that satisfy these requirements fall into the category of hyperspectral imagers.
A number of hyperspectral imaging technologies were considered for this biological measurement. Candidates included push-broom prism or gratingstyle systems that employ a focal plane array (FPA) to collect spectra and one spatial dimension while the second spatial dimension is collected by scanning the spectrometer slit across the sample [6] . A number of hyperspectral systems using various forms of tunable spectral filters were also considered. These technologies include tunable Fabry-Perot interferometers [7] , acousto-optical tunable filters [8] , liquid crystals [9] , holographically formed polymer dispersed liquid crystal systems [10] , and spectral filter wheels. All of these filters use a form of interference or diffraction to isolate a spectral resolution element along with an FPA to acquire the image in each spectral band. While the push-broom dispersive systems scan in one spatial dimension, the tunable filters scan in the spectral dimension; none of these technologies have the ability to multiplex simultaneously in spatial and spectral domains.
A third class of hyperspectral imagers and the approach adopted by this development effort is the Fig. 1 . WLRS and SSFM concepts. In WLRS mode, the two interfering waves are created by the first and second surface reflections from the substrate of an external source. In SSFM mode, the two waves are created by the fluorescence emitted upward and that emitted downward and subsequently reflected at the second surface of the substrate. The subtle but significant difference between the two measurements is that the WLRS signal is proportional to the optical thickness of the biological material, which is proportional to mass per unit area, while the SSFM signal is proportional to the physical height of the fluorophores above the surface.
hyperspectral Fourier transform spectrometer (HS-FTS). The HS-FTS employs a Michelson interferometer to amplitude modulate, with a wavelength dependent frequency, light reflected or emitted from the sample. A Fourier transform performed on the measured interferogram thus yields spectra with an optical frequency scale proportional to the interferometer mirror velocity. By using an FPA one can spatially resolve the interference pattern imposed on the light reflected or emitted from the sample. The interferogram cube can then be transformed to spectral space for analysis.
The HS-FTS approach is more commonly applied to the infrared spectral range (4004000 cm −1 ) [11, 12] ; however, at least one other effort [13] has retrofitted a Fourier transform infrared spectrometer with a visible light source, optics, and FPA. This group used reflectance spectroscopy to analyze the authenticity of documents. To the best of our knowledge, a visible HS-FTS has not yet been used for the hybrid reflectance-fluorescence measurement. Moreover, a hybrid WLRS-SSFM imaging measurement has not been demonstrated with any type of imaging spectrometer. Herein lies the specific novelty of our HS-FTS work.
The HS-FTS offers a number of benefits over dispersive push-broom and tunable-filter-based hyperspectral imagers. The most notable benefit is the multiplex advantage in that the HS-FTS looks at all spatial and spectral elements for the duration of the measurement. This benefit is particularly important for the SSFM measurement where photons are limited, although less so for the WLRS measurement where the full well capacity of the camera typically imposes the signal level limit. For a given sample size and number of spectral resolution elements, the HS-FTS holds a p N x signal-to-noise ratio (SNR) advantage over the push-broom system, where N x is the number of spatial resolution elements in the slit scan direction; under the same criteria, the HS-FTS holds a p N σ SNR advantage over tunable filter systems, where N σ is the number of spectral resolution elements. For example, with all other things being equal, a 696 × 520 pixel HS-FTS imager with 50 spectral resolution elements offers a 23-fold SNR advantage over the dispersive system and a 7-fold SNR advantage over the tunable filter.
Other benefits include the inherent synchronous detection of HS-FTS, which minimizes problems due to baseline or background drift. The HS-FTS is more flexible for looking over larger spectral ranges with high spectral resolution without the need for order sorting, an issue that can limit both grating and tunable filter systems. Finally, the HS-FTS developed for this application is unusually compact and inexpensive in contrast to traditional benchtop FTS systems that have been integrated with a microscope. The approximate volume reduction relative to a benchtop imaging FTS system, depending on accessories (e.g., detector type), is a factor of 4; the approximate cost reduction is a factor of 2.
Measurement Concept
Thin film interference can be described by the superposition of two plane waves with amplitudes and phases dictated by their respective paths. A more detailed model has been derived [14] ; however, the description provided in this section is sufficient for data fitting purposes. WLRS and SSFM geometries are shown in Fig. 1 
where σ is the optical frequency (in inverse centimeters), I 2 and I 3 are the intensities reflected at the airSiO 2 and SiO 2 Si interfaces, respectively, n 2 is the refractive index of SiO 2 , and t is the SiO 2 physical thickness. For this analysis we assume that the refractive index for each medium is fairly constant over the wavelength range of interest (i.e., there is no chromatic dispersion). The WLRS interference equation in a region with biological material is then given by
The cosine argument of Eq. (2) shows the dependence of the WLRS signal on the optical thickness, n 2 ðt þ δtÞ, which is proportional to the mass per unit area of the biological material. In practice, we report WLRS results in height units (nanometers) with an assumed refractive index of 1.45. The thin film model for SSFM is similar; however, the reflected intensities from the two surfaces also include factors representing the absorption and quantum yield of the fluorescent molecule. The thin film interference equation for a fluorescent tag at the surface of the SiO 2 is given by Eq. (1); the equation for the fluorescent tag δt above the surface in air is given by
The cosine argument of Eq. (3) shows the dependence of the SSFM signal on the fluorophore height, δt, which is subtly different from the WLRS information.
Instrument Description

A. Hardware Description
The core of the HS-FTS is a small Michelson interferometer with a voice coil motor-driven flexure assembly that accomplishes the scanning of the mirror. While the system is capable of greater mirror retardation and associated spectral resolution, these measurements are done with 16 cm −1 spectral resolution, which is better than 0:8 nm at λ ¼ 700 nm; this spectral resolution corresponds to a 625 μm mirror stroke length or optical path difference. The beam splitter compensator pair is designed for the 500900 nm spectral range, enabling measurement of many different fluorophores. The two interferometer mirrors are diamond-turned aluminum, and the interferometer aperture diameter is 1:27 cm.
The FTS employs a stabilized laser diode interferometer that traverses the edge of the aperture. The stationary mirror has a tilted facet, the reflection from which interferes with that of the corresponding normal facet of the moving mirror to create spatial fringes upon the recombination of the two beams (i.e., a tilted Michelson). The spatial fringes are sampled by a linear silicon detector array and converted to mirror position. The spatial fringes provide a very high-resolution measurement of the mirror position, which supports step scanning the interferometer mirror.
Step scanning ensures that every pixel in the FPA is read out at the same mirror position, thereby simplifying computation. The servo electronics are position based (rather than velocity controlled) and yield trigger and clock signals that are read into a data acquisition card and a CCD camera, respectively, to synchronize interferogram acquisition. The HS-FTS can simultaneously capture as many as 696 × 520 spatial resolution elements in an acquisition time dictated only by the spectral range and resolution. Figure 2 shows the layout in of the HS-FTS in WLRS mode. A miniature tungsten halogen lamp is collimated with an achromatic doublet chosen to underfill the obliquity limit imposed by the 16 cm −1 spectral resolution over this spectral range [16] . The light reflects off an intensity plate beam splitter and floods the sample. A commercially available 50 mm focal length camera lens then collimates the light reflected from the sample and directs it into the interferometer. The light traverses the interferometer and exits through a 40 nm wide spectral bandpass filter centered at 700 nm before being focused onto a CCD camera by a second 50 mm focal length camera lens. Magnification of the object onto the image plane is therefore 1, and the lateral resolution is approximately equal to the CCD pixel pitch of 13:7 μm. Owing to the mirror movement, passage through the interferometer imposes an amplitude modulation on the reflected light whose frequency is wavelength dependent. A Fourier transform performed on each pixel as a function of mirror position then yields spatially resolved WLRS spectra. Figure 3 shows the layout in SSFM mode. For the SSFM measurement, we remove the intensity beam splitter to increase radiometric efficiency. Its absence creates an offset in the SSFM image relative to the WLRS image; in addition, its presence contributes a mild astigmatism to the WLRS image. However, both issues are easily eliminated by replacing the plate beam splitter with a pellicle beam splitter. For preliminary SSFM measurements, a 70 mW, 660 nm adjustable focus laser diode obliquely illuminates the sample to excite fluorescent labels bound to the surface. The excited fluorescence is then collected by a 50 mm focal length camera lens and collimated. The light path from this point on is identical to the WLRS configuration. As with the WLRS measurement, spatially resolved interferograms are recorded at each pixel as the mirror scans, and Fourier transforms yield the SSFM patterns. Figure 4 is a photograph of the HS-FTS equipped for both modes of operation. Tables 1 and 2 summarize the operating parameters of the HS-FTS and the CCD camera, respectively. The HS-FTS was designed for undersampling, Spectral range can be modified for different regions within 500900 nm with the use of an appropriate spectral filter and the programming of a new ROM to change the step size and number. Mirror stroke length is the inverse of the spectral resolution. Mirror step size is set for undersampling over this spectral range and is given by ð2 × BW σ Þ −1 . primarily to minimize the extraordinary volume of data which composes each HS cube. For these initial measurements, the sampling was set for the 680-720 nm range (14; 710-13; 890 cm −1 or a spectral bandwidth of 820 cm −1 ) corresponding to the 40 nm bandpass filter; however, the spectral operating range is easily modified for other regions within 500-900 nm with the use of an appropriate spectral filter and the programming of a new ROM to change the step size and number. As addressed under our performance projections, undersampling comes at the cost of radiometric sensitivity; however, the SNR is sufficient to support the vertical resolution requirements of this application. The
B. Data Reduction
Data reduction refers to the collapsing of threedimensional hyperspectral cube data to twodimensional optical thickness or height images. Figure 5 illustrates our process. The raw data collected by the HS-FTS is a series of images, each corresponding to a different interferometer mirror position, B. The response of each pixel, which is the spatially resolved interferogram, is then analyzed as follows. For both modes of operation, the offset of the interferogram is subtracted, and in SSFM mode, the slope due to photobleaching as a function of time is also subtracted. A standard triangular apodization [16] is applied to the single-sided interferograms (i.e., they are not symmetrically sampled about zero optical path difference in order to maximize spectral resolution for a given mirror stroke length), and a fast Fourier transform is taken and the magnitude extracted. The amplitude of the resulting spectra is scaled, and the result is fitted to the thin film interference equation (2) or (3) by using a least squares merit function, and the thickness, t, of the best fit is reported. This process is repeated for each pixel, and the resulting height image is produced, typically as a relative value to a background pixel. All data acquisition is handled by using LabVIEW, and the data reduction is performed in MATLAB.
C. Theoretical Performance Projections
This instrument's ability to sensitively measure optical thickness or height is dictated by a combination of, among other factors, the radiometric performance, the spectral accuracy, and the robustness of the curve fitting. Each of these three main contributions was analyzed during the design stage of the instrument; treatment is provided here and reconciled with preliminary results in the following two sections.
Radiometric Performance
A shot-noise analysis was considered for each mode of operation. Readout and analog-to-digital converter noise of the camera are not limiting factors, given the power levels anticipated for these measurements. Thermal drift is also not a factor, given the short time scales of these measurements (seconds) and also the fact that the sample is external to the interferometer (i.e., the sample does not require interferometric alignment tolerances). For each mode the number of photons per frame was calculated and converted to a shot-noise-limited SNR in interferogram space (SNR igram ). The spectral signal to noise (SNR spectral ) was then calculated from this.
The WLRS radiometric projection is straightforward. The tungsten halogen lamp power coupled into the interferometer, P lamp , was calculated to be 600 μW based on the bulb's spectral irradiance, the spectral width of the filter, and the working fnumber of the collimating lens. The number of photoelectrons per pixel per frame is then projected as
where η HS-FTS is the radiometric efficiency based on surface losses of the HS-FTS (calculated to be 0.03, unitless), the ratio A pixel =A spot accounts for the amount of light contained in the 1:27 cm spot size that falls on one 13:7 μm pixel (4:69 × 10 −7 = 1:267 ¼ 1:48 × 10 −6 ), M is the magnification (1), QE CCD is the CCD's quantum efficiency at 700 nm (0.5 photoelectrons/photon), h is Planck's constant (6:626 × 10 −34 J s), v is the photon frequency (4:3 × 10 14 Hz), and τ is the per-frame integration time of the camera (in seconds). In this case the integration time per frame was reduced to about 1:2 ms so as not to saturate the CCD. The shot-noise-limited SNR is then dictated by the full well capacity of the camera of 22,000 photoelectrons. SNR igram at the peak is then given by
The projected number of photoelectrons per pixel per frame for the SSFM measurement is given by
The calculations were done assuming the 660 nm laser diode excitation of an Atto 655 fluorophore. In this expression, P e is the excitation laser power (0:07 W), v e is the excitation frequency (4:55 × 10 14 Hz), σ fl is the fluorescent molecule's absorption cross section (4:6 × 10 −16 cm 2 =molecule), ρ fl is the fluorescent molecule's surface density (estimated to be 10 12 molecules=cm 2 based on reconciliation between radiometric projections and measured signal levels), A pixel is the CCD pixel area (4:69 × 10 −7 cm 2 ), M is the magnification (1), QY fl is the fluorescent molecule's quantum yield (0.7, unitless), η HS-FTS is the HS-FTS radiometric efficiency for this configuration, again, considering surface losses (0.075), η col is the collection efficiency of the camera lens operating at f =4 relative to the 4π sr into which the molecules fluoresce (0.049), η filter is the ratio of overlap of the spectral filter to the total fluorescence spectrum (0.5), and QE CCD is the quantum efficiency of the CCD (0.5 photoelectrons/photon for 700 nm). With a maximum per-frame integration time limit of 40 ms, Eq. (6) can be used to estimate the laser spot size (A spot ) at which we would expect to fill the full well capacity of the CCD. For this laser and this fluorophore, a 1:7 mm laser spot is projected to result in about 22,000 photoelectrons. For this laser spot size, the peak interferogram SNR is the same as that for the WLRS measurement.
The conversion to spectral space SNR (single scan) for each mode is approximated by
ME is the modulation efficiency of the interferometer, N σ is the number of spectral resolution elements, FF is the fold factor due to the undersampling, and N points is the number of sample points (equal to twice the number of spectral resolution elements). FF is equal to the highest optical frequency (14; 710 cm −1 ) divided by the spectral bandwidth (820 cm −1 ). Given this radiometric description and a projected 50% ME, the per-pixel, per-scan SNR spectral is projected to be 25 for both measurements.
Spectral Accuracy
Spectral accuracy of the measured thin film interference pattern is dictated by the sampling accuracy of the FTS. The sampling accuracy, in turn, is dependent on the reference metrology, according to
where
In Eqs. (8) and (9), BðxÞ denotes the mirror position, B o ðxÞ is the position command, and ΔB is an RMS error due to the reference metrology. The system was designed and verified to step and settle in less than 20 ms to within AE5 nm of the position command. This error source is not scan coherent, and thus, like the radiometric shot noise, its impact becomes less by averaging scans.
Curve Fitting
The composite sensitivity for measuring optical thickness or height, or the noise equivalent z displacement (NEΔZ), is projected by modeling the three contributions: radiometric noise, sampling noise, and the curve-fitting algorithm. This analytical model imposes randomly generated sampling error onto the FTS-modulated thin film interference signal as described in Section 2. The spectrally integrated interferogram is then Fourier transformed, and spectral noise is randomly added according to the radiometric projections. The result is then fitted to the thin film interference equation (1) by using a least squares merit function, and the film thickness of the best fit is reported. This process is iterated for a number of sampling and radiometric noise generations, and the standard deviation representing the NEΔZ is reported. According to the radiometric and sampling error projections, the theoretical NEΔZ for a single 8 s scan is about 1:5 nm for both modes. These values are expected to improve with scan coaddition or averaging.
Artificial Sample Measurements-Results and Discussion
Positive photolithographically etched artificial samples were prepared for the preliminary demonstration of the HS-FTS. All samples had a (nominally) 10 μm SiO 2 layer on top of the Si substrate. Both modes were demonstrated on the same two samples with either approximately 30 or 15 nm deep etched stripes, both with a lateral width of approximately 100 μm. Stripe heights were estimated based on etch rate and verified with a commercially available white-light interferometer (WLI) system.
A. White-Light Reflectance Spectroscopy (Fig. 7 ) generated by the WLI system, which we consider a referee sensor with superior vertical and lateral resolution relative to the HS-FTS (subnanometer and 8:5 μm for the objective used, respectively). The mean stripe height relative to the adjacent recessed stripe measured by the WLI system is 32:7 nm; we do not report the standard deviation of the WLI measurement because the surface curvature makes this value artificially large. Figure 8 (a) is a surface plot of the measured height of the 15 nm stripe sample in WLRS mode; Fig. 8(b) is a cross section of the 15 nm sample. The mean measured stripe height relative to the adjacent recessed stripe is 15:0 nm with a standard deviation of 1:9 nm. Figure 9 shows the corresponding WLI measurements of the 15 nm sample. The mean measured stripe height relative to the adjacent recessed stripe measured by the WLI system is 16:4 nm. In general the mean height measurements are in good agreement between the two systems, with the WLI measurement coming in slightly higher. The surface curvature in the WLI images likely added error to the relative height measurements. Both WLRS and WLI measurements show a degree of drift in the baseline as seen in the crosssection plots [Figs. 6(c), 7(b), 8(b) , and 9(b)]; however, the mechanism causing this drift is different. The WLI system is simply measuring the surface curvature of the substrate. The HS-FTS in WLRS mode is measuring the thickness of the thermally grown SiO 2 layer, which should be extremely uniform. We attribute this drift in the WLRS data to the fact that we curve fit all of our spectra assuming the reflection is normal to the surface when, in fact, light reflected from the edges of the field is not normal. This can result in the drift as a function of field position. Both WLRS and WLI data show some rounding of the etched feature edges, which was due to an etching step performed during the application of the fluorophores; this effect is more emphasized in the WLRS image as the lateral resolution is worse. All height images were calculated by using four averaged scans.
An NEΔZ value was determined using two singlescan, sequentially acquired height images of a given sample. NEΔZ is established by taking the standard deviation of the pixel by the pixel difference between the two height images and dividing the result by p 2
to account for the two independent noise sources. The result of this measurement is an NEΔZ of 1:8 nm in WLRS mode, which is in good agreement with the projected value. The major cause of the discrepancy was the actual interferometer ME, which is closer to 0.35 than the assumed 0.5, resulting in a lower actual SNR spectral .
B. Spectral Self-Interference Fluorescence Spectroscopy
With the goal of demonstrating utility for binding studies, the sample surfaces were amino functionalized, and the fluorophore molecules were covalently linked to the surface using the NHS (N-hydroxysuccinimide) ester moiety present on the fluorophore. The intention was to create representative signal levels with fluorophore surface densities consistent with covalent linking using this particular chemistry.
For the SSFM surface preparation, the SiO 2 surface was silanized with 3-aminopropyltriethoxysilane (APTES), which provides the free amine group to which the Atto NHS ester fluorophore was bound. Briefly, each wafer was cleaned by rinsing in acetone and deionized water (dIH 2 O) and etched for 10 min with 10% sodium hydroxide (NaOH). After a final rinse with dIH 2 O, the wafers were dried under argon and silanized in a solution of 3% APTES (in acetone) for 3 min, washed in acetone, dried under argon, and baked dry for 20 min at 100°C. The Atto 655 NHS ester was dissolved in dimethyl sulfoxide to a concentration of 1:5 mg=ml and directly added to the silanized surface at room temperature. After allowing the reaction to proceed for 3 h, the wafers were washed in phosphate buffered saline (pH 7.4) and in dIH 2 O. Surface density was estimated to be one fluorophore per 100 nm 2 based on reconciliation between the radiometric projections and the measured signal levels. With this chemistry, the fluorophore is effectively right at the surface of the sample. Figures 10 and 11 show the results of the SSFM measurements. Figure 10(a) shows a raw image of the 30 nm sample taken in SSFM mode; unlike the WLRS raw image, the stripes cannot be seen, and moreover, all that can be seen is the area over which the laser is exciting the fluorophores. Figure 10(b) is a surface plot of the measured fluorophore height of the 30 nm sample; Fig. 10(c) is a cross section of the 30 nm sample. The mean measured stripe height relative to an adjacent recessed stripe is 30:5 nm, which is in good agreement with the WLRS height measurement; the standard deviation is 6:42 nm. Figure 11 (a) is a surface plot of the measured fluorophore height of the 15 nm sample, and Fig. 11 (b) is a corresponding cross section. The mean measured stripe height relative to an adjacent recessed stripe is 16:4 nm, which is in reasonable agreement with the WLRS height measurement; the standard deviation is 6:9 nm. Figures 10(b) , 10(c), and 11 were all calculated by using four coadded scans. The NEΔZ was determined in the same manner as with the WLRS data. The NEΔZ for a single scan is about 5 nm, which is higher than that predicted by the model. An explanation for the higher than expected NEΔZ is that the model did not take into account the effects of off-axis light collected over the f =4 cone subtended by the camera lens on the sample. The effect of integrating over this range of angles and associated thin film interference fringe phases is a loss of contrast and therefore ability to fit the curves with high resolution. Moreover, the effect is stronger for the SSFM data, since the fluorescent light emits into a much larger range of angles (i.e., all angles), while the WLRS reflected light is confined within the diffraction angles associated with the artificial features. In addition, the effect is worse for thicker SiO 2 layers. Additional preliminary SSFM measurements on 5 μm SiO 2 samples yielded an NEΔZ of 3 nm. This effect creates a direct trade-off between vertical and lateral resolutions, as higher lateral resolution requires very low f -numbers (i.e., a large range of angles). The SSFM model also assumed a fluorophore surface density that in reality was not constant over the substrate. The result was randomly dispersed areas of both low and high signal levels that were either too low to fit or saturated the camera. This also had an effect on the SSFM NEΔZ. A final source of error may be due to the slope subtraction from the interferograms as described in the data reduction section. Photobleaching actually imposes a multiplicative decay on the interferogram, which only appears as a negative slope in the DC interferogram. More exact compensation of this effect may result in more accurate spectra that are easier to fit.
Summary and Conclusions
We have successfully designed, modeled, built, and demonstrated the performance of the HS-FTS for high-resolution optical thickness-height measurement of biological material bound to a surface. The HS-FTS has two modes of operation-a WLRS mode that measures the optical thickness, which is proportional to mass per unit area, and an SSFM mode that measures the height of fluorophores bound to the biological material. Proof of concept was performed on photolithographically etched artificial samples with 30 and 15 nm deep features. The height results were in good agreement between the two modes and with an independent set of measurements done with a commercially available optical surface profiler.
Future planned effort includes work toward improving the NEΔZ in SSFM mode by refining the curve-fitting algorithms and also the determination of optimal SiO 2 thickness for a given collection lens f -number. We will also consider incorporating a different CCD camera with a larger dynamic range, which will allow us to work with spectra with higher SNRs. We are also investigating the use of higher magnification in both modes of operation for enhanced lateral resolution.
Potential applications for the HS-FTS may include DNA manipulation studies employing electric and magnetic fields as well as label-free DNA and protein microarray analysis. Improved lateral resolution in SSFM mode may enable a new area of studies including cell imaging.
