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Esta Tese de Mestrado tem o intuito de demonstrar que o CubeSpace Y-Momentum ADCS cumpre os
requisitos da missão ORCASat: efetuar o detumbling do satélite, manter o erro de estimação de atitude
inferior a 2° e o erro de atitude inferior a 10° durante o modo de Nadir Pointing (NP). Por forma a
ter uma alternativa ao modo NP durante órbitas em que a potência fornecida pelos painéis solares é
mínima, desenvolveu-se também o modo de atitude Pitch Sun Tracking (PST). Através de simulações
detalhadas, demonstrou-se que, ao adotar o modo de atitude PST, os painéis solares são capazes de
fornecer uma potência extra que é significativa sem que os atuadores ADCS exijam um aumento de
potência considerável.
O conjunto de sensores Y-Momentum ADCS contém dez sensores solares simples, um sensor solar
de elevada precisão, um magnetómetro e um giroscópio MEMS. As medições feitas com este conjunto
de sensores são utilizadas por cinco modos de determinação distintos, implementados no computador
do ADCS. As simulações permitem verificar que o Multiplicative Extended Kalman Filter (MEKF) e o
Additive (AEKF) garantem uma estimação aceitável do estado do satélite no que diz respeito à atitude e
velocidade angular.
O hardware de ADCS inclui três magnetómetros para controlo ativo da atitude e uma Momentum
wheel para estabilização de rotação do eixo de inclinação. Quatro modos de detumbling foram simulados
e comparados entre si em termos de performance e requisitos de potência. Estes resultam adequados
ao detumbling do satélite, podendo diminuir a velocidade angular do satélite num período de tempo
aceitável.
Finalmente, é mostrado através de simulações detalhadas que durante o modo NP o ADCS, utlizando
um Regulador Quadrático Linear de Ganho Constante (CGLQR), é capaz de manter o erro de atitude
dentro do requisito, enquanto que durante o modo PST pode manter a potência disponível nos painéis
solares quase constantemente por volta do valor máximo obtido no modo NP. Quantitativamente, isso
significa que a disponibilidade de energia ao longo uma órbita aumenta em média em mais de 1 W
(17%), sem que seja necessário um aumento significativo de potência pedida aos atuadores (≃ 60 mW).
Além disso, o controlador CGLQR prova ser capaz de alternar facilmente entre os dois modos de atitude,
com um tempo de transição inferior a cinco minutos e sem exigir uma mudança na matriz de ganho.





Questa tesi magistrale nasce per dimostrare la capacità dell’ADCS Y-Momentum di Cubespace di soddi-
sfare i requisiti di missione di ORCASat: detombolare il satellite, mantenere l’errore di stima dell’assetto
entro 2° e l’errore d’assetto sotto 10° durante il modo d’assetto Puntamento a Nadir (NP). Inoltre, per
avere un’alternativa al modo NP durante le orbite in cui i pannelli solari forniscono il minimo di ener-
gia, è sviluppato e testato con simulazioni numeriche il modo d’assetto di Puntamento al Sole sul piano
di Beccheggio (PST). É dimostrato che adottando questo nuovo modo d’assetto i pannelli solari sono in
grado idealmente di fornire un surplus di potenza di 0.7 W (24%) nelle orbite in cui la disponibilità di
potenza è minima.
Il set di sensori del Y-Momentum ADCS presenta dieci sensori di Sole grossolani, un sensore di Sole
preciso, un magnetometro e tre giroscopi MEMS. Le misure di questi sensori vengono utilizzate da cin-
que diversi modi di determinazione implementati nel computer dell’ADCS. Le simulazioni mostrano che
l’Extended Kalman Filter Moltiplicativo (MEKF) e l’Additivo (AEKF) sono in grado di garantire una stima
accettabile dello stato del satellite in termini di puntamento e velocità angolare.
L’hardware dell’ADCS comprende tre magnetorquers per il controllo attivo dell’assetto e una ruota di
momento per la stabilizzazione del moto di pitch. Quattro modi di detombolamento sono stati simulati
e comparati in termini di performance e requisiti di potenza. Risultano essere adatti a detombolare il
satellite, dato che sono in grado di ridurre la velocità angolare in un lasso di tempo accettabile.
Infine è dimostrato che durante il modo NP, usando un Linear Quadratic Regulator a Guadagni Co-
stanti (CGLQR), l’ADCS è in grado di mantenere l’errore d’assetto entro il requisito, mentre durante il
modo PST è capace di mantenere la potenza disponibile ai pannelli solari attorno al valore massimo rag-
giunto dal modo NP. Dal punto di vista quantitativo, questo significa che durante un’orbita la potenza
disponibile aumenta in media di più di 1W (17%), senza comportare un aumento significativo di potenza
richiesta dagli attuatori (≃ 60 mW). Inoltre, il controllore CGLQR si dimostra capace di passare facilmen-
te da un modo d’assetto all’altro in un tempo inferiore a cinque minuti e senza richiedere modifiche alla
matrice dei guadagni.





This Master’s thesis was created to demonstrate the ability of CubeSpace Y-Momentum ADCS to meet
the mission requirements of ORCASat: detumbling the satellite, keeping the attitude estimation error
beneath 2° and the attitude error within 10° during the Nadir Pointing (NP) attitude mode. Furthermore,
in order to have an alternative to the NP mode during the orbits in which the power provided by the solar
panels is minimum, the Pitch Sun Tracking (PST) attitude mode is developed and numerically tested. It
is demonstrated that, by adopting this new attitude mode, the solar panels are able to ideally provide a
mean surplus of power of 0.7 W (24%) in those orbits where the power availability is minimum.
The Y-Momentum ADCS sensor set features ten coarse Sun sensors, an accurate Sun sensor, a mag-
netometer and three MEMS gyroscopes. Measurements from these sensors are used by five different
determination modes implemented in the ADCS computer. The simulations show that the Multiplicative
Extended Kalman Filter (MEKF) and the Additive (AEKF) are able to guarantee an acceptable estimate of
the state of the satellite in terms of attitude and angular velocity.
The ADCS hardware includes three magnetorquers for active attitude control and a moment wheel
for pitch rotation stabilization. Four detumbling modes were simulated and compared in terms of perfor-
mance and power requirements. They result suitable to detumble the spacecraft, being able to decrease
the angular rate of the satellite in an acceptable time frame.
Finally it is shown via detailed simulations that during the NP mode the ADCS, employing a Constant
Gain Linear Quadratic Regulator (CGLQR), is able to keep the attitude error within the requirement,
while during the PST mode it can maintain the power available to the solar panels almost constantly on
the highest value enabled by the NP mode. Quantitatively, this means that the power availability over
one orbit increases on average by more than 1 W (17%), implying no significantly increased demand in
the power required by the actuators (≃ 60 mW). Moreover, the CGLQR controller proves to be capable
of easily switching between the two attitude modes, with a transition time of less than five minutes, even
without requiring a change in the gain matrix.
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In this chapter a brief introduction is given on the context in which the research work for the Master’s
thesis took place: an overview is given on the general concept of CubeSat and on the particular project
of ORCASat, which is being developed at the Center for Aerospace Research (CfAR) of the University of
Victoria (UVic). Secondly, the motivation and the objectives of the thesis are reported and a preliminary
summary of the whole document is given.
1.1 Background
1.1.1 An overview on CubeSats
In the end of the year 1999, a team from the University of Stanford, lead by Prof. Robert Twiggs and
Prof. Jordi Puig-Suari, conceived the idea of a new class of small satellites: CubeSat [1]. CubeSat was
originally defined as a cube of 10× 10× 10 cm3 with each face covered by solar cells, and containing two
rechargeable batteries that split the functions of the spacecraft in two: one half of the satellite contained
the On Board Computer (OBC) and all the subsystems necessary to its functioning, leaving the other half
available for the payload. The CubeSat standard, as intended by most of the scientific literature, though,
is not the spacecraft, but the container [2]. Single units (1U) can be assembled into CubeSats of different
sizes, namely 1.5U, 2U, 3U, 6U, 8U, 12U, 16U and 27U, as it is shown in Fig. 1.1 [1].
Originally CubeSats were perceived merely as educational toys for students to get hands-on experience
in working on a space project, but thanks to their rapid increase in popularity, which started in 2013, as
shown in Fig. 1.2, and the birth of many companies developing standardized Commercial Off-the-Shelf
(COTS) components, which allowed to reduce the size of the engineering teams and the costs and times of
development, they have progressively started to be used also for scientific [4], remote sensing [5, 6] and
technology development [7] projects. The trend reported in Fig. 1.3 suggests that the purely educational
missions are progressively disappearing, also because most of the times the educational purpose of the
university projects is coupled with a relevant scientific or technological objective. To support this it is
sufficient to remember that the total number of scientific contributions related to CubeSats between
2005 and 2017 amounts to a total of 2306 documents [4] and that large CubeSats, like Juventas and
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Figure 1.1: Cubesat sizes [3].
APEX on ESA’s Hera mission, are starting to be utilized also for Solar System and deep space exploration
[8, 9].
Since like any industry the space sector is mainly driven by economic reasons, to understand the
growing popularity of CubeSats it is relevant to notice that, as of May 2018, 57% of the total missions
had a commercial end user [4].
Figure 1.2: Number of CubeSats and picosatellites launched since 1998 and prediction for the future
years1.
This is most significant because, as Twiggs and Puig-Suari effectively wrote in the original paper, this
new concept can fulfill the constant request from the space industry for “Smaller, Cheaper, Faster, Better”
1https://alen.space/basic-guide-nanosatellites
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missions [1]. In fact, CubeSats can grant frequent launches and low development and production costs
[10], even if this comes at the expense of a short life expectancy. CubeSats typically experience a life-
cycle that does not exceed the two years because, since most of them operate in Low Earth Orbit (LEO),
they undergo a fast orbital decay. Even when they are provided with thrusters for orbital maintenance,
they cannot perform operations of station keeping for long, because of the inevitable low fuel capacity
that comes with their small size [11].
Figure 1.3: CubeSats launched per year and per application from May 2005 to May 2018 [4].
1.1.2 The ORCASat project
In April 2017 the Canadian Space Agency announced the Canadian CubeSat Project, with the purpose
of developing highly qualified personnel in Canada and strengthen the future of the Canadian space
industry. It gave the opportunity to Universities all over the country to obtain the funds to develop,
design and build a nanosatellite. Fifteen proposals were chosen, among which was Optical and Radio
CAlibration Satellite (ORCASat), the one from UVic, a render of which is shown in Fig. 1.4. The effort
in the project’s development is improved thanks to the collaboration with other institutions, namely the
University of British Columbia (UBC), Simon Fraser University and, to a lower extent, the University of
Lisbon, Harvard University, the National Research Council of Canada and Space System Loral2.
Like most university projects, ORCASat serves both an educational and a scientific purpose. Designing
and building a satellite is an exceptional challenge that can give very solid hands-on learning experience
to graduate and undergraduate students, because it is a difficult process of integration of very diverse
subsystems, which are usually fully designed and built by the students. The scientific mission objective is
2https://www.asc-csa.gc.ca/eng/satellites/cubesat/what-is-the-canadian-cubesat-project.asp
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Figure 1.4: ORCASat render [12].
to demonstrate a novel methodology of calibrating optical telescopes by providing an in-situ-calibrated
light source in LEO. Two already existing projects would benefit from the completion of this objective:
ALTAIR and CHIME. They would acquire a platform to place calibration equipment in LEO, which will
improve the measurements of their corresponding Earth based telescopes [12].
ALTAIR
The Airborne Laser for Telescopic Atmospheric Interference Reduction (ALTAIR) Project provides a pre-
cision photometric reference calibration above the atmosphere, in the optical and microwave spec-
tra [13, 14].
The ALTAIR payload of ORCASat consists of a laser light source, an integrating sphere and a photo-
detector. It will allow to quantify the entity of the atmospheric attenuation by comparing the measure-
ment of the emitted radiation done in orbit and the measurement performed by the ground observatory.
This can be used to calibrate the telescope when it is observing a distant object, like a star, for which the
absolute emission is unknown.
CHIME
The Canadian Hydrogen Intensity Mapping Experiment (CHIME) is a radio telescope designed to map the
presence of hydrogen over a fraction of the observable universe. It was designed as an array of cylinder
antennas with no moving parts and with a very large Field Of View (FOV) and a broad frequency range
(400− 800 MHz) [15].
The CHIME payload mounted on ORCASat is a small scale Ultra High Frequency (UHF) antenna
operating on the frequency of observation of the telescope, which will help in the calibration of the
telescope by transmitting up-chirp pulses3.
3https://chime-experiment.ca
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1.1.3 Thesis motivation and objectives
The Attitude Determination and Control Subsystem (ADCS) is a fundamental part of any satellite, because
it assures that the spacecraft has a knowledge of its orientation in space with respect to known references
and it allows the spacecraft to perform attitude maneuvers, i.e. rotations around its center of mass.
Without it any satellite would just be like Sputnik 1 and the ground team would just have to hope for the
communication antennas and the payloads to be pointed in the right direction in any instant.
Like in many CubeSat missions, the standard operational pointing mode of ORCASat is Nadir Pointing
(NP): the satellite should always point the face where the payloads are mounted towards the center
of the Earth. Initially the intention of the ORCASat team was to fully develop and build in house an
ADCS that was designed to detumble the spacecraft and maintain it in Nadir Pointing mode. Later on
in the development of the project, the decision was taken to purchase a COTS ADCS from CubeSpace:
CubeADCS Y-Momentum. With respect to the ADCS that was originally designed in Lobo-Fernandes’
Master’s thesis [16] and later improved in Sabino’s [17], the one from CubeSpace is a more reliable
and easily implementable system. Hence it was decided to consider another possible attitude mode that
would help improve significantly the power availability during the portions of the mission with high
eclipse periods: the Pitch Sun Tracking (PST).





























Figure 1.5: Power production comparison between the two considered attitude modes.
A big problem in the definition of the power budget of ORCASat is that while the power availability
period is directly proportional to the eclipse period, the opposite is true for the power requirement. In
fact, the longer the eclipse period is, the longer the battery has to provide energy that cannot be supplied
by the solar panels. So the most critical periods of the mission are the orbits in which the eclipse period is
longer. These represent the minima in the power production, which all of the power requirements have
to be related to. This approach disregards the fact that in the vast majority of the life-cycle of the mission
the margin between power requirement and power availability is much higher than the one the system is
designed for. This is why the idea of the PST mode was taken into consideration. Fig. 1.5 is a first rough
comparison between the power available in the two attitude modes that is useful in qualitative terms,
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but it is not accurate because it represents a very simplified situation. Nonetheless it shows that using
a PST pointing algorithm it would be ideally possible to increase the absolute minimum in the power
availability of around 0.7 W.
Consequently the objectives of this Master’s thesis can be summarized as follows:
1. Perform a qualitative estimation of the benefits that the PST attitude mode could bring to the
mission.
2. Develop on a high level a PST pointing algorithm.
3. Simulate the detumbling capability of CubeADCS Y-Momentum.
4. Simulate the behaviour of ORCASat under the nominal Nadir Pointing attitude mode.
5. Simulate the behaviour of ORCASat under the Pitch Sun Tracking attitude mode.
6. Compare the two pointing modes in terms of power budget and pointing accuracy.
1.2 Thesis Outline
The thesis work is divided into seven Chapters, excluding the Introduction:
• Chapter 2 collects all the necessary background knowledge in terms of attitude representations,
spacecraft kinematics and spacecraft mechanics that are necessary for the development of the suc-
cessive work and its understanding.
• Chapter 3 explains in detail what are the components of CubeSpace’s CubeADCS; the sensors, the
actuators and the software are presented and the estimation and control modes are introduced.
• Chapter 4 introduces the concept of Attitude Determination; in this chapter the main estimation
modes are described and they are rigorously derived in a mathematical sense.
• Chapter 5 defines the concept of Attitude Control and derives the control algorithms used in the
simulations.
• Chapter 6 shows in a qualitative way the advantages of the Pitch Sun Tracking attitude mode with
respect to the Nadir Pointing one.
• Chapter 7 describes the simulation environment and subsequently presents a discussion of the main
results that outcome from the numerous simulations that were performed.




In this chapter an overview on the basic physical principles necessary to understand the thesis work is
given. The motion of the spacecraft can be divided into translational motion, which is described by the
equation of orbital mechanics, and rotational motion. The rotational motion is the basis for the study of
the attitude, thus great focus will be put on it.
2.1 Orbital Mechanics
The restricted two body problem equation describes the motion of a small body, like a spacecraft, around
a central body, like Earth, where the mass of the spacecraft is negligible with respect to that of the central





where r is the vector that connects the center of mass of the Earth with that of the spacecraft and
µ = 3.986004418× 1014 m3/s2 is the standard gravitational parameter of the Earth [18]. Given a set of 6
parameters for the initial conditions, Eq. (2.1) can be fully integrated over an indefinite time.
One of the possible parametrizations for the initial conditions involves the vectors of the position r
and the velocity v of the spacecraft, while another involves the Keplerian parameters, namely the semi-
major axis a, the eccentricity e, the inclination i, the longitude of the ascending node Ω, the argument
of perigee ω and the true anomaly θ. Alternative representations substitute a and e with the radius of
perigee rp and the radius of apogee ra, θ with the mean anomaly M or a with the orbital specific angular
momentum h.
The solution to the differential equation of motion in terms of Keplerian parameters is the polar
equation of a conic section. In fact, depending on the value of the eccentricity e, a trajectory can be any
conic section: either a circular orbit (e = 0), an elliptic one (0 < e < 1), a parabolic trajectory (e = 1) or
a hyperbolic one (e > 1) [19].
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2.2 Spacecraft Attitude Parametrizations
Euler’s theorem observes that the displacement of a rigid body with a fixed point P is a rotation around
an axis that passes through that point, so the rotation itself can be described by four parameters: the
three elements of the vector of the rotation axis a passing through P and the angle that represents the
entity of the rotation ϕ. While there is one and only one rotation matrix R for any given (a, ϕ) pair, which
in some occasion can be abbreviated as ϕ, the uniqueness does not work in the other direction, because
one can define an infinite number of (a, ϕ) pairs that lead to the same rotation matrix. To prove this it
is sufficient to show that the same rotation matrix can be achieved with the pair (a, ϕ) and (−a, 2π − ϕ)
or (a, ϕ + 2mπ), with m ∈ N. For this reason it is necessary to define different unequivocal ways to
parametrize the rotation, the most common of which are Direction Cosines Matrices, Euler Angles and
Quaternions [20].
2.2.1 Direction Cosine Matrix
A possible description of the attitude of a satellite utilizes the rotation matrices. A vector can be expressed
in an infinity of reference system; in this work, the subscript of the vector will indicate the reference sys-
tem in which it is expressed. Given two different reference frames F = {f̂1, f̂2, f̂3} and G = {ĝ1, ĝ2, ĝ3}
there always exist a matrix RG←F , which for brevity will be indicated as RGF , such that
uG = RGFuF (2.2)
RGF can also be called the Direction Cosine Matrix (DCM) of the basis unit vectors of G expressed in F
coordinates. In other words, the DCM RGF contains as columns the unit vectors of G projected on F
RGF =
⎡⎢⎢⎢⎣
ĝ1 · f̂1 ĝ1 · f̂2 ĝ1 · f̂3
ĝ2 · f̂1 ĝ2 · f̂2 ĝ2 · f̂3
ĝ3 · f̂1 ĝ3 · f̂3 ĝ3 · f̂3
⎤⎥⎥⎥⎦ (2.3)
The opposite transformation of RGF is the one that transform the frame G into F and its DCM is
defined as the inverse of the former
RFG = R−1GF (2.4)
By definition any DCM of the type RGF is orthonormal, which means that RGF = RTFG. Another
important property of DCMs is that a sequence of n ∈ N rotations R1, R2, ..., Rn, characterized by the
rotation matrices R1,R2, ...,Rn are equivalent to a single rotation R1n which is described by the DCM
R1n = R12R23 · · ·R(n−1)n (2.5)
Since the rotation matrix is the most intuitive way to define the attitude of the spacecraft, it will also
be called attitude matrix and from now on it will be designated by AGF .
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The main limitation of the DCM parametrization is that, in order to describe a rotation, where the
necessary parameters, as expressed by Euler’s theorem, are 4, it uses 9 parameters, so it implies a less
effective use of the computational memory of any platform in which it is used. Nonetheless it is the most
convenient way to transform vectors between reference systems, so it will be used in this work.
2.2.2 Euler Angles
The Euler Angles parametrization takes advantage of Eq. (2.5). Since a general angular displacement
in space has three degrees of freedom and an axis of rotation has one degree of freedom, it is possible
to describe any angular displacement as a combination of three principal rotations. Euler angles are
commonly defined roll (ϕ), pitch (θ) and yaw (ψ). The order of the rotation influences the final result,
because matrix multiplication is not commutative, so when describing a rotation using Euler Angles it is
always necessary to also provide the sequence, i.e. 3-2-1, 1-2-3, 3-1-3, etc. One of the most frequently
used is the yaw-pitch-roll (3-2-1) sequence, which yields the following matrix (c(·) and s(·) stand for
cos(·) and sin(·) for brevity)
A(ψ, θ, ϕ) =
⎡⎢⎢⎢⎣
c(ψ)c(θ) c(ψ)s(θ)s(ϕ) + s(ψ)c(ϕ) −c(ψ)s(θ)c(ϕ) + s(ψ)s(ϕ)
−s(ψ)c(θ) −s(ψ)s(θ)s(ϕ) + c(ψ)c(ϕ) s(ψ)s(θ)c(ϕ) + c(ψ)s(ϕ)
s(θ) −c(θ)s(ϕ) c(θ)s(ϕ)
⎤⎥⎥⎥⎦ (2.6)
Although this parametrization may be the most intuitive and so the easiest to understand, it is affected
by a fatal flaw: Gymbal Lock. The matrix in Eq. (2.6) has a singularity for θ = ±90°, which means that
when the spacecraft is operating on a pitch angle of ±90° a yaw rotation coincides with a roll rotation,
so the sequence can no longer be considered valid. For this reason the Euler Angles parametrization can
only be used in systems where the pitch angle never approaches ±90° and it is never used to describe the
attitude of a spacecraft.
2.2.3 Quaternions
According to the definition that Hamilton originally gave of it, a quaternion is a four-dimensional entity
constituted of a real number and three imaginary units [21]. In engineering applications, though, it is












A unique convention in the definition of quaternions does not exist, so in the literature they can also
be defined with the scalar taking the first position in the vector, in which case it is called q0. The following
discussion is based on the definition with the scalar in the last position.
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Quaternion Algebra
Quaternions have a slightly different algebra than conventional vectors [22]. The norm is the only
operation that is identical for vector and quaternions algebra
q = ||q|| =
√︁
q12 + q22 + q32 + q42 (2.8)
All of the quaternions used in this work will be unit quaternions, for which ||q|| = 1. The conjugate of a










Lastly it is important to define two product operations with the pair of general quaternions q and p:
p⊗ q =
⎡⎣q4 · p1:3 + p4 · q1:3 − p1:3 × q1:3
p4 · q4 − p1:3 · q1:3
⎤⎦ (2.11a)
p⊙ q =
⎡⎣q4 · p1:3 + p4 · q1:3 + p1:3 × q1:3
p4 · q4 − p1:3 · q1:3
⎤⎦ (2.11b)
It is straightforward that
q⊗ p = p⊙ q (2.12)
So both quaternion products, similarly to the external product for vectors, are non-commutative, but they
are associative and distributive
q⊗ p ̸= p⊗ q (2.13a)
q⊗ (p⊗w) = (q⊗ p)⊗w (2.13b)
q⊗ (p+w) = q⊗ p+ q⊗w (2.13c)
Analogous equations hold for the ⊙ product. Note that if the convention with q0 was taken, the oper-
ations would be different. Similarly to the cross product for vectors, quaternion products can be repre-
sented in a matrix form
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[q⊗] =




q4 q3 −q2 q1
−q3 q4 −q1 q2
q2 −q1 q4 q3
−q1 −q2 −q3 q4
⎤⎥⎥⎥⎥⎥⎥⎦ (2.14)
Where I3 is the 3× 3 identity matrix and [q1:3×] is the matrix representation of the cross product.
A last useful property of quaternions is the transformation between reference frames: if the quaternion
qGF transforms reference frame F into G, qFG = q−1GF is the opposite transformation. Moreover, if qHG
transforms G into H, the following equation is valid
qHF = qGF ⊗ qHG (2.15)
Transformation from Quaternion to DCM
The quaternion representation of a rotational displacement is based on the previously mentioned Euler’s
theorem: the four scalar parameters that compose the quaternions can unequivocally parametrize any
rotation defined by the pair (a, ϕ). If the the rotation (a, ϕ) transforms the reference frame F into G, the
equivalent quaternion representation is [22]
q =







So it is possible to define the rotation matrix in terms of the elements of the quaternion [23]
A(q) =
⎡⎢⎢⎢⎣
q21 − q22 − q23 + q24 2(q1q2 + q3q4) 2(q1q3 − q2q4)
2(q2q1 − q3q4) −q21 + q22 − q23 + q24 2(q2q3 + q1q4)
2(q3q1 + q2q4) 2(q3q2 − q1q4) −q21 − q22 + q23 + q24
⎤⎥⎥⎥⎦ (2.17)





This yields the identity rotation matrix I3.
The first very important perk of using this representation for attitude transformation is that two
successive rotations represented by the quaternions p and w can be represented by the single quaternion
q such that q = w ⊗ p, so that
A(q) = A(w ⊗ p) = A(w)A(p) (2.19)
Even if from a physical point of view the quaternion appears to not have any sense, it is a quicker
computational tool than the DCMs. Moreover it does not present any singularities, so it can be used for
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absolutely any attitude transformation. For this reasons, even if it requires calculation that may seem
more complex and less intuitive than the ones required by the two previously seen methods, in this work
quaternions will be used in the attitude determination and control algorithms.
Transformation from DCM to Quaternion
Eq. (2.17) Transforms the attitude quaternion into the attitude DCM matrix, but also the opposite trans-





















1 +A11 +A22 +A33 (2.20d)
2.3 Reference Frames
The accurate definition of different reference frames is essential to the proper functioning of an ADCS.
A vector that indicates the position of an object, like the Sun, or the orientation of a face, like that of a
solar panel, is always described in space in terms of magnitude and direction. For the purpose of Attitude
Determination and Control, magnitude is superfluous, because only the orientation of the unit vectors
is needed. This orientation can be described in different reference systems. The importance of defining
many reference systems comes also from the fact that the attitude of a rigid body, like the spacecraft, can
be defined as the orientation of a reference system that is embedded within it with respect to a second
one [20].
An important distinction has to be made between inertial and non-inertial reference frames: in the
former “the motion of a particle not subject to forces is in a straight line at constant speed” [24], so the
reference frame itself moves at a constant speed. The latter are frames that are subjected to an external
acceleration or to an angular rate with respect to an inertial frame, so any particle, or body, embedded in
them undergoes a set of apparent accelerations.
The reference frames that will be used in this work are presented in the following discussion. All of
them are defined by an origin and two orthogonal directions; the third direction is defined starting from
the other two in order to form a right-handed orthonormal triad.
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2.3.1 Body Frame
The spacecraft Body frame is centered at a chosen position inside the spacecraft’s body, usually the center
of mass, and its axis are most commonly taken as the three principal axis of inertia of the body [23].
The Body frame is important during the assembly of the satellite to align the various components, but it
is even more important for Attitude Determination and Control, because when a certain attitude has to
be reached, the typical command that the control algorithm performs is to align the Body frame with a
second frame. The Body frame is designated by
B = {b̂1, b̂2, b̂3} (2.21)
2.3.2 Earth Centered Inertial frame
Earth Centered Inertial (ECI) has its origin in the center of mass of the Earth. It will be indicated by
I = {î1, î2, î3} (2.22)
The î1 axis points to the direction of the vernal equinox, the î3 axis is in the direction of the North pole
of the planet and the î2 is defined consequently to form a right handed triad [25].
Since the Earth is on a circular motion around the Sun the ECI frame cannot be considered absolutely
inertial, but for the purpose of attitude control in Earth orbit its acceleration can be neglected [23].
2.3.3 Orbital Frame
The Orbital frame, also called Local Vertical Local Horizon (LVLH), is centered on the spacecraft center
of mass, so it is a non-inertial frame because it rotates around the Earth. It is designated by
O = {ô1, ô2, ô3} (2.23)
The ô3 unit vector is parallel to the direction of the Nadir vector, the ô2 is parallel and opposite to the
direction of the angular momentum of the orbit (the orbit’s normal) and ô1, completes the right-handed
triad.
The LVLH reference frame is of particular importance in Nadir Pointing spacecrafts, because in this
case the command of the controller is to make the Body frame coincident with it.
2.3.4 Pitch Sun Tracking Frame
The Pitch Sun Tracking frame is defined appositely for the PST attitude mode. It will be defined by
S = {ŝ1, ŝ2, ŝ3} (2.24)
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It is centered on the spacecraft center of mass and it can be thought of as a rotation of the orbital frame
around the ô2 axis, so it is defined in terms of the orbital frame’s unit vectors. The Sun unit vector can be
described in the orbital frame as
ŜO = S1ô1 + S2ô2 + S3ô3 (2.25)
The ŝ2 axis is always coincident with the ô2 of the orbital frame, whereas the other two axes result from
a rotation around ô2:
ŝ1 := cos(σ + α)ô1 + sin(σ + α)ô3 (2.26a)
ŝ2 := ô2 (2.26b)
ŝ3 := ŝ1 × ŝ2 (2.26c)
Where σ is the rotation that aligns ŝ1 with the projection of the Sun vector on the orbital x-z plane
σ = tan−1(S3o/S1o) (2.27)
α is an additional rotation that allows to orient the x and z faces of the body in order to maximize the
energy production.
2.4 Spacecraft Attitude Kinematics
The Attitude Kinematics deals with the evolution of angular displacements in time. Let F and G be the
usual pair of reference frames, if the relationship between the two frames is time dependent, the DCM
that transforms the versors of F into those of G is also time dependent and it is possible to define the
angular velocity vector of one with respect to the other one according to Newton’s definition of derivative





Where ωGFG and ∆ϕ
GF
G are respectively the angular rate and the difference of angular displacement over
the time ∆t of F with respect to G expressed in G components. Using this definition the fundamental
equation of Attitude Kinematics can be written
ȦGF (t) = −ωGFG (t)×AGF (t) (2.29)
which is a linear differential equation with a time dependent coefficient, so it cannot be solved analytically
except in particular cases. If the history of the angular velocity is known, the integration is possible, so
that at every instant the attitude of F with respect to G is known. Alternatively, it is also possible to use
Eq. (2.29) to compute the angular velocity if the history of the attitude is known (from now on the time
dependency will be implied for clarity)
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[ωGFG ×] = −ȦGFATGF = −ȦGFAFG (2.30)
The angular rate presents a very useful property relating the angular rates of two systems with respect to
each other [23]
ωGF = −ωFG (2.31)
In many occasions, more than two reference frames are needed to perform determination and control
operations; in these cases it is useful to have a formula that relates the angular rates of each frame with
respect to the others. Let a new frame be introduced, H; being careful as to representing each of the
three vectors in the same reference frame, the angular rate vectors can be added as follows
ωHF = ωHG + ωGF (2.32)
Eq. (2.32) can be combined with Eq. (2.31) to obtain the angular rate of any frame knowing the angular
rates of two other frames with respect to it.
2.4.1 Vector Kinematics
Given a vector u, it can be represented in two reference frames F and G as expressed in Eq. (2.2), so the
representation of its time derivative in the two frames can also be related via
u̇G = AGF u̇F − ωGFG × uG (2.33)
This is another fundamental and very useful equation of rotational mechanics. For Eq. (2.33), as for all
the previous equation, there is no discrimination between inertial and non-inertial frames, because there
is no indication on which of the frames is rotating in an absolute sense, but only the relative motion is of
interest.
If Eq. (2.33) is differentiated, one can obtain the equation for the acceleration of the vector as ex-
pressed in the two reference frames
üG = AGF üF − ωGFG × (ωGFG × uG)− 2ωGFG × u̇G − ω̇GFG × uG (2.34)
where, if u is a position vector, the terms on the right side have a special meaning: the first term is
the relative acceleration, the second term is the centripetal acceleration, the third term is the Coriolis
acceleration and the fourth one is the Euler acceleration.
2.4.2 Kinematic of Quaternions
The previous discussion is valid when a rotation matrix, or DCM, is used to describe the attitude orien-
tation. If a quaternion is used, a different equation has to be used to define the angular rate. The time






Where q = qGF and ω = ω
GF
G and the subscripts have been neglected for clarity. It is convenient to write













So it is also possible to write the angular rate in terms of the quaternion and its derivative
ω = 2ΞT(q)q̇ (2.38)
2.5 Spacecraft Attitude Dynamics
The rotational dynamics deal with the torques acting on the spacecraft and the consequent evolution
of the angular momentum and the kinetic energy. All of the discussion of this section involves vectors













Figure 2.1: Inertial and Body reference frames.
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Taking as a reference the representation of Fig. 2.1, the starting point is the definition of the angular




rop × vpdm (2.39)
where the integration is performed over the whole volume of the rigid body of the spacecraft B with dm
the infinitesimal mass of the generic point P of the body; rop and vp are respectively the distance of P
from the point O and the absolute velocity of P .
The velocity vp can be expressed as the sum of the velocity of the pole, the relative velocity of P with




= vo + ṙop + ω × rop (2.40)
Since the choice of the pole in Eq. (2.39) is arbitrary, one can chose it to be coincident with the center
of mass of the spacecraft G without loss of generality (O = G). By hypothesis the spacecraft is rigid, so
there is no relative motion with respect to the center of mass
ṙop = 0 (2.41)





× vo = 0 (2.42)




rp × (ω × rp)dm (2.43)
Following the convention, the subscript is omitted because the pole is the center of mass. Using the cross
product properties it is possible to show that the integral in Eq. (2.43) is equivalent to
h = Jω (2.44)








































Newton’s Second Law in rotational dynamics asserts that the derivative of the angular momentum




= τ ext (2.46)
Eq. (2.46) is the fundamental equation of rotational dynamics for a rigid body.
Since Eq. (2.46) is expressed in the Body frame, it is possible to decompose the derivative of the
angular momentum into two terms: one representing the variation of the quantity in the Body frame, the
other representing the variation dependent on the rotation rate of the reference frame with respect to an
inertial frame, such as the ECI frame:
dh
dt
= ḣ+ ωBIB × h (2.47)
Combining Eq. (2.46) and Eq. (2.47), one can obtain the final form of the equation of dynamics
ḣ = τ ext − ωBIB × h (2.48)
2.6 Orbital Perturbations in LEO
The restricted two body problem presented in Section 2.1 is a very simplified way of studying the orbit
of a spacecraft. No actual object follows a Keplerian orbit because it is subjected in every instant to
secondary accelerations that have to be accounted for in the differential equation of motion. So in reality
the equation of motion does not have an analytical solution, contrarily to what happens with Eq. (2.1).
For this reason complex models have to be develop to keep track of all the perturbative forces acting on
the spacecraft, in order to write the equation of motion in the most accurate way possible and integrate it
to find a trajectory that is as close as possible to the actual trajectory described by the satellite. Moreover,
some of these forces do not act on an uniform way on the satellite, thus they impose a torque around
the center of mass, causing the spacecraft to rotate [19]. The most important of these perturbations are
presented in the following discussion.
Perturbative forces can be divided into four categories: high order gravitational harmonics caused by
non-spherical mass distribution of the Earth, solar radiation pressure acceleration, atmospheric aerody-
namic drag and third body accelerations of the Moon and the Sun. Since the spacecraft is in an ISS orbit,
the last one of these perturbations will be neglected.
2.6.1 High Order Gravitational Harmonics
A more accurate model of the shape of the Earth includes the bulge at the equator and the flattening at
the poles: in fact our planet has a mean equator radius of 6378 km and a mean polar radius of 6356 km.
The acceleration of a satellite can be found using the gradient of the gravitational potential function























where r, ϕ and ψ are spherical coordinates of the Earth, µ is as usual the gravitational constant of the
planet, RE is its equatorial radius, Pn are the Legendre polynomials and Cnm, Snm and Jn are the zonal
coefficients, dimensionless constants which decrease in value with the indexes n and m.
The zonal coefficients can be separated into tesseral terms (in the second summation of Eq. (2.49)),
which divide the Earth into sections defined by longitude and latitude, and sectoral (in the first summa-
tion of Eq. (2.49)), which divide the Earth into slices and only depend on latitude. A geopotential model
includes a certain number of zonal coefficients, each of which corresponds to a gravitational harmonics
of the geopotential function. The more terms are included in the model, the more accurate it is. In this
work, the model developed in [27], including harmonics up to the 120th, order is employed.
Since the acceleration caused by high order gravitational harmonics is derived from a potential func-
tion, it is conservative, thus it does not modify the total energy of the orbit, but it only causes a periodic
variation of all the orbital elements. The most important of these variations are caused by the J2 har-
monics and involve the argument of periapsis and the longitude of the ascending node of the orbit, which
undergo a significant periodic change [18].
2.6.2 Gravity Gradient Torque
The gravitational field is not uniform over a body, because the entity of the acceleration depends of the
position of the single infinitesimal element P that is being attracted, thus, if only the first order of the
gravitational potential function is considered, the acceleration acting on each of these elements obeys to
the gravitational law
da = − µ
||rp||3
rpdm (2.50)




rcp × df (2.51)
where rcp is the distance of the infinitesimal point P from the center of mass C. Choosing the principal







(I3 − I2) sin(2ϕ) cos2(θ)
(I1 − I3) sin(2θ) cos(ϕ)
(I2 − I1) sin(2θ) sin(ϕ)
⎤⎥⎥⎥⎦ (2.52)
where rc is the distance of the center of mass of the spacecraft from the center of mass of the Earth and
the torque was written in function of the Yaw, Pitch and Roll angles for easiness of exposition.
2.6.3 Aerodynamic Drag
In LEO orbits the Aerodynamic drag is the most important non-gravitational perturbative force. It is a
decelerating force, because it acts in the direction opposite to the spacecraft velocity, thus it removes
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energy from the orbit and it cannot be modeled as a conservative phenomenon [20].
Acceleration
Let α be the angle of attack of a single air particle with respect to the infinitesimal portion of area of
the spacecraft dA, the total force acting on the spacecraft due to atmospheric drag is the integral of the









where H(·) is the Heaviside function, ur is the velocity of the particle of air relative to the spacecraft body
and ρ is the density of the atmosphere. If the assumption is made that the spacecraft is fast enough that
its velocity is much higher than the average thermal motion of the atmosphere, the particles hitting it
all have the same velocity equal and opposite to the velocity of the spacecraft ur = −v. The speed of
the spacecraft and the density of the air do not depend on the contact area, so it is possible to write the



















The drag coefficient CD for a small CubeSat is usually included in a range such as 1.8 < CD < 2.4 [28].
In this work a value of CD = 2 has been chosen.
The main issue in modelling the drag perturbation is that a precise model is needed for the atmo-
spheric density ρ, if an accurate result is sought. A variety of models are available in the literature; in this
work the NRLMSISE-00 atmosphere model has been used [29].
Torque
It is possible to express the torque caused by the aerodynamic drag perturbation on the spacecraft body












where rcp is the distance of the infinitesimal particle hitting the surface from the center of mass and A is
computed using Eq. (2.54). By definition of center of pressure, the torque is now computed as
τ d = cp × fd (2.58)
which can be written in extended form as
τ d = −
1
2
mρB||v||cp × v (2.59)
2.6.4 Solar Radiation Pressure
Another dissipative perturbative force that acts on every spacecraft, even though only when it is not
in eclipse, is the solar radiation pressure. Although in engineering application usually radiation is only
intended as a wave, one should always remember its double nature of wave-corpuscular entity. The
radiation incoming from the Sun includes a very large quantity of photons, which possess an infinitesimal
mass, and a small number of more energetic and heavier particles. Since this flux has a certain mass, it
carries a momentum, which is transferred to the foreign body that intercepts it, e.g. the spacecraft.
Acceleration
The exchange of momentum between one particle and the spacecraft can also be expressed in the form
of a pressure multiplied by the area that is illuminated
dfsp = H(cos(α)) cos(α)pŝdA (2.60)
where ŝ is the unit vector in the Poynting vector direction, given by the cross product of the local electric
field and the local magnetic field of the wave (s = e × h), and p is the pressure of radiation on a totally






The angle α is formed by the intersection of the Poynting vector with the inward normal surface of unit
magnitude
cos(α) = ŝ · n̂ (2.62)












By definition, the torque is the integral of the contribution of each infinitesimal force multiplied by
the distance of the infinitesimal surface illuminated by the photon from the center of pressure of the
spacecraft
τ sp = cp × fsp (2.65)
which ultimately results in
τ sp = pAcp × ŝ (2.66)
where cp is the position of the center of pressure, defined in a similar fashion to what was done for the
aerodynamic drag in Eq. (2.57).
2.6.5 Magnetic Torque
The spacecraft internal circuits and electrical devices cause it to be affected by a parasitic magnetic dipole
moment mpar, which, via the interaction with the magnetic field of the Earth b imposes a torque on the
spacecraft:
τm = mpar × b (2.67)
Similarly to the gravitational field, the magnetic field of the Earth can be modeled using a potential
function with an infinite number of harmonics












Where r, ϕ and ψ are the spherical coordinates, RE is the mean equatorial radius of the Earth, gnm and
hnm are Gauss coefficients and Pnm(x) is the Legendre function. The gradient of this potential function
yields the magnetic field
b = −∇⃗V (2.69)
Thus a model is needed for computation of the harmonics up to a certain order of degree n and m. In





ORCASat is a 2U CubeSat, as it can be seen in Fig. 3.1. At the time this document is being written, its
development is still not concluded, but the maximum estimated mass of the satellite is 3.6 kg [30]. In
Fig. 3.2 the accommodations for the payload and all the subsystems are shown. One of the focuses of the
design is to keep the principal axes of inertia of the spacecraft as close as possible to the Body frame axis
as represented in Fig. 3.1, so that in the attitude control there is as little coupling as possible between the







Figure 3.1: Body Axes configuration [30]. Figure 3.2: ORCASat’s internal structure [30].
3.1 Solar Arrays
The CubeSat is powered by a set of body mounted solar panels, produced by Azur Space, which have a
BOL efficiency of 29.6% [31], for which the configuration is presented in Table 3.1. The power produced
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by them is computed considering a constant value of solar power density (1350 W/m2)
P = Ppeak cos(θ) (3.2)
where θ is the angle between the normal to the panel and the Sun vector.
Table 3.1: Solar Panels configuration.






Figure 3.3: CubeADCS Y-Momentum1.
The ADCS that will be implemented in ORCASat was produced by CubeSpace, a company that has
been designing and building Attitude Determination and Control Subsystems for CubeSats since 2014 and
which sells systems and components with reliable flight heritage2. In particular, the full ADCS solutions
(called CubeADCS) proposed by CubeSpace are three: Magnetic, Y-Momentum and 3-Axes. The first
one only comprises magnetic actuators, so it is mainly used on 1U CubeSats to detumble the spacecraft
and put it into a controlled slow spin. The third one presents three momentum wheels that are able
to accurately orient the CubeSat in Space on three axis, so it is used in mission that have restrictive
inertial pointing requirements, which are typically performed by CubeSats made of 3U or more. The Y-




used in missions where the spacecraft needs to be stabilized on three axes, but the pointing requirements
are not extremely demanding, so it is perfect if the pointing requirement is higher than 1°. Contrarily to
the Magnetic configuration, the Y-momentum wheel configuration, which can be seen in Fig. 3.3, allows
to dissipate the rotation of the satellite after detumbling and to perform pitch maneuvers, but it is not
able to perform precise maneuvers on the yaw and roll planes [32].
The MATLAB® Simulink® models for the sensors and actuators, here described qualitatively, and their
parameters are presented in Appendix B.
3.2.1 Sensors
The attitude sensors are vital hardware components that feed the ADCS OBC with the environment
vectors that are necessary to determine the attitude of the spacecraft. In order of increasing accuracy, the
most commonly employed sensors in spacecrafts are coarse sun sensors, magnetometers, horizon sensors,
fine sun sensors, and star trackers. In addition to these, gyroscopes are used to determine the rotational
attitude of the satellite [26]. The sensors suite of CubeADCS Y-Momentum includes 3 MEMS Gyros, 10
Coarse Sun Sensors, one Tri-axial Magnetometer and one Fine Sun Sensor.
MEMS Gyros
Micro-Electro-Mechanical System (MEMS) gyros are the most commonly used devices for the measure-
ment of the angular rate of CubeSats [33], due to their low cost, low mass, low power requirement and
their inherent immunity from shock and vibration [34].
A MEMS gyro can be modeled as a two-fold orthogonal spring-mass-damper with stiffness k and
resonant frequency ωr [35]. The basic principle behind the functioning of MEMS gyros is that a vibrating
object keeps on vibrating in the same plane even if its support rotates. So the proof mass has to be
continuously kept in a vibrating mode. In the rotational reference frame of the support, the proof mass
undergoes a Coriolis acceleration out of the plane
ac = 2v ×Ω (3.3)
where Ω is the rotational rate of the support, which has to be measured and v is the velocity of the
vibration of the mass. The vibrating velocity can be expressed a follows:
v(t) = Xiωr cos (ωrt) (3.4)
where Xi sin (ωrt) is the in-plane position of the mass, under the hypothesis of a sinusoidal vibration.
Given that the suspensions of the mass provide elastic stiffness k, this acceleration is proportional to






Combining Eq. (3.3), Eq. (3.4) and Eq. (3.5), the angular rate on the axis of the gyro can be calculated





Any gyroscope presents two sources of noise: the Rate Random Walk (RRW), which has the units of a
rate [rad/s] and the Angular Random Walk (ARW) which appears with the unit [rad/s0.5] [37].
Coarse Sun Sensors
Sun sensors provide an estimate of the position of the Sun with respect to the spacecraft’s Body frame
[33]. The coarse Sun sensors of CubeADCS are simple photo-diodes mounted on a small PCB, which has
to be epoxied to the outer surface of the satellite. The configuration proposed by CubeSpace comprises
10 of these sensors, 5 of which are redundant, because it is sufficient to mount one on each face of
the satellite, except the -z face, where the fine Sun sensor is. The basic idea behind the functioning of
these Sun Sensors is that the electrical current produced on the photodiode is directly proportional to the
cosine of the angle of incidence of the sun rays on its surface, so the angle can be easily deduced from
the current measurement:
I = Imax cos (θ + ν) (3.7)
where the term ν represents the uncertainty of the measured angle in the form of a Gaussian white
noise. These sensors are used to give an initial rough estimate of the satellite attitude, so they are quite
inaccurate, as the name suggests: their measurement accuracy, which is the standard deviation of ν, is
approximately 10° [38].
CubeMag
CubeMag is the tri-axial magnetometer provided by CubeSpace. Magnetometers are used to give an
estimation of the local magnetic field in the body frame. This can be used to estimate the attitude of
the satellite [39] and even to give an estimate of the position of the CubeSat [40]. The spacecraft’s
own circuits and electrical devices inherently produce magnetic fields that can be a great disturbance
on the magnetometer’s measurement [26], so a very important feature that makes the measurements
from the magnetometer much more reliable is the ability to deploy outside of the CubeSat’s structure.
For a 2U CubeSat like ORCASat, a safe distance from the spacecraft center is around 50 mm, which is
approximately the length of the deploying arm of CubeMag.
CubeSense V3
CubeSense V3 is a small camera operating in the range of the visible radiation which can be configured
both as a fine horizon sensor and as a fine Sun sensor. If it is used as a Sun Sensor, as is the case for
ORCASat, a filter is placed in front of the camera to allow only intense light to be detected. It is the sensor
that requires the most energy (100 mW in nominal mode), but it can provide a measurement for the Sun
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vector with an accuracy of 0.2°, thanks to its very wide detection FOV of 180°. The main limitation of
this sensor is obviously that it can only see than half of the space around the satellite. This is why the
Coarse Sun sensors are very important in the side of the satellite where CubeSense is not present: if the
spacecraft is oriented with this side towards the Sun the measurement of the Sun vector is much less
accurate, but it can still be used to estimate the attitude [41, 38]. Nonetheless, it was decided by the
team to mount CubeSense V3 on the Zenith face of the satellite, which is the one that is expected to be
illuminated for most of the time.
3.2.2 Actuators
Actuators are the hardware devices that produce a torque, which has to be as close as possible to the one
commanded by the controller at each instant in time, to make the satellite actively achieve, or maintain,
the desired attitude [26]. The most commonly used actuators on spacecrafts are magnetorquers, reac-
tion/momentum wheels and thrusters. These last ones are used only on medium size or large satellites,
rarely on CubeSats smaller than 6U. The configuration proposed in CubeADCS includes three magnetor-
quers and a momentum wheel.
CubeRod and CubeCoil
Magnetorquers are the most commonly used actuators in small CubeSat because of their simplicity, low
cost and effectiveness in LEO orbits, where most of these nanosatellites operate. They can also be used
to desaturate the reaction wheels [23].
A magnetorquer is basically a solenoid, characterized by N turns of wire in a loop of area A and a
direction n̂ perpendicular to the surface A. According to Ampere’s law, when electric current flows inside
the wire a magnetic dipole moment m parallel to n̂ and proportional to the current intensity, the area
and the number of turns is produced
m = NIAn̂ (3.8)
Denominating the local magnetic field of the planet b, the torque that the magnetorquer imposes on the
spacecraft is:
τ = m× b (3.9)
So, by modulating the electric current intensity flowing inside each of the three actuators it is possible to
produce the desired torque in terms of intensity and direction.
To compute the power required by each magnetorquer, the voltage supply V of the actuator has to be
known, so that the calculation is simply performed using Ohm’s law
P = V I (3.10)
The main limitation of magnetic actuation is that it is not auto-consistent: it is impossible to produce
a torque parallel to the direction of the local magnetic field, hence to achieve instantaneous full control
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at least another type of actuator is needed. Nonetheless many studies point out how tri-axial control can
be achieved using magnetic actuators in an averaged sense, because the change of the magnetic field in
the Body frame over the course of an orbit allows the satellite to apply torques in any desired direction
[42, 43, 44].
CubeADCS Y-Momentum presents three magnetorquers, two of which are called CubeRods, whereas
the last one is called CubeCoil. Due to volumetric limitations it is impossible to have three equal actuators,
like three rods, so one actuator is a coil, which allows to achieve a lower maximum magnetic dipole
moment than the rods. In fact, the rods reach saturation at 0.48 Am2, whereas the coil at 0.13 Am2.
CubeWheel
CubeWheel can be used as a momentum wheel or as a reaction wheel. The basic difference between these
two operating modes is that in the first case it is used to contrast the environmental disturbance torques,
whereas in the second it is used to perform an attitude maneuver. If the wheel is used as a momentum
wheel it is typically spun up to the maximum speed to provide gyroscopic stiffness to the satellite, via the
increment of the total angular momentum. In fact, increasing the angular momentum makes the satellite
less sensitive to external torques that are perpendicular to the direction of the rotation. This robustness
towards perturbing torques is a fundamental requirement for a good pointing accuracy. The maximum
momentum storage that can be achieved by the small CubeWheel present in CubeADCS is 1.7 mNms.
The operational mode of a momentum wheel is called speed mode, as opposed to the one the reaction
wheel, namely the torque mode.
The wheel electric circuit can be modeled as the MISO closed loop system of Fig. 3.4, where the
inputs are the commanded angular rate ωc and the angular rate of the satellite ωs and the output is the
angular rate of the wheel ωw. Typically small wheels are more subject than bigger ones to the influence
of friction, which tends to slow them down. Hence, to keep the angular rate constant a significant power
has to be fed to the CubeWheel. A momentum wheel undergoes the deceleration caused by two types of
dissipative actions: the Coulomb friction and the viscous friction. The former is the constant torque that
is needed to put the system in motion, while the latter is a deceleration proportional to the angular rate
of the system [45]. The objective of the momentum wheel is to have a commanded torque τc as small
as possible, in order to keep the angular rate constant, but the friction terms cause the rate to decrease,
thus an accelerating command is always needed. Bearing this in mind, the dynamics of the momentum
wheel can be model as a function of its moment of inertia Jw and the two friction parameters c > 0 and
B > 0, which respectively model the Coulomb and the viscous frictions
Jwω̇w = τw −Bωrel − c sgn(ωw)− τe (3.11)
where ωrel = ωw − ωs is the angular rate of the wheel relative to the pitch rate of the satellite, τw is
the torque that it exerts and τe is a white Gaussian noise that models the disturbances caused by the
eccentricity of the wheel.


























Figure 3.4: Momentum wheel electric and mechanical model (for the complete model see Appendix B).
then transformed into a commanded torque τc via the derivative operation and the multiplication by the
wheel moment of inertia. The commanded torque is then transformed into an electric current command
Ic, which is compared to the feedback value of the actual current that is circulating in the wheel Iw. The
entity of the difference, multiplied by the retroactive constant k and integrated, returns the value of the
executed voltage ew. An important source of disturbance to consider in this node of the wheel electric
system is the counter-electromotive force, which reduces the voltage commanded by the controller
ee = keωrel (3.12)
where ke has the same numerical value as km.
The torque that would be produced in the absence of dissipative forces is related to the current Iw
that is fed to the wheel by the torque constant km
τw = kmIw (3.13)
The total torque, which is obtained according to Eq. (3.11), is at last integrated and divided by the
moment of inertia to obtain the output value of the wheel angular velocity.
In the literature many empiric studies are found about methods of estimation of the wheel parameters
(c, B, km, k, ke), when it is possible to perform physical tests on the wheel [46, 45, 47], and many more
on numerical simulations, when the viscous parameters are known [48, 49, 50, 51]. In this work, since
the physical system was not available to perform tests with, the viscous coefficients were estimated based
on the data-sheet provided by CubeSpace [38].





3.2.3 CubeComputer and Software
The CubeComputer is a low power OBC that functions as a control unit for the CubeADCS. It is able to
run estimator and control algorithms and manage communications between the ADCS modules and the
main OBC of the spacecraft via I2C, CAN and UART interfaces.
Two software programs are installed in the CubeComputer: a bootloader and an Attitude Control Pro-
gram (ACP). The bootloader performs several important tasks such as providing status telemetry, enabling
watchdogs to prevent faulty or damaged applications from halting the CPU and allowing reprogramming
of applications via UART or I2C. The ACP is the main application launched by the bootloader which allows
the CubeComputer to interface with every subsystem of the CubeADCS. It also coordinates the sampling
and calibration of sensors, the execution of estimation modes and the transmission of control commands
to the actuators [38]. It comprises several standard estimation modes and control modes, that are here
listed and will be explained in Chapter 4 and Chapter 5. The standard estimation modes are:
• Gyro rate measurement: provides the measurement of the angular rates as read by the gyros.
• Magnetic Rate Extended Kalman Filter (MREKF): uses a filtering process to yield the angular rates
starting from the measurements of the magnetometer.
• TRIaxial Attitude Determination (TRIAD): employs an algebraic method to provide an estimation
of the quaternion attitude using two sensor measurements.
• Gyro (or Multiplicative) EKF: Uses an Extended Kalman Filter to compute the attitude quaternion
and the gyro bias from the two sensor measurements and the gyro measurements.
• Full-state (or Additive) EKF: Uses an extended Kalman Filter to compute the attitude quaternion
and the angular rates from the two sensor measurements.









The attitude determination modes that are implemented in the CubeSpace OBC are exposed in this
section. The first algorithm barely uses the gyroscopes sensed measurements as an estimate for the
angular rate and no information is given on the attitude. For the other four modes a more detailed
discussion is necessary.
4.1 TRIAD
TRIaxial Attitude Determination (TRIAD) is a simple determination algorithm invented by Harold D.
Black [52]. It makes use of only two instantaneous vector measurements and it does not require the
knowledge of the history of the attitude of the spacecraft. Thanks to its elegance it has been the object of
many studies and it can be found in many different varieties that offer different deterministic construc-
tions for the attitude matrix [53, 54, 55]. In this section only the standard TRIAD will be presented. The
starting point for the algorithm is the measurement of two vectors in the Body frame. Since TRIAD is a
deterministic approach to attitude determination, the Body vectors expressed in the Body frame have to
be coupled with the vectors as expressed in a second known reference frame, such as the ECI frame, at
the same time t. The Body vectors will be called b1 and b2, while the reference vectors are r1 and r2.
Typically the two vectors used are the Sun vector and the vector of the local magnetic field, as is the case
for ORCASat. The final aim is to find an attitude matrix such that
Ar1 = b1 (4.1a)
Ar2 = b2 (4.1b)
It is impossible to satisfy at the same time both Eq. (4.1a) and Eq. (4.1b), because in reality the Body
vectors are measurements which are affected by errors, so that, if the sensor measurements are used,
Eq. (4.1) becomes
A1r1 = b̃1 = b1 + ν1 (4.2a)
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A2r2 = b̃2 = b2 + ν2 (4.2b)
where ν1 and ν2 are the Gaussian white noises of the two measurements and A1 ̸= A2.
The idea behind this algorithm is that given an orthonormal TRIAD of unit vectors {v̂1, v̂2, v̂3} in









The algorithm forms the first TRIAD from r1 and r2 and the second one from b1 and b2. This is possible
only if the two vector are not parallel, situation in which the singularity of the solution would not allow









û3 = û1 × û2 (4.4c)
The exact same procedure is used for the reference vectors. It is clear that in Eq. (4.4a) all the information
included in the b̃1 measurement is preserved, whereas in Eq. (4.4b) only two components of b̃2 are used,
since û2 can be the result of the cross product of b̃1 with an infinity of vectors that lay on the plane
parallel to b̃2 and orthogonal to b̃1. Since one of the measured unit vectors is usually more accurate than
the other (ν1 < ν2), it is convenient to compute the matrix A such that Eq. (4.2a) is exactly satisfied
and Eq. (4.2b) only approximately. In this way the measured scalar component that is not utilized is the
third component of the less accurate vector. Finally the estimated attitude matrix is obtained substituting
Eq. (4.4) into Eq. (4.3) and using the sensed vectors defined in Eq. (4.2)
Aest = b̃1r
T
1 + (b̃1 × b̃×)(r1 × r×)T + b̃×rT× (4.5)
4.2 Extended Kalman Filters
In many situations static attitude determination techniques like TRIAD cannot provide an accurate solu-
tion to the determination problem, i.e. when the spacecraft is in eclipse, or when a singularity is present
in the problem. In this regard, stochastic (or recursive) algorithms can be more reliable, because they
combine the measurements coming from the sensors with a propagation step derived from the spacecraft
kinematics [56]. For systems that are described with sufficient accuracy by a linear model, the Kalman Fil-
ter is a very useful tool of recursive estimation [57]. In the case of a more complex mechanics, described
by non-linear differential equations, the Extended Kalman Filter (EKF) is one of the most commonly used
filtering methods because of its simplicity and effectiveness [58]. In Fig. 4.1 a qualitative indication of the
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operation of the EKF is given: the propagation using the kinematic equation is corrected at each time step
by a measurement update, characterized by a covariance matrix which models the uncertainties of the
measurements. In this chapter, the subscript in xk represents the time step in the propagation, whereas
the superscript in x- (x+) indicates if the variable is estimated before or after the measurement update.
The hat symbol x̂ stands for the estimation of a variable, as opposed to the measured variable described
by the tilde x̃ and the true value xtrue.
A general nonlinear system can be described by the following differential equation
ẋtrue = f(xtrue,u,w, t) (4.6)
where x is the physical state n× 1 vector (typically position and its derivatives), u is the m× 1 vector of
the known input and w is a zero-mean Gaussian white-noise process vector with spectral density matrix
Q. Also the measurement model has to be considered:
ỹk = h(x
true
k ) + vk (4.7)
where yk is the measured vector at the time step k, h(·) is the measurement function and vk is the

























Figure 4.1: EKF formulation (adapted from [16]).
The filter propagates two variables: the state vector and the covariance matrix, that measures the
uncertainty of the estimation. In the propagation stage Eq. (4.6) is discretized making use of a finite




















A fundamental hypothesis of this filter is that the true state is sufficiently close to the estimated one, so







In this way, the noise term of Eq. (4.6) can be ignored in the propagation of the state and included only















































4.2.1 Magnetometer Rate Extendend Kalman Filter
In the situation in which the MEMS gyro measurement is not available, it is useful to be able to determine
with a certain degree of accuracy the angular rates using only the measurement from the magnetometer.
Many studies present a way to utilize the EKF formulation to filter the magnetic field measurement and
use it in this regard [59, 60, 61, 62, 63]. The filtering process of the Magnetic Rate Extended Kalman
Filter (MREKF) only yields valid results if the angular rate of the spacecraft is below 35°/s [32], because
it relies on the finite difference derivative of the sensed magnetic field, that can be very inaccurate at high
rate.
Referring to Fig. 4.1, the state to be estimated is a three-dimensional vector equal to the angular
velocity of the spacecraft expressed in the body reference frame (where ω = ωBIB for brevity)
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x(t) = ω(t) (4.16)
Eq. (4.6) is translated into the equation of motion of the spacecraft:
Jω̇ + ω × (Jω + h) = τ − ḣ (4.17)
where J is the tensor of inertia of the satellite, h is the angular momentum of the reaction wheel and τ
is the total external torque (disturbances and control) acting on the spacecraft. So, in terms of the state
vector and the input vector, Eq. (4.17) can be written as
ẋ(t) = F(t)x(t) +Bu(t) (4.18)






+ ω × bB (4.19)
where bI and bB respectively stand for the local magnetic field vector in the ECI and in the Body frames.
It is assumed that the magnetic field vector does not vary with respect to the inertial frame during the
sampling interval, thus dbI/dt = 0. So Eq. (4.19) becomes
dbB
dt
= bB × ω (4.20)
The measured magnetic field vector is
b̃(t) = bB(t) + v(t) (4.21)
where v(t) is a three-dimensional noise process vector with standard deviation σ and covariance matrix
R = σ2I3.
Propagation





















































−1 · (τ+k−1 − ḣ
+
k−1)∆t (4.23b)
whereH0 is the constant angular momentum given by the orbital motion around the Earth on the negative
pitch axis [64]. It is not necessary to include the three components of the angular momentum of the
spacecraft in the state vector because they can simply be obtained multiplying the constant matrix of
inertia and the angular rate vector (h = Jω). The covariance matrix propagation is carried out as
indicated in Eq. (4.11), with G = I3 and Q = σ2pI3, where σp is the standard deviation of the process
noise, which has to be tuned between 10−8 and 10−6.
Measurement Update
The discrete measurement sensitivity matrix is defined as:
Hk = [b̃k×]∆t (4.24)





Now the Kalman Gain is computed as suggested in Eq. (4.13) and the state estimate can be updated










Also the covariance matrix is updated using Eq. (4.15).
4.2.2 Additive Extended Kalman Filter
As it was seen in Section 2.2.3, the quaternion is the most efficient way to estimate the attitude of the
spacecraft, but its use in an EKF algorithm can be problematic, because in the standard formulation there
is no constraint for the first element of the state variable x to be of unitary norm [65]. One of the
ways to deal with this problem is to impose a brute force normalization on the updated quaternion. The
material exposed in this section was collected from various sources [66, 67, 68, 69, 70]; the algorithm is
alternatively called Gyroless EKF, Seven-state EKF, Full state EKF or Additive EKF (AEKF). The variables









obeys the normalization constraint qTq = 1. Eq. (4.6) consists
of two parts: the kinematics equations expressed in terms of quaternion and angular velocity (from
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Jω̇ + ω × (Jω + h) = τ − ḣ (4.28b)
Similarly to what happens for a static method like TRIAD, a vector measured by a sensor in the body
frame is compared with the same vector as expressed in the ECI frame to obtain an estimation of the
attitude. If a reference vector, e.g. the Sun vector, is represented in the ECI and body frame respectively
by ytrueI and y
true
B , then the following relations hold
ỹk = A(q̂k)y
true
I + e = h(x̂k) + v (4.29)
where v is a vector of Gaussian white noise processes of standard deviation σs (equal for the three
components) that model the error of the measurement with covariance matrix R = σ2sI3.
Propagation






The state error transition matrix is defined using the same process that was used for the MREKF











−(ωz)+k−1 0 (ωx)+k−1 (ωy)+k−1
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+
k−1 −(ωx)+k−1 0 (ωz)+k−1






























































as in Section 4.2.1, there is no need to include the angular momentum of the spacecraft h in the state













Since AEKF needs to propagate the full equation of motion, if an accurate result is wanted the algo-
rithm has to be aided by a very robust set of environmental models and a good estimation for the satellite
physical parameters. If this is not the case, the known term of Eq. (4.32) might substantially differ from
the real torques acting on the spacecraft, thus making the estimation of the attitude very inaccurate.
Measurement Update
According to the definition of the measurement matrix as expressed in Eq. (4.12), the Jacobian of the
vector equation that transforms the reference vector from the ECI frame to the Body frame has to be





where the attitude matrix A is expressed in terms of the quaternion according to Eq. (2.17). So the
sensitivity matrix is defined as follows
Hk =
[︂






















































































The Kalman Gain is computed at this point using Eq. (4.13). The covariance matrix is updated according
to Eq. (4.15) and the update term is calculated using the Kalman Gain





At this point a brute force normalization becomes necessary to ensure that the quaternion does not exceed















From this point on, the k + 1 step takes place in the propagation and the process repeats itself.
4.2.3 Multiplicative Extended Kalman Filter
Another way to overcome the problem of the quaternion normalization in the EKF is the use of the multi-
plicative approach in the computation of the quaternion error. The Multiplicative Extended Kalman Filter
(MEKF) is one of the most commonly used estimation algorithms in CubeSats, thanks to its efficiency and
precision [65, 71, 72, 73, 74]. In this work the version that was developed in Rondão’s Master’s Thesis
[75] is employed. It takes advantage of the measurements of the attitude sensors (Sun sensors and mag-
netometer) combined with the rate sensor (MEMS gyroscopes) which is used in the state propagation
step.
The formulation of the EKF is advantageous because it involves the estimation of only 6 variables,
instead of 7, making the algorithm faster, and it allows to estimate both the attitude quaternion and the
dynamic bias of the gyroscopes measurements, which is needed to obtain a better estimate of the angular
velocity of the spacecraft.
As in the AEKF (Eq. (4.27)), the state vector is 7 × 1 vector made of a quaternion and an angular
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velocity part. The true quaternion can be written as the product of the error quaternion and the estimate
according to Eq. (2.15) [16]:
qtrue = δq(δθ)⊗ q̂ (4.38)
where δθ is a three component state vector for the local representation of the error, which can be ex-





This last equation is only valid when the attitude error δθ is small, because the relation between the
quaternion error and the local attitude error is only a first order approximation.
A propagation equation is needed also for the angular velocity of the spacecraft. To this scope, a
model of the noise of the angular rate measurement and its bias is needed: the true angular velocity can
be written as









and they model the noise of the measurement and of its bias respectively. Since the parameter used in
the estimation is the gyro bias vector β, which only depends on the measurement and has no explicit
dependence on time, the differential equation that governs its behaviour is
β̇ = 03 (4.41)
The observation model is the same as expressed in Eq. (4.29), because the observation process is the
same in the MEKF and in the AEKF.
Propagation
The propagation step of the MEKF algorithm is derived from the kinematic equation, which is valid both







Deriving Eq. (4.38) with respect to time
q̇ = δq̇⊗ q̂+ δq⊗ q̇est (4.43)
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Substituting Eq. (4.42) into Eq. (4.43) and excluding the terms where two errors are multiplied, because
they are second-order infinitesimals, the following expression is obtained:
δq̇ = −
⎡⎣ω̂ × δq1:3 + 12δω
0
⎤⎦ (4.44)






were Θ(ω+k−1) is a 4× 4 propagation matrix defined as
Θ(ω+k−1) =





























where ∆t is the time step of the propagation.
The estimated attitude matrix, in the form of a DCM (A(q̂-k)), which will be used in the measurement













The last parameters that need to be propagated are the 36 elements of the covariance matrix of the
measurements. Now the discrete process noise 6× 6 covariance matrix can be defined
Q =















The covariance matrix is be propagated using Eq. (4.11) with G = I6×6 and the error-state transition




























F21 = 03×3 (4.51d)
F22 = I3 (4.51e)
Contrarily to what happens for the AEKF algorithm, MEKF is able to partially overcome the problem of
having a very good model for the environmental phenomena. In fact, the only equation to be propagated
is the kinematic equation Eq. (4.42), because the angular rate knowledge is provided by the gyro mea-
surements. In this manner it is possible to eliminate the need of propagating the equation of dynamics
and a good estimate of the environmental torques is not necessary.
Measurement Update
Since there is no dependence of the measurement from the angular rate, the discrete measurement










Using this information the Kalman Gain matrix can be computed as indicated in Eq. (4.13). The error
























To ensure that the normalization constraint is respected, it is also good practice to impose a brute force









CubeADCS offers several control modes: four different modes to detumble the spacecraft, and the nomi-
nal mode, which makes use of a Linear Quadratic Regulator (LQR) controller to point the satellite towards
the Nadir direction. For this thesis a sixth mode has also been developed, which makes the satellite track
the motion of the Sun on the Pitch plane.
5.1 B-dot Detumbling
The tumbling is the motion of free evolution of the attitude of the spacecraft when it is not controlled,
i.e. right after deployment or when the communication with the ground station is lost for a significant
amount of time [23]. In a tumbling spacecraft the angular velocity can be divided into two components,
one at the low orbital frequency ω0, the other one at the high tumbling frequency ωtumb
ω = ω0 + ωtumb (5.1)
The objective of the B-dot algorithm is to detumble the spacecraft, i.e. to decrease the angular rate by
eliminating the high frequency component, using the magnetorquers. The most efficient way to do so is
to provide a torque that is in every moment proportional and inverse to the angular rate of the spacecraft.
This torque can be provided by a magnetic dipole moment which has to be itself perpendicular to the
local magnetic field.
The total derivative of the magnetic field in the Body frame can be written as
dbB
dt
= ḃB + ω
BI
B × bB (5.2)
From now on the indexes will be neglected for the sake of clarity. Considering the approximation
db/dt = 0 because the magnetic field is almost constant in the time of the maneuver, it is possible to
write







Figure 5.1: Vectorial representation of the involved variables.
Eq. (5.3) implies that b⊥ḃ. So the magnetic dipole moment m has to be parallel to the derivative of b in
the body frame in order to obtain the maximum torque.
m = kdḃ (5.4a)
m = −kdω × b (5.4b)
where kd is a positive scalar gain. The vector of the local magnetic field in Body coordinates is measured
by the magnetometer and derived with respect to time in the OBC and the magnetic dipole moment
command is given accordingly to one of the forms of Eq. (5.4) [23]. The produced control torque is
perpendicular to the magnetic dipole moment and the magnetic field, according to Eq. (3.9)
τ c = m× b (5.5)
As illustrated in Fig. 5.1, the control torque vector is ideally in the opposite direction to the angular rate
vector, thus maximizing the effectiveness of the deceleration.





(1 + sin ξ)Jmin (5.6)
where Torb is the orbital period in seconds, ξ is the orbit inclination relative to the geomagnetic equatorial
plane and Jmin is the minimum principal axis of inertia of the spacecraft.
5.1.1 Detumbling controller stability
To study the stability of the algorithm, the expression for the rotational kinetic energy of the satellite is













The equation of dynamics (Eq. (2.46)) is substituted in Eq. (5.8), ignoring the disturbance torques
dV
dt
= ωTτ c (5.9)
where τ c is the control torque vector. Substituting Eq. (3.9) and Eq. (5.3) into Eq. (5.9)
dV
dt
= −mT(ω × b) (5.10)
Finally, reminding the result from Eq. (5.4b)
dV
dt
= −kd(ω × b)T(ω × b) (5.11)
kd is defined as a positive scalar gain, so it is clear that dVdt < 0 and the controller is stable.
All of the four detumbling algorithms used by CubeADCS are based on the same principle that was
here exposed and they are described in the following paragraphs. A main difference between them is the
maximum angular rate that they are able to detumble. According to Fonod [77] the control sampling time





5.1.2 Pitch-only and Y-Thomson Detumbling
The Pitch-only Detumbling mode is the most simple one. It only needs the instantaneous measurement
of the magnetometers, which are derived in the Laplace domain in order to obtain the value of the first
derivative of the magnetic field ḃ. Only the Y-magnetometer is used in this mode, so it is only possible to
reduce the components of the angular rate that are on the pitch plane (x and z). Since it does not use the
measurement from the gyros to compute the derivative of the magnetic field, thus relying on Eq. (5.4a),
this algorithm is simple and light, but it lacks in accuracy and it can only be used for very low angular
rates, below 30°/s.
The second proposed algorithm is similar to the first one, but instead of using the y magnetorquer,
it makes use of the x and z ones. It it is declared of being able to detumble angular rates below 30°/s,
working at the control sampling frequency of 1 Hz [32].
5.1.3 Fast and Very Fast Detumbling
The Fast and the Very Fast Detumbling algorithms make use of the combination of the measurements of
the rate gyros and of the magnetometer, so Eq. (5.4b) is employed. This last equation provides a more
accurate estimate for the instantaneous rate of change of the magnetic dipole than Eq. (5.4a), because it
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makes use of the instantaneous measurements of two different sensors instead of two consecutive mea-
surements of the same sensor. The difference between the two modes is that the first one works at a
control sampling frequency of 1 Hz, whereas the second at 10 Hz. For this reason, while the Fast Detum-
bling mode is able to reduce initial rates up to 100°/s, the Very Fast can detumble up to 1000°/s [78].
5.2 Y-Momentum
The Y-Momentum control mode uses an LQR controller to 3-axes stabilize the CubeSat. The control
torques are provided by the magnetorquers and the momentum wheel grants a maximum momentum
bias of 1.7 mNms to contrast the external torques. The default pointing objective of the Y-Momentum
control mode is the Nadir direction, but the tracking of the Sun direction in the pitch plane is also
investigated in this work.















Figure 5.2: Closed loop system.
The non-linear system that represents the motion of the spacecraft, which was defined in Eq. (4.28),





Jω̇ + ω × (Jω + h) = τ c (5.13b)
Eq. (5.13b) is simplified considering only control torques and that the wheel angular momentum has




. The system composed by Eq. (5.13) is then linearized
in Section 5.2.1 around the desired quaternion qc and angular rate ωc.
The state error can be defined as a combination of the quaternion error, as defined in Eq. (2.15), and
the angular rate error
δq = qc ⊗ q−1IB (5.14a)
δωB = (ωB)c − ωIBB (5.14b)
The output of the controller is the commanded control torque, defined using a control matrix K
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were the subscript B has been omitted for brevity. As shown in [23], for a Nadir Pointing spacecraft the
commanded attitude quaternion is the one that makes the Body frame and the Orbital one coincident, so
it is the quaternion that describes the rotation from the ECI frame to the Orbital frame
qc = qOI (5.16)











where rI , vI and (ô2)I are respectively the position and velocity of the spacecraft in the ECI frame and
the second column of the DCM that describes the transformation of the the Orbital frame into the ECI
frame.
In the case of the Pitch Sun Tracking, the commanded quaternion is the one that transforms the ECI
frame into the PST frame
qc = qSI (5.18)
The commanded angular velocity is defined as the rate of rotation of the PST frame with respect to the






By definition of PST frame given in Eq. (2.26), the pitch axis of the PST frame coincides with the one of
the Orbital frame, so the rotation ωSOB only has a y non-zero component, that can be computed by the
ADCS via a derivative operation on the rotation angle γ
γ = σ + α (5.20)
where σ is the angle defined in Eq. (2.27) and α is the additional constant angle needed to maximize the
solar panels energy production, which only depends on the solar panels configuration.
The maximum illumination happens when the maximum available area on the pitch plane receives
light. Fig. 5.3 might help to visualize the simple geometry to compute the optimal value of α: since the
−z face presents a solar panel twice the size of the +x (or −x) face, the function to maximize to find the







Figure 5.3: Definition of the α angle.
f(α) = 2 cos(α) + sin(α) (5.21)
the derivative of which is
f ′(α) = −2 sin(α) + cos(α) (5.22)
In the range 0° − 90° the function presents a point of maximum in αopt = tan−1(1/2) = 26.56°.
Since α is a constant angle, the only term that appears in the commanded angular velocity equation
is the derivative of the angle σ (σ̇), which is computed by the OBC using two subsequent values of the










5.2.1 Satellite Model Linearization
While the ωc for the Nadir Pointing mode has a dominant component in the y direction, that is four orders
of magnitude higher than the one in the z direction, the commanded angular rate of the PST mode is
generally always very close to 03 rad/s. This can be explained considering that in Eq. (5.19) the second
term of ωSOB and the one of ω
OI
B are almost equal and opposite, because the Sun direction in the Orbital
frame is quasi-constant throughout the orbital period. This results in an angular rate requirement very
close to the inertial tracking case [23].
The controller is designed around the linearization point for the NP mode, so that the commanded
angular rate is the one of Eq. (5.17). In order for the system to be linear it is required of it to be written
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in the form
ẋ = Ax+Bu (5.24)
It is well known that, in the words of Lustosa and al., the “nonlinear quaternion differential equations
of motion linearization yields non-stabilizable systems” in a global sense [79]. A common way to address
this problem is to only consider it locally, in the proximity of the objective state vector, which allows to
express the quaternion in terms of three coordinates out of four. Thus, in this region the quaternion that
transforms the body frame into the orbital frame can be written as [80]
δq =
[︂
δq1 δq2 δq3 1
]︂T
(5.25)






where ω = ωOBB .
Young [81] showed that, for any given δq ̸=
[︂
0 0 0 −1
]︂T
, there exists an univocal mapping







where f(q) := q4 =
√︁





Because the hypothesis is that the first three components of the quaternion are almost equal to zero,






Now it is convenient to recall the dynamics of the satellite from Eq. (2.48)
Jω̇ = −ω × (Jω + h) + u (5.30)
where u is the vector of the control torques. The environmental torques are excluded from the discussion.
A big advantage of using the mapping provided by Young is that the singularity δq ̸=
[︂
0 0 0 −1
]︂T
is the farthest point from the operational point δq =
[︂
0 0 0 1
]︂T
, since a rotation of 180° separates
them. This makes it possible to show the global stability of the system [82]. Disregarding the high order
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terms of the Taylor expansion around the stationary point, matrix A of Eq. (5.24) can be derived using



















Lastly the input torque of the system is given by
u = m× bB (5.33)
where m is the control magnetic dipole and bB is the magnetic field expressed in Body coordinates. Since
it was assumed that the system is in close proximity to the operational point, the Body and the Orbital
frame are almost coincident, thus Eq. (5.33) becomes
u ≃ m× bO (5.34)
5.2.2 Controller Design
The proposed attitude control algorithm is a Constant Gain Linear Quadratic Regulator (CGLQR), which
was found by Sabino [17] to be the optimal control sequence among many others for this kind of mission.
According to Wisniewski [83], it is convenient from a power efficiency point of view to introduce a new















So it is possible to rearrange the B matrix of Eq. (5.24) to be expressed in terms of the magnetic field
b(t), which is time-variant, and the control vector to be equivalent to the new magnetic dipole moment
defined in Eq. (5.35)
ẋ(t) = Ax(t) +B(t)u(t) (5.37a)
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B(t) =
⎡⎣ J−1||bO(t)||[︁bO(t)× ]︁[︁bO(t)× ]︁
03×3
⎤⎦ (5.37b)
u(t) = m′(t) (5.37c)
The problem is now to find a full-state feedback control law that minimizes the LQR cost function,




[xT(t)Qx(t) + uT(t)Ru(t)]dt (5.38)
where Q is a positive semi-definite matrix and R is a positive definite one. The first term inside the
integral of Eq. (5.38) denotes the state space cost and the second one the energy cost [84].
To reduce the computational load of the algorithm, a constant gain approach is employed, so the
matrix B(t) in Eq. (5.37a) is to be averaged over the longest period possible. In this work a time span of
1 day was taken, correspondent to slightly more than 15 orbital periods:







u(t) = Ax(t) +Bu(t) (5.39)
Since the system is Linear and Time Invariant (LTI) and controllable, a control law is yielded by any
solution to the steady state algebraic Riccati equation.
PTA+PA−PBR−1BTP+Q = 0 (5.40)
The optimal control law is given by [85]
u(t) = −R−1BTPx(t) = −Kx(t) (5.41)
where the matrix K is the control matrix. To conclude, the actual magnetic dipole moment m is computed
according to Eq. (5.35).
5.2.3 LQR Controller Stability




ωTIEωI − 2q0 (5.42)
where ωI is the rate vector in the inertial frame and E is a semi-positive definite matrix that represents
the deviation from the state of stability. Only if dVdt is negative for the non-linear system dynamics will



















+ J−1u+ ωTIq1:3 (5.44)










+ J−1R−1BTPx+ ωTIq1:3 (5.45)

































Because E, P, J and R are all at least semi-positive definite matrices, all three terms of the right hand
side of Eq. (5.47) are negative definite, thus the system is locally stable because dVdt < 0. Moreover, it
was shown by Yang [80] that the closed loop non-linear system described by Eq. (5.29) and Eq. (5.30) is
asymptotically stable if either of the following conditions is respected
R = cQ22 (5.48a)
R = cQ22J (5.48b)
where c > 0 is a constant scalar and Q22 is the 3× 3 sub-matrix on the bottom-right region of Q .
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Chapter 6
Pitch Sun Tracking Attitude Mode
Feasibility Analysis
In the scientific literature it is very hard to find any study that highlights the advantages of adopting a
PST attitude mode. Intuitively it appears to be an excellent method to improve the power availability of
any CubeSat operating in LEO. In this chapter, simulation results are brought to establish in a qualitative
way the advantages that this attitude mode would bring to the ORCASat mission.
6.1 ORCASat’s Orbit
ORCASat is going to be launched on an ISS orbit, the orbital parameters of which are reported in Table 6.1
Table 6.1: ORCASat orbital parameters [16].
Parameter Value
Radius of perigee 408 km
Radius of apogee 418 km
Inclination 51.64°
RAAN 117.76°
Argument of perigee 34.80°
Orbital period 5440 s
As it was explained in Section 2.6.1 the effect of the J2 harmonic of the gravitational field of the Earth
makes the RAAN and the argument of perigee rotate, so the initial values are not of great importance in




Projection of Sun vector
β
onto orbital plane
Figure 6.1: Definition of the β angle.
It is vital for the purpose of the feasibility analysis, to define two parameters that are closely related
to the power budget analysis: the β angle and the eclipse period. The β angle is defined as the angle that
the vector that links the center of the Earth with the Sun, which will be now called the Sun vector of the
ECI frame, forms with its projection on the orbital plane.


















Figure 6.2: Evolution of the β angle for ORCASat’s trajectory.
Fig. 6.2 shows that the β angle oscillates around the value of 0° with a double harmonic, reaching
a maximum value of 75° and a minimum of −72°. The knowledge of this angle is important for two
reasons: firstly it influences the entity of the eclipse period of the spacecraft, because it can be intended
as a parametrization of the position of the Sun with respect to the satellite; secondly, the instantaneous
power availability of the spacecraft is also dependent on it, because it gives an indication of where the
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Figure 6.3: Eclipse period of ORCASat during its lifetime.
Sun is with respect to the spacecraft’s solar panels.
Since the power availability is null during an eclipse, the orbits that present a higher eclipse period are
also those in which the average power availability is expected to be lower. If one compares Fig. 6.3 with
Fig. 6.2, what catches the eye is that the plot of the eclipse periods presents maxima in correspondence of
the orbits where the β angle is close to zero, because in these orbits the ratio of eclipse time over orbital
period is close to 12 .
In Fig. 6.3 it is shown that in certain moments the spacecraft undergoes a series of orbits where the
eclipse period is null, but for most of the time the eclipse period oscillates between 28 min and 37 min.
This plot is very important because it immediately gives an indication about the orbits where the power
availability will be maximum and minimum.
6.2 Nadir Pointing vs Pitch Sun Tracking
As it was mentioned in the Introduction, the main objective of the PST mode would be to increase the
minimum power availability during the mission lifetime. In order to do so, the satellite is set in an almost
inertial attitude, which is simplified in Fig. 6.4, as was extensively explained in Section 5.2.
In order to compare the power availability of the two modes a set of simulations has been performed
using AGI’s System Tool Kit (STK). Since the intention is not to obtain exact results, but only a general
idea of the viability of the proposed attitude mode, the simulations were run under very simplified con-
ditions. The orbit of the spacecraft has been propagated using a J4 perturbation propagator1, meaning
that any perturbation different from the first two high order gravitational harmonics (atmospheric drag,
solar pressure, third body) is not considered in the differential equation of motion. Moreover, attitude
errors and delays related to the determination and control algorithms are disregarded and also environ-
mental perturbing torques are not considered, so that the spacecraft is always pointing exactly where it
1https://help.agi.com/stk/index.htm
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is supposed to, with a pointing error of 0°.
Figure 6.4: Nadir Pointing (on the left) and Pitch Sun Tracking (on the right): the direction of the Sun
rays is indicated by the yellow vectors.
Two time scales were considered for the study: the first one comprehends the whole expected mission
lifetime, whereas the second only includes one orbit, the one in which the power availability is expected
to be lower. In the first case the comparison is done not on the instantaneous power availability, but on
the power availability averaged over the orbital period, because this parameter gives a better idea of the
evolution of the power available to the spacecraft during its lifetime. For the second pair of simulation,
instead, since the time period is that of an orbit, the instantaneous power availability is considered.
The first pair of simulations starts January 1st 2022 at 19:00:00 UTC. This is an arbitrary starting time,
but it does not imply any loss of generality, because the relative motion of the spacecraft, the Sun and
Earth periodically yields the same configuration every year. The time step adopted for the propagation of
the orbit is 60 seconds, which is low enough to have very low errors dependent on the integration.
The second set of simulations starts on the 153rd orbit from Fig. 6.5 and is performed with a time step
of 10 seconds, so that the plot is smoother, while the error in the integration is still low.




NP 5.56 3.74 2.54
PST 6.36 4.41 3.27
Difference 0.80 0.67 0.73
Table 6.2 shows that the PST attitude mode grants an increase both in the minimum power availability
and in the maximum. Comparing Fig. 6.5b with Fig. 6.5a it is clear that this advantage is given mainly by
an increase in the power availability of the −z face, which on average produces almost 1 W more than in
the NP mode. Also the +x face has an increased availability, but this is counterbalanced by the fact that
only one of the ±x faces is able to Sun-track, while the other stays on the shade for all the time. Using
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Figure 6.5: Comparison between the average power availability per orbit for the two attitude modes.
the NP mode, instead, the +x and the −x faces are alternatively illuminated. What obviously remains
unchanged between the two plots is the availability of the ±y faces, because the Sun-tracking happens
on the pitch plane, thus they are not affected by it.
The worst orbits for the power availability are those in which the ±y faces of the spacecraft are not
illuminated. As Fig. 6.6 shows, the +y and −y power availability periodically go down to 0 W. This
happens when the Sun, as expressed in the LVLH frame, does not have any component out of the pitch
plane, so that it only illuminates the faces on the xz orbital plane. Table 6.3 highlights that in the single
orbit period, the PST mode does not increase the maximum power availability the spacecraft is capable
of, but it makes it possible for the power availability to stay almost constant. In fact, via tracking the Sun
on the pitch plane, the power available on the −z and +x face remain constant, so that the average power
produced by the solar panels is 0.76 W higher than the one that the NP mode grants. This is evident in a
graphical way also from Fig. 6.6. The average power availability for the worst orbit is determined only by
the total eclipse period for the PST mode, whereas for the NP mode also the variation of the illumination
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of the ±x and −z faces plays an important role. In other words, in NP mode the power availability
function is a sum of sinusoids, while in PST mode it is a sum of step functions.
The mean operation for the first pair of simulations is performed over the whole orbital period, in-
cluding the eclipse periods, for which the power availability is null. For the second set of simulations,
instead, the analysis is performed only on the time the satellite spends in the sunlight, so that also the
minimum value of the available power can be compared. This is the reason why the mean values of
Table 6.3 do not match the minima in the two graphics of Fig. 6.5.











































Figure 6.6: Comparison between the instantaneous power availability for the two attitude modes for the
worst orbit.




NP 5.64 4.88 2.36
PST 5.64 5.64 5.64




In this chapter the results of the ADCS simulations are presented. In the first part a description of the
simulation environment is provided. The second part is an assessment of the performances of the four
detumbling modes. In the third one a brief comparison is established between the two angular rate
estimation modes. The fourth and fifth parts focus on the estimation accuracy of the two EKF estimators
and on the pointing accuracy of the two pointing modes, Nadir Pointing and Pitch Sun Tracking. In the
fifth part, also a comparison regarding the power analysis of the two pointing modes is performed, in
terms of availability vs consumption, with an eye towards the trade off between power consumption and
pointing requirement, which is mainly determined by the adopted value of the momentum bias.
7.1 Simulation Environment
All the simulations were performed using a developed version of a MATLAB® Simulink® model that was
previously created in the preliminary works to this thesis by Lobo-Fernandes [16] and Sabino [17]. A
simplification of the top level version of the model is reported in Fig. 7.1. The ADCS block needs to
provide an estimation for the quaternion and the angular rates using the information from the OBC and
from the sensors; moreover it provides the commanded magnetic dipole moment to feed the actuators
block and it toggles the activation of the propagator inside the OBC, the reset of the GPS measurement
and the starting up of the momentum wheel. In order to have an estimate of the attitude state, in all
the estimation algorithms (e.g. TRIAD) sensor measurements and inertial vectors are combined. Hence
the ADCS needs a way to estimate the reference vectors (position, velocity and environmental torques).
In the Spacecraft Mechanics Simulator block the physics of the the satellite is reproduced; assuming that
this block provides the real evolution of the spacecraft motion, the OBC block provides the best estimate
of all the kinematic and dynamic variables. Lastly, the Sensors and Actuators block simulates the physical
behavior of the Sun sensors, the magnetometer, the gyros, the magnetorquers and the momentum wheel.
To have a knowledge of the various errors that result from the simulations, most importantly the
estimation error and the pointing error, the actual attitude of the spacecraft is needed, which would be































Figure 7.1: Top level model configuration.
one q̂, the quaternion of the estimation error is
δqest = q
true ⊗ q̂−1 (7.1)




and it is possible to associate to δq4 the angle
0° < δϕ < 180°, which defines the estimation error
eest = δϕ = 2 cos
−1(δqest)4 (7.2)
The same can be done for the pointing error epoint, if qc is the quaternion of the commanded transforma-
tion defined in Section 5.2
δqpoint = qc ⊗ (qtrue)−1 (7.3)
epoint = 2 cos
−1(δqpoint)4 (7.4)
The calculation of all the other quantities necessary to evaluate the performance of the ADCS, like the
angular rates, is simply done subtracting the measured, estimated or commanded vector (e.g. ω̃ or ω̂,
ωc) to the real one (e.g. ωtrue)
∆ωmeas = ω
true − ω̃ (7.5)
∆ωest = ω
true − ω̂ (7.6)
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∆ωpoint = ωc − ωtrue (7.7)
In Table 7.1 the parameters selected in the base scenario are presented.
Table 7.1: Base simulation scenario.
Parameter Value Unit
Simulation time 86400 s
Initial epoch 19:00:00 01/01/2022
Initial mean anomaly π/3 rad
Initial attitude quaternion
[︂











7.2 Detumbling Modes Simulations
The simulations on the detumbling phase take into consideration all of the four control modes described
in Section 5.1. Four different scenarios where considered for each of the control modes, which are
presented in Table 7.2. Two cases are considered for the state of the momentum wheel: ON if it is
accelerated until it reaches the maximum momentum bias, OFF if it is kept inactive. To demonstrate the
robustness of the algorithms, two scenarios include an uncertainty in the direction of the principal axes




, and a significant variation in the
value of the parasitic dipole moment. The detumbling gain for the Fast and the Very fast control modes
were computed using Eq. (5.6) to be kd = 1.21 × 10−5 Nms/T2, whereas the gain for the other two
control modes was selected via a trail and error process to be kd = 12.1 Nms/T2.
Each detumbling control mode was tested for a starting angular rate equivalent to the maximum one
presented in Section 5.1. The detumble is considered successful once the absolute angular rate of the
spacecraft goes below the threshold of ||ω|| = 0.02 rad/s [17]. Once the absolute angular rate is reduced,
each attitude mode is kept active until the base simulation period of 1 day was reached, in order to have
an idea of the steady state behavior of each of the algorithms. In Table 7.3 the time that is taken to
detumble the spacecraft in each scenario is presented, along with the maximum steady state absolute
value of the angular rate and the mean value of the power required by the ADCS during the transient and
the steady state. In this chapter only the plots of the evolution of the angular rate of the Very Fast and
the XZ mode are shown in Fig. 7.2 and Fig. 7.3; in Appendix A the plots of the other two control modes
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Table 7.2: Detumbling scenarios.
Scenario Wheel state
Inertia Matrix Parasitic dipole moment
[kgm2] [Am2]
1 ON



























are presented for the sake of completeness.
The detumble times for the four modes are hard to compare, considering that each of them starts from
a different initial rate, it is clear that the Very Fast mode takes almost three orbital periods to reduce the
angular rate below 0.02 rad/s, whereas the Fast and the Y-Thomson take less than 1 orbital period. This
difference is so evident because the first one starts from an absolute angular rate of 17.32 rad/s, which is
ten times higher than the second one and more than thirty times higher than the third one. In general for
the first two control modes, in scenarios 1 and 3, in which the momentum wheel is active, the detumble
time is slightly lower than the scenarios in which it is inactive, respectively 2 and 4. For the Y-Thomson
control mode, instead, the detumble time of scenario 4 is the lowest of the four. This is mainly due to the
start-up torque of the momentum wheel that increases the angular rate, which makes the initial angular
rate of scenarios 1 and 3 slightly higher than those of scenarios 2 and 4. In the case of the XZ control
mode, theoretically the algorithm should not be able to detumble the spacecraft, because the pitch axis
is uncontrolled. Nonetheless, since the parasitic magnetic dipole moment presents constant components
on the X and Z directions, the detumble process can be achieved. In fact, the constant parasitic magnetic
dipole moment can take the role of the magnetic dipole moment given by a permanent magnet. Some
studies show how such permanent magnets can be used to passively detumble a spacecraft because over
an orbital period on average they apply a torque that monotonically decreases the rotational kinetic
energy of the satellite [86, 87]. In the two scenarios where the wheel is active, though, the detumble
process either gets stuck on the initial value of the pitch rate (scenario 1) or decreases with an insufficient
slope (scenario 3) as can be seen in Fig. 7.3.
The value of the maximum absolute angular rate reached in the steady state is mainly dependent on
two factors: the state of the momentum wheel and the value of the detumble gain. It may surprise that
among the first three control modes the Very Fast one, which is supposed to be the most precise, presents
the highest values of maximum angular rate for almost all the scenarios. This can be explained by the
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(b) Steady state: scenarios 1 and 2.
















(c) Steady state: scenarios 3 and 4.
Figure 7.2: Very Fast detumbling mode angular rate evolution.
comparison of the sample time of each mode: the Very Fast is the only mode that works at 10 Hz, but
the variation of the magnetic field during the steady state of the detumble mode are very small, so the
detumble gain kd tends to amplify them, because it is tuned for the transient state. In the case of the Fast
mode, instead, since it works at 1 Hz, the provided control torque tends to be more constant, thus making
the period of the oscillations of the angular velocity larger and their amplitude slightly lower.
Power-wise, since the Y-Thomson mode uses only two magnetorquers and the XZ mode only uses one,
they are bound to require less power than the first two modes, both in the transient and in the steady
state phase. For all of the modes scenarios 1 and 3 naturally require more power than the scenarios 2 and
4, in which the wheel is not working. This difference in power requirement oscillates around 330 mW,
which is the maximum power required by the momentum wheel.
From the previous analysis, one can understand that, depending on the tumbling situation of the
satellite, it might be convenient to use one detumbling mode rather than the others. If the satellite is
tumbling with an absolute angular rate ||ω|| > 1.75 rad/s the Very Fast control mode is the only one that
can ensure that the satellite gets detumbled. If the angular rate is below the aforementioned threshold
and the information from the gyroscopes is available, the Fast control mode performs better than the
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Figure 7.3: XZ detumbling mode angular rate evolution.
others in terms of power efficiency. If, instead, the measurement from the gyroscopes are not available
for whatever reason, the Y-Thomson control mode can detumble rates below 0.5 rad/s in an acceptable
time. The XZ control mode should be used only as a last resort in extreme cases, i.e. if the power
availability to the ADCS suddenly drops or if one of the magnetorquers undergoes a malfunctioning.
Table 7.3: Detumbling simulations results.
Mode
ω0 Scenario
tdet || ωmax|| P transient P steady





1 14607 1.50× 10−2 1336 453
2 16013 0.93× 10−2 1000 111
3 11434 1.89× 10−2 1356 423





1 2572 1.11× 10−2 1385 358
2 4661 0.77× 10−2 615 13
3 3358 1.55× 10−2 1005 346





1 1052 0.96× 10−2 940 345
2 2060 0.77× 10−2 460 9
3 1139 1.65× 10−2 947 346





1 ∞ 25.9× 10−2 338 nd
2 3699 4.28× 10−2 136 3
3 > 86400 1.33× 10−2 342 nd
4 3567 1.65× 10−2 141 3
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7.3 Rates Estimation Modes Simulations
As stated in Section 3.2.3, the first two estimation modes, Gyro rate measurement and Magnetic Rate
Extended Kalman Filter (MREKF), are only able to estimate the angular rates of the satellite, so they
have to be used in combination with another mode, like TRIAD, if the estimation of the full state of the
satellite is needed. Nonetheless, in some occasions, such as during the end of the detumbling phase, only
the knowledge of the angular rates might be required. In these cases it is preferable to use one of these
modes instead of the more computationally heavy EKFs.
In Fig. 7.4, the behaviour of the two estimation modes during one orbit is presented. It appears that
the estimation provided by the measurements of the gyroscopes, although inherently biased, tends to be
almost one order of magnitude more accurate than the one provided by MREKF. The precision of the
MREKF estimator is around 10−2 rad/s, so it is not advisable to use this estimation mode during either
pointing mode, but only when the angular rate is inside the range 0.01 rad/s< ||ω|| < 0.5 rad/s. In fact, as
demonstrated in Section 5.2, during the NP mode the absolute angular velocity of the satellite must equal
the orbital rate ω0 ≃ 2 × 10−3 rad/s, whereas during the PST mode the angular rates vector should be
always very close to 03. Moreover, when the angular rate is higher than the upper threshold, the magnetic
field perceived by the magnetometer changes too quickly between two consecutive measurements, so that
the computed value of its derivative, necessary for the knowledge of the angular velocity of the satellite,
is impossible to determine. This is the reason why in the first orbital period of Fig. 7.4b, relative to the
high rate detumbling phase, the estimation error is so much higher than in the rest of the simulation
time, reaching a peak of 1.68 rad/s.












(a) Gyro Rate estimation mode.












(b) MREKF estimation mode.
Figure 7.4: Angular rate estimation accuracy.
7.4 Nadir Pointing Mode Simulations
The behaviour of the two complete estimation algorithms, AEKF and the MEKF, are compared in this
section. The pointing error is determined by the estimation mode that is adopted, because the estimation
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accuracy influences the pointing accuracy. For the sake of completeness also the results of the TRIAD
estimation mode are reported.
Realistic initial conditions are considered, so all the simulations presented in this section start from




rad/s. The Fast detumbling mode is used to reduce the
angular rate at least down to ||ω|| = 0.02 rad/s. Basing on the value of the absolute angular rate, the
controller block manages the toggling of a series of actions:
• ||ω|| ≥ 0.15 rad/s: The Fast detumbling mode is employed to reduce the angular rate of the satellite,
while keeping the momentum wheel turned off. This ensures a faster convergence, as is demon-
strated in Section 7.2. The Gyro rate measurement estimation mode is activated.
• ||ω|| < 0.15 rad/s: The wheel is started up. This causes the angular rate to slightly increase and it
makes the detumbling process a bit slower, because the gyroscopic stiffness gets higher.
• ||ω|| < 0.13 rad/s: The propagator inside the OBC is toggled in order to start computing the nec-
essary reference variables that are needed to feed the estimator and the controller. To avoid the
divergence of the errors in position and velocity of the spacecraft (which would cause a divergence
also in the error of the computed environmental torques), the propagator is reset every hour via a
GPS measurement.
• ||ω|| < 0.11 rad/s: The estimator is turned on. It is important that the estimator starts work-
ing before the nominal mode is activated, so that when the Y-Momentum mode is started a good
knowledge of the attitude is available. Up to this point the estimated angular rates are always equal
to the measured rates, until the estimation of the attitude is acquired.
• ||ω|| < 0.02 rad/s: When the estimated attitude gives a pitch pointing error eθ < 25° and an error
between the angular velocity achieved and the one required by the pointing mode in the pitch
axis eθ̇ < 0.05 rad/s the estimation knowledge is considered acquired and the pointing mode is
activated.
7.4.1 TRIAD Estimation Mode
The TRIAD algorithm is an algebraic method and it can only be activated when both the Sun sensors and
the magnetometer measurements are available. This method could be used in practice only in those orbits
in which the eclipse period is null (β = 90°), because when the measured Sun vector is not available it
cannot work. So in such orbits as those just mentioned, TRIAD might be preferable to the EKF modes,
because it is a faster algorithm in terms of computational load. Nonetheless, as Fig. 7.5 shows, the typical
orbit of the satellite does include a non-null eclipse period and TRIAD is not capable of keeping the
estimation error below the 2° requirement, even when combined with a good estimation method for the
angular rates (Gyro Rate estimation mode was employed for the result of Fig. 7.5).
The best usage which can be done of TRIAD is the initialization of the recursive attitude determination
methods like the two EKFs of the next section. In fact, one of their problems is that they must be fed an
initial state and an initial covariance matrix; hence, if they are initialized when the Sun is in view of the
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Figure 7.5: TRIAD estimation error.
sensors, TRIAD can provide a reasonable estimate (typically below 5°) for the state, which can be coupled
with an initial diagonal covariance matrix with values below 10−6. If the Sun sensors are not in view,
instead, the initial state has to be guessed and the convergence tends to be much slower.
7.4.2 EKF Estimation Modes
The Additive EKF and the Multiplicative EKF are the only two estimation modes that can be used to
support the two pointing modes. Similarly to what was done for the detumbling modes, five different
scenarios, presented in Table 7.4, are considered to evaluate the robustness of the estimators and of the
LQR controller.
Table 7.4: Pointing scenarios.
Scenario
Mom. bias Inertia matrix Par. mag. dipole mom.
[mNms] [kgm2] [Am2]
1 1.70



































In Fig. 7.6 the estimation error of the pointing direction and of the angular rate of the two algorithms
on scenario 1 shows that AEKF tends to behave slightly better than MEKF. In particular, the error on the
pointing direction of the two modes is very similar, as AEKF presents a maximum estimation error of
0.410° and MEKF reaches 0.767°, but the pattern of AEKF is more stable than the one of MEKF. In terms of
angular rate (Fig. 7.6b), instead, AEKF provides an estimation which is typically one order of magnitude
lower than MEKF: the maximum rate estimation error of the former is 5.23×10−4 rad/s against 2.48×10−3
rad/s of the latter. So, in general, AEKF is expected to provide a lower pointing error than MEKF.















(a) Attitude estimation error.

















(b) Rate estimation error.
Figure 7.6: Estimation performance of the EKF algorithms in Scenario 1 on NP mode.
It is important to notice, however, that the simulation of the AEKF mode presents some inherent flaws.
As it was stated in Section 4.2.2, the Additive EKF strongly relies on a robust model of the environmental
torques and for the propagation of the equations of motion. In the frame of this work, the model, which
includes the geomagnetic, the atmospheric, the Sun pressure and the GNSS models, that computes the
disturbances to propagate the motion of the satellite, is structurally identical to the one used to simulate
the real environmental phenomena. This means that in the simulated world the OBC is provided with
a model that, if given the perfect initial conditions, could predict with no error what the behaviour of
the satellite would be. To overcome this issue, the GNSS initial position and velocity are corrupted by an
overestimated source of error, so that, thinking to be in a slightly wrong position, the OBC would compute
slightly wrong torques. As can be seen in Fig. 7.6a, though, the estimation is still really good and in
Fig. 7.6b it appears odd that AEKF can provide a better estimation for the rates, via the simple integration
of the equation of motion, than MEKF, which is supported by a sensor measurement. These concerns are
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confirmed by the study by Markley comparing the two quaternion EKFs [65], which highlights how MEKF
is generally a more accurate estimator and there is no reason to use AEKF, unless the gyros measurements
are not available.
Table 7.5: EKF estimators performance in Nadir Pointing mode.
Scenario Mode
eest [deg] ||∆ωest|| [rad/s] test [s]
max mean max mean
1
AEKF 0.410 0.131 5.23× 10−4 7.33× 10−5 2754
MEKF 0.767 0.324 2.48× 10−3 4.06× 10−4 16
2
AEKF 0.654 0.154 4.35× 10−4 7.01× 10−5 4887
MEKF 0.840 0.313 2.58× 10−3 4.06× 10−4 3
3
AEKF 10.8 3.81 2.05× 10−3 1.96× 10−4 > 86400
MEKF 0.816 0.324 2.56× 10−3 4.11× 10−4 41
4
AEKF 0.450 0.138 5.86× 10−4 7.72× 10−5 2546
MEKF 1.15 0.329 2.46× 10−3 4.06× 10−4 14
5
AEKF 24.2 8.12 4.248× 10−3 3.71× 10−4 > 86400
MEKF 0.783 0.325 2.528× 10−3 4.06× 10−4 7
To support this discussion it is sufficient to check the estimation performance of AEKF in scenarios 3
and 5 (presented in Table 7.5 and also in a graphic form in Appendix A), where the parasitic magnetic
dipole moment mpar is modified. The result is completely unacceptable, since the maximum estimation
error abundantly exceeds the 2° requirement.
Since the parasitic magnetic dipole moment is a parameter which is relatively hard to estimate, a set
of thirteen simulations were run to illustrate the sensibility of the AEKF algorithm to it. As it appears
from Fig. 7.7, both the mean and the maximum estimation errors increase almost linearly with the error
between the value of the actual parasitic magnetic dipole moment and the one that is fed as a constant
input to AEKF. This means that, while AEKF uses the value presented in Table 7.1, the real value provided
in the Spacecraft Mechanics Simulator Block of Fig. 7.1 differs from it. Since the objective was not to
have a fully quantitative estimation of the errors related to this aspect but just an idea of the entity of its





by a coefficient between 10−4 Am2 and 10−2 Am2. This error was found to be the parameter with the
highest influence on the AEKF estimator.
Nonetheless AEKF is very robust to other sources of error, such as the perturbation of the inertia
matrix. The comparison of the first and the fourth row in Table 7.5, leads to the conclusion that this
parameter has little to no influence on the behaviour of the estimator.
Also, it was proven by another set of simulations (see Fig. 7.8) that even an increased initial error in
the propagation of the equation of motion does not influence significantly the accuracy of AEKF. AEKF
was always able to keep the maximum estimation error below 2° while the standard deviation of the
position error of the GNSS was kept below 2.7 × 103 m. Fig. 7.8b, instead, illustrates how the estimator
is much more sensible to the error of the orbital velocity measured by the GNSS: the maximum tolerable
error is of 15 m/s, if the estimation error is to be kept below the requisite. Anyway, the typical error of
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a GNSS receiver is around the order of magnitude of 1 m for the position measurement and 10 cm/s for
the velocity measurement, so these parameters should not cause any concern.













Figure 7.7: AEKF sensibility to the parasitic magnetic dipole moment input error.













(a) AEKF Sensibility to the position error.













(b) AEKF Sensibility to the velocity error.
Figure 7.8: AEKF sensibility to the GNSS initial error.
In scenario 2 AEKF and MEKF respectively increase the maximum attitude estimation error by 0.244°
and 0.073° with respect to scenario 1, while the angular rate estimations do not present any significant
difference, if not for some random effects. Therefore the value of the momentum bias does not have an
noticeable influence on the behaviour of the estimators.
Lastly, it is significant to compare the time required by the estimators to converge to a solution below
the requisite of 2° (last column of Table 7.5). MEKF is able to converge almost instantaneously in all the
scenarios, while AEKF takes at least 2500 s. Both the algorithms use TRIAD for the initialization, as is
explained in Section 7.4.1: for the first 30 s they are fed a constant covariance matrix and the quaternion
estimated by the static method. Anyway, MEKF proves to be very robust to the transition between TRIAD
and EKF, as the estimation error does not go above 2° for the whole time of the simulation (see Fig. 7.6a).
The estimation error of AEKF, instead, after the first 30 s, spikes back to 70° and afterwards it slowly
converges below the threshold. This means that MEKF is really fast in computing the right covariance
matrix, whereas AEKF requires many iterations to do so.
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7.4.3 NP Pointing Accuracy
From the previous discussion it emerges that the MEKF estimator is more reliable and more robust to
uncertainties than AEKF, so the former was used to obtain the results of this section. In Fig. 7.9 the
pointing error for the NP mode is shown in its evolution during the simulation period. The periodicity of
the steady state is respected regardless of the considered scenario. It is interesting how the uncertainty
of the parasitic magnetic dipole moment and the value of the momentum wheel play an interconnected
role: in the first periodic peak scenario 2 presents the highest pointing error, while the one from scenario
5 is kept very low, even lower than scenario 1; anyhow in the second periodic peak scenario 5 always
reaches higher peaks than scenario 2.
Table 7.6: MEKF pointing performance in Nadir Pointing mode.
Scenario
epoint [deg] ||∆ωpoint|| [rad/s] tpoint [s]
Max Mean IAE [deg s] Max Mean IAE [rad]
1 9.77 4.58 3.79× 105 4.66× 10−4 1.68× 10−4 13.92 3058
2 12.4 4.88 4.05× 105 5.43× 10−4 2.01× 10−4 16.65 3784
3 8.42 5.26 4.35× 105 4.71× 10−4 2.02× 10−4 16.78 2864
4 9.75 4.86 4.04× 105 4.16× 10−4 1.78× 10−4 14.89 2864
5 9.44 5.77 4.82× 105 4.35× 10−4 2.01× 10−4 16.76 1529
In scenarios 2 and 5, where the momentum bias is lower, the pointing accuracy seams generally
worse, because it reaches higher peaks than in the other scenarios. The Integral Absolute Error (IAE) in
Table 7.6, which is the best indicator of the error as a continuous entity, though, implies that scenarios 3
and 5 present the absolute worse performance. So, it can be concluded that the parasitic magnetic dipole
moment is a parameter that can have a large influence on the pointing accuracy, even a more important
one than the momentum bias value.













Scenario 1 Scenario 2 Scenario 3
Scenario 4 Scenario 5
Figure 7.9: NP mode pointing accuracy.
As expected, the perturbation of the inertia matrix (scenario 4) does not have any noteworthy impact
on the pointing accuracy, because it influences only the gravity gradient torque, which is not as significant
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as others (e.g. the parasitic magnetic torque).
The pointing error on the angular rate side is somehow less important than the attitude pointing error,
but it can be indicative of the stability of its counterpart. Scenario 1 presents the lowest value for the
mean error and for the IAE, whereas scenario 5 the highest ones. This is in accordance with the ranking
of the scenarios in terms of attitude pointing error.
The last column of Table 7.6 reports the time that the controller needs to reach the threshold of 10°,
since the pointing mode is activated. As expected, when the momentum wheel is running at low rate the
convergence is lower, but in scenario 5, where all three perturbations are acting together, the convergence
time is almost half that of the base simulation.
7.5 Pitch Sun Tracking Mode Simulations
The same methodology used in the previous section has been employed to study the behaviour of the
estimators during the PST mode. It can be asserted, by looking at Table 7.7, that the behaviour of the
estimators does not change with the change of pointing commands. It is clear, comparing Fig. 7.10 with
Fig. 7.6, that the MEKF estimation is somewhat worse while the PST mode is functioning, but it is always
kept below the requirement of 2°.
Table 7.7: EKF estimators performance in Pitch Sun Tracking mode.
Scenario Mode
eest [deg] ||∆ωest|| [rad/s] test [s]
max mean max mean
1
AEKF 0.228 0.100 4.69× 10−4 7.15× 10−5 2754
MEKF 1.67 0.418 4.51× 10−3 7.23× 10−4 16
2
AEKF 0.240 0.114 4.23× 10−4 6.79× 10−5 4887
MEKF 1.58 0.422 4.44× 10−3 7.23× 10−4 3
3
AEKF 5.93 1.89 8.41× 10−4 1.33× 10−4 > 86400
MEKF 0.891 0.243 2.48× 10−3 4.06× 10−4 41
4
AEKF 0.236 0.108 6.09× 10−4 7.51× 10−5 2546
MEKF 1.606 0.427 4.55× 10−3 7.23× 10−4 14
5
AEKF 13.3 4.55 1.81× 10−3 2.38× 10−4 > 86400
MEKF 1.52 0.428 4.41× 10−3 7.23× 10−4 7
The most noticeable difference between Fig. 7.10a and Fig. 7.6a is that in the former the estimation
error of the AEKF mode is lower than in the latter, while for MEKF the opposite happens. AEKF behaves
better because during the PST mode only the Zenith face is pointed towards the Sun, so that the Fine Sun
Sensor is always used to compute the Sun vector. This results in an improved accuracy of the computed
Sun vector with respect to the one of the NP mode, which eventually leads to a better estimation result.
The same does not happen when the MEKF mode is active because, while also in this case only the fine
Sun sensor is employed, the angular velocity is always very close to 0 rad/s and the performance of the
gyros is worse than in the NP case (as can be seen comparing Fig. 7.10b with Fig. 7.6b). Since the
estimation of the quaternion and the one of the angular rate vector are dependent from each other, it
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(a) Attitude estimation error.

















(b) Rate estimation error.
Figure 7.10: Estimation performance of the EKF algorithms in Scenario 1 on PST mode.
is logical to observe a slightly worse behaviour of the estimator in PST mode. Nonetheless, the same
problematic exposed in Section 7.4.2 still apply in this case, so MEKF has to be considered more reliable
than AEKF during the PST attitude mode as well.
7.5.1 PST Pointing Accuracy
The behaviour of the pointing accuracy for the different scenarios on PST mode is very similar to the one
pointed out in Section 7.4.3.
Table 7.8: MEKF pointing performance in Pitch Sun Tracking mode.
Scenario
epoint [deg] ||∆ωpoint|| [rad/s]
Max Mean IAE [deg s] Max Mean IAE [rad]
1 21.2 8.03 6.65× 105 9.97× 10−4 3.23× 10−4 26.76
2 33.0 9.35 7.77× 105 1.48× 10−3 3.48× 10−4 28.87
3 18.4 8.38 6.94× 105 9.19× 10−4 3.18× 10−4 26.37
4 21.0 7.61 6.33× 105 1.02× 10−3 2.74× 10−4 22.80
5 27.2 9.78 8.16× 105 1.29× 10−3 3.76× 10−4 31.42
In this case, as expected, the pointing error is much higher, because of the more stringent requirement on
angular velocity (see Section 5.2). Indeed, comparing the angular rate pointing error of Fig. 7.12b with
the one of Fig. 7.12a, it emerges that in PST mode the controller is only able to maintain a rate pointing
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error that is twice the one of the NP mode. In fact, in Table 7.8 the IAE value of ||∆ωpoint|| for all the
scenarios is more than 10 rad/s higher than in the NP scenarios (Table 7.6). Moreover, the periodicity is
still respected, but with many more oscillations, in particular in scenarios 2, 3 and 5.
Because in PST mode there is no requirement on the pointing accuracy, it would be pointless to
establish a convergence time of the controller. Nonetheless, as is visible is Fig. 7.11, in all the scenarios
the pointing error seems to reach the first peak at a similar time, after less than 1.5 orbit periods.













Scenario 1 Scenario 2 Scenario 3
Scenario 4 Scenario 5
Figure 7.11: PST mode pointing accuracy.








































Figure 7.12: Angular rate pointing error for the two attitude modes.
7.5.2 Transition Between Pointing Modes
To assess the practicality of executing the PST attitude mode, a simulation was run in which, after achiev-
ing Nadir Pointing, the commanded state is changed into the one required by the PST mode. Fig. 7.13a
shows that the time required to acquire the PST mode with a pointing error below 10° is 223 s. Afterwards,
the commanded state is changed back into the NP one and the controller requires another very short time
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period, i.e. 250 s, to reduce the pointing error down to 10°. In the particular scenario considered, the
pointing direction of the NP mode (the Nadir direction) and the one of the PST mode (the projection of
the Sun vector on the orbital plane) are almost 180° apart, so the two maneuvers can be considered to be
happening in the worst case scenario.














(a) Pointing error in switching between modes.















(b) Power required in switching between modes.
Figure 7.13: Mode transition simulation.
In Fig. 7.13b the power required by the actuators is plotted for the desired maneuver. When either
mode transition happens, a spike appears, making the power peak at 751 mW. This is the increased
load that the magnetorquers require in order to quickly rotate the spacecraft from one direction to the
other. The power required is quickly brought down to the nominal value of around 350 mW because the
pointing stability is rapidly reached.
This result confirms the versatility of the designed CGLQR controller, which can easily function using
the same gain matrix for both the NP and the PST mode. Moreover, it gives reassurances on the feasibility
of execution of the PST mode, which can be quickly employed as a safe mode when a low power input is
foreseen.
7.6 Power Budget Analysis
In this section the results of the simulations in terms of power budget of the mission are presented. In
Fig. 7.14 the power availability to the solar panels is compared over four of the central orbits for the
two attitude modes. The behaviour of the two power curves is periodic with period equal to the orbital
period, so the central orbits are as good a sample as any to illustrate the comparison.
From the previous discussion it resulted that the MEKF estimator is more reliable than the AEKF, so
the former was used to obtain the result of this section. Also MEKF is less sensible to the considered
perturbation. For this reason, it is appropriate to assume that the power analysis is rather independent
from the considered scenario. Thus, even if the results of Table 7.9 are obtained from scenario 1, they
can be considered valid in a general sense.
The detailed simulations of this section confirm what was anticipated in Chapter 6. In Table 7.9 the
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Table 7.9: Power budget comparison over 1 day of simulation.
Mode
Pin [W] Pout [mW]
max mean min max mean
NP 6.940 5.785 3.886 420 354
PST 7.018 6.874 6.598 480 363
Difference 0.078 1.089 2.712 60 9
same type of results presented in Table 6.3 are shown, with the difference that in this case the simulation
takes into account all the disturbances and imperfections that come from an ADCS subsystem. As in
Section 6.2, the mean operation is performed only on the period the satellite spends in the sunlight. It is
proven that the main goal of the PST mode, which is to increase the mean power availability of the solar
panels, is fully achieved. In fact, one can appreciate an improvement in the mean power availability of
more than 1 W and in its minimum value of 2.7 W.



















Figure 7.14: Comparison of the power availability for the two pointing modes.

















Figure 7.15: Comparison of the power required by the two pointing modes.
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One aspect that could not be investigated in the preliminary analysis of Chapter 6 is the comparison of
the power required by the actuators in the two cases. This parameter is at least as significant as the power
production, because its study assures that there is no important increase in terms of energy requirements
when actuating the Pitch Sun Tracking attitude mode. For the substantial increase in power availability
described before, the mean power required by momentum wheel and magnetorquers increases by just
9 mW (< 1%). It is true that the magnetorquers undergo an increased stress, because in their highest
peaks, observable in Fig. 7.15, they need 60 mW more than what they need during the NP mode, but still
this is a small price to pay for the advantage that can be achieved.
7.6.1 Momentum Bias Analysis
A parameter that significantly influences the power budget of the mission is the value of the momentum
bias provided by the momentum wheel. As stated in Section 3.2.2, the CubeWheel maximum angular
momentum is 1.7 mNms, but the wheel can also operate at different angular rates.
The power available at the solar panels is plotted in Fig. 7.16 while the power consumed by the ADCS
is presented in Fig. 7.17. The plots present the power values as a function of the momentum bias in both
the considered operational attitude modes. The discussion of the results can be applied both to the PST
and to the NP mode, because it is clear from the figures that the behaviour of the function is very similar
for the two cases.
For the PST mode the mean value of the power available to the solar panels steeply increases up to
the momentum bias point of 1 mNms, above which it increases with a very small slope; the same can be
said for the NP mode, for which the threshold value is around 0.7 mNms. For both the attitude modes,
instead, the value of the power consumed by the actuators increases linearly with the momentum bias,
because the power needed by the wheel to win the viscous friction is proportional to its angular rate, as
seen in Section 3.2.2.








































Figure 7.16: Power availability sensibility to the momentum bias.
It is worth recalling that, when operating in PST attitude mode, the ADCS does not have any quanti-
tative pointing requirement, but it only aims at maximizing the power budget. So, it is relevant to notice
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from Fig. 7.16b that the difference in mean power availability between the maximum operating point
of the wheel (1.7 mNms) and the one at 1 mNms is 1.1 mW, whereas the difference in mean power
consumed by the actuators is 80.3 mW, as seen in Fig. 7.17. This means that, in addition to the power
budget improvement given by the PST mode with respect to the NP mode, operating the wheel at a lower
speed ensures further savings in terms of power.
For the NP mode the pointing error requirement of 10° is more important than the optimization of
the power budget. So, as clearly visible in Fig. 7.18a, it is sufficient to adopt a momentum bias of 0.83
mNms, for which the maximum pointing error is 7.52°. The power available, as appears from Fig. 7.16a,
is very little sensitive to the momentum bias after the threshold of 0.83 mNms, so the choice of this value
is justified1.



















Figure 7.17: Mean power output sensibility to the momentum bias.






























Figure 7.18: Pointing error sensibility to the momentum bias.
1The values for the pointing accuracy differ from the ones presented in Section 7.4.3 and Section 7.5.1 because in this section
the value is taken after the pointing accuracy is already brought beneath the requirement (after some orbits), while in the previous




This MSc thesis had two main goals: the numerical validation of CubeADCS Y-Momentum by CubeSpace
and the development of a new Pitch Sun Tracking (PST) attitude mode for the 2U ORCASat. The ADCS
needed to prove capable to encounter the mission requirements in terms of detumbling capability, esti-
mation accuracy (2°) and Nadir Pointing (NP) accuracy (10°). Moreover the study wanted to assess the
advantages that the PST mode would bring to the mission. A first qualitative analysis showed that this
new attitude mode would be capable of increasing the minima in power production over the lifetime of
the mission by more than 0.7 W (27%).
In order to study the advantages in a quantitative way and to ensure that the ADCS could respect
the mission requirements, a model of the satellite and of the ADCS had to be developed. CubeADCS
Y-Momentum, presents a typical set of sensors for a Nadir Pointing mission: ten coarse Sun sensors, a
tri-axial magnetometer, three MEMS gyros and a fine Sun sensor. The actuation is performed by three
magnetorquers, aided by a pitch momentum wheel that stabilizes the attitude motion in the orbital xz
plane. For the power production, the satellite is covered with solar arrays made of AzurSpace cells (BOL
efficiency of 29.6%), which can provide a peak power of 2.4 W per unit of CubeSat surface.
CubeADCS Y-Momentum offers by default five attitude estimation modes and two types of attitude
modes. The first two estimation modes, Gyro Rates estimation and Magnetic Rate Extended Kalman Filter
(MREKF), are only able to estimate the angular rates, so they are mainly used during the detumbling
phase or if the attitude knowledge is not required. The third one, TRIAD, is computationally very fast,
but it only functions when the satellite is in view of the Sun, so it cannot be safely employed during
normal operation. The last two, AEKF and MEKF, are two Extended Kalman Filters. While both of them
were proven to be able to maintain the attitude estimation error below the requirement, MEKF was found
to be more robust than AEKF, thus the analysis of the pointing accuracy was performed utilizing the data
from the simulations adopting the former.
The pointing accuracy was evaluated using five scenarios, which represent the uncertainty of some
design parameters, i.e. the tensor of inertia, the parasitic magnetic dipole moment and the momentum
bias given by the wheel. The employed Constant Gain Linear Quadratic Regulator controller was shown
to be capable of keeping the NP pointing error below the requirement in all the scenarios, whereas in
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the PST scenarios it maintained a pointing accuracy more than 10° higher (> 100%), due to the more
demanding angular rate command.
The comparison of the results of the simulations on the power budget analysis for the two pointing
modes confirmed what was initially demonstrated via simplified simulations: over the period of 1 day,
the PST mode was shown to be able to increase the average power availability by more than 17% of the
value of the NP mode (1 W), while it required a peak increase in the power needed by the actuators of
just 60 mW (6% of the increase in power availability). Hence, it has been numerically shown that it is
worth adopting the PST mode when a low power income is predicted.
Each of the four detumbling modes offered by the ADCS was found to perform acceptably when
starting from the maximum angular rate they were declared to be able to detumble by CubeSpace.
8.1 Future Work
This thesis is the third of a series of works performed by students of Instituto Superior Técnico on the
numerical simulation of the ADCS of ORCASat. The developed simulation models within the MATLAB®
Simulink® environment achieved a high level of detail and proved to accurately simulate the dynamics.
Since the ADCS was acquired Off-The-Shelf, the need to convert the software into a low-level program-
ming language is significantly reduced with respect to the built-in ADCS case, because the code is already
written inside the ACP of CubeComputer. Nonetheless, since only the NP mode is defined by default in
the OBC, it would be necessary to add the definition of the pointing command relative to the PST, if the
new attitude mode is to be tested and eventually employed during the operational life of ORCASat.
A second interesting development, successive to the implementation of the PST mode, would be
to design an Hardware-In-the-Loop (HIL) test bed for the ADCS hardware and eventually perform HIL
simulations. This process is not something that is usually performed on small CubeSats, but it would
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Figure A.1: From Section 7.2: Fast detumble mode angular rate evolution.






































Figure A.2: From Section 7.2: Y-Thomson detumble mode angular rate evolution.
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Figure A.3: From Section 7.4.2: Estimation of the Gyro bias during the MEKF estimation mode. The
algorithm is very fast in stabilizing the estimation of the bias on the three axes around the correct value.














Scenario 1 Scenario 2 Scenario 3
Scenario 4 Scenario 5
(a) AEKF: the estimation of scenarios 3 and 5 is not acceptable.














Scenario 1 Scenario 2
Scenario 3 Scenario 4
Scenario 5
(b) MEKF: the estimation accuracy is rather independent from the
scenario
Figure A.4: From Section 7.4.2: NP mode attitude estimation error.
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(b) MEKF




In this appendix, the MATLAB® Simulink® models for the hardware of the spacecraft are presented. Also,
for each model the values of the parameters that influence the behaviour of the simulated hardware are
included in a table.
Fine Sun Sensor
Table B.1: Fine Sun Sensor parameters.
Parameter Unit Value
Update rate [s] 0.1
Noise standard deviation [deg] 0.2
FOV [deg] 180
Sensitivity [LSB/deg] 8
Figure B.1: Fine Sun sensor model.
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Coarse Sun Sensors
Table B.2: Coarse Sun Sensor parameters.
Parameter Unit Value
Average Sun power Density [W] 1396
Update rate [s] 0.1




Figure B.2: Coarse Sun sensors model.
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Magnetometer








Update rate [s] 0.1
Noise standard deviation [nT] 5
Sensitivity [LSB/nT] 0.071428






Figure B.3: Magnetometer model.
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Gyroscope








ARW standard deviation [rad/s0.5] 8.145× 10−5
RRW standard deviation [rad/s] 2.618× 10−4
Update rate [s] 0.1
Sensitivity [LSB s/rad] 1.53× 104






Figure B.4: MEMS Gyroscopes model.
92
Magnetorquers
Table B.5: Magnetorquers parameters.
Parameter Unit Value
Voltage [V] 5
Magnetic dipole moment saturation limit (x) [Am2] 0.13
Magnetic dipole moment saturation limit (y & z) [Am2] 0.48
Electric current saturation limit (x) [A] 0.064
Electric current saturation limit (y & z) [A] 0.080
(a)
(b)
Figure B.5: Magnetorquers model.
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Momentum Wheel
Table B.6: Momentum Wheel parameters.
Parameter Unit Value
Moment of Inertia [kgm2] 2.02922× 10−6
Maximum momentum storage [Nms] 0.0017
Maximum torque [Nm] 0.00023
Maximum speed [rev/min] 8000
Coefficient of viscous friction [Nm] 10−7
Coefficient of Coulomb friction [Nm] 1.11× 10−4
Electric resistance [Ω] 150
Torque constant [Nm/A] 0.0041
Retroactive constant [Ω/s] 869.3
(a)
(b)




In this appendix the MATLAB® scripts for the processing of the estimation algorithms developed in this
work are presented.
MREKF
1 function [w_po, P_po] = mekf(w_pr, P_pr, b_m, z, sigma_m, dt, w_0, J_0, T, H_w, T_w, clock)
2 %INPUTS:
3 %w_pr = A priori estimated rates [3x1]
4 %P_pr = A priori covariance matrix [3x3]
5 %sigma_m = Standard deviation opf the magnetometer [1x1]
6 %dt = Propagation time interval [1x1]
7 %w_0 = orbital angular rate [1x1]
8 %J_0 = Matrix of inertia [3x3]
9 %b_m = Measured magnetic field vector [3x1]
10 %z = Measured derivative of the magnetic field vector [3x1]
11 %T = Environmental torque [3x1]
12 %H_w = Momentum bias [3x1]
13 %T_w = Wheel torque [3x1]
14 %clock = Measured time [1x1]
15 %OUTPUTS:
16 %x_po = A posteriori estimated state [3x1]
17 %P_po = A posteriori covariance matrix [3x3]
18
19 J = diag(J_0);
20 if clock < 10
21 w_po = [0 0 0]';
22 P_po = 0.0001*eye(3);
23 else
24
25 % Propagation stage of state vector and covariance matrix
26 [w_p, P_p] = rate_prop(w_pr, P_pr, dt, w_0, T, H_w, T_w, J);
27 % Update stage of state vector and covariance matrix




32 function [w_po, P_po] = rate_prop(w, P_pr, dt, w_0, T, H_w, T_w, J)
33 H_0 = J(2)*w_0;
34 Phi = eye(3)...
35 + dt*[0 (0.5*w(3)*(J(2)=J(3))=H_w(3))/J(1) (0.5*w(2)*(J(2)=J(3))+H_w(2)=H_0)/J(1);
36 (0.5*w(3)*(J(3)=J(1))+H_w(3))/J(2) 0 (0.5*w(1)*(J(3)=J(1))=H_w(1))/J(2);
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37 (0.5*w(2)*(J(1)=J(2))=H_w(2)+H_0)/J(3) (0.5*w(1)*(J(1)=J(2))+H_w(1))/J(3) 0];
38 W = (T=T_w)*dt./J;
39 P_po = Phi*P_pr*Phi'+1e=6*eye(3)*dt;
40 w_po = Phi*w + W;
41 end
42
43 function [w_po, P_po] = rate_upd(w_pr, P_pr, b, sigma, z, dt)
44 H = skew(b)*dt;
45 R = sigma^2*eye(3);
46 K = P_pr*H'*(H*P_pr*H' + R)^(=1);
47 P_po = (eye(3) = K*H)*P_pr*(eye(3) = K*H)'+K*R*K';
48 w_po = w_pr + K*(z=H*w_pr);
49 end
50
51 function Xi = getXi(q)
52 e = q(1:3);
53 skew_e = skew(e);
54 Xi = [q(4)*eye(3) + skew_e; =e'];
55 end
MEKF
1 function [x_po, P_po] = fcn(x_pr, P_pr, dt, sigmas, gains, w_meas, b_m, b_s, r_m, r_s, lit, mekf_on
, q_triad)
2 %INPUTS:
3 %x_pr = A priori estimated state [6x1]
4 %P_pr = A priori covariance matrix [6x6]
5 %dt = Propagation time interval [1x1]
6 %ss = vector of the sigmas of the sensors [3x1]
7 %gs = vector of the gains of the CGGAO [4x1]
8 %w_meas = Measured angular rates [3x1]
9 %b_m = Measured magnetic field vector [3x1]
10 %b_s = Measured Sun vector [3x1]
11 %r_m = Inertial magnetic field vector [3x1]
12 %r_s = Inertial Sun vector [3x1]
13 %lit = Illumination state (Boolean) [1x1]
14 %mekf_on = flag for the activation of the algorithm [1x1]
15 %q_triad = quaternion from the TRIAD algorithm [4x1]
16 %OUTPUTS:
17 %x_po = A posteriori estimated state [6x1]
18 %P_po = A posteriori covariance matrix [6x6]
19
20 sigma_u = sigmas(1);
21 sigma_v = sigmas(2);
22 sigma_m = sigmas(3);
23 if b_s<0
24 sigma_s = sigmas(4);
25 else
26 sigma_s = sigmas(5);
27 end
28 k_m = gains(1);
29 k_s = gains(2);
30 k_i = gains(3);
31 k_p = gains(4);
32 norm_b_m = norm(b_m);
33 b_m = b_m/norm_b_m;
34
35 norm_b_s = norm(b_s);
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36 b_s = b_s/norm_b_s;
37 sigma_m_n = sigma_m/norm_b_m;
38 norm_r_m = norm(r_m);
39 r_m = r_m/norm_r_m;
40 norm_r_s = norm(r_s);
41 r_s = r_s/norm_r_s;
42 if mekf_on == 0
43 if lit == 0
44 [x_po, P_po] = cggao(x_pr, P_pr, w_meas, dt, r_m, b_m, r_s,...
45 b_s, k_m, k_s, k_i, k_p, lit);
46 else
47 x_po = [q_triad; zeros(3,1)];
48 P_po = 1e=3*eye(6);
49 end
50 else
51 [x_p, P_p] = mekf_prop(w_meas, x_pr, P_pr, sigma_u, sigma_v, dt);
52 [x_po, P_po] = mekf_upd(x_p, P_p, r_m, b_m, sigma_m_n);
53 if lit == 1





59 function [x_po, P_po] = mekf_prop(omega_m, x_pr, P_pr, sigma_u,sigma_v, dt)
60 q_pr = x_pr(1:4);
61 beta_pr = x_pr(5:7);
62 omega = omega_m = beta_pr;
63 beta_po = beta_pr;
64 Omega = getOmega_mekf(omega, dt);
65 q_po = Omega*q_pr;
66 gamma = [=eye(3) zeros(3,3);
67 zeros(3,3) eye(3)];
68 Phi = getPhi(omega, dt);
69 Q = getQ_mekf(sigma_v, sigma_u, dt);
70 P_po = Phi*P_pr*Phi' + gamma*Q*gamma';
71 x_po = [q_po; beta_po];
72 end
73
74 function [x_po, P_po] = mekf_upd(x_pr, P_pr, r, b, sigma_s)
75 q_pr = x_pr(1:4);
76 beta_pr = x_pr(5:7);
77 Xi = getXi(q_pr);
78 Pi = getPi(q_pr);
79 A_pr = Xi'*Pi;
80 h = A_pr*r;
81 H = [skew(h) zeros(3,3)];
82 R = sigma_s^2*eye(3);
83 K = P_pr*H'*(H*P_pr*H' + R)^(=1);
84 P_po = (eye(6) = K*H)*P_pr*(eye(6) = K*H)'+K*R*K';
85 dx_po = K*(b = h);
86 dphi_po = dx_po(1:3);
87 dbeta_po = dx_po(4:6);
88 q_po = q_pr + 0.5*Xi*dphi_po;
89 q_po = q_po/norm(q_po);
90 beta_po = beta_pr + dbeta_po;




94 function [Omega] = getOmega_mekf(omega, dt)
95 omega_norm = norm(omega);
96 psi = omega*sin(0.5*omega_norm*dt)/omega_norm;
97 o1 = cos(0.5*omega_norm*dt)*eye(3) = skew(psi);
98 o2 = psi;
99 o3 = =psi';
100 o4 = cos(0.5*omega_norm*dt);




105 function Q = getQ_mekf(sigma_v, sigma_u, dt)
106 Q11 = eye(3)*(sigma_v^2*dt + 1/3*sigma_u^2*dt^3);
107 Q12 = eye(3)*(1/2*sigma_u^2*dt^2);
108 Q21 = Q12;
109 Q22 = eye(3)*(sigma_u^2*dt);




1 function [x_po, P_po] = fcn(x_pr, P_pr, dt, ss, gs, J_0, b_m, b_s, r_m, r_s, lit, T, H_w, T_w, w_0,
aekf_on)
2 %INPUTS:
3 %x_pr = A priori estimated state [7x1]
4 %P_pr = A priori covariance matrix [7x7]
5 %dt = Propagation time interval [1x1]
6 %ss = vector of the sigmas of the sensors [3x1]
7 %gs = vector of the gains of the CGGAO [4x1]
8 %J_0 = matrix of inertia [3x3]
9 %b_m = Measured magnetic field vector [3x1]
10 %b_s = Measured Sun vector [3x1]
11 %r_m = Inertial magnetic field vector [3x1]
12 %r_s = Inertial Sun vector [3x1]
13 %lit = Illumination state (Boolean) [1x1]
14 %T = Environmental torque [3x1]
15 %H_w = Momentum bias [3x1]
16 %T_w = Wheel torque [3x1]
17 %w_0 = orbital angular rate [1x1]
18 %aekf_on = flag for the activation of the algorithm [1x1]
19 %OUTPUTS:
20 %x_po = A posteriori estimated state [7x1]
21 %P_po = A posteriori covariance matrix [7x7]
22
23 % Definition of the constants
24 sigma_m = ss(1);
25 if b_s<0
26 sigma_s = ss(2);
27 else
28 sigma_s = ss(3);
29 end
30 J = diag(J_0);
31 k_m = gs(1);
32 k_s = gs(2);
33 k_i = gs(3);
34 k_p = gs(4);
35 % Reorganization of the data from the sensors
98
36 norm_b_m = norm(b_m);
37 b_m = b_m/norm_b_m;
38 norm_b_s = norm(b_s);
39 b_s = b_s/norm_b_s;
40 % Normalization of magnetometer Standard Deviation
41 sigma_m_n = sigma_m/norm_b_m;
42 % >Reorgazization of the inertial vectors
43 norm_r_m = norm(r_m);
44 r_m = r_m/norm_r_m;
45 norm_r_s = norm(r_s);
46 r_s = r_s/norm_r_s;
47 %Initialization
48 if aekf_on == 0
49 if lit == 0
50 [x_po, P_po] = cggao(x_pr, P_pr, dt, r_m, b_m, r_s, b_s, k_m, k_s, k_i, k_p, lit);
51 else
52 x_po = [q_triad; zeros(3,1)];




57 [x_p, P_p] = aekf_prop(x_pr, P_pr, dt, T, H_w, T_w, w_0, J);
58 %Magnetometer measurement update
59 [x_po, P_po] = aekf_upd(x_p, P_p, r_m, b_m, sigma_m_n);
60 %Sun sensor measurement update (only if the satellite is illuminated)
61 if lit == 1





67 function [x_po, P_po] = aekf_prop(x, P, dt, T, H_w, T_w, w_0, J)
68 q = x(1:4);
69 w = x(5:7);
70 H_0 = J(2)*w_0;
71 Phiq = 1/4*[0 w(3) =w(2) w(1) q(4) =q(3) q(2);
72 =w(3) 0 w(1) w(2) q(3) q(4) =q(1);
73 w(2) =w(1) 0 w(3) =q(2) q(1) q(4);
74 =w(1) =w(2) =w(3) 0 =q(1) =q(2) =q(3)];
75 Phiw = [0 0 0 0 0 (0.5*w(3)*(J(2)=J(3))=H_w(3))/J(1) (0.5*w(2)*(J(2)=J(3))+H_w(2)=H_0)/J(1);
76 0 0 0 0 (0.5*w(3)*(J(3)=J(1))+H_w(3))/J(2) 0 (0.5*w(1)*(J(3)=J(1))=H_w(1))/J(2);
77 0 0 0 0 (0.5*w(2)*(J(1)=J(2))=H_w(2)+H_0)/J(3) (0.5*w(1)*(J(1)=J(2))+H_w(1))/J(3) 0];
78 Phi = eye(7) + [Phiq; Phiw]*dt;
79 W = [zeros(4,1); (T=T_w)./J*dt];
80 S = 0.6e=8*eye(3);
81 Q = [zeros(4,7);
82 zeros(3,4), S];
83 P_po = Phi*P*Phi' + Q*dt;
84 x_po = Phi*x + W;
85 end
86
87 function [x_po, P_po] = aekf_upd(x, P, r, b, sigma)
88 q = x(1:4);
89 w = x(5:7);
90 Xi = getXi(q);
91 Pi = getPi(q);
92 A = Xi'*Pi;
93 h = A*r;
99
94 H1 = 2*[ q(1) q(2) q(3);
95 q(2) =q(1) q(4);
96 q(3) =q(4) =q(1)]*r;
97 H2 = 2*[=q(2) q(1) =q(4);
98 q(1) q(2) q(3);
99 q(4) q(3) =q(2)]*r;
100 H3 = 2*[=q(3) q(4) q(1);
101 =q(4) =q(3) q(2);
102 q(1) q(2) q(3)]*r;
103 H4 = 2*[ q(4) q(3) =q(2);
104 =q(3) q(4) q(1);
105 q(2) =q(1) q(4)]*r;
106 H = [H1 H2 H3 H4 zeros(3,3)];
107 R = sigma^2*eye(3);
108 K = P*H'*(H*P*H' + R)^(=1);
109 P_po = (eye(7) = K*H)*P;
110 dx_po = K*(b = h);
111 dq_po = dx_po(1:4);
112 dw_po = dx_po(5:7);
113 q_po = q + dq_po;
114 q_po = q_po/norm(q_po);
115 w_po = w + dw_po;
116 x_po = [q_po; w_po];
117 end
118
119 function A = getA(q)
120 q_v = q(1:3);
121 q_0 = q(4);
122 skew_q_v = skew(q_v);
123 A = eye(3) = 2*q_0*skew_q_v + 2*skew_q_v^2;
124 end
125 function alpha = getalpha(A, r, b, k)
126 b_hat = A*r;
127 alpha = k*cross(b, b_hat);
128 end
129 function Pi = getPi(q)
130 e = q(1:3);
131 skew_e = skew(e);
132 Pi = [q(4)*eye(3) = skew_e; =e'];
133 end
134 function skew = skew(v)
135 skew = [0 =v(3) v(2);
136 v(3) 0 =v(1);
137 =v(2) v(1) 0];
138 end
100
