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Abstrakt
Hlavním tématem této práce je klasifikace textur a rozpoznávání objektu˚ v obraze podle tex-
tury. Jsou rozebírány ru˚zné texturní prˇíznaky vcˇetneˇ neˇkolika variant local binary patterns
(LBP). Je navržena nová modifikace LBP (weighted spatial LBP), jejímž cílem je zlepšení
prostorového pokrytí tradicˇních LBP. Zrˇídka používané barevné texturní prˇíznaky jsou
také diskutovány. Umeˇlé neuronové síteˇ a support vector machines jsou použity ke klasi-
fikaci všech zmíneˇných prˇíznaku˚. S využitím teˇchto metod je implementován framework
pro klasifikaci textur a segmentaci obrazu. Obsažná texturní databáze je použita k testu
úspeˇšnosti klasifikace za ru˚zných podmínek. Nakonec je systém aplikován na reálný pro-
blém – segmentaci leteckých snímku˚.
Klícˇová slova
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vector machine, local binary patterns, Outex, letecký snímek
Abstract
Main subjects of this thesis are texture classification and texture-based object recognition.
Various texture features are being explored, including several variants of local binary pat-
terns (LBP). A novel modification of LBP (weighted spatial LBP) is proposed, with intention
to improve on the spatial coverage of the traditional LBP. Rarely used color texture featu-
res are being discussed as well. Artificial neural networks and support vector machines
are used to classify all the aforementioned features. Using these methods, framework for
the texture classification and image segmentation is implemented. Comprehensive texture
database is employed to test its performance under different conditions. In the end, the
system is applied to solve a real-world problem – the segmentation of aerial photos.
Keywords
texture, classification, computer vision, image processing, artificial neural network, support
vector machine, local binary patterns, Outex, aerial photo
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Tématem této diplomové práce je významná oblast pocˇítacˇové grafiky – pocˇítacˇové videˇní.
Jedná se o odveˇtví s velkým uplatneˇním v praxi a repertoár metod pro analýzu a následné
rozpoznávání objektu˚ v obraze je skutecˇneˇ bohatý. Detekce textur má prˇitom v této oblasti
nezastupitelné postavení.
Hlavními cˇástmi zkoumané problematiky jsou extrakce vhodných texturních prˇíznaku˚
(tj. vlastností obrazu, které popisují texturu) a metoda jejich klasifikace (postup umož-
nˇující extrahované prˇíznaky zarˇadit do neˇkteré z definovaných trˇíd). Na tomto teoretic-
kém základeˇ vytvorˇíme systém pro automatickou klasifikaci textur, jehož cˇinnost budeme
demonstrovat na praktickém problému segmentace leteckých snímku˚ (systém samotný
ovšem bude možné jednoduše prˇizpu˚sobit pro klasifikaci libovolného druhu i pocˇtu tex-
tur).
Budeme se zabývat dveˇma v soucˇasné dobeˇ nejpoužívaneˇjšími druhy prˇíznaku˚ –
Gáborovými vlnkami a local binary patterns, prˇicˇemž zvláštní du˚raz je kladen na druhou
ze zmíneˇných metod, která bude spolu se svými modifikacemi tvorˇit teˇžišteˇ této práce.
Pro tuto metodu budeme prezentovat i novou, pu˚vodní variantu, která má za cíl odstranit
neˇkteré z nedostatku˚ stávajících variant.
Prˇedstavíme také jinak neprˇíliš cˇasto používaná rozšírˇení texturních prˇíznaku˚ pro práci
s barevnými obrazy. V souvislosti s barevnými obrazy také popíšeme ru˚zné barevné pro-
story, které budeme používat, jelikož i samotná transformace z jednoho prostoru do dru-
hého mu˚že mít na úspeˇšnost klasifikace významný vliv.
Po extrakci texturních prˇíznaku˚ následuje jejich klasifikace. Kromeˇ neˇkolika základ-
ních metod neparametrické klasifikace se budeme veˇnovat dveˇma robustním metodám
využívajícím ucˇení s ucˇitelem – jedná se o umeˇlé neuronové síteˇ a support vector machine.
Samotný princip jejich cˇinnosti nebude prˇedmeˇtem detailního zkoumání, zameˇrˇíme se
hlavneˇ na jejich parametry, které mají prˇímý vliv na úspeˇšnost klasifikace.
Získané poznatky využijeme k implementaci frameworku pro klasifikaci textur. Cílem
bude vysoká modularita a jednoduchost použití celého systému. K jeho testování použi-
jeme verˇejneˇ dostupnou texturní databázi, takže dosažené výsledky budeme moci srovnat
s pracemi publikovanými jinými autory. Provedeme množství meˇrˇení, pomocí kterých
budeme moci hodnotit použité metody z rˇady hledisek.
Jedním z hlavních cílu˚ této cˇásti je zjišteˇní optimálních parametru˚ systému pro ru˚zné
praktické situace (budeme posuzovat vliv jevu˚, jako je zmeˇna osveˇtlení, rozlišení nebo
rotace, které se prˇi práci s obrazy porˇízenými v beˇžných, tj. nekontrolovaných podmínkách
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cˇasto meˇní). Tyto výsledky pak použijeme prˇi rˇešení reálného problému – segmentace
leteckých snímku˚.
Po této úvodní kapitole následuje první teoretická kapitola – obsahuje pojednání o tex-
turách a jejich vlastnostech a problematice klasifikace a segmentace obrazu˚. Další teoretická
kapitola (3) se veˇnuje detailnímu studiu problematiky extrakce texturních prˇíznaku˚, ná-
sledující kapitola pak pojednává o jejich klasifikaci. Kapitola 5 obsahuje strucˇný prˇehled
soucˇasného vývoje v oblasti pocˇítacˇového videˇní využívajícího textury. Jsou prˇedstaveny
nové varianty zmíneˇných metod, jejich kombinace i nové oblasti aplikace.
Následuje praktická cˇást. V kapitole 6 je na zacˇátku prezentována nová varianta tex-
turních prˇíznaku˚ vytvorˇená v rámci této práce. Dále tato kapitola obsahuje popis koncep-
tuálního návrhu frameworku pro klasifikaci textur, který bude využívat všechny zmíneˇné
metody, a také dat, pomocí kterých bude testován. Poslední cˇást této kapitoly pak popisuje
návrh postupu segmentace leteckých snímku˚ s využitím uvedeného frameworku.
Kapitola 7 se veˇnuje implementaci navrženého systému. Jsou zmíneˇny použité progra-
movací jazyky, nástroje a knihovny. Také je strucˇneˇ popsána architektura celého systému
z hlediska implementace s du˚razem na prˇípadná budoucí rozšírˇení.
Výsledky porˇízené pomocí implementovaných nástroju˚ shrne kapitola 8 – budeme
prezentovat prˇesná data o úspeˇšnosti klasifikace pro ru˚zné metody i ukázky praktických
výstupu˚ segmentacˇního nástroje. Záveˇrecˇná kapitola se pak veˇnuje zhodnocení celé práce.
Ve své bakalárˇské práci z roku 2008 [14], na kterou v této diplomové práci navazuji, jsem
se veˇnoval klasifikaci textur pomocí základních variant local binary patterns. Praktická cˇást
byla demonstrována na detektoru textur pro letecké snímky. Cˇásti této práce také navazují
na související projekty pro další prˇedmeˇty na FIT VUT v Brneˇ: Projekt prˇedmeˇtu Soft-
computing [16] se veˇnoval jednoduchému srovnání úspeˇšnosti klasifikace textur pomocí
umeˇlých neuronových sítí a support vector machines, projekt prˇedmeˇtu Pocˇítacˇové videˇní
[15] pak klasifikaci barevných textur pomocí základních barevných prˇíznaku˚. Na všechny
tyto práce dále navázal semestrální projekt.
V rámci této práce došlo ke znacˇnému rozšírˇení použitých metod i provedených testu˚.
Implementovaný detektor textur tak bude moci být mnohem robustneˇjší, což se projeví i
na výsledcích segmentace leteckých snímku˚.
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Kapitola 2
Vlastnosti a analýza textur
2.1 Využití textur v pocˇítacˇovém videˇní
Pocˇítacˇové videˇní se zabývá extrakcí informací z obrazu (obraz samotný mu˚že mít mnoho
forem, v tomto textu budeme ve veˇtšineˇ prˇípadu˚ uvažovat dvourozmeˇrnou rastrovou ma-
tici složenou z jednotlivých obrazových bodu˚). Souvisejícími obory jsou umeˇlá inteligence,
strojové ucˇení a cˇíslicové zpracování signálu˚, prˇicˇemž se cˇasto využívají i poznatky z fyziky
(optika), biologie (studium lidského videˇní) a matematiky (geometrie, statistika a další).
2.1.1 Klasifikace obrazu
Problematikou studovanou v rámci pocˇítacˇového videˇní je klasifikace obrazu – cílem je
prˇirˇadit danému obrazu jako celku prˇíslušnost k neˇjaké trˇídeˇ (prˇicˇemž rozhodnutí, kolik a
jakých trˇíd chceme rozlišovat, je trˇeba vždy provést na míru rˇešenému problému). Samotný
problém klasifikace obrazu principiálneˇ sestává z teˇchto kroku˚:
1. Zvolení vlastnosti obrazu, pomocí které chceme provádeˇt klasifikaci (v tomto prˇípadeˇ
je zkoumanou vlastností textura).
2. Extrakce vhodných prˇíznaku˚ dobrˇe popisujících danou vlastnost.
Jedná se veˇtšinou o body v n-rozmeˇrném prostoru, které by meˇly být dobrˇe separo-
vatelné (viz obrázek 2.1). Tento krok je pro úspeˇšnost celého procesu zásadní.
Pokud v daném prostoru nejsou trˇídy dobrˇe oddeˇlitelné, je možné prˇíznaky mapo-
vat do vhodneˇjšího prostoru o jiném pocˇtu dimenzí – tato technika se používá také
v prˇípadeˇ, že je pocˇet rozmeˇru˚ daného prostoru prˇíliš velký.
3. Volba klasifikacˇní metody pro dané prˇíznaky a vlastní klasifikace.
Na rozdíl od prˇedchozího kroku, kdy použité prˇíznaky jsou veˇtšinou prˇímo svázány
s konkrétní vlastností obrazu, resp. rˇešeným problémem, lze zde použít neˇkterou
z mnoha obecných klasifikacˇních metod, které se liší svým principem, výpocˇetní







Obrázek 2.1: Prˇíklad vhodných a nevhodných prˇíznaku˚ ke klasifikaci. V prostoru vlevo nelze
jednoduše oddeˇlit jednotlivé podoblasti tvorˇené jedním druhem prˇíznaku˚.
2.1.2 Segmentace obrazu
Klasifikace obrazu je využita prˇi segmentaci obrazu. Úcˇelem je rozdeˇlit jeden obraz na
oblasti s neˇjakou spolecˇnou charakteristikou – každému obrazovému bodu je prˇirˇazena
prˇíslušnost do jedné z oblastí (ukázka segmentace je na obrázku 2.2).
Segmentace se cˇasto provádí tak, že obraz je neˇjakým zpu˚sobem rozdeˇlen na dílcˇí
podoblasti, pro každou z nich se klasifikací urcˇí její trˇída, a tyto podoblasti jsou pak opeˇt
spojeny, tentokrát už do výsledného segmentovaného obrazu.
2.1.3 Motivace
Textury hrají du˚ležitou roli v analýze obrazu˚ a pocˇítacˇovém videˇní obecneˇ. Acˇkoliv in-
formace o barvách v obraze je taktéž významná, jsou situace, kdy ji nelze použít (naprˇ.
prˇi zmeˇnách osveˇtlení) nebo takovou informaci vu˚bec nemáme (naprˇ. obraz z kamery pro
nocˇní videˇní).
Detekce textur také dobrˇe doplnˇuje prˇístupy založené na detekci hran (pokud jsou
zájmové oblasti v obraze charakterizovány vysoce kontrastními texturami, hranice mezi
nimi vu˚bec nemusí vykazovat výrazné hrany a naopak uvnitrˇ jednotlivých oblastí mu˚že
dojít k zachycení velkého množství „falešných“ hran).
Oblasti, ve kterých analýza textur nalézá uplatneˇní, jsou naprˇ. klasifikace a kontrola
kvality materiálu˚ (drˇevo, papír, textil, kovy, jakost potravin aj.), analýza medicínských
obrazu˚ (segmentace ru˚zných druhu˚ tkání), rekonstrukce povrchu analýzou textury (pro
tvorbu 3D modelu˚), biometrie nebo klasifikace a segmentace reálných scén (automatické
vyhledávání zájmových objektu˚, navigace v terénu pro roboty aj.).
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(a) pu˚vodní obraz (b) segmentovaný obraz
Obrázek 2.2: Prˇíklad segmentace obrazu. Segmenty pu˚vodního obrazu jsou znázorneˇny ru˚znými
barvami.
2.2 Textura a její vlastnosti
Tato teoretická kapitola vychází z mé bakalárˇské práce z roku 2008 [14], na kterou dále
navazuje.
2.2.1 Definice textury
Pro texturu zatím nebyla nalezena obecná jednotná definice, prˇicˇemž existují pochybnosti,
zda taková definice vu˚bec existuje. Z tohoto du˚vodu je analýza textur problematická,
protože správnost analytických metod nemu˚že být matematicky dokázána, a musí tedy
být oveˇrˇována empiricky – navzdory tomu je analýza textur úspeˇšneˇ aplikována v rˇadeˇ
oblastí. Prˇíklady ru˚zných textur jsou na obrázku 2.3.
Neformálneˇ mu˚žeme texturu definovat naprˇ. jako vizuální nebo hmatovou charak-
teristiku povrchu teˇlesa [23]. Témeˇrˇ všechny objekty ve vesmíru, pokud je pozorujeme
z vhodné vzdálenosti, mají texturu.
Velikost elementu˚, ze kterých textura sestává, se ru˚zní – od velmi malých cˇástic (zrnka
písku) po obrovské (hveˇzdy v galaxii). Vnímání textury závisí mimo jiné na meˇrˇítku a
úhlu pohledu (naprˇ. textura papilárních linií na lidské ku˚ži je viditelná pouze do jisté
vzdálenosti), na prostrˇedí a na osveˇtlení.
Textura jako vlastnost obrazu mu˚že být charakterizována jako opakující se struktura
primitiv, tzv. texelu˚. Texel má stejný tvar, rozložení intenzit, orientaci cˇi velikost, prˇicˇemž
pocˇet primitiv je daleko veˇtší než jejich variabilita [51]. Prostorová struktura textury (tj.
rozmísteˇní jednotlivých texelu˚) je také podstatná.
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Obrázek 2.3: Prˇíklady ru˚zných textur.
2.2.2 Vznik textur
Z hlediska samotného vzniku rozlišujeme dva druhy textur [51]:
• Vlastní textury vznikají díky pigmentaci (zabarvení) povrchu objektu, resp. sveˇtlu
odraženému na základeˇ vlastností materiálu (luminiscence aj.), vcˇetneˇ vlastního te-
pelného zárˇení.
Obrázek 2.4: Prˇíklady vlastních textur.
• Nevlastní textury vznikají díky ovlivneˇní odraženého sveˇtla prostorovou strukturou
povrchu objektu. Nevlastní textury se tedy mohou (na rozdíl od vlastních) meˇnit se
zmeˇnami pozice použitého osveˇtlení.
Obrázek 2.5: Prˇíklady nevlastních textur.
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2.2.3 Deˇlení textur
Textury mohou být na základeˇ jejich vzhledu kategorizovány neˇkolika zpu˚soby zalo-
ženými na lidském vnímání. Posuzovanými vlastnostmi pak mohou být naprˇ. drsnost,
pravidelnost, kontrast, smeˇrovost nebo komplexnost [40]. Z hlediska analytických metod
se rozlišují dva významné druhy textur:
• Strukturní textury jsou cˇasto umeˇlé (vytvorˇené cˇloveˇkem – naprˇ. cihlová zed’) a velmi
pravidelné. Texely jsou v takovém prˇípadeˇ dostatecˇneˇ velké a snadno odlišitelné od
pozadí.
Popis takových textur pak vychází z typu˚ a rozmísteˇní (struktury) elementu˚, které
je tvorˇí. Strukturní textury se nejcˇasteˇji popisují polygonálními síteˇmi, tvarovými
gramatikami, dvoudimenzionálními jazyky nebo jinými formálními nástroji.
Obrázek 2.6: Prˇíklady strukturních textur.
• Stochastické textury jsou pro pocˇítacˇové videˇní velmi du˚ležité, protože tvorˇí drtivou
veˇtšinu textur prˇírodního pu˚vodu.
V tomto prˇípadeˇ již není možné jednotlivé texely a jejich prostorovou strukturu
popsat pomocí neˇjakých pravidel, prˇi popisu tohoto typu textur se tedy vychází
z rozložení intenzit. Jelikož pocˇet primitiv v texturˇe je mnohem veˇtší než jejich vari-
abilita, jsou vhodným nástrojem pro popis stochastických textur statistické metody.




Existuje rˇada texturních prˇíznaku˚, prˇicˇemž používané metody se liší principem, úspeˇš-
ností, výkonem i odolností vu˚cˇi ru˚zným nedokonalostem nebo nehomogenitám obrazu
(šum, geometrické transformace, vliv osveˇtlení aj.). Zde uvedeme teoretický základ dvou
v soucˇasnosti nejoblíbeneˇjších metod pro extrakci texturních prˇíznaku˚.
Základní verze následujících metod pracují pouze s intenzitou obrazu, barevná in-
formace je k teˇmto texturním prˇíznaku˚m spíše ortogonální a veˇtšinou se posuzuje sa-
mostatneˇ – nicméneˇ existují i kombinované prˇíznaky. Práveˇ extrakci texturních prˇíznaku˚
z barevných obrazu˚ se veˇnuje druhá polovina této kapitoly.
3.1 Local binary patterns
Metoda local binary patterns (LBP) [30] byla pu˚vodneˇ vytvorˇena k doplneˇní informace
o lokálním kontrastu obrazu. Jedná se o velmi silnou metodu, která v sobeˇ kombinuje
statistický a strukturní prˇístup k analýze textur.
Princip klasifikace textur na základeˇ LBP je jednoduchý: pro každý bod analyzovaného
obrazu je vypocˇten LBP kód a texturním prˇíznakem pro daný obraz je pak histogram
teˇchto kódu˚. Ze základní verze LBP, která pracovala s osmiokolím obrazového bodu, byly
postupneˇ odvozeny další varianty, z nichž neˇkteré budou dále prezentovány – navíc bude
prˇedstavena i zcela nová modifikace LBP vytvorˇená v rámci této práce.
Hlavními prˇednostmi této metody jsou výpocˇetní nenárocˇnost, invariance vu˚cˇi rotaci
a vu˚cˇi zmeˇnám osveˇtlení, relativneˇ jednoduchá implementace (a to i v hardwaru) a prˇede-
vším pak velmi dobrá schopnost extrakce texturních prˇíznaku˚ z obrazu. Z teˇchto du˚vodu˚
je tato metoda a její modifikace teˇžišteˇm této práce.
3.1.1 Základní LBP
Odvození
Následující odvození vychází z [23]. Jak již bylo uvedeno, pro texturu neexistuje univerzální
definice. Pro úcˇely LBP je proto textura T v lokálním obrazovém okolí definována pomocí
distribuce intenzit P + 1 (P > 0) obrazových bodu˚:
T = t (gc, g0, . . . , gP−1) , (3.1)
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kde gc je intenzita strˇedového obrazového bodu a gp (p = 0, . . . ,P − 1) jsou intenzity P od
sebe stejneˇ vzdálených obrazových bodu˚ ležících na kružnici o polomeˇru R (R > 0) kolem
strˇedového obrazového bodu (viz obrázek 3.1). Sourˇadnice teˇchto bodu˚ jsou:
xp = xc +R cos 2pipP (3.2)
yp = yc +R sin 2pipP , (3.3)
kde (xc, yc) jsou sourˇadnice strˇedového bodu. Intenzity okolních obrazových bodu˚, jejichž
sourˇadnice neodpovídají prˇesneˇ jednotlivým obrazovým bodu˚m, jsou interpolovány1.
P = 8,  R = 1.0 P = 12,  R = 2.5 P = 16,  R = 4.0
Obrázek 3.1: Strˇedový obrazový bod a okolní obrazové body ležící na kružnici kolem neˇj [23].
Body, které neleží prˇesneˇ na mrˇížce, jsou interpolovány. Zobrazeny jsou trˇi zrˇejmeˇ nejpoužívaneˇjší
kombinace hodnot P a R.
Lokální textura pak mu˚že být beze ztráty informace reprezentována pomocí intenzity
strˇedového obrazového bodu a rozdílu˚ mezi ním a okolními obrazovými body:
T = t (gc, g0 − gc, . . . , gP−1 − gc) . (3.4)
Za prˇedpokladu, že rozdíly jsou nezávislé na strˇedovém obrazovém bodeˇ, lze pak psát:
T ≈ t (gc) t (g0 − gc, . . . , gP−1 − gc) . (3.5)
Jelikož t (gc) vyjadrˇuje celkový jas obrazu a nemá tedy na lokální texturu vliv, lze jej
ignorovat – pak tedy dostáváme:
T ≈ t (g0 − gc, . . . , gP−1 − gc) . (3.6)
Tím je dosaženo invariance vu˚cˇi zmeˇnám intenzity obrazu. Abychom dosáhli invari-
ance vu˚cˇi zmeˇnám velikostí rozdílu˚ gp − gc, budeme dále brát ohled pouze na znaménka
teˇchto rozdílu˚:
T ≈ t (s (g0 − gc) , . . . , s (gP−1 − gc)) , (3.7)
kde
s(x) = ⎧⎪⎪⎨⎪⎪⎩1 pro x ≥ 00 pro x < 0 (3.8)
1Pro P = 8 a R = 1.0 nejsou v praxi okolní body interpolovány, ale berou se body v osmiokolí strˇedového
bodu.
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Konecˇneˇ každému znaménku rozdílu s (gp − gc) je prˇirˇazena binomická váha 2p a dostá-
váme tak pro každou kombinaci rozdílu˚ znamének unikátní LBP kód, který charakterizuje
lokální texturu okolo obrazového bodu na sourˇadnicích (xc, yc):
LBPP,R = P−1∑
p=0 s (gp − gc)2p. (3.9)












Obrázek 3.2: Výpocˇet základního LBP8,1 kódu [23]. Intenzity obrazu jsou podle vztahu 3.9 praho-
vány dle strˇedového obrazového bodu a okolním obrazovým bodu˚m jsou prˇirˇazeny váhy. LBP kód
pro daný obrazový bod je tedy binárneˇ 11111000, decimálneˇ 8 + 16 + 32 + 64 + 128 = 248.
V praxi je vztah 3.9 interpretován jako bezznaménkové binární cˇíslo (to je du˚vod
prˇíznivé výpocˇetní nárocˇnosti této metody) o délce P bitu˚ (takový LBP kód pak tedy mu˚že
nabývat 2P ru˚zných hodnot).
Texturní prˇíznak
Texturu (jako distribuci intenzit v obraze) lze popsat pomocí histogramu o 2P sloupcích:
T ≈ t (LBPP,R (xc, yc)) . (3.10)
Abychom mohli vzájemneˇ porovnávat textury získané z ru˚zneˇ velkých obrazu˚ (cˇili
LBP histogramy obsahující ru˚zné pocˇty vzorku˚), je trˇeba LBP histogramy prˇed klasifikací
normalizovat – vhodné rˇešení je:
b′j = b j∑Bi=1 bi , (3.11)
kde b j je j-tý normalizovaný sloupec z pu˚vodního histogramu, bi je sloupec pu˚vodního
histogramu, b′j je sloupec normalizovaného histogramu a B je pocˇet sloupcu˚ histogramu.
Normalizace prˇíznaku˚ je zárovenˇ také nutná kvu˚li klasifikacˇním nástroju˚m, které lépe
pracují s daty v urcˇitém rozsahu. Tento histogram je pak užit jako texturní prˇíznak.
Omezení základních LBP
Základní LBP jsou z neˇkolika du˚vodu˚ nepraktické:
• Délka histogramu roste exponenciálneˇ s pocˇtem bodu˚ v okolí, což zteˇžuje následnou
klasifikaci (žádoucí je menší délka histogramu).
• Základní verze není invariantní vu˚cˇi rotaci.
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• Frekvence výskytu˚ jednotlivých LBP kódu˚ se významneˇ liší – neˇkteré kódy jsou sta-
tisticky nezajímavé a zbytecˇneˇ cˇiní klasifikaci obtížneˇjší.
• Nevýhodou základního LBP je prˇílišná lokálnost – LBP o fixním polomeˇru špatneˇ
postihují širší prostorové závislosti v texturˇe.
Tyto problémy odstranˇují varianty LBP popsané v následujících podkapitolách.
3.1.2 Rotacˇneˇ invariantní LBP
Jelikož obrazové body v okolí strˇedového bodu jsou rozmísteˇny na kružnici, lze invariance
vu˚cˇi rotaci dosáhnout jednoduše – za strˇed rotace je považován každý obrazový bod a jemu
prˇíslušný LBPP,R kód je rotován do referencˇní polohy – svého minima [33]. Tím se všechny
rotované verze jednoho kódu mapují na jednu hodnotu (a zárovenˇ se zmenšuje celkový
pocˇet ru˚zných LBP kódu˚ v této varianteˇ).
Rotacˇneˇ invariantní LBP kód je tedy definován takto:
LBPriP,R = min{ROR (LBPP,R, i) ∣ i = 0,1, . . . ,P − 1} (3.12)
Funkce ROR (x, i) provádí bitový posuv binárního cˇísla x o délce P bitu˚ i-krát doprava
(∣i∣ < P). Pro binární cˇíslo x:
x = P−1∑
k=0 2
kak, ak ∈ {0,1} , (3.13)
je funkce ROR definována takto:
ROR (x, i) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∑P−1k=i 2k−iak +∑i−1k=0 2P−i+kak pro i > 0
x pro i = 0
ROR (x,P + i) pro i < 0 (3.14)
Je evidentní, že jednotlivým LBPriP,R kódu˚m prˇísluší ru˚zný pocˇet RORP,R kódu˚, které se
na neˇ mapují (krajními prˇípady jsou kódy obsahující samé jednicˇky nebo samé nuly, které
se mapují samy na sebe).
Obrázek 3.3: Vytvorˇení rotacˇneˇ invariantních LBP kódu˚ (v rámecˇku).
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Nejmenší úhel, pro který je rotacˇneˇ invariantní LBP kód uzpu˚soben, závisí na pocˇtu
bodu˚ v okolí strˇedového bodu P: αmin = 360○P . Konkrétneˇ pro LBP8,R je tento úhel 45○, což je
pro praxi prˇíliš „hrubá“ kvantizace. Toto lze rˇešit zveˇtšováním pocˇtu P bodu˚ v kruhovém
okolí, avšak zárovenˇ je trˇeba vzít v úvahu již zmíneˇný exponenciální náru˚st délky histo-
gramu a navíc i volit polomeˇr R tak, aby body nebyly prˇíliš blízko sebe a tím nezanášely
do získaných dat zbytecˇnou redundanci.
3.1.3 Uniformní LBP
Vycházíme z heuristické hypotézy, že jistá podmnožina LBP8,1 kódu˚ tvorˇí valnou veˇtšinu
(neˇkdy až prˇes 90 %) všech LBP8,1 kódu˚ extrahovaných z beˇžneˇ se vyskytujících textur [32].
Tato podmnožina se nazývá uniformní LBP.
Uniformní LBP mají (ve svém binárním zápisu ješteˇ v „kruhové“ podobeˇ) omezený
pocˇet prˇechodu˚ mezi jednicˇkami a nulami – LBP kódy s vyšším pocˇtem teˇchto prˇechodu˚
jsou pro popis textury statisticky nespolehlivé.
Uniformita U okolí G obrazového bodu je definována:
U(GP) = ∣s (gP−1 − gc) − s (g0 − gc)∣ + P−1∑
p=1 ∣s (gp − gc) − s (gp−1 − gc)∣ . (3.15)
Za uniformní jsou považovány LBP kódy, pro které je U ≤ 2. Pro binární cˇíslo x o délce
P bitu˚ lze uniformitu vypocˇítat takto:
U(x) = P−1∑
p=0 F (x xor ROR (x,1) ,p) , (3.16)
Funkce F(x, i) extrahuje i-tý bit z binárního cˇísla x:
F(x, i) = ROR(x, i) and 1. (3.17)
Obrázek 3.4: Prˇíklady uniformních (v rámecˇku) a neuniformních (nad nimi) LBP kódu˚.
Spojením výhodných vlastností rotacˇneˇ invariantního a uniformního LBP dostáváme
následující, v praxi velice dobrˇe použitelnou variantu LBP.
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3.1.4 Rotacˇneˇ invariantní uniformní LBP
Na kruhové okolí obrazového bodu, jehož LBP kód je uniformní, mu˚žeme pohlížet tak, že
obsahuje pouze dveˇ souvislé „oblasti“. Pak rotacˇneˇ invariantní varianta tohoto uniform-
ního kódu (která vznikne rotací do minimální polohy) mu˚že být charakterizována pouze
pomeˇrem souvislých „oblastí“ nul a jednicˇek. Ru˚zných rotacˇneˇ invariantních uniformních
kódu˚ (LBPriu2P,R ) je tedy celkem P + 1.
LBPriu2P,R kód je prakticky urcˇen pocˇtem jednicˇek, pokud je základní LBP kód uniformní –
neuniformní kódy jsou mapovány všechny na jednu hodnotu:
LBPriu2P,R = ⎧⎪⎪⎨⎪⎪⎩∑
P−1
p=0 s (gp − gc) pro U (GP) ≤ 2
P + 1 jinak (3.18)
Obrázek 3.5: Prˇíklady kódu LBPriu28,1 (v rámecˇku). Všechny kódy v dolní rˇadeˇ jsou rotacˇneˇ invari-
antní, ale ne všechny rotacˇneˇ invariantní kódy jsou zárovenˇ uniformní.
Ve všech následujících odvozených verzích LBP budeme (pokud neuvedeme jinak)
dále uvažovat pouze rotacˇneˇ invariantní a uniformní kódy.
3.1.5 Multi-resolution LBP
Jak bylo rˇecˇeno, jedním ze závažných nedostatku˚ pu˚vodní varianty LBP je malý prostorový
rozsah – zpu˚sob popisu textury, kdy pro daný obrazový bod bereme pouze jeho nejbližší
okolí, v praxi vykazuje neschopnost postihnout komplexneˇjší prostorové vztahy v texturˇe.
Základní varianty LBP lišící se pouze polomeˇrem a pocˇtem okolních bodu˚ vlastneˇ pouze
prˇizpu˚sobují „meˇrˇítko“ vyhodnocované textury, ale zmíneˇné omezení zu˚stává.
Základní multi-resolution LBP
Rˇešením je modifikace nazývaná multi-resolution LBP (MLBP) [25]. Její princip spocˇívá
v tom, že neˇkolik dílcˇích prˇíznaku˚ získaných pomocí základních LBP s ru˚znými polomeˇry
P a pocˇty bodu˚ R spojuje konkatenací do jediného prˇíznaku.
Tím jednak postihneme širší okolí strˇedového bodu (díky tomu, že máme k dispozici
veˇtší množství – navíc vzdáleneˇjších – bodu˚), a také zachytíme informaci o dané texturˇe
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v ru˚zných meˇrˇítkách (díky ru˚zným použitým polomeˇru˚m – zmeˇna polomeˇru je v tomto
prˇípadeˇ vlastneˇ opacˇný postup ke zmeˇneˇ meˇrˇítka zdrojového obrazu).
Multi-resolution LBP s filtrací obrazu
MLBP lze pak ješteˇ vylepšit tím, že obrazy, ze kterých vyhodnocujeme dílcˇí základní LBP
pro ru˚zné polomeˇry, prˇedzpracujeme Gaussovými filtry typu dolní propust s ru˚znými pa-
rametry (parametry Gaussova filtru uvádíme v dolním indexu u zkratky varianty jako trˇetí
hodnotu, po hodnotách P a R), aby body vzdáleneˇjší od strˇedu postihly díky gaussovské
konvoluci ješteˇ širší okolí.
Parametry filtru˚ je prˇitom vhodné navrhnout tak, aby se jednotlivé oblasti prˇíliš ne-
prˇekrývaly, nebot’ to by zbytecˇneˇ zvyšovalo redundanci v získaných datech. Obraz pro
extrakci prvního dílcˇího LBP (s nejmenším polomeˇrem) prˇitom nefiltrujeme.
Variantu MLBP s filtrováním budeme znacˇit FMLBP. Kromeˇ vylepšení prostorových
vlastností LBP s sebou toto filtrování prˇináší i zvýšenou odolnost vu˚cˇi šumu a aliasingu
ve vstupním obrazu. Tyto výhody bohateˇ vyvažují nutnost provést neˇkolik gaussovských
konvolucí vstupního obrazu. Celý princip FMBLP je znázorneˇn na obrázku 3.6.
gaussovský ﬁltr, σ2
gaussovský ﬁltr, σ3







Obrázek 3.6:Princip multi-resolution LBP. Pu˚vodní obraz je filtrován Gaussovými filtry s ru˚znými
parametry, z každého z dílcˇích obrazu˚ je pak extrahován LBP histogram a výsledný histogram
je konkatenací dílcˇích histogramu˚ (vlevo) [23]. Pro jednotlivé dílcˇí prˇíznaky jsou použity ru˚zné
parametry LBP (vpravo), aby byl prostor v okolí strˇedového bodu co nejlépe pokryt.
Návrh banky filtru˚
Návrh banky filtru˚ dle [23] pro jednotlivé dílcˇí LBP je následující: Na obrázku 3.7 je prˇíklad





Obrázek 3.7: Parametry Gaussových filtru˚ pro multi-resolution LBP (v tomto konkrétním prˇípadeˇ
se 4 dílcˇími LBP kódy o pocˇtu bodu˚ 8) jsou navrženy tak, aby 95 % objemu pod nimi pro každý bod
leželo v oblastech vyznacˇených plnými kruhy (vlevo). Vpravo jsou pak prˇíslušné filtry odpovídající
zvoleným polomeˇru˚m [23].
nefiltrujeme). Plné kružnice vyznacˇují okolí každého bodu ovlivneˇné Gaussovým filtrem –
je žádoucí, aby se jednotlivá okolí dotýkala. Polomeˇr kružnice rn, ke které zevnitrˇ prˇiléhají
zmíneˇná okolí bodu˚ ve vzdálenosti Rn od strˇedového bodu, je
rn = rn−1 ⎛⎜⎝ 21 − sin ( piPn ) − 1
⎞⎟⎠ , n ∈ {2, . . . ,N} (3.19)
kde N je pocˇet dílcˇích LBP, Pn je pocˇet bodu˚ pro dílcˇí LBP o polomeˇru Rn a necht’ r1 = 1.5.
Zrˇejmeˇ platí
Rn = rn + rn−12 . (3.20)
Standardní odchylku σn pro Gaussu˚v filtr n-tého dílcˇího LBP pak lze vypocˇíst z násle-
dujícího vztahu (pro kompletní odvození viz citovanou práci):
σn = rn − rn−1
2erf−12D(0.95) (3.21)
kde
erf−12D (p) = √−2 ln (1 − p), p ∈ ⟨0,1⟩ . (3.22)
je inverzní chybová funkce. Její parametr p udává, kolik procent celkového objemu Gaus-
sova jádra chceme prˇi daném polomeˇru zachytit.
Dodejme, že polomeˇr každého dílcˇího LBP (jak vidno) závisí na jeho pocˇtu vzorku˚ Pn
a na zvoleném r1. Pokud ale chceme mít dány Pn a Rn pro každé dílcˇí LBP, je trˇeba hledat
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výchozí hodnotu r1 tak, aby se následneˇ vypocˇtené hodnoty Rn co nejvíce blížily žáda-
ným (pro nevhodné hodnoty mu˚že být ovšem odchylka znacˇná). Takto urcˇené optimální
hodnoty σn pro dále používané MLBP se trˇemi dílcˇími LBP jsou:
σ2 = 0.542 pro P2 = 12,R2 = 2.5, (3.23)
σ3 = 0.639 pro P3 = 16,R3 = 4 (3.24)
3.2 Gáborovská analýza
Gáborovská analýza je založena na filtrování obrazu bankou filtru˚ (viz obrázek 3.9), tex-
turními prˇíznaky jsou pak odezvy filtru˚ v jednotlivých bodech. Na banku gáborovských
filtru˚ lze pohlížet jako na detektory hran s nastavitelnou orientací a velikostí.
3.2.1 Odvození
Obrázek 3.8: Gáborova vlnka je tvorˇena vynásobením dvou cosinusovek (které mají obecneˇ ru˚zné
frekvence) pro každou osu a výsledek se pak násobí dvourozmeˇrnou Gaussovou funkcí [8].
Dvourozmeˇrná Gáborova funkce (viz obrázek 3.8) je definována [22][47]:






⎞⎠ + 2pi jWx
⎤⎥⎥⎥⎥⎦ (3.25)
kde W je modulacˇní frekvence. Nyní necht’ g(x, y) je „materˇská“ Gáborova vlnka. Banka
vzájemneˇ podobných Gáborových vlnek je pak vytvorˇena následující generující funkcí:
gm,n(x, y) = a−mg (x′, y′) (3.26)
kde m = 0,1, . . .M − 1 udává meˇrˇítko (zveˇtšení), n = 0,1, . . .N − 1 udává orientaci vlnky a
x′ = a−m (x cosθ + y sinθ) (3.27)
y′ = a−m (−x sinθ + y cosθ) (3.28)
kde θ = npiK , K je pocˇet orientací vlnek v bance a a > 1.
18
Obrázek 3.9: Banka Gáborových vlnek (zobrazena je reálná cˇást) o 5 velikostech a 8 orientacích
[21].
3.2.2 Vlastnosti
Tato metoda vykazuje v praxi velice dobré výsledky a je jedním z nejoblíbeneˇjších ná-
stroju˚ pro analýzu textur i další problémy pocˇítacˇového videˇní. Nevýhodami této metody
jsou prˇedevším pomeˇrneˇ významná výpocˇetní nárocˇnost (kvu˚li použitému filtrování) a
ovlivnitelnost zmeˇnami osveˇtlení.
3.3 Kombinace textur a barevné informace
Jak již bylo rˇecˇeno, výše uvedené metody pracují pouze s informací o intenziteˇ obrazu.
Další vlastností, kterou je možno velmi dobrˇe použít k popisu obrazu, je jeho barevná
informace. Kombinovat obeˇ informace lze na neˇkolika úrovních:
1. Vytvorˇit spolecˇný prˇíznak, který v sobeˇ zahrnuje informaci o texturˇe i barveˇ.
Prˇímocˇarou možností je naprˇ. rozšírˇení LBP na všechny barevné kanály obrazu (viz
dále), v tomto prˇípadeˇ je ale nutné posoudit vliv této zmeˇny na vlastnosti nových
prˇíznaku˚, protože informace o barveˇ a texturˇe se mohou ovlivnˇovat i protichu˚dneˇ.
2. Vyhodnotit a klasifikovat prˇíznaky pro obeˇ vlastnosti zvlášt’, finální klasifikaci pak
neˇjakým zpu˚sobem odvodit z dílcˇích.
Toto rˇešení má výhodu v zachování vlastností obou pu˚vodních prˇíznaku˚, což jej cˇiní
více prˇedvídatelným. Na druhou stranu takové rˇešení mu˚že být výpocˇetneˇ nárocˇneˇjší
a jeho úspeˇšnost je prˇímo závislá na zpu˚sobu kombinace obou informací.
Výsledky srovnávací studie [24] naznacˇují, že informace o barveˇ a texturˇe by obecneˇ
meˇly být zpracovávány individuálneˇ, ovšem zárovenˇ z ní vyplývá, že existují speciální
prˇípady, kdy jsou spolecˇné prˇíznaky výhodné.
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V následující kapitole uvedeme možnosti rozšírˇení LBP o barevnou informaci. Tato cˇást
vychází z [15].
3.3.1 Barevné LBP
Možností, jak rozšírˇit LBP pro zpracování barevného obrazu, je neˇkolik [7][23]. Liší se
zejména tím, zda posuzují barevný obraz jako celek (a tudíž berou v úvahu i vzájemnou
interakci mezi jednotlivými kanály), nebo jestli každý barevný kanál uvažují nezávisle na
ostatních.
Rodinu barevných LBP budeme znacˇit CLBP. Jejími základními prˇedstaviteli jsou tyto
varianty:
1. Posuzujeme jednotlivé kanály nezávisle.
Pro každý kanál obrazu vytvorˇíme prˇíznakový vektor (histogram) Hk, jako by se





f (x, y) (3.29)
kde
f (x, y) = ⎧⎪⎪⎨⎪⎪⎩1 pro LBPk(x, y) = u0 jinak (3.30)
kde Hk(u) znacˇí u-tý koš histogramu.
Výsledný histogram HM je pak prostou konkatenací dílcˇích histogramu˚:
HM = [Hc1 ,Hc2 , . . .Hcn] (3.31)
kde ci je i-tý kanál daného obrazu (viz obrázek 3.10).
Délka výsledného prˇíznaku je v tomto prˇípadeˇ pro klasický trˇíkanálový obraz 3 ⋅10 =
30. Tuto konkrétní variantu nazýváme concatenated color LBP (CCLBP).
2. Posuzujeme dvojice kanálu˚.
To znamená, že prˇi výpocˇtu LBP kódu pro danou dvojici kanálu˚ bereme okolní body i
z jiného kanálu, než je strˇedový bod (viz obrázek 3.11). Cílem této varianty nazývané
opponent color LBP (OCLBP) je lépe zachytit vztahy mezi barevnými kanály v obraze.
Celkem obdržíme 3 LBP histogramy, kde strˇedový bod i okolní body jsou ze stejného
kanálu (do této chvíle je tedy postup shodný s variantou CCLBP), a navíc 6 LBP
histogramu˚ naprˇícˇ dvojicemi kanálu˚ (budeme znacˇit FOCLBP).
Mírneˇ upravená varianta pak využívá hypotézy, že z dvojice kanálu˚ X-Y a Y-X je
(kvu˚li jisté redundanci) potrˇebný pouze jeden, a naprˇícˇ dvojicemi kanálu˚ tak pracuje
pouze se trˇemi LBP histogramy (znacˇíme HOCLBP).
Výsledný histogram se pak vytvorˇí konkatenací dílcˇích histogramu˚ stejneˇ jako v prv-
ním prˇípadeˇ. Délka takového prˇíznaku je v tomto prˇípadeˇ pro klasický trˇíkanálový
obraz (3 + 6) ⋅ 10 = 90, resp. (3 + 3) ⋅ 10 = 60.
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Obrázek 3.10: Princip CCLBP pro barevný obraz v prostoru RGB.
3. Pro každý pixel vypocˇteme LBP kódy pro každý jeho kanál.
Výsledný histogram HJ pak vytvorˇíme jako n-rozmeˇrný (kde n je pocˇet kanálu˚ ob-
razu) a jeho koše obsahují celé n-tice hodnot LBP dohromady:








1 pro LBPc1(x, y) = b1
a zárovenˇ LBPc2(x, y) = b2⋮
a zárovenˇ LBPcn(x, y) = bn
0 jinak
(3.33)
Délka výsledného prˇíznaku je v tomto prˇípadeˇ pro klasický trˇíkanálový obraz 103 =
1000.
Tyto varianty se liší (jak již bylo zmíneˇno) jednak tím, jak je prˇi výpocˇtu prˇíznaku˚
zachována interakce mezi kanály, a také délkou výsledného prˇíznaku, která, pokud je
prˇíliš velká, mu˚že mít negativní vliv na úspeˇšnost klasifikace.
Velký vliv na úspeˇšnost CLBP má osveˇtlení – jak pozdeˇji ukážeme, zejména varianty





Obrázek 3.11:Vytvorˇení dílcˇích kódu˚ pro OCLBP se strˇedy v cˇerveném kanálu. Roviny znázornˇují
jednotlivé barevné kanály v obraze [23]. Okolní body bereme postupneˇ ze všech kanálu˚, dohromady
tak pro jeden strˇedový bod z jednoho kanálu obdržíme celkem 3 LBP kódy. Analogicky postupujeme
pro strˇedový bod ze zeleného i modrého kanálu.
3.4 Barevné prostory
Kromeˇ zrˇejmeˇ nejpoužívaneˇjšího barevného prostoru RGB existuje i celá rˇada dalších. Prˇi
rˇešení úloh pocˇítacˇového videˇní je cˇasto výhodné vstupní obraz transformovat do jiného
barevného prostoru, protože v neˇm mu˚že být daný problém snadneˇji rˇešitelný.
V této cˇásti popíšeme neˇkteré vybrané prostory, ve kterých budeme dále vyhodnocovat
barevné texturní prˇíznaky. U každého prostoru také ukážeme na vzorovém obrázku jeho
jednotlivé kanály pro ilustraci toho, na jaké složky je obraz v daném barevném prostoru
rozložen (kromeˇ primárních barev se mu˚že jednat naprˇ. o jas, odstín i jiné, z hlediska
pocˇítacˇového videˇní zajímavé, komponenty).
3.4.1 RGB
Zrˇejmeˇ nejpoužívaneˇjší aditivní barevný prostor, jeho kanály však obsahují pomeˇrneˇ
znacˇné množství redundantní informace díky tomu, že jsou urcˇeny každý pro jednu pri-
mární barvu. Tento prostor považujeme za výchozí, u dalších prostoru˚ uvedeme vždy
transformaci z RGB do daného prostoru.
(a) RGB (b) R (c) G (d) B
Obrázek 3.12: Jednotlivé kanály prostoru RGB. Kanály jsou znacˇneˇ redundantní.
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Jedná se o barevný prostor závislý na zarˇízení. Bez použití systému pro správu barev
mohou ru˚zná zarˇízení stejné hodnoty R, G, B zobrazit jako ru˚zné barvy – v prˇípadeˇ zarˇízení
pro snímání barev naopak ru˚zná zarˇízení mohou stejnou barvu prˇevést na ru˚zné trojice
hodnot R, G, B).
3.4.2 HSV
Skládá se z teˇchto kanálu˚ [43]:
• Hue – prˇevládající barevný tón. Meˇrˇí se ve stupních jako poloha na standardním
barevném kole.
• Saturation – sytost barvy, prˇedstavuje množství šedi v pomeˇru k odstínu, meˇrˇí se
v procentech. Na barevném kole vzru˚stá sytost od strˇedu k okraju˚m.
• Value – hodnota jasu, množství bílého sveˇtla. Relativní sveˇtlost nebo tmavost barvy.
Na rozdíl od RGB je nutné v prˇípadeˇ HSV hlídat hodnoty složek, protože neˇkteré
kombinace hodnot H, S a V jsou nesmyslné.
(a) HSV (b) H (c) S (d) V
Obrázek 3.13: Jednotlivé kanály prostoru HSV. Kanál V obsahuje informaci podobnou intenziteˇ.
Kanál H je znacˇneˇ nespojitý kvu˚li tomu, že neˇkteré kombinace hodnot H, S, V nemají smysl.
Existuje celá rodina prˇíbuzných modelu˚ tohoto druhu, naprˇ. HSL (hue, saturation,
lightness), HSI (hue, saturation, intensity) nebo HSB (hue, saturation, brightness). Tyto
názvy bohužel nejsou standardizovány a obcˇas jsou i vzájemneˇ zameˇnˇovány.
Výhodou tohoto barevného modelu je, že lépe odpovídá lidskému vnímání barev
a hledanou barvu tedy lze intuitivneˇ zadat prˇímo pomocí hodnot jednotlivých složek.
Další výhodnou vlastností, zejména ve vztahu ke zpracování obrazu, je oddeˇlení barevné
informace od jasu. Na druhou stranu, jelikož je tento prostor transformací prostoru RGB,
je také (stejneˇ jako RGB) závislý na zarˇízení.
Transformace z prostoru RGB do prostoru HSV dle [43]:
Cmax = max (R,G,B) (3.34)




0○ pro Cmax = Cmin(60○ ⋅ G−BCmax−Cmin + 360○) mod 360○ pro Cmax = R
60○ ⋅ B−RCmax−Cmin + 120○ pro Cmax = G
60○ ⋅ R−GCmax−Cmin + 240○ pro Cmax = B
(3.36)
S = ⎧⎪⎪⎨⎪⎪⎩0 pro Cmax = 0Cmax−CminCmax jinak (3.37)
V = Cmax (3.38)
3.4.3 YUV
Jedná se o barevný model vyvinutý pro úcˇely televizního vysílání. Lze se také setkat se
zkratkami YCbCr a Y’UV, rozdíly mezi teˇmito druhy ale nejsou pro tuto práci podstatné.
Opeˇt se nejedná o absolutní barevný prostor, jelikož je také odvozen od prostoru RGB.
(a) YUV (b) Y (c) U (d) V
Obrázek 3.14: Jednotlivé kanály prostoru YUV. Jasová složka se nachází v kanálu Y.
Skládá se z jasové složky (Y) a dvou barevných složek (U a V), prˇicˇemž rozsahy složek
jsou Y ∈ ⟨0,1⟩ a U,V ∈ ⟨−0.5,0.5⟩.
Existuje rˇada standardu˚ a variant YUV, pro prˇevod z RGB použijeme tuto transformacˇní
















Prostor CIE XYZ je jedním z prvních definovaných barevných prostoru˚ vu˚bec (byl standar-
dizován již v roce 1931). Jedná se o variantu RGB, prˇicˇemž ovšem primární barvy prostoru
nelze jednoduše slovneˇ pojmenovat, jelikož nejsou lidským zrakem viditelné [11].
Složky prostoru vycházejí z barevného vnímání lidského oka, kdy citlivost barevných
receptoru˚ (cˇípku˚) má výrazné vrcholy na trˇech vlnových délkách sveˇtla – odtud tedy trˇi
složky tohoto prostoru (oznacˇované jako tristimulus).
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(a) CIE XYZ (b) X (c) Y (d) Z
Obrázek 3.15: Jednotlivé kanály prostoru CIE XYZ. Prostor je podobný prostoru RGB, ale základní
barvy jsou odlišné.
Pro prˇevod použijeme lineární transformaci dle normy ITU-R Recommendation BT.709
s bílým bodem D65 (prˇevzato ze [4]). Ješteˇ prˇed samotnou transformací je nutno prˇevést
















Prˇi použití této transformace je nutno shora omezit složku Z, jelikož její hodnota se
mu˚že transformací dostat mimo rozsah.
3.4.5 CIE L*u*v*
Tento prostor vychází z prostoru CIE XYZ a byl navržen tak, aby se prˇiblížil charakteristice
vnímání lidského zraku. Zajímavou vlastností je, že (kolorimetrický) rozdíl barev mu˚že
být v tomto prostoru urcˇen jako prostá euklidovská vzdálenost sourˇadnic [44]. Jedná se
o nelineární systém, ale transformace z RGB je reverzibilní [11].
V prvním kroku se vypocˇtou hodnoty X, Y, Z stejneˇ jako v prˇípadeˇ transformace do
prostoru CIE XYZ. Pomocí teˇchto hodnot se pak provede následující transformace [44][4]:
L = ⎧⎪⎪⎨⎪⎪⎩116 ⋅Y
1
3 − 16 pro Y > ( 629)3(293 )3 ⋅Y jinak (3.41)
u = 13L ⋅ (u′ − un) , un = 0.19793943 (3.42)
v = 13L ⋅ (v′ − vn) , vn = 0.46831096 (3.43)
kde
u′ = 4X
X + 15Y + 3Z (3.44)
v′ = 9Y
X + 15Y + 3Z (3.45)
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Také v tomto prˇípadeˇ je nutno prˇed transformací prˇevést pu˚vodní hodnoty jednotlivých
složek do intervalu ⟨0,1⟩.
(a) CIE L*u*v* (b) L (c) u (d) v
Obrázek 3.16: Jednotlivé kanály prostoru CIE L*u*v*.
3.4.6 CIE L*a*b*
Také tento barevný prostor je postaven na prostoru CIE XYZ, avšak klade si za cíl veˇtší
perceptuální uniformitu (tj. aby zmeˇna hodnot o jisté velikosti vyvolala zhruba stejneˇ
významnou zmeˇnu vnímané barvy). Stejneˇ jako prostor L*u*v*, i L*a*b* je nelineární, ale
transformace je reverzibilní [11].
(a) CIE L*a*b* (b) L (c) a (d) b
Obrázek 3.17: Jednotlivé kanály prostoru CIE L*a*b*. Vztah mezi L*a* a b* je stejný jako u CIE
L*u*v* a snaží se prˇiblížit logaritmické charakteristice vnímání lidského oka [11].
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a = 500 ⋅ ( f (X′) − f (Y)) (3.48)
b = 200 ⋅ ( f (X) − f (Z′)) (3.49)
(3.50)
kde
f (t) = ⎧⎪⎪⎨⎪⎪⎩t
1
3 pro t > ( 629)3
1
3 (296 )2 t + 16116 jinak (3.51)
3.4.7 Ohta
Jedná se o lineární transformaci RGB [29], kde jeden kanál obsahuje informaci podobnou
klasické intenziteˇ a další dva kanály obsahují prˇibližneˇ ortogonální barevné informace.
Transformace z RGB je následující:
I1 = R +G + B3 (3.52)
I2 = R − B2 (3.53)
I3 = 2G −R − B4 (3.54)
(a) Ohta (b) I1 (c) I2 (d) I3
Obrázek 3.18: Jednotlivé kanály prostoru Ohta. V kanálu I1 se nachází informace podobná intenziteˇ.
3.4.8 P1P2
Jedná se o barevný prostor redukovaný do dvou dimenzí [41] oznacˇených P1, P2. Tento
prostor je používán velmi zrˇídka, zde ho uvádíme proto, že menší pocˇet rozmeˇru˚ má
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v prˇípadeˇ CLBP prˇíznivý vliv na délku prˇíznakového vektoru, a tedy teoreticky i na
úspeˇšnost klasifikace.








R +G + B (3.56)
(a) P1P2 (b) kanál P1 (c) kanál P2




Texturním prˇíznakem je histogram LBP kódu˚ získaných ze všech bodu˚ zkoumaného ob-
razu. V následující cˇásti strucˇneˇ popíšeme metody neparametrické klasifikace a dveˇ kla-
sifikacˇní metody založené na ucˇením s ucˇitelem (na ty se zameˇrˇíme prˇedevším, protože
jsou pro naše potrˇeby mnohem robustneˇjší). Jelikož problematika klasifikace je velmi ob-
sáhlá, naznacˇíme pouze základní principy fungování teˇchto nástroju˚ du˚ležité pro aplikaci
v oblasti klasifikace textur.
4.1 Neparametrická klasifikace
Shodu distribucí LBP o B sloupcích mezi vzorem M a obrazem S lze meˇrˇit neparametric-
kými statistickými testy. Velkou výhodou tohoto prˇístupu je, že o distribuci LBP v tomto
prˇípadeˇ není nutné cˇinit žádné prˇedpoklady. Také cˇasová nárocˇnost je ve srovnání s me-
todami klasifikace využívajícími ucˇení s ucˇitelem podstatneˇ nižší, avšak neparametrická
klasifikace není tak robustní.
4.1.1 Metoda G statistic
První navrženou statistickou metodou je tzv. G statistic [39]. Verze používaná pro klasifikaci
je tvaru:
L(S,M) = − B∑
b=1 Sb log Mb (4.1)
Cˇím vyšší je výsledná hodnota, tím jsou distribuce S a M podobneˇjší.
4.1.2 Metoda χ2





Zde naopak cˇím menší je výsledná hodnota, tím jsou distribuce S a M podobneˇjší.
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V tomto prˇípadeˇ opeˇt cˇím vyšší je výsledná hodnota, tím jsou distribuce S a M podobneˇjší.
4.2 Umeˇlá neuronová sít’
Na umeˇlou neuronovou sít’ mu˚žeme zjednodušeneˇ pohlížet jako na adaptivní výpocˇetní
model inspirovaný biologickými neuronovými síteˇmi, kde vzájemneˇ husteˇ propojená sku-
pina jednoduchých elementu˚ (neuronu˚) meˇní v tréninkové fázi svoji strukturu na základeˇ
vstupních a výstupních dat, a dokáže tak masivneˇ paralelneˇ provádeˇt výpocˇty za úcˇelem
zpracování nebo reprezentace dat. Umeˇlé neuronové síteˇ jsou oblíbeny pro svu˚j vysoký
paralelismus, robustnost, odolnost vu˚cˇi chybám a schopnosti zpracovat neprˇesnou nebo
fuzzy informaci [2].
Pokud jsou parametry umeˇlé neuronové síteˇ pro daný problém vhodneˇ nastaveny,
mohou být výsledky poskytované umeˇlou neuronovou sítí velmi spolehlivé (zárovenˇ je
ale pomeˇrneˇ obtížné pro daný problém najít nejvhodneˇjší parametry síteˇ).
Následující popis vychází z dokumentace [27] ke knihovneˇ FANN, kterou dále použí-
váme pro práci s umeˇlými neuronovými síteˇmi.
4.2.1 Biologický a umeˇlý neuron
Biologická neuronová sít’ sestává z velkého množství vzájemneˇ propojených neuronu˚.
Jeden neuron je s ostatními propojen tzv. dendrity, které tvorˇí „vstupy“ z ostatních neuronu˚,
a axonem, který tvorˇí „výstup“ neuronu. Axon neuronu je synaptickými vazbami spojen
s množstvím okolních neuronu˚.
Signály se mezi jednotlivými neurony prˇenášejí pomocí slabých elektrických impulsu˚.
Pokud soucˇet signálu˚ na dendritech jednoho neuronu prˇekrocˇí urcˇitý práh, neuron vyšle
prˇes svu˚j axon krátký impuls, který je šírˇen na další neurony.
Synapse se za dobu života neuronu meˇní, stejneˇ jako práh nutný k vyslání signálu
z axonu – práveˇ tento jev umožnˇuje neuronové síti ucˇit se.
Podle tohoto (jinak znacˇneˇ zjednodušeného) modelu fungují i umeˇlé neurony. Obecný
model neuronu vypadá následovneˇ:
y = g ( f (x)) (4.4)
kde x je vstup neuronu s n dendrity x0 . . .xn a jedním axonem y (viz obrázek 4.1).
Bázová funkce
Funkce f se nazývá bázová funkce a udává, jakým zpu˚sobem se kombinují jednotlivé vstupy










Obrázek 4.1: Umeˇlý neuron.
• lineární bázová funkce (LBF)
u = n∑
i=1 wixi (4.5)
• radiální bázová funkce (RBF)
u = ∣∣x −w∣∣ = ¿ÁÁÀ n∑
i=1 (xi −wi)2 (4.6)
Dále budeme používat lineární bázovou funkci.
Aktivacˇní funkce
Funkce g se nazývá aktivacˇní funkce. V prˇípadeˇ biologického neuronu se jedná o prosté
prahování, u umeˇlých neuronu˚ se kromeˇ prahování používají i ru˚zné spojité funkce:
• sigmoid
g (x) = 1
1 + e−2s(x+t) (4.7)
• hyperbolický tangens
g (x) = tanh (s (x + t)) = e2(s(x+t)) − 1
e2(s(x+t)) + 1 (4.8)
kde hodnota t „posouvá“ strˇed aktivacˇní funkce dále od 0 a s udává její strmost (tou lze
ovlivnit citlivost síteˇ). Obeˇ funkce jsou diferencovatelné, hyperbolický tangens nabývá
hodnot od −1 do 1, sigmoida nabývá hodnot od 0 do 1.
4.2.2 Sít’ umeˇlých neuronu˚
Existuje mnoho druhu˚ umeˇlých neuronových sítí, které se liší vlastnostmi i použitím.
Prˇi aplikaci umeˇlé neuronové síteˇ pro úcˇely této práce je trˇeba vhodneˇ zvolit zejména
parametry, které mají vliv na následující vlastnosti síteˇ:
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Topologie síteˇ
Obecneˇ je volba topologie síteˇ (pocˇet vstupu˚ a výstupu˚, pocˇet skrytých neuronu˚ atd.) pro
konkrétní problém nesnadná, protože ji lze jen teˇžko prˇedvídat, ale prˇitom mu˚že mít na
úspeˇšnost síteˇ fatální vliv. Prˇíliš malé síteˇ nemusí dobrˇe reprezentovat zvolenou funkci,
naproti tomu prˇíliš velké síteˇ jsou náchylné k prˇetrénování.
Dále se budeme zabývat vícevrstvou, plneˇ propojenou doprˇednou sítí. Ta sestává
z jedné vstupní vrstvy, jedné výstupní vrstvy a neˇkolika skrytých vrstev. Každý neu-
ron v dané vrstveˇ je propojen se všemi neurony v prˇedcházející i následující vrstveˇ (pouze
jedním smeˇrem, takže v síti nevznikají smycˇky, viz obrázek 4.2).
vstupní vrstva
bias bias
skrytá vrstva výstupní vrstva
Obrázek 4.2: Plneˇ propojená doprˇedná umeˇlá neuronová sít’ s jednou skrytou vrstvou a bias
neurony.
Bias neurony slouží k omezení pocˇtu parametru˚ aktivacˇní funkce. Všechny jeho váhy
jsou nastaveny na hodnotu 1 – díky tomu lze z aktivacˇní funkce odstranit parametr t.
Upravená sigmoidní aktivacˇní funkce pak vypadá takto:
g (x) = 1
1 + e−2sx (4.9)
Pocˇet vstupních neuronu˚ je roven velikosti prˇíznakového vektoru, pocˇet výstupních
neuronu˚ je pak roven pocˇtu trˇíd, které chceme sít’ naucˇit rozpoznávat (každý výstupní
neuron reprezentuje jednu trˇídu). Použijeme jednu skrytou vrstvu a pocˇet neuronu˚ v ní
urcˇíme
Nh = √Ni ⋅No (4.10)
kde Ni je pocˇet neuronu˚ ve vstupní vrstveˇ a No je pocˇet neuronu˚ ve výstupní vrstveˇ.
Vícevrstvá doprˇedná sít’ funguje ve dvou fázích. Ve fázi ucˇení prˇivádíme na vstupní
neurony trénovací data a zárovenˇ síti prˇedkládáme ocˇekávaný výsledek. Sít’ pak v závis-
losti na teˇchto datech meˇní svoji strukturu tak, aby prˇi vstupu neznámých dat v testovací
fázi dovedla tato data na základeˇ tréninku klasifikovat.
Algoritmus ucˇení
Úcˇelem trénování je nastavit váhy mezi neurony tak, aby sít’ byla schopná generalizace
trénovacích dat a tak mohla zarˇadit do neˇkteré ze trˇíd neznámá data.
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Zrˇejmeˇ nejpoužívaneˇjším trénovacím algoritmem je backpropagation [12]. Poté, co se
daný vstup nechá projít sítí, je vypocˇtena celková chyba. Ta je následneˇ sítí šírˇena (propa-
gována) zpeˇt, prˇicˇemž jsou upravovány jednotlivé váhy tak, aby se chyba zmenšovala.
Tento postup má ovšem neˇkolik omezení, která rˇeší pokrocˇilejší algoritmy jako RPROP
[38] nebo quickprop [9].
Kritérium ukoncˇení ucˇení
Jelikož ucˇení síteˇ mu˚že být cˇasoveˇ nárocˇné, je také du˚ležitý výbeˇr kritéria konce ucˇení. To
je vhodné ukoncˇit naprˇíklad prˇi poklesu celkové chyby síteˇ (mean squared error) pod urcˇitý
práh, prˇípadneˇ po prˇekrocˇení stanoveného maximálního pocˇtu trénovacích cyklu˚.
Prˇi trénování síteˇ se také mu˚že stát, že je sít’ vystavena prˇíliš velkému množství tréno-
vacích dat, na která se adaptuje prˇíliš „teˇsneˇ“ a ztrácí tak schopnost generalizace. Tomuto
lze prˇedejít testováním síteˇ na neznámých datech v pru˚beˇhu ucˇení – ucˇení pak koncˇí, když
chyba v detekci neznámých dat zacˇne po urcˇitém období klesání opeˇt stoupat.
4.3 Support vector machine
Support vector machines jsou také oblíbeným a efektivním nástrojem pro klasifikaci dat.
Jedná se o zobecneˇný lineární klasifikátor.
Základní varianta pracuje s binárními problémy reprezentovanými vektory (tj. body
ve vícerozmeˇrném prostoru), které jsou mapovány do prostoru o vyšším pocˇtu dimenzí.
V tomto prostoru je pak mezi danými dveˇma trˇídami hledána hranice (oddeˇlující lineární
hyperrovina), která splnˇuje urcˇité parametry – princip je znázorneˇn na obrázku 4.3.
4.3.1 Princip a teorie SVM
V této sekci ve strucˇnosti dle [13] popíšeme princip a základy teorie SVM.
Testovací, resp. trénovací data sestávají z jednotlivých instancí. Každá instance v tré-
novacích datech obsahuje neˇkolik atributu˚ (prˇíznaku˚) a jeden identifikátor trˇídy, který
oznacˇuje prˇíslušnost daných atributu˚ k jedné ze dvou trˇíd. Úcˇelem SVM je vytvorˇení mo-
delu, který za pomoci trénovacích dat dokáže z instancí testovacích dat (které obsahují
pouze atributy) prˇedpoveˇdeˇt, do které trˇídy patrˇí.
Meˇjme množinu trénovacích dat sestávajících z dvojic (xi, yi), i = 1, . . . , l, kde xi ∈ Rn









yi (wTφ (xi) + b) ≥ 1 − ξi, (4.12)
ξi ≥ 0 (4.13)
Trénovací vektory xi jsou pomocí funkce φ mapovány do prostoru o veˇtším (prˇípadneˇ






Obrázek 4.3: Prˇíklad klasifikacˇního problému rˇešeného pomocí SVM ve dvourozmeˇrném prostoru.
Prˇímka (v prˇípadeˇ dvourozmeˇrného prostoru, obecneˇ hyperrovina) H1 vu˚bec neoddeˇluje dveˇ zob-
razené trˇídy. Prˇímka H3 sice ano, ale vzdálenost mezi body trˇíd nejbližšími k prˇímce H3 a touto
prˇímkou je menší, než u roviny H2, kde je tato vzdálenost maximální – H2 je tedy hledanou oddeˇ-
lující prˇímkou [42].
prostoru najde lineární hyperrovinu (s normálovým vektorem w), která nejlépe oddeˇluje
skupiny atributu˚ (vytvorˇí hranici s nejveˇtším „odstupem“ od obou skupin dat) – viz obrá-




K (xi,xi) ≡ φ (xi)T φ (x j) (4.14)
nazýváme jádrem. To slouží k transformaci prˇíznaku˚ do prostoru o vyšším pocˇtu dimenzí.
Existuje neˇkolik nejpoužívaneˇjších jader, dále budeme jako jádro používat radiální
bázovou funkci (RBF) tvaru
K(xi,x j) = exp (−γ∣∣xi − x j∣∣2) (4.15)
kde γ > 0 je parametrem RBF (jedná se tedy po C o druhý parametr SVM, který je nutné
nastavit).
Výhodami RBF jsou použitá nelineární transformace (takže dokáže lépe zachytit neli-
neární vztah mezi atributy a identifikátory trˇíd) a méneˇ numerických problému˚ z hlediska
implementace. Na druhou stranu, pokud je pocˇet atributu˚ prˇíliš velký, RBF není vhodná (to























Obrázek 4.4: Prˇímka (resp. hyperrovina) s maximální vzdáleností od obou zobrazených trˇíd. Body
ležící na okrajích hranicˇního pásma se nazývají support vectors [42].
Klasifikace více trˇíd
Dosavadní popis SVM pojednával o základní varianteˇ SVM, která umí klasifikovat pouze
binární problémy. Možností, jak SVM použít k rozlišení více trˇíd, je neˇkolik, nyní strucˇneˇ
použijeme prˇístup, který budeme dále využívat [6].
Abychom mohli klasifikovat problém o k trˇídách, sestavíme k(k−1)2 dílcˇích binárních
klasifikátoru˚. Každý z nich je trénován na datech ze dvou ru˚zných trˇíd (systémem „jeden
na jednoho“), celkem jsou takto proti sobeˇ vzájemneˇ postaveny všechny dvojice trˇíd (ve
smyslu „každá s každou“).
Každá dílcˇí binární klasifikace je považována za hlasování o prˇíslušnosti jednotlivých
bodu˚ do neˇkteré ze dvou zúcˇastneˇných trˇíd. Na konci je daný bod prˇirˇazen do té trˇídy, pro
kterou obdržel nejvíce hlasu˚. V prˇípadeˇ nejednoznacˇného výsledku, kdy nejvyšší pocˇet
bodu˚ je shodný pro dveˇ nebo více trˇíd, je vybrána jednoduše první trˇída podle porˇadí.
4.3.2 Použití SVM
Prˇi použití SVM vycházíme z postupu doporucˇeného v [13].
1. Prˇevedení dat do formátu SVM klasifikátoru.
Každá instance trénovacích dat obsahuje klasifikaci (trˇídy textur se jednoduše oznacˇí
cˇísly a prˇíslušný prˇíznakový vektor.
2. Škálování dat do rozsahu ⟨0,1⟩.
3. Výbeˇr jádra (použijeme RBF).
4. Hledání vhodných parametru˚.
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Prˇi použití RBF jádra je nutné urcˇit parametry C a γ, o kterých je doprˇedu obtížné
zjistit, jakých hodnot by meˇly nabývat. Proto je vhodné pro jejich hledání použít
metodu grid-search s cross-validací (princip teˇchto metod je nad rámec této práce,
strucˇneˇ lze rˇíci, že se jedná o heuristické prohledávání prostoru parametru˚, které
zárovenˇ úspeˇšneˇ zabranˇuje prˇetrénování modelu).
5. Použití nejlepších nalezených parametru˚ pro ucˇení SVM na trénovacích datech a
vytvorˇení modelu dat.
6. Škálování neznámých dat stejným zpu˚sobem jako u dat trénovacích.
7. Predikce trˇíd neznámých dat pomocí modelu vytvorˇeného v prˇedchozím kroku.
4.3.3 Vlastnosti SVM
Jednou z výhod SVM je velmi dobrá škálovatelnost vzhledem k délce prˇíznaku˚, což mu˚-
žeme s výhodou použít prˇi klasifikaci barevných LBP prˇíznaku˚, jejichž veˇtší délka mu˚že





V této kapitole se zmíníme o vývoji v oblasti klasifikace textur a LBP. Práveˇ LBP se v po-
sledních letech úspeˇšneˇ rozvíjí – ukazuje se, že tyto prˇíznaky mají široké využití i mimo
oblast klasifikace textur.
Jedním z problému˚ zejména rozširˇujících variant LBP je velká délka prˇíznakového
vektoru. Tu rˇeší [23] kódováním prˇíznakového vektoru pomocí celulárního automatu (tato
varianta je oznacˇena jako LBPCA). Acˇkoliv tento prˇístup je zajímavý, ukazuje se, že je
možné nalézt klasifikacˇní metody, které se s vyšší délkou prˇíznaku vyporˇádají stejneˇ dobrˇe
jako s kratšími prˇíznaky (viz diskuze použitých klasifikátoru˚ v kapitole 8).
Co se týcˇe kombinace barevné informace a textur, prˇevládá názor, že tyto vlastnosti
obrazu mají spíše komplementární role a je lépe je posuzovat oddeˇleneˇ [36]. Prˇíznaky
o barveˇ a texturˇe lze ovšem za jistých podmínek spojit [24] – to ale prˇedpokládá jisté
apriorní znalosti o zkoumaném problému, které v praxi cˇasto nejsou dostupné.
5.1 Nové aplikace LBP
Kromeˇ klasifikace textur je možné LBP úspeˇšneˇ použít prˇi rozpoznávání oblicˇeju˚ [1]. Me-
toda je pomeˇrneˇ prˇímocˇará – obraz je rozdeˇlen na menší okna, ve kterých jsou vyhodno-
ceny LBP prˇíznaky, které jsou pak konkatenovány do prˇíznaku popisujícího oblicˇej.
Od doby publikace zmíneˇné práce se již rozpoznávání oblicˇeju˚ pomocí LBP etablovalo
jako dobrˇe použitelná a robustní metoda naprˇ. v biometrice a dokonce vznikají varianty
LBP specializované pro rozpoznávání oblicˇeju˚ – v cˇlánku [20] je prezentována varianta
multiscale block local binary pattern (MB-LBP), která místo na samostatných obrazových
bodech vyhodnocuje LBP na pru˚meˇrných hodnotách pravoúhlých oken v obraze.
5.2 Kombinace LBP a dalších metod
Rozpoznávání oblicˇeju˚ bylo také motivací pro práci [46], která zajímavým zpu˚sobem spo-
juje Gáborovy filtry s LBP. Metoda má název volume based local Gabor binary patterns (V-
LGBP) a jedná se o rozšírˇení LBP do trˇetího rozmeˇru, kterým je index Gáborova filtru
aplikovaného na pu˚vodní obraz. Takto vzniklé teˇleso je pak zakódováno pomocí LBP.
Další metodou kombinující LBP a Gáborovy filtry je local Gabor binary pattern histogram
sequence (LGBPHS) [48], opeˇt demonstrovaná na problému detekce oblicˇeju˚.
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5.3 Dynamické textury
Objevily se také varianty LBP pracující s dynamickými texturami, což jsou textury rozšírˇené
o cˇasovou doménu (prakticky videosekvence). Jedna z variant má (poneˇkud zavádeˇjící)
název volume local binary patterns (VLBP) [49]. Je prezentována i rotacˇneˇ invariantní verze
VLBP.
Na tuto práci navazuje [50], která aplikuje VLBP na problém rozpoznávání oblicˇeju˚,
a zárovenˇ zjednodušuje výpocˇet zavedením modifikace three ortogonal planes LBP (LBP-
TOP), která pracuje pouze s pru˚secˇíkem trˇí vzájemneˇ kolmých rovin v daném prostoru
(prˇipomenˇme, že trˇetím rozmeˇrem je v tomto prˇípadeˇ cˇas).
5.4 3D textury
Plnohodnotným rozšírˇením LBP do trˇetího rozmeˇru pro zpracování objemových dat se
zabývá [10] – motivací je analýza skutecˇných 3D textur v biologických datech, která má
velmi praktické využití.
Tento smeˇr je jinak zatím neprˇíliš probádaný, nicméneˇ ve zmíneˇném cˇlánku je pre-
zentováno kompletní rozšírˇení LBP do 3D vcˇetneˇ rotacˇneˇ invariantní verze. Zárovenˇ jsou
efektivneˇ rˇešeny problémy s výpocˇtem LBP v prostoru, jako je naprˇ. nalezení ekvidistant-
ních bodu˚ na kulové ploše nebo rotace 3D LBP kódu za úcˇelem nalezení minima (tyto




V této kapitole nejprve v sekci 6.1 popíšeme novou variantu LBP. Podkapitola 6.2 pak
pojednává o návrhu komplexního frameworku pro klasifikaci textur, použitých texturních
prˇíznacích, klasifikacˇních metodách a testovacích datech. V poslední cˇásti této kapitoly
(6.3) pak popíšeme návrh systému pro segmentaci obrazu podle textury, který postavíme
na základech zmíneˇného frameworku.
6.1 Weighted spatial LBP
V této sekci prˇedstavíme zcela novou variantu LBP, která vychází ze stávajících verzí LBP,
ale jeden z jejich hlavních problému˚ se pokouší rˇešit novým zpu˚sobem.
Hlavní myšlenkou (F)MLBP je snaha o veˇtší pokrytí okolí strˇedového bodu. Tato vari-
anta ji dále rozvíjí takovým zpu˚sobem, aby okolí daného bodu bylo zachyceno skutecˇneˇ
kompletneˇ – prˇi gaussovském filtrování ve FMLBP vznikají mezi „úcˇinnými oblastmi“ jed-
notlivých bodu˚ cˇásti obrazu, které nejsou nijak brány v úvahu (viz obrázek 3.7 v kapitole
3.1.5). Tomu chceme zamezit za pomoci speciálního filtru.
Acˇkoliv konstrukce zmíneˇného filtru vychází z jiné práce (která se ovšem týká úplneˇ
odlišné oblasti pocˇítacˇové grafiky), jeho použití spolecˇneˇ s LBP je zcela nové a jedná se
o pu˚vodní prˇínos této diplomové práce.
6.1.1 Požadavky a princip
Jak již bylo rˇecˇeno, vzorky z okolí bodu (at’ už samotné interpolované obrazové body, nebo
hodnoty, které obdržíme gaussovskou konvolucí teˇchto bodu˚ v prˇípadeˇ FMLBP) chceme
nahradit hodnotami, které lépe reprezentují okolí daného bodu. V pu˚vodním postupu
LBP tedy místo prˇímých hodnot okolních bodu˚ použijeme zvláštní výpocˇet (viz dále), ale
ostatní kroky (prahování teˇchto hodnot podle hodnoty strˇedového obrazového bodu a
následnou konstrukci LBP kódu jako binárního cˇísla o daném pocˇtu bitu˚) zachováme.
Základním principem pu˚vodních LBP je to, že vzorky z okolí strˇedového bodu popisují
lokální vlastnosti textury v daném pocˇtu smeˇru˚. Toto „vzorkování“ je však prˇi veˇtších
polomeˇrech prˇíliš „rˇídké“. Proto oblast v okolí daného strˇedového bodu rozdeˇlíme na
neˇkolik kruhových výsecˇí (jejich pocˇet bude odpovídat pocˇtu použitých okolních bodu˚
v pu˚vodním LBP) a z každé z nich vypocˇítáme jedinou hodnotu „vzorku“ z daného
smeˇru. Tvar a pozice výsecˇí ve srovnání s pu˚vodním LBP je na obrázku 6.1.
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P = 8,  R = 1.0 P = 8,  R = 3.0
Obrázek 6.1: Princip pu˚vodního LBP (vlevo) a SLBP (vpravo). Pu˚vodní LBP bere jednotlivé body
v okolí daného strˇedového bodu, SLBP uvažuje celé okolí strˇedového bodu (znázorneˇn je pouze výbeˇr
bodu˚, ne další operace s nimi).
Je prˇitom žádoucí, aby body ve výsecˇi blíže strˇedovému bodu meˇly veˇtší váhu, než
body vzdáleneˇjší (abychom zachovali jistou lokálnost konstruovaného LBP kódu), a aby
výsledná hodnota vypocˇtená z výsecˇe vždy ležela ve vhodném rozsahu nezávisle na jejích
volných parametrech (zejména polomeˇr kruhu, ze kterého se výsecˇ tvorˇí). Tuto variantu
budeme nazývat weighted spatial LBP (SLBP).
6.1.2 Použitý filtr
Zmíneˇné požadavky výborneˇ splnˇuje filtr navržený v [35]. Jedná se o vylepšenou variantu
Kuwaharova filtru [18], která vzdáleneˇ prˇipomíná i bilaterální filtr.
V citovaném cˇlánku ji autorˇi používají k vytvorˇení zajímavého a znacˇneˇ realistického
efektu umeˇlecké malby z beˇžné fotografie, kdy hodnotu každého obrazového bodu urcˇují
pomocí váženého pru˚meˇru z výsecˇe, která splnˇuje urcˇité parametry (výsledkem je obraz, ve
kterém se textury a jednoduché detaily slévají do jednolitých ploch, ale zárovenˇ jsou dobrˇe
zachovány i méneˇ významné hrany mezi nimi). Výpocˇet zmíneˇného filtru pak zahrnuje
ješteˇ další kroky, ale v tomto prˇípadeˇ nám bude stacˇit již hodnota váženého pru˚meˇru
z každé výsecˇe, kterou budeme považovat za hodnotu vzorku pro daný smeˇr.
Vážený pru˚meˇr pro daný obrazový bod a smeˇr se vypocˇte pomocí konvoluce vstupního
obrazu v daném bodeˇ se speciálneˇ vytvorˇeným konvolucˇním jádrem.
6.1.3 Odvození
Konstrukci zmíneˇného filtru popíšeme dle [35]. Rozdeˇlme kruhové okolí obrazového bodu
na P stejných výsecˇí Si, i = 1 . . .P. Necht’
gσ(x, y) = 12piσ2 e− x2+y22σ2 (6.1)
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je dvourozmeˇrné gaussovské konvolucˇní jádro. Výsecˇe Si definujeme pomocí funkce
Vi(r, ϑ) v polárních sourˇadnicích (operátor ∗ znacˇí konvoluci):
Vi = Ui ∗ g σ
4
(6.2)
Ui(r, ϑ) = ⎧⎪⎪⎨⎪⎪⎩P i −
1
2 < P2piϑ < i + 12
0 jinak
(6.3)
Funkce Ui vytvorˇí i-tou výsecˇ s ostrými hranicemi, funkce Vi pak „rozostrˇí“ její hranice.
Dále definujeme váhovací funkce wi pro jednotlivé výsecˇe jako soucˇin gaussovského
konvolucˇního jádra gσ a výsecˇe Vi:
wi = gσ ⋅Vi (6.4)
Tato operace má za následek, že obrazové body výsecˇe s rozostrˇenými hranami prˇechází
postupneˇ smeˇrem ze strˇedu k okraji z plné intenzity do nuly (viz obrázek 6.2).
Obrázek 6.2: Jednotlivé váhovací funkce wi pro P = 8, které se používají jako konvolucˇní jádra [35].
Nakonec vážené lokální pru˚meˇry mi pro jednotlivé výsecˇe jsou dány konvolucí vstup-
ního obrazu I s prˇíslušnou váhovací funkcí:
mi = I ∗wi (6.5)
Práveˇ konkrétní hodnotu mi považujeme za hodnotu vzorku a ze všech mi pro daný
obrazový bod pak už mu˚žeme sestavit LBP kód jako v prˇípadeˇ klasického LBP.
6.1.4 Parametry
Kromeˇ pocˇtu „vzorku˚“, tj. okolních bodu˚ P (stejneˇ jako v klasickém LBP) je parametrem
filtru i standardní odchylka σ gaussovského konvolucˇního jádra, která prˇímo urcˇuje, jak
velké okolí daný obrazový bod postihne. Ta se používá místo hodnoty polomeˇru R z klasic-
kého LBP. Podle [4] ovšem mu˚žeme v prˇípadeˇ potrˇeby σ vyjádrˇit jako parametr polomeˇru
R takto:
σ = (R − 1) ⋅ 0.3 + 0.8 (6.6)
6.1.5 Vlastnosti
Za povšimnutí stojí, že
∑Ni=1 Vi (x, y)
N
= 1 (6.7)
∑Ni=1 wi (x, y)
N
= gσ (x, y) (6.8)
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pro všechny sourˇadnice vstupního obrazu x, y.
Du˚sledkem použití gaussovských konvolucí prˇi vytvárˇení váhovacích funkcí je také to,
že hodnoty mi pro jednotlivé obrazové body jsou ve stejném rozsahu, jako jsou obrazové
body v celém zdrojovém obraze.
Další zásadní výhodou je délka výsledného prˇíznakového vektoru, která je stejná jako
u základní varianty LBP – v prˇípadeˇ jinak velmi dobrˇe použitelného MLBP mu˚že být délka
prˇíznaku˚ pomeˇrneˇ výrazný problém.
6.1.6 Modifikace SLBP
Na práci [35], ve které se objevil zmíneˇný filtr, navázal pozdeˇji cˇlánek [19], který pu˚vodní
filtr modifikuje tak, že na výsecˇe se nedeˇlí kruh v okolí daného bodu, ale elipsa – její
orientace a excentricita jsou dány lokální orientací a anisotropií obrazu.
Acˇkoliv vlastnosti tohoto filtru jsou pro pu˚vodní úcˇel (simulace malírˇských technik)
lepší a dá se prˇedpokládat, že i prˇi použití s touto variantou LBP bychom teoreticky mohli
dosáhnout prˇesneˇjších výsledku˚, má tento filtr jeden zásadní problém, který je vážnou
prˇekážkou nasazení tohoto jinak zrˇejmeˇ lepšího rˇešení v oblasti této práce – výpocˇetní
nárocˇnost.
Obraz je v tomto prˇípadeˇ nejprve potrˇeba pomeˇrneˇ složiteˇ prˇedzpracovat kvu˚li ur-
cˇení parametru˚ elips v jednotlivých obrazových bodech, ale hlavneˇ je nutno v každém
obrazovém bodeˇ provést konvoluci úplneˇ jinou, pro daný bod zvlášt’ vypocˇítanou sadou
konvolucˇních jader (tj. váhovacích funkcí wi), zatímco ve zde rozebrané jednodušší varianteˇ
se sada konvolucˇních jader vypocˇítá pouze jednou, na zacˇátku celého procesu (prˇípadneˇ
lze mít konvolucˇní jádra pro nejpoužívaneˇjší sady parametru˚ prˇedpocˇítána prˇedem).
Z tohoto du˚vodu tedy pro potrˇeby SLBP používáme jednodušší, avšak výpocˇetneˇ
mnohem prˇízniveˇjší filtr popsaný v [35] – v tomto prˇípadeˇ je sice nutné provést tolik
filtrací vstupního obrazu, kolik vzorku˚ požadujeme, ale každou z použitých operací lze
(stejneˇ jako u základních LBP) velmi dobrˇe paralelizovat a prˇípadneˇ i realizovat prˇímo
v hardwaru.
6.2 Framework pro klasifikaci textur
Jedním z cílu˚ této práce je vytvorˇení frameworku pro klasifikaci textur, pomocí kterého
by bylo možné testovat ru˚zné texturní prˇíznaky i klasifikacˇní metody. Požadovanou vlast-
ností takového frameworku je tedy prˇedevším jeho modularita – proces klasifikace sestává
z jednotlivých dílcˇích kroku˚, v rámci kterých chceme snadno a flexibilneˇ zkoušet ru˚zné
metody a použité parametry.
Blokové schéma navrhovaného frameworku je na obrázku 6.3. Framework pracuje ve
dvou fázích:
• Trénink – systému jsou prˇedkládána vzorová data, ze kterých se systém ucˇí roz-
poznávat neznámé obrazy. Propojení bloku˚ pro tréninkovou fázi je na obrázku 6.3
znázorneˇno šedými a hneˇdými šipkami.
• Klasifikace – již naucˇený systém používáme ke klasifikaci neznámých obrazu˚. Pro-
pojení bloku˚ pro klasifikacˇní fázi je na obrázku 6.3 znázorneˇno šedými a modrými
šipkami (tréninková a klasifikacˇní fáze využívají neˇkteré spolecˇné bloky).
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trénink
odstranění šumu ekvalizace ﬁltrace ...
zpracování obrazu
RGB HSV YUV CIE XYZ CIE L*u*v* CIE L*a*b* Ohta P1P2
transformace barevného prostoru













Obrázek 6.3: Blokové schéma systému pro klasifikaci textur. Hneˇdé šipky znázornˇují cestu dat
ve fázi ucˇení, modré šipky znázornˇují pohyb dat prˇi samotné klasifikaci. Cesty vyznacˇené šedými
šipkami jsou spolecˇné pro obeˇ fáze. Formát dat pro ru˚zné klasifikátory je vzájemneˇ nekompatibilní.
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Díky tomu, že je dáno pouze rozhraní mezi jednotlivými bloky, lze v rámci každého
bloku zvolit libovolnou z metod a prˇípadneˇ v budoucnu i snadno vytvorˇit novou.
6.2.1 Použité texturní prˇíznaky
V další práci budeme používat následující texturní prˇíznaky:
• pro jednokanálové obrazy
– základní LBP (LBP)
– multi-resolution LBP (MLBP)
– filtrované multi-resolution LBP (FMLBP)
– weighted spatial LBP (SLBP)
• pro barevné obrazy
– konkatenované barevné LBP (CCLBP)
– opponent-color LBP se všemi dvojicemi protilehlých kanálu˚ (FOCLBP)
– opponent-color LBP s polovicˇním pocˇtem dvojic protilehlých kanálu˚ (HOCLBP)
Tyto prˇíznaky se liší hlavneˇ ve zpu˚sobu, jakým jsou z obrazu brány jednotlivé body,
ze kterých se vytvárˇí LBP kód. Mapování takto vzniklého kódu (uniformní a rotacˇneˇ
invariantní LBP) je nezávislé na použitém zpu˚sobu výbeˇru bodu˚ a lze je tedy kombinovat
se všemi uvedenými metodami.
Jelikož v praxi se ale z praktických du˚vodu˚ používá nejcˇasteˇji práveˇ rotacˇneˇ invariantní
a zárovenˇ uniformní varianta LBP kódu˚, budeme výhradneˇ tuto variantu používat dále i
v této práci, pokud nerˇekneme jinak.
6.2.2 Použité klasifikacˇní metody
Budeme používat dva klasifikátory využívající ucˇení s ucˇitelem popsané v kapitole 4 –
support vector machine a umeˇlou neuronovou sít’. Formáty dat pro konkrétní nástroje,
které implementují tyto metody, jsou sice nekompatibilní, ale tyto rozdíly lze odstínit
zapouzdrˇením rozhraní mezi systémem a klasifikátory. To má také tu výhodu, že do
systému je možné v budoucnu doplnit další klasifikacˇní nástroje.
6.2.3 Konfigurace systému pro ucˇení
Ucˇení systému probíhá následovneˇ:
1. Prˇedložíme systému vzorový obraz pro danou trˇídu textur.
2. Ke vzorovému obrazu prˇidáme informaci o jeho trˇídeˇ (jednotlivé trˇídy oznacˇujeme
cˇísly).
3. Pokud je to nutné, obraz prˇedzpracujeme.
Lze použít prakticky libovolnou techniku zpracování obrazu, nejcˇasteˇjší je odstraneˇní
šumu, prˇípadneˇ filtrování.
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4. Pokud budeme chtít klasifikaci provádeˇt i s pomocí barevné informace z obrazu, mu˚-
žeme obraz transformovat do neˇkterého z barevných prostoru˚ popsaných v kapitole
3.4.
5. Z obrazu extrahujeme zvolené texturní prˇíznaky.
Lze použít libovolnou ze zobrazených metod, nelze ovšem zameˇnˇovat metody pro
jednokanálové a vícekanálové (tj. barevné) obrazy.
6. Spojením texturního prˇíznaku pro daný obraz s oznacˇením jeho trˇídy (které poskytl
ucˇitel) dostáváme jednu instanci trénovacích dat.
Tuto instanci je nutno dále upravit (ve schématu není znázorneˇno) pro praktické
použití v klasifikacˇních nástrojích – jedná se zejména o:
• škálování prˇíznaku˚ do vhodného rozsahu
• zakódování oznacˇení trˇídy pro daný klasifikacˇní nástroj (naprˇ. v prˇípadeˇ umeˇlé
neuronové síteˇ je trˇeba zvolit kódování výstupu pomocí neuronu˚ ve výstupní
vrstveˇ)
• transformaci dat do formátu použitého klasifikátoru
Pokud máme dostatecˇné množství trénovacích dat, prˇikrocˇíme k následujícímu kroku.
V opacˇném prˇípadeˇ výše popsaným zpu˚sobem zpracujeme další vzorový obraz.
7. Zvolíme parametry ucˇení pro konkrétní klasifikátor.
V prˇípadeˇ SVM je soucˇástí ucˇení i automatické hledání teˇchto parametru˚.
8. Provedeme trénování zvoleného klasifikátoru pomocí trénovacích dat a nalezených
parametru˚.
9. Výstupem tréninkové fáze je model trénovacích dat, který by meˇl být schopen dobré
generalizace.
Tréninková fáze tímto koncˇí, výsledný model mu˚žeme následneˇ použít k vlastní klasi-
fikaci. Parametry jednotlivých kroku˚ se prˇi vytvárˇení jednoho modelu samozrˇejmeˇ nesmí
meˇnit.
6.2.4 Konfigurace systému pro klasifikaci
Nutným prˇedpokladem pro klasifikaci neznámých dat je existující model. Klasifikace je
pak jednodušší než ucˇení:
1. Prˇedložíme systému neznámý obraz.
V tomto prˇípadeˇ samozrˇejmeˇ bez oznacˇení trˇídy, jelikož práveˇ to je požadovaným
výstupem.
2. Obraz prˇedzpracujeme stejným zpu˚sobem, jako jsme prˇedzpracovali obrazy v tré-
ninkové fázi.
Toto musíme ucˇinit, i když to pro neznámé obrazy není prˇímo nutné – je ale trˇeba
prˇesneˇ zachovat všechny parametry jednotlivých bloku˚ tak, jak byly nastaveny v tré-
ninkové fázi.
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3. Z neznámého obrazu extrahujeme zvolené texturní prˇíznaky.
Stejneˇ jako v prˇípadeˇ ucˇení je získané prˇíznaky trˇeba upravit pro daný klasifikátor –
naprˇ. prˇi použití škálování dat prˇi ucˇení je to samé škálování nutné provést i pro
neznámá data.
4. Zvolenému klasifikátoru prˇedložíme model dat a neznámé texturní prˇíznaky, klasi-
fikátor pak urcˇí trˇídu vstupního obrazu.
V prˇípadeˇ SVM obdržíme prˇímo cˇíslo trˇídy, u umeˇlé neuronové síteˇ musíme zvolit
z výstupní vrstvy neuron, který reprezentuje konecˇnou trˇídu.
6.2.5 Data pro testování klasifikace
Navrhovaný framework pro testování klasifikace je naprosto obecný a lze jej použít k de-
tekci jakýchkoliv textur. Pro testování úspeˇšnosti klasifikace ale použijeme verˇejneˇ dostup-
nou databázi textur Outex [31].
Jedná se o komplexní framework pro empirické vyhodnocení klasifikacˇních a segmen-
tacˇních metod pracujících s texturami. Obsahuje množství textur porˇízených za ru˚zných
podmínek, ovšem v kontrolovaném prostrˇedí – to je zásadní výhoda oproti jiným popu-
lárním texturním databázím, jako je naprˇ. [5].
Databáze obsahuje množství textur – prˇíklady ru˚zných trˇíd textur jsou na obrázku 6.4.
V rámci jedné trˇídy pak databáze obsahuje neˇkolik ru˚zných obrazu˚ (viz obrázek 6.5).
Obrázek 6.4: Prˇíklady ru˚zných trˇíd textur z jedné sady databáze Outex.
Obrázek 6.5: Prˇíklady variací textur z databáze Outex v rámci jedné trˇídy.
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Organizace dat
Databáze Outex je na nejvyšší úrovni rozdeˇlena podle testovaných oblastí. V tomto prˇípadeˇ
se jedná o klasifikaci textur.
Každá oblast obsahuje testovací sady. Sadu tvorˇí soubor obrazových dat (neˇkolik vy-
braných textur, které obsahují v rámci jedné trˇídy rˇadu vzorku˚ lišících se rotací, osveˇtlením,
rozlišením i jinými parametry) a problému˚ nad nimi. U sady je také uvedeno nejlepší skóre
úspeˇšnosti klasifikace dosažené uživateli databáze (bez ohledu na použitou metodu, po-
stup autorˇi v tomto prˇípadeˇ berou jako „cˇernou skrˇínˇku“ a zverˇejnˇují pouze absolutní
procentuální výsledek).
Konecˇneˇ problém sestává z anotované kolekce trénovacích a testovacích dat. Z obrazo-
vých dat jedné sady je vybrána jedna její podmnožina jako trénovací data a jiná podmno-
žina jako testovací data. Takovýchto problému˚ mohou být v jedné sadeˇ rˇádoveˇ desítky až
stovky.
Parametry dat
V tabulce 6.1 uvádíme parametry vybraných testovacích sad. Každá testovací sada je urcˇena
na testování jiných vlastností klasifikacˇního nástroje (viz tabulku 6.2). Až na výjimky jsou
obrazová data v jednotlivých sadách k dispozici pouze ve stupních šedi.
název sady trˇíd textur obrazu˚ rozlišení (dpi) velikost (px) problému˚
Outex_TC_00000 24 480 100 128 × 128 100
Outex_TC_00001 24 2112 100 64 × 64 100
Outex_TC_00003 24 480 100 128 × 128 100
Outex_TC_00010 24 4320 100 128 × 128 1
Outex_TC_00011 24 960 100, 120 128 × 128 1
Outex_TC_00012 24 9120 100 128 × 128 2
Outex_TC_00013 68 1360 100 128 × 128 1
Outex_TC_00014 68 4080 100 128 × 128 1
Outex_TC_00015 68 1360 100 128 × 128 100
Outex_TC_00016 319 6380 100 128 × 128 100
Tabulka 6.1: Parametry sad použitých pro testování.
Sady Outex_TC_00013 a Outex_TC_00014 obsahují barevné obrazy – použijeme je tedy
pro testování barevných LBP. Obeˇ tyto sady obsahují ty samé obrazy (navíc se stejnými
parametry, jako je velikost nebo rozlišení), ale zásadní rozdíl mezi nimi je v tom, že zatímco
obrazy ze sady Outex_TC_00013 jsou porˇízeny za konstantního (homogenního) osveˇtlení,
obrazy v sadeˇ Outex_TC_00014 jsou porˇízeny prˇi trˇech ru˚zných osveˇtleních. Použitá osveˇt-
lení se pomeˇrneˇ zásadneˇ liší, jak si lze povšimnout na obrázku 6.6.
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název sady vlastnosti test
Outex_TC_00000 základní jednoduchý
Outex_TC_00001 základní 4× menší objem histogramu
Outex_TC_00003 základní jednoduchý
Outex_TC_00010 ru˚zné úhly rotacˇní invariance
Outex_TC_00011 ru˚zná rozlišení invariance vu˚cˇi zmeˇneˇ meˇrˇítka
Outex_TC_00012 ru˚zné úhly a
osveˇtlení
rotacˇní invariance a invariance vu˚cˇi zmeˇnám
osveˇtlení
Outex_TC_00013 barevné obrazy barevné prˇíznaky
Outex_TC_00014 barevné obrazy,
ru˚zná osveˇtlení
invariance vu˚cˇi osveˇtlení barevných prˇíznaku˚
Outex_TC_00015 ru˚zná osveˇtlení invariance vu˚cˇi osveˇtlení
Outex_TC_00016 extrémní množství
trˇíd
škálovatelnost vzhledem k množství trˇíd
Tabulka 6.2: Vlastnosti a úcˇel testovacích sad.
Obrázek 6.6: Trˇi ru˚zná osveˇtlení použitá v sadeˇ Outex_TC_00014. Na prˇíslušných barevných
histogramech jsou videˇt posuny jednotlivých barevných složek.
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6.3 Segmentace obrazu podle textury
Vytvorˇené klasifikacˇní nástroje prakticky otestujeme na problému segmentace leteckých
snímku˚. Cílem bude v beˇžneˇ verˇejneˇ dostupných obrazech rozpoznat ru˚zné druhy ploch
(naprˇ. zástavbu, lesy cˇi pole).
První fáze segmentace (výbeˇr vzorových obrazu˚, extrakce trénovacích dat a tvorba
modelu) probíhá stejneˇ jako u klasifikace. Rozdíl je v druhé cˇásti – zatímco prˇi klasifikaci
urcˇujeme trˇídu obrazu jako celku, prˇi segmentaci chceme obraz rozdeˇlit na cˇásti se stejnou
klasifikací.
6.3.1 Obrazová data
Pro náš konkrétní problém je nejprve nutné porˇídit sadu vzorových obrazu˚, které budou
sloužit k ucˇení klasifikátoru. Použijeme beˇžneˇ dostupná obrazová data z portálu mapy.cz.
Pro úspeˇšnou klasifikaci potrˇebujeme co nejveˇtší množství trénovacích dat. Jelikož rucˇní
vytvárˇení a anotování velkého množství jednotlivých vzorových obrazu˚ je prˇíliš pracné,
vytvorˇíme pomocí grafického editoru obrazy o veˇtších rozmeˇrech obsahující pouze jeden
druh textury (viz prˇíklady na obrázku 6.7). Z teˇchto obrazu˚ pak vytvorˇíme konkrétní
jednotlivé vzorové obrazy pomocí náhodneˇ rozmísteˇných oken o pevneˇ dané velikosti.
Tento postup má tu výhodu, že z jednoho velkého vzorového obrazu mu˚žeme dostat
obrovské množství trénovacích obrazu˚, které se od sebe vždy alesponˇ trochu liší.
Obrázek 6.7: Ukázka dat pro trénování klasifikátoru použitého k segmentaci leteckých snímku˚.
Zásadní volbou je v tomto prˇípadeˇ velikost okna. Jak bude ukázáno dále, je trˇeba
najít vhodný kompromis mezi velikostí okna (veˇtší okna znamenají „hrubší“ segmentaci)
a objemem statistických dat z tohoto okna porˇízených (LBP histogramy o malém pocˇtu
vzorku˚ jsou méneˇ spolehlivé).
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6.3.2 Vytvorˇení trénovacích dat a modelu
Z trénovacích obrazu˚, kterých je rˇádoveˇ neˇkolik stovek pro každou trˇídu textur, extra-
hujeme zvolenou metodou texturní prˇíznaky (mu˚žeme použit kterékoliv z popsaných
prˇíznaku˚). Obdržíme tak sadu dat pro trénování klasifikátoru.
Ucˇení klasifikátoru pak probíhá stejneˇ jako v prˇípadeˇ testování úspeˇšnosti klasifikace –
rˇídíme se tedy postupem popsaným v kapitole 6.2.3. Výstupem této fáze je model zvolených
trˇíd textur, který použijeme pro samotnou segmentaci.
6.3.3 Vlastní segmentace
Segmentovaný obraz rozdeˇlíme na rˇadu oken. Z každého okna extrahujeme texturní prˇí-
znaky a pomocí klasifikátoru urcˇíme jejich trˇídu (pro jedno okno cˇinnost systému vlastneˇ
prˇesneˇ odpovídá obrázku 6.3, pokud místo celého vstupního obrazu máme jenom vybrané
okno). Tuto trˇídu pak prˇirˇadíme obrazovým bodu˚m z celého okna. Prˇitom ovšem poža-
dujeme, aby byl obraz segmentován ideálneˇ na úrovni jednotlivých obrazových bodu˚ – to
je ale v rozporu s tím, že použité texturní prˇíznaky jsou založeny na statistice a lze je
vyhodnocovat pouze z celých oken.
Takto provedená klasifikace je tedy prˇíliš „hrubá“ – nejmenší klasifikovanou cˇástí ob-
razu je práveˇ celé okno. Tuto situaci vyrˇešíme tak, že jednotlivá okna se budou prˇekrývat –
jeden obrazový bod tak obdrží více klasifikací (podle množství oken, kterých je soucˇástí).
Všechny klasifikace, které takto budou obrazovému bodu prˇirˇazeny, pak budeme chápat
jako „hlasy“ a finální klasifikaci daného obrazového bodu urcˇíme jednoduše podle trˇídy,
ze které je nejveˇtší pocˇet hlasu˚. Tento princip je znázorneˇn na obrázku 6.8.
Obrázek 6.8:Prˇíklad deˇlení obrazu na okna prˇi segmentaci. Okna mají velikost 4 obrazové body (toto
je pouze prˇíklad, v praxi musíme použít mnohem veˇtší okna) a vzdálena jsou od sebe 2 obrazové
body, tudíž obraz je efektivneˇ segmentován po blocích o minimální velikosti 2×2 obrazové body.
Zvýrazneˇný obrazový bod obdrží klasifikace ze všech 4 zobrazených oken.
Popsaný postup má také tu výhodu, že uživatel si mu˚že pomocí parametru udáva-





V této kapitole strucˇneˇ popíšeme prostrˇedky použité k implementaci testovacího fra-
meworku. Neˇkteré cˇásti byly implementovány již v [14][15][16], v rámci této práce ale
došlo k jejich znacˇnému rozšírˇení, prˇípadneˇ i kompletnímu prˇepracování.
Programovou dokumentaci lze ze zdrojových kódu˚ vygenerovat naprˇ. nástrojem Doxy-
gen, v této kapitole budeme popisovat implementacˇní problémy zejména na vyšší úrovni
abstrakce. Popis prˇekladu, spušteˇní a ovládání vytvorˇeného systému naleznete na optic-
kém médiu v prˇíloze této práce v souboru README.
7.1 Zpracování obrazových dat
Pro práci s obrazovými daty je použit toolkit MDSTk [34]. Toolkit je zameˇrˇen na práci
s medicínskými daty a z hlediska „koncového“ uživatele se skládá z jednotlivých samo-
statneˇ spustitelných modulu˚, kdy každý z nich plní urcˇitou funkci (naprˇ. nacˇtení obrázku
v daném formátu, úprava parametru˚ obrazu, filtrace, ru˚zné metody segmentace atp.). Tyto
moduly se dají na úrovni operacˇního systému vzájemneˇ spojovat do veˇtších celku˚ plnících
složiteˇjší funkce. Toolkit MDSTk je implementován v jazyce C++.
Z hlediska programátora toolkit obsahuje rozsáhlou knihovnu pro práci s obrazy se
zvláštním du˚razem na pocˇítacˇové videˇní a podporu pro tvorbu zmíneˇných modulu˚ i
komunikaci mezi nimi. Soucˇástí distribuce jsou navíc i specializované knihovny trˇetích
stran – MDSTk je tak naprˇ. interoperabilní s knihovnou pro pocˇítacˇové videˇní OpenCV,
která výborneˇ doplnˇuje funkce obsažené v MDSTk, nebo matematickou knihovnou Eigen.
Toolkit MDSTk agresivneˇ využívá možností šablon jazyka C++ za úcˇelem dosažení co
nejlepšího výkonu vzniklých aplikací. Pokud tedy v dalším textu budeme zminˇovat para-
metry, budeme mít na mysli typové parametry šablon, pokud nerˇekneme jinak. Hodnota
teˇchto parametru˚ musí být na rozdíl od klasických parametru˚ funkcí a metod známa již
v dobeˇ prˇekladu, což má pomeˇrneˇ dalekosáhlé du˚sledky pro implementaci.
Toolkit MDSTk využívá prˇekladový systém postavený na nástroji CMake.
7.2 Transformace barevných prostoru˚
Budeme implementovat pouze jeden smeˇr konverze (z prostoru RGB do neˇkterého z pro-
storu˚ z kapitoly 3.4). Toolkit MDSTk podporuje práci s barevnými obrazy pouze ve formátu
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RGB. Složky jednotlivých kanálu˚ (celá cˇísla o délce 8 bitu˚) jsou uloženy prˇímo v obrazo-
vých bodech, prˇicˇemž rozhraní trˇíd implementujících obrazové body obsahuje metody pro
konverzi daného typu obrazového bodu do jiného formátu.
Transformaci barevného prostoru lze tedy jednoduše do toolkitu doplnit tak, že:
1. Prˇidáme nový typ obrazového bodu pro daný prostor kompatibilní s typem pro RGB
obrazový bod.
Pocˇet kanálu˚ i jejich šírˇka jsou shodné pro všechny barevné prostory. Ideální by
bylo vytvorˇit spolecˇnou obecnou bázovou trˇídu pro všechny vícekanálové obrazové
body, což by ale vyžadovalo znacˇné zásahy do celého toolkitu – pro úcˇely této práce
se tedy spokojíme s tím, že za bázovou trˇídu budeme považovat práveˇ trˇídu pro RGB
obrazový bod, ostatní trˇídy odvodíme z ní a pouze zmeˇníme názvy metod, které cˇtou
a zapisují jednotlivé barevné komponenty obrazového bodu tak, aby odpovídaly
názvu˚m kanálu˚ v daném barevném prostoru.
2. Doplníme konverzi pro prˇevod RGB obrazového bodu do daného prostoru.
Prˇevod prvním smeˇrem implementujeme prˇesneˇ podle vztahu˚ popsaných v kapi-
tole 3.4. Prˇi implementaci konverzí je nutno veˇnovat speciální pozornost použití
celocˇíselné aritmetiky s omezenou šírˇkou cˇísel (v tomto prˇípadeˇ 8 bitu˚).
3. Doplníme konverzi pro prˇevod z daného prostoru do prostoru RGB.
Jelikož jsou obrazy v toolkitu implementovány pomocí šablony, kde parametrem je
práveˇ typ jejich obrazových bodu˚, a toolkit pocˇítá s vícekanálovými obrazy pouze ve
formátu RGB, bylo by nutné na všech místech, kde se pracuje s RGB obrazem, doplnit
analogický kód pro další barevné prostory, což opeˇt vyžaduje neúnosneˇ velké zásahy
do celého kódu (je trˇeba si opeˇt uveˇdomit, že typ obrazového bodu je trˇeba znát již
v dobeˇ prˇekladu).
Z tohoto du˚vodu je prˇevod druhým smeˇrem „falešný“ – to znamená, že z obrazo-
vého bodu v daném prostoru prˇímo zkopíruje hodnoty složek do obrazového bodu
prostoru RGB. To sice poneˇkud ruší sémantiku konverzní funkce, ale na druhou
stranu díky tomu lze jednoduše používat jiné barevné prostory všude tam, kde je
použit prostor RGB, který jakoby v tomto prˇípadeˇ zastupuje obecný bázový typ pro
vícekanálový obraz.
Prˇevod celých obrazu˚ mezi jednotlivými barevnými prostory pak už obstará stávající
infrastruktura toolkitu MDSTk. Pro koncové uživatele toolkitu je implementován samo-
statný modul pro konverzi RGB obrazu˚ do jiného barevného prostoru.
7.3 Extrakce texturních prˇíznaku˚
Pro toolkit MDSTk jsem v rámci své bakalárˇské práce [14] vytvorˇil moduly pro práci se
základními variantami LBP. Cˇást tohoto kódu se v modifikované podobeˇ od té doby stala
prˇímo soucˇástí toolkitu.
MDSTk obsahuje podporu pro práci se základní variantou LBP nad jednokanálovými
obrazy (tj. ve stupních šedi). Na úrovni modulu˚ tak lze naprˇ. zobrazit normalizovaný LBP
histogram z daného obrazu.
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Podporovány jsou trˇi kombinace polomeˇru˚ a pocˇtu vzorku˚ (P,R) – (8,1.0), (12,2.5) a(16,4.0), které nelze jednoduše zmeˇnit, nebot’ filozofií toolkitu je, aby co nejvíce informací
bylo známo již v dobeˇ prˇekladu – vlastnosti konkrétních použitých prˇíznaku˚ (naprˇ. jejich
rozsah, mapování, pocˇet možných hodnot atd.) mezi neˇ patrˇí. Tyto hodnoty pro prˇíslušné
parametry je tedy nutné zadat prˇímo ve zdrojových kódech jako konstanty a pro prˇípadnou
další kombinaci P a R je trˇeba prˇidat odpovídající kód a znovuprˇeložit všechny aplikace,
které jej využívají.
Hlavním du˚vodem tohoto (z pohledu programátora) jinak neprˇíliš flexibilního rˇešení je
o poznání vyšší výkon výsledné aplikace (dynamický polymorfismus a pocˇítání parametru˚
za beˇhu, což by jinak bylo v podobném prˇípadeˇ na místeˇ, má negativní vliv na rychlost –
navíc díky implementaci pomocí šablon lze výpocˇet dále optimalizovat pro konkrétní
dvojice P a R). Vybrané stávající hodnoty P a R jsou navíc zvoleny vhodneˇ a pro praktické
použití není trˇeba prˇidávat další kombinace.
Základní varianta LBP je prˇímo v toolkitu implementována pomocí neˇkolika trˇíd. Jeli-
kož všechny další varianty LBP využívají pro svoji cˇinnost práveˇ základní LBP (tvorba LBP
kódu prahováním okolních bodu˚ podle strˇedového nebo uniformní a rotacˇneˇ-invariantní
kódy se vytvárˇejí vždy stejneˇ), popíšeme zde zevrubneˇ implementaci základních LBP
v toolkitu. Z této implementace pak specializací nebo kompozicí jednotlivých cˇástí vytvo-
rˇíme složiteˇjší varianty LBP.
7.3.1 Základní LBP
Fundamentální komponenty základního LBP z hlediska implementace jsou tyto:
• Kruhový sampler – má za úkol z daného obrazu vybrat okolní body k danému strˇe-
dovému bodu ležící na kružnici. Body neležící prˇesneˇ na mrˇížce jsou interpolovány.
• Porovnání obrazových bodu˚ – používá se pro prahování okolních bodu˚ podle strˇe-
dového bodu. Porovná hodnotu dvou obrazových bodu˚ a podle výsledku nastaví
prˇíslušný bit LBP kódu.
• Akumulátor – postupneˇ pomocí zmíneˇného porovnávání vytvárˇí celý LBP kód.
• Extraktor LBP kódu – pro zadaný obraz umí z daného bodu pomocí všech zmíneˇ-
ných komponent extrahovat LBP kód. Verze pro (P,R) = (8,1.0) je optimalizována
pro body v osmiokolí daného strˇedového bodu.
• Extraktor LBP prˇíznaku˚ – z daného obrazu pomocí extraktoru LBP kódu extrahuje
kompletní normalizovaný texturní prˇíznak.
Implementace je provedena pomocí šablon, jejichž parametry jsou pocˇet vzorku˚ a polomeˇr
kružnice, na které tyto vzorky leží. Typ obrazu, ze kterého se mají extrahovat prˇíznaky,
je také parametrem – díky tomu (a také faktu, že jednotlivé výše uvedené komponenty se
dají nahradit nebo šírˇeji parametrizovat) lze snadno implementovat další varianty LBP.
7.3.2 Multi-resolution LBP
MLBP lze prˇímocˇarˇe implementovat pomocí kompletního extraktoru základních LBP
prˇesneˇ podle principu znázorneˇného v kapitole 3.1.5 na obrázku 3.6. Parametry P a R
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v tomto prˇípadeˇ nemají smysl, jelikož použijeme všechny trˇi uvedené dvojice hodnot P a
R pro trˇi dílcˇí LBP, ze kterých se skládá výsledné MLBP.
MLBP tedy vytvorˇíme tak, že postupneˇ nad daným obrazem zavoláme základní ex-
traktor LBP prˇíznaku˚ pro všechny trˇi podporované dvojice P a R a takto získané prˇíznaky
jednoduše spojíme za sebe.
V prˇípadeˇ FMLBP vytvorˇíme další dveˇ kopie vstupního obrazu. Jejich filtrování s ru˚z-
nými parametry rˇeší knihovna toolkitu MDSTk, další postup je pak shodný s výše uvede-
ným.
7.3.3 Weighted spatial LBP
SLBP se od základních LBP liší zejména jiným zpu˚sobem výpocˇtu hodnoty jednotlivých
vzorku˚ z okolních obrazových bodu˚. SLBP tedy lze jednoduše implementovat nahrazením
kruhového sampleru ze základního LBP zvláštním samplerem, který jako hodnotu vzorku
pocˇítá vážený pru˚meˇr z dané výsecˇe tak, jak je to popsáno v kapitole 6.1.3. Díky ortogonaliteˇ
pu˚vodního designu mu˚žeme prˇitom ostatní komponenty realizující extrakci LBP prˇíznaku˚
zachovat.
V souladu s filozofií toolkitu je nový sampler do stávajícího systému zapojen pomocí
parametru šablon trˇíd realizujících LBP (pu˚vodní kruhový sampler je prˇitom defaultním
parametrem daných šablon, aby nebylo nutno zasahovat do stávajícího kódu).
Parametr P má v tomto prˇípadeˇ stále význam pocˇtu vzorku˚, parametr R ovšem udává
místo polomeˇru standardní odchylku gaussovského filtru použitého pro výpocˇet váženého
pru˚meˇru z jednotlivých výsecˇí (prˇevod mezi touto hodnotou a polomeˇrem ze základních
LBP je uveden v kapitole 6.1.4 ve vztahu 6.6). Mapování LBP kódu˚ je opeˇt nezávislé a má
stejný smysl jako v pu˚vodním LBP.
Vlastní implementace výpocˇtu váženého pru˚meˇru vychází z kódu vytvorˇeného v rámci
práce [37] a je realizována pomocí funkcí knihovny OpenCV, kterou, jak bylo uvedeno, lze
do toolkitu MDSTk jednoduše zapojit.
7.3.4 Barevné LBP
Pu˚vodní implementace LBP pracovala pouze s jednokanálovými obrazy. Pro potrˇeby ba-
revných LBP je nutno tuto implementaci rozšírˇit na více kanálu˚.
Jak bylo rˇecˇeno, jednotlivé barevné složky jsou v toolkitu MDSTk uloženy v obrazo-
vých bodech. Celá implementace LBP je na formátu obrazových bodu˚ vstupního obrazu
nezávislá, ovšem cˇást, která porovnává hodnoty okolních obrazových bodu˚ se strˇedovým,
pracuje s kompletními hodnotami obrazových bodu˚ jako s celky. Práveˇ zde je tedy nutno
prˇidat parametry, které urcˇí, z jakého kanálu se má brát hodnota pro strˇed a z jakého ka-
nálu se má brát hodnota pro okolní body, protože potrˇebujeme porovnávat pouze hodnoty
vybraných složek obrazových bodu˚.
Tyto parametry prˇidáme ke stávajícím parametru˚m a jejich výchozí hodnoty nastavíme
tak, aby již vytvorˇený kód nebyl teˇmito novými parametry dotcˇen. Pro trˇídu realizující po-
rovnání strˇedového a okolních bodu˚ pak vytvorˇíme rˇadu specializací pro všechny dvojice
kanálu˚. Ostatní cˇásti mohou být opeˇt zachovány.
CCLBP i OCLBP pak implementujeme konkatenováním (stejneˇ jako v prˇípadeˇ MLBP)
dílcˇích prˇíznaku˚, prˇicˇemž ale pro tyto dílcˇí prˇíznaky zadáváme pomocí zmíneˇných parame-
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tru˚ ru˚zné kanály pro strˇedový bod i okolní obrazové body (v prˇípadeˇ CCLBP jsou strˇedový
i okolní body vždy ze stejného kanálu, pro OCLBP bereme i dvojice naprˇícˇ kanály).
Parametry P a R mají stejný smysl jako v pu˚vodním LBP, stejneˇ jako použité mapování.
7.4 Klasifikace texturních prˇíznaku˚
Používáme dveˇ ru˚zné klasifikacˇní metody. Jelikož implementace každé z nich od základu˚
by vydala na samostatnou diplomovou práci, pro každou klasifikacˇní metodu zvolíme
vhodnou knihovnu, kterou následneˇ zapojíme do vznikajícího systému.
7.4.1 Umeˇlá neuronová sít’
Pro klasifikaci pomocí umeˇlé neuronové síteˇ je použita knihovna FANN [28] a FANN tool
[3], GUI nástroj implementovaný nad touto knihovnou.
FANN tool umožnˇuje mj. detekci optimálního trénovacího algoritmu a aktivacˇních
funkcí, stejneˇ jako grafické zobrazení pru˚beˇhu trénování. Tyto možnosti výrazneˇ zjedno-
dušují práci se sítí a dovolují soustrˇedit se pouze na rˇešený problém.
FANN podporuje všechny aktivacˇní funkce, topologii i algoritmy ucˇení uvedené v ka-
pitole 4.2. Soucˇástí distribuce knihovny jsou i binární spustitelné moduly realizující ru˚zné
funkce knihovny, které lze na úrovni operacˇního systému snadno spojit s moduly toolkitu
MDSTk.
7.4.2 Support vector machine
Pro klasifikaci pomocí SVM je použita knihovna LIBSVM [6]. Hlavní prˇedností této kni-
hovny je vysoká flexibilita, šírˇe možností prˇi práci se SVM, jednoduchost používání, vazby
na jiné programovací jazyky a v neposlední rˇadeˇ i výkon.
Distribuce knihovny obsahuje i již prˇeložené moduly pro trénování a testování, stejneˇ
jako další nástroje (škálování dat a dokonce i hledání optimálních parametru˚). Stejneˇ jako
nástroje knihovny FANN, i tyto cˇásti LIBSVM lze velice jednoduše zapojit jako soucˇást
systému.
7.5 Systém pro klasifikaci textur
V kapitole 6.2 je na obrázku 6.3 znázorneˇn konceptuální model systému pro klasifikaci
textur zejména z hlediska toku dat. Na obrázku 7.1 je naproti tomu tento systém popsán
z hlediska implementace.
Jedním z hlavních cílu˚ je vysoká modularita vytvorˇeného frameworku. Jak bylo zdu˚raz-
neˇno v prˇedchozích kapitolách, problém klasifikace, resp. segmentace sestává z neˇkolika
kroku˚, kdy u každého lze volit ru˚zné metody – meˇlo by tedy být možné snadno a flexibilneˇ
meˇnit parametry a použité metody systému. Systém tedy sestává z neˇkolika ru˚zných cˇástí,






























Obrázek 7.1: Schéma systému pro klasifikaci textur z hlediska implementace. Modré šipky znázor-
nˇují vazby na úrovni prˇekladacˇe, resp. linkeru, hneˇdé šipky znamenají vazby na úrovni operacˇního
systému.
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7.5.1 Použité knihovny a nástroje
Základem jsou knihovny prˇíslušných nástroju˚. Z teˇch jsou vytvorˇeny (bud’ v rámci této
práce, nebo již prˇímo autory knihoven) spustitelné moduly, které jsou propojeny jak mezi
sebou vzájemneˇ, tak i s daty (viz dále) skripty.
MDSTk
Toolkit MDSTk obsahuje vlastní knihovnu, která má navíc vazby na knihovny trˇetích stran,
které lze také použít. Pomocí této knihovny jsou implementovány samostatneˇ spustitelné
moduly, z nichž du˚ležité jsou tyto:
• mdsLoadJPEG – modul pro nacˇtení obrazu˚ ve formátu JPEG. Výstupem je jednoka-
nálový (Slice) nebo vícekanálový (RGBImage) obraz v interním formátu toolkitu.
• mdsConvertColorSpace – modul pro konverzi barevného prostoru. Na vstupu ocˇe-
kává obraz ve formátu RGB, výstupem je obraz sice taktéž ve formátu RGB, ale hod-
noty jeho kanálu˚ odpovídají obrazu transformovanému ze vstupního prostoru do
neˇkterého z podporovaných barevných prostoru˚ (tato zvláštní sémantika je du˚sled-
kem implementace vícekanálových obrazu˚ v toolkitu – pro podrobnosti viz kapitolu
7.2).
• mdsSliceLBPHistogram – modul pro extrakci základního LBP z obrázku ve formátu
Slice.
• mdsSliceMultiresolutionLBPHistogram – modul pro extrakci MLBP z obrázku ve
formátu Slice. Prˇi zadání prˇíslušných parametru˚ tento modul lze použít i pro ex-
trakci FMLBP.
• mdsSliceWeightedSpatialLBPHistogram – modul pro extrakci SLBP z obrázku ve
formátu Slice.
• mdsRGBImageLBPHistogram – modul pro extrakci všech druhu˚ barevných LBP
(CCLBP, FOCLBP i HOCLBP) z obrázku ve formátu RGBImage.
Až na první uvedený jsou všechny zmíneˇné moduly implementovány noveˇ v rámci této
práce. Výstupem modulu˚ extrahujících LBP jsou prˇíznaky v cˇíselné podobeˇ vypsané na
standardní výstup.
LIBSVM
Distribuce LIBSVM sestává z knihovny, pomocí které jsou navíc autory implementovány
moduly pro tvorbu modelu nebo samotnou klasifikaci. Dále jsou soucˇástí distribuce i ná-
stroje pro zjednodušení práce s knihovnou (LIBSVM tools) implementované pomocí jazyka
Python, které slouží ke kontrole formátu dat nebo automatickému hledání parametru˚.
FANN
Nad knihovnou FANN je implementován GUI nástroj (FANN tool) pro snadné tréno-
vání a klasifikaci dat pomocí umeˇlé neuronové síteˇ. Nevýhodou tohoto nástroje je horší
automatizace pomocí skriptu˚.
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7.5.2 API pro práci s moduly a daty
V jazyce Python verze 3 je vytvorˇeno jednoduché API, které na úrovni operacˇního sys-
tému zapouzdrˇuje konkrétní spustitelné moduly uvedených knihoven (vcˇetneˇ všech jejich
parametru˚) a detaily implementace a prostrˇedí do prˇehledného a jednoduše použitelného
rozhraní.
Manuální propojování modulu˚ na úrovni operacˇního systému v prˇíkazové rˇádce je
stále možné (a pro krátké testy funkcˇnosti modulu˚ i dostacˇující), ale vzhledem k objemu
následujících testu˚ je toto prˇíliš pracné a náchylné k chybám – jazyk Python je navíc použit
i proto, že na rozdíl od dávkových souboru˚ nebo shellových skriptu˚ je bez problému˚
prˇenositelný mezi platformami.
Všechna konkrétní nastavení závislá na prostrˇedí, jako jsou cesty k jednotlivým sou-
boru˚m, jejich názvy apod., jsou navíc uložena pohromadeˇ v jedné trˇídeˇ, kde je uživatel
v prˇípadeˇ potrˇeby mu˚že jednoduše zmeˇnit.
7.5.3 Automatické testování
Všechny spustitelné soubory jsou propojeny pomocí skriptu˚ využívajících zmíneˇné API,
které na úrovni operacˇního systému zajišt’ují:
• Nacˇítání metadat z texturní databáze Outex.
Metadata databáze (prˇirˇazení obrazových dat do jednotlivých problému˚, oznacˇení
prˇíslušnosti jednotlivých obrazu˚ k daným trˇídám, jejich celkový pocˇet aj.) jsou v každé
sadeˇ uložena v textových souborech, lze je tedy jednoduše cˇíst.
• Tvorbu texturních prˇíznaku˚ z obrazu˚ v jednotlivých problémech.
Pro dané texturní prˇíznaky je automaticky zkonstruována posloupnost volání jed-
notlivých spustitelných modulu˚ na úrovni operacˇního systému, vcˇetneˇ parametru˚.
• Konverzi prˇíznaku˚ do formátu jednotlivých klasifikacˇních nástroju˚.
Formáty vstupu˚ jednotlivých klasifikacˇních nástroju˚ se sice liší, ale jsou jednoduše
zpracovatelné.
• Vlastní klasifikaci testovacích dat a sbeˇr výsledku˚ klasifikace.
• Agregaci výsledku˚ testu˚ pro všechny problémy v sadeˇ.
• Prˇehledný zápis výsledku˚ do souboru.
Veškeré výsledky testu˚ se zaznamenávají do jediného souboru ve formátu CSV, kam
se mimo jiné ukládá datum, použité prˇíznaky, použitá testovací sada a její parametry,
délka trvání testu, jeho úspeˇšnost i krátký komentárˇ uživatele. Tento formát je dále
jednoduše zpracovatelný, naprˇ. tabulkovým kalkulátorem.
Výhodou tohoto rˇešení je znacˇná flexibilita (parametry nebo metodiku testu˚ lze oka-
mžiteˇ meˇnit bez složitých a pomalých prˇekladových cyklu˚) a platformová nezávislost
(všechny soucˇásti systému lze prˇeložit nebo prˇímo spustit na nejvýznamneˇjších platfor-
mách). Výkonnostneˇ kritické cˇásti systému jsou prˇitom implementovány v nízkoúrov-
nˇových jazycích (C nebo C++). Provést nový test je zárovenˇ velice snadné – stacˇí jediný
prˇíkaz.
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7.6 Segmentace obrazu podle textury
Nástroje pro segmentaci zapojíme jednoduše do stávající infrastruktury pro testování klasi-
fikace – využijeme toho, že mu˚žeme použít znacˇnou cˇást již hotového systému. Systém pro
segmentaci je prˇitom výrazneˇ jednodušší než systém pro testování úspeˇšnosti klasifikace,
jelikož segmentujeme vždy pouze jeden obraz.
Na rozdíl od cˇástí systému zodpoveˇdných za extrakci a klasifikaci texturních prˇíznaku˚,
které alesponˇ cˇástecˇneˇ využívají stávající infrastrukturu toolkitu MDSTk, resp. prˇíslušných
klasifikacˇních nástroju˚, je tato cˇást implementována noveˇ, zcela od základu˚.
7.6.1 Vytvorˇení trénovacích dat a modelu
Jak bylo rˇecˇeno, jednotlivé trénovací obrazy vytvorˇíme z velkých obrazu˚ obsahujících
pouze jeden druh textury. Tyto obrazy je nutno anotovat – je trˇeba zadat cˇíslem jejich trˇídu
a rozmeˇry (pro potrˇeby skriptu, viz dále).
Mu˚žeme s výhodou využít toho, že moduly pro extrakci texturních prˇíznaku˚ obsahují
parametry dovolující extrahovat prˇíznaky pouze z cˇásti vstupního obrazu. Vlastní sbeˇr
jednotlivých prˇíznaku˚ provedeme pomocí skriptu˚, které zarˇídí vytvorˇení stanoveného
pocˇtu náhodneˇ umísteˇných oken o dané velikosti (proto je trˇeba zadat rozmeˇry obrazu˚ –
skripty samotné nedovedou zjistit z obrazu˚ jejich velikost).
Klasifikaci budeme provádeˇt pomocí SVM, model tedy vytvorˇíme stejneˇ jako v prˇípadeˇ
testování úspeˇšnosti klasifikace.
7.6.2 Vlastní segmentace
Vytvorˇíme dva nové moduly, které budou provádeˇt segmentaci obrazu˚ ve formátu Slice,
resp. RGBImage. Tyto moduly na vstupu ocˇekávají prˇíslušný obraz v daném formátu a
soubor s modelem dat ve formátu knihovny LIBSVM. Každý z modulu˚ pak prochází jed-
notlivá okna, extrahuje z nich texturní prˇíznaky a pomocí volání funkcí knihovny LIBSVM
je klasifikuje. Finální klasifikace daného obrazového bodu je urcˇena hlasováním tak, jak
bylo popsáno v návrhu. Výstupem obou modulu˚ je obraz ve formátu RGB, kde oblasti se
stejnou klasifikací mají stejnou barvu.
Moduly dohromady podporují všechny popsané varianty LBP. Algoritmus segmentace
je nezávislý na konkrétním extraktoru prˇíznaku˚, je tedy velmi snadné použít další druhy
prˇíznaku˚ – stacˇí, když extraktor pro dané prˇíznaky implementuje stanovené rozhraní pro
zapojení do segmentátoru.
Pro praktickou segmentaci je nutné, aby parametry použité pro extrakci trénovacích
dat byly prˇesneˇ stejné jako parametry pro segmentacˇní moduly – jedná se samozrˇejmeˇ




V této cˇásti uvedeme výsledky nameˇrˇené pomocí implementovaného frameworku pro
klasifikaci textur a segmentaci obrazu.
U obou nástroju˚ (FANN, LIBSVM) použijeme prˇíkazy pro automatické získání op-
timálních parametru˚ pro daný problém, abychom se prˇi vzájemném porovnávání obou
klasifikátoru˚ vyhnuli zkreslení výsledku˚ nestejneˇ kvalitním rucˇním ladeˇním parametru˚.
U LIBSVM se jedná o detekci nejvhodneˇjších parametru˚ pomocí cross-validace a me-
tody grid-search, u FANN je použita detekce optimálního trénovacího algoritmu a akti-
vacˇních funkcí. Sít’ má jednu skrytou vrstvu.
Kde to bude možné, bude testována celá sada – v neˇkterých prˇípadech ovšem z du˚vodu˚
znacˇné cˇasové nárocˇnosti mu˚žeme vybrat pouze podmnožinu problému˚ z dané testovací
sady, pokud jich sada obsahuje více.
Provedeme rˇadu testu˚ – cílem bude najít optimální kombinaci klasifikacˇního nástroje
(podkapitola 8.1) a vhodných prˇíznaku˚ pro jednokanálové (podkapitola 8.3) a barevné
(podkapitola 8.4) obrazy. V podkapitole 8.2 také prozkoumáme cˇasovou nárocˇnost pou-
žitých metod a navíc provedeme srovnání implementovaných metod s publikovanými
výsledky dalších autoru˚ (podkapitola 8.5). Všechna tato zjišteˇní pak využijeme v poslední
podkapitole 8.6, kde budeme demonstrovat praktické využití textur v pocˇítacˇovém videˇní
na konkrétním problému segmentace leteckých snímku˚.
8.1 Srovnání klasifikátoru˚
8.1.1 Motivace
Zajímá nás výkon dvou zvolených klasifikátoru˚ pro náš konkrétní problém, resp. to, jak
moc volba klasifikátoru ovlivní úspeˇšnost klasifikace.
Prˇísneˇ vzato tento test srovnává pouze konkrétní implementace dvou klasifikacˇních me-
tod – jelikož se ale v obou prˇípadech jedná o jedny z nejpopulárneˇjších a nejpoužívaneˇjších
knihoven pro práci s danými klasifikacˇními metodami, mu˚žeme tento test považovat de
facto prˇímo za srovnání prˇímo samotných klasifikacˇních metod (samozrˇejmeˇ pouze pro
konkrétní problém klasifikace textur pomocí LBP).
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Obrázek 8.1: Úspeˇšnost (%) obou klasifikacˇních metod na ru˚zných testovacích sadách.
8.1.2 Úspeˇšnost klasifikace
V grafu na obrázku 8.1 uvádíme procentuální úspeˇšnost klasifikace pro obeˇ zvolené klasi-
fikacˇní metody, resp. konkrétní klasifikátory. Z nameˇrˇených dat vyplývá, že LIBSVM je ve
všech prˇípadech úspeˇšneˇjší než umeˇlá neuronová sít’ implementovaná pomocí FANN.
Rozdíl v jednodušších problémech (Outex_TC_00000 a Outex_TC_00003) je velmi malý,
v ostatních prˇípadech se ukazuje, že významneˇ prˇesneˇjší výsledky podává LIBSVM. Lze ale
rˇíci, že v podstateˇ obeˇ metody mu˚žeme (pokud bereme v potaz úsilí nutné k manuálnímu
hledání lepších parametru˚) úspeˇšneˇ použít pro klasifikaci textur.
Zvláštním prˇípadem je poslední problém (Outex_TC_00016), který je (vzhledem ke
znacˇnému množství trˇíd) extrémneˇ nárocˇný – prˇesnost klasifikace pomocí LIBSVM je na
tomto problému naprosto nevyhovující a v prˇípadeˇ FANN se dokonce výpocˇet nepovedlo
v rozumném cˇasovém horizontu (tj. v cˇase prˇibližneˇ rˇádoveˇ odpovídajícímu dobeˇ beˇhu
SVM na tomto problému, která je znacˇná) dokoncˇit.
Acˇkoliv teoreticky bychom mohli na sadeˇ Outex_TC_00016 dosáhnout pomocí neˇkteré
ze složiteˇjších (a tím pádem prˇesneˇjších) variant LBP lepších výsledku˚, doba beˇhu LIBSVM
na sadeˇ Outex_TC_00016 se i pro nejjednodušší použité prˇíznaky liší o neˇkolik rˇádu˚ od
ostatních sad – z tohoto du˚vodu tuto sadu nezahrneme do dalších testu˚, jelikož (zrˇejmeˇ
dle zámeˇru autoru˚) tato sada prˇedstavuje problém za soucˇasných podmínek prakticky (tj.
s rozumnými prostorovými i cˇasovými nároky) nerˇešitelný.
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8.1.3 Cˇasová nárocˇnost
Zásadneˇjší rozdíl se ukázal v cˇasové nárocˇnosti metod. Acˇkoliv toto hledisko hodnotíme
pouze kvalitativneˇ, lze rˇíci, že zatímco LIBSVM se s náru˚stem trˇíd klasifikace nebo objemu
trénovacích a testovacích dat vyrovnává dobrˇe, u neuronové síteˇ lze u ucˇení pozorovat až
exponenciální závislost cˇasové nárocˇnosti na pocˇtu rozeznávaných trˇíd (naproti tomu ale
už natrénovaná sít’ je velmi rychlá).
Pro menší problémy je celková rychlost obou metod prˇibližneˇ srovnatelná, pro veˇtší
problémy je vhodneˇjší preferovat LIBSVM. Pro prˇesneˇjší rozbor této problematiky viz
samostatný test v další podkapitole.
8.1.4 Prostorová nárocˇnost
Stejneˇ jako cˇasovou nárocˇnost, i nárocˇnost prostorovou posuzujeme pouze kvalitativneˇ.
U obou nástroju˚ mu˚žeme rˇíci, že jejich prostorová nárocˇnost je na hardwaru beˇžném
v soucˇasné dobeˇ naprosto zanedbatelná a nijak zásadneˇ se neliší.
8.1.5 Další hlediska
Du˚ležitou výhodou LIBSVM je prˇi zvolené jádrové transformaci (RBF) mnohem jednodušší
nastavení parametru˚ (jedná se prakticky pouze o dveˇ hodnoty, jejichž hledání lze navíc
úspeˇšneˇ automatizovat).
Nastavení neuronové síteˇ je naproti tomu mnohem složiteˇjší a i prˇi nalezení vhodných
parametru˚ není vždy zarucˇen stejneˇ kvalitní pru˚beˇh ucˇení, jelikož pocˇátecˇní váhy v umeˇlé
neuronové síti jsou nastavovány náhodneˇ – z tohoto pohledu je LIBSVM „stabilneˇjší“.
Z hlediska jednoduchosti použití je tedy LIBSVM vhodneˇjší.
8.1.6 Celkové hodnocení
Jelikož ze všech zkoumaných hledisek (z nichž nejdu˚ležiteˇjší je samotná úspeˇšnost klasi-
fikace) je knihovna LIBSVM bud’ lepší, nebo minimálneˇ srovnatelná s FANN, je výsledek
tohoto testu jasný. Pro další meˇrˇení tedy budeme používat pouze LIBSVM.
8.2 Cˇasová nárocˇnost
V této cˇásti shrneme výsledky meˇrˇení cˇasové nárocˇnosti extrakce a klasifikace prˇíznaku˚.
Meˇrˇení bylo provádeˇno na prvních padesáti problémech sady Outex_TC_00000.
Motivací pro toto meˇrˇení je prˇedevším zjišteˇní schopnosti škálovatelnosti systému, tedy
informace, jak se systém vyrovnává s naru˚stající délkou prˇíznaku˚ a složitostí použitých
metod – komplexneˇjší (delší) prˇíznaky mohou být v klasifikaci úspeˇšneˇjší, jelikož z textur
dokáží zachytit více informací, ale aby byly prakticky použitelné, jejich zpracování nesmí
trvat neúnosneˇ dlouhou dobu.
Uvádeˇt absolutní cˇasy, které jsou závislé na konkrétním použitém hardwaru, nemá
smysl, proto doby trvání jednotlivých úkonu˚ uvádíme jako násobky délky trvání extrakce
nejjednodušších prˇíznaku˚ (LBPriu28,1 ) ze všech obrazu˚ sady Outex_TC_00000.
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8.2.1 Extrakce prˇíznaku˚
Srovnání relativních dob extrakce jednotlivých druhu˚ prˇíznaku˚ je v grafu na obrázku 8.2.
Meˇrˇená doba extrakce je délka trvání extrakce texturních prˇíznaku˚ ze všech obrazu˚ sady
Outex_TC_00000. V uvedených cˇasech je zapocˇítána kromeˇ vlastní extrakce i nutná režie
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Obrázek 8.2: Relativní doby trvání extrakce jednotlivých prˇíznaku˚ (vztaženo k dobeˇ extrakce
LBP8,1).
V prˇípadeˇ klasických LBP je podstatný náru˚st doby extrakce pro veˇtší pocˇet vzorku˚,
který je pomeˇrneˇ strmý, ale stále v podstateˇ lineární vzhledem k pocˇtu vzorku˚ (rozdíly
jsou zpu˚sobené práveˇ režií systému).
Je zajímavé, že rozdíl mezi LBP16,4.0 a MLBP je velmi malý, takže pokud pro to není
zvláštní du˚vod, je z cˇasového hlediska výhodneˇjší MLBP, jelikož i výsledky podávané touto
metodou jsou lepší (viz další testy).
Filtrování použité ve FMLBP má, jak vidno, pomeˇrneˇ významné výpocˇetní nároky –
prodlužuje cˇas zpracování oproti MLBP o cˇtvrtinu. Tato doba ale také závisí na zvoleném
parametru σGaussova filtru, který ovlivnˇuje velikost použitého konvolucˇního jádra a tedy
i pocˇet nutných elementárních operací k výpocˇtu filtrovaného obrazu.
Stejný jev nastává u SLBP – také zde je doba filtrování obrazu˚ (a tím i celého výpocˇtu)
silneˇ ovlivneˇna velikostí konvolucˇního jádra. Jelikož je navíc provedeno více konvolucí
(pocˇet dílcˇích filtrovaných obrazu˚ je roven P), je náru˚st délky doby extrakce prˇíznaku˚
pochopitelný.
V prˇípadeˇ barevných prˇíznaku˚ jsou cˇasy zdaleka nejdelší, jelikož pocˇet dílcˇích LBP
(v rámci jednotlivých kanálu˚, resp. naprˇícˇ dvojicemi kanálu˚), ze kterých se tyto prˇíznaky
skládají, je 3, 6, resp. 9. Proto také extrakce FOCLBP8,1.0 trvá témeˇrˇ 9× déle než extrakce
základního LBP8,1.0.
Celkoveˇ mu˚žeme rˇíci, že cˇasová nárocˇnost extrakce prˇíznaku˚ roste lineárneˇ vzhledem
k pocˇtu P okolních bodu˚ i pocˇtu dílcˇích LBP – to je velmi výhodná vlastnost. Pokud použi-
jeme filtrování, cˇasy se samozrˇejmeˇ prodlužují, ale v takovém prˇípadeˇ mají na výslednou
dobu vliv i konkrétní parametry filtru˚.
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8.2.2 Klasifikace prˇíznaku˚
Na obrázku 8.3 je graf zachycující závislost doby klasifikace prˇíznaku˚ pomocí SVM na
jejich délce (cˇasy jsou opeˇt relativní, stejneˇ jako v prˇedchozím prˇípadeˇ). Uvedené doby jsou
aritmetickým pru˚meˇrem z 50 meˇrˇení a odpovídají dobeˇ klasifikace jednoho problému ze
sady Outex_TC_00000.



















Obrázek 8.3: Závislost relativní doby klasifikace pomocí SVM na délce prˇíznakového vektoru.
Je videˇt, že také tato závislost je v podstateˇ lineární (drobné odchylky budou zrˇejmeˇ
zpu˚sobeny hlavneˇ hledáním vhodných parametru˚ klasifikátoru, které trvá pokaždé mírneˇ
jinou dobu). To je velmi prˇíznivá zpráva, protože práveˇ prodlužování prˇíznakového vek-
toru je jinak jedním z hlavních problému˚ pokrocˇilých LBP variant.
8.3 Klasifikace s jednokanálovými texturními prˇíznaky
V této cˇásti srovnáme výsledky rozšírˇených LBP pracujících s jednokanálovým obrazem,
tj. (F)MLBP a nové varianty SLBP. Ve všech prˇípadech použijeme rotacˇneˇ invariantní uni-
formní varianty všech prˇíznaku˚.
8.3.1 Motivace
Budeme zkoumat zejména tyto vlastnosti zmíneˇných variant:
1. Vliv velikosti oken na úspeˇšnost klasifikace.
Budeme testovat vliv objemu porˇízené statistiky (LBP histogramu) na úspeˇšnost
klasifikace (pocˇet bodu˚ v histogramu odpovídá pocˇtu obrazových bodu˚ zkoumaného
obrazu).
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Zde se strˇetávají dva protichu˚dné požadavky, mezi kterými je nutno najít kompro-
mis – z pohledu uživatele klasifikátoru je žádoucí, abychom mohli úspeˇšneˇ klasifi-
kovat co nejmenší obrazy, ale naopak prˇesnost klasifikace roste s velikostí vzorku.
2. Invariance vu˚cˇi rotaci.
LBP prˇíznaky jsou prˇímo zkonstruovány tak, aby byly rotacˇneˇ invariantní, totéž tedy
ocˇekáváme i od rozšírˇených variant.
3. Invariance vu˚cˇi zmeˇnám osveˇtlení.
Tato vlastnost by také meˇla být zakomponována prˇímo v pu˚vodní varianteˇ LBP.
Pro diskuzi invariance vu˚cˇi osveˇtlení u barevných obrazu˚ v kombinaci s barevnými
prˇíznaky viz další kapitolu – pokud tento test zde provedeme na sadeˇ obsahující
barevné obrazy, jsou tyto obrazy prˇed použitím prˇevedeny do stupnˇu˚ šedé.
4. Invariance vu˚cˇi zmeˇneˇ meˇrˇítka.
Toto je jedna ze zásadních, principiálních slabin LBP. Budeme zkoumat, zda se neˇkterá
z variant s tímto problémem vyporˇádá lépe.
5. Vybrané kombinace neˇkterých výše uvedených vlastností.
Prˇehled sad spolecˇneˇ s vlastnostmi, které testují, je uveden v tabulce 6.2 v kapitole 6.2.5.
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Obrázek 8.4: Úspeˇšnost klasifikace (%) v závislosti na velikosti okna, ze kterého se extrahují prˇí-
znaky (sada Outex_TC_00001 obsahuje obrazy s 2×menšími rozmeˇry než sada Outex_TC_00000).
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Srovnáváme výsledky dosažené na sadách Outex_TC_00000 a Outex_TC_00001 (viz
obrázek 8.4). U všech prˇíznaku˚ lze pozorovat snížení úspeˇšnosti klasifikace (histogramy
v prˇípadeˇ druhé sady porˇizujeme ze 4× menšího objemu dat).
Oba problémy jsou pomeˇrneˇ jednoduché, proto je výkon LBP a SLBP v podstateˇ srov-
natelný. Nejlépe si vedou MLBP a FMLBP, naopak propad u LBP i SLBP je v podstateˇ
shodný – zdá se tedy, že mnohem lépe se se zmenšením objemu dat vyrovnávají delší
prˇíznaky (délka LBP a SLBP je prˇi stejném P a R vždy stejná).
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Obrázek 8.5: Úspeˇšnost klasifikace (%) pro sady obsahující obrazy porˇízené pod ru˚znými úhly.
Sada Outex_TC_00012 navíc obsahuje i ru˚zná osveˇtlení.
Výsledky na sadeˇ obsahující rotované obrazy (obrázek 8.5) jsou pro základní LBP s 8
a 12 vzorky výrazneˇ horší. Tento jev prˇicˇítáme tomu, že sada obsahuje 9 ru˚zných rotací
obrazu˚, zatímco použitá varianta LBP s 8, resp. 12 vzorky z okolních bodu˚ je uzpu˚sobena
pro rotace po krocích až 45○, resp. 30○ – toto deˇlení je tedy pro danou sadu zrˇejmeˇ prˇíliš
hrubé. Naopak pro 16 vzorku˚ jsou výsledky velmi dobré – je tedy evidentní, že v prˇípadeˇ
rotovaných obrazu˚ je žádoucí co nejveˇtší pocˇet vzorku˚.
MLBP i FMLBP podávají v tomto prˇípadeˇ nejlepší výsledky. Du˚vodem bude vyšší
délka prˇíznaku a pokrytí mnohem veˇtšího množství úhlu˚ díky ru˚znému pocˇtu vzorku˚ pro
jednotlivé polomeˇry.
SLBP je celkoveˇ mírneˇ lepší než základní LBP (hlavneˇ v prˇípadeˇ pro 12 vzorku˚) –
vzhledem k tomu, že délka prˇíznaku˚ je v tomto prˇípadeˇ stejná jako u základního LBP
(délka nejúspeˇšneˇjších MLBP, resp. FMLBP je neˇkolikanásobná), se jedná o dobrý výsledek.
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Hlavním du˚vodem rozdílu mezi SLBP a LBP je zpu˚sob výpocˇtu hodnot vzorku˚ okolních
bodu˚ – SLBP jako „vzorek“ bere hodnotu vypocˇtenou z cˇásti kruhové výsecˇe, která v sobeˇ
obsáhne hned neˇkolik dílcˇích rotací, zatímco základní verze LBP je omezena na malý pocˇet
„diskrétních“ bodu˚, což vede k pokrytí malého pocˇtu úhlu˚.
Du˚vodem propadu SLBP pro P = 8 je zejména skutecˇnost, že parametr σ je v tomto
prˇípadeˇ natolik malý, že jednotlivé výsecˇe konvergují do samotných bodu˚ v osmiokolí
strˇedového bodu, takže se ze SLBP v tomto prˇípadeˇ v podstateˇ stává klasické LBP. Podobná
situace nastává u SLBP pro 16 vzorku˚, kdy jsou pro zmeˇnu jednotlivé výsecˇe prˇíliš úzké,
takže se SLBP v tomto prˇípadeˇ opeˇt blíží klasickému LBP.
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Obrázek 8.6: Úspeˇšnost klasifikace (%) v závislosti na zmeˇnách osveˇtlení. Sada Outex_TC_00013
obsahuje obrazy s homogenním osveˇtlením, sady Outex_TC_00014 a Outex_TC_00015 obsahují
ru˚zná osveˇtlení.
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Obtížneˇjší než rotace se ukazuje zmeˇna osveˇtlení, jak lze pozorovat naprˇ. na výsledcích
ze sady Outex_TC_00013 a Outex_TC_00014 na obrázku 8.6. (F)MLBP je opeˇt zdaleka
nejúspeˇšneˇjší, ale je zajímavé si všimnout, že pouze zde je MLBP lepší než FMLBP.
SLBP a LBP jsou v tomto prˇípadeˇ v podstateˇ srovnatelné.
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Obrázek 8.7: Úspeˇšnost klasifikace (%) pro sadu obsahující obrazy se dveˇma ru˚znými rozlišeními
(Outex_TC_00011). Sada Outex_TC_00000 obsahuje tytéž obrazy, ale pouze v jednom rozlišení.
Vliv zmeˇny meˇrˇítka (resp. zmeˇny rozlišení) testujeme na sadeˇ Outex_TC_00011 (viz
graf na obrázku 8.7). I v tomto testu zvíteˇzila multi-resolution varianta LBP. Zajímavé je,
že pouze v tomto prˇípadeˇ je rozdíl v úspeˇšnosti mezi filtrovanou (FMLBP) a nefiltrovanou
(MLBP) variantou, a to zásadní – celých 10 % (na všech ostatních sadách se výsledky MLBP
a FMLBP liší zanedbatelneˇ, o cca 1 %).
Prˇipomenˇme, že pro každé dílcˇí LBP, ze kterých se skládá FMLBP, používáme jiné
hodnoty P a R a hlavneˇ parametr gaussovské konvoluce. Práveˇ tento postup „simuluje“
zmeˇnu meˇrˇítka – na prˇíznaky porˇízené s ru˚znými polomeˇry z obrazu s jedním meˇrˇítkem
se také mu˚žeme dívat jako na prˇíznaky porˇízené s jedním polomeˇrem z obrazu˚ s ru˚znými
meˇrˇítky. Použitá gaussovská konvoluce pak meˇní úrovenˇ detailu˚ podobneˇ, jako se tato
úrovenˇ meˇní prˇi vzorkování jednoho obrazu s ru˚znými rozlišeními.
Dá se tedy rˇíci, že prˇíznaky FMLBP díky použitému filtrování v sobeˇ obsahují informaci
o jedné texturˇe hned v neˇkolika meˇrˇítkách (jejichž pocˇet je roven práveˇ pocˇtu dílcˇích LBP,
ze kterých se FMLBP skládá) – to je du˚vod onoho rozdílu mezi FMLBP a MLBP (v prˇípadeˇ
MLBP vzorky pro dílcˇí LBP z ru˚zných polomeˇru˚ vždy zachycují stejnou úrovenˇ detailu
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obrazu – rozširˇují tedy postihnutý prostor v okolí daného strˇedového bodu, ale pouze prˇi
jednom meˇrˇítku).
Acˇkoliv SLBP nedosahuje výsledku˚ FMLBP, je jeho úspeˇšnost pro vyšší pocˇet vzorku˚
lepší než úspeˇšnost základního LBP (ovšem prˇi srovnatelné délce prˇíznakového vektoru,
což je velice výhodné). Stejneˇ jako v prˇípadeˇ FMLBP bude hlavním du˚vodem tohoto rozdílu
použité filtrování.
8.3.6 Celkové hodnocení
Z provedených meˇrˇení vyplývá, že zdaleka nejlepší variantou je multi-resolution LBP.
Vhledem k tomu, že výsledky SLBP a klasického LBP jsou s drobnými odchylkami srovna-
telné, dá se rˇíci, že hlavním faktorem, který má na úspeˇšnost klasifikace pomocí uvedených
texturních prˇíznaku˚ zásadní vliv, je pocˇet a rozmísteˇní okolních bodu˚ (naprˇ. základní LBP
s vyšším pocˇtem P okolních bodu˚ jsou ve velkém pocˇtu prˇípadu˚ úspeˇšneˇjší).
Jediným problémem (F)MLBP je délka prˇíznakového vektoru. V situacích, kdy by toto
bylo na prˇekážku, lze cˇasto s úspeˇchem použít LBP nebo SLBP s vyšším pocˇtem okolních
bodu˚.
Varianta SLBP neprˇináší ve veˇtšineˇ prˇípadu˚ významné zlepšení prosteˇ proto, že okolní
„body“ jsou stále „rozmísteˇny“ stejneˇ jako v prˇípadeˇ klasického LBP – na konkrétním
zpu˚sobu výpocˇtu jejich hodnoty podle všeho až tak nezáleží. Spíše než snažit se okolí
bodu postihnout pru˚meˇrováním cˇásti okolního prostoru je jednodušší a efektivneˇjší použít
veˇtší pocˇet bodu˚ vhodneˇ rozmísteˇných v prostoru – práveˇ ve zpu˚sobu rozmísteˇní okolních
bodu˚ je tedy zrˇejmeˇ potenciál pro další vylepšení LBP.
V této souvislosti by bylo zajímavé vytvorˇit variantu konkatenovaných LBP pracujících
s dílcˇími prˇíznaky, které by meˇly okolní body rozmísteˇné ne na kružnici, ale na elipse –
vznikla by tak soustava dílcˇích LBP podobneˇ jako v prˇípadeˇ MLBP, ale jednotlivé elipsy by
se lišily naprˇ. svojí orientací nebo excentricitou (tyto parametry se navíc dají pro jednotlivé
body prˇizpu˚sobovat podle lokální anisotropie nebo orientace obrazu). Motivací je snaha
o takový výbeˇr okolních bodu˚, které co nejlépe a nejkonkrétneˇji zachycují vlastnosti dané
textury.
Zajímavé výsledky podal test klasifikace obrazu˚ s ru˚zným rozlišením, což je jinak
pro LBP jeden z nejobtížneˇjších problému˚. V tomto prˇípadeˇ byly varianty používající
filtrování výrazneˇ úspeˇšneˇjší – dá se tedy rˇíci, že gaussovské filtrování obrazu je cestou,
jak zkoumané texturní prˇíznaky lépe prˇizpu˚sobit zmeˇnám rozlišení, resp. meˇrˇítka obrazu.
Pouze v tomto prˇípadeˇ má také smysl použít FMLBP místo MLBP, resp. SLBP místo LBP.
Filtrování je jinak v podstateˇ zbytecˇné a pouze zvyšuje výpocˇetní nároky použité metody.
Zmeˇny osveˇtlení ovlivnˇují úspeˇšnost všech použitých metod zhruba stejneˇ, což je lo-
gické vzhledem k tomu, že invariance vu˚cˇi osveˇtlení se dosahuje prahováním hodnot
okolních bodu˚ podle strˇedového – tento postup je spolecˇný pro všechny varianty.
8.4 Klasifikace s barevnými texturními prˇíznaky
Výsledky klasifikace pomocí všech variant barevných LBP v ru˚zných barevných prostorech
jsou na obrázcích 8.8 (pro sadu Outex_TC_00013) a 8.9 (pro sadu Outex_TC_00014; jiné sady
neobsahují barevné obrazy). Poslední sekce v obou grafech udává pro srovnání úspeˇšnost
klasifikace pomocí jednokanálového LBP.
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Test jsme provedli pouze pro hodnoty (P,R) = (8,1.0) – volba konkrétních P a R není
v tomto prˇípadeˇ pro srovnání barevných prˇíznaku˚ podstatná, stacˇí, když je pro všechny
testy stejná.
8.4.1 Motivace
Tímto testem chceme zkoumat trˇi veˇci:
1. Vliv osveˇtlení na barevné texturní prˇíznaky.
Zrˇejmeˇ nejdu˚ležiteˇjší pokus. Základní vlastností pu˚vodních LBP (které pracují pouze
s intenzitou obrazu) je práveˇ invariance vu˚cˇi zmeˇnám osveˇtlení – chceme zjistit,
zda je tuto velice významnou charakteristiku možno zachovat i u barevných LBP
a zda se v tomto prˇípadeˇ liší prˇístup posuzující kanály oddeˇleneˇ (CCLBP), nebo ve
vzájemných souvislostech (OCLBP).
2. Vliv transformace barevného prostoru na úspeˇšnost klasifikace.
Chceme oveˇrˇit hypotézu, zda transformace barevného prostoru vstupního obrazu
skutecˇneˇ mu˚že pomoci zlepšit výsledky klasifikace.
3. Srovnání CCLBP, HOCLBP a FOCLBP.
Chceme zjistit, zda je v prˇípadeˇ barevného obrazu lepší uvažovat jednotlivé kanály
zvlášt’ (první uvedená varianta), nebo zda je interakce mezi kanály skutecˇneˇ pod-
statná (druhá, resp. trˇetí varianta).
Tyto varianty se také významneˇ liší délkou prˇíznaku˚ (v prˇípadeˇ tohoto konkrétního
testu se jedná o prˇíznakové vektory délky 30, 60 a 90) – chceme zjistit, zda se zvýšení
délky prˇíznaku˚ vyplatí z hlediska úspeˇšnosti klasifikace.
8.4.2 Vliv osveˇtlení
Výsledky testu vlivu osveˇtlení jsou jednoznacˇné – v prˇípadeˇ homogenního osveˇtlení do-
sáhly všechny barevné prˇíznaky lepšího výsledku než základní LBP pracující pouze s in-
tenzitou obrazu.
Rozdíl nejlepšího barevného prˇíznaku od intenzitního LBP je prˇitom velice významný
(témeˇrˇ 20 %). Naopak v prˇípadeˇ, kdy obrazy jsou porˇízeny pod ru˚znými osveˇtleními, je
výsledek opacˇný – základní LBP je ve všech prˇípadech lepší než barevné prˇíznaky, odstup
nejlepšího barevného prˇíznaku a základních LBP je ovšem výrazneˇ menší (5 %).
Z tohoto pozorování mu˚žeme ihned vyvodit záveˇr, že na použité barevné prˇíznaky
má osveˇtlení zásadní vliv. Potvrdila se dobrá invariance základních LBP vu˚cˇi zmeˇnám
osveˇtlení, naopak barevné prˇíznaky jsou na osveˇtlení závislé.
V prˇípadeˇ, že nemáme informaci o použitém osveˇtlení (což je bohužel prˇípad veˇtšiny
obrazu˚ porˇízených mimo laboratorní podmínky), je jisteˇjší jako prˇíznak zvolit neˇkterou
z variant LBP pracujících s jednokanálovým obrazem. Acˇkoliv jsme v tomto prˇípadeˇ vybrali
tu nejjednodušší (která má navíc i prˇízniveˇjší výpocˇetní nároky), i tak jsme dosáhli lepších
výsledku˚ než s barevnými prˇíznaky. Dá se tedy prˇedpokládat, že vylepšené nebarevné
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Obrázek 8.8: Úspeˇšnost klasifikace (%) barevných obrazu˚ ze sady Outex_TC_00013 (homogenní
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Obrázek 8.9: Úspeˇšnost klasifikace (%) barevných obrazu˚ ze sady Outex_TC_00014 (trˇi ru˚zná
osveˇtlení) transformovaných do ru˚zných barevných prostoru˚.
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Naopak konstantní osveˇtlení je velice výhodné – pokud v takovém prˇípadeˇ použijeme
barevné LBP, dosáhneme skutecˇneˇ výrazneˇ lepších výsledku˚, které bohateˇ vynahrazují i
veˇtší délku prˇíznakových vektoru˚. Porovnávání dalších vlastností barevných LBP budeme
tedy provádeˇt pouze na výsledcích ze sady obsahující obrazy s konstantním osveˇtlením.
8.4.3 Vliv transformace barevného prostoru
Z výsledku˚ je patrné, že transformace barevného prostoru je v tomto prˇípadeˇ velmi
vhodná – rozdíl celých 10 % v krajních prˇípadech u homogenního osveˇtlení (pokud hod-
notíme výsledky vždy v rámci konkrétních variant prˇíznaku˚, zde konkrétneˇ OCLBPriu28,1 )
zpu˚sobený pouze zmeˇnou barevného prostoru je významný.
Je také zajímavé si všimnout, jak jsou jednotlivé barevné prostory „stabilní“ vzhle-
dem k jednotlivým variantám barevných prˇíznaku˚ prˇi ru˚zných osveˇtleních. Významný je
v tomto ohledu prostor CIE L*a*b*, ve kterém je soucˇet odchylek jednotlivých barevných
variant od jejich pru˚meˇru v obou prˇípadech minimální. Naopak prostor CIE XYZ (jinak
nejlepší pro konstantní osveˇtlení) má nejveˇtší rozdíl mezi OCLBP a CCLBP.
Za zmínku stojí i výsledky v prostoru P1P2, nebot’ obrazy prˇevedené do tohoto prostoru
mají pouze 2 kanály a prˇíslušné prˇíznakové vektory jsou tedy o trˇetinu kratší. Výsledky
v tomto prostoru jsou porˇád o cca 10 % lepší než u základních LBP, takže tento prostor
prˇedstavuje velice zajímavý kompromis mezi délkou prˇíznaku˚ a prˇesností klasifikace.
V prˇípadeˇ ru˚zných osveˇtlení jsme sice barevné prˇíznaky zavrhli, je ovšem nutné po-
dotknout, že nejlepší barevný prostor pro homogenní osveˇtlení (CIE XYZ) si vede pomeˇrneˇ
dobrˇe i v tomto prˇípadeˇ.
Transformaci barevného prostoru prˇed extrakcí barevných texturních prˇíznaku˚ tedy
doporucˇujeme, ovšem prˇi volbeˇ prostoru je nutno brát v úvahu i použitou konkrétní
variantu barevných LBP (viz dále).
8.4.4 Srovnání variant barevných prˇíznaku˚
Z grafu˚ je patrné, že interakce mezi jednotlivými kanály se zásadneˇ liší v závislosti na
osveˇtlení. Zatímco v prˇípadeˇ homogenního osveˇtlení dosahuje CCLBP vždy horších vý-
sledku˚ než obeˇ verze OCLBP, ve druhém prˇípadeˇ jsou výsledky CCLBP vždy alesponˇ
srovnatelné nebo lepší než výsledky obou variant CCLBP.
Tento jev se do jisté míry dal ocˇekávat – jak je patrné z obrázku 6.6 v kapitole 6.2.5,
prˇi zmeˇnách osveˇtlení se zásadneˇ meˇní vzájemné vztahy jednotlivých barevných složek
(prˇíklad na obrázku je pro prostor RGB, ale jelikož ostatní prostory vznikají transfor-
mací z tohoto prostoru, posun kanálu˚ i v teˇchto prostorech bude podobneˇ markantní).
Je pak logické, že úspeˇšnost varianty OCLBP, která práveˇ vztahu˚ mezi jednotlivými ka-
nály využívá, bude teˇmito posuny trpeˇt. Naopak, konkatenovaná varianta (CCLBP) teˇmito
zmeˇnami nijak netrpí, protože vztahy v rámci jednotlivých kanálu˚ se jejich posunem jako
celku nemeˇní.
Rozdíl úspeˇšnosti klasifikace pro homogenní osveˇtlení mezi HOCLBP a FOCLBP je
v podstateˇ zanedbatelný. Jelikož HOCLBP má o trˇetinu kratší prˇíznakový vektor než
FOCLBP, z teˇchto dvou variant budeme jednoznacˇneˇ preferovat práveˇ HOCLBP.
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8.4.5 Celkové hodnocení
Výše uvedená zjišteˇní mu˚žeme shrnout takto:
• Pokud máme k dispozici obrazy porˇízené pod konstantním osveˇtlením, vyplatí se
použít barevné prˇíznaky, konkrétneˇ variantu HOCLBP. Zdrojový obraz je prˇedtím
výhodné prˇevést do prostoru CIE XYZ.
• Pokud máme k dispozici obrazy porˇízené pod ru˚znými osveˇtleními, barevné prˇí-
znaky jsou naprosto nevhodné a je lépe použít neˇkterou z jednokanálových variant
LBP.
• Pokud informaci o osveˇtlení nemáme, mu˚žeme se rˇídit prˇedchozím bodem (v tom
prˇípadeˇ nedostaneme vyloženeˇ špatné výsledky), prˇípadneˇ mu˚žeme zkusit použít
neˇkteré z barevných prˇíznaku˚ na obrazu prˇevedeném do prostoru CIE L*a*b* nebo
použít CCLBP s prostorem CIE XYZ (tyto barevné prˇíznaky mají v tomto prˇípadeˇ
nejveˇtší nadeˇji na úspeˇch).
8.5 Srovnání s jinými metodami
V této cˇásti porovnáme výsledky dosažené na databázi Outex v rámci této práce s výsledky
jiných autoru˚. Mu˚žeme tak oveˇrˇit vlastnosti naší implementace LBP a také porovnat LBP
s dalšími texturními prˇíznaky.
8.5.1 Použité prˇíznaky
Nejlepší výsledky dosažené na jednotlivých sadách shrnuje graf na obrázku 8.10. Metody,
které se ve výsledcích objevují, jsou kromeˇ zde uvedených prˇíznaku˚ tyto:
• Gáborovská analýza – prˇíznaky jsou extrahovány podle principu popsaného v ka-
pitole 3.2.
• Kombinovaný prˇíznak LBP a kontrastu oznacˇený jako LBPriu2P,R /VARP,R. Jedná se
prˇíznak vzniklý ortogonálním spojením dvou operátoru˚ – prvním je klasické LBP,
druhým je informace o kontrastu textury (více k tomuto operátoru lze najít v [32]).
• 3D RGB histogram – jedná se o prˇíznak popisující výhradneˇ barevnou informaci
v obraze [26]. Z hodnot jednotlivých barevných složek je vytvorˇen trojrozmeˇrný
barevný histogram (do jeho košu˚ umíst’ujeme body vždy podle trojice hodnot R, G,
B).
Autorˇi uvedených cˇlánku˚ neuvádeˇjí použité klasifikacˇní metody, ale jak je z výsledku˚
patrné, nezáleží ani tak na konkrétním typu klasifikátoru, jako spíše na kvalitním odladeˇní
jeho parametru˚.
8.5.2 Diskuze výsledku˚
Mezi nejlepšími metodami se cˇasto objevuje gáborovská analýza – to není prˇekvapivé,
nebot’ se jedná o proveˇrˇenou a v oblasti klasifikace textur úspeˇšneˇ nasazovanou me-
todu. V jednodušších problémech (Outex_TC_00000 a Outex_TC_00001) se jí ovšem zcela
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vyrovná metoda FMLBP (resp. MLBP – ta podává nepatrneˇ horší výsledky, ovšem bez
nárocˇného filtrování), která je ovšem prˇízniveˇjší z hlediska výpocˇetní nárocˇnosti.
LBPriu216,2 [26] 69.0
MLBP 72.3Outex_TC_00014
3D RGB [26] 94.7
HOCLBP (CIE XYZ) 95.9Outex_TC_00013
LBPriu2P,R /VARP,R [32] 87.2FMLBP 92.8Outex_TC_00012
Gábor [22] 99.2
FMLBP 93.5Outex_TC_00011
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Obrázek 8.10: Nejlepší výsledky klasifikace dosažené v rámci této práce (horní rˇádek) a v pracích
jiných autoru˚ (dolní rˇádek) na jednotlivých sadách. Pro sady Outex_TC_00013 a Outex_TC_00014
jsou použity barevné texturní prˇíznaky, v ostatních prˇípadech jednokanálové.
Veˇtší rozdíl mezi výsledky gáborovské analýzy a FMLBP lze pozorovat na sadeˇ Ou-
tex_TC_00011, která obsahuje obrazy s ru˚znými rozlišeními. To potvrzuje hypotézu nazna-
cˇenou v diskuzi výsledku˚ jednokanálových LBP: V prˇípadeˇ ru˚zných rozlišení vstupních
obrazu˚ je zrˇejmeˇ klícˇovým krokem k úspeˇšné klasifikaci filtrování obrazu neˇkolika filtry
s ru˚znými parametry. Jelikož podstatou gáborovské analýzy je práveˇ filtrování obrazu
bankou filtru˚ pro ru˚zné orientace a meˇrˇítka, je tento výsledek ocˇekávatelný.
Ve dvou prˇípadech podával dobré výsledky operátor LBPriu2P,R /VARP,R, ovšem výkon
FMLBP je bud’ srovnatelný (Outex_TC_00010), nebo dokonce lepší (Outex_TC_00012). To
opeˇt potvrzuje pozici (F)MLBP jako nejlepšího i nejuniverzálneˇjšího texturního prˇíznaku
z rodiny LBP pro jednokanálové obrazy.
V prˇípadeˇ barevných obrazu˚ je zajímavé, že pro homogenní osveˇtlení (Outex_TC_00013)
lze úspeˇšneˇ použít prˇíznak popisující samotnou barevnou informaci bez ohledu na texturu
(trojrozmeˇrný barevný histogram). Naopak v prˇípadeˇ ru˚zných osveˇtlení (Outex_TC_00014)
je opeˇt nejlepší volbou jednokanálové LBP.
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8.5.3 Celkové hodnocení
Výsledky mu˚žeme shrnout takto:
• Pro standardní jednokanálové obrazy je nejlepší volbou MLBP.
Výhodou tohoto operátoru je zejména jeho univerzálnost. Pokud není cílem co nej-
veˇtší výkon, lze výsledky navíc ješteˇ mírneˇ zlepšit použitím FMLBP.
• Pro problémy sestávající z obrazu˚ s ru˚znými rozlišeními, resp. meˇrˇítky je výhodný
prˇístup založený na filtrování obrazu˚ bankou filtru˚.
Klasickým prˇedstavitelem tohoto typu prˇíznaku˚ je gáborovská analýza, ale ukazuje
se, že lze použít i metodu FMLBP, která je vlastneˇ založená na podobném principu.
• Pro barevné obrazy porˇízené pod homogenním osveˇtlením (a pouze pro neˇ) jsou
nejlepší barevné prˇíznaky HOCLBP s transformací obrazu do prostoru CIE XYZ.
Osveˇtlení je prˇitom naprosto kritické – pro prˇípad ru˚zných osveˇtlení lze ideálneˇ opeˇt
použít MLBP, prˇípadneˇ jakékoliv jiné jednokanálové LBP prˇíznaky.
Jak je z grafu˚ patrné, výsledky dosažené v této práci jsou minimálneˇ srovnatelné a
v neˇkterých prˇípadech i lepší než dosavadní publikované výsledky pro databázi Outex,
což je vynikající výsledek. Výjimkou je prˇípad sady obsahující obrazy s více rozlišeními, kde
je zrˇejmeˇ gáborovská analýza zatím neprˇekonatelná – mu˚žeme se ale oprávneˇneˇ domnívat,
že dosavadní výsledky bychom mohli ješteˇ významneˇ vylepšit použitím FMLBP s vyšším
pocˇtem dílcˇích LBP.
Celkoveˇ meˇrˇení v této kapitole potvrdila úspeˇšnost zvoleného prˇístupu i správnost
implementace konkrétních nástroju˚. Prezentované rˇešení vyniká jednoduchostí použití a
zárovenˇ je velmi dobrˇe konkurenceschopné vzhledem k ostatním metodám analýzy obrazu˚
dle textury.
8.6 Segmentace obrazu podle textury
Na záveˇr prˇedstavíme výsledky segmentace obrazu˚ podle textury. Velikost okna bude
vždy 32 obrazových bodu˚ a vzdálenost oken bude jeden obrazový bod – segmentovaný
obraz tedy bude mít stejné rozlišení jako vstupní obraz. Pro srovnání použijeme základní
prˇíznaky LBPriu28,1 , nejúspeˇšneˇjší jednokanálové prˇíznaky MLBP
riu2 a nejúspeˇšneˇjší barevné
prˇíznaky HOCLBPriu28,1 s transformací do prostoru CIE XYZ.
Podotkneˇme, že z principu použitých texturních prˇíznaku˚ nemohou být okraje obrazu˚
segmentovány zcela prˇesneˇ, jelikož pro daný strˇedový obrazový bod je nutno mít k dis-
pozici okolní body, které jsou ovšem od strˇedového bodu vzdáleny o jistý polomeˇr, který
u bodu˚ u okraju˚ zasahuje mimo obraz.
Jak bylo rˇecˇeno, budeme segmentovat letecké snímky z beˇžného zdroje, ve kterých
budeme vyhledávat lesy (vyznacˇíme zeleneˇ), zástavbu (cˇerveneˇ) a zemeˇdeˇlské plochy
(modrˇe). Na rozdíl od testování klasifikace budeme úspeˇšnost segmentace posuzovat
pouze kvalitativneˇ, nebot’ u vstupních obrazu˚ nemáme k dispozici referencˇní výsledky
segmentace.
Na obrázku 8.11 je výsledek segmentace na umeˇle vytvorˇeném obrazu, u kterého
prˇesneˇ známe hranice jednotlivých oblastí. Vidíme, že segmentace pro všechny druhy
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(a) segmentovaný obraz (b) LBPriu28,1
(c) MLBPriu2 (d) HOCLBPriu28,1
Obrázek 8.11: Test segmentace na umeˇlém obrazu s ru˚znými texturními prˇíznaky.
prˇíznaku˚ funguje velmi dobrˇe, pravdeˇpodobneˇ nejlepšího výsledku dosahují barevné prˇí-
znaky (srovnejte naprˇ. tvary diagonálních hran nebo velikost chybneˇ klasifikované oblasti
v levém horním rohu).
Zajímaveˇjší je segmentace reálných obrazu˚ – prˇíklad je na obrázku 8.12 (pro veˇtší prˇe-
hled je segmentovaný obraz zkombinován se vstupním obrazem; pro další ukázky viz prˇí-
lohu A). Jednotlivé metody se liší hlavneˇ v rozlišení lesa a zástavby – du˚vodem je zejména
to, že rˇidší druhy zástavby obsahující zahrady apod. se podobají lesním porostu˚m, a tyto
oblasti jsou tedy na rozhraní obou druhu˚ textur. Tam, kde je textura jednoznacˇná, dosahují
nejlepších výsledku˚ zrˇejmeˇ barevné prˇíznaky.
Obecneˇ je problematické zejména rozlišení lesních porostu˚ a neˇkterých polí, protože
v obou prˇípadech se mu˚že stát, že neˇkteré cˇásti obrazu˚ obsahující tyto plochy nevykazují
výraznou texturu – naopak tam, kde se textura projevila, detekce funguje dobrˇe.
Dalším problémem je znacˇná variabilita všech druhu˚ textur (z tohoto pohledu jsou
zrˇejmeˇ nejstabilneˇjší lesní porosty) – tento problém je rˇešitelný nejlépe kvalitním souborem
trénovacích dat obsahujícím co nejveˇtší množství ru˚znorodých vzoru˚ daných trˇíd textur.
Reálné obrazy také obsahují jevy, které nejsou explicitní soucˇástí žádné ze trˇíd (naprˇ.
vodstvo nebo výrazné dopravní komunikace), což klasifikátoru obcˇas pu˚sobí problémy.
Na úspeˇšnost rozpoznání má také vliv velikost rozpoznávaných objektu˚ vzhledem
k velikosti okna (konkrétneˇ naprˇ. meze nebo remízky jsou ve veˇtšineˇ prˇípadu˚ zanedbány,
jelikož jejich okolí má v takovém prˇípadeˇ prosteˇ veˇtší vliv na použitý zpu˚sob rozhodování
o finální klasifikaci dané cˇásti obrazu).
Celkoveˇ detekce funguje velmi dobrˇe tam, kde se v obrazu nalézá dostatecˇneˇ výrazná
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(a) segmentovaný obraz (b) LBPriu28,1
(c) MLBPriu2 (d) HOCLBPriu28,1
Obrázek 8.12: Test segmentace na reálném obrazu s ru˚znými texturními prˇíznaky.
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textura. „Nulovou“ texturu (tj. zcela homogenní plochu) mu˚žeme z principu zarˇadit pouze
do jedné trˇídy, což pak vede k výše popsaným problému˚m, zejména s rozlišením lesu˚ a
polí.
Tento klasifikacˇní problém je v podstateˇ umeˇlý. Pro praktické nasazení bychom poža-
dovali rozlišení veˇtšího pocˇtu trˇíd textur (resp. jiných typu˚ zájmových objektu˚), sofistiko-
vaneˇjší trénovací data a složiteˇjší proces ucˇení – i tak je ale naprosto zrˇejmé, že navrhovaná
metoda už v tomto stádiu dosahuje velmi dobrých výsledku˚ a je prakticky použitelná.
Klasifikace leteckých snímku˚ je navíc problém pomeˇrneˇ obtížný (protože jejich variabi-
lita je obrovská) a nejednoznacˇný (rucˇní klasifikace provedené ru˚znými lidmi se nikdy
stoprocentneˇ neshodnou).
Jedním z výrazných kladu˚ vytvorˇeného systému je jednoduchost použití – od uživatele
vyžaduje pouze trénovací data a volbu klasifikátoru (která je dle výsledku˚ testu úspeˇšnosti
klasifikace zúžena prakticky pouze na dva druhy prˇíznaku˚ – MLBP pro jednokanálové
obrazy a HOCLBP pro barevné obrazy s homogenním osveˇtlením). Hodnoty pro velikost a
rozestup oken doporucˇujeme používat zde uvedené, ostatní parametry (naprˇ. prˇi vytvárˇení
modelu) systém detekuje zcela automaticky.
Vytvorˇený systém je samozrˇejmeˇ možné použít k segmentaci obrazu˚ obsahujících libo-
volné objekty, které vykazují texturu – segmentace leteckých snímku˚ je pouze prˇíkladem
jednoho z možných problému˚. Už nyní dobré výsledky systému lze samozrˇejmeˇ dále




Cílem této práce bylo zkoumání problematiky klasifikace objektu˚ v obraze podle jejich
textury – teoreticky jsme se zabývali ru˚znými druhy texturních prˇíznaku˚ (z toho jeden je
zcela pu˚vodní) a dveˇma rozdílnými klasifikacˇními metodami. Praktickou cˇást této práce
tvorˇí systém sloužící ke klasifikaci textur a segmentaci obrazu, jehož cˇinnost byla demon-
strována na rozsáhlém testu úspeˇšnosti klasifikace a segmentaci leteckých snímku˚. Tento
systém je implementován v jazycích C++ a Python, jeho jednotlivé komponenty se dají
snadno nahradit, ale zárovenˇ je i velmi dobrˇe rozširˇitelný.
Test úspeˇšnosti klasifikace prˇinesl zajímavé poznatky, které lze v praxi úspeˇšneˇ využít
k významnému zlepšení detektoru textur (rozdíl mezi nejlepší a nejhorší kombinací textur-
ních prˇíznaku˚ a klasifikacˇní metody je pro reálné problémy v rˇádu desítek procent). Díky
zjišteˇným meˇrˇením známe pro ru˚zné reálné situace nejlepší metody extrakce a klasifikace
texturních prˇíznaku˚.
Pro jednokanálové obrazy se jedná v beˇžných prˇípadech o MLBP. Ješteˇ zajímaveˇjší
výsledky máme pro barevné obrazy (texturní prˇíznaky se jinak nejcˇasteˇji extrahují pouze
z jednokanálových obrazu˚) – v tomto prˇípadeˇ jsme zjistili, že fatální vliv na úspeˇšnost kla-
sifikace má osveˇtlení (pokud je homogenní, vynikající výsledky má OCLBP s transformací
vstupního obrazu do prostoru CIE XYZ).
Nová varianta texturních prˇíznaku˚ (SLBP) má podobné výsledky jako stávající základní
verze. Ukázalo se, že spíš než zmeˇna výpocˇtu jednotlivých vzorku˚ je významneˇjší jejich
pocˇet a rozmísteˇní v prostoru (to je jeden z námeˇtu˚ pro prˇípadný další vývoj této práce –
vzorky lze rozmístit i jinak než na kružnici, navíc jejich konkrétní pozice mohou záviset i na
lokálních parametrech obrazu, jako je naprˇ. anisotropie nebo orientace). SLBP má ovšem
lepší výsledky v prˇípadeˇ obrazu˚ s ru˚znými rozlišeními – v tomto prˇípadeˇ se obecneˇ ukazují
jako významneˇ výhodneˇjší metody používající filtrování (FMLBP a zejména Gáborovy
vlnky).
Srovnání umeˇlé neuronové síteˇ a support vector machine pro klasifikaci texturních prˇí-
znaku˚ vyznívá prˇízniveˇ pro druhou ze jmenovaných metod. Kromeˇ procentuálneˇ lepších
výsledku˚ klasifikace je výhodou i jednodušší použití a lepší škálovatelnost.
Díky použité texturní databázi bylo možné srovnat výsledky dosažené v rámci této
práce s jinými autory. Až na jeden prˇípad (práveˇ obrazy s ru˚znými rozlišeními) se povedlo
dosavadní publikované výsledky vyrovnat a v neˇkolika prˇípadech dokonce i prˇekonat – to
je vynikající výsledek, který dokládá, že implementovaný detektor textur je spolehlivý a
velmi konkurenceschopný.
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Systém byl dále použit pro segmentaci obrazu, která byla demonstrována na problému
klasifikace objektu˚ na beˇžných leteckých snímcích. Acˇkoliv segmentace není absolutneˇ
prˇesná (a vzhledem k témeˇrˇ neomezené diverziteˇ textur vyskytujících se na reálných sním-
cích ani absolutneˇ prˇesná být nemu˚že – tento problém je totiž do znacˇné míry subjektivní),
dosažené výsledky jsou velmi dobré. Systém lze navíc velmi snadno použít k segmentaci
podle libovolného pocˇtu trˇíd jakýchkoliv textur, kdy jediným požadavkem kladeným na
uživatele je prakticky pouze poskytnutí a anotace vzorových obrazových dat.
Neˇkteré z dosažených výsledku˚ byly s úspeˇchem prezentovány na souteˇžní konferenci
Student EEICT 2010 [17].
Vývoj této práce lze dále smeˇrˇovat k novým texturním prˇíznaku˚m (velmi zajímavá
je kromeˇ výše zmíneˇné verze modifikující pozici okolních bodu˚ v LBP naprˇ. i varianta
pracující se skutecˇnými trojrozmeˇrnými texturami v objemových datech). Z výsledku˚ této
práce také vyplývá perspektivní smeˇr rˇešení problému s ru˚znými rozlišeními, resp. meˇrˇítky
vstupních obrazu˚ – prˇístupy založené na filtrování vykazují vyšší odolnost vu˚cˇi zmeˇnám
uvedených vlastností.
V prˇípadeˇ barevných textur by bylo zajímavé pokusit se eliminovat nebo kompenzovat
jevy negativneˇ ovlivnˇující úspeˇšnost barevných prˇíznaku˚ (zejména nehomogenní osveˇt-
lení), prˇípadneˇ najít vhodnou kombinaci barevných prˇíznaku˚ s jinou metodou využívající
barevnou informaci – klícˇovým hlediskem je v tomto prˇípadeˇ hlavneˇ robustnost takového
rˇešení.
V neposlední rˇadeˇ by bylo prˇínosné pokusit se uvedené nástroje implementovat tak,
aby byly použitelné v reálném cˇase. Zvolené metody jsou velmi dobrˇe paralelizovatelné
a dá se uvažovat i o prˇímé implementaci v hardwaru. Výhoda takového rˇešení je jasná –
segmentace obrazu podle textury se ukazuje jako velmi robustní prˇístup, ze kterého by
mohlo profitovat množství aplikací typu navigace autonomních robotu˚, prˇípadneˇ je možné
i využití v pru˚myslových výrobních linkách apod.
Na záveˇr lze rˇíci, že požadavky práce se povedlo úspeˇšneˇ splnit. Díky provedeným
experimentu˚m jsme zjistili zajímavé vlastnosti texturních prˇíznaku˚ a klasifikacˇních metod,
které se dají velmi dobrˇe aplikovat v praxi – tím jsme v mnoha prˇípadech zásadneˇ vylep-
šili úspeˇšnost implementovaného systému, která byla prokázána i ve srovnání s dalšími
pracemi. Celkové výsledky i naznacˇené další smeˇry vývoje této práce dokládají, že proble-
matika klasifikace textur je v pocˇítacˇovém videˇní významná a pro tento obor perspektivní.
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Na všech obrázcích v této prˇíloze se nachází výsledky segmentace vytvorˇené s použitím









Struktura složek na CD, které tvorˇí nedílnou soucˇást této práce, je následující:▶ [Data] – obsahuje data, která sloužila k testu˚m prezentovaným v technické zpráveˇ,
a výsledky teˇchto testu˚.▸ [Outex] – vybrané sady databáze Outex. Obrazy v sadách jsou již prˇevedeny do
kompatibilního formátu. V tomto adresárˇi se také nachází soubor results.csv,
do kterého se ukládají výsledky testu˚ klasifikace.▸ [Segment] – data pro testování segmentace textur. Obsahuje potrˇebná meta-
data, soubory extrahovaných prˇíznaku˚ a modely pro SVM.▹ [Test] – obsahuje reálné obrazy pro testování segmentace a vzorové vý-
sledky segmentace.▹ [Train] – obsahuje vzorové obrazy, ze kterých se vytvárˇejí trénovací data.▶ [Plakat] – plakát k této práci.▶ [Program] – obsahuje programové vybavení vytvorˇené v rámci této práce (zdrojové
kódy i spustitelné aplikace).▸ [Gnuplot] – distribuce programu gnuplot (neupravená, prˇiložená pouze z toho
du˚vodu, aby bylo možno prˇímo provést všechny testy bez nutnosti instalace
tohoto programu).▸ [Libsvm] – distribuce knihovny LIBSVM mírneˇ modifikovaná pro úcˇely této
práce.▸ [Mdstk] – toolkit MDSTk s upravenými zdrojovými kódy.▹ [Build]▹ [Bin] – spustitelné moduly toolkitu vcˇetneˇ potrˇebných dynamických
knihoven.▸ [Skripty] – skripty v jazyce Python realizující vrstvu implementovaného sys-
tému, která propojuje spustitelné moduly a umožnˇuje nastavovat a spoušteˇt
testy.▶ [Zprava] – tato technická zpráva vcˇetneˇ jejího zdrojového tvaru.
Popis prˇekladu, konfigurace a spušteˇní programového vybavení vytvorˇeného v rámci
této práce se nachází na CD v souboru README.html.
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Prˇíloha C
Tutoriál k použití systému
V této cˇásti budeme formou tutoriálu demonstrovat základy práce s implementovaným
systémem. Popíšeme princip práce s toolkitem MDSTk a ukážeme, jak zopakovat testy,
jejichž výsledky byly prezentovány v rámci této práce. Prˇed samotným tutoriálem veˇnujte
pozornost popisu prˇekladu a spušteˇní potrˇebných nástroju˚ v souboru README.html na
prˇiloženém CD.
C.1 Práce s moduly MDSTk
Na jednoduchých prˇíkladech ukážeme, jak spojováním modulu˚ na úrovni operacˇního
systému vytvorˇit složiteˇjší rˇeteˇzec zpracování obrazu.
Prvním krokem je zkopírování obsahu CD na disk. Následneˇ spust’te prˇíkazovou rˇádku
a zmeˇnˇte pracovní složku na program/mdstk/build/bin.
C.1.1 Hello, (MDSTk) world!
V prˇíkazové rˇádce zadejte:
mdsLoadJPEG -format rgb <lenna.jpg | mdsRGBImageView
Výsledkem je zobrazení vzorového obrázku v novém okneˇ. Na tomto jednoduchém prˇí-
kladu ilustrujeme základní princip toolkitu MDSTk, tj. spojování modulu˚ – první modul
nacˇte obrázek ve formátu JPEG a pomocí tzv. roury jej prˇedá modulu, který tento obrázek
umí zobrazit.
C.1.2 Zobrazení texturních prˇíznaku˚
Nyní zkusme neˇco složiteˇjšího – do prˇíkazové rˇádky zadejte:
mdsLoadJPEG -format rgb <lenna.jpg | mdsConvertColorSpace -s hsv |
mdsRGBImageLBPHistogram -c half -s 8 -x 10 -y 20 -width 64 -height 64
První modul opeˇt nacˇte obrázek ve formátu JPEG, druhý modul obrázek prˇevede do barev-
ného prostoru HSV a trˇetí modul pak z takto upraveného obrázku vytvorˇí na sourˇadnicích
(10, 20) cˇtvercový výrˇez o šírˇce 64 obrazových bodu˚, ze kterého extrahuje HOCLBP8,1
prˇíznakový vektor, který nakonec vypíše na standardní výstup.
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Tímto zpu˚sobem lze vytvorˇit komplikované rˇeteˇzce, kdy mezi moduly lze prˇedávat
ru˚zná data, prˇicˇemž jeden modul mu˚že mít prˇípadneˇ i více vstupu˚, resp. výstupu˚ zárovenˇ
(pro další podrobnosti viz dokumentaci MDSTk). Nápoveˇdu ke každému modulu získáte
spušteˇním prˇíslušného modulu s parametrem -h.
Zásadní výhodou je, že do rˇeteˇzce mu˚žeme zapojit i spustitelné aplikace z jiných
zdroju˚. Práveˇ takto je vytvorˇen systém pro klasifikaci textur i segmentaci obrazu – jelikož
by ale manuální vytvárˇení rˇeteˇzce pro každý test bylo prˇíliš nárocˇné a náchylné k chybám,
používáme vrstvu skriptu˚ v jazyce Python, která rˇeteˇzec umí sestavit a spustit automaticky
(viz dále).
C.2 Testování úspeˇšnosti klasifikace textur
V této cˇásti ukážeme, jak testovat úspeˇšnost klasifikace s ru˚znými texturními prˇíznaky
(tento postup byl použit pro vytvorˇení prezentovaných výsledku˚).
V prˇíkazové rˇádce zmeˇnˇte pracovní složku na program/skripty/src a otevrˇete v tex-
tovém editoru soubor tutorial_test_classify.py. Tento skript slouží ke spušteˇní testu
úspeˇšnosti klasifikace a automatickému sbeˇru výsledku˚. Ve zdrojovém kódu zmíneˇného
skriptu jsou oznacˇeny jednotlivé kroky tohoto tutoriálu (1 až 6), které nyní podrobneˇji
popíšeme.
1. Nejprve je nutno importovat potrˇebné moduly (jejich zdrojové kódy se nacházejí ve
stejné složce).
2. Ve „funkci main“ jsou vytvorˇeny a spušteˇny celkem 3 testy úspeˇšnosti klasifikace.
3. První test využívá klasické LBP. Nejdrˇív je trˇeba vytvorˇit strukturu s parametry
modulu˚ rˇeteˇzce, které se podílejí na testu (jedná se naprˇíklad o parametr urcˇující
barevný prostor nebo variantu OCLBP z prˇedchozího prˇíkladu). Tato struktura již
obsahuje vhodneˇ zvolené výchozí hodnoty, které ale lze samozrˇejmeˇ dále upravit (pro
kompletní prˇehled názvu˚ parametru˚ viz features.py, konstanty pro jejich hodnoty
jsou pak definovány v mdstkIO.py).
Následneˇ je pomocí testRunner() spušteˇn samotný test (pomocí zadaných parame-
tru˚ se automaticky zkonstruuje posloupnost volání jednotlivých modulu˚ podobneˇ,
jako v prˇedchozím tutoriálu) – je trˇeba zadat název sady z databáze Outex, která
se použije pro testování, druh použitých prˇíznaku˚ (pro jejich kompletní prˇehled viz
také features.py), komentárˇ k testu a prˇípadneˇ maximální pocˇet problému˚ ze sady,
které se mají testovat, pokud jich sada obsahuje více.
4. V tomto bodeˇ stejným zpu˚sobem spustíme další test, tentokrát s HOCLBP a trans-
formací obrazu do prostoru CIE XYZ.
5. Následuje poslední test, s použitím FMLBP.
6. Kromeˇ toho, že výsledky testu˚ jsou pru˚beˇžneˇ vypisovány na standardní výstup,
jsou souhrnné výsledky v prˇehledném formátu navíc prˇipojeny na konec souboru
data/outex/results.csv. V pru˚beˇhu testu je také graficky znázorneˇno hledání op-
timálních parametru˚ pro SVM.
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C.3 Segmentace obrazu podle textury
V této cˇásti budeme demonstrovat postup segmentace obrazu˚ podle textury. Využijeme
již prˇipravených trénovacích dat ze složky data/segment. Trénovací obrazová data se
nacházejí ve složce data/segment/train, popis jejich trˇíd je v souboru classes.csv (trˇídy
oznacˇujeme cˇísly), popis jejich rozmeˇru˚ pak v souboru dimensions.csv.
V prˇíkazové rˇádce zmeˇnˇte pracovní složku na program/skripty/src a otevrˇete v tex-
tovém editoru soubor tutorial_test_segment.py. Tento skript slouží ke spušteˇní testu
segmentace obrazu podle textury. Ve zdrojovém kódu zmíneˇného skriptu jsou oznacˇeny
jednotlivé kroky tohoto tutoriálu (1 až 7), které nyní podrobneˇji popíšeme.
1. Také v tomto prˇípadeˇ je nutno importovat potrˇebné moduly.
2. Opeˇt naplníme strukturu s parametry výchozími hodnotami.
3. V této cˇásti mu˚žeme parametry prˇizpu˚sobit (pro jejich popis viz komentárˇe ve zdrojo-
vém kódu). Ve zdrojovém kódu jsou vypsány všechny parametry všech variant LBP
dohromady, ovšem v závislosti na konkrétních texturních prˇíznacích samozrˇejmeˇ
neˇkteré z nich nemají smysl.
4. Parametry jsou nastaveny, dál není trˇeba kód upravovat (v této cˇásti jsou zadány
hodnoty parametru˚, které prˇímo závisí na ostatních, takže je zbytecˇné zadávat je
rucˇneˇ).
5. Následuje vytvorˇení trénovacích dat. Je nutno zadat soubory s metadaty, použitou
variantu prˇíznaku˚, parametry rˇeteˇzce a velikost a pocˇet oken, ze kterých se budou
vytvárˇet jednotlivé instance trénovacích dat.
6. Z trénovacích dat je vytvorˇen model pro SVM. Jako parametr se zadává název sou-
boru s trénovacími daty vytvorˇenými v prˇedchozím kroku.
7. Nakonec spustíme vlastní segmentaci. Jako parametry je trˇeba zadat segmentovaný
obraz, jeho MDSTk formát, název souboru s modelem z prˇedchozího kroku a velikost
a rozestup oken – tato hodnota by meˇla být deˇlitelem velikosti okna, cˇím je menší,
tím veˇtší efektivní rozlišení má segmentovaný obraz, ale také tím delší je samotná
segmentace.
Výstupem tohoto skriptu je segmentovaný obraz ve formátu PNG uložený do složky
data/segment/test (parametry tohoto skriptu jsou nastaveny na relativneˇ „hrubou“ seg-
mentaci).
Ve složce data/segment jsou již prˇipraveny vhodné soubory s trénovacími daty i k nim
prˇíslušné modely, které lze ve skriptu použít, pokud vynecháme krok 5, resp. 6 (názvy
souboru˚ v parametrech volání modelGenerator(), resp. segmentationRunner() je ale pak
trˇeba uvést explicitneˇ). Ve složce data/segment/test se navíc nachází i vzorové výsledky
segmentace.
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