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ABS TRACT 
This r epor t  gives  a survey and ana lys i s  of t he  appl ica t ion  of  one 
parameter transformation groups t o  t h e  so lu t ion  of ordinary and p a r t i a l  
d i f f e r e n t i a l  equations.  
The f irst  p a r t  considers ordinary d i f f e l e n t i a l  equations. L ie ' s  
method f o r  f inding an in tegra t ing  f a c t o r  for a s ingle  ordinary d i f f e r e n t i a l  
equation i s  discussed and examples given. 
method can be extended t o  t o t a l  d i f f e r e n t i a l  equations,and! systems of t o t a l  
d i f f e r e n t i a l  equations at, extension thought t o  be new. 
and the  connection with dimensional ana lys i s  i s  pointed out. 
It i s  then shown how Lie ' s  
Examples are given 
The second part of t h i s  report  dea ls  with partial d i f f e r e n t i a l  equations.  
Here Morgan's theorems f o r  reducing the  number of independent variables are 
discussed and appl ica t ions  given. 
be appl ied  t o  ordinary d i f f e r e n t i a l  equations bu t  a r e  much less use fu l  i n  
t h i s  case.  
It i s  shown t h a t  Morgan's theorems can a l s o  
A br ie f  discussion i s  given o f  t h e  connection between Hamiltonian, or 
Euler-Lagrange equations and L i e  algebras and L i e  groups, bu t  no examples 
are given. 
Final ly ,  t he re  are some recommendations f o r  fu r the r  study i n  t h i s  f i e l d .  
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I. INTBODUCTION 
Group theory has come t o  the foref ront  of appl ied mathematics in  recent  
t i m e s .  
study of Lie groups i n  connection with p a r t i c l e  physics and symmetry groups 
in crystallography and chemistry. The appl ica t ions  of groups discussed i n  
t h i s  repor t  a r e  general ly  l e s s  well known than those j u s t  mentioned and 
possibly l e s s  wel l  developed. 
much older,  the bas i c  ideas going back t o  Sophus Lie (1872). 
Best known or most publicized of these appl ica t ions  has been the  
But i n  a h i s t o r i c  perspective they a r e  
This repor t  i s  concerned w i t h  the appl icat ion of t r ans fo rmt ion  groups 
t o  the  solut ion of ordinary and p a r t i a l  d i f f e r e n t i a l  equations. These 
groups a r e  i n  f a c t  "Lie groups'' i n  the sense the  t e r m  i s  general ly  used 
today but  t h e  appl ica t ion  i s  such that no pa r t i cu la r  use i s  made of the  
usual  proper t ies  associated with L i e  groups. It i s  the  transformation 
proper t ies  that a r e  exploited and not  the  de t a i l ed  s t ruc tu re  of the  group 
or associated algebra.  
The f i r s t  part of  t h i s  report  i s  concerned with ordinary d i f f e r e n t i a l  
equations and the  appl ica t ion  of one-parameter transformation groups t o  
t h e i r  solut ion.  
gives  a method for  f inding a n  integrat ion f ac to r  when an invariance group 
for the  d i f f e r e n t i a l  equation i s  known. This technique i s  then extended 
t o  t o t a l  d i f f e r e n t i a l  equations and t o  systems of t o t a l  d i f f e r e n t i a l  
equations.  The connection with dimensional analysis ,  i n  pa r t i cu la r  
Brand's work, i s  pointed out, dimensional ana lys i s  being the  study of the  
nonuniform magnification groups. 
The p r inc ipa l  theorem here, r e f e r r ed  t o  as Lie ' s  theorem, 
P a r t i a l  d i f f e r e n t i a l  equations a r e  taken up i n  the second p a r t  of the 
r e p o r t .  Here it i s  Morgan's theorems t h a t  a r e  most s ign i f i can t .  Morgan 
1 
showed t h a t  i f  a system of p a r t i a l  d i f f e r e n t i a l  equations was invar ian t  
with respect  t o  a one-parameter transformation group, the number of 
independent var iab les  can be reduced by one. 
most s ign i f i can t  achieved so far in applying group theory t o  p a r t i a l  d i f fe ren-  
t i a l  equations.  
formed equations a r e  not as general as the  o r i g i n a l  s e t .  
assurance that the  reduced equations have so lu t ions  obeying the o r ig ina l  
boundary conditions.  Each problem must be considered individually,  the  
boundary conditions together with the  partial d i f f e r e n t i a l  equations. 
Morgan's r e s u l t s  a r e  the 
The disadvantage of Morgan's method i s  t h a t  t he  t r ans -  
Thus there  i s  no 
It i s  a l s o  shown here t h a t  Morgan's theorems can be appl ied t o  
ordinary d i f f e r e n t i a l  equations. 
giving p a r t i c u l a r  solut ions t o  the d i f f e r e n t i a l  equations which a r e  seldom 
those sought. 
The r e s u l t s  a r e  not however so  in t e re s t ing ,  
I n  a t h i r d  sec t ion  a b r i e f  out l ine i s  given of  how Lie algebras  and L i e  
groups a r e  used i n  Hamiltonian theory. This i s  the a rea  i n  which most o f  the 
present  a c t i v i t y  i n  p a r t i c l e s  physics takes  place.  Here it is  the  de ta i led  
s t ruc tu re  of t he  individual  groups t h a t  is  important and the goals are 
not s o  much t o  solve the  equations a s  t o  discover t h e i r  s t ruc tu re  from the  
symmetry considerations.  
given. 
This sect ion i s  qui te  b r i e f  and no examples a r e  
Appendices on the  proof of some of t he  theorems a r e  given. Also  included 
as appendices a r e  t h e  def in i t ions  and some examples of groups, L i e  groups, 
and Lie  a lgebras .  
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11. ORDINARY DIFFEXSNTIAL EQUATIONS 
A. Introduction 
Lie introduced the  theory of continuous groups i n t o  the  study of 
d i f f e r e n t i a l  equations* and thereby un i f i ed  and i l luminated i n  a s t r i k i n g  
way the  e a r l i e r  techniques f o r  handling them. 
sho r t  descr ip t ion  of t he  appl ica t ion  of the  one-parameter transformation 
group t o  the  so lu t ion  of a s ingle  f i r s t  order ordinary d i f f e r e n t i a l  equation. 
Extension t o  systems of equations and higher order equations i s  g i v e n l a t e r  i n  
this 
This sec t ion  w i l l  give a 
chapter.  Most of the mater ia l  i n  t h i s  sec t ion  i s  contained i n  Ince [15]. 
B. One-parameter transformation groups 
Consider t he  aggregate of transformations included i n  the family 
Here x and y a r e  an i n i t i a l  s e t  of coordinates and 
set, a i s  a parameter t h a t  charac te r izes  the  p a r t i c u l a r  transformation. Now 
whenever two successive t r ans fo rmt ions  of t he  family a r e  equivalent t o  a 
s ing le  transformation of t h e  family, then t h e  transformations form a group.*' 
That is ,  i f  
and f a r e  the  transformed 
such t h a t  t he  set of a ' s  are closed (every a a pair has an a i n  the s e t )  
1' 2 3 
*+I. 
See Appendix I f o r  de f in i t i on  of a group and some examples. 
3 
then the  transformations form a one parameter group. 
means t h a t  the  inverse of every transformation i s  present.  
Note t h a t  t h i s  
Examples of  one-parameter t r ans fo rmt ion  groups a r e  the  following. 
1) The group of  ro ta t ions  about t he  or ig in :  
- - 
x = x cos a - y s i n  a, y = x s i n  a + y cos a 
Two successive ro t a t ions  characterized by a and a a r e  equivalent t o  a 
ro t a t ion  characterized by a where a 3 = "1 + a2' and the  inverse of  the  
r o t a t i o n  a i s  - a .  
1 2 
3 
2 )  The m g n i f i c a t i o n  group: 
- - k  j x = a x ,  Y = a Y  
Here j and k a r e  constants and i f  k = j t h i s  i s  ca l led  the uniform magni- 
f i c a t i o n  group. The transformation determined by a t h a t  i s  equivalent 
t o  the  successive transformations determined by a and a i s  such that  a 
3 
3 1 2 
= a a The inverse of the transformation characterized by a i s  character-  
ized by l la .  
1 2 '  
1. Inf in i tes imal  t r ans fo rmt ions  
Let a be the  value of the parameter which character izes  the  
0 
i d e n t i t y  transformation of family so that 
Then i f  c i s  small (an inf ini tes intal) ,  the  transformation 
4 
w i l l  be such t h a t  and differ  only in f in i t e s ima l ly  from and or 
This t r a n s f o r m t i o n  i s  then said t o  be an in f in i t e s ima l  transformation. 
Now it can be proved)' t h a t  every one-parameter transformation group 
contains  one and only one in f in i t e s ima l  transformation. 
transformations can be character ized e i t h e r  by the  p a i r  of funct ions 
@I and 
Thus a group of 
o r  by the  pair of h c t i o n s  cy and P where 
and a. charac te r izes  the  i d e n t i t y  transformation. 
Some examples of i n f in i t e s ima l  transformations are the  following: 
The r o t a t i o n  group mentioned above i s  defined by 1) = x cos a 
- y s i n  a, = x s i n  a + y cos a and the  in f in i t e s ima l  r o t a t i o n  by 
- - 
x = x - p , y = y + x €  
s ince  
a 
- aa (x cos a - y sin a)  (a=o = - y 
and 
a a (x s i n  a - y cos a)  = x .  a 1 a = O  
.K 
Ince [151 page 95. 
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2) The m g n i f i c a t i o n  group mentioned above i s  defined by 
- 3  - k  x = a x ,  y = a y  
then 
so  the  in f in i t e s ima l  transformation i s  
= x ( 1  + js), = y ( 1  + k8).  
Consider now the  in f in i t e s ima l  change in  t h e  f’unction f (x ,y)  due t o  
an in f in i t e s ima l  t r a n s f o r m t i o n  of x and y 
= x + 4 x , y ) s ,  ; = y + P ( X , Y ) € ,  
t o  f i r s t  order i n  8 .  
e n t i r e  group) can be represented by t h e  operator U where 
l%us t he  in f in i t e s ima l  transformation (and hence t h e  
Ufe i s  the  i n f i n i t e s i m l  change i n  the  f’unction f (x ,y)  produced by t h e  
i n f i n i t e s i m a l  transformation of x and y. 
Now l e t  the  f i n i t e  equations of a one parameter transformation group 
be 
where a charac te r izes  the  iden t i ty  transformation. Then 0 
- -  I 1 I 2 
f(x,y) = fo + fot + -, fot + . . . 
2 .  
6 
where 
Thus 
f(;;,?) = f(x,y) + t U f  + -j- t2 v2f + . . . 
2 .  
where $f symbolizes the  r e s u l t  o f  operating n times on f (x ,y)  and e t u  
symbolizes the  operator 
e t u  = - 1 + t u + Z 1 ? + .  t2 . . . 
Thus the  operator etU represents  the  f i n i t e  transformation corresponding t o  
the  i n f i n i t e s i m a l  transformation 
Some examples of obtaining the f i n i t e  transformation from the  i n f i n i t e s -  
i m a l  a r e  as follows: 
1) Given the  in f in i t e s ima l  transformation 
a a U - - y a x + x - .  a Y  
7 
Then 
4 t2 t3 t 
E X - * * *  = x - yt - 7 x + 7 y + C. 3 .  
t3  4 = x ( l - z + v - .  t2 t . . ) - y ( t - T + .  . .) 
= x cos t - y s i n  t, 
- t u  
Y = e  Y 
= x s i n  t + y cos t .  
This corresponds t o  the  r o t a t i o n  group. 
a a 
ax aY 2 )  
Let U = cx - + by - 
then 
Le t t ing  a = et it i s  seen t h a t  t h i s  i s  the  magnification group 
- C -  b x = a x ,  y = a y .  
If b = c, it i s  the  uniform magnification group. 
2 . Invar ian ts  
F(x,y) i s  s a i d  t o  be invar ian t  i f ,  when and a r e  derived f’rom x 
and y by a one-parameter group of transformations, one has 
8 
I -  
I -  
A necessary and s u f f i c i e n t  condition f o r  F(x,y) t o  be invar ian t  i s  t h a t  
u F = o  
a a 
ax  aY 
where U = cy- + B- character izes  the  group. Then F(x,y) i s  a so lu t ion  
t o  t h e  partial d i f f e r e n t i a l  equation 
and 
F(X,Y) = constant 
i s  a so lu t ion  of t he  equivalent ordinary d i f f e r e n t i a l  equation 
dx dy Q-=s  
This d i f f e r e n t i a l  equation has only one so lu t ion  depending on an a r b i t r a r y  
constant;  thus every other  invariant  of the  group can be expressed i n  terms 
o f  F. 
A family of curves i s  said t o  be invar ian t  under a transformation group 
if  
F(X,Y) = c (a constant)  
and 
F(x,y) = c (another constant)  
where G,; are der ived from x,y by t h a t  transformation. 
s u f f i c i e n t  condition t h a t  F(x,y) = const represents  a family invar ian t  under 
the  transformation group U i s  tha t  UF be a m c t i o n  of F, i .e., UF = g(F) . 
A necessary and 
9 
C .  In tegra t ion  of a d i f f e r e n t i a l  equation using group proper t ies  
The p r i n c i p a l  theorem f o r  use i n  the  so lu t ion  of ordinary d i f f e r e n t i a l  
equations and which w i l l  be re fer red  t o  as Lie ' s  theorem, i s  the  following: 
Let t he  d i f f e r e n t i a l  equation be given by 
I -  
Then i f  the  family of  so lu t ions  @(x,y) = const i s  invar ian t  under the 
the  quant i ty  (RI + @)-' i s  an transformation u = a (x ,y )  - + B(x,y) ay , 
i n t eg ra t ion  f ac to r  of t he  d i f f e r e n t i a l  equation, provided Fcr + @ i s  not 
i d e n t i c a l l y  zero.  That is ,  t he  solut ion can be reduced t o  a quadrature, 
a a 
ax 
and i s  
= K  ' Pdx + Qdy J m + @  
where K i s  a constant .  
more general  theorem t h a t  includes t h i s  as a s p e c i a l  case is  given i n  
Appendix 11. 
A proof w i l l  no t  be given heresf bu t  a proof of a 
Furthermore if the  family of so lu t ions  i s  invar ian t  under two d i s t i n c t  
transformations U and U2 1 
and 
a a 
+ B2 ay u = c y  - 2 2 ax 
then the  so lu t ion  i s  
* 
See Ince [15] pages 106-107. 
10 
where K i s  a constant .  
in  d i f f e r e n t i a l  equationsic t h a t  if two d i s t i n c t  in tegra t ion  f ac to r s  for a 
d i f f e r e n t i a l  equation a r e  known, say A and p, then provided t h a t  t h e i r  r a t i o  
i s  not a constant,  h / p  = const i s  a general  so lu t ion .  
speaking, it i s  not always easy t o  f i n d  two d i s t i n c t  transformation groups 
f o r  a d i f f e r e n t i a l  equation. 
This i s  j u s t  t he  appl ica t ion  of a well-known r e s u l t  
But p r a c t i c a l l y  
i f  
Thus 
h 
Example 1: 2xydy + (x  - y") dx = 0 . 
This i s  invar ian t  under the transformation 
- 3  - k  x = a x ,  y = a y  
j + 2 k = 2 j  or  j = 2 k .  
represents  the invariance group and A ,  the  in tegra t ion  f ac to r  i s  
1 
2 2 h =  
XY + (x - Y 1. 
The quadrature problem becomes 
2 
= K .  [ 2xydy + ( X  - y ) dx ? 2  2 
XY + (x - Y >x 
Since t h i s  i s  a per fec t  d i f f e r e n t i a l  t he  l i m i t s  of in tegra t ion  can be chosen 
as those most convenient. Here we choose y = 0, x = 1 t o  
y = 0, x = 1 t o  x and then along x = x, y = 0 t o  y: t h a t  
2 
yy 2XY dY x - Y  
J, XY 2 + (x - Y 2 > x  + xy2(+ (x  - I y  2 )x  
x,y along the  path 
is, 
d x = K  
I y = o  
Y t  
See Ford [9] page 58. 
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or i" 0 X + 
2 
Y = -xln cx 
where c i s  an a r b i t r a r y  constant .  
Example 2 :  x dy-(y + xm)dx = 0 . 
This is  invar ian t  under the  transformation 
x = a x , y = a y  - k -  j 
. The a a 1 ax 3Y i f  j = mk.  Thus U = x- + my -and h = - (y  + X")X + mly 
quadrature problem i s  
m 
( y + x ) d x  
m\ -(y + x / x  + m y  
= K  
Choose t h e  path of i n t eg ra t ion  a s  y = 0, x from 1 t o  x and then y = 0 t o  y 
or 
giv ing  
dY 
m = K  
J X (m-l)y - x x=l  
m m-1)  + x ) = K  
where c i s  an a r b i t r a r y  constant .  Both of these examples are of equations 
inva r i an t  under a nonuniform magnification and t h i s  treatment i s  equivalent 
t o  Brand's dimensional ana lys i s  [4] approach. 
2 Example 3: dy - y d t  = 0 
This equation is  invariant  under a t r a n s l a t i o n  along the  t axis, 
t h a t  is, 
- a 
t = t + a  or U = -  1 a t  
and the nonuniform magnification 
= ay 
-1 E = a  t 
. Thus the two in tegra t ion  f ac to r s  a r e  a a t a t  fo r  which U = y - - 2 a Y  
and p = (y  + t y 2 ) - l .  Their r a t i o  i s  -2 A = -y 
2 2  
A/P = -(Y + t y  )/y = const, 
1 
Y 
and the so lu t ion  i s  - + t = e .  In  t h i s  case the answer could have been 
e a s i l y  obtained by d i r e c t  in tegra t ion .  
D .  Total  d i f f e r e n t i a l  equations and transformation groups 
A t o t a l  d i f f e r e n t i a l  equation in n var iab les  i s  a r e l a t i o n  of the  
form n 
P d x  = o .  (D-1) P d x  - p d x  + P 2 d x 2 + P d x  + . . .  n n  k k  1 1  3 3  k= 1 
I ts  solut ion,  if it ex i s t s ,  consis ts  of f inding one of the  x's as a funct ion 
of a l l  the o thers .  The P a re ,  in general, funct ions of the  x If a 
so lu t ion  e x i s t s  for  D - 1 , D - I i s  sa id  t o  be in tegrable .  
k k' 
Solutions t o  t o t a l  
d i f f e r e n t i a l  equations a r e  usually found by f ind ing  an in tegra t ion  f ac to r  
h(x1,x2. . .) such t h a t  d@ = 5 hPkdxk i s  a per fec t  d i f f e r e n t i a l ,  t h a t  is, 
f ind ing  a h such t h a t  
W y 2 .  - .> ax,- = XPk, k = l ,  2 . .  . n.  
The genera l  so lu t ion  of t he  t o t a l  d i f f e r e n t i a l  equation i s  then given by 
the  quadrature, 
n . -  
@(x1,x2 . . .> = J k hpkdxk = constant .  
It can be shown t h a t  D - 1  has a solut ion and thus an  in tegra t ion  f a c t o r  if 
and only i f  
apS 
[kms] ’k $ = Anti  
means t h a t  t he  following term i s  antisymmetric Ant i[ kms 1 where the  operator 
with respec t  t h e  ind ices  k ,m, s .  (See Appendix 111.) 
Transformation groups are used i n  solving t o t a l  d i f f e r e n t i a l  equations 
through the  following theorem: 
n 
If the  t o t a l  d i f f e r e n t i a l  equationkgl Pk% = 0 i s  invar ian t  w i t h  
r e spec t  t o  a transformation group character ized by 
n 
-1 n 
then  an in t eg ra t ing  f a c t o r  h i s  given by h = i-1 “kPk) , provided t h i s  
r e c i p r o c a l  i s  no t  i d e n t i c a l l y  zero. The Cy are i n  general  M e t i o n s  of  
t he  x’s. 
k 
Appendix I1 gives a proof of  t h i s .  
This theorem i s  a general izat ion of the  one given f o r  ordinary d i f f e r e n t i a l  
equat ions ( i n  paragraph C) and reduces t o  it i n  the  case n = 2 .  It i s  a l s o  
a genera l iza t ion  of Brand’s theorem C4]. 
Example 1 [4]: The t o t a l  d i f f e r e n t i a l  equation 
2 2 2xyzdx + Z ( l  - YZ )dy + y(3 - 2yz )dz = 0 
is  invar ian t  with respec t  t o  the  transformation 
- 0  x = a x  
2 i = a y  
- -1 z = a  z 
which i s  character ized by 
a a 
a Y  a Z  . u = 2y - - z - 
The in tegra t ion  f ac to r  i s  
The quadrature problem then is 
l (2xdx + (- 1 2  - z ) dy + (- 3 - 2yz)dz)= const Y Z 
and can be in tegra ted  along the path (O,l,l) t o  (O,l ,z) t o  (O,y,z) t o  (x,y,z) 
or  2 
2 t d t  + I -y ( T +  1 z 2 ) d t  + (> - 2zy)d t .  
d l  J, 
3 2 Thus ln(yz ) + x - yz2 = const is the  general  so lu t ion .  
Example 2:  The t o t a l  d i f f e r e n t i a l  equation 
2 2  -ydX + Xdy + (X + y )dz = 0 
i s  invar ian t  with respect  t o  a ro ta t ion  about the z axis, t h a t  is ,  
- 
x = x cos a - y s i n  a 
- 
y = x sin a + y cos a 
which i s  character ized by 
a i x - - .  a 
ax ay 
u =  - y -  
The mul t ip l i e r  i s  
1 
x + Y  
2 2 .  h =  
The quadrature problem i s  
\ 
xdy + dz 1 = const 2 2  
x + Y  
s( 2-ydx2 + 
x + Y  
and is  most e a s i l y  in tegra ted  along the  pa th  
or 
-1 - -   tan @ + z  = c o n s t .  
A s  with ordinary d i f f e r e n t i a l  
be found, say h and p, f o r  a t o t a l  
equations, if  two in tegra t ion  f a c t o r s  can 
d i f f e r e n t i a l  equation then, provided 
t h a t  the  r a t i o  of h t o  p is not  a constant,  t he  equation h / p  = constant i s  
a so lu t ion  t o  the  t o t a l  d i f f e r e n t i a l  equation. Thus, i f  two d i s t i n c t  
transformation groups can be found such t h a t  the  t o t a l  d i f f e r e n t i a l  equation 
16 
i s  invar ian t  under both, the  solut ion can be given d i r e c t l y .  But as 
mentj-oned i n  the  sec t ion  on ordinary different ia l .  equations, it seldom 
happens t h a t  two in tegra t ion  fac tors  can e a s i l y  be found from group 
considerations alone. The usual s i t u a t i o n  i s  t h a t  one in tegra t ion  f ac to r  
can be found by transformation invariance while a second i s  found by other 
means. 
Example 3 C4]: The equation 
2 x dw + (2x + y2 + 2xw - z )  d x  - 2xydy - xdz = 0 
is  already an exact d i f f e ren t i a l*  s o  t h a t  p = 1 i s  an in tegra t ion  f ac to r .  
It i s  a l s o  invariant  with respect  t o  the transformation 
- 0  w = a w  
- 2  x = a x  
1 y = a y  
- 2  z = a z  
s o  t h a t  
1 
2 A =  4(x2 + xy2 + x w - xz) 
i s  an in tegra t ion  f ac to r .  merefore  p / ~  = constant i s  a so lu t ion  or  
2 2  x2 + xy + x w - xz = const 
i s  a so lu t ion .  
ap aPm 
axm axr 
= 0 f o r  a l l  r and m. It i s  exact s ince - - -r U 
E .  Systems of t o t a l  d i f f e r e n t i a l  equations 
The transformation group approach can a l s o  be appl ied t o  systems of 
t o t a l  d i f f e r e n t i a l  equations.  Supe r f i c i a l ly  it might appear t h a t  
nothing new is  necessary when dealing with systems of t o t a l  d i f f e r e n t i a l  
equations,and t h a t  a l l  t h a t  i s  necessary i s  t o  in t eg ra t e  each ind iv idua l  
equation without regard t o  the  o thers .  This w i l l  not  s u f f i c e  s ince  we are 
looking f o r  so lu t ions  t h a t  have a common in t e r sec t ion  and the  ind iv idua l  
so lu t ions  need not  have a common in t e r sec t ion .  
Consider the  system of J t o t a l  d i f f e r e n t i a l  equations 
m= 1 
Here each of the  9 can be a f'undrion of t he  x By an in tegra t ion  f a c t o r  B m' 
t o  t h i s  system of equations w e  mean a matr ix  function, h B (x1,x2. . .) such 
Y 
t h a t  
f o r  some s e t  of functions ~ ~ ( x ~ , x ~ .  . . ) .  
E-1 then i s  the  system @ (x1,x2. . .> = Cy, Y = 1, 2 . . . J, where the  C 
a r e  constants .  
The general  so lu t ion  t o  the  system 
Y Y 
The p r i n c i p a l  theorem f o r  use of  transformation groups with systems 
of t o t a l  d i f f e r e n t i a l  equations i s  analogous t o  the  theorems of  sec t ions  
C and D above, and i s  s t a t e d  as follows: 
If the  system of t o t a l  d i f f e r e n t i a l  
B = 1, 2 . . . J ( S M )  has so lu t ions  @ (y = 
Y 
m 
m = l  B m 
M 
equations C P dx = 0 ,  
1, 2 . . . J) which are invar ian t  
18 
as a family with respect  t o  the  transformations 
M 
(a!  = 2 ( X 1 X 2 .  . .,) 
then an in tegra t ion  f ac to r  A B  i s  given by 
Y 
where (RtT)-l i s  the inverse of the matrix product RyT, (€CY T Y  ) - C Pm ay . 
1 7 - m  rl m 
Froof of t h i s  theorem i s  given i n  Appendix IV. 
Before giving examples of  the use of t h i s  theorem it w i l l  be  noted 
t h a t  t o  f ind  one-parameter transformations ff such t h a t  every one of the  
equations i s  invar ian t  with respect  t o  a l l  the transformations i s  usual ly  
r a t h e r  d i f f i c u l t .  
t he  o r i g i n a l  equations t o  a new s e t  t h a t  has the same so lu t ion .  
i f  the  o r i g i n a l  equations 
But of ten  it happens t h a t  it i s  poss ib le  t o  transform 
That is, 
J 
have so lu t ions  @ = C then if one introduces P'm = C Ty 
B B  B y = l  B y 
= T'(X x . .> then  p 1' 2 '  
where Ty B 
While the @ and @ '  a r e  d i f f e ren t ,  t h e i r  i n t e r sec t ion  B B has so lu t ions  0' = c;. 
i s  t h e  same'and it i s  the  in te rsec t ion  t h a t  i s  the ' lsolution" t o  the  system. 
Example 1: Consider the  two t o t a l  d i f f e r e n t i a l  equations 
xdx + y dy - zdz = 0 
xdx + y dx + zdz = 0 
I n  matrix form: 
X Y  
X Y  
This can be transformed t o  
X Y  
0 0  [ 0 1 
by the matrix transformation T, 
r l  0 1 
-21 dz = [E] 
E] = [E] 
These two transformed equations a re  invar ian t  w i t h  respec t  t o  the  two 
transformat ions 
a a a (uniform magnification along A=,,+ y - +  z - a Y  az x, y and z axes) 
and 
2 = a ( t r ans l a t ion  along z axis) 
a Z  
[i i 9 * s o  t h a t  CY = 
T The product €CY i s  
T 
= [6 6 :] 2 2  x + Y  ;3 1 = [ Z 
20 
and 
The in t eg ra t ion  f ac to r  h i n  matrix form i s  
A 
1 
2 2  
x + Y  
Z 
2 2  
= 1- x + Y  
and multiplying by h gives the  system of per fec t  d i f f e r e n t i a l s  
0 - xdx + * d Y   2 2  
x + Y  x + Y  
- 0. - zydy + d z  - zxdx 2 2  2 2  
x + Y  x + Y  
In tegra t ing  along the path 
gives 
2 2  l n (x  + y ) = c, 
2 2  -z In(x + y ) + z = c* 
or  
2 2  x + y  = c ;  
z = c; 
21 
whose in te rsec t ion  i s  a f a m i l y  of c i r c l e s  i n  planes 
plane with o r ig in  on the  z axis. 
p a r a l l e l  t o  the  x, y 
' Example 2: Consider the equations 
4 
1 
2 2  
x + Y  
Each of these equations is  invariant with respect  t o  a ro t a t ion  about the  z 
1 a a axis ( U  = -y ax + x -) and a uniform magnification along the x and y axis aY 
Thus 
and 
= l o  
Lo  O_I 
Multiplying by h gives the  two equations 
dx xd -y2 2 +  2y 2 + d z  = O  
x + y  x + y  
xdx + d 
x + y  x + y  2 2 y2y 2 = O  
22 
gives the  r e s u l t s  
2 2  x + y  = c l  
-1 -tan (x/y) + z = c2 
The in t e r sec t ion  of these two surfaces i s  a 45" h e l i x  whose ax is  coincides wi th  
t h e  z axis. 
23 
111. PARTIAL DIFFERENTIAL EQUATIONS 
In  1948 Birkhoff discussed the appl icat ion of dimensional analysis  t o  the 
so lu t ion  of p a r t i a l  d i f f e r e n t i a l  equations.  He showed how it was possible t o  
reduce by one the  number of independent var iab les  i n  a p a r t i a l  d i f f e r e n t i a l  
equation i f  t h a t  equation was  invariant  with respect  t o  one of the  t rans-  
formation groups of dimensional analysis  (magnifications) . 
generalized t h i s  procedure t o  include - a l l  one-parmeter transformation groups. 
Morgan’s theorems represent  t he  most progress t o  date i n  the appl icat ion of 
groups t o  p a r t i a l  d i f f e ren t i a , l  equations’and it i s  t h i s  work t h a t  w i l l  be 
discussed next .  
Later Morgan 
A .  Morgan’s Theorems 
W e  are  concerned here with the s e t s  of var iab les  xl, x2 . . . x 
yl, y2 . . . y and the one-parameter group of transformations 
m’ 
n 
- 
xk = fk (xl, x2 . . . x a), k = 1, 2 . . . m m’ 
where the  f’unctions f and f are  d i f f e ren t i ab le  with respect t o  the parameter a. 
The y’s  i n  t u r n  are  considered t o  be d i f f e ren t i ab le  ( t o  any required order) 
k 6 
funct ions of the x’s. If the  transforma,tions of t he  p a r t i a l  deriva.t ives of 
t h e  y ’ s  with respect  t o  the  x’s are appended t o  the above transformations the 
r e s u l t i n g  s e t  of transformations a l s o  form a continuous one-parameter group 
ca l l ed  the  enlargements of the group or the extended group. When considered 
as a funct ion of t he  m + n independent var iables  x x . x  1’ 2 . -  m’ 
Y1’ Y*’ - * Yn’ the  group has m + n - 1 funct iona l ly  independent absolute 
36 
i nva r i an t s .  C a l l  t he  absolute invariants  q,, ?12, . . . \-l and gl, g2 . . . 
.K 
See L .  P .  Eisenhart r8 ] .  
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where = lk (xl, x2 - - - xm> and g = gp (Y1, Y2 * * - Yn, xl, x2 . . . xm). B 
Morgan's f i r s t  theorem then s t a t e s  the following: 
If the  y and are  defined e x p l i c i t l y  as functions of the  x ' s  and 2 's  
respec t ive ly  by the  r e l a t i o n s  
then a necessary and su f f i c i en t  condition t h a t  the y be exac t ly  the  same 
funct ions of the x ' s  as the a re  of t h e  x ' s  i s  t h a t  
- -  
z (x  , x2 . . . x ) = ZB(XIJ G2 . . . Xm) B 1  m 
The TI'S are  the  invariants  of t h e  subgroup 
Xk = fk  (XI' x2 . . .x m' 4 * 
This theorem will not be proved here; t he  reader i s  re fer red  t o  Morgan [20]. 
Several  de f in i t i ons  are  as follows: 
By an invar ian t  solut ion of a system of p a r t i a l  d i f f e r e n t i a l  equations 
i s  m e a n t  t h a t  c l a s s  of solut ions which has the property t h a t  the y are exact ly  
t h e  same functions of t he  x as  the f ase of the x B k 
r e l a t e d  by some one-parameter transformation group. 
0 
where the  x ' s  and y ' s  are  
By a d i f f e r e n t i a l  form of the k-th order i n  m independent vasiables  i s  
meant a funct ion of the form 
25 
I 
I .  
It has as arguments the  x's, the y ' s  and a l l  p a r t i a l  der ivat ives  of y ' s  with 
respect  t o  x ' s  up t o  order k .  
a l l  i t s  arguments a re  assumed t o  e x i s t .  
The p a r t i a l  der iva t ives  of Q with respect  t o  
A d i f f e r e n t i a l  form Q i s  said t o  be conformally invariant  under a one- 
parameter transformation group i f  under t h a t  group it satisfies 
- -  
@(zl, z2 . . . ip) = f(zl ,  z2 . . . zp) a )  z(zl, z2, . . . zp) .  
If f i s  a f'unction of a only, then Q i s  s a i d  t o  be constant conformally 
invar ian t  and i f  f = 1 then absolutely invar ian t .  
Morgan's second theorem then s t a t e s  the  following: 
A necessary and su f f i c i en t  condition f o r  Q t o  be conformally invar ian t  
under a continuous one-ppasameter group i s  t h a t  
UQ = W(Zl, z2, . . . zp) Q(Zl ,  z2 . . . zp) 
. Here U i s  the operator character iz ing the 
zP) 
f o r  some co(zl, Z 2 . "  
i n f in i t e s ima l  transformation 
a 
1 az, 2 aZ2  P az 
. . . a  - + a  - u = a  - a a 
P 
a = a(zl, z2, . . . z ) (see e a r l i e r  chapters of t h i s  r e p o r t ) .  Again the  reader 
P 
i s  r e fe r r ed  t o  Morgan f o r  a proof of t h i s  theorem [ 2 0 ] .  
A system of k- th  order p a r t i a l  d i f f e r e n t i a l  equations Q = 0 i s  said t o  B 
be invar ian t  under a continuous one-parameter group of transformations if 
each of the  Q i s  conformally invariant under t h e  enlargements of t h a t  group. B 
Morgan's p r inc ipa l  theorem then i s  the  following statement: 
26 
If each of the  d i f f e r e n t i a l  forms @ of the form 
0 
i s  conformally invar ian t  under the k-th enlargement of a transformation group, 
then the  invariant  solut ions can be expressed as the  system 
a system of k- th  order p a r t i a l  d i f f e r e n t i a l  equations i n  m - 1  independent 
va r i ab le s .  
formations on the  x ' s ,  and the F 's  a r e  the other invariants ,  
Here the 7l are the absolute invar ian ts  of the  (sub) group of t rans-  
The proof of t h i s  theorem is  given i n  Morgan's paper [20]. 
This theorem is  exceedingly powerful and u s e f u l .  The reduction of t he  
number of independent var iables  by one i n  a system of d i f f e r e n t i a l  equations 
can g rea t ly  a id  i n  obtaining a solut ion.  A p a r t i a l  d i f f e r e n t i a l  equation i n  
two var iab les  w i l l  be reduced t o  an ordinary d i f f e r e n t i a l  equation which can 
be much more quickly solved by numerical methods than the  o r i g i n a l  equations.  
I n  t h e  case of equations of three o r  more independent var iables  it may be 
possible  t o  apply Morgan's theorem seve ra l  times i n  succession, reducing t h e  
number of var iab les  by one each time. 
On the  other hand, no account i s  taken i n  Morgan's theorem G f  the  boundasy 
condi t ions associated with a spec i f ic  problem. The invariant  so lu t ion  found 
may or  m a y  not comply with the boundary condi t ions.  The invariant  solut ions 
27 
are  a smaller s e t  than the  t o t a l  s e t  of so lu t ions .  The solut ions of t he  
reduced equations are  not as general as the  o r i g i n a l  equations.  I n  t h i s  
sense Morgan's prescr ip t ion  does not give general  solut ions t o  the  d i f f e r e n t i a l  
equation. 
B. Applications of Morgan's Theorems 
Example 1: 
Consider t h e  p a r t i a l  d i f f e r e n t i a l  equation of the one dimensional 
homogeneous heat  flow e quat ion: 
This equation i s  constant conformally invar ian t  with respect  t o  the non- 
uniform magnification transformation 
- k  
Y = a Y  
- S x = a x  
m - t = a t ,  
1 
if  k-m = k-2s. One p o s s i b i l i t y  i s  s = 2, m = 1, k = 0 .  For t h i s  transforma- 
t i o n  the  invar ian t  independent var iable  i s  
I 
11 = x/t' 
Y = g = dT1) 
and the  invar ian t  dependent variable i s  
. 
Working out the  p a r t i a l  d i f f e r e n t i a l  operations i n  terms of the new variable  we 
have 
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The reduced equation i s  then the  ordinary d i f f e r e n t i a l  equation 
A genera l  so lu t ion  t o  t h i s  par t icu laz  ordinary d i f f e r e n t i a l  equation i s  
0 
or 
0 
where A and B w e  the  constants of in tegra t ion .  
It i s  noted t h a t  the solut ion B-3 m a y  or m a y  not be compatible with the  
boundary conditions of t he  or ig ina l  equation, B-1. 
A l s o  we note t h a t  t h i s  is  not the only reduction poss ib le .  Equation B-1  
is  a l s o  invasiant  with respect  t o  t he  transformation 
- 
y = y + In a 
x = a x  
1 
2 
-- 
Z = at 
so t h a t  invariants 
a re  possible .  The p a r t i a l  der ivat ives  are  
2 2 
ax d?12 
a y , l d g  
and the ordinary d i f f e r e n t i a l  equation f o r  g i n  7 becomes 
which has a d i f f e r e n t  so lu t ion  from B-2. 
Equation B - 1  is  invar ian t  under a very large va r i e ty  of transformations 
leading t o  d i f f e ren t  ordinary d i f f e r e n t i a l  equations.  
conditions must be considered separately and transformations compatible with 
the  boundary conditions sought. 
Each s e t  of boundary 
* 
Example 2 : The system of p a r t i a l  d i f f e r e n t i a l  equations of t h e  c l a s s i c a l  
bounduy-layer theory of Blasius is  
au av 
ax ay 
- + - = o  
st 
Taken from Morgan [20) . 
These are  constant conformally invariant  under the transformation 
- -1 v = a  v 
- 2  x = a x ,  
a nonuniform magnification. A s e t  of absolute invar ian ts  then a re  
The der iva t ives  are 
giving tk p a i r  of ordinary d i f f e r e n t i a l  equations 
Example 3: The wave equation i n  one dimension i s  
This equation i s  absolutely invariant  with respect  t o  the  transformation 
- 
t = t + a ,  
a s h i f t  i n  the  o r ig in  of x and t coordinates.  The invar ian ts  a re  g = y, 
11 = x- t .  The der iva t ives  a re  
where the primes ind ica te  der ivat ives  with respect  t o  7. The o r i g i n a l  equation 
becomes then the  i d e n t i t y  
o = o  
and indica tes  t h a t  t he re  a re  no r e s t r i c t i o n s  on the flulction g(q). 
every f'unction of 11, (at  least every twice d i f f e ren t i ab le  funct ion)  i s  a 
so lu t ion  t o  the  wave equation, or 
That i s  
I 
i s  a so lu t ion  for  every y .  This of course i s  e a s i l y  ver i f ied,and it i s  wel l  
known that  a pulse of a r b i t r a r y  shape propagates with uniform ve loc i ty  up 
( o r  down) the  x axis without changing shape i f  t h e  medium i s  governed by 
equation B-4. 
C . Linear Equations 
I n  the case of l i nea r  equations it i s  possible  t o  use the  transformation 
groups t o  der ive kernels  f o r  use i n  closed form i n t e g r a l  solut ions t o  i n i t i a l  
valve problems and f o r  deriving Green's funct ions.  As an example l e t  us look 
again at the  one dimensional l inear  heat f l a w  equation: 
' -  
I 
It i s  of i n t e r e s t  here t o  f ind  solut ions that  satisfy the  boundary conditions 
y = 0 at  t = 0 and x f 0 
and 
lim rm y ( x , t )  dx = 1. 
t- -03 
These conditions a re  sometimes s t a t ed  as 
y = 6 ( x )  at t = o 
where 6(x) i s  t h e  Dirac de l t a ,  defined t o  be zero i f  x f 0 but SG(x)f(x) dx = f ( 0 )  
i f  t h e  range of in tegra t ion  contains the or ig in  and f ( x )  i s  reasonably wel l  
behaved. 
The equation C-1 i s  constant conformally invariant  w i t h  respect  t o  the 
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t r a n s  f ormat ion group 
- -1 
x = a  x 
t = a-2t 
f o r  which invariant  coordinates aze g = y&, ?l = x/&. 
i n  terms of t h e  invar ian t  coordinates become 
The boundary conditions 
g = 0 at +Q = f m, 
and 
while the d i f f e r e n t i a l  equation f o r  g (q)  i s  
g” + 1 g’  + = 0 .  2 2 
The so lu t ion  s a t i s f y i n g  both the  equation and boundary conditions i s  
In terms of x, t and y t h i s  gives 
e - (x2/4t ) 
It i s  easily v e r i f i e d  t h a t  t h i s  y (x, t )  i s  the desired so lu t ion  by back 
s u b s t i t u t i o n  i n t o  both the or ig ina l  equation and the boundary conditions.  
One now notes that t h e  or ig ina l  d i f f e r e n t i a l  equation i s  invariant  with 
respec t  t o  Ubitrasy t rans la t ions  along the  x and t axes s o  t h a t  another 
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so lu t ion  t o  t h e  equation C-1 i s  
f o r  all x1 and t 
satisfies the boundary condition 
y does not s a t i s f y  the  o r i g i n a l  boundary conditions but 1' 1 
1 y1 = 0 a t  t = tl and x f x 
and 
lim r y l ( x ,  t )  dx = 1 . 
t'tl -m 
Now since the o r i g i n a l  equation C - 1  i s  l i nea r ,  any l i nea r  superposit ion of 
so lu t ions  l i ke  y (x , t )  i s  a l s o  a so lu t ion .  Thus 1 
is  a so lu t ion  for a r b i t r a r y  A(xl) (provided t h i s  i n t e g r a l  e x i s t s ) .  
The quant i ty  
e - (x-x1)2/4 ( t - t , )  
K(x-x , t-t,) = 
1 2 J q )  
and has, as i s  ca l l ed  the  kerne l  (or  propagator) of t he  operator at  - - a2 2 
ax 
noted, the  property 
K ( x - x ~ ,  t-t,) = o at  t = tl, x # x1 
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and 
l i m  J+” K(x-xl, t-t 1 ) dxl = 1 
t”tl -a, 
t h a t  is ,  
K(x-xl, 0 )  = ~ ( x - x ~ ) .  
This allows one t o  solve f o r  A(x) giving 
Y & X , t J  = A b )  * 
A so lu t ion  t o  the  i n i t i a l  value problem ( that  is ,  given yo(x) at to and the  
d i f f e r e n t i a l  equation C-1, f i n d  y (x , t )  f o r  t 2 to) then i s  
Equation C-2 i s  well-knam and i s  derived i n  most elementary t e x t  books 
on heat f l o w  or  applied mathematics. 
given by use of Morgan’s theorem and the transformation group of nonuniform 
Here the  deriva.t ion of the  kerne l  i s  
magnifications.  
By a similar technique kernels can be derived $or o t  er l i nea r  p a r t i a l  2 a a 
at2 ax 
- - -  
2 , and the operator d i f f e r e n t i a l  operators such as the  wave operator, 
* a* a4 
a t  ax 
descr ib ing  t ransverse v ibra t ions  i n  a rod , - + -4 . In each case an 
ordinary l i nea r  d i f f e r e n t i a l  equation i s  obtained whose so lu t ion  c m  be used 
t o  give the  kernel .  
One can use the  kernels fur ther  t o  obtain Green’s functions f o r  use i n  
so lv ing  the  inhomogeneous equation but t h i s  w i l l  not be covered here .  
* 
See page 64 of Hansen [E] 
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D. Morgan's theorem f o r  ordinary d i f f e r e n t i a l  equations 
I n  giving h i s  proof of the  basic theorems f o r  reducing the  number of 
independent var iab les  by one, Morgan was ca re fu l  t o  specify that  there  must be a t  
l e a s t  two independent var iab les .  
. 
But i n  examining h i s  proof it i s  c l ea r  t h a t  
no use i s  made of t h i s  condition except in the  terminology. This suggests 
t h a t  Morgan's process can be applied t o  ordinary d i f f e r e n t i a l  equations and 
t h a t  i n  doing s o  a so lu t ion  i s  obtained. Since the  reduction by one of the 
number of independent var iab les  i n  an ordinary d i f f e r e n t i a l  equation gives no 
independent var iable ,  the  reduction i s  t o  am ordinary equation i n  the  rema.ining 
absolute invar ian ts .  
The so lu t ions  so obtained have no a r b i t r a r y  constants and are pa r t i cu la r  
so lu t ions  t o  t h e  system of d i f f e r e n t i a l  equations.  
general  or  as useful as the  solut ions obtained by the  methods i n  Chapter I1 
As such, they a re  not as 
of t h i s  r e p o r t .  On the  other  hand, there  are  ordinary d i f f e r e n t i a l  equations 
f o r  which the  methods of Chapter11 do not work but f o r  which Morgan's 
procedure w i l l  give pa r t i cu la r  solut ions.  
Example 1: I n  the  example i n  t he  boundaxy l w e r  problem, the  p a r t i a l  
d i f f e r e n t i a l  equations 
au av 
ax ay 
- + - = o  
were reduced t o  the p a i r  of ordinasy d i f f e r e n t i a l  equation 
dgl dg2 
-$ T - I - - = o  
(D- la)  
(0-lb) 
(D-2a) 
(D-2b) 
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by the  t r  ans f ormat ions 
I .  
1 -  
, 
I -  
TI = Y / J X  
g1 = u, g2 = v Jx , 
The equations D-2 a re  invaxiant with respect  to t he  transformations 
Two new invar ian ts  G and G can be introduced as 1 2 
G2 = g271 
where G and G now m e  independent of 7 ,  t h a t  is, cons tan ts .  Subs t i t u t ing  
for g 
1 2 
and % i n  equations D-2 gives 1 
and 
o r  
h 
2 
G -G = 0 and G1 - 2G G - 6bG1 = 0 
1 2  1 2  
or  
G1 = G2 = -6b. 
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This gives the  p a r t i c u l a r  solut ions 
f o r  equation D-2 or 
- 6bx - 6b 
=2’ = -  Y 
Y 
as so lu t ions  t o  equations D-1, which i s  e a s i l y  v e r i f i e d  by back subs t i t u t ion .  
This so lu t ion  is ,  however, of doubtful value.  It contains no a r b i t r a r y  
constants  and can therefore  be made t o  s a t i s f y  only very spec ia l  boundary 
condi t ions.  It cannot, fo r  example, s a t i s f y  the  usua l  boundary conditions 
associated with the  boundaxy layer flow over a f la t  p l a t e  . -x 
* 
See p] page 12. 
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IV. HAMILTONLAN AND EITLER-LAGRANGE EQUATIONS 
Most of the  ordinary and p a r t i a l  d i f f e r e n t i a l  equations a r i s i n g  i n  physical  
problems can be derived from a .var ia t ional  p r inc ip l e .  Group theory can be 
applied t o  t h e  study of these equations and t h e i r  solut ions through the  
study of the Lie algebras and corresponding Lie groups . This sec t ion  gives 
a b r i e f  ou t l ine  of how t h i s  connection a r i s e s .  
i b  
Consider a c l a s s  of p a r t i a l  d i f f e r e n t i a l  equations t h a t  are  der ivable  
from the  va r i a t ion  of an act ion in t eg ra l .  These equations, which a r i s e  i n  
many physical  problems , are referred t o  as filer-Lagrange equations.  
(The notat ion used here is the following: 
xa i s  a s e t  of Cartesian coordinates x 1J x*, x3 . . ., re fer red  t o  as the  
s p a t i a l  coordinates; 
t i s  r e fe r r ed  t o  as the  temporal coordinate; 
dx i s  the  d i f f e r e n t i a l  volume element dxl dx2 dx 
Jr is  a funct ion of the  coordinates xa and t, and w i l l  be r e fe r r ed  t o  as 
3 ' " '  
the  f i e l d  var iable;  
*lB1 
the  summation convention is  used f o r  repeated indices,  i . e .  , AtBa f 
+ % B 2 + A B  + .  . . ;  3 3  
= * and de f in i t i ons  Jr - E a are  used . )  a t  ,a ax, 
The i n t e g r a l  I, ca l l ed  the action, i s  defined as 
where the in tegra t ion  is over some region R of t he  s p a t i a l  coordinates and the 
i t  
See Appendix V for def in i t i on  of a Lie algebra and Lie group. 
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temporal i n t e r v a l  t t o  t2. 
cons i s t s  i n  f inding $ such t h a t  I i s  an extremum. 
by $ + Kv, where K i s  i n  some sense small and v ( x ? t )  an axbi t ra ry  funct ion of 
x and t t h a t  vanishes on t h e  boundary of the region of integrat ion,  and s e t t i n g  
I then i s  a func t iona l  of Jr and the  problem 1 
By l e t t i n g  I) be replaced 
one obtains i n  a lengthy but straightforward manner the p a r t i a l  d i f f e r e n t i a l  
equation 
This i s  ca l led  the  Euler-Lagrange equation or  j u s t  the Lagrange equation. 
& w i l l  be ca l l ed  the Lagrangian densi ty  and L = JRg dx, the  Lagrangian. 
Further notat ions adopted here a r e  t h a t  c a p i t a l  s c r i p t  l e t t e r s  w i l l  be used 
t o  ind ica te  a densi ty  and t h e  corresponding Latin c a p i t a l  w i l l  indicate  the 
s p a t i a l  i n t e g r a l  of t h a t  dens i ty  over the region RJ  i .e ., 
L = JRg dx , e t c .  
Also def ine 
t h i s  w i l l  be ca l l ed  the  funct ional  der iva t ive  of A (or  a ) . Thus Lagrange's 
equation can be wr i t ten  
The following de f in i t i ons  and terminology are  introduced: 
(conjugate momentum) 
% S I T $  -& (Hamiltonian o r  energy dens i ty)  
(energy f lux  dens i ty)  
(momentum densi ty)  
( s t r e s s  tensor)  . 
While these names a re  suggestive of c e r t a i n  physical  quant i t ies ,  they need not 
i n  f a c t  correspond t o  t h e  usua l  physical  concept suggested and can be con- 
s idered as merely convenient conventional names. 
The following re la t ionships  ex is t :  
The operation 
i s  meant t o  ind ica te  the der ivat ive with respect  t o  the e x p l i c i t  dependence 
o f X o n  t, i . e . ,  
. The function Jr i s  considered t o  be a funct ion of a s  a(xm) and s i m i l a r l y  f o r  
$, l-r) and Jr &J i . e * ,  f = Jr  (QlnlQ &) 
9 9 
S p a t i a l  i n t eg ra l s  of functions depending on x, t, Q, n, and any der iva t ives  
of Jr and rr w i l l  be ca l l ed  dynamic va r i ab le s .  The quant i ty  
is  ca l l ed  the  Poisson bracket of A and B and i s  a l s o  a dynamic var iab le .  
dynamic var iab les  form a L i e  algebra under the  Poisson bracket operation,and 
t h i s  a lgebra has an associated Lie g r o u ~ .  
available, and much i s  known about L i e  groups 
of t h e  s e t  of dynamic var iab les  of which Q(x , t )  i t s e l f  i s  a member. 
The 
A vas t  amount of l i t e r a t u r e  i s  
9 
which can be applied t o  the study 
The L i e  a lgebra of the  complete s e t  of dynamic var iables ,  however, is not 
of g rea t  use,but there  are  subalgebras tha t  a re  of i n t e r e s t .  For example, the 
conserved dynamic var iables  are of i n t e r e s t .  dA (If E = 0 then A i s  sa id  t o  be 
conserved or a constant of t he  
dynamic var iables  A and B, 
U C I  
motion.) It can be shown t h a t  for conserved 
so  t h a t  t h e  conserved dynamic var iables  form subalgebras of t he  algebra of 
t h e  t o t a l  s e t  of dynamic var iab les .  
The present day uses of Lie groups i n  physical  theories ,  espec ia l ly  i n  
p a z t i c l e  physics, however, are not f o r  solving t h e  d i f f e r e n t i a l  equations, 
See reference [l] for a n  excel lent  review of Lie groups and appl ica t ions .  
* 
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but r a the r  for discovering the  form of the  Hamiltonian when the  symmetries of 
the system axe known. 
elementary introduct ions t o  this use of Lie groups,and the subject  will not 
be pursued f u r t h e r  he re .  
Lipkin's book ri8] i s  suggested as one of the  bes t  
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V. RESULTS AND CONCLUSIONS 
A. Resul ts  
1. Introduction 
The r e s u l t s  of t h i s  invest igat ion can be divided i n t o  two 
categories .  The f i r s t  a r e  those theorems and methods i n  transformation 
groups useful  in  solving ordinary and partial d i f f e r e n t i a l  equations which 
a r e  general ly  known by mathematicians working i n  the  f i e l d  but  not  general ly  
known or in  common use by physicis ts ,  engineers, or others  who a r e  concerned 
with p r a c t i c a l  problems. 
theorems. 
as they might be, probably because most people have so  l i t t l e  background i n  
group theory.  This i s  unfortunate s ince the group theory needed t o  explo i t  
t h e  r e s u l t s  of Lie and Morgan in p r a c t i c a l  problems i s  qui te  simple, 
considerably l e s s  than what is needed t o  derive t h e i r  r e s u l t s .  
This would include Lie ' s  bas ic  r e s u l t s  and Morgan's 
They a r e  qui te  powerful ye t  not wel l  known or as widely exploited 
The other category of r e s u l t s  i n  t h i s  repor t  a r e  those r e s u l t s  which 
appear t o  be o r i g i n a l  as far as can be seen from the  l i t e r a t u r e  survey. The 
f i r s t  of these i s  the  appl icat ion of the  one-parameter transformation groups 
t o  finding ' in tegrat ion f ac to r s  for a t o t a l  d i f f e r e n t i a l  equation. This was 
a simple extension of L ie ' s  basic theorem. 
t o  be o r i g i n a l  here i s  t o  systems of t o t a l  d i f f e r e n t i a l  equations. A n  
A fur ther  extension t h a t  appears 
in tegra t ion  f ac to r  can be found for a system of t o t a l  d i f f e r e n t i a l  equations 
i f  a s u f f i c i e n t  number of independent invariance groups can be found for the 
system. 
I n  t h i s  repor t  it was a l s o  possible t o  show t h a t  Morgan's theorem for 
p a r t i a l  d i f f e r e n t i a l  equations can a l s o  be extended "backwards" t o  ordinary 
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d i f f e r e n t i a l  equations. 
useful,  giving only p a r t i c u l a r  solutions.  
But i n  t h i s  case it i s  not nea r ly  so  powerful or 
2.  Summary of r e s u l t s  
The bas i c  r e s u l t s  of  group theory use fu l  i n  solving d i f f e r e n t i a l  
equations then a r e  as follows: 
a) L i e ' s  theorem. I f  a d i f f e r e n t i a l  equation of t he  form 
P(x,Y) dx + Q(X,Y> dy = 0 
has so lu t ions  t h a t  are inva r i an t  a s  a family with respec t  t o  t h e  transformation 
a a u = @(X,Y> + B(X,Y)  ay 
then an in t eg ra t ion  f a c t o r  i s  
= 1 / (UP + 8Q) I 
provided the  denominator i s  not zero, 
b) Extension of Lie 's  theorem to t o t a l  d i f f e r e n t i a l  equations. 
If a t o t a l  d i f f e r e n t i a l  equation o f  t he  form 
k= 1 
has so lu t ions  t h a t  a r e  invar ian t  a s  a 
. .Xn)dXk = 0 
family with respec t  t o  t h e  transformation 
n 
a u = L cy (x , x  . . .xn) - 
k 1 2  
k= 1 
then an in t eg ra t ion  f ac to r  i s  
provided t h e  sum i n  the  denominator i s  not zero.  
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c )  Extension of L i e ' s  theorem t o  systems of t o t a l  d i f f e r e n t i a l  
equations. If a system of  t o t a l  d i f f e r e n t i a l  equations of t he  form 
n 
1 Pt (x1,x2. . .xn) % = 0 ,  y = 1, 2 .  . . M 
k= 1 
has so lu t ions  which as a family a r e  each invar ian t  with respec t  t o  a l l  of 
t h e  transformations 
n 
n k = l  
then an in t eg ra t ion  matrix i s  given by 
m 
, B = l , 2 . .  . M ,  
T T -1 Here R r l  stands for  t he  matrix product of P with Cy ( i . e . ,C  d3 Pk) and (pol ) 
i s  the  inverse of t h i s  matrix.  h i s  an in tegra t ion  f ac to r  only i f  t h e  
matrix ErT has an inverse.  
k k Y  
B 
Y 
d)  Morgan's theorem. If each of a s e t  of p a r t i a l  d i f f e r e n t i a l  
equations of t he  form 
i s  conformally inva r i an t  w i t h  respect t o  some one-parameter group of 
continuous transformations then the s e t  of  equations caa be reduced t o  a 
new s e t  of t h e  form 
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I .  
I 
, -  
' .  
where the  7 ' s  and F ' s  are t h e  invar ian ts  of the  transformation group. 
t h i s  reduces by one t h e  number of independent va r i ab le s  i n  the  system of 
partial  d i f f e r e n t i a l  equations.  
f )  
Note 
Morgan's theorem f o r  ordinary d i f f e r e n t i a l  equations.  
Morgan's theorem can be applied even when the re  i s  only one independent 
va r i ab le .  I n  t h i s  case it reduces a system of ordinary d i f f e r e n t i a l  
equations t o  ordinary equations i n  t he  invar ian t  F ' s .  
B . Conclusions 
Some conclusions can be drawn from a p r a c t i c a l  app l i ca t ion  of the  
above techniques f o r  solving d i f f e r e n t i a l  equations.  
L i e ' s  o r i g i n a l  theorem f o r  p a r t i a l  d i f f e r e n t i a l  equations and i t s  
extension t o  t o t a l  d i f f e r e n t i a l  equations i s  q u i t e  e f f e c t i v e  and p r a c t i c a l  
i n  solving ordinary and t o t a l  d i f f e r e n t i a l  equations.  
f ind ing  an invariance group without giving a 
as t o  how t o  look f o r  such a group. Thus it i s  a t r ia l  and e r r o r  method 
t h a t  depends f o r  i t s  e f fec t iveness  on the  s k i l l  of  t he  user  and i s  not  a 
s t r a i g h t  forward p resc r ip t ion  f o r  solving a l l  equat ions.  
But it depends on 
s t ra ightforward p resc r ip t ion  
L i e ' s  theorem extended t o  systems of t o t a l  d i f f e r e n t i a l  equations is  
much more d i f f i c u l t  t o  use i n  p rac t i ce .  
groups such t h a t  each and every one of t he  t o t a l  d i f f e r e n t i a l  equations i s  
inva r i an t  with respec t  t o  every group. Furthermore, t h e  groups must be 
independent. 
It requi res  f ind ing  many invariance 
I n  the  present  form t h i s  theorem i s  of doubtful  pract ica .1  use. 
Morgan's theorem i s  extremely powerful and use fu l  i n  p rac t i ce .  I t s  
use however has the  same drawback as Lie ' s  theorem, namely t h a t  an invariance 
group must be found and the  theorems give no h i n t  about how t o  search f o r  
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such groups. 
advantage i n  p r a c t i c a l  problems and quickly discover the  needed group. 
But a s k i l l e d  user can of ten  use physical  reasoning t o  g rea t  
A more ser ious d i f f i c u l t y  with Morgan's r e s u l t s  i s  t h a t  no considera- 
t i o n s  of t he  boundary conditions en ter  the  theorems. Thus while one may 
discover an invariance group f o r  the  d i f f e r e n t i a l  equations, t h i s  transforma- 
t i o n  may not  be compatible with the boundary conditions and thus be of no 
use.  Since the boundary conditions a r e  d i f f e r e n t  f o r  d i f f e r e n t  problems, 
each individual  problem must be at tacked separately.  
C .  Recommendations fo r  fu r the r  study 
The treatment of systems of t o t a l  d i f f e r e n t i a l  equations by group theory 
out l ined i n  t h i s  repor t  a.ppea.rs t o  be u s e f u l .  
t h i s  technique m y  be poss ib le  and des i rab le  t o  wG:e it more f l e x i b l e .  
the  present  form, i f  there  are M equations then M d i f f e r e n t  invariance groups 
are needed t o  f ind  an in tegra t ion  f a c t o r  (matrix), and t h i s  i s  a r a the r  
s t r ingen t  requirement. Hopefully fu r the r  inves t iga t ion  could show t h a t  
these  conditions could be relaxed t o  a s ingle  invariance group. 
However, modification of 
In  
A second extension t h a t  would be use fu l  i s  t o  extend the technique used 
f o r  systems of equations t o  p a r t i a l  d i f f e r e n t i a l  equations.  
extension would not  be easy bu t  ought t o  be poss ib le  a t  l e a s t  i n  p r i n c i p l e '  
s ince  a par t ia l  d i f f e r e n t i a l  equation can be viewed as a continuously 
i n f i n i t e  system of ordinary d i f f e r e n t i a l  equations.  
Such an 
Another extension would be t o  t r y  t o  apply the  method f o r  systems 
of d i f f e r e n t i a l  equations t o  the d i sc re t e  approximation of a partial 
d i f f e r e n t i a l  equation. 
partial  d i f f e r e n t i a l  equation. 
This would give only approximate so lu t ions  t o  the  
But these approximations could be a r b i t r a r i l y  
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i -  I I 
c lose  t o  the  exact solutions,  or exact solut ions might be obtained by a 
l imi t ing  process. The l imi t ing  process might a l s o  be e f f e c t i v e  i n  obtaining 
t h e  needed theorems mentioned i n  t he  previous paragraph. 
Respectfully submitted, 
L. d. Gallaher 
Pro jec t  Director 
APPENDIX I 
Definit ion and Examples of a Group 
A s e t  of elements ase sa id  t o  form a group under an associat ive operation 
( ca l l ed  product) i f  the  following conditions are s a t i s f i e d :  
1. The product of any two elements i n  the  group i s  i n  the group. 
2 .  There i s  a unique ident i ty  element i n  the group such t h a t  i t s  
product w i t h  every element leaves t h a t  element unchanged. 
3 .  A unique inverse of  every element i s  i n  the group such t h a t  the 
product of  the  element w i t h  i t s  inverse i s  the i d e n t i t y .  
Some examples of groups are the following: 
The numbers +1 and -1 form a two element group under mul t ip l ica t ion .  
The pos i t ive  and negative integers  with zero (as the  iden t i ty )  form a 
group under the  operation of addition. 
The pos i t ive  r a t i o n a l  numbers form a group under mul t ip l ica t ion  with 1 as 
the  i d e n t i t y .  
The complex numbers of u n i t  magnitude form a group under mul t ip l ica t ion .  
The r e a l  numbers form a group under addi t ion .  
The s e t  of a l l  one-to-one transformations on any space i s  a group. 
APPENDIX I1 
Lie's Theorem for  Tota l  D i f f e r e n t i a l  Equations 
I n  t h i s  appendix it i s  shown t h a t  i f  the so lu t ion  of a t o t a l  Fferen t ia l  
equation i s  invariant  as a family under a one-parameter group of transformations, 
an in t eg ra t ing  f ac to r  can be given. 
Consider t h e  t o t a l  d i f f e r e n t i a l  equation i n  n var iab les  (n  2 2):  
m 
P dx + dx2 +. . . P dx Pk (xl, x2 ... ) d% = 0 1 1  n n  
k=l 
and l e t  
@ (xl, x2, ... ) = c (a  constant)  
be t h e  f a m i l y  of so lu t ions .  That is, 
2 L  = h(Xl,  x*, ... ) Pk,  k = 1, 2, ... n.  
a% 
where h is  independent of k. Then @ is  a so lu t ion  t o  t h e  set of p a r t i a l  
d i f f e r e n t i a l  equations 
= o ,  k = 1, 2 ... n-1 1 af 1 af - - - - -  
'k 'k+l a\+l 
(provided none of the  Pk are iden t i ca l ly  zero) .  
Assume t h a t  as a fami ly ,  @ = c i s  invariant  under the group U 
n 
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A 11-1 
( the  a ' s  can be functions of the x's), s o  t h a t  
U@ = g ( @ I *  
L e t  
s o  t h a t  Q = C i s  i d e n t i c a l  with the f a m i l y  @ = c .  Then 
dQ UQ =U@ - = 1 
d@ 
and 19 i s  a so lu t ion  of t he  p a r t i a l  d i f f e r e n t i a l  equations 
- 0  k = 1, 2 ... n-1 1 a@ 1 a@ 
and 
This system of n l i nea r  equations can be solved and gives 
(provided the  denominator i s  not i den t i ca l ly  zero) .  
d i f f e r e n t i a l  and 
Then d19 i s  a per fec t  
k s  
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Thus if  C CY P i s  not i den t i ca l ly  zero, 
s s s  
1 
i s  an in tegra t ing  f a c t o r  of the  t o t a l  d i f f e r e n t i a l  equation 
and 
i s  t h e  quadrature solut ion,  where K i s  a constant,  and the path of in tegra t ion  
i n  x space can be chosen for convenience. k 
An a l t e rna te  point  of view t o  the above reasoning can also be given. The 
equation A 11-1 i s  invar ian t  under the group U, i f  it preserves i t s  form under 
an in f in i t e s ima l  transformation. That is, i f  
k 
where 
A 11-2 
< = 5 + cy k 6 t ;  
6 t  i s  a small pasameter. To f i r s t  order i n  6 t  we have 
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i .  
- 
(here CY (G) = -ak(x)  t o  lowest order i n  6 t ) .  k 
If A 11-2 i s  t o  hold, then 
S 
apk - a; i (z cys + 5Ps) = w (G) Pk(X) 
S 
S 
A 11-3 
where w(G) does not depend on the  index k but may depend on the GIs. 
A 11-3 holds, then 
If 
or (dropping the  bars  for convenience) 
or  
PCY = 0  
s s  
S 
- ('k k m - A 11-4 
Now i n  Appendix I11 it is shown t h a t  a necessary condition f o r  the existance 
of an in tegra t ing  fac tor  fo r  A 11-1 i s  t h a t  
55 
I 
P k = o  . a C s m d  's Anti 
Thus if  an in tegra t ing  f ac to r  does e x i s t ,  A 11-4 can be wr i t ten  
L ('s a 'k - 's k- 'rn) - ('k ax  - Pm &-) 1 PsCYs = 0. m 
S k S 
Provided C P CY is  not  i den t i ca l ly  zero t h i s  gives s s s  
A 11-5 
Now expression A 11-5 s t a t e s  t h a t  the  n dimensional "curl" of the vector 
Pk& PSas i s  zero, and it is  a well-known theorem tha t ,  i f  t h e  c u r l  of the 
vector  i s  zero, t h i s  i s  a necessary and s u f f i c i e n t  condition t h a t  the vector 
be expressable as t h e  gradient of some sca l a r  funct ion.  Thus it is  shown t h a t  
f o r  some @I or that  1/C CY P 
A 11-1. 
i s  an in tegra t ing  f ac to r  f o r  t he  o r i g i n a l  equation 
s s s  
This second form of the proof i s  informative s ince it i s  more closely 
r e l a t e d  t o  t h e  t e s t  f o r  invariance ac tua l ly  used i n  solving p r a c t i c a l  problems. 
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The Necessary Conditions f o r  the Existence of an In tegra t ion  Factor 
It i s  shown here t h a t  i n  in tegra t ion  f ac to r  t o  the d i f f e r e n t i a l  equation 
k=l 
e x i s t s  only i f  
5 - 0. 
[lans] 'k ax- Anti m A 111-2 
means tha t  t he  term following i s  t o  be an t i -  c kmsl (Here the  nota t ion  Anti  
symmetric i n  the indices  k, m and s . )  
Assume then t h a t  there  e x i s t s  a h ( f o ) ,  such that  
A 111-3 
then 
a A apk a h  
A + - -  - 
'm 'k ax m axm 
or 
a a apk aPm 
Pm5) In h + - - - - 0 .  
('k ax m - axm a% 
Multiply t h i s  by P and antisymmetrize w i t h  respect  t o  s and k, and s and m, 
S 
t o  give: 
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'm(X-5 'apk = o  - Pm (Pk ax - Ps a,) In h - a a \  
S 
The operator operating on I n  A i s  i d e n t i c a l l y  zero.  The remaining terms a re  
ap- 
S Thus i f  an in tegra t ing  f ac to r  f o r  AIII-1 e x i s t s  AIII-2 must Anti[ s ~ n k ] ~ k  <' 
hold.  
We note here t h a t  AIII-2 i s  a necessaxy condi t ion f o r  the exis tence of 
an i n t eg ra t ing  f ac to r ;  it i s  also a s u f f i c i e n t  condition,but t h a t  was not 
demonstrated here .  
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APPENDIX IV 
Lie's Theorem f o r  Systems of Total  D i f f e r e n t i a l  Equations 
I n  t h i s  appendix it i s  shown how one-pazameter transformation groups a re  
used t o  f ind  in tegra t ing  f ac to r s  f o r  systems of t o t a l  d i f f e r e n t i a l  equat ions.  
This i s  Lie's theorem extended t o  systems of t o t a l  d i f f e r e n t i a l  equations.  
Consider t he  system of M t o t a l  d i f f e r e n t i a l  equations i n  n va r i ab le s  
1 P y ( x  k X ,  . . . )  % = O  , y = 1 , 2 .  . . M e  1' 2 
k =1 
A IV-1 
The convention will be used here t h a t  the  Latin indices  run from 1 t o  n and 
the  Greek indices  run from 1 t o  M. Let 
qP(x1, 5, ... ) = c (constants),  p = 1, 2,. . . M P 
be the  f a m i l y  of solut ions t o  A IV-1. That i s  
B where t h e  h 
( h  i s  an in tegra t ion  f ac to r  and w i l l  be an  Mby-M matrix here .) 
may be functions o f t h e  x 's  but a re  independent of t he  index k .  
P 
Assume t h a t  as a family @ = c a re  invar ian t  under t h e  groups Uy 
P P  
n 
so t h a t  
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A IV-3 
Introduce CP defined as rl 
A rv-4 
The 
P '  
s o  t h a t  Q = C (a constant)  is i d e n t i c a l  with the  f a m i l y ,  r$ = c 
notat ion here i s  t h a t  (g- ' )@ is the p,'Tl component of t he  inverse of the matrix 
g 
r l r l  P 
rl 
B 
7 (it being assumed here t h a t  the inverse of g e x i s t s ) .  
Then 
where b y  = 1 i f  y = or  0 i f  y f 7 .  l 
We note also t h a t  
A rv-5 
A IY-6 
where Ay E C (g-l):$. ( A  may be a funct ion of the  x ' s  but does not depend 
on t h e  index k.) 
Thus if 
l B  
. 
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A IV -7 
i s  t o  be a perfect  d i f f e r e n t i a l ,  hY i s  a l s o  an in t eg ra t ion  f ac to r  f o r  the  
o r i g i n a l  equation A IV-1. 
17 
But i n  order t h a t  A IV-5 (equivalent t o  A 111-3) be satisfied it i s  
necessary t h a t  
A IV-8 
Yk 
or  t h a t  Ay = ((Pa ) )TI Here (PaT)-’ i s  the  inverse of the  matrix product 17 
PaT; t h a t  is ,  ((PaT)-’)$ i s  the y, component of the inverse of C P k Y  CY 
k 7 k’ 
(Again one makes the assumption t h a t  the  needed inverse does i n  f a c t  e x i s t . )  
The quadrature so lu t ion  of the system A IV-1 i s  then given by 
A I V - 9  
where the  K,, are the  M asb i t r a ry  constants of the system and the path of 
i n t eg ra t ion  i s  chosen for  convenience. 
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APPENDIX V 
Defini t ion of .Lie Algebras and Lie Groups 
A Lie algebra and corresponding Lie group are  defined as follows. A s e t  
of vectors  a, b, c . . . is  sa id  t o  form a Lie a lgebra under an operation 
(denoted by [ , ] )  i f  the  following conditions are  s a t i s f i e d :  
1) the  r e s u l t  of the operation [a,b] i s  a member of t he  s e t  f o r  a l l  a and 
b i n  the  s e t  (c losed) .  
2 )  
3 )  [a, b] + rb, a] = 0 (antisymnetric).  
4) [a,[b,c]] + [b,[c,a]] + [c,[a,b]] = 0 (Jacobi i d e n t i t y ) .  
(The e n t i t i e s  a, b, c . . are vectors  i n  some vector space i n  the sense 
[a + c, b] = [a,b] + [c, b] ( l i n e a r i t y ) .  
t h a t  mul t ip l ica t ion  by a constant and vector addi t ion are defined i n  the  usua l  
way. A norm may or may not be defined.)  
Associated with every Lie algebra will be a Lie group. A group i s  obtained 
by pu t t ing  the  elements of the algebra a, b, c . . . i n  a one-to-one correspon- 
dence with a s e t  of operators A, B, C . . . such t h a t  fo r  a l l  a, b, c,  A, B, C, 
i f  c = [a,b] then C = [A, B] where [A,B] E AB - BA i s  the commutator of  A and B. 
The operators a re  t o  have quant i t ies ,  $, t o  operate on, and AB means operate 
first with B and then with A.  The operators e , e , e . . . are  then 
transformations on the  Q t h a t  form a corresponding Lie group, where 
eA 5 I + A + AA/2! + AAA/3! + . . . and I i s  the i d e n t i t y  operator .  
A B C  
Since a Lie algebra or  group is  defined f o r  a s e t  of vectors,  it w i l l  
have a s e t  of basis vectors,  xm, such t h a t  any member of the s e t  can be given 
as a l inear  combination of the xm. (The index m may take on d i sc re t e  values, 
e i t h e r  f i n i t e  or  i n f i n i t e ,  or a continuous s e t  of values, or have both a 
d i s c r e t e  range and a continuous range of values . )  In  terms of the bas i s  
vectors ,  condition (1) above can then be replaced by the condition 
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m C%, x j l  = J C k j  xm 
m 
where the Cm are  constants and indicates  a sum over the  d i sc re t e  plus an 
m - k j  
i n t e g r a l  over t he  continuous range of m .  
of the  Lie a lgebra or group and completely def ine i t .  
These CII1 are the  s t ruc tu re  constants 
ki 
The most familiar example of a Lie algebra i s  formed by the  vector  cross 
product operation i n  three dimensional space. Here we define the  u n i t  vectors 
I,  3 and 2, and t h e i r  cross products, s o  t h a t  
[:,;I = f; 
r3,sl = i 
[E,'.] = j 
The cross  product i s  a l s o  antisymmetric and s a t i s f i e s  the Jacobi i d e n t i t y  s o  
t h i s  system i s  the  basis of a Lie algebra.  The corresponding Lie group i s  
formed by put t ing  the  ro t a t ion  operators i n  a one-to-one correspondence with 
?, 5, and E and then l e t t i n g  the  commutator correspond t o  the  cross product 
? " L x = y z -  - a z a y   
a x- j " L  E z - -  a Y ax a, 
Then 
r L x , ~ ] 5 ( ~ L  - L L ) = L ~  e t c .  
Y X Y  Y X  
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I -  
L L L  
The transformation operators e x, e y, e z form the  bas is  of the  corresponding 
Lie group. 
usually called fo r  short  S O ( 3 ) .  
This i s  the  proper orthogonal or r o t a t i o n  group i n  three di-mensions, 
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APPENDIX V I  
A Discussion of Morgan's Theorems f o r  Systems of 
Ordinary Di f f e ren t i a l  Equations 
In t h i s  appendix, t he  out l ine  of a proof of Morgan's theorems f o r  ordinary 
d i f f e r e n t i a l  equations i s  given. The notat ion used here i s  the  same as t h a t  i n  
Morgan's paper [20] t o  which the reader i s  r e fe r r ed .  
If G i s  a continuous one-parameter group of transformations of the 
independent var iab le  x and the dependent var iab les  y . . ., y of a system 
of d i f f e r e n t i a l  equations of the form @ = 0,  6 = 1, . . ., n, then a 
transformation i n  G i s  of the  form 
1 
1' n 
6 
1 
i 
where a is  a numerical parameter and the  transformations x + x form a subgroup 
of G1. 
t o  G the  transformations among the f irst ,  second,, . . , and k-th der iva t ives  
1 
of the  y 
Let Gr;kdenote the  enlargement of G1 formed by adding successively 1 
6' 
Now consider x, yl, . . , y, t o  be independent va r i ab le s .  A s  Morgan 
indicated,  G has n func t iona l ly  independent absolute invariants  1 a k , ,  . . .,gn) 
gl(Y1, - - 9  Yn, 4, * . Y  gn ( Y p  * * - 9  Yn, x) such t h a t  a (Yl ,  * .,YJ f 0. 
Now, consider the y and y t o  be impl ic i t ly  defined as f'unctions of 6 6 
x and G, respect ively,  by the equations 
and 
where the  g6 are  the  absolute invariants  of G1. 
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Then, with m = 1, Morgan's Th 1 takes the  form: 
I 
Th 1: 
as functions of x by the  equations Z6(x) = g6 (yl, . . * ?  Y, x) t o  be exact ly  
the  same functions of x as the  
Z6(.) = g6(y1, . . ., yn, x), are  of 
A necessary and su f f i c i en t  condition for  the  y imp l i c i t l y  defined 6' -
imp l i c i t l y  defined as functions of ;; by 6, 
i s  t h a t  
z(x)  = z (2) = z(X) , 
or, equivalently,  t h a t  Z i s  a constant funct ion.  
The proof i s  analogous t o  t ha t  given by Morgan. 
Then, considering x and the y t o  be the independent var iable  and the 6 
dependent var iables ,  respectively,  of a system of d i f f e r e n t i a l  equations, we 
def ine : 
Def 1: By invar ian t  solut ions of a system of d i f f e r e n t i a l  equations i s  meant 
t h a t  c l a s s  of solut ions of a system of d i f f e r e n t i a l  equations which have the  
property t h a t  the  y are of x. are exact ly  the same functions of x as the  $ 6 6 
Theorem 1 makes it possible  t o  reduce the  problem of f inding invariant  
so lu t ions  of a system of d i f f e r e n t i a l  equations t o  one of f inding solut ions 
which s a t i s f y  r e l a t i o n s  of the f o r m  
z,(x) is constant .  
Then, s ince the  conditions of the  impl ic i t  funct ion theorem are  s a t i s f i e d ,  
t h e  y m a y  be wr i t t en  i n  terms of x and these constants .  6 
In the  case where there  i s  one independent var iable ,  Morgan's Def 2 
takes  the form: 
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Def 2: By a d i f f e r e n t i a l  form of the k-th mder i s  meant a funct ion of the form, -
whose arguments a re  the  independent var iab le  x, the  functions yl, . . .,y, 
dependent on x and the  der ivat ives  of the y up t o  the k-th order .  
6 
If each of these arguments transforms under the  transformation laws 
of a continuous one-parameter group with symbol V and numerical parameter a,, 
then the  arguments may be considered as  independent var iables  of the group 
with symbol V and ca l led  Z1, z p  
Def 3: A d i f f e r e n t i a l  form 9 w i l l  
a one-parameter group G i f ,  under 1 
. ., Zp, where p = (k  + 1). + 1. 
be sa id  t o  be conformally invariant  under 
t h e  transformations of t he  group, it 
s a t i s f i e s  t he  r e l a t i o n .  
., zp;a) @(ZL, . . .,Z ), where Q i s  
P 
exac t ly  the  same funct ion of t he  Z ' s  as it i s  of the 2 ' s  and F i s  some funct ion 
of tk x ' s  and the  parameter a. 
If Q s a t i s f i e s  t he  above r e l a t i o n  with F a function of a only, Q i s  
said t o  be constant conformally invariant;  i f  the  r e l a t i o n  is  s a t i s f i e d  
with F iden t i ca l ly  equal  t o  one, then Q i s  said t o  be absolutely invar ian t .  
If Q i s  a d i f f e r e n t i a l  form of the k-th order and i s  at l ea s t  i n  - Th 2 :
c l a s s  C(I) with respect  t o  each of i t s  arguments, then a necessary and 
s u f f i c i e n t  condition for Q t o  be conformally invar ian t  under a one-parameter 
group of transformations with symbol V i s  t h a t  
VQ = u1(Z1' . . ., zp) Q (zl, . . ., zp), 
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. 
i 
f o r  some w(Z1, . . ., Z ), or  equivalently, t h a t  
P 
where @ 
determinable func t ion  of Zl, . . ., Zp.  
i s  a genera l  absolute invariant of V and c(Z . . .’ Zp) i s  a 0 1 3  
The proof of Th 2 is  as indicated by Morgan. 
Def 4: It i s  said t h a t  a system of k-th order d i f f e r e n t i a l  equations @ = 0 6- 
i s  inva r i an t  under a continuous one-parameter group of transformations G if 
each of t he  d i f f e r e n t i a l  forms Q6 i s  conformally invar ian t  under the  t rans-  
-
1 
E formations of G1 k .  
Th 3: If each of the  k-th order d i f f e r e n t i a l  equa.tions ip . . ., P i n  a 1’ n -
system of d i f f e r e n t i a l  equations, with independent var iab le  x and dependent 
va r i ab le s  yl’ . . * ?  Yn? i s  conformally invar ian t  under the  k-th enlargement 
of a continuous one-parameter group G of transformations, then t h e  invar ian t  1 
so lu t ions  of the  system can be expressed i n  terms of x and the  constants Z 
k ) ,  t he  g being func t iona l ly  independent 
6 6 i 3 * *  .?  Yn, 6 where Z (x) = g (y  
absolute invar ian ts  of G (considering x, y . . .’ y as the independent 
v a r i a b l e s ) .  
1 1 n 
The proof follows d i r e c t l y  from theorem 1 and d e f i n i t i o n  1. 
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