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Abstract
We derive both Lagrangian and Hamiltonian mechanics as gauge
theories of Newtonian mechanics. Systematic development of the dis-
tinct symmetries of dynamics and measurement suggest that gauge
theory may be motivated as a reconciliation of dynamics with mea-
surement. Applying this principle to Newton’s law with the simplest
measurement theory leads to Lagrangian mechanics, while use of con-
formal measurement theory leads to Hamilton’s equations.
1 Introduction
Recent progress in field theory, when applied to classical physics, reveals a
previously unknown unity between various treatments of mechanics. His-
torically, Newtonian mechanics, Lagrangian mechanics and Hamiltonian me-
chanics evolved as distinct formulations of the content of Newton’s second
law. Here we show that Lagrangian and Hamiltonian mechanics both arise
as local gauge theories of Newton’s second law.
While this might be expected of Lagrangian mechanics, which is, after
all, just the locally coordinate invariant version of Newton’s law, achieving
Hamiltonian mechanics as a gauge theory is somewhat surprising. The rea-
son it happens has to do with a new method of gauging scale invariance
called biconformal gauging. The study of biconformal gauging of Newtonian
mechanics serves a dual purpose. First, it sheds light on the meaning in
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field theory of biconformal gauging, which has already been shown to have
symplectic structure and to lead to a satisfactory relativistic gravity the-
ory. Second, we are now able to see a conceptually satisfying unification of
Hamiltonian mechanics with its predecessors..
Beyond these reasons for the study, we find a hint of something deeper.
The biconformal gauging of Newton’s law actually leads to something midway
between configuration space and phase space – a 6-dimensional symplectic
space in which motion is described by Hamilton’s equations, but which does
not change size with increasing numbers of particles. While many of the
mathematical properties of Hamiltonian dynamics continue to hold, we are
offered a tantalizing glimpse of a new possibility – perhaps this 6-dimensional
space is the proper “arena” for both classical and quantum physics. In our
conclusion, we revisit this conjecture.
Although the present article does not dwell on relativistic biconformal
spaces per se, we give a brief account of their history and properties. The
story starts with conformal gauge theories, which are notable for certain
pathologies: (1) the requirement for an invariant action in 2n dimensions to
be of nth order in the curvature and/or the requirement for auxiliary fields
to write a linear action, and (2) the presence of unphysical size changes. The
existence of a second way to gauge the conformal group was first explored
by Ivanov and Niederle [1], who were led to an eight dimensional manifold
by gauging the conformal group of a four dimensional spacetime. They re-
stricted the dependence on the extra four dimensions to the minimum needed
for consistency with conformal symmetry. Later, Wheeler [2], generalizing
to arbitrary dimensions, n, defined the class of biconformal spaces as the
result of the 2n-dim gauging without imposing constraints, showing it to
have symplectic structure and admit torsion free spaces consistent with gen-
eral relativity and electromagnetism. Wehner and Wheeler [3] went on to
write the most general class of actions linear in the biconformal curvatures,
eliminating problems (1) and (2) above, and showing that the resulting field
equations lead to the Einstein field equations.
For the purposes of the classical gauge theory considered here, it is suffi-
cient at the start to know that the full relativistic picture looks even better:
general relativity arises in a natural way from an action principle linear in the
biconformal curvatures. Unlike previous conformal gauge theories, the bicon-
formal gauging may be formulated in a uniform way in any dimension, does
not lead to unphysical size changes, and does not require auxiliary fields. For
further details, see [2] and [3]. In the conclusion to this paper we comment
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briefly on the phase-space-like interpretation of biconformal spaces.
In the next two sections, we make some observations regarding dynamical
laws, measurement theory and symmetry, then describe the global ISO(3)
symmetry of Newton’s second law and the global SO(4, 1) symmetry of New-
tonian measurement theory. In Sec. 4, we give two ways to make these differ-
ent dynamical and measurement symmetries agree. After briefly describing
our method of gauging in Sec. 5, we turn to the actual gauging of Newto-
nian mechanics. In Sec. 6 we show that the ISO(3) gauge theory leads to
Lagrangian mechanics, while in Sec. 7 we show that biconformal gauging of
the SO(4, 1) symmetry leads to Hamiltonian dynamics, including at the end
the case of multiple particles. In the penultimate section, we discuss an im-
portant question of interpretation, checking that there are no unphysical size
changes. Finally, we follow a brief summary with some observations about
the possible relevance to biconformal spaces and quantum physics.
2 What constitutes a physical theory?
We focus now on two essential features of any physical theory: dynamics and
measurement. Understanding the role played by each of these will lead us to a
deeper understanding of symmetry and ultimately to some novel conjectures
about the arena for physical theory.
To clarify the difference between dynamics and measurement, we first look
at quantum theory where the dynamics and measurement theories are quite
distinct from one another. Indeed, the dynamical law of quantum mechanics
is the Schro¨dinger equation,
Hˆψ = ih¯
∂ψ
∂t
This equation gives the time evolution of a state, ψ, but the state has no
direct physical meaning. Given a state, we still require a norm or an inner
product on states,
〈ψ | ψ〉 =
∫
V
ψ∗ψ d3x
to produce anything measurable. In addition, auxiliary rules for interpre-
tation are needed. Thus, the quantum norm above is interpreted as the
probability of finding the particle characterized by the state ψ in the vol-
ume V. Additional rules govern measurement of the full range of dynamical
variables.
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Now we return to identify these elements of Newtonian mechanics. New-
tonian mechanics is so closely tied to our intuitions about how things move
that we don’t usually separate dynamics and measurement as conceptually
distinct. Still, now that we know what we are looking for it is not difficult.
The dynamical law, of course, is Newton’s second law:
F i = m
dvi
dt
which describes the time evolution of a position vector of a particle. The
measurement theory goes back to the Pythagorean theorem – it is based on
the line element or vector length in Euclidean space:
ds2 = dx2 + dy2 + dz2
= ηijdx
idxj
v ·w = ηijv
iwj
where
ηij =

 1 1
1


is the Euclidean metric in Cartesian coordinates. It is metric structure that
provides measurable numbers from the position vectors, forces and other
elements related by the dynamical equation. As we shall see below, there
are also further rules required to associate quantities computed from the
dynamical laws with numbers measured in the laboratory.
Once we have both a dynamical law and a measurement theory, we can
begin detailed exploration of the physical theory. Generally, this means ana-
lyzing the nature of different interactions and making predictions about the
outcomes of experiments. For these two purposes – studying interactions
and making predictions – the most important tool is symmetry. The use
of symmetry for studying interactions follows from the techniques of gauge
theory, in which a dynamical law with a global symmetry is modified to
be consistent with a local symmetry of the same type. This procedure in-
troduces new fields into the theory, and these new fields generally describe
interactions. The use of symmetry for prediction relies on Noether’s theo-
rem, which guarantees a conserved quantity corresponding to any continuous
symmetry. Once we have such a conserved quantity, we have an immediate
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prediction: the conserved quantity will have the same value in the future
that it has now.
These three properties – dynamics, measurement, and symmetry – play
a role in every meaningful physical theory.
Once again, quantum theory provides a convenient example. Both the
dynamical law and the measurement theory make certain multiples of the
wave function equivalent. The dynamical law is linear, hence consistent with
arbitrary multiples of solutions. However, because of the derivatives involved
in the Schro¨dinger equation, these multiples must be global, ψ → A0e
iϕ0ψ.
In contrast to this, we easily see that the quantum norm is preserved by local
multiples, as long as the multiple is a pure phase:
ψ → eϕ(x)ψ
Of course, U (1) gauge theory and the usual normalization of the wave func-
tion provide one means of reconciling these differences in symmetry. Notice
that resolving the differences is accomplished by modifying the symmetry
of the dynamical equation to agree with that of the measurement theory,
both by restriction (fixing A0 to normalize ψ) and extension (modifying the
dynamical law to be consistent with local U(1) transformations).
Gauging the U(1) phase symmetry plays an extremely important role. By
the general procedure of gauging, we replace global symmetries by local ones,
and at the same time replace the dynamical law by one consistent with the
enlarged symmetry. Well-defined techniques are available for accomplishing
the required change in the dynamical laws. When the gauging procedure is
applied to the phase invariance of quantum field theory, the result is a theory
that includes electromagnetism. Thus, the gauging procedure provides a way
to systematically introduce interactions between particles – forces. In rela-
tivistic mechanics, gauging provides a successful theory of gravity – general
relativity. As we shall see, gauging works well in the Newtonian case too.
Although we will not look for new interactions in the Newtonian gauge the-
ory (these include gravity in the relativistic version), we will see that gauging
leads directly to Hamilton’s equations.
The symmetry of Newtonian mechanics is often taken to be the set of
transformations relating inertial frames. We can arrive at this conclusion by
asking what transformations leave the dynamical equation invariant. The
answer is that Newton’s second law is invariant under any transformation of
5
the form
xi → J i jx
j + vit+ xi0
F i → J i jF
j
where J i j is a constant, nondegenerate matrix and v
i and xi0 are constant
vectors. A shift in the time coordinate and time reversal are also allowed.
However, not all of these are consistent with the measurement theory. If we
ask which of the transformations above also preserve the Pythagorean norm,
we must further restrict J i j to be orthogonal. Newtonian mechanics is thus
invariant under
xi → Oi jx
j + vit+ xi0
F i → Oi jF
j
t → t+ t0
While this brief argument leads us to the set of orthogonal inertial frames,
it is not systematic. Rather, as we shall see, this is a conservative estimate
of the symmetries that are possible.
In the next sections, we treat the symmetries of Newtonian mechanics
in a more systematic way. In preparation for this, recall that in the quan-
tum phase example, we both restricted and extended the dynamical law to
accommodate a symmetry of the measurement theory, but arriving at the
inertial frames for the Newtonian example we only restricted the symmetry
of the dynamical law. This raises a general question. When the dynamical
law and measurement theory have different symmetries, what do we take as
the symmetry of the theory? Clearly, we should demand that the dynami-
cal equations and the measurement theory share a common set of symmetry
transformations. If there is a mismatch, we have three choices:
1. Restrict the symmetry to those shared by both the dynamical laws and
the measurement theory.
2. Generalize the measurement theory to one with the same symmetry as
the dynamical law.
3. Generalize the dynamical equation to one with the same symmetry as
the measurement theory.
6
We annunciate and apply the Goldilocks Principle: Since we recognize
that symmetry sometimes plays an important predictive role in specifying
possible interactions, option #1 is too small. It is unduly restrictive, and
we may miss important physical content. By contrast, the symmetry of
measurement is too large for option #2 to work – inner products generally
admit a larger number of symmetries than dynamical equations. Option #3
is just right : there are general techniques for enlarging the symmetry of a
dynamical equation to match that of a measurement theory. Indeed, this
is precisely what happens in gauge theories. The extraordinary success of
gauge theories may be because they extend the dynamical laws to agree with
the maximal information permitted within a given measurement theory.
We will take the point of view that the largest possible symmetry is
desirable, and will therefore always try to write the dynamical law in a way
that respects the symmetry of our measurement theory. This leads to a
novel gauging of Newton’s law. In the next section we look in detail at two
symmetries of the second law: the usual Euclidean symmetry, ISO(3), and
the SO(4, 1) conformal symmetry of a modified version of Newton’s law.
Each of these symmetries leads to an interesting gauge theory.
3 Two symmetries of classical mechanics
In this section we first find the symmetry of Newton’s second law, then find
the symmetry of Newtonian measurement theory.
3.1 Symmetry of the dynamical equation
Newton’s second law
F = m
dv
dt
(1)
has several well-known symmetries. The point symmetries leaving eq.(1)
invariant are derived in Appendix 1. The result is that two allowed coordi-
nate systems must be related by a constant, inhomogeneous, general linear
transformation, together with a shift (and possible time reversal) of t :
x˜m = Jmnx
n + vm0 t+ x
m
0 (2)
t˜ = t+ t0 (3)
F˜m = JmnF
n (4)
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where Jmn is any constant, non-degenerate matrix, v
m
0 and x
m
0 are arbitrary
constant vectors, and t0 is any real constant.
Notice that, setting eλ = |det (Jmn)|, Newton’s second law transforms
covariantly with respect to rescaling of units. Both sides of the dynamical
law transform by an overall factor of e−2λ.
Eqs.(2-4) gives a 16-parameter family of transformations: nine for the
independent components of the 3× 3 matrix J, three for the boosts vi0, three
more for the arbitrary translation, xm0 , and a single time translation. The
collection of all of these coordinate sets constitutes the maximal set of inertial
systems. This gives us the symmetry of the dynamical law.
3.2 Symmetry of Newtonian measurement theory
Newtonian measurement theory begins with the Pythagorean theorem as
embodied in the line element and corresponding vector product
ds2 = dx2 + dy2 + dz2 = ηijdx
idxj (5)
v ·w = ηijv
iwj (6)
The line element is integrated to find lengths of curves, while the dot product
lets us find components of vectors by projecting on a set of basis vectors. But
to have a line element or an inner product is not enough to have a theory of
measurement. We must be specific about how the numbers found from the
inner product relate to numbers measured in the laboratory.
Suppose we wish to characterize the magnitude of a displacement vector,
x, separating two particles by using the Euclidean inner product,
‖x‖2 = ηijx
ixj (7)
The result, to be meaningful, must still be expressed in some set of units,
say, meters or centimeters. The fact that either meters or centimeters will
do may be expressed by saying that we work with an equivalence class of
metrics differing by a positive multiplier. Thus, if we write eq.(7) for the
length of x in meters, then to give the length in centimeters we must write
‖x‖2 = 104ηijx
ixj
We regard these two metrics as equivalent, and indeed, all metrics of the
form
gij = e
2λ(x)ηij
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The factor e2λ(x) is called a conformal factor; two metrics which differ by a
conformal factor are conformally equivalent.
The symmetry group which preserves conformal equivalence classes of
metrics is the global conformal group, locally isomorphic to O(4, 1). The
conformal group is comprised of the following transformations:
yi =


Oi jx
j Orthogonal transformation
xi + ai Translation
eλxi Dilatation
xi+x2bi
1+2b·x+b2x2
Special conformal transformation
The first three of these are familiar symmetries. We now discuss each of the
conformal symmetries, and the relationship between the SO(4, 1) symmetry
of classical measurement theory and the ISO(3) symmetry of the dynamical
law.
3.3 Relationship between the dynamical and measure-
ment symmetries
As expected, there are some simple relationships between the symmetries
of Newton’s second law and the symmetries of the Euclidean line element.
Indeed, if we restrict to global conformal transformations, the first three –
orthogonal transformations, translations, and dilatations – all are allowed
transformations to new inertial frames. We only need to restrict the global
general linear transformations Jmn of eqs.(2) and (4) to orthogonal, O
m
n for
these to agree, while the vm0 t + x
m
0 part of eq.(2) is a parameterized global
translation.
For global dilatations we see the invariance of Newton’s second law simply
because the units on both sides of the equation match:
[F] =
kg ·m
s2
[ma] = kg ·
m
s2
The dilatation corresponds to e−2λ = |det (Jmn)| in eqs.(2) and (4). Notice
that the conformal transformation of units considered here is completely dif-
ferent from the conformal transformations (or renormalization group trans-
formations) often used in quantum field theory. The present transformations
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are applied to all dimensionful fields, and it is impossible to imagine this
simple symmetry broken. By contrast, in quantum field theory only certain
parameters are renormalized and there is no necessity for dilatation invari-
ance.
To make the effect of dilatations more transparent, we use fundamental
constants to express their units as (length)k for some real number k called the
conformal weight . This allows us to quickly compute the correct conformal
factor. For example, force has weight k = −2 since we may write[
1
hc
F
]
=
1
l2
The norm of this vector then transforms as∥∥∥∥ 1hcF
∥∥∥∥→ e−2λ
∥∥∥∥ 1hcF
∥∥∥∥
With this understanding, we see that Newton’s law, eq.(1), transforms co-
variantly under global dilatations. With
[
1
hc
F
]
=
1
l2[
mv
h
]
=
1
l[
1
c
d
dt
]
=
1
l
the second law, (
1
hc
)
F =
1
c
d
dt
(
mv
h
)
(8)
has units (length)−2 throughout:
[(
1
hc
)
F
]
=
[(
1
c
d
dt
)(
mv
h
)]
=
1
l2
(9)
Under a global dilatation, we therefore have
e−2λ
(
1
hc
)
F = e−λ
1
c
d
dt
(
e−λ
mv
h
)
= e−2λ
1
c
d
dt
(
mv
h
)
(10)
Newton’s law is therefore globally dilatation covariant, of conformal weight
−2.
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The story is very different for special conformal transformations. These
surprising looking transformations are translations in inverse coordinates.
Defining the inverse to any coordinate xi as
yi = −
xi
x2
we find the general form of a special conformal transformation by inverting,
translating by an arbitrary, constant vector, −bi, then inverting once more:
xi → −
xi
x2
→ −
xi
x2
− bi → qi =
xi + x2bi
1 + 2bixi + b2x2
The inverse is given by the same sequence of steps, with the opposite sign of
bi, applied to qi, i.e.,
xi =
qi − q2bi
1− 2qibi + q2b2
As we show in Appendix 2, the transformation has the required effect of
transforming the metric according to
ηab →
(
1− 2bixi + b
2x2
)
−2
ηab (11)
and is therefore conformal. This time, however, the conformal factor is not
the same at every point. These transformations are nonetheless global be-
cause the parameters bi are constant – letting bi be an arbitrary function of
position would enormously enlarge the symmetry in a way that no longer
returns a multiple of the metric.
In its usual form, Newton’s second law is not invariant under global spe-
cial conformal transformations. The derivatives involved in the acceleration
do not commute with the position dependent transformation:
e−2λ(b,x)
(
1
hc
)
F 6= e−λ(x)
1
c
d
dt
(
e−λ(b,x)
∂xi
∂qj
mvj
h
)
(12)
and the dynamical law is not invariant.
4 A consistent global symmetry for Newto-
nian mechanics
Before we can gauge “the” symmetry of Newtonian mechanics, we face the
dilemma described in the second section: our measurement theory and our
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dynamical equation have different symmetries. The usual procedure for New-
tonian mechanics is to restrict to the intersection of the two symmetries, re-
taining only global translations and global orthogonal transformations, giv-
ing the inhomogeneous orthogonal group, ISO(3). This group can then be
gauged to allow local SO(3) transformations. However, in keeping with our
(Goldilocks) principal of maximal symmetry, and noting that the conformal
symmetry of the measurement theory is larger than the Euclidean symmetry
of the second law, we will rewrite the second law with global conformal sym-
metry, O(4, 1). The global conformal symmetry may then be gauged to allow
local SO(3)× R+ (homothetic) transformations. In subsequent sections we
will carry out both of these gaugings.
Our goal in this section is to write a form of Newton’s second law which
is covariant with respect to global conformal transformations. To begin, we
have the set of global transformations
yi = Oi jx
j
yi = xi + ai
yi = eλxi
yi =
xi + x2bi
1 + 2b · x+ b2x2
= β−1
(
xi + x2bi
)
As seen above, it is the derivatives that obstruct the full conformal symmetry
(see eq.(12)). The first three transformations already commute with ordinary
partial differentiation of tensors because they depend only on the constant
parameters Oi j , a
i and λ. After a special conformal transformation, how-
ever, the velocity becomes a complicated function of position, and when we
compute the acceleration,
ai =
dvi
dt
=
∂yi
∂xj
d2xi
dt2
+ vk
∂
∂xk
(
∂yi
∂xj
vj
)
the result is not only a terrible mess – it is a different terrible mess than
what we get from the force (see Appendix 3). The problem is solved if we
can find a new derivative operator that commutes with special conformal
transformations.
The mass also poses an interesting problem. If we write the second law
as
F =
d
dt
(mv) (13)
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we see that even “constant” scalars such as mass pick up position dependence
and contribute unwanted terms when differentiated
m → e−λ(x)m
∂im → e
−λ(x)∂im− e
−λ(x)m∂iλ
We can correct this problem as well, with an appropriate covariant derivative.
To find the appropriate derivation, we consider scalars first, then vectors,
with differentiation of higher rank tensors following by the Leibnitz rule. For
nonzero conformal weight scalars we require
Dks(n) = ∂ks(n) + ns(n)Σk
while for vectors we require a covariant derivative of the form,
Dkv
i
(n) = ∂kv
i
(n) + v
j
(n)Λ
i
jk + nv
i
(n)Σk
Continuing first with the scalar case, we easily find the required transfor-
mation law for Σk. Transforming s(n) we demand covariance,
D′ks
′
(n) =
(
Dks(n)
)
′
where
D′ks
′
(n) = e
−λ∂k
(
enλs(n)
)
+ n
(
enλs(n)
)
Σ′k
and (
Dks(n)
)
′
= en
′λ
(
Dks(n)
)
Since derivatives have conformal weight −1, we expect that1
n′ = n− 1
Imposing the covariance condition,
e−λ∂k
(
enλs(n)
)
+ n
(
enλs(n)
)
Σ′k = e
n′λ
(
Dks(n)
)
e−λ
(
s(n)n∂kλ+ ∂ks(n)
)
+ ns(n)Σ
′
k = e
−λ
(
∂ks(n) + ns(n)Σk
)
s(n)n∂kλ+ ne
λs(n)Σ
′
k = ns(n)Σk
1In field theory, the coordinates and therefore the covariant derivative are usually taken
to have zero weight, while dynamical fields and the metric carry the dimensional infor-
mation. In Newtonian physics, however, the coordinate is also a dynamical variable, and
must be assigned a weight.
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or
Σ′k = e
−λ (Σk − ∂kλ)
Since we assume the usual form of Newton’s law holds in some set of coordi-
nates, Σk will be zero for these coordinate systems. Therefore, we can take
Σk to be zero until we perform a special conformal transformation, when
it becomes −ne−λ∂kλ. Notice that since λ is constant for a dilatation, Σk
remains zero if we simply change from furlongs to feet.
Since a special conformal transformation changes the metric from the flat
metric ηij to the conformal metric
gij = e
2λ(x)ηij = β
−2ηij (14)
where
β = 1 + 2b · x+ b2x2 (15)
we need a connection consistent with a very limited set of coordinate trans-
formations. This just leads to a highly restricted form of the usual metric
compatible Christoffel connection. From eq.(14) we compute immediately,
Λijk =
1
2
gim (gmj,k + gmk,j − gjk,m)
= ηim (ηmjλ,k + ηmkλ,j − ηjkλ,m) (16)
where
λ,k = −β
−1β,k
Notice that Λijk has conformal weight −1, and vanishes whenever bi = 0.
We can relate Σk directly to the special conformal connection Λ
i
jk. The
trace of Λijk is
Λk ≡ Λ
i
ik = 3λ,k
so that
Σk = −λ,k
= −
1
3
Λk
The full covariant derivative of, for example, a vector of conformal weight n,
may therefore be written as
Dkv
i
(n) = ∂kv
i
(n) + v
j
(n)Λ
i
jk −
n
3
vi(n)Λk (17)
where Λijk is given by eq.(16).
14
4.1 Constant mass and conformal dynamics
Extending the symmetry of classical mechanics to include special conformal
transformations introduces an unusual feature: even constants such as mass
may appear to be position dependent. But we are now in a position to say
what it means for a scalar to be constant. Since mass has conformal weight
−1, we demand
Dkm = ∂km+
1
3
Λkm = 0
That is, constant mass now means covariantly constant mass.
This equation is always integrable because Λk is curl-free,
Λk,m − Λm,k = 3 (λ,km − λ,mk) = 0
Integrating,
m = m0e
−λ
Any set of masses,
{
m(1), m(2), . . . , m(N)
}
, in which each element satisfies the
same condition,
Dkm(i) = 0, i = 1, . . . , N
gives rise to an invariant spectrum of measurable mass ratios,
MR =
{
m1
m0
,
m2
m0
, . . . ,
mN
m0
}
since the conformal factor cancels out. Here we have chosen h
m0c
as our unit
of length.
We can also write Newton’s second law in an invariant way. The force is
a weight −2 vector. With the velocity transforming as a weight zero vector
and the mass as a wehght −1 scalar, the time derivative of the momentum
now requires a covariant derivative,
D (mvi)
Dt
=
d
dt
(
mvi
)
+mvjvkΛijk +
1
3
mvivkΛk
Then Newton’s law is
F i =
D
Dt
(
mvi
)
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To see how this extended dynamical law transforms, we check conformal
weights. The velocity has the dimensionless form
1
c
dxi
dt
The covariant derivative reduces this by one, so the acceleration has con-
formal weight −1. The mass also has weight −1, while the force, as noted
above, has weight −2. Then we have:
F˜ i =
D
Dt˜
(
m˜v˜i
)
The first term in the covariant time derivative becomes
d
dt˜
(
m˜v˜i
)
= e−λ
d
dt
(
e−λm
∂yi
∂xj
vj
)
= e−2λ
∂yi
∂xj
d
dt
(
mvj
)
+ e−λmvj
dxk
dt
∂
∂xk
(
e−λ
∂yi
∂xj
)
The final term on the right exactly cancels the inhomogeneous contributions
from Λijk and Λk, leaving the same conformal factor and Jacobian that mul-
tiply the force:
e−2λ
∂yi
∂xj
F j = e−2λ
∂yi
∂xj
(
d (mvj)
dt
+mvmvkΛjmk +
1
3
mvjvkΛk
)
The conformal factor and Jacobian cancel, so if the globally conformally
covariant Newton’s equation holds in one conformal frame, it holds in all
conformal frames.
The transformation to the conformally flat metric
gij = e
2ληij = β
−2ηij
does not leave the curvature tensor invariant. This only makes sense – just
as we have an equivalence class of metrics, we require an equivalence class of
curved spacetimes. The curvature for gij is computed in Appendix 4.
We now want to consider what happens when we gauge the symmetries
associated with classical mechanics. In the next section, we outline some
basics of gauge theory. Then in succeeding sections we consider two gauge
theories associated with Newtonian mechanics. First, we gauge the Euclidean
ISO(3) invariance of F i = mai, then the full O(4, 1) conformal symmetry of
F i = D
Dt
(mvi).
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5 Gauge theory
Here we briefly outline the quotient group method of gauging a symmetry
group. Suppose we have a Lie group, G, with corresponding Lie algebra
[GA, GB] = c
C
AB GC
Suppose further that G has a subgroup H, such that H itself has no subgroup
normal in G. Then the quotient group G/H is a manifold with the symmetry
H acting independently at each point (technically, a fiber bundle). H is now
called the isotropy subgroup. The manifold inherits a connection from the
original group, so we know how to take H-covariant derivatives. We may
then generalize both the manifold and the connection, to arrive at a class of
manifolds with curvature, still having local H symmetry. We consider here
only the practical application of the method. Full mathematical details may
be found, for example, in [4].
The generalization of the connection proceeds as follows. Rewriting the
Lie algebra in the dual basis of 1-forms defined by〈
GA, ω
B
〉
= δBA
we find the Maurer-Cartan equation for G,
dωC = −
1
2
c CAB ω
A ∧ ωB
This is fully equivalent to the Lie algebra above. We consider the quotient by
H. The result has the same appearance, except that now all of the connection
1-forms ωA are regarded as linear combinations of a smaller set spanning the
quotient. Thus, if the Lie algebra of H has commutators
[Ha, Hb] = c
c
ab Hc
then the Lie algebra for G may be written as
[Gα, Gβ] = c
ρ
αβ Gρ + c
a
αβ Ha
[Gα, Ha] = c
ρ
αa Gρ + c
b
αa Hb
[Ha, Hb] = c
c
ab Hc
where α and a together span the full range of the indices A. Because H con-
tains no normal subgroup of G, the constants c ραa are nonvanishing for some
17
α for all a. The Maurer-Cartan structure equations take the corresponding
form
dωρ = −
1
2
c ραβ ω
α ∧ ωβ −
1
2
c ραa ω
α ∧ ωa (18)
dωa = −
1
2
c aαβ ω
α ∧ ωβ −
1
2
c aαb ω
α ∧ ωb −
1
2
c abc ω
b ∧ ωc (19)
and we regard the forms ωa as linearly dependent on the ωα,
ωa = ωaαω
α
The forms ωα span the base manifold and the ωa give an H-symmetric con-
nection.
Of particular interest for our formulation is the fact that eq.(18) gives rise
to a covariant derivative. Because H is a subgroup, dωρ contains no term
quadratic in ωa, and may therefore be used to write
0 = Dωρ ≡ dωρ + ωα ∧ ω ρα
with
ω ρα ≡
1
2
c ραβ ω
β −
1
2
c ραa ω
a
This expresses the covariant constancy of the basis. As we shall see in our
SO(3) gauging, this derivative of the orthonormal frames ωρ is not only
covariant with respect to local H transformations, but also leads directly to a
covariant derivative with respect to general coordinate transformations when
expressed in a coordinate basis. This is the reason that general relativity may
be expressed as both a local Lorentz gauge theory and a generally coordinate
invariant theory, and it is the reason that Lagrangian mechanics with its
“generalized coordinates” may also be written as a local SO(3) gauge theory.
Continuing with the general method, we introduce curvature two forms.
These are required to be quadratic in the basis forms ωα only,
Ra =
1
2
Ra αβω
α ∧ ωβ
Rρ =
1
2
Rρ αβω
α ∧ ωβ
Then the modified connection is found by solving
dωρ = −
1
2
c ραβ ω
α ∧ ωβ −
1
2
c ραa ω
α ∧ ωa +Rρ
dωa = −
1
2
c aαβ ω
α ∧ ωβ −
1
2
c aαb ω
α ∧ ωb −
1
2
c abc ω
b ∧ ωc +Ra
18
and we may use any manifold consistent with this local structure.
This technique is used, for example, as a gauge approach to general rela-
tivity by constructing a class of manifolds with local Lorentz structure. One
takes the quotient of the Poincare´ group by the Lorentz group. Our construc-
tions of Newtonian theory will illustrate the method, although we will not
generalize to curved spaces or different manifolds. As a result, the structure
equations in the form of eqs.(18, 19) describe the geometry and symmetry of
our gauged dynamical law.
6 A Euclidean gauge theory of Newtonian
mechanics
We begin by gauging the usual restricted form of the second law, using the
Euclidean group as the initial global symmetry. The familiar form (see Ap-
pendix 5) of the Lie algebra of the Euclidean group, iso(3), is
[Ji, Jj] = ε
k
ij Jk
[Ji, Pj] = ε
k
ij Pk
[Pi, Pj] = 0
Using the quotient group method, we choose so(3) as the isotropy subgroup.
Then introducing the Lie algebra valued 1-forms ωi dual to Ji and e
i dual to
Pi we write the Maurer-Cartan structure equations
dωm = −
1
2
c mij ω
iωj = −
1
2
ε mij ω
iωj
dem = −c mij ω
iej = −ε mij ω
iej
Defining
ωk =
1
2
εk mnω
mn
these take a form familiar from general relativity,
dωmn = ωmkω nk (20)
dem = ekω mk (21)
with ωmn the spin connection and em the dreibein. These equations are
equivalent to the commutation relations of the Lie algebra, with the Jacobi
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identity following as the integrability condition d2 = 0, i.e.,
d2ωmn = d
(
ωmjω nj
)
= dωmjω nj − ω
mjdω nj
≡ 0
d2em = d
(
ωm ke
k
)
= dωm ke
k − ωm kde
k
≡ 0
Eqs.(20) and (21) define a connection on a three dimensional (flat) manifold
spanned by the three 1-forms em.We take ωmn to be a linear combination of
the em. This completes the basic construction.
The equations admit an immediate solution because the spin connection,
ωmn is in involution. The 6-dimensional group manifold therefore admits
coordinates yi such that
ωmn = wmn αdy
α
and there are submanifolds given by ym = const. On these 3-dimensional
submanifolds, ωmn = 0 and therefore
dem = ωm ke
k = 0
with solution
em = δmα dx
α
for an additional three coordinate functions xα. This solution gives Cartesian
coordinates on the yα = const. submanifolds. Identifying these manifolds as
a copies of our Euclidean 3-space, we are now free to perform an arbitrary
rotation at each point.
Performing such local rotations on orthonormal frames leads us to general
coordinate systems. When we do this, the spin connection ωmn takes the
more general, pure gauge, form
ωmn = −
(
dOm j
)
O¯jn
where Om j (x) is a local orthogonal transformation and O¯
jn (x) its inverse.
Then ei provides a general orthonormal frame field,
ei = e iα dx
α
The coefficients e iα (x) may be determined once we know O
m
j (x) .
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The second Maurer-Cartan equation gives us a covariant derivative as
follows. Expand any 1-form in the orthonormal basis,
v = vie
i
Then we define the covariant exterior derivative via
(Dvi) e
i = dv
= d
(
vie
i
)
= dvie
i + vide
i
=
(
dvk − viω
i
k
)
ek
Similar use of the product rule gives the covariant derivative of higher rank
tensors. This local SO (3)-covariant derivative of forms in an orthonormal
basis is equivalent to a general coordinate covariant derivative when expressed
in terms of a coordinate basis. We see this as follows.
Rewriting eq.(21) in the form
dei + ekωi k = 0
we expand in an arbitrary coordinate basis, to find
dxα ∧ dxβ
(
∂αe
i
β + e
k
α ω
i
kβ
)
= 0
The term in parentheses must therefore be symmetric:
∂αe
i
β + e
k
α ω
i
kβ ≡ Γ
i
αβ = Γ
i
βα
Writing
Γiβα = e
i
µ Γ
µ
βα
we define the covariant constancy of the basis coefficients,
Dαe
i
β ≡ ∂αe
i
β + e
k
α ω
i
kβ − e
i
µ Γ
µ
βα = 0 (22)
Eq.(22) relates the SO(3)-covariant spin connection for orthonormal frames
to the Christoffel connection for general coordinate transformations. Since
the covariant derivative of the orthogonal metric η = diag(1, 1, 1) is zero,
Dαηab = ∂αηab − ηcbω
c
a − ηacω
c
b
= −ηcbω
c
a − ηacω
c
b
= 0
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where the last step follows by the antisymmetry of the SO(3) connection, we
have covariant constancy of the metric:
Dαgµν = Dα
(
ηabe
a
µ e
b
ν
)
= 0
This is inverted in the usual way to give the Christoffel connection for SO(3),
Γαµν =
1
2
gαβ (gβµ,ν + gβν,µ − gµν,β) (23)
The Christoffel connection may also be found directly from eq.(22) using
gµν = ηabe
a
µ e
b
ν . There is little practical difference between the ability
to perform local rotations on an orthonormal frame field, and the ability
to perform arbitrary transformations of coordinates. It is just a matter of
putting the emphasis on the coordinates or on the basis vectors (see [5]). It
is this equivalence that makes the SO(3) gauge theory equivalent to the use
of “generalized coordinates” in Lagrangian mechanics.
Since Newtonian 3-space is Euclidean and we have not generalized to
curved spaces, the metric is always just a diffeomorphism away from or-
thonormal, that is,
e aα = J
a
α =
∂ya
∂xα
gαβ = ηabe
a
α e
b
β = ηab
∂ya
∂xα
∂yb
∂xβ
(24)
and the connection takes the simple form
Γαµν = −
∂xα
∂ya
∂2ya
∂xµ∂xν
(25)
which has, of course, vanishing curvature. Notice that (ea, ωa c) or equiv-
alently,
(
gαβ ,Γ
α
µν
)
, here describe a much larger class of coordinate transfor-
mations than the global conformal connection Λijk of Sec. 4. The connection
of eq.(25) gives a derivative which is covariant for any coordinate transfor-
mation.
This completes our description of Euclidean 3-space in general SO(3)
frames or general coordinates. We now generalize Newton’s second law to be
consistent with the enhanced symmetry.
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6.1 Generally covariant form of Newton’s law
The generalization of Newton’s second law to a locally SO(3) covariant form
of mechanics is now immediate. We need only replace the time derivative by
a directional covariant derivative,
F i = vkDk
(
mvi
)
where
Dkv
i ≡ ∂kv
i + vjΓijk (26)
and Γijk is given by eq.(25). This is the principal result our the SO(3) gauging.
If F i is curl free, then it may be written as the contravariant form of the
gradient of a potential
F i = −gij
∂φ
∂xj
The covariant form of Newton’s law then follows as the extremum of the
action
S =
∫
dt
(
m
2
gmn
dxm
dt
dxn
dt
− φ
)
The integrand is identical to the usual Lagrangian for classical mechanics,
so the ISO(3) gauge theory has led us to Lagrangian mechanics. Indeed,
it is straightforward to check that the terms of the Euler-Lagrange equation
involving the kinetic energy
T =
m
2
gmn
dxm
dt
dxn
dt
where gmn is given by eq.(24), combine to give precisely the covariant accel-
eration:
d
dt
∂T
∂vi
−
∂T
∂xi
= mvmDmv
i (27)
with Dmv
i as in eq.(26) and Γijk as in eq.(23). This equivalence is the central
result of this section. This result is expected, since Lagrangian mechan-
ics was formulated in order to allow “generalized coordinates”, i.e., general
coordinate transformations, but the equivalence is rarely pointed out.
We treat multiple particles in the usual way. Suppose we have Newton’s
second law for each of N variables. Then we have the system
F iA = mAa
i
A
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for A = 1, 2, . . . , N. The symmetry, however, applies in the same way to each
particle’s coordinates, so the symmetry of the full system is still described
by ISO(3). When we gauge ISO(3) we therefore still have a coordinate-
invariant formulation of Euclidean 3-space with connection and metric as
given in eqs.(24) and (25). The only change comes in the action, which we
now write as a sum over all particles:
S =
∑
A
∫
dt
(
mA
2
gmn (xA)
dxmA
dt
dxnA
dt
− φ (xA)
)
Notice how the metric suffices for all N particles because it is a function
of position. Each term in the sum causes the metric to be evaluated at a
different point.
We have therefore shown that the locally SO(3)-covariant gauge theory
of Newton’s second law is Lagrangian mechanics.
We now repeat the procedure for the full conformal symmetry associated
with Newtonian measurement theory.
7 A conformal gauge theory of Newtonian
mechanics
Now we gauge the full O(4, 1) symmetry of our globally conformal form of
Newton’s law. The Lie algebra of the conformal group (see Appendix 5) is:
[Ma b,M
c
d] = δ
c
bM
a
d − η
caηbeM
e
d − ηbdM
ac + δadM
c
b
[Ma b, Pc] = ηbcη
aePe − δ
a
cPb
[Ma b, K
c] = δcbK
a − ηcaηbeK
e
[Pb, Kd] = −ηbeM
e
d − ηbdD
[D,Pa] = −Pa
[D,Ka] = Ka (28)
whereMa b, Pa, Ka and D generate rotations, translations, special conformal
transformations and dilatations, respectively.
As before, we write the Lie algebra in terms of the dual basis of 1-forms,
setting
〈Ma b, ω
c
d〉 = δ
c
bδ
a
d − η
caηbe
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〈Pb, e
a〉 = δab
〈Ka, fb〉 = δ
a
b
〈D,W〉 = 1
The Maurer-Cartan structure equations are therefore
dωa b = ω
c
b ω
a
c + fbe
a − ηacηbdfce
d (29)
dea = ecωa c +We
a (30)
dfa = ω
c
afc + faW (31)
dW = eafa (32)
So far, these structure equations look the same regardless of how the group
is gauged. However, there are different ways to proceed from here because
there is more than one sensible subgroup. In principle, we may take the
quotient of the conformal group by any subgroup, as long as that subgroup
contains no normal subgroup of the conformal group. However, we certainly
want the final result to permit local rotations and local dilatations. Looking
at the Lie algebra, we see only three subgroups2 satisfying this condition,
namely, those generated by one of the following three sets of generators
{Ma b, Pa, D}
{Ma b, Ka, D}
{Ma b, D}
The first two generate isomorphic subgroups, so there are really only two
independent choices, {Ma b, Ka, D} and {M
a
b, D}. The most natural choice
is the first because it results once again in a gauge theory of a 3-dim Euclidean
space. However, it leads only to a conformally flat 3-geometry with no new
features. The final possibility, {Ma b, D} , is called biconformal gauging. It
turns out to be interesting.
Therefore, we perform the biconformal gauging, choosing the homoge-
neous Weyl group generated by {Ma b, D} for the local symmetry. This
means that the forms ea and fa are independent, spanning a 6-dimensional
sub-manifold of the conformal group manifold.
2We consider only rotationally and dilatationally covariant subgroups, which restricts
consideration to subsets of {Ma
b
, Pa, Ka, D} and not, for example, collections such as
{P2, K2, D}.
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The solution of the structure equations (see [2]), eqs.(29-32) may be put
in the form:
ωa b = (δ
a
dδ
c
b − η
acηdb) ycdx
d
W = −yadx
a
ea = dxa
fa = dya −
(
yayb −
1
2
y2ηab
)
dxb
Notice that if we hold ya constant, these forms are defined on a 3-dim space
with orthonormal basis ea = dxa. Since this is also a coordinate basis, this
subspace is Euclidean, and we identify it with the original configuration
space.
We can see that eafa is a symplectic form because e
a and fa are inde-
pendent, making this 2-form non-degenerate, while the structure equation,
eq.(32),
dW = eafa (33)
shows that eafa is closed, d (e
afa) = d
2W = 0. This is also evident from the
solution, where
eafa = dx
a
(
dya −
(
yayb −
1
2
y2ηab
)
dxb
)
= dxadya
is in canonical form. Because of this symplectic form we are justified in
identifying the solution as a relative of phase space.
Since we are in some 6-dimensional space, we cannot simply write New-
ton’s law as before. Moreover, with the interpretation as a relative of phase
space, we do not expect physical paths to be geodesics. We start then with
an action. Noting that the geometry contains a new one-form, the Weyl vec-
tor, it is reasonable to examine what paths are determined by its extremals.
Therefore, we consider the action
S0 =
∫
W
We add a function to make it interesting (note that the relativistic case adds
this function automatically). Then
S =
∫
(W + fdt)
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=
∫
(−ymdx
m + fdt)
= −
∫ (
ym
dxm
dt
− f
)
dt
Since the function now depends on six variables, xm, ym the variation gives
0 = δS
= −
∫ (
δym
dxm
dt
+ ym
dδxm
dt
−
∂f
∂xm
δxm −
∂f
∂ym
δym
)
dt
= −
∫ ((
dxm
dt
−
∂f
∂ym
)
δym +
(
−
dym
dt
−
∂f
∂xm
)
δxm
)
dt
so that
dxm
dt
=
∂f
∂ym
dym
dt
= −
∂f
∂xm
We recognize these immediately as Hamilton’s equations, if we identify the
function f with the Hamiltonian.
As expected, the symmetry of these equations includes local rotations
and local dilatations, but in fact is larger since, as we know, local symplectic
transformations preserve Hamilton’s equations.
Hamilton’s principal function follows by evaluating the action along the
classical paths of motion. This function is well-defined because the La-
grangian one-form is curl free on these paths:
L = ymdx
m − fdt
dL = dym ∧ dx
m − df ∧ dt
= dym ∧ dx
m −
∂f
∂ym
dym ∧ dt−
∂f
∂xm
dxm ∧ dt
=
(
dym +
∂f
∂xm
dt
)
∧
(
dxm −
∂f
∂ym
dt
)
= 0
where the last step follows by imposing the equations of motion. Thus, the
integral of
L = ymdx
m − fdt
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along solutions to Hamilton’s equations is independent of path, and
S (x) =
∫ x
x0
L
unambiguously gives Hamilton’s principal function.
7.1 Multiple particles
Multiple particles in the conformal gauge theory are handled in a way similar
to the Newtonian case. This is an important difference from the usual treat-
ment of Hamiltonian dynamics, where the size of the phase space depends
on the number of particles. Here, there is a single conformal connection on
the full conformal group manifold, and gauging still gives a 6-dimensional
space with a symplectic form. The variational principal becomes a sum over
all particles,
S =
N∑
A=1
∫ (
W
(
xmA , y
A
m
)
+ f
(
xmA , y
A
m
)
dt
)
= −
N∑
A=1
∫ (
yAm
dxmA
dt
− f
(
xmA , y
A
m
)
dt
)
Variation with respect to all 6N particle coordinates then yields the usual set
of Hamilton’s equations. If we regard the Lagrangian 1-form as depending
independently on all N particle positions,
L = −
N∑
A=1
(
yAm
dxmA
dt
− f
(
xmA , y
A
m
)
dt
)
then dL = 0 as before and Hamilton’s principal function is again well-defined.
The situation here is to be contrasted with the usual N -particle phase
space, which is of course 6N -dimensional. Instead we have a 6-dimensional
symplectic space in which all N particles move. The idea is to regard bi-
conformal spaces as fundamental in the same sense as configuration spaces,
rather than derived from dynamics the way that phase spaces are. This
means that in principle, dynamical systems could depend on position and
momentum variables independently. Classical solutions, however, have been
shown to separate neatly into a pair of 3-dimensional submanifolds with the
usual properties of configuration space and momentum space. Similarly, rel-
ativistic solutions with curvature separate into a pair of 4-dim manifolds with
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the properties of spacetime and energy-momentum space, with the Einstein
equation holding on the spacetime submanifold. These observations sug-
gest that the symplectic structure encountered in dynamical systems might
actually have kinematic (i.e., symmetry based) origins.
8 Is size change measurable?
While we won’t systematically introduce curvature, there is one important
consequence of dilatational curvature that we must examine. A full exam-
ination of the field equations for curved biconformal space ([2],[3] ) shows
that the dilatational curvature is proportional (but not equal) to the curl of
the Weyl vector. When this curvature is nonzero, the relative sizes of phys-
ical objects may change. Specifically, suppose two initially identical objects
move along paths forming the boundary to a surface. If the integral of the
dilatational curvature over that surface does not vanish the two objects will
no longer have identical sizes. This result is inconsistent with macroscopic
physics. However, we now show that the result never occurs classically. A
similar result has been shown for Weyl geometries [6].
If we fix a gauge, the change in any length dimension, l, along any path,
C, is given by the integral of the Weyl vector along that path:
dl = lWidx
i
l = l0 exp
(∫
C
Widx
i
)
It is this integral that we want to evaluate for the special case of classical
paths. Notice that this factor is gauge dependent, but if we compare two
lengths which follow different paths with common endpoints, the ratio of
their lengths changes in a gauge independent way:
l1
l2
=
l10
l20
exp
(∮
C1−C2
Widx
i
)
This dilatation invariant result represents measurable relative size change.
We now show that such measurable size changes never occur classically.
From the expression for the action we have
∫
Widx
i =
∫
Wi
dxi
dt
dt = S(x)−
∫ x
fdt
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where we write the action as a function of x because we are evaluating only
along classical paths, where S becomes Hamilton’s principle function. This
is precisely what we need. The right side of this expression is a function; its
value is independent of the path of integration. Therefore, the integral of the
Weyl vector along every classical path may be removed (all of them at once)
by the gauge transformation
e−S(x)+
∫
fdt
Then in the new gauge,∫
W ′idx
i =
∫ (
Wi − ∂iS(x) + ∂i
∫
fdt
)
dxi
=
∫
Widx
i − S(x) +
∫
fdt
= 0
regardless of the (classical) path of integration. Therefore, no classical objects
ever display measurable length change.
9 Conclusions
We have shown the following
1. The SO(3) gauge theory of Newton’s second law is Lagrangian me-
chanics
2. The SO(4, 1) gauge theory of Newton’s second law gives Hamilton’s
equations of motion on a fundamental 6-dim symplectic space.
These results provide a new unification of classical mechanics using the
tools of gauge theory.
We note several further insights.
First, by identifying the symmetries of a theory’s dynamical law from the
symmetry of its measurement theory, we gain new insight into the meaning
of gauge theory. Generally speaking, dynamical laws will have global sym-
metries while the inner products required for measurement will have local
symmetries. Gauging may be viewed as enlarging the symmetry of the dy-
namical law to match the symmetry of measurement, thereby maintaining
closer contact with what is, in fact, measurable.
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Second, we strengthen our confidence and understanding of the interpre-
tation of relativistic biconformal spaces as relatives of phase space. The fact
that the same gauging applied to classical physics yields the well-known and
powerful formalism of Hamiltonian dynamics suggests that the higher sym-
metry of biconformal gravity theories may in time lead to new insights or
more powerful solution techniques.
Finally, it is possible that the difference between the 6-dimensional sym-
plectic space of SO(4, 1) gauge theory and 2N -dimensional phase space of
Hamiltonian dynamics represents a deep insight. Like Hamiltonian dynam-
ics, quantum mechanics requires both position and momentum variables for
its formulation – without both, the theory makes no sense. If we take this
seriously, perhaps we should look closely at a higher dimensional symplectic
space as the fundamental arena for physics. Rather than regarding 2N -dim
phase space as a convenience for calculation, perhaps there is a 6-dim (or,
relativistically, 8-dim) space upon which we move and make our measure-
ments. If this conjecture is correct, it will be interesting to see the form
taken by quantum mechanics or quantum field theory when formulated on a
biconformal manifold.
The proof of Sec. 8 is encouraging in this regard, for not only do classi-
cal paths show no dilatation, but a converse statement holds as well: non-
classical paths generically do show dilatation. Since quantum systems may
be regarded as sampling all paths (as in a path integral), it may be possible to
regard quantum non-integrability of phases as related to non-integrable size
change. There is a good reason to think that this correspondence occurs: bi-
conformal spaces have a metric structure (consistent with classical collisions
[2]) which projects separately onto its position and momentum subspaces.
However, while the configuration space metric and momentum space met-
ric are necessarily identical, the biconformal projections have opposite signs.
This difference is reconciled if we identify the biconformal coordinate yk with
i times the momentum. This identification does not alter the classical results,
but it changes the dilatations to phase transformations when yk is replaced
by ipk. If this is the case, then the evolution of sizes in biconformal spaces,
when expressed in the usual classical variables, gives unitary evolution just
as in quantum physics. The picture here is much like the familiar treatment
of quantum systems as thermodynamic systems by replacing time by a com-
plex temperature parameter, except it is now the energy-momentum vector
that is replaced by a complex coordinate in a higher dimensional space. A
full examination of these questions takes us too far afield to pursue here, but
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they are under current investigation.
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Appendices
Appendix 1: Point transformations of Newton’s second law
Here we derive the point transformations leaving the second law invariant,
assuming the force to transform as a vector.
Consider a general coordinate transformation in which we replace the
Cartesian coordinates, xi, as well as the time parameter, by
qi = qi (x, t)
τ = τ (x, t)
We have four functions, each of four variables. This functions must be in-
vertible, so we may also write
xi = xi (q, τ)
t = t (q, τ)
The limitation on covariance comes from the acceleration. First, the velocity
is given by
vi =
dxi (q, τ)
dt
=
dτ
dt
(
∂xi
∂qj
dqj
dτ
+
∂xi
∂τ
)
where we use the usual summation convention on repeated indices, e.g.,
3∑
j=1
∂xi
∂qj
dqj
dτ
=
∂xi
∂qj
dqj
dτ
The acceleration is
ai =
dvi (q, τ)
dt
=
dτ
dt
d
dτ
(
dτ
dt
(
∂xi
∂qj
dqj
dτ
+
∂xi
∂τ
))
=
(
dτ
dt
)2 (
∂xi
∂qj
d2qj
dτ 2
+
∂xi
∂τ
)
+
dτ
dt
d2τ
dt2
(
∂xi
∂qj
dqj
dτ
+
∂xi
∂τ
)
+
(
dτ
dt
)2
dqk
dτ
(
∂2xi
∂qk∂qj
dqj
dτ
+
∂2xi
∂qk∂τ
)
+
(
dτ
dt
)2 (
∂2xi
∂τ∂qj
dqj
dτ
+
∂2xi
∂τ 2
)
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The first term is proportional to the acceleration of qi, but the remaining
terms are not. Since we assume that force is a vector, it changes according
to:
F i (x, t) =
∂xi
∂qj
F j (q, τ) (34)
where ∂x
i
∂qj
is the Jacobian matrix of the coordinate transformation. Substi-
tuting into the equation of motion, we have
1
m
∂xi
∂qj
F j (q, τ) =
(
dτ
dt
)2 (
∂xi
∂qj
d2qj
dτ 2
+
∂xi
∂τ
)
+
dτ
dt
d2τ
dt2
(
∂xi
∂qj
dqj
dτ
+
∂xi
∂τ
)
+
(
dτ
dt
)2
dqk
dτ
(
∂2xi
∂qk∂qj
dqj
dτ
+
∂2xi
∂qk∂τ
)
+
(
dτ
dt
)2 (
∂2xi
∂τ∂qj
dqj
dτ
+
∂2xi
∂τ 2
)
(35)
Multiplying by the inverse to the Jacobian matrix,
(
∂qm
∂xi
)
, eq.(35) becomes
1
m
Fm (q, τ) =
(
dτ
dt
)2 (
d2qm
dτ 2
+
∂qm
∂xi
∂xi
∂τ
)
+
dτ
dt
d2τ
dt2
(
dqm
dτ
+
∂qm
∂xi
∂xi
∂τ
)
+
(
dτ
dt
)2 (
∂qm
∂xi
∂2xi
∂qk∂qj
dqk
dτ
dqj
dτ
+
dqk
dτ
∂qm
∂xi
∂2xi
∂qk∂τ
)
+
(
dτ
dt
)2 (
∂qm
∂xi
∂2xi
∂τ∂qj
dqj
dτ
+
∂qm
∂xi
∂2xi
∂τ 2
)
(36)
Therefore, Newton’s second law holds in the new coordinate system
Fm (q, τ) = m
d2qm
dτ 2
if and only if:
1 =
(
dτ
dt
)2
(37)
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0 =
∂qm
∂xi
∂xi
∂τ
(38)
0 =
dτ
dt
d2τ
dt2
(
dqm
dτ
+
∂qm
∂xi
∂xi
∂τ
)
+
(
dτ
dt
)2 (
∂qm
∂xi
∂2xi
∂qk∂qj
dqk
dτ
dqj
dτ
+
dqk
dτ
∂qm
∂xi
∂2xi
∂qk∂τ
)
+
(
dτ
dt
)2 (
∂qm
∂xi
∂2xi
∂τ∂qj
dqj
dτ
+
∂qm
∂xi
∂2xi
∂τ 2
)
(39)
Therefore, we have
τ = t+ t0
together with the possibility of time reversal,
τ = −t+ t0
for the time parameter. Using the first two equations to simplify the third
(including d
2τ
dt2
= 0),
0 =
(
∂qm
∂xi
∂2xi
∂qk∂qj
)
dqk
dτ
dqj
dτ
+2
∂qm
∂xi
∂2xi
∂qk∂τ
dqk
dτ
+
∂2xi
∂τ 2
∂qm
∂xi
(40)
Now, since the components of the velocity, dq
k
dτ
, are independent we get three
equations,
0 =
∂qm
∂xi
∂2xi
∂qk∂qj
(41)
0 =
∂qm
∂xi
∂2xi
∂qk∂τ
(42)
0 =
∂qm
∂xi
∂2xi
∂τ 2
(43)
Since the Jacobian matrix is invertible, these reduce to
0 =
∂2xi
∂qk∂qj
(44)
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0 =
∂2xi
∂qk∂τ
(45)
0 =
∂2xi
∂τ 2
(46)
and integrating,
0 =
∂2xi
∂τ 2
⇒ xi = xi0 (q
m) + vi0 (q
m) τ (47)
0 =
∂2xi
∂qk∂τ
⇒ 0 =
∂vi0
∂qk
⇒ vi0 = const. (48)
The remaining equation implies that the Jacobian matrix is constant,
∂xm
∂qj
=
∂xm0
∂qj
= Jmj = const. (49)
Integrating, the coordinates must be related by a constant, inhomogeneous,
general linear transformation,
xm = Jmjq
j + vi0τ + x
m
0 (50)
t = τ + τ0 (51)
together with a shift and possible time reversal of t.
We get a 16-parameter family of coordinate systems: nine for the inde-
pendent components of the nondegenerate 3×3 matrix J, three for the boosts
vi0, three more for the arbitrary translation, x
m
0 , and a single time translation.
Notice that the transformation includes the possibility of an arbitrary
scale factor, e−2λ = |det (Jm n)| .
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Appendix 2: Special conformal transformations
In three dimensions, there are ten independent transformations preserving
the inner product (or the line element) up to an overall factor: three rota-
tions, three translations, one dilatation and three special conformal trans-
formations. The first six of these are well-known for leaving ds2 invariant –
they form the Euclidean group for 3-dimensional space (or, equivalently the
inhomogeneous orthogonal group, ISO(3)). The single dilatation is a simple
rescaling. In Cartesian coordinates it is just
xi = eλyi
where λ is any constant. The special conformal transformations are actually
a second kind of translation, performed in inverse coordinates, given by:
qi =
xi + x2bi
1 + 2bixi + b2x2
The inverse is given by:
xi =
qi − q2bi
1− 2qibi + q2b2
Here we prove directly that this transformation has the required effect of
transforming the metric conformally, according to
ηab →
(
1− 2bixi + b
2x2
)
−2
ηab (52)
Under any coordinate transformation the metric changes according to
gij(q) = ηmn
∂xm
∂qi
∂xn
∂qj
For the particular case of the special conformal coordinate transformation
we have
xi =
qi − q2bi
1− 2q · b+ q2b2
=
1
β
(
qi − q2bi
)
and therefore
∂xm
∂qi
=
1
β2
(
βδmi − 2βb
mqi + 2b
2q2bmqi + 2q
mbi − 2b
2qmqi − 2q
2bmbi
)
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Substituting into the metric transformation we find
gij = ηmn
∂xm
∂qi
∂xn
∂qj
β4gij = β
2ηij − 2β
2biqj + 2b
2q2βbiqj + β2qjbi − 4β (b · q) biqj
+4b2q2 (b · q) biqj − 4b
2q2biqj + 4βb
2q2biqj − 4b
2q2q2b2biqj
+4b2q2 (b · q) biqj + 2βqibj − 2β
2bjqi − 4β (b · q) qibj + 4q
2βb2qibj
+2βb2q2bjqi + 4b
2q2 (b · q) qibj − 4q
2b2q2b2qibj − 4b
2q2qibj
+4q2b2 (b · q) qibj − 2b
2βqiqj + 4β
2b2qiqj − 4b
2q2βb2qiqj
+4b2β (b · q) qiqj − 4βb
2q2b2qiqj + 4b
2q2b2q2b2qiqj
−4b2b2q2 (b · q) qiqj − 2βb
2qjqi + 4βb
2 (b · q) qiqj
−4b2q2b2 (b · q) qiqj + 4b
2b2q2qiqj − 2q
2βbibj + 4q
2bibj
−4q2 (b · q) bibj − 2βq
2bjbi − 4q
2 (b · q) bibj + 4q
2q2b2bibj
The terms proportional to qiqj cancel identically, while the remaining terms
coalesce into β factors which cancel, leaving simply
gij = β
−2ηij
This is a direct proof that the given transformation is conformal.
It is possible to show that the ten transformations described here are the
only conformal transformations in 3 dimensions.
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Appendix 3: What is the velocity after a special conformal trans-
formation?
Suppose a particle follows the path x (t) with velocity
v =
dx (t)
dt
If we introduce new coordinates
y =
x + x2b
1 + 2x · b+ b2x2
= β−1
(
x + x2b
)
where β = (1 + 2 (x · b) + b2x2) . Then
y (t) =
x (t) + x2 (t)b
1 + 2x (t) · b+ b2x (t)2
x (t) =
y − y2b
1− 2y · b+ b2y2
Then
∂yi
∂xj
= β−1
(
δij + 2xjb
i
)
− β−2
(
xi + x2bi
) (
2bj + 2b
2xj
)
(53)
This is just as complicated as it seems. The velocity in the new coordinates
is
dyi
dt
= β−1 (v + 2 (x · v)b)− β−2
(
x+ x2b
) (
2v · b+ 2b2 (x · v)
)
= vj
(
β−1
(
δij + 2xjb
i
)
− β−2
(
xi + x2bi
) (
2bj + 2b
2xj
))
(54)
The explicit form is probably the basis for Weinberg’s claim [7], that under
conformal transformations “. . . the statement that a free particle moves at
constant velocity [is] not an invariant statement....” This is clearly the case
– if dx
i
dt
= vi is constant, dy
i
dt
depends on position in a complicated way.
However, we note that using eq.(53) we may rewrite eq.(54) in the usual
form for the transformation of a vector.
∂yi
∂xj
=
∂yi
∂xj
vj
This is the reason we must introduce a derivative operator covariant with
respect to special conformal transformations. The statement vkDkv
i = 0 is
then a manifestly conformally covariant expression of constant velocity.
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Appendix 4: The geometry of special conformal transformations
We have shown that
gij = β
−2ηij
But notice that, if we perform such a transformation, the connection and
curvature no longer vanish, but are instead given by
ea = β−1dxa
dea = ebωab
Rab = dω
a
b − ω
c
bω
a
c
This system is simple to solve. From the second equation, we have
ωab = −
(
β,be
a − ηacηbdβ,ce
d
)
Then substituting into the curvature,
Rab = dω
a
b − ω
c
bω
a
c
= −δadβ,bce
ced + ηaeηbdβ,ece
ced + δadβ,cβ,be
ced − ηaeηbdβ,cβ,ee
ced
−δadβ,bβ,ce
ced + δadηbcη
feβ,fβ,ee
ced − ηbcη
afβ,dβ,fe
ced
Rabcd = δ
a
cβ,bd − δ
a
dβ,bc + η
aeηbdβ,ec − η
aeηbcβ,ed
+ (δadηbc − δ
a
c ηbd) η
feβ,fβ,e
which is pure Ricci. We knew this in advance because the Weyl curvature
tensor vanishes for conformally flat metrics. The Ricci tensor and Ricci scalar
are
Rbd = (n− 2)β,bd + ηbdη
ceβ,ec − (n− 1) ηbdη
feβ,fβ,e
R = 2 (n− 1) ηbdβ,bd − n (n− 1) η
feβ,fβ,e
where
∂aβ = ∂a
(
1− 2x · b+ x2b2
)
= −2ba + 2b
2xa
∂abβ = ∂b
(
−2ba + 2b
2xa
)
= 2b2ηab
so finally,
Rbd = 4 (n− 1) b
2 (1− β) ηbd
R = 4n (n− 1) b2 (1− β)
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The full curvature therefore is determined fully by the Ricci scalar:
Rabcd = (δ
a
c ηbd − δ
a
dηbc) 4b
2 (1− β)
=
R
n (n− 1)
(δac ηbd − δ
a
dηbc)
where
R = 4n (n− 1) b2
(
2x · b− x2b2
)
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Appendix 5: The ISO(3) and conformal SO(4, 1) Lie algebras
For our gauging, we require the form of the Lie algebras iso (3) and
so (4, 1) . We can find both from the general form of any pseudo-orthogonal
Lie algebra. Let ηAB = diag(1, . . . , 1,−1, . . . ,−1) with p +1s and q −1s.
Then the Lie algebra o(p, q) is, up to normalization,
[MAB,MCD] = ηBCMAD − ηBDMAC − ηACMBD + ηADMBC
The Lie algebra iso(3) may be found as a contraction of o(4) or o(3, 1).
Let ηAB = diag(1, 1, 1, 1), let ηij = diag (1, 1, 1) , and replace Mi4 andM4i by
λPi =Mi4 = −M4i
Separating the i = 1, 2, 3 parts from the i = 4 parts,
[Mij ,Mkl] = ηjkMil − ηjlMik − ηikMjl + ηilMjk
[Mij , λPk] = ηjkλPi − ηikλPj
[λPi, λPk] = −η44Mik
so in the limit as λ→∞,
[Mij ,Mkl] = ηjkMil − ηjlMik − ηikMjl + ηilMjk
[Mij , Pk] = ηjkPi − ηikPj
[Pi, Pj ] = −
1
λ2
Mik → 0
While these relations hold in any dimension, in 3-dim we can simplify the
algebra using the Levi-Civita tensor to write
Ji = −
1
2
ε jki Mjk
Mij = −ε
k
ij Jk
Then
[Jm, Jn] = ε
i
mn Ji
[Ji, Pj] = ε
n
ij Pn
[Pi, Pj] = 0
The conformal Lie algebra is just o(4, 1), given by
[MAB,MCD] = ηBCMAD − ηBDMAC − ηACMBD + ηADMBC
43
with A,B, . . . = 1, 2, . . . , 5. To see this algebra in terms of the usual definite-
weight generators we write the metric in the form
ηAB =


1
1
1
0 1
1 0


= ηAB
The Lie algebra of generators Ma b, Pa, K
a and D is then found by setting
Pa = M
4
a
Ka = ηabM5 b
D = M4 4 = −M
5
5
With a, b, . . . = 1, 2, 3 we find
[Ma b,M
c
d] = δ
c
bM
a
d − η
caηbeM
e
d − ηbdM
ac + δadM
c
b
[Ma b, Pc] = ηbcη
aePe − δ
a
cPb
[Ma b, K
c] = δcbK
a − ηcaηbeK
e
[Pb, Kd] = −ηbeM
e
d − ηbdD
[D,Pa] = −Pa
[D,Ka] = Ka (55)
This is the usual form of the conformal algebra. The matricesMa b generate
SO(3), the three generators Pa lead to translations, K
a give translations of
the point at infinity (special conformal transformations), and D generates
dilatations.
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