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Abstract
Well-posedness of hydroelastic waves and their truncated series models
Shunlian Liu
David M. Ambrose, Supervisor, Ph.D
We study hydroelastic waves in two-dimensional irrotational, incompressible fluids.
Each fluid is taken to be of infinite extent in one vertical direction, and bounded by a
free surface in the other vertical direction. Elastic effects are considered at the free
surface. This thesis is in two parts.
The first part accounts for the mass of the elastic surface and evolves the tangent
angle and arclength of the vortex sheet instead of Cartesian variables. Under the as-
sumption that a certain integral equation is solvable, the initial value problem for the
system is shown to be well-posed. It is demonstrated that in some cases, such as the
case of small mass parameter, the integral equation is indeed solvable.
In the second part, we study truncated series models of hydroelastic waves, ignor-
ing the effects of mass. A strong dispersive term, which is relevant to the bending force
of the elastic sheet, is added to a quadratic truncated series model of the water wave.
Generalizing this somewhat, it is proved that when one adds a sufficiently strong dis-
persive term, including the case of hydroelastic dispersion, to the quadratic truncated
series model, the system then has a well-posed initial value problem.
v

Chapter 1: Introduction
This thesis is divided into two parts. In the first part, we study the initial value
problem for an interfacial flow problem, in which two fluids whose velocities obey the
incompressible, irrotational Euler equations are separated by a thin elastic sheet. This
problem serves as a model for problems such as flapping flags [2] or ice sheets on the
ocean [37]. We use the equations of motion for the problem as developed by Plotnikov
and Toland [35].
One parameter in the equations of motion is the mass density along the elastic sheet.
If the mass is neglected and the parameter set to zero, then a simpler set of equation-
s results, still allowing for elastic effects. Most prior works in the literature for the
hydroelastic problem have been concerned with the existence or computation of travel-
ing waves, including by Toland in the massless case [41] and by Toland and Baldi and
Toland in the case which accounts for the mass [14], [40]. Other papers on hydroelastic
traveling waves include [25], [33], [42], [43].
We use a vortex sheet formulation of the problem; since the fluids are irrotation-
al, there is no vorticity in the interior of either fluid region. However, the tangential
velocities can jump across the elastic sheet, and thus there is measure-valued vorticity
supported on the free surface. This measure-valued vorticity is proportional to the Dirac
mass at the free surface, and this Dirac mass multiplies a function, γ, the vortex sheet
strength. We must then evolve γ and the position of the free surface in order to have a
solution of the problem.
Considering interfacial potential flows with surface tension accounted for at the
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free boundary, Hou, Lowengrub, and Shelley (HLS) introduced a non-stiff numerical
method [28], [29]. Ambrose subsequently used the elements of their formulation of the
problem to prove well-posedness for the vortex sheet with surface tension and for inter-
facial Darcy flow [5], [6]. The significant elements of the formulation involve making a
geometric description of the free surface rather than using Cartesian coordinates, using
an artificial tangential velocity to enforce a favorable parameterization, and isolating
the leading-order terms in the evolution equation (i.e., making a small-scale decompo-
sition). Other analytical works which subsequently used these ideas include [7], [10],
[17], [18], [19], [22], [24], [45], [46].
Also using the HLS framework is the paper of Ambrose and Siegel which proves
well-posedness of the hydroelastic initial value problem in the simpler case that the
mass of the elastic sheet is neglected [11]. In the present, more general case, there are
many additional terms to estimate in the evolution equation for γ. The greater difficulty,
however, lies with the fact that the equation specifying the evolution of γ is actually
an integral equation for γt; while this is also the case when the mass of the sheet is
neglected, the form of the integral equation without mass is much more straightfoward.
In particular, the integral equation which needed to be solved in [11] is the same integral
equation which was proved to be solvable by Baker, Meiron, and Orszag in [13]. This
result has been used many times in the literature, including, for example, in [5], [18],
and [44]. In the present case, with a much more complicated integral equation to solve,
we are not able to guarantee that it is always solvable. We prove well-posedness under
the assumption that we may invert and find γt, with an estimate for the inverse operator
which is analagous to the estimate developed in [18]. We are then able to demonstrate
that this assumption holds in some cases, including in the case of small mass.
In the second part, we consider the incompressible Euler equations for a potential
flow under a sheet. One of the applications of this is the ocean under a thin ice sheet.
This problem is modeled by hydroelastic waves, using the Cosserat theory of hypere-
lastic shells, which can be found the recent of work [36].
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When real applications are considered, approximate models have played an irre-
placeable role since the mid-nineteenth century. Not only are they easier to deal with
theoretically, but they inherit some qualities which are important for their use in ap-
plication. One widely used approximation was introduced by Craig and Sulem [20],
who firstly reformulated the Euler equations with the help of the Dirichlet-to-Neumann
operator, and based in part on the work of Zakharov [47]. Similar to Craig and Sulem’s
work, we truncate a series keeping quadratic order terms and use the resulting equa-
tions. All of the terms in the expansion can be found on the work of Ambrose, Bona,
and Nicholls [8], [9], except for one dispersive term which models the bending force
present at the elastic sheet (the details of the expansion are in Chapter 4). In conclusion,
the quadratic model of hydroelastic waves is the following:
{
∂tu = Λv − ∂x([H, u]Λv),
∂tv = −gΛ4u+ 1
2
(Λv)2 − 1
2
(vx)
2,
(1.0.1)
where Λ = H∂x, H is the Hilbert transform, and g is a positive constant.
Well-posedness of hydroelastic waves has attracted attention recently. Ambrose and
Siegel [3] have proved well-posedness of hydroelastic waves. Groves et al. [23] have
proved the existence for hydroelastic solitary waves. Does the quadratic system inher-
it well-posedness? Ambrose, Bona, and Nicholls [8], [9] showed well-posedness/ill-
posedness of quadratic models of the Euler equations supplemented with/without an
artifical viscoity. However it is well-know that the Euler system has a well-posed initial
value problem. So this kind of approximation of the original problem does not preserve
the well-posedness. If the quadratic model of the hydroelastic waves has a well-posed
initial value problem, it is most interesting in this case how strong the dispersion must
be to gain well-posedness. Finally, our interest is focused on the following system
{
∂tu = Λv − ∂x([H, u]Λv),
∂tv = −gΛpu+ 1
2
(Λv)2 − 1
2
(vx)
2,
(1.0.2)
3
with initial data
u(0) = u0, v(0) = v0, (1.0.3)
where (u0, v0) ∈ Hs+(p−1)/2(R)×Hs(R), p ≥ 3 and s > max{5/2, (p+ 1)/2}. In this
part, using paralinearization calculus developed by [16], [27], [32], in one dimension,
we prove the well-posedness for p ≥ 3, including well posedness of the hydroelastic
wave model.
1.1 The equation of motion of the elastic sheet
The interface of the fluid considered here is an elastic sheet in two dimensions. We
focus on the equations of motion of the elastic sheet in this section. First, points on
the elastic sheet are denoted by X . The model of Plotnikov and Toland [35] gave the
equation of motion of the elastic sheet as
ρ∂ttX +
{1
2
∆W ′b(H) + 2H(HW
′
b(H)−Wb(H)−KW ′b(H))
}
n = P (X)n− gρj,
(1.1.1)
where j = (0, 1), H is the mean curvature, K is the Gauss curvature and P (X) is the
pressure. Furthermore, ρ = ρ0/
√
a is the density of the deformed elastic shell at point
X , with
√
a related to the metric of the free surface and ρ0 the density of sheet. In the
sequel, we take Wb(H) to be a quadratic function of b, namely Wb(H) = EbH2, where
the constant Eb is the bending modulus.
In two dimensions, X(α, t) = (x(α, t), y(α, t)), ∆ = ∂ss, K = 0, and H = κ/2,
where s, κ are the arclength and the curvature of the curve, respectively. The first-order
geometric invariant
√
a is given by
√
a =
√
x2α + y
2
α = sα. Then, the equation (1.1.1)
becomes
ρ∂ttX +
1
2
Eb
{
κss +
1
2
κ3
}
n = P (X)n− gρj. (1.1.2)
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The equation for the jump in pressure across the interface, P (X), is then given by
P (X) = ρ∂ttX · n+ 1
2
Eb
{
κss +
1
2
κ3
}
+ gρj · n. (1.1.3)
Notice that whether ρ0 is equal to zero or not is important, leading to totally different
models in the two cases. In part one we consider the case ρ0 > 0. The case ρ0 = 0 is
discussed in part two, whence the equation of pressure is following:
P (X) =
1
2
Eb
{
κss +
1
2
κ3
}
. (1.1.4)
1.2 Function spaces, norms, operators, and notation
1.2.1 Function spaces, norms, operators, and notation on T
Derivatives with respect to the independent variables t and α will be denoted either
by using the partial derivative operators ∂t and ∂α, or with subscripts. We comment
now about the function spaces we will use. We use the L2-based Sobolev spaces in the
2pi-periodic setting. For f ∈ Hk with k ∈ N, we use the following as the norm:
‖f‖k =
(∫ 2pi
0
f 2(α) + (∂kαf(α))
2 dα
)1/2
.
Forf ∈ Hk+1/2, with k ∈ N, we use the following as the norm:
‖f‖k+1/2 =
(∫ 2pi
0
f 2(α) +
(
(∂kαf(α))H∂
k+1
α f(α)
)
dα
)1/2
.
Here,H is the periodic Hilbert transform, which has symbol Hˆ(ξ) = −isgn(ξ). (Notice
that if f has mean zero, then H2f = −f . For more information on the periodic Hilbert
transform, the interested reader might consult [26].) Using Plancherel’s Theorem, it is
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clear that
‖f‖k+1/2 =
(∑
ξ
(1 + |ξ|2k+1)|fˆ(ξ)|2
)1/2
,
so this is equivalent to any other usual definition of the Hk+1/2 norm. We introduce
the operator Λ = H∂α, which will be useful many times in what follows; note that
the symbol of Λ is Λˆ(ξ) = |ξ|, and this implies that Λ is self-adjoint. This implies the
following, which we will use many times:
d
dt
∫ 2pi
0
gΛgdα = 2
∫ 2pi
0
gΛgtdα = 2
∫ 2pi
0
gtΛg dα. (1.2.1)
This will be relevant as we estimate the growth of quantities which are equivalent to
Hk+1/2 norms. We will sometimes use the projection which removes the zero mode of
a periodic function:
Pf = f − 1
2pi
∫ 2pi
0
f(α)dα.
We may sometimes denote the mean of a periodic function as 〈〈f〉〉, so that we could say
Pf = f − 〈〈f〉〉. We also introduce the mean-zero antiderivative operator, ∂−1α . This is
defined through its symbol as ∂̂−1α f(ξ) =
1
iξ
fˆ(ξ), for ξ 6= 0, and ∂̂−1α f(0) = 0. Notice
that if f has zero mean, then f = ∂α∂−1α f = ∂
−1
α ∂αf.
Remark 1. In the existence theorem that follows, we will be proving existence for
(θ, γ) ∈ Hs × Hs−1; naturally, θ and γ will defined soon. This remark, though, con-
cerns the value of s. We will say several times that s is taken to be “sufficiently large.”
This means that there exists s0 ∈ Z such that if s ≥ s0, then all of our arguments work.
We have not counted exactly the value of this s0, but we do note in a few places in the
sequel that we take s ≥ 5. A careful reading of all of the arguments would allow one
to compute exactly this minimal value of s0. We further note that this approach to the
regularity is the same as taken by Ambrose in papers such as [5] and [7].
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1.2.2 Function spaces, norms, operators, and notation on R
For a tempered distribution, f, we define its Fourier transformation as
fˆ(ξ) =
∫
Rd
e−2piix·ξf(x)dx.
The Hilbert transform on R may be defined via its symbol as follows:
Ĥf(ξ) = −isgn(ξ)f̂(ξ) (1.2.2)
Again, Λ is the operator with symbol |ξ|, given by Λ = H∂x. The function ξ 7→ (1 +
|ξ|2)1/2 is simply denoted as 〈ξ〉. We define the Fourier multiplier operator J through
its symbol, Ĵf(ξ) = 〈ξ〉f̂(ξ), and Ĵsf(ξ) = 〈ξ〉sf̂(ξ).
We now introduce the space Hs on Rd.
Definition 1.2.1. For s ∈ R, Hs(Rd) is the space of tempered distribution u such that
their Fourier transform is locally integrable and
‖u‖2Hs(Rd) :=
1
(2pi)d
∫
(1 + |ξ|2)s |uˆ(ξ)|2 dξ. (1.2.3)
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Chapter 2: Preliminaries
2.1 Preliminary estimates on T
In this section, we will collect together several estimates which will be useful many
times in the sequel. These include interpolation, algebra, and composition estimates for
Sobolev spaces, as well as estimates for operators related to the Hilbert transform and
the Birkhoff-Rott integral.
First, we have an elementary interpolation lemma. We omit the proof of this lemma;
it may be found many places, one of which is [5].
Lemma 2.1.1. Let m ≥ 0 and s ≥ m and f ∈ Hs be given. Then,
‖f‖m ≤ C‖f‖m/ss ‖f‖1−m/s0 (2.1.1)
Next, we have the usual algebra property.
Lemma 2.1.2. For all s > 1/2, Hs(T) is a Banach algebra. That is, there exists c > 0
such that for all u, v ∈ Hs,
‖uv‖s ≤ c‖u‖s‖v‖s (2.1.2)
We next have an elementary composition estimate; see, for instance, [39].
Lemma 2.1.3. If F is a smooth function and u is in Hk ∩ L∞, then ‖F (u)‖k ≤ C(1 +
‖u‖k). The constant C depends on |F (j)(u)|L∞ , for 0 ≤ j ≤ k.
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As in other works in the field such as [44], we must ensure that the curves z we
consider are non-self-intersecting. Following [44], we use the chord-arc condition for
this purpose. Specifying that z is non-self-intersecting thus means that we require that
it satisfies the following estimate for some c¯ > 0 and for all α and α′:
|q1| =
∣∣∣∣zd(α)− zd(α′)α− α′
∣∣∣∣ > c¯. (2.1.3)
We now turn to estimates for our integral operator K, which is the remainder from
approximating the Birkhoff-Rott integral with a Hilbert transform.
Lemma 2.1.4. Let n ≥ 3 be an integer. Assume zd ∈ Hn and there exists β > 0, such
that for all α, α′,
|q1[zd](α, α′)| > β (2.1.4)
Then K[zd] : H1 → Hn−1 and K[zd] : H0 → Hn−1, with the following estimates:
‖K[zd]f‖n−1 ≤ C‖f‖1 exp{C1‖zd‖n}, (2.1.5)
‖K[zd]f‖n−2 ≤ C‖f‖0 exp{C1‖zd‖n}. (2.1.6)
Furthermore
‖K[zd](fα)‖n−3 ≤ C‖f‖0 exp{C1‖zd‖n} (2.1.7)
We again do not include the proof here; instead, the interested reader might consult
[5]. We also will need a Lipschitz estimate for operator K; this will be useful when
invoking the Picard Theorem during our existence proof, and also when establishing
uniqueness and continuous dependence of solutions.
Lemma 2.1.5. Let θ and θ′ be in H3. Let L and L′ be the corresponding lengths of the
associated curves zd and z′d and let q1 and q
′
1 be the associated chord-arc quantities.
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Assume there exist positive constants β1 and β2 such that L < β2 and L′ < β2 and for
all α and α′,
|q1(α, α′)| > β1, |q′1(α, α′)| > β1.
Then the following Lipschitz estimate holds, for any f ∈ H1
‖K[zd]f −K[zd]f ′‖1 ≤ C‖θ − θ′‖1‖f‖1 (2.1.8)
See, for instance, [4], [5] or [7] for proof and discussion of this lemma.
We have a few different commutator estimates for the commutator of the Hilbert
transform and multiplication by a smooth function. These balance how much regularity
we find for the commutator against how much regularity we require on the function
being acted upon.
Lemma 2.1.6. Let n ≥ 1 be an integer. Let φ ∈ Hn be given. Then [H, f ] : H0 →
Hn−1 and [H,φ] : H−1 → Hn−2
‖[H,φ]f‖n−1 ≤ c‖φ‖n‖f‖0, (2.1.9)
‖[H,φ]f‖n−2 ≤ c‖φ‖n‖f‖−1. (2.1.10)
Furthermore, if j ≥ 1 and n ≥ 2j then [H,φ] : Hn−j → Hn
‖[H,φ]f‖n ≤ c‖φ‖n‖f‖n−j (2.1.11)
We again omit the proof, and again refer the reader to [5] and [7], as well as the
earlier work [15], for the proofs of these estimates.
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2.2 Preliminaries on R
2.2.1 The Hilbert Transform and related commutators
In the sequel, many commutators of the form [H,φ]f = H(φf)−φH(f) will arise,
and we thus need appropriate estimates. Towards this end, the following lemma will be
helpful.
Lemma 2.2.1. Assume that F (ξ, η) is piecewise continuous function, and let
TF (f, g)(ξ) =
∫
F (ξ, η)f(η)g(ξ − η)dη, f, g ∈ C0. (2.2.1)
If there exists M > 0 such that either
∫
|F (ξ, η)|2dη ≤M2 for all ξ (2.2.2)
or
∫
|F (ξ, η)|2dξ ≤M2 for all η (2.2.3)
holds, then TF : L2 × L2 → L2, with the estimate
‖TF (f, g)‖L2 ≤M‖f‖L2‖g‖L2 . (2.2.4)
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Proof. Case 1: We assume that the bound (2.2.2) holds. By the Schwartz inequality,
|TF (f, g)(ξ)|2
=
∣∣∣∣∫ F (ξ, η)f(η)g(ξ − η)dη∣∣∣∣2
≤
∫
|F (ξ, η)|2dη
∫
|f(η)g(ξ − η)|2dη
≤M2
∫
|f(η)g(ξ − η)|2dη
We integrate with respect to ξ, using Tonelli’s Theorem:
∫
|TF (f, g)(ξ)|2dξ
≤M2
∫ ∫
|f(η)g(ξ − η)|2dηdξ
= M2‖f‖2L2‖g‖2L2
This immediately implies ‖TF (f, g)‖L2 ≤M‖f‖L2‖g‖L2 .
Case 2: We assume instead that the bound (2.2.3) holds, and we setw(ξ) = TF (f, g)(ξ).
Let h ∈ L2 be given. We compute as follows, using the triangle inequality, Tonelli’s
Theorem and the Schwartz inequality:
∣∣∣∣∫ w(ξ)h(ξ)dξ∣∣∣∣
=
∣∣∣∣∫ ∫ h(ξ)F (ξ, η)f(η)g(ξ − η)dηdξ∣∣∣∣
≤
∫
|f(η)|
(∫
|h(ξ)F (ξ, η)g(ξ − η)|dξ
)
dη
≤ ‖f‖L2
(∫ (∫
h(ξ)F (ξ, η)g(ξ − η)dξ
)2
dη
)1/2
.
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Repeating the steps of the proof of Case 1, we are able to conclude
∣∣∣∣∫ w(ξ)h(ξ)dξ∣∣∣∣ ≤ ‖f‖L2(M‖h‖L2‖g‖L2).
Since h was an arbitrary element of L2, this implies that w ∈ L2, with the estimate
‖w‖L2 ≤M‖f‖L2‖g‖L2 . This completes the proof of the lemma.
Here is the first useful result about the commutator.
Proposition 2.2.2. Let s ∈ R be given. Let σ > 1/2 be given. For any φ ∈ Hs(R) and
f ∈ Hσ, the commutator [H,φ]f is in Hs, with the estimate
‖[H,φ]f‖Hs ≤ C‖φ‖Hs‖f‖Hσ . (2.2.5)
Proof. To compute the Hs-norm of the commutator, we first write the formula for
〈ξ〉s ̂[H,φ]f(ξ) :
〈ξ〉s ̂[H,φ]f(ξ)
= (2pi)−1〈ξ〉s
∫ (
isgn(ξ)φ̂(ξ − η)f̂(η)− isgn(η)φ̂(ξ − η)f̂(η)
)
dη
=
∫ (
(2pi)−1〈ξ〉s(isgn(ξ)− isgn(η))φ̂(ξ − η)f̂(η)
)
dη. (2.2.6)
We multiply and divide:
〈ξ〉s ̂[H,φ]f(ξ)
=
∫ (
(2pi)−1〈ξ〉s(isgn(ξ)− isgn(η))〈ξ − η〉−s〈η〉−σ〈ξ − η〉s〈η〉σφ̂(ξ − η)f̂(η)
)
dη
Define F (ξ, η) = (2pi)−1〈ξ〉s(isgn(ξ)−isgn(η))〈ξ−η〉−s〈η〉−σ, and furthermore, make
the auxiliary definitions φ1(ξ) = 〈ξ〉sφ̂(ξ) and f1(ξ) = 〈ξ〉σf̂(ξ).
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We wish to apply Lemma 2.2.1, so we begin to verify that condition (2.2.2) is satisfied:
∫
|F (ξ, η)|2dη =
∫ ∣∣(2pi)−1〈ξ〉s(isgn(ξ)− isgn(η))〈ξ − η〉−s〈η〉−σ∣∣2 dη.
Notice that sgn(ξ) − sgn(η) is nonzero only when ξ and η have opposite signs. Then,
we have |ξ − η| = |ξ|+ |η|. With this in mind, we continue:
∫
|F (ξ, η)|2dη ≤ C
∫ ∣∣〈ξ〉s〈|ξ|+ |η|〉−s〈η〉−σ∣∣2 dη
≤ C
∫
〈η〉−2σdη ≤M2.
Here, we have used the inequality 〈ξ〉s〈|ξ|+|η|〉−s ≤ 1 and the fact that the final integral
converges for σ >
1
2
.
Therefore, we may apply Lemma 2.2.1, finding
∥∥∥〈ξ〉s ̂[H,φ]f(ξ)∥∥∥
L2
≤M‖φ1‖L2‖f1‖L2 ≤M‖φ‖Hs‖f‖Hσ . (2.2.7)
This completes the proof of the proposition.
We next generalize Proposition 2.2.2 somewhat in Proposition 2.2.3.
Proposition 2.2.3. Let s ∈ R be given, and let γ ∈ R and σ ∈ R satisfy s ≤ γ and
s < γ + σ − 1/2. For any φ ∈ Hγ and for any f ∈ Hσ, we have
‖[H,φ]f‖Hs ≤ C‖φ‖Hγ‖f‖Hσ . (2.2.8)
Proof. We again have the formula (2.2.6). We then multiply and divide:
〈ξ〉s ̂[H,φ]f(ξ)
=
∫
(2pi)−1〈ξ〉s(isgn(ξ)− isgn(η))〈ξ − η〉−γ〈η〉−σ〈ξ − η〉γ〈η〉σφ̂(ξ − η)f̂(η)dη.
Then, we define F (ξ, η) = (2pi)−1〈ξ〉s(isgn(ξ)−isgn(η))〈ξ−η〉−γ〈η〉−σ, and we again
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also define φ1(ξ) = 〈ξ〉γφ̂(ξ) and f1(ξ) = 〈ξ〉σf̂(ξ). We again wish to use Lemma
2.2.1, so we compute as follows (using the same argument as in Proposition 2.2.2):
∫
|F (ξ, η)|2dη ≤ C
∫ ∣∣〈ξ〉s〈|ξ|+ |η|〉−γ〈η〉−σ∣∣2 dη
= C
∫ ∣∣〈ξ〉s〈|ξ|+ |η|〉−s〈|ξ|+ |η|〉s−γ〈η〉−σ∣∣2 dη.
As before, we use the inequality 〈ξ〉s〈|ξ|+|η|〉−s ≤ 1, and we now also use the inequali-
ty 〈|ξ|+ |η|〉s−γ ≤ 〈η〉s−γ (this follows from the condition s < γ). These considerations
imply the following:
∫
|F (ξ, η)|2dη ≤ C
∫ ∣∣〈η〉s−γ−σ∣∣2 dη ≤M2.
Note that to conclude that this last integral is finite, we have used the condition σ+ γ−
s > 1/2.
Therefore we may apply Lemma 2.2.1:
∥∥∥〈ξ〉s ̂[H,φ]f(ξ)∥∥∥
L2
≤M‖φ1‖L2‖f1‖L2 ≤M‖φ‖Hγ‖f‖Hσ . (2.2.9)
This completes the proof of the Proposition.
We will make use of one more commutator estimate which involves this operator J .
Proposition 2.2.4. Let s ≥ 1 and let σ > 3/2. Let φ ∈ Hs−1 and f ∈ Hσ. Then the
following holds:
‖Js([H,φ]f)− [H, Jsφ]f‖0 ≤ ‖φ‖s−1‖f‖σ. (2.2.10)
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Proof. To begin, we give the formula of transform of Js([H,φ]f)− [H, Jsφ]f :
〈ξ〉s ̂[H,φ]f(ξ)− ̂[H, Jsφ]f(ξ)
=
∫
(2pi)−1(〈ξ〉s − 〈ξ − η〉s)(isgn(ξ)− isgn(η))φ̂(ξ − η)f̂(η)dη
We can then multiply and divide 〈ξ − η〉1−s〈η〉−σ〈ξ − η〉s−1〈η〉σ. Similarly to before,
then we define
F (ξ, η) = (2pi)−1(〈ξ〉s − 〈ξ − η〉s)(isgn(ξ)− isgn(η))〈ξ − η〉1−s〈η〉−σ,
and we again denote φ1(ξ) = 〈ξ〉s−1φ̂(ξ) and f1(ξ) = 〈ξ〉σf̂(ξ). Since we again use
Lemma 2.2.1, we compute the following:
∫
|F (ξ, η)|2dη ≤ C
∫ ∣∣(〈|ξ|〉s − 〈|ξ|+ |η|〉s)〈|ξ|+ |η|〉1−s〈η〉−σ∣∣2 dη.
Define the function g by g(ω) = 〈ω〉s, and let real numbers a and b such that 0 < a < b
be given. Then, for some θ ∈ (0, 1), we have g(b)− g(a) = g′(a+ θ(b− a))(b− a).
g(b)− g(a) = g′(a+ θ(b− a))(b− a)
= s〈a+ θ(b− a)〉s−2(a+ θ(b− a))(b− a)
≤ s〈b〉s−1(b− a)
Here, to be able to use the fact that g′ is non-decreasing, we have used the assumption
s ≥ 1. Continuing, we find the following:
|〈|ξ|〉s − 〈|ξ|+ |η|〉s)〈|ξ|+ |η|〉1−s〈η〉−σ
≤ s〈|ξ|+ |η|〉s−1|η|〈|ξ|+ |η|〉1−s〈η〉−σ ≤ s〈η〉1−σ. (2.2.11)
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Therefore when σ − 1 > 1/2, the above is uniformly bounded for all ξ
‖〈ξ〉s ̂[H,φ]f(ξ)− ̂[H, Jsφ]f(ξ)‖L2 ≤M‖φ1‖L2‖f1‖L2
≤M‖φ‖Hs−1‖f‖Hσ . (2.2.12)
2.2.2 Theorems of Para-differential calculus
In the following argument, we will use the tool of Para-differential calculus which
was introduced by J-M. Bony[[16]]. In this section we review some of the basic theory
of para-differential calculus, stating theorems without proof. We refer to [[1],[16],[27],[32],[38]]
for the general theory. These may all be found in either the book of Metivier [32] or the
paper of Alazard, Burq, and Zuily [1].
For m ∈ N, we denote by Wm,∞(Rd) the space of L∞(Rd) functions and all their
derivatives of order ≤ m belong to L∞(Rd). For ρ > 0, ρ /∈ N, the space W ρ,∞(Rd)
is the space of functions in W [ρ],∞(Rd) such that their derivatives of order [ρ] belong to
the Ho¨lder spaces W ρ−[ρ],∞(Rd).
Now we give the definition of the space in para-differential calculus, the reader also
can refer to Definition 3.1 in [1].
Definition 2.2.1. Given ρ ≥ 0 and m ∈ R, Γmρ (Rd) denotes the space of locally bound-
ed functions a(x, ξ) on Rd × (Rd\0), which are C∞ with respect to ξ for ξ 6= 0 such
that, for all α ∈ Nd and ξ 6= 0 , the function x 7→ ∂αξ a(x, ξ) belongs to W ρ,∞(Rd) and
there exits a constant Cα such that
∀ |ξ| ≥ 1/2, ‖∂αξ a(·, ξ)‖W ρ,∞ ≤ Cα(1 + |ξ|)m−|α| (2.2.13)
Remark 2. We consider symbols are not C∞ at the origin ξ = 0 since some symbols
a(x, ξ) we consider will be not smooth at this point(such as a(x, ξ) = |ξ|). This is not
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a problem since the low frequencies are irrelevant in the smoothness analysis and only
contribute to remainders as noted in [Section 6.4 in [32]]. For such symbols, it is nature
to introduce a cut off function ψ satisfies that if a ∈ Γmρ , then ψ(ξ)a(x, ξ) is C∞ symbol
for all ξ.
Given a symbol a(x, ξ), we define the paradifferential operator Ta by
T̂au(ξ) = (2pi)
−d
∫
χ(ξ − η, η)aˆ(ξ − η, η)ψ(η))uˆ(η)dη (2.2.14)
Where χ and ψ are fixed C∞ functions which satisfy
(i) there exists 1 and 2 such that 0 < 1 < 2 < 1 and
{
ψ(η) = 0 |η| ≤ 1
ψ(η) = 1 |η| ≥ 2
{
χ(ξ, η) = 1 |ξ| ≤ 1|η|
χ(ξ, η) = 0 |ξ| ≥ 2|η|
(ii) for all (α, β) ∈ Nd × Nd, there is Cα,β such that
∀(ξ, η) : |∂αξ ∂βηχ(ξ, η)| ≤ Cα,β(1 + |η|)−|α|−|β| (2.2.15)
Definition 2.2.2. Given ρ ≥ 0 and m ∈ R ,a ∈ Γmρ (Rd), we set
Mmρ (a;n) = sup
|α|≤n
sup
|ξ|≥1/2
‖(1 + |ξ|)|α|−m∂αξ a(·, ξ)‖W ρ,∞ . (2.2.16)
When n = [d/2] + 1 + dρe , Mmρ (a, n) is simplified as Mmρ (a), where dρe is the
smallest integer which is greater than ρ,
Definition 2.2.3. Let m ∈ R. An operator T is said to be of order m, if for all µ ∈ R, it
is bounded from Hµ to Hµ−m.
19
The following theorem can refer to Theorem 3.6 in [1].
Theorem 2.2.5. Let m ∈ R . If a ∈ Γmρ (Rd), then Ta is of order m. Furthermore for all
µ ∈ R, there is a constant C such that
‖Tau‖Hµ−m ≤ CMm0 (a)‖u‖Hµ (2.2.17)
Now, we gives the most important two Theorems in Para-differential Calculus. First
theorem is about composition of operators which can refer to Theorem 6.1.4 in [32].
Let m ∈ R and ρ > 0.
Theorem 2.2.6 (Composition). For all µ ∈ R, there exists a constant C such that for
a ∈ Γmρ (Rd),b ∈ Γm
′
ρ (Rd) and u ∈ Hµ+m+m
′−ρ:
‖TaTbu− Ta]bu‖Hµ
≤ C(Mmρ (a;n)Mm
′
0 (b;n0) +M
m
0 (a;n)M
m′
ρ (b;n0))‖u‖Hµ+m+m′−ρ
(2.2.18)
with n0 = [d/2] + 1, n = n0 + dρe and
a]b =
∑
|α|<ρ
1
i|α|α!
∂αξ a∂
α
x b. (2.2.19)
Note
Mmρ (a;n)M
m′
0 (b;n0) +M
m
0 (a;n)M
m′
ρ (b;n0) ≤ CMmρ (a)Mm
′
ρ (b). (2.2.20)
Rewrite the inequality (2.2.18), it is
‖TaTbu− Ta]bu‖Hµ ≤ CMmρ (a)Mm
′
ρ (b)‖u‖Hµ+m+m′−ρ (2.2.21)
One of special case is that ρ = 1, by equation (2.2.19) a]b = ab = b]a. Moreover, we
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have
[Ta, Tb] is of order m+m′ − 1. (2.2.22)
In particular, in our article, there is a special case. a = a(ξ) is of order m, independent
of x which is also in Γmρ for any ρ > 0. And b = b(x) ∈ W 1,∞ is independent of ξ, so
b(x) in Γ01. Using (2.2.21) and (2.2.22), it is following that, for all µ ∈ R,
‖[Ta, Tb]‖Hµ+m−1→Hµ ≤ C‖b(x)‖W 1,∞ (2.2.23)
Second theorem is about adjoint of operator which can refer to Theorem 6.2.4 in
[32]. Denote by (Ta)∗ the adjoint operator of Ta and by a∗(x, ξ)the adjoint of a(x, ξ).
Theorem 2.2.7 (Adjoint). For all µ ∈ R, there is a constant C such that for all a ∈
Γmρ (Rd) and u ∈ Hµ+m+ρ, there holds
‖(Ta)∗u− Tbu‖Hµ ≤ CMmρ (a)‖u‖Hµ+m−ρ . (2.2.24)
with b given by
b(x, ξ) =
∑
|α|<ρ
1
i|α|α!
∂αx∂
α
ξ a
∗(x, ξ). (2.2.25)
Similar to the Theorem of Composition, the special case ρ = 1, by equation (2.2.25)
b(x, ξ) = a∗(x, ξ). Moreover, we have (Ta)∗ − Ta∗ is order of m− 1.
If a = a(x) independent of ξ, the paradifferential operator Ta is called a para-
product. There are a lot of useful results with respect to paraproducts. The following
theorem derives from Theorem 2.2.6 and Theorem 2.2.7 which also can refer to part of
paraproduct in [1].
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Proposition 2.2.8. If a, b ∈ Hα(Rd) with α > d/2, then
TaTb − Tab is of order− (α− d/2), (2.2.26)
(Ta)
∗ − Ta∗ is of order− (α− d/2). (2.2.27)
If the symbol is bounded, it follows that (see Proposition 5.2.1 in [32])
Theorem 2.2.9. For all a(x) ∈ L∞ and for all s, there is a constant C such that
‖Tau‖s ≤ C‖a‖L∞‖u‖s. (2.2.28)
And the relationship L∞ and Sobolev space is that a(x) ∈ L∞ if a ∈ Hr with
r > d/2. One nice feature of paraproducts is that the symbol a(x) is not in L∞ but
merely in Sobolev space Hr with r < d/2. Reader can refer to Lemma 3.11 in [1].
Lemma 2.2.10. Let m > 0. If a ∈ Hd/2−m and u ∈ Hµ, then
‖Tau‖µ−m ≤ K‖a‖d/2−m‖u‖µ. (2.2.29)
for some constant K independent of a and u.
For the following two theorem about paraproduct, reader can refer to Theorem 5.2.8
and Theorem 5.2.9 in [32].
Theorem 2.2.11 (Para-product1). Let r be the positive integer. There is a constant C
such that for a ∈ W r,∞, the mapping u→ au− Tau extends from L2 to Hr and
‖au− Tau‖Hr ≤ C‖a‖W r,∞‖u‖L2 . (2.2.30)
Theorem 2.2.12 (Para-product2). Let r be a positive integer. There is C such that for
a ∈ W r,∞ and α ∈ Nd of length |α| ≤ r, the mapping u 7→ a∂αxu−Ta∂αxu extends from
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L2 to L2 and
‖a∂αxu− Ta∂αxu‖L2 ≤ C‖a‖W r,∞‖u‖L2 . (2.2.31)
Another key feature of paraproducts is that one can replace nonlinear expressions
by paradifferential expression, accompanying with some smoother error terms. Reader
can refer to Theorem 3.12 in [1].
Theorem 2.2.13. Let α, β ∈ R such that α > d/2, β > d/2. If u ∈ Hα(Rd),v ∈
Hβ(Rd), then there exists constant C,
‖uv − Tuv − Tvu‖α+β−d/2 ≤ C‖u‖α‖v‖β. (2.2.32)
Recall the usual estimates of product of two functions is that (see Theorem 8.3.1 in
[27])
Theorem 2.2.14. Let α, β ∈ R such that α + β ≥ 0. If u ∈ Hα(Rd),v ∈ Hβ(Rd),
uv ∈ Hs, and s such that
s ≤ min{α, β}, s ≤ α + β − d/2. (2.2.33)
with the second inequality strictly if α,β or −s is equal to d/2.
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Chapter 3: Well-posedness of two-dimensional
hydroelastic waves with mass
The plan of this chapter is as follows: In Section 1, we give a simple example which
demonstrates how we will perform energy estimates for the hydroelastic problem with
mass. In Section 2, we develop the equations of motion. Section 3 is devoted to our
existence argument; this requires introducing a regularized system of equations, proving
existence of solutions for the regularized system, proving an energy estimate which
is uniform in the regularization parameter, and passing to the limit as this parameter
vanishes. Section 4 proves uniqueness of solutions and continuous dependence upon
the initial data.
3.1 An instructive example
Let both c1 and c2 be positive constants. We consider the following linear system,
which has the same types of leading-order terms as the hydroelastic system with mass.
θt = H(γα), (3.1.1)
γt = −c1H(γαt)− c2θαααα + c3θαα + c4H(γαα) + c5H(γα). (3.1.2)
While we assume that c1 and c2 are positive, we are able to estimate the contributions
from the remaining terms without regard to the signs of c3, c4, and c5. For the purpose of
the present example, we take (θ, γ) to be a solution of this system which is sufficiently
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smooth for all of the integrals we are about to use to make sense.
It is obvious that the operator of (I + c1Λ)−1 exists and is bounded operator from
Hs → Hs+1. So we can rewrite (3.1.2) as follows:
γt = (I + c1Λ)
−1(−c2θαααα + c3θαα + c4H(γαα) + c5H(γα)). (3.1.3)
The energy functional we will estimate will serve as an upper bound for a constant
times the square of the H3-norm of θ and the square of the H2-norm of γ. We let E(t)
be given by
E(t) = E0(t) + E1(t) + E2(t) + E3(t),
where
E0(t) =
1
2
∫ 2pi
0
θ2 + γ2 dα,
E1(t) =
c2
2
∫ 2pi
0
(∂3αθ)
2 dα,
E2(t) =
1
2
∫ 2pi
0
(∂αγ)(H∂
2
αγ) dα,
E3(t) =
c1
2
∫ 2pi
0
(∂2αγ)(∂
2
αγ) dα.
Taking the time derivative and substituting from (3.1.1) and (3.1.3), we have
dE0
dt
=
∫ 2pi
0
θHγα + γ(I + c1Λ)
−1(−c2θαααα + c3θαα + c4H(γαα) + c5H(γα)) dα ≤ CE,
(3.1.4)
since the integral can be bounded in terms of at most third derivatives of θ and at most
the first derivative of γ because of the mapping property of (I + c1Λ)−1.
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We next take the time derivative of E1 and substitute from (3.1.1):
dE1
dt
= c2
∫ 2pi
0
(∂3αθ)(∂
3
αθt)dα = c2
∫ 2pi
0
(∂3αθ)(H∂
4
αγ) dα. (3.1.5)
Next, we take the time derivative of E2 and plug in from (3.1.2):
dE2
dt
=
∫ 2pi
0
(∂αγt)(H∂
2
αγ) dα
= −c1
∫ 2pi
0
(H∂2αγt)(H∂
2
αγ) dα− c2
∫ 2pi
0
(∂5αθ)(H∂
2
αγ) dα + c3
∫ 2pi
0
(∂3αθ)(H∂
2
αγ) dα
+ c4
∫ 2pi
0
H(∂3αγ)(H∂
2
αγ) dα + c5
∫ 2pi
0
H(∂2αγ)(H∂
2
αγ) dα.
We rewrite the first and fourth terms on the right-hand side; for the first term, we use
the fact that the adjoint of H is −H, and for the fourth term, we recognize a perfect
derivative:
dE2
dt
=− c1
∫ 2pi
0
(∂2αγt)(∂
2
αγ) dα− c2
∫ 2pi
0
(∂5αθ)(H∂
2
αγ) dα + c3
∫ 2pi
0
(∂3αθ)(H∂
2
αγ) dα
+
c4
2
∫ 2pi
0
∂α((H∂
2
αγ))
2 dα + c5
∫ 2pi
0
H(∂2αγ)(H∂
2
αγ) dα.
Recognizing that the first term on the right-hand side is equal to −dE3/dt, and that the
fourth term on the right-hand side integrates to zero, this becomes
dE2
dt
= −dE3
dt
−c2
∫ 2pi
0
(∂5αθ)(H∂
2
αγ) dα+c3
∫ 2pi
0
(∂3αθ)(H∂
2
αγ) dα+c5
∫ 2pi
0
H(∂2αγ)(H∂
2
αγ) dα.
(3.1.6)
We now add (3.1.5) and (3.1.6). An important cancellation occurs upon integrating by
parts, and we slightly rearrange the remaining terms, finding the following:
dE1
dt
+
dE2
dt
+
dE3
dt
= c3
∫ 2pi
0
(∂3αθ)(H∂
2
αγ) dα + c5
∫ 2pi
0
H(∂2αγ)(H∂
2
αγ)dα ≤ CE.
(3.1.7)
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Adding (3.1.4) and (3.1.7), we have
dE
dt
≤ CE (3.1.8)
This implies that the energy grows at most exponentially. Recall that c1 and c2 are
positive; we have the following conclusion:
min{1
2
,
c1
2
,
c2
2
}(‖θ‖23 + ‖γ‖22) ≤ E(t) ≤ E(0)eCt. (3.1.9)
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3.2 Equations of motion
In this section, we describe the motion of a vortex sheet in a two dimensional, in-
viscid fluid. An parametrized interface Γ = (x(α), y(α)) is called a vortex sheet which
implies that the velocity has a tangential discontinuity across it while the normal com-
ponent to Γ is continuous. Suppose that φ denote the velocity potential and (u, v) = ∇φ
is the velocity. The velocity away from the interface may be written as the integral
(u(x, y), v(x, y)) =
1
2pi
∫
γ(α′)
(−(y − y(α′)), x− x(α′))
(x− x(α′))2 + (y − y(α′))2dα
′ + V∗(x, y, t)
(3.2.1)
where (x, y) 6= (x(α), y(α)) and V∗ accounts for other contributions to the motion
not given by the integral term. γ is called vortex sheet strength which is the jump in
tangential velocity at the interface and given by
γ(α) = sα((u1, v1)− (u2, v2))|Γ · t
where s is arclength, defined by s2α = x
2
α + y
2
α and t is the tangential vector. We also
call µ is dipole strength which is the jump in potential across the interface and given by
µ = φ1 − φ2.
The relationship of γ and µ is γ = µα. The model we consider is an elastic sheet with
density ρ0 between two irrotational, inviscid, incompressible fluids. The densities of
the lower and upper fluids are denoted by ρ1, ρ2, respectively.
Moreover, the velocity on either side of Γ is evaluated by incompressible Euler’s
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equation:
ujt + (uj · ∇)uj = − 1
ρj
∇(pj + ρjgy), ∇ · uj = 0. (3.2.2)
The boundary condition ((u1, v1) − (u2, v2))|Γ · n = 0, V∗ = 0 and irrotational and
incompressible fluid guarantee a vortex sheet representation of the solution( see [28]).
More generally, if we follow a particle of coordinates (x, y), we have Bernoulli’s equa-
tion
dφj
dt
−∇φj · (xt, yt) + 1
2
|∇φj|2 + pj
ρj
+ gy = 0. (3.2.3)
The limiting values of the velocity from below and above the interface can be found by
the Plemelj formulae (see [34]):
(uj, vj) = W ± γ
2sα
t (3.2.4)
where W = (W1,W2) is the average of the upper and lower fluid velocities evaluated
at the interface and is specified by the Birkhoff-Rott integral:
W =
1
2pi
P.V.
∫
γ(α′)
(−(y − y(α′)), x− x(α′))
(x− x(α′))2 + (y − y(α′))2dα
′ (3.2.5)
The Birkhoff-Rott integral and it approximation will be introduced in section 3.2.1.
The one-dimensional free surface is X(α, t) = (x(α, t), y(α, t)) with period 2pi,
where α is the parameter along the curve and t is time; specifically, the periodicity
means that (x(α, t), y(α, t)) satisfies
x(α + 2pi, t) = x(α, t) + 2pi, y(α + 2pi, t) = y(α, t), ∀α, t. (3.2.6)
We let t,n denote the unit tangent and normal vectors along the curve. These quantities
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t and n, are defined by
t =
(xα, yα)
sα
, n =
(−yα, xα)
sα
.
The shape of interface is determined by the normal velocity. And tangential velocity is
freedom choice to modify the frame of the parametrization. The normal velocity is the
normal component of the Birkhoff-Rott integral,
U = W · n. (3.2.7)
We denote V as the tangential velocities of the free surface, so that
Xt = Un+ V t. (3.2.8)
or we write Xt = W + (V −W · t)t.
We subtract (3.2.3) forj = 2 from (3.2.3) for j=1, then
dµ
dt
− γ
2sα
(V −W · t) + p1
ρ1
− p2
ρ2
= 0 (3.2.9)
If we add the same equations, we have
d(φ1 + φ2)
dt
− 2W · (xt, yt) + W ·W +
(
γ
2sα
)2
+
p1
ρ1
+
p2
ρ2
+ 2gy = 0 (3.2.10)
Now we do partial derivative with respect to α both side of (3.2.9) and (3.2.10), they
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are following
dγ
dt
− ∂α
(
γ
2sα
(V −W · t)
)
+
p1α
ρ1
− p2α
ρ2
= 0 (3.2.11)
2Wt · (xα, yα)− 2Wα · (xt, yt) + 2Wα ·W + ∂α
(
γ
2sα
)2
+
p1α
ρ1
+
p2α
ρ2
+ 2gyα = 0
(3.2.12)
Plugging in the equation of (xt, yt) to simplify the second equation, it is
2sαWt · t− 2(V −W · t)Wα · t + ∂α
(
γ
2sα
)2
+
p1α
ρ1
+
p2α
ρ2
+ 2gyα = 0 (3.2.13)
We denote
VW = V −W · t. (3.2.14)
(3.2.11) +
ρ1 − ρ2
ρ1 + ρ2
∗(3.2.13), then it leads to the following evolution equation for γ:
γt = − 2
ρ1 + ρ2
[P ]α +
(VWγ)α
sα
− 2A
(
sαWt · t+ 1
8
∂α
(
γ2
s2α
)
− VWWα · t+ gyα
)
,
(3.2.15)
where [P ] = p1− p2 is the jump in pressure at the interface, g is the acceleration due to
gravity, and A =
ρ1 − ρ2
ρ1 + ρ2
. The equation (3.2.15) is also given in [11].
We define the tangent angle θ = tan−1(yα/xα). Then the evolution equations for sa
and θ, which we infer from (3.2.8), are
sαt = Vα − θαU, (3.2.16)
θt =
Uα + V θα
sα
.
We introduce κ, the curvature of the curve X. The relationship between curvature and
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tangent angle is
κ = θα/sα.
Notice that the normal velocity U is determined by the physics of the problem; however,
the tangential velocity V is not. That is to say, we have some freedom when choosing
V, and we use this freedom to enforce our preferred parametrization. Our preferred
parametrization is a normalized arclength parametrization: we would like sα to be in-
dependent of the variable α. If we denote by L(t) the length of one period of the curve,
then we would like
sα = L/2pi, (3.2.17)
for all t. If the equation (3.2.17) holds at the initial time, then it will hold at later time
as long as
sαt = Lt/2pi. (3.2.18)
Then we can solve for V by the equation (3.2.16) and equation (3.2.18), as long as
we know Lt. To this end, we calculate that Lt = 2pisαt, and we average this over the
interval [0, 2pi] :
Lt =
∫ 2pi
0
sαtdα = −
∫ 2pi
0
θαU dα. (3.2.19)
Here, we have used the fact that Vα integrates to zero over [0, 2pi], since V is periodic.
Using the equation (3.2.16) and equation (3.2.19), we have
Vα = Lt/2pi + θαU = − 1
2pi
∫ 2pi
0
θαUdα + θαU = P(θαU).
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Therefore the equation of V is
V = ∂−1α P(θαU) + V0(t). (3.2.20)
We will comment on the choice of V0(t), which is the mean of V at each time, at the
end of Section 3.2.1. We use the new notation to rewrite θt :
θt =
1
sα
(Wα · n− VW θα) (3.2.21)
Establishing (3.2.21) requires use of the geometric identity nα = −θαt.
The work [11] treated the case with zero density of the elastic sheet, ρ0 = 0. At
present we instead consider ρ0 > 0. Recall (1.1.3), the equation for the jump in pressure
across the interface, P (X), is then given by
P (X) = ρ∂ttX · n+ 1
2
Eb
{
κss +
1
2
κ3
}
+ gρj · n. (3.2.22)
By (3.2.8), we calculate ∂ttX · n :
∂ttX · n = (Utn+ Vtt− Utθt + V nθt) · n = Ut + V θt
= Wt · n−W · tθt + V θt = Wt · n+ VW θt.
Here, we have used the geometric identities tt = θtn and nt = −θtt, as well as (3.2.7).
We need to calculate a derivative of this with respect to α :
(
∂ttX · n
)
α
= Wαt · n−Wt · tθα + (VW )αθt + VW θtα, (3.2.23)
where we have again used the geometric identity nα = −θαt. Substituting the equation
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for the derivative of the jump in pressure, [P ]α, we rewrite γt as
γt = − 1
ρ1 + ρ2
Eb
(
κss +
1
2
κ3
)
α
+
(VWγ)α
sα
− 2A
(
sαWt · t+ 1
8
∂α
(
γ2
s2α
)
− VWWα · t+ gyα
)
− 2ρ
ρ1 + ρ2
(
Wαt · n−Wt · tθα + (VW )αθt + VW θtα + g(xα/sα)α
)
Using κ = θα/sα, ∂s = ∂α/sα, and sα =
L
2pi
, and defining A˜ =
ρ
ρ1 + ρ2
and A¯ =
8pi3Eb
L3(ρ1 + ρ2)
, we may restate the evolution of γ as follows:
γt = −A¯
(
∂4αθ +
3θ2αθαα
2
)
+
2pi(VWγ)α
L
− 2A˜(Wαt · n)− (2A− 4piA˜θα/L)(Wt · t)sα
−2A˜
(
(VW )αθt + VW θtα +
2pigxαα
L
)
− 2A
((
pi2
L2
)
γγα − VWWα · t+ gyα
)
.
(3.2.24)
We have mentioned before that we will focus on the elastic sheet with mass between
two fluids. Comparing to the elastic sheet between two fluids without accounting for
its mass, it is obvious that the evolution of θt is the same. However, the evolution of γt
is significantly more complicated in the presence of mass, i.e., in the case A˜ > 0. The
additional terms which arise in the γt equation, such as Wαt · n, (VW )αθt and VW θtα,
require care to understand and estimate.
3.2.1 The Birkhoff-Rott integral, related operators, and consequences
To better understand the Birkhoff-Roff integral, it is helpful to introduce a bit of
complex notation. We define a complexification map: C : R2 → C be
C(x, y) = x+ iy. (3.2.25)
We denote a complex field point z = x+ iy = C(x, y). The Birkhoff-Rott integral is
C(W )∗ = W1 − iW2 = 1
4pii
PV
∫ 2pi
0
γ(α′) cot(
1
2
(z(α)− z(α′))) dα′. (3.2.26)
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Applying the complexification map, we have the following:
C(t) = zα/sα, (3.2.27)
C(n) = izα/sα, (3.2.28)
W · n = Re{C(W )∗C(n)}. (3.2.29)
We introduced the periodic Hilbert transform, H, in the introduction. However, we only
discussed its symbol. There is also an integral form of the periodic Hilbert transform;
if f ∈ L2, then we have
Hf(α) =
1
2pi
PV
∫ 2pi
0
f(α′)cot(
1
2
(α− α′)) dα′. (3.2.30)
Notice that, the Birkhoff-Rott integral (3.2.26) looks very much like the Hilbert trans-
form. Thus, it is natural to introduce the following operator, which is the error from
approximating the Birkhoff-Rott integral using the Hilbert transform. In Section 4, we
will see that the error operator is a smooth operator as desired. The error operator is
defined as follows:
K[zd]f(α) =
1
4pii
∫ 2pi
0
f(α′)
[
cot(
1
2
(zd(α)− zd(α′)))− 1
zα(α′)
cot(
1
2
(α− α′))
]
dα′.
(3.2.31)
Here, we have introduced the quantity zd, which is defined as
zd(α, t) = z(α, t)− z(0, t);
it is necessary to introduce zd, since zd is determined uniquely from θ while z is not.
Notice that zd(α, t)− zd(α′, t) = z(α, t)− z(α′, t) and ∂αzd = ∂αz.
We will also need to introduce the commutator of the Hilbert transform and multi-
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plication by a smooth function φ, which is
[H,φ]f(α) = H(φf)(α)− φ(α)H(f)(α).
We will prove that the operator [H,φ] is also a smoothing operator in Section 4.
To rewrite the θt equation, we need a formula for Wα, and we will use the opera-
tors we have introduced for this purpose. After some manipulations, we arrive at the
following (see [5] for the full details):
C(W )∗α =
1
4pii
PV
∫ 2pi
0
zα(α)∂α′
(
γ(α′)
zα(α′)
)
cot(
1
2
(z(α)− z(α′))) dα′
= zαK[zd]
((
γ
zα
)
α
)
+
zα
2i
[
H,
1
z2α
](
zα
(
γ
zα
)
α
)
+
1
2izα
H
(
γα − γ zαα
zα
)
.
Let m denote the quantity defined by
C(m)∗ = zαK[zd]
((
γ
zα
)
α
)
+
zα
2i
[
H,
1
z2α
](
zα
(
γ
zα
)
α
)
. (3.2.32)
Then, we arrive at a useful formula for Wα :
Wα =
pi
L
H(γα)n− pi
L
H(γθα)t+m. (3.2.33)
Again, the interested reader might see [5] for full details; the formulas for Wα and
m were initially developed by the second author in [5] and were used subsequently in
several papers, including [6], [7], [10], and [11]. We substitute (3.2.33) into (3.2.21),
finding the following useful form of the the θt equation:
θt =
2pi2
L2
H(γα) +
2pi
L
VW θα +
2pi
L
m · n. (3.2.34)
We use (3.2.33) to give a useful formula for VW , which was defined previously in
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(3.2.14). To begin, we differentiate VW :
∂αVW = Vα −Wα · t− (W · n)θα.
Since Vα =
Lt
2pi
+ θαU and U = W · n, we see that
∂αVW =
pi
L
H(γθα)−m · t+ Lt
2pi
.
This can be rewritten by using the operator P; recall that P removes the mean of a
periodic function. Since the left-hand side has zero mean, and since a Hilbert transform
has zero mean, we must have the following:
∂αVW =
pi
L
H(γθα)− P(m · t).
We apply the operator ∂−1α , finding
VW = ∂
−1
α
(
pi
L
H(γθα)− P(m · t)
)
. (3.2.35)
From the formula of VW , we can see that the mean of V is same as the mean of W · t.
This is possible since the equation of V is defined from Vα, and the mean of V is then
free to be chosen. Previously, we denoted the mean of V at each time as V0(t), so we
see that we have taken this to be the mean of W · t at each time.
3.2.2 Calculation of (Wt · t)sα and Wαt · n
To analyze the right-hand side of the equation for γt, we must find good expressions
for (Wt · t)sα and Wαt · n.
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To begin, we can write Wt as
C(Wt)∗ = 1
4pii
PV
∫ 2pi
0
γt(α
′)cot(
1
2
(z(α)− z(α′))) dα′
− 1
8pii
PV
∫ 2pi
0
γ(α′)(zt(α)− zt(α′)) csc2(1
2
(z(α)− z(α′))) dα′.
(3.2.36)
Then we can write (Wt · t)sα as
(Wt · t)sα = Re{C(Wt)∗zα}
= Re
{
zα
4pii
PV
∫ 2pi
0
γt(α
′) cot(
1
2
(z(α)− z(α′))) dα′
}
−Re
{
zα
8pii
PV
∫ 2pi
0
γ(α′)(zt(α)− zt(α′)) csc2(1
2
(z(α)− z(α′))) dα′
}
.
We define the first term on the right-hand side to be J [zd]γt and the second term to be
R0. Using integration by parts, R0 can be rewritten as the sum of R1 and R2, where
R1 = Re
{
zα
4pii
PV
∫ 2pi
0
(
γ(α′)
zα(α′)
)
α′
(zt(α)− zt(α′)) cot(1
2
(z(α)− z(α′))) dα′
}
,
R2 = −Re
{
zα
4pii
PV
∫ 2pi
0
γ(α′)ztα(α′)
zα(α′)
cot(
1
2
(z(α)− z(α′))) dα′
}
.
Of course, we can continue to rewrite R1 and R2. Fortunately, the terms comprising R1
will be unimportant in the sequel:
R1 = Re
{
zαztK[zd]
((
γ
zα
)
α
)}
−Re
{
zαK[zd]
(
zt
(
γ
zα
)
α
)}
−Re
{
zα
2i
[H, zt]
(
1
zα
(
γ
zα
)
α
)}
. (3.2.37)
By adding and subtracting in R2, we have
R2 = −Re
{
zαK[zd]
(
γztα
zα
)}
−Re
{
zα
2i
H
(
γztα
z2α
)}
= −Re
{
zαK[zd]
(
γztα
zα
)}
−Re
{
zα
2i
[
H,
1
zα
](
γztα
zα
)}
−Re
{
1
2i
H
(
γztα
zα
)}
.
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The last term on the right-hand side of this equation can be simplified because of the
following calculation:
Re
{
ztα
izα
}
=
(xαt, yαt) · n
sα
=
Uα + V θα
sα
= θt.
Using this fact, we find the following formula for R2 :
R2 = −Re
{
zαK[zd]
(
γztα
zα
)}
−Re
{
zα
2i
[
H,
1
zα
](
γztα
zα
)}
− 1
2
H (γθt) . (3.2.38)
The first two terms on the right-hand side of (3.2.38) involve the operator K[zd] and
commutator operators. Good estimates are available for both of these (we will present
these estimates in Section 4 below). We will deal with the last term on the right-hand
side of (3.2.38) carefully later.
To calculate Wαt · n, we will introduce C(W )∗αt first:
C(W )∗αt(α) = ∂t
(
1
4pii
PV
∫ 2pi
0
zα(α)
(
γ(α′)
zα(α′)
)
α′
cot
(1
2
(z(α)− z(α′))) dα′)
=
zαt(α)
4pii
PV
∫ 2pi
0
(
γ(α′)
zα(α′)
)
α′
cot
(1
2
(z(α)− z(α′))) dα′
+
zα(α)
4pii
PV
∫ 2pi
0
(
γ(α′)
zα(α′)
)
α′t
cot
(1
2
(z(α)− z(α′))) dα′
− zα(α)
8pii
PV
∫ 2pi
0
(
γ(α′)
zα(α′)
)
α′
(zt(α)− zt(α′)) csc2
(1
2
(z(α)− z(α′))) dα′
=: C(A1)∗ + C(A2)∗ + C(A3)∗.
So Wαt · n = A1 · n+A2 · n+A3 · n. We will investigate these terms separately.
In what follows, we will use zα = sαeiθ. We begin withA1. Recalling the definition
of m, we may write A1 as follows:
C(A1)∗ = zαt
2iz2α
H(γα − γzαα/zα) + zαt
zα
C(m)∗ (3.2.39)
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We then take the normal component:
A1 · n = Re{C(A1)∗izα/sα}
= Re
{
izαzαt
2isαz2α
H(γα − γzαα/zα) + izαzαt
sαzα
C(m)∗
}
= Re
{
sαt + isαθt
2s2α
H(γα − γiθα) + i(sαte
iθ + sαe
iθiθt)
sα
C(m)∗
}
=
sαt
2s2α
H(γα) +
θt
2sα
H(γθα) +
sαt
sα
m · n− θtm · t
=
piLt
L2
H(γα) +
piθt
L
H(γθα) +
Lt
L
m · n− θtm · t.
We similarly compute the normal component of A2 :
A2 · n = Re{C(A2)∗izα/sα} = Re
{
iz2α
sα
K[zd]
((
γ
zα
)
αt
)}
+Re
{
z2α
2sα
[
H,
1
z2α
](
zα
(
γ
zα
)
αt
)}
+Re
{
1
2sα
H
(
zα
(
γ
zα
)
αt
)}
= Re
{
iz2α
sα
K[zd]
((
γ
zα
)
αt
)}
+Re
{
z2α
2sα
[
H,
1
z2α
](
zα
(
γ
zα
)
αt
)}
+
pi
L
H(γαt)− piLt
L2
H(γα)− pi
L
H(γθαθt).
We reiterate that in this above calculation, use of the formula zα = sαeiθ helps very
much to simplify some of the expressions. We continue to rewrite:
A2 · n = Re
{
iz2α
sα
K[zd]
((
γt
zα
)
α
)}
+Re
{
z2α
2sα
[
H,
1
z2α
](
zα
(
γt
zα
)
α
)}
+Re
{
iz2α
sα
K[zd]
((−γzαt
z2α
)
α
)}
+Re
{
z2α
2sα
[
H,
1
z2α
](
zα
(−γzαt
z2α
)
α
)}
+
pi
L
H(γαt)− piLt
L2
H(γα)− pi
L
H(γθαθt).
To more compactly describe some of the terms on the right-hand side of the A2 · n
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equation, we define an operator S(γt) as follows:
S(γt) = Re
{
iz2α
sα
K[zd]
((
γt
zα
)
α
)}
+Re
{
z2α
2sα
[
H,
1
z2α
](
zα
(
γt
zα
)
α
)}
. (3.2.40)
Next, we calculate A3 · n using the same method as for R0; that is, we recognize
that the squared cosecant term can be written as the derivative of a cotangent, and we
integrate by parts. We then write A3 · n = R˜1 + R˜2 where R˜1 and R˜2 are defined as
follows:
R˜1 = Re
{
iz2αzt
sα
K[zd]
(
(γ/zα)α
zα
)
α
}
−Re
{
iz2α
sα
K[zd]
(
zt
(
(γ/zα)α
zα
)
α
)}
−Re
{
z2α
2sα
[H, zt]
(
1
zα
(
(γ/zα)α
zα
)
α
)}
,
R˜2 = Re
{−z2α
2sα
H
((
γ
zα
)
α
zαt
z2α
)
− iz
2
α
sα
K[zd]
((
γ
zα
)
α
zαt
zα
)}
= Re
{−z2α
2sα
[
H,
1
z2α
]((
γ
zα
)
α
zαt
)
− iz
2
α
sα
K[zd]
((
γ
zα
)
α
zαt
zα
)}
−Re
{
1
2sα
H
((
γα − γ zαα
zα
)
zαt
zα
)}
.
The final term on the right-hand side can be better understood by again making use of
the equation zα = sαeiθ :
R˜2 = Re
{−z2α
2sα
[
H,
1
z2α
]((
γ
zα
)
α
zαt
)
− iz
2
α
sα
K[zd]
((
γ
zα
)
α
zαt
zα
)}
− piLt
L2
H(γα)− pi
L
H(γθαθt).
After all, we say
Wαt · n = pi
L
H(γαt) + S(γt) +R3 +R4 (3.2.41)
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where
R3 = Re
{iz2α
sα
K[zd]
((−γzαt
z2α
)
α
)}
+Re
{ z2α
2sα
[
H,
1
z2α
](
zα
(−γzαt
z2α
)
α
)}
+Re{−z
2
α
2sα
[
H,
1
z2α
](( γ
zα
)
α
zαt
)− iz2α
sα
K[zd]
(( γ
zα
)
α
zαt
zα
)}
+ R˜1
(3.2.42)
R4 =
piθt
L
H(γθα)− piLt
L2
H(γα)− 2pi
L
H(γθαθt) +
Lt
L
m · n− θtm · t (3.2.43)
3.2.3 Our small-scale decomposition
We are now going to rewrite the evolution equations to emphasize the terms in the
θt and γt equations which must be treated carefully in the energy estimate.
First, substituting the expressions we have found above for (Wα · t)sα and Wαt ·n
into (3.2.24), we immediately get
γt = −A¯
(
∂4αθ +
3θ2αθαα
2
)
+
2pi(VWγ)α
L
− 2A˜
(pi
L
H(γαt) + S(γt) +R3 +R4
)
−
(
2A− 4piA˜θα/L
)
(J [zd](γt) +R1 +R2)
− 2A˜
(
(VW )αθt + VW θtα +
2pigxαα
L
)
− 2A
((
pi2
L2
)
γγα − VWWα · t+ gyα
)
.
Next, we wish to replace R2 by substituting from (3.2.38) and replace Wα · t from
(3.2.33):
γt = −A¯
(
∂4αθ +
3θ2αθαα
2
)
+
2pi(VWγ)α
L
− 2A˜
(pi
L
H(γαt) + S(γt) +R3 +R4
)
−
(
2A− 4piA˜θα/L
)
(J [zd](γt) +R1)
−
(
2A− 4piA˜θα/L
)(
−1
2
H(γθt)−Re
{
zαK[zd]
(
γztα
zα
)}
−Re
{
zα
2i
[
H,
1
z2α
](
γztα
zα
)})
− 2A˜
(
(VW )αθt + VW θtα +
2pigxαα
L
)
− 2A
((
pi2
L2
)
γγα − VW (−pi
L
H(γθα) +m · t) + gyα
)
.
Several terms on the right-hand side of this latest expression for γt include θt; we
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will be substituting for these using the θt equation. To start, since the expression for R2
contains a term −1
2
H(γθt), we use (3.2.34) to calculate the following:
H(γθt) =
2pi2
L2
H(γH(γα)) +H
(
2pi
L
VW θαγ +
2pi
L
γm · n
)
=
2pi2
L2
[H, γ]H(γα)− 2pi
2
L2
γγα +H
(
2pi
L
VW θαγ +
2pi
L
γm · n
)
.
Second, all the terms involving θt are
piθt
L
H(γθα)− 2pi
L
H(γθαθt) + (VW )αθt − θtm · t+ VW θtα
=
(pi
L
H(γθα) +
pi
L
H(γθα)− P(m · t)−m · t
)
θt − 2pi
L
H(γθαθt) + VW θtα
= −2pi
L
[H, θt]γθα − (P(m · t) + (m · t))θt + VW θtα
= −4pi
3
L3
[H, (Hγα)]γθα − 2pi
L
[
H,
(
2pi
L
VW θα +
2pi
L
m · n
)]
γθα
− (P(m · t) +m · t)
(
2pi2
L2
H(γα) +
2pi
L
VW θα +
2pi
L
m · n
)
+
2pi2VW
L2
H(γαα) +
2pi
L
V 2W θαα +
2piVW
L
(VW )αθα +
2piVW
L
(m · n)α
= −4pi
3
L3
[H, (Hγα)]γθα − (P(m · t) +m · t)
(
2pi2
L2
H(γα)
)
+
2pi2VW
L2
H(γαα) +
2pi
L
V 2W θαα +R5,
where R5 is
R5 = −2pi
L
[
H,
(
2pi
L
VW θα +
2pi
L
m · n
)]
γθα +
2pi
L
VW (VW )αθα
+
2piVW
L
(m · n)α − (P(m · t) +m · t)
(
2pi
L
VW θα +
2pi
L
m · n
)
. (3.2.44)
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Substituting all of this, the equation for γt is
γt = −A¯
(
∂4αθ +
3θ2αθαα
2
)
+
2pi((VW )αγ)
L
+
2pi(VWγα)
L
− 2A˜
(pi
L
H(γαt) + S(γt)
)
−
(
2A− 4piA˜θα/L
)
(J [zd](γt))
− 2A˜
(
−4pi
3
L2
[H, (Hγα)]γθα − (P(m · t) +m · t)2pi
2
L2
H(γα)
)
− 2A˜
(
−piLt
L2
H(γα) +
2pi2
L2
VWH(γαα) +
2pi
L
V 2W θαα
)
+
(
2A− 4piA˜θα/L
)(pi2
L2
[H, γ]H(γα)− pi
2
L2
γγα +H
(pi
L
VW θαγ +
pi
L
γm · n
))
−
(
2A− 4piA˜θα/L
)(
−Re
{
zαK[zd]
(
γztα
zα
)}
−Re
{
zα
2i
[
H,
1
zα
](
γztα
zα
)}
+R1
)
− 2A˜
(
Lt
L
m · n+R3 +R5 + 2pigxαα
L
)
− 2A
((
pi2
L2
)
γγα − VW
(
−pi
L
H(γθα) +m · t
)
+ gyα
)
.
To simplify the notation of the equation for γt, we define R and R˜:
R˜ = −A¯3θ
2
αθαα
2
+
2pi(VWγα)
L
− (4A− 4piA˜θα/L)(pi2
L2
γγα
)
−2A˜
(
−4pi
3
L2
[H, (Hγα)]γθα − (P(m · t) +m · t)2pi
2
L2
H(γα)− piLt
L2
H(γα) +
2pi
L
V 2W θαα
)
,
(3.2.45)
R =
2pi((VW )αγ)
L
+
(
2A− 4piA˜θα/L
)(pi2
L2
[H, γ]H(γα) +H
(pi
L
VW θαγ +
pi
L
γm · n
))
−
(
2A− 4piA˜θα/L
)(
−Re
{
zαK[zd]
(
γztα
zα
)}
−Re
{
zα
2i
[
H,
1
zα
](
γztα
zα
)}
+R1
)
−2A˜
(
Lt
L
m · n+ 2pigxαα
L
+R3 +R5
)
−2A
(
−VW
(
−pi
L
H(γθα) +m · t
)
+ gyα
)
.
(3.2.46)
Finally, we turn to the operator on γt. Using the definition of S and J [zd], substituting
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sα = L/2pi and rewriting J [zd]γt, we introduce the operator T [θ] :
2A˜S(γt)+
(
2A−4piA˜θα/L
)
J [zd](γt) =
(
2A−4piA˜θα/L
)
Re
{
zαK[zd]γt +
zα
2i
[
H,
1
zα
]
γt
}
+2A˜Re
{
2piiz2α
L
K[zd]
((
γt
zα
)
α
)}
+2A˜Re
{
piz2α
L
[
H,
1
z2α
](
zα
(
γt
zα
)
α
)}
:= T [θ](γt).
(3.2.47)
In conclusion, the equation for γt is the following:
γt = −A¯∂4αθ −
2A˜pi
L
H(γαt)− T [θ](γt)− 4A˜VWpi
2
L2
H(γαα) + R˜ +R. (3.2.48)
Finally, we group together some like terms, rewriting γt as
γt = −A¯∂4αθ −
2A˜pi
L
H(γαt)− 4A˜VWpi
2
L2
H(γαα) +Q, (3.2.49)
where Q is the summation of the smoother terms, Q = −T [θ]γt + R˜ +R.
It will be helpful to have a brief notation for the evolution equations, so we introduce
the following:
(θt, γt) = (B1,B2), (3.2.50)
where B1 and B2 are the right-hand sides of equation (3.2.34) and (3.2.48) or (3.2.49).
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3.3 Existence
Before proving existence of solutions, we first must introduce a regularized system
of evolution equations. We will first prove existence of solutions for the regularized
system, and then prove energy estimates for the regularized system. We will then be
able to pass to the limit as the regularization parameter vanishes, finding that solutions
of the non-regularized system of evolution equations exist.
3.3.1 The mollified system
We will need to be careful about reconstructing a curve from a tangent angle; this
is because not every periodic tangent angle function will lead to a periodic curve. In
particular, say η is our tangent angle function, perhaps at a step of an iteration procedure
(so that η cannot be assumed to be a solution of our evolution equation). First we
concern ourselves with defining the length of the curve; this comes from the horizontal
periodicity. The derivative of the horizontal component of the curve to be constructed
from η is
xα[η, L] =
L
2pi
cos(η). (3.3.1)
To solve for L by the horizontal periodicity requirement x[η, L](2pi)− x[η, L](0) =
2pi, we integrate (3.3.1) and solve, finding
L =
4pi2∫ 2pi
0
cos(η(α))dα
. (3.3.2)
One important immediate result we can get from the above equality is
L ≥ 2pi.
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The vertical periodicity requires
∫ 2pi
0
yα[η, L](α)dα = y[η, L](2pi) − y[η, L](0) = 0.
We define yα[η, L] to be
yα[η] =
L[η]
2pi
(
sin(η)− 1
2pi
∫ 2pi
0
sin(η)dα
)
=
L[η]
2pi
P sin(η).
Now we will define the mollified curve first. We let θε be given, and we define the
length Lε as
Lε = L[θε].
Naturally, since A¯ =
8pi3Eb
(ρ1 + ρ2)L3
and A˜ =
2piρ0
(ρ1 + ρ2)L
, we will define A¯ε and A˜ε as
A¯ε =
8pi3Eb
(ρ1 + ρ2)(Lε)3
, A˜ε =
2piρ0
(ρ1 + ρ2)Lε
(3.3.3)
The derivative of the curve is given by
xεα = xα[θ
ε, Lε] =
Lε
2pi
cos(θε), (3.3.4)
yεα = yα[θ
ε, Lε] =
Lε
2pi
P sin(θε). (3.3.5)
The mollified curve is then defined by integrating:
zεd =
Lε
2pi
∫ α
0
cos(θε) + iP sin(θε) dα, (3.3.6)
and the unit normal and the tangent vectors are defined to be
tε = (cos(θε), sin(θε)), nε = (− sin(θε), cos(θε)). (3.3.7)
Note that if the mean of sin(θε) is not equal to zero, then these vector tε,nε are not
actually the unit tangent and normal vectors to the curve zεd. We will ensure that when
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θε is a solution of evolution equation, the equation
1
2pi
∫ 2pi
0
sin(θε)dα = 0 holds.
Now we study
∫ 2pi
0
sin(θ(α, t))dα. By the evolution equation θt =
Uα + V θα
sα
, we
have
d
dt
∫ 2pi
0
sin(θ(α, t))dα =
1
sα
∫ 2pi
0
cos(θ(α, t))(Uα + V θα)dα. (3.3.8)
Recall that Vα =
Lt
2pi
+ θαU ; we integrate by parts in the above integral:
d
dt
∫ 2pi
0
sin(θ(α, t)) dα =
1
sα
∫ 2pi
0
sin(θ(α, t))θαU dα− 1
sα
∫ 2pi
0
Vα sin(θ(α, t)) dα
=
1
sα
∫ 2pi
0
sin(θ(α, t))θαU dα− 1
sα
∫ 2pi
0
(
Lt
2pi
+ θαU
)
sin(θ(α, t)) dα
= −Lt
L
∫ 2pi
0
sin(θ(α, t)) dα.
Therefore,
d
dt
(
L
∫ 2pi
0
sin(θ(α, t)) dα
)
= 0. (3.3.9)
Thus for a solution θ of the exact evolution equations, we see that if the mean of sin(θ)
is initially zero, then it will remain zero at positive times.
We introduce the following analogue of (3.2.50) for the mollified system:
(θε, γε)t = (Bε1 + νε,Bε2), (3.3.10)
where Bε1, νε, and Bε2 are to be defined now. Of course, Bε1,Bε2 will be rather clearly
similar to B1, B2, respectively. The additional term νε will be to enforce our periodicity
requirement (that the mean of sin(θ) is zero). Here νε is taken to be a function of t and
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to be independent of α. By the system (3.3.10),
d
dt
∫ 2pi
0
sin(θε) dα =
∫ 2pi
0
Bε1 cos(θε) dα + νε
∫ 2pi
0
cos(θε) dα. (3.3.11)
As we have discussed before, we need
d
dt
∫ 2pi
0
sin(θε) dα = 0. So from (3.3.2) we
define νε as
νε = −
∫ 2pi
0
Bε1 cos(θε)dα∫ 2pi
0
cos(θε)dα
= − L
ε
4pi2
∫ 2pi
0
Bε1 cos(θε) dα. (3.3.12)
The point of this is that if (θε, γε) solves the system (3.3.10), then the mean of
sin(θε(α, t)) equals zero. In light of (3.3.4), (3.3.5), this implies
|zεα| =
Lε
2pi
, ∀α,
as desired; this would not be the case if the mean of sin(θε) were nonzero.
An assumption on the solvability of the integral equation
We will use the Picard theorem to prove existence of solutions for the initial value
problem for the mollified system. In order to use it, we need to introduce the following
open set O. We let s be a sufficiently large integer. Let positive constants d¯1, d¯2 and d¯3
be given. LetO be the subset ofHs×Hs−1 such that for all (f1, f2) ∈ O , the following
three conditions are satisfied:
‖(f1, f2)‖Hs×Hs−1 < d¯1, (3.3.13)
L[f1] < d¯2, (3.3.14)
|q1[f1](α, α′)| > d¯3, ∀α, α′. (3.3.15)
We now consider (θ, γ) ∈ O. Before mollifying the equations, it is necessary to solve
for γt in the open set. The operator T [θ] involves zd and zα, so we first give the estimates
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on zd and zα in terms of θ.
Lemma 3.3.1. Let (θε, γε) ∈ O be given. Then, the following estimates are satisfied:
‖zεα‖s ≤ C(1 + ‖θε‖s), (3.3.16)
‖zεd‖s+1 ≤ C(1 + ‖θε‖s). (3.3.17)
Proof. The inequality of (3.3.16) follows immediately from the equation (3.3.4) and
(3.3.5), together with the standard composition estimate (Lemma 2.1.3) and the fact
that the definition ofO includes a bound on the length. Since zεd is defined in (3.3.6) by
integral xεα, y
ε
α, the estimate (3.3.17) follows.
The equation (3.2.47) gives definition of T [θ](γt); generally for any f ∈ H0, we
have the definition
T [θ](f) =
(
2A− 4piA˜θα/L
)
Re
{
zαK[zd]f +
zα
2i
[
H,
1
zα
]
f
}
+ 2A˜Re
{
2piiz2α
L
K[zd]
((
f
zα
)
α
)}
+ 2A˜Re
{
piz2α
L
[
H,
1
z2α
](
zα
(
f
zα
)
α
)}
.
(3.3.18)
Lemma 3.3.2. Let (θ, γ) ∈ O be given. Then T [θ] is bounded operator from H0 to H0.
Moreover, there exist positive constants C1 and C2 such that for any f ∈ H0,
‖T [θ]f‖0 = C1(A+ A˜0) exp{C2‖θ‖2}‖f‖0, (3.3.19)
where A˜0 =
ρ0
ρ1 + ρ2
.
Proof. The operator contains K[zd] and Hilbert commutators. The following estimates
take them into account separately.
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By Lemma 2.1.4, for n ≥ 3, we have the following estimates:
‖K[zd]f‖0 ≤ C1‖f‖0 exp{C2‖zd‖2},
and
∥∥∥∥K[zd](( fzα
)
α
)∥∥∥∥
0
≤ C1
∥∥∥∥( fzα
)∥∥∥∥
0
exp{C2‖zd‖3} ≤ C1‖f‖0 exp{C2‖zd‖3}.
By Lemma 2.1.6, we have the following:
∥∥∥∥[H, 1z2α
]
f
∥∥∥∥
0
≤ C1
∥∥∥∥ 1z2α
∥∥∥∥
1
‖f‖0 ≤ C1‖f‖0 exp{C2‖zα‖1},
and
∥∥∥∥[H, 1z2α
](
zα
(
f
zα
)
α
)∥∥∥∥
0
≤ C1
∥∥∥∥ 1z2α
∥∥∥∥
2
∥∥∥∥(zα( fzα
)
α
)∥∥∥∥
−1
≤ C1‖f‖0 exp{C2‖zα‖2}.
We now conclude that by Lemma 2.1.2 and Lemma 3.3.1, T [θ] is an operator from H0
to H0, moreover,
‖T [θ]f‖0 ≤ C1
(
A+ A˜
)
exp{C2‖θ‖2}‖f‖0.
(Note that the constants C1 and C2 may depend upon the constants d¯1, d¯2, and d¯3 which
define our open set, but this causes no problem.) Since A˜ = 2piA˜0/L ≤ A˜0, this
completes the proof of the lemma.
Generally, using Lemmas 2.1.2, 2.1.4 , 2.1.6 and Lemma 3.3.1 again for general s,
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the following estimate holds:
‖T [θ]f‖s−2 ≤ C1(A+ A˜0) exp{C2‖θ‖s}‖f‖0. (3.3.20)
The following lemma on resolvent appears as Proposition 9.6 of [30]:
Lemma 3.3.3. If A is a bounded linear operator on a Hilbert space, then the resolvent
set ρ(A) is an open subset of C that contains the exterior disc {λ ∈ C, |λ| > ‖A‖}.
The resolvent Rλ = (λI −A)−1 is an operator-valued analytic function of λ defined on
ρ(A). Moreover
‖(λI − A)−1‖ ≤ 1|λ| − ‖A‖ .
We will assume that the integral equation is solvable, and prove well-posedness of
our initial value problem under this assumption. It is important to note that by Lemma
3.3.3, we can verify that the assumption is indeed satisfied at least for certain values of
ρ0, ρ1, and ρ2. For example, we can see that the operator T [θ] is invertible as desired if
ρ0 is small.
Assumption 3.3.4. For fixed ρ0, ρ1, and ρ2, and for all (θ, γ) ∈ O, the operator T [θ]
satisfies
‖T [θ]‖H0→H0 ≤ c (3.3.21)
for some constant c < 1.
Notice that the Fourier multiplier operator I +
2pi
L
A˜Λ is invertible and
∥∥∥∥(I + 2piL A˜Λ)−1
∥∥∥∥
Hs→Hs
≤ 1.
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Thus, we may conclude
∥∥∥∥∥
(
I +
2pi
L
A˜Λ
)−1
T [θ]
∥∥∥∥∥
H0→H0
≤ c. (3.3.22)
By Lemma 3.3.3, the inverse
(
I +
(
I +
2pi
L
A˜Λ
)−1
T [θ]
)−1 exists and is a uniformly
bounded operator from H0 to H0 for all (θ, γ) ∈ O.
Mollified Equations
We introduce the mollifier χε with the parameter ε: this operator acts through trun-
cation of the Fourier series, zeroing out modes with wave number larger that 1/ε. As
such, χε is a projection, so that χ2ε = χε. We now define Bε1,Bε2. To begin, we make the
following definitions:
Bε1 =
2pi2
(Lε)2
χεH(γ
ε
α) +
2pi
Lε
χε (V
ε
W (χεθα)) +
2pi
Lε
mε · nε, (3.3.23)
Bε2 = −A¯εχε∂4αθε −
2A˜εpi
Lε
H(γεαt)−
4A˜εpi2
(Lε)2
χε(V
ε
WχεH(γ
ε
αα)) +Q
ε. (3.3.24)
The mollification operator χε appears twice in some of terms to allow us to perform
integration by parts in the energy estimate. In the mollified system, there remain several
terms to define, and we will do this presently.
We define mε the same way that m is defined in (3.2.32), but we use the mollified
quantities instead:
C(mε)∗ = zεαK[zεd]
((
γε
zεα
)
α
)
+
zεα
2i
[
H,
1
(zεα)
2
](
zεα
(
γε
zεα
)
α
)
. (3.3.25)
Then from equation (3.2.35), we define V εW as follows:
V εW = ∂
−1
α
( pi
Lε
H((χεγ)(χεθ
ε
α))− P(mε · tε)
)
. (3.3.26)
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Similarly, the mollified Birkhoff-Rott integral, W ε, is defined the same way as W ,
using (3.2.26), but in terms of the new quantities γε, zεd :
C(W ε)∗ = 1
4pii
∫ 2pi
0
γε(α′) cot
(
1
2
(zεd(α)− zεd(α′)
)
dα′. (3.3.27)
Then, we define U  to be
U ε = W ε · nε. (3.3.28)
We also need the mollified version of V , which is as defined in (3.2.20):
V ε = ∂−1α P(θ
ε
αU
ε) + V ε0 (t). (3.3.29)
where V ε0 (t) is defined by
V ε0 (t) =
1
2pi
∫ 2pi
0
W ε · tεdα. (3.3.30)
According to the definition of Bε2, we still need to define Qε. To define it, we need to
rewrite the γt equation. We rewrite it as
γt = −2A˜pi
L
H(γαt)− T [θ](γt) + F, (3.3.31)
where
F = −A¯∂4αθ −
4A˜VWpi
2
L2
H(γαα) + R˜ +R. (3.3.32)
By the assumption, for all (θ, γ) ∈ O, we can solve for γt:
γt =
(
I +
(
I +
2pi
L
A˜Λ
)−1
T [θ]
)−1(
I +
2pi
L
A˜Λ
)−1
F. (3.3.33)
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Then, we can rewrite Q as follows:
Q = −T [θ]
(I + (I + 2pi
L
A˜Λ
)−1
T [θ]
)−1(
I +
2pi
L
A˜Λ
)−1
F
+ R˜ +R.
(3.3.34)
Now we will define F ε, Rε, and R˜ε..
From (3.3.32), we define F ε as
F ε = −A¯ε∂4αθε −
4A˜εV εWpi
2
(Lε)2
H(γεαα) + R˜
ε +Rε (3.3.35)
This still leaves us needing to define Rε and R˜ε. Since R and R˜ involve Lt and zt, zαt,
we now define their mollified versions, and then replace all corresponding terms in Rε
and R˜ε.
Lεt = −
∫ 2pi
0
θεαU
εdα, zεt = C(U εnε + V εtε), and zεαt = ∂αC(U εnε + V εtε).
(3.3.36)
The definition of R˜ε is then straightforward:
R˜ε = −A¯ε3(θ
ε
α)
2θεαα
2
− 2A˜ε
(
− 4pi
3
(Lε)2
[H, (Hγεα)]γ
εθεα − (P(mε · tε) +mε · tε)
2pi2
(Lε)2
H(γεα)
)
−2A˜ε
(
pi
∫ 2pi
0
θεαU
εdα
(Lε)2
H(γεα) +
2pi
Lε
(V εW )
2θεαα
)
+
2pi(V εWγ
ε
α)
Lε
− (4A− 4piA˜εθεα/Lε)( pi2(Lε)2γεγεα
)
.
(3.3.37)
We omit the details of definition of Rε, which is similar to the definition of R, but in
terms of all the new quantities we have defined. Now we write out the formula for the
operator T [θε] in terms of the mollified quantities from the definition (3.3.18)
T [θε](f) =
(
2A− 4piA˜εθεα/Lε
)
Re
{
zεαK[z
ε
d]f +
zεα
2i
[
H,
1
zεα
]
f
}
+2A˜εRe
{
2pii(zεα)
2
Lε
K[zεd]
((
f
zεα
)
α
)}
+2A˜εRe
{
pi(zεα)
2
Lε
[
H,
1
(zεα)
2
](
zεα
(
f
zεα
)
α
)}
.
(3.3.38)
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Finally, Qε is defined by
Qε = −T [θε]
(I + (I + 2pi
Lε
A˜εΛ
)−1
T [θε]
)−1(
I +
2pi
Lε
A˜εΛ
)−1
F ε
+ R˜ε +Rε.
(3.3.39)
3.3.2 Some A Priori Estimates
In this section, we give estimates for quantities like W ε or V εW , in terms of norms
of θε and γε . We note that the same estimates apply when there is no regularization,
i.e., when ε = 0, and the proof is exactly the same.
Lemma 3.3.5. Let (θε, γε) ∈ O be given, such that θε satisfies 〈〈sin(θε)〉〉 = 0 . Then,
the following estimates are satisfied:
‖tε‖s ≤ C(1 + ‖θε‖s), (3.3.40)
‖nε‖s ≤ C(1 + ‖θε‖s), (3.3.41)
‖mε‖s ≤ C1‖γε‖s−1 exp(C2‖θε‖s), (3.3.42)
‖W ε‖s−1 ≤ C1‖γε‖s−1 exp(C2‖θε‖s), (3.3.43)
‖U ε‖s−1 ≤ C1‖γε‖s−1 exp(C2‖θε‖s), (3.3.44)
|Lεt | ≤ C1‖γε‖s−1 exp(C2‖θε‖s), (3.3.45)
‖V εW‖s ≤ C1‖γε‖s−1 exp(C2‖θε‖s), (3.3.46)
‖V ε‖s ≤ C1‖γε‖s−1 exp(C2‖θε‖s), (3.3.47)
‖zεt ‖s−1 ≤ C1‖γε‖s−1 exp(C2‖θε‖s), (3.3.48)
‖Rε‖s−1 ≤ C1(1 + ‖γε‖2s−1) exp(C2‖θε‖s), (3.3.49)
‖R˜ε‖s−2 ≤ C1(1 + ‖γε‖2s−1) exp(C2‖θε‖s), (3.3.50)
‖Qε‖s−2 ≤ C1(1 + ‖γε‖2s−1) exp(C2‖θε‖s), (3.3.51)
|νε| ≤ C1‖γε‖s−1 exp(C2‖θε‖s). (3.3.52)
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Proof. We will use Lemma 3.3.1 in the following proof when we meet zεα and z
ε
d. The
estimates (3.3.40) and (3.3.41) follow immediately from (3.3.7), together with the stan-
dard composition estimate, Lemma 2.1.3. By the definition of mε and Lemma 2.1.2,
Lemma 2.1.4, and Lemma 2.1.6, we have
‖mε‖s ≤ ‖zεα‖s
∥∥∥∥K[zεd](γεzεα
)
α
∥∥∥∥
s
+
∥∥∥zα
2i
∥∥∥
s
∥∥∥∥[H, 1(zεα)2
](
zεα
(
γε
zεα
)
α
)∥∥∥∥
s
≤ C1‖zεα‖s
∥∥∥∥(γεzεα
)
α
∥∥∥∥
1
exp{C2‖zεd‖s+1}+
∥∥∥∥zεα2i
∥∥∥∥
s
∥∥∥∥ 1(zεα)2
∥∥∥∥
s
∥∥∥∥zεα(γεzεα
)
α
∥∥∥∥
s−2
≤ C1‖γε‖s−1 exp(C2‖θε‖s).
By the definition of W ε, and adding and subtracting, we rewrite it as
C(W ε)∗ = K[zεd]γε +
1
2i
H(
γε
zεα
). (3.3.53)
Lemma 2.1.4 provides a bound for K[zεd] :
‖W ε‖s−1 ≤ ‖K[zεd]γε‖s−1 +
∥∥∥∥ 12iH
(
γε
zεα
)∥∥∥∥
s−1
≤ C1‖γε‖s−1 exp(C2‖θε‖s).
(3.3.54)
The estimate (3.3.44) immediately follows from (3.3.28) and the bounds (3.3.41) and
(3.3.54). The estimate (3.3.45) follows from (3.3.36), (3.3.44) and the Schwartz in-
equality. The estimate on V εW readily follows from its definition (3.3.26) and the bound
on mε. To estimate V ε, we first do V ε0 (t). By the definition (3.3.30), |V ε0 (t)| is bound-
ed from (3.3.40) and (3.3.43) and the Schwartz inequality. Then the estimate on V ε is
straightforward from its definition (3.3.29) and the bound on U ε. The estimate (3.3.48)
is obtained easily from the definition zεt = C(U εnε + V εtε) and previous bounds.
To get the estimate on Rε, we first obtain bounds on terms which involving the
operator K[zεd] and all kinds of Hilbert commutators. They are smoothing enough for
sufficiently large s by Lemma 2.1.4 and Lemma 2.1.6. And then all the terms com-
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prising Rε are bounded in Hs−1 from Lemma 2.1.2 and all previous estimates. This
demonstrates the inequality (3.3.49).
We have defined R˜ε in (3.3.37), and it contains as the highest derivative terms γεα and
θεαα. So the inequality (3.3.50) follows from Lemma 2.1.2 and all previous estimates.
Now we turn to estimate Qε. Firstly ‖F ε‖0 ≤ C1(1 + ‖γε‖2s−1) exp(C2‖θε‖s) for
sufficient large s by equation (3.3.35) and the bounds on Rε and R˜ε. This immediately
yields
∥∥∥∥∥∥
(
I +
(
I +
2pi
Lε
A˜εΛ
)−1
T [θε]
)−1(
I +
2pi
Lε
A˜εΛ
)−1
F ε
∥∥∥∥∥∥
0
≤ C1(1+‖γε‖2s−1) exp(C2‖θε‖s)
by Assumption 3.3.4 and Lemma 3.3.3. In conclusion, using the inequality (3.3.20),
T [θε] is a bounded operator from H0 to Hs−2; together with the estimates on Rε and
R˜ε, we have ‖Qε‖s−2 ≤ C1(1 + ‖γε‖2s−1) exp(C2‖θε‖s).
Finally the estimate on νε is readily obtained from its definition (3.3.12), the Schwartz
inequality and using previous estimates.
3.3.3 Existence and the energy estimate
We now prove that solutions of our mollified system exist, by using the Picard Theo-
rem. This gives existence on a time interval which depends badly upon the mollification
parameter, ε. We then prove an energy estimate, and this allows us to extend the exis-
tence time to be uniform in ε. We begin by stating the Picard Theorem on a Banach
space; there are many such statements of this theorem in the literature, including in
[31].
Theorem 3.3.6 (Picard). Let O ⊂ B be an open subset of a Banach space B. Let
F : O → B. Assume that F is locally Lipschitz continuous, i.e., that for all x ∈ O,
there exists an open neighborhood of x, Ux ∈ O and c > 0 such that for all x1, x2 ∈ Ux
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,‖F (x1)− F (x2)‖B ≤ c‖x1 − x2‖B.
Then, for every x0 ∈ O, there exists T > 0 and x ∈ C1((−T, T );O) such that x is the
solution of the initial value problem
dx
dt
= F (x), x(0) = x0.
In order to use Picard theorem, the open set O is as defined previously.
Theorem 3.3.7. Let (θ0, γ0) ∈ O be given with 〈〈sin(θ0)〉〉 = 0. There exists Tε > 0
and (θε, γε) ∈ C1((−Tε, Tε);O) such that (θε, γε) is the unique solution of the initial
value problem given by (3.3.10) with initial data (θ0, γ0).
We do not provide further details, but the proof that the relevant function has the
correct mapping properties and is Lipschitz is now routine. We have demonstrated the
existence of solutions to the mollified system. We would like to pass to the limit as
ε → 0+ . However, we cannot do this yet, as the time interval from Theorem 3.3.7
could go to zero as ε vanishes. Our next step is to prove an energy estimate, uniformly
in ε, for the solutions (θε, γε). We can then use the continuation theorem for ordinary
differential equations on a Banach space to find that the solutions of the mollified system
exist on a common time interval; after this, we will be able to pass to the limit as the
regularization vanishes.
Theorem 3.3.8. Let (θ0, γ0) ∈ O be given, with 〈〈sin(θ0)〉〉 = 0. Let ε > 0 be given.
Let (θε, γε) ∈ C([0, T ],O) be a solution of (3.3.10), with initial conditions (θ0, γ0) .
Then there exists constants c1 ∈ (0,∞), c2 ∈ (0, 1) and c3 ∈ (0,∞) , depending only
on s, d¯1, d¯2, d¯3, ‖θ0‖s and ‖γ0‖s−1, such that
‖θε‖2s + ‖γε‖2s−1 ≤ −c1 ln(c2 − c3t). (3.3.55)
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Proof. As in the example of Section 2, We define an energy functional E as
E(t) = E0(t) + E1(t) + E2(t) + E3(t), (3.3.56)
where the definitions of E0, E1, E2 and E3 are given by
E0(t) =
1
2
∫ 2pi
0
(θε)2 + (γε)2dα, (3.3.57)
E1(t) =
(Lε)2A¯ε
4pi2
∫ 2pi
0
(∂sαθ
ε)2dα, (3.3.58)
E2(t) =
1
2
∫ 2pi
0
(∂s−2α γ
ε)(H∂s−1α γ
ε)dα, (3.3.59)
E3(t) =
piA˜ε
Lε
∫ 2pi
0
(H∂s−1α γ
ε)2dα. (3.3.60)
We see that A¯ε ≥ 0 and A˜ε ≥ 0 for all t, so the energy is well defined. (Also, recall that
Lε is bounded above and below.)
To begin, we take the time derivative of E0:
dE0
dt
=
∫ 2pi
0
θεθεt + γ
εγεt dα.
Since s is sufficiently largely, it is immediate, from the evolution equations (3.3.10), the
definitions (3.3.23) and (3.3.24), and related equations, as well as the estimates from
Lemma 3.3.5, the following inequality holds:
dE0
dt
≤ C1 exp(C2E). (3.3.61)
We next take the time derivative of E1:
dE1
dt
=
((Lε)2A¯ε)t
4pi2
∫ 2pi
0
(∂sαθ
ε)2dα +
(Lε)2A¯ε
2pi2
∫ 2pi
0
(∂sαθ
ε)(∂sαθ
ε
t ) dα. (3.3.62)
We note that ∂ανε = 0, so there is no contribution from νε in (3.3.62). To proceed with
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(3.3.62), we will focus on the second term on the right-side hand. Applying ∂sα to θ
ε
t
(see (3.3.23)), we get
∂sαθ
ε
t =
2pi2
(Lε)2
χεH(∂
s+1
α γ
ε) +
2pi
Lε
χε
(
V εW (χε∂
s+1
α θ
ε)
)
+ Φ1, (3.3.63)
where Φ1 is given by the formula
Φ1 =
2pi
Lε
χε
s∑
j=1
(
s
j
)
∂jαV
ε
W (χε∂
s+1−j
α θ
ε) +
2pi
Lε
∂sα(m
ε · nε).
All of the summands here involve at most s derivative of θε and V εW . Therefore, the
estimates of Lemma 3.3.5 immediately imply that ‖Φ1‖0 ≤ C1 exp(C2E). We plug
(3.3.63) into (3.3.62), and we use the fact that χε is self-adjoint:
dE1
dt
=
((Lε)2A¯ε)t
4pi2
∫ 2pi
0
(∂sαθ
ε)2 dα + A¯ε
∫ 2pi
0
(∂sαθ
ε)
(
χεH∂
s+1
α γ
ε
)
dα
+
LεA¯ε
pi
∫ 2pi
0
(χε∂
s
αθ
ε)V εW (χε∂
s+1
α θ
ε) dα +
(Lε)2A¯ε
2pi2
∫ 2pi
0
(∂sαθ
ε)Φ1 dα. (3.3.64)
For he third term on the right-hand side of (3.3.64), by integrating by parts we have
∣∣∣∣−LεA¯ε2pi
∫ 2pi
0
(χε∂
s
αθ
ε)2∂αV
ε
W dα
∣∣∣∣ ≤ C1 exp(C2E).
Now we compute
dE2
dt
:
dE2
dt
=
∫ 2pi
0
(
H∂s−1α γ
ε
) (
∂s−2α γ
ε
t
)
dα.
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Next, we substitute using the formula (3.3.24):
dE2
dt
=
∫ 2pi
0
(
H∂s−1α γ
ε
) (−A¯εχε∂s+2α θε − 2A˜ε piLεH(∂s−1α γεt )) dα
+
∫ 2pi
0
(
H∂s−1α γ
ε
)(−∂s−2α
(
4pi2A˜ε
(Lε)2
χε(V
ε
WχεH(γ
ε
αα))
)
+ ∂s−2α Q
ε
)
dα.
We treat this similarly to dE1/dt, expanding as follows:
dE2
dt
= −A¯ε
∫ 2pi
0
(
H∂s−1α γ
ε
)
χε∂
s+2
α θ
ε dα− 2A˜
εpi
Lε
∫ 2pi
0
(
H∂s−1α γ
ε
)
H∂s−1α γ
ε
t dα
− 4pi
2A˜ε
(Lε)2
∫ 2pi
0
(
χεH∂
s−1
α γ
ε
)
V εWχεH∂
s
αγ
ε dα
− 4pi
2A˜ε
(Lε)2
∫ 2pi
0
(
χεH∂
s−1
α γ
ε
) s−2∑
j=1
(
s− 2
j
)
(∂jαV
ε
W )(χεH∂
s−j
α γ
ε) dα
+
∫ 2pi
0
(
H∂s−1α γ
ε
)
∂s−2α Q
ε dα. (3.3.65)
We deal with the terms on the right-hand side of (3.3.65) one by one. We integrate by
parts twice in the first term on the right-hand side of (3.3.65), and we use that χε is
self-adjoint:
−A¯ε
∫ 2pi
0
(
H∂s−1α γ
ε
)
χε∂
s+2
α θ
ε dα = −A¯ε
∫ 2pi
0
(
χεH∂
s+1
α γ
ε
)
∂sαθ
ε dα,
which is same as the second term on the right-hand side of (3.3.64) with the opposite
sign.
Next, we rewrite the second term on the right-hand side of (3.3.65):
−2A˜
εpi
Lε
∫ 2pi
0
H∂s−1α γ
εH∂s−1α γ
ε
t dα = −
A˜εpi
Lε
d
dt
∫ 2pi
0
(
H∂s−1α γ
ε
)2
dα. (3.3.66)
We integrate by parts in the third term on the right-hand side of (3.3.65):
−4pi
2A˜ε
(Lε)2
∫ 2pi
0
(
χεH∂
s−1
α γ
ε
)
V εWχεH∂
s
αγ
ε dα =
2pi2A˜ε
(Lε)2
∫ 2pi
0
(
χεH∂
s−1
α γ
ε
)2
∂αV
ε
W dα.
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For the fourth term on the right-hand side of (3.3.65), we see that
s−2∑
j=1
(
s− 2
j
)
(∂jαV
ε
W )(χεH∂
s−j
α γ
ε)
involves at most s − 1 derivatives of γε and s − 2 of V εW , so, using Lemma 3.3.5, we
conclude ∥∥∥∥∥
s−2∑
j=1
(
s− 2
j
)
(∂jαV
ε
W )(χεH∂
s−j
α γ
ε)
∥∥∥∥∥
0
≤ C1 exp(C2E).
And for the fifth term on the right-hand side of (3.3.65), we see ‖∂s−2α Qε‖0 ≤ C1 exp(C2E)
by Lemma 3.3.5. Finally we compute
dE3
dt
:
dE3
dt
= − d
dt
(
piA˜ε
Lε
)∫ 2pi
0
(H∂s−1α γ
ε)2dα +
piA˜ε
Lε
d
dt
∫ 2pi
0
(H∂s−1α γ
ε)2dα. (3.3.67)
When adding, (3.3.67) will provide a cancellation with (3.3.66). Now we add (3.3.64),
(3.3.65), and (3.3.67), and we then conclude that
dE1
dt
+
dE2
dt
+
dE3
dt
≤ C1 exp(C2E) (3.3.68)
(We note that we have not discussed explicitly the terms which contain Lεt , but these
are immediately bounded, using the definition of the energy and Lemma 3.3.5.) So we
combine the time derivatives of E0, E1, E2, and E3, finding
dE
dt
≤ C1 exp(C2E),
which implies
E(t) ≤ − ln(e
−C2E(0) − C1C2t)
C2
.
This completes the proof of the theorem.
3.3.4 Passing to the limit: Existence and regularity
Now that we have both established the existence of solutions (θε, γε) and established
bounds on these which are independent of ε, we are in a position to pass to the limit as
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ε vanishes.
Theorem 3.3.9. Let (θ0, γ0) ∈ O be given, with θ0 satisfying 〈〈sin(θ0)〉〉 = 0. There
exists T > 0 and (θ, γ) ∈ C([0, T ]; O¯) such that (θ, γ) satisfies (3.2.21) and (3.2.48)
with (θ(·, 0), γ(·, 0)) = (θ0, γ0).
Proof. Note that the set O¯ is the closure of the open set O. Theorem 3.3.8 implies that
the norm of solutions of the mollified problem (3.3.10), (θε, γε), will not blow up in a
short time. Indeed, it indicates that the solutions (θε, γε) are bounded independently of
ε. Furthermore, the solutions all exist on a common time interval, by the continuation
theorem for autonomous ODE on a Banach space. That is, there exists T > 0, such
that for all ε > 0, solutions of the initial value problem (θε, γε) are in C([0, T ];O),
whereO is a bounded subset ofHs×Hs−1, and since we have taken s sufficiently large
(s ≥ 5 suffices for the present purpose), this implies that each of θεα, θεt , γεα and γεt are
uniformly bounded periodic functions. Thus θε and γε are bounded and equicontinuous
families. By the Arzela-Ascoli theorem, there exists (θ, γ) ∈ C([0, 2pi] × [0, T ]) ×
C([0, 2pi]× [0, T ]) such that a subsequence of (θε, γε) converges uniformly to (θ, γ) on
[0, 2pi] × [0, T ]. We will now show that this pair (θ, γ) is in the closure of O, and also
that it solves the non-mollified evolution equations.
Since each of θ and γ are in C([0, 2pi] × [0, T ]), we see that they are also in
L2([0, 2pi]) at each time. By Lemma 2.1.1, we can conclude that the subsequence of
(θε, γε) actually converges to (θ, γ) in Hs
′ × Hs′−1 for any 1 ≤ s′ < s. Moreover for
any such s′, we have (θ, γ) ∈ L∞([0, T ];Hs′ ×Hs′−1).
Since the divided differences for the solutions θε are bounded by d¯3, we can pass it
to the limit, finding
|q1[θ](α, α′)| ≥ d¯3 > 0 ∀α, α′.
Furthermore, all the solutions θε satisfy
〈〈sin(θε)〉〉 = 1
2pi
∫ 2pi
0
sin(θε)dα = 0.
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Since along our subsequence θε converges uniformly to θ, we can pass to the limit. That
is P(sin(θ)) = sin(θ). We also can pass to the limit, finding νε goes to 0 as ε vanishes.
Recall the definition of νε and take the limit
lim
ε→0+
νε = − L
4pi2
∫ 2pi
0
B1 cos(θ)dα = − 1
2pi
∫ 2pi
0
(Uα + V θα) cos(θ)dα.
We have previously calculated this integral; it is equal to
Lt
2piL
∫ 2pi
0
sin(θ)dα = 0.
We now integrate (3.3.10) from t = 0 to any time t ∈ [0, T ],
(θε, γε) = (θ0, γ0) +
∫ t
0
(Bε1 + νε,Bε2) ds.
We have established sufficient regularity thus far to be able to pass to the limit here
(along our subsequence), finding
(θ, γ) = (θ0, γ0) +
∫ t
0
(B1,B2) ds.
Differentiating this with respect to time, we have shown that (θ, γ) is indeed a solution
of (3.2.50), as desired.
It remains to demonstrate that (θ, γ) ∈ C([0, T ];Hs×Hs−1). For any t ∈ [0, T ], the
sequence (θε(·, t), γε(·, t)) is uniformly bounded with respect to both ε and t in Hs ×
Hs−1. The unit ball of a Hilbert space is weakly compact, so there exists a weak limit
along a subsequence. This weak limit must clearly be (θ(·, t), γ(·, t)), which implies
that (θ, γ) ∈ L∞([0, T ];Hs ×Hs−1).
To show continuity in time in Hs × Hs−1, we must show that for any t∗ ∈ [0, T ],
we have
lim
t→t∗
‖θ(·, t)− θ(·, t∗)‖s + ‖γ(·, t)− γ(·, t∗)‖s−1 = 0.
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Note that the above limit is a one-sided limit when t∗ = 0 or t∗ = T . We know that the
space Hs × Hs−1 is a Hilbert space. To establish convergence in a Hilbert space, it is
sufficient to establish weak convergence, plus convergence of the norm.
Firstly, for weak convergence, we only focus on θ as an example. There is no
difference with γ. Let any s′ satisfying 0 < s′ < s be given. We know that θ(·, t) →
θ(·, t∗) in Hs′. Let φ ∈ H−s be given. By Sobolev embedding, H−s′ is dense in H−s
since −s′ > −s. By Theorem 3.3.8, there exists a constant K > 0 such that for any
t ∈ [0, T ], ‖θ(·, t)‖s ≤ K. Let δ > 0 be given, and choose φδ ∈ H−s′ be given such
that ‖φ− φδ‖−s ≤ δ
3(1 +K)
. Then
〈θ(·, t)− θ(·, t∗), φ〉 = 〈θ(·, t)− θ(·, t∗), φδ〉+ 〈θ(·, t)− θ(·, t∗), φ− φδ〉
The second term on the right-hand side is bounded by
2Kδ
3(1 +K)
, and thus by 2δ/3.And
the first integral can be made smaller than
δ
3
by taking t sufficiently close to t∗ since
θ(·, t) converges to θ(·, t∗) in Hs′ . This demonstrates the weak convergence. Finally, all
that remains is to prove that the Hs × Hs−1 norm of (θ, γ) is continuous in time. We
omit the details of this, as the argument is identical to the corresponding argument in
[5] for the vortex sheet with surface tension, or the corresponding argument in Chapter
3 of [31] for the incompressible Euler equations.
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3.4 Uniqueness and continuous dependence
We have proved above that solutions (θ, γ) exist in the space Hs × Hs−1. Now
we assume that we have two solutions (θ, γ) and (θ′, γ′) in this space and estimate the
difference in a lower regularity space H3×H2. This space is chosen to be high enough
so that the estimates have positive powers of derivatives, but low enough so that the
terms can be bounded by ‖θ‖s and ‖γ‖s−1.
Before beginning, we note that we will use the estimates in Lemma 3.3.5 with un-
regularized quantities, i.e. for ε = 0. We also remark that the estimate that we now
perform, for (θ − θ′, γ − γ′) in H3 × H2, will be very similar to the energy estimate
above for the existence proof.
Theorem 3.4.1. Let (θ0, γ0) ∈ O and (θ′0, γ′0) ∈ O be given, with 〈〈sin(θ0)〉〉 =
〈〈sin(θ′0)〉〉 = 0. Let T > 0 be such that there exists (θ, γ) ∈ C([0, T ],O) which
solves (3.2.50) with initial value (θ(·, 0), γ(·, 0)) = (θ0, γ0), and there exists (θ′, γ′) ∈
C([0, T ],O) which solves (3.2.50) with initial value (θ′(·, 0), γ′(·, 0)) = (θ′0, γ′0). There
exists c > 0 such that
sup
t∈[0,T ]
(|L−L′|+‖θ−θ′‖3 +‖γ−γ′‖2) ≤ c(|L(0)−L′(0)|+‖θ0−θ′0‖3 +‖γ0−γ′0‖2)).
(3.4.1)
Moreover, the solution of the initial value problem (3.2.50) with initial data (θ0, γ0) ∈ O
is unique.
Proof. We define
Ed(t) = Z0(t) + Z1(t) + Z2(t) + Z3(t), (3.4.2)
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where
Z0(t) =
1
2
(L− L′)2 + 1
2
∫ 2pi
0
(θ − θ′)2 + (γ − γ′)2dα, (3.4.3)
Z1(t) =
L2A¯
4pi2
∫ 2pi
0
(∂3αθ − ∂3αθ′)2dα, (3.4.4)
Z2(t) =
1
2
∫ 2pi
0
(∂αγ − ∂αγ′)(H∂2αγ −H∂2αγ′)dα, (3.4.5)
Z3(t) =
piA˜
L
∫ 2pi
0
(H∂2αγ −H∂2αγ′)2dα. (3.4.6)
It is important to be able to get the Lipschitz estimates on the various quantities cor-
responding to Lemma 3.3.5 associated to(θ − θ′, γ − γ′) with s = 3. The simplest
quantities are the unit tangent and normal vectors which are bounded by standard Lips-
chitz estimates for sine and cosine:
‖t− t′‖3 = ‖(cos(θ)− cos(θ′), sin(θ)− sin(θ′))‖3 ≤ C‖θ − θ′‖3 ≤ CE1/2d . (3.4.7)
And similarly,
‖n− n′‖3 ≤ CE1/2d .
Since za =
L
2pi
C(t), a bound for zα − z′α follows:
(3.4.8)
|zα − z′α‖3 ≤
∥∥∥∥L− L′2pi C(t)
∥∥∥∥
3
+
L′
2pi
‖C(t)− C(t′)‖3 ≤ CE1/2d . (3.4.9)
Next we estimate m−m′. We rewrite
C(m−m′) = I + II,
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where
I = zαK[zd]
((
γ
zα
)
α
)
− z′αK[z′d]
((
γ′
z′α
)
α
)
,
II =
zα
2i
[
H,
1
z2α
](
zα
(
γ
zα
)
α
)
− z
′
α
2i
[
H,
1
(z′α)2
](
z′α
(
γ′
z′α
)
α
)
.
We rewrite I by adding and subtracting:
I = (zα−z′α)K[zd]
((
γ
zα
)
α
)
+z′α(K[zd]−K[z′d])
((
γ
zα
)
α
)
+z′αK[z
′
d]
((
γ
zα
)
α
−
(
γ′
z′α
)
α
)
.
With our uniform bounds on θ and γ, and using Lemma 2.1.2 and Lemma 2.1.4, the
first term on the right-hand side is bounded in H3 by CE1/2d . For the second term, we
apply Lemma 2.1.5, and we thus see that this term is also bounded inH3 by CE1/2d . For
the third term on the right-hand side, its norm in H3 is bounded by CE1/2d since K[z
′
d]
is a smoothing operator by Lemma 2.1.4.
We now consider the term II . We start by adding and subtracting :
II =
zα − z′α
2i
[
H,
1
z2α
](
zα
(
γ
zα
)
α
)
+
z′α
2i
[
H,
1
z2α
− 1
(z′α)2
](
zα
(
γ
zα
)
α
)
+
z′α
2i
[
H,
1
(z′α)2
](
zα
(
γ
zα
)
α
− z′α
(
γ′
z′α
)
α
)
.
The first term on the right-hand side can be immediately bounded in H3 by CE1/2d . The
third term can bounded in H3 by CE1/2d by Lemma 2.1.6. For the second term on the
right-hand side , we bound it not by using smoothing properties of commutators, but by
not regarding it as a commutator at all. That is, we write the term out:
z′α
2i
[
H,
1
z2α
− 1
(z′α)2
](
zα
(
γ
zα
)
α
)
=
z′α
2i
H
((
1
z2α
− 1
(z′α)2
)
zα
(
γ
zα
)
α
)
+
z′α
2i
(
1
z2α
− 1
(z′α)2
)
H
(
zα
(
γ
zα
)
α
)
. (3.4.10)
Each of the terms on the right-hand side can clearly be bounded in H3 by CE1/2d . This
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completes the estimate of m−m′. We conclude
‖m−m′‖3 ≤ CE1/2d . (3.4.11)
Now we estimate ‖W −W ′‖2. We first expand this, as we have several times
before:
C∗(W )− C∗(W ′) = K[zd − z′d]γ +
1
2i
H(γ/zα − γ′/zα) +K[z′d](γ − γ′)
+
1
2i
H(γ′/zα − γ′/z′α). (3.4.12)
By Lemma 2.1.4 and Lemma 2.1.5, ‖W −W ′‖2 is thus bounded by CE1/2d . This
immediately yields the fact that ‖U−U ′‖2 is also bounded by CE1/2d since U = W ·n.
From formula (3.2.19) and the Schwartz inequality, we immediately find the following
estimate:
|Lt − L′t| ≤ CE1/2d . (3.4.13)
The bound on ‖V − V ′‖3 follows from equation (3.2.20) and the bound on ‖U − U ′‖2.
After adding and subtracting several times, and by the above estimates on t − t′ and
m−m′, and by equation (3.2.35), the following estimate can be found:
‖VW − V ′W‖3 ≤ CE1/2d .
Now we can conclude that
‖θt − θ′t‖0 ≤ CE1/2d . (3.4.14)
For the estimate of
dZ0
dt
, we still must estimate ‖γt − γ′t‖0. Recalling (3.2.45), by
adding and subtracting several times, we have the following estimate:
‖R˜− R˜′‖1 ≤ CE1/2d .
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We now pay attention to R − R′. First, we find ‖zt − z′t‖2 ≤ CE1/2d since zt =
C(Un+ V t), and making use of the above Lipschitz estimates for U, V, t,n. There are
many Hilbert commutators and terms involving K[zd] in the definition of R, and we
only show the estimate for one such term in ‖R3 − R′3‖2 as an example. In the term
on which we focus, we use the smoothing properties of Hilbert commutators carefully;
for other terms, the similar properties of K[zd] are used. For the term we select, we add
and subtract:
[
H,
1
zα
](
zα
(
γztα
zα
)
α
)
−
[
H,
1
z′α
](
z′α
(
γ′z′tα
z′α
)
α
)
=
[
H,
1
zα
− 1
z′α
](
zα
(
γztα
zα
)
α
)
+
[
H,
1
z′α
](
(zα − z′α)
(
γz′tα
z′α
)
α
)
+
[
H,
1
z′α
](
z′α
(
(γ − γ′)z′tα
z′α
)
α
)
+
[
H,
1
z′α
](
z′α
(
γ′(
ztα
zα
− z
′
tα
z′α
)
)
α
)
.
The first term and the second term on the right-hand is bounded in H2 by CE1/2d since
‖zα− z′α‖2 is bounded by CE1/2d and zα(
γztα
zα
)α is bounded in Hs−3. The third term on
the right-hand side is bounded in H2 by CE1/2d since by Lemma 2.1.6,
∥∥∥∥[H, 1z′α
](
z′α
(
(γ − γ′)z′tα
z′α
)
α
)∥∥∥∥
2
≤ C
∥∥∥∥ 1z′α
∥∥∥∥
2
∥∥∥∥(z′α((γ − γ′)z′tαz′α
)
α
)∥∥∥∥
0
.
The fourth term on the right-hand side is bounded in H2 by CE1/2d , since by Lemma
2.1.6,
∥∥∥∥[H, 1z′α
](
z′α
(
γ′(
ztα
zα
− z
′
tα
z′α
)
)
α
)∥∥∥∥
2
≤
∥∥∥∥ 1z′α
∥∥∥∥
2
∥∥∥∥(z′α(γ′(ztαzα − z
′
tα
z′α
)
)
α
)∥∥∥∥
0
.
We omit the remaining details for our estimate of R − R′ since they are similar to the
above. We now make the conclusion that
‖R−R′‖2 ≤ CE1/2d .
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Recalling the formula for F (3.3.32), we see that this involves four derivatives of θ
and two derivatives of γ; we estimate thusly:
∥∥∥∥∥
(
I +
2pi
L
A˜Λ
)−1
(F − F ′)
∥∥∥∥∥
0
≤ CE1/2d . (3.4.15)
We must understand the regularity of γt. First, using the evolution equation (3.3.31), we
write γt as
γt =
(
I +
(
I +
2pi
L
A˜Λ
)−1
T [θ]
)−1(
I +
2pi
L
A˜Λ
)−1
F.
Since θ ∈ Hs, γ ∈ Hs−1, R˜ ∈ Hs−2 and R ∈ Hs−1, we have F ∈ Hs−4. We
see from Lemma 3.3.3 that γt ∈ H0 when F ∈ H0 for sufficiently large s. Nex-
t, using the estimate (3.3.20), we can demonstrate that T [θ]γt ∈ Hs−2. Since γt =(
I +
2pi
L
A˜Λ
)−1
(−T [θ]γt + F ) by the evolution equation (3.3.31), we see that γt ∈
Hs−3.
Now we focus on the Lipschitz estimate for T [θ]. Since we can decompose T [θ] as
commutators and terms involving K[zd], we can claim for any f ∈ H2
‖T [θ]f − T [θ′]f‖1 ≤ CE1/2d ‖f‖2. (3.4.16)
The proof of (3.4.16) is analogous to the proof of Lemma 3.3.2 by adding and subtract-
ing several times, so we only give one interesting term as an example:
∥∥∥∥K[zd](( fzα
)
α
)
−K[z′d]
((
f
z′α
)
α
)∥∥∥∥
1
≤
∥∥∥∥K[zd](( fzα
)
α
)
−K[z′d]
((
f
zα
)
α
)∥∥∥∥
1
+
∥∥∥∥K[z′d](( fzα
)
α
−
(
f
z′α
)
α
)∥∥∥∥
1
≤ C‖θ − θ′‖1
∥∥∥∥( fzα
)
α
∥∥∥∥
1
+ C‖zd‖3
∥∥∥∥( fzα
)
α
−
(
f
z′α
)
α
∥∥∥∥
0
≤ CE1/2d ‖f‖2.
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Since γt ∈ H2 for sufficiently large s, the estimate on (T [θ]− T [θ′])γt follows:
‖(T [θ]− T [θ′])γt‖1 ≤ CE1/2d . (3.4.17)
We are ready to estimate ‖γt− γ′t‖0. Using the evolution equation (3.3.31), we add and
subtract to get the following equation:
γt − γ′t = −
2A˜pi
L
H(γαt − γ′αt)− (
2A˜pi
L
− 2A˜
′pi
L′
)H(γ′αt)− T [θ](γt − γ′t)
− (T [θ]− T [θ′])γ′t + F − F ′. (3.4.18)
By inequalities (3.4.15) and (3.4.17) the following estimate can be found:
‖Fd‖0 :=
∥∥∥∥∥
(
I +
2pi
L
A˜Λ
)−1(
−(2A˜pi
L
− 2A˜
′pi
L′
)H(γ′αt)− (T [θ]− T [θ′])γ′t + F − F ′
)∥∥∥∥∥
0
≤ CE1/2d .
By Lemma 3.3.3, we finally have
‖γt − γ′t‖0 =
∥∥∥∥∥∥
(
I +
(
I +
2pi
L
A˜Λ
)−1
T [θ]
)−1
Fd
∥∥∥∥∥∥
0
≤ CE1/2d . (3.4.19)
Furthermore, we make a conclusion that
dZ0
dt
≤ CEd. (3.4.20)
We still must estimate the growth of Z1, Z2, and Z3; first, we work with Q−Q′. Since
we have Q = −T [θ]γt + R˜ +R, we have the following for Q−Q′ :
Q−Q′ = −T [θ](γt − γ′t)− (T [θ]− T [θ′])(γ′t) + R˜− R˜′ +R−R′. (3.4.21)
By the estimate of ‖γt − γ′t‖0 and the smoothing estimate of T [θ] (3.3.20), and the
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previous Lipschitz estimates for T [θ], R˜, and R, we can conclude that
‖Q−Q′‖1 ≤ CE1/2d . (3.4.22)
Now, we will take the time derivative of Z1 :
dZ1
dt
=
(L2A¯)t
4pi2
∫ 2pi
0
(∂3αθ − ∂3αθ′)2dα +
L2A¯
2pi2
∫ 2pi
0
(∂3αθ − ∂3αθ′)(∂3αθt − ∂3αθ′t)dα.
We apply ∂3α to equation (3.2.21), finding
∂3αθt =
2pi2
L2
H∂4αγ +
2pi
L
VW∂
4
αθ + Y1,
where Y1 is defined as
Y1 =
2pi
L
∂3αVW∂αθ +
6pi
L
∂2αVW∂
2
αθ +
6pi
L
∂αVW∂
3
αθ +
2pi
L
∂3α(m · n).
Substituting yields the following:
dZ1
dt
=
(L2A¯)t
4pi2
∫ 2pi
0
(∂3αθ − ∂3αθ′)2dα
+
L2A¯
2pi2
∫ 2pi
0
(∂3αθ − ∂3αθ′)
(
2pi2
L2
H∂4αγ −
2pi2
(L′)2
H∂4αγ
′
)
dα
+
L2A¯
2pi2
∫ 2pi
0
(∂3αθ − ∂3αθ′)
(
2pi
L
VW∂
4
αθ −
2pi
L′
V ′W∂
4
αθ
′
)
dα
+
L2A¯
2pi2
∫ 2pi
0
(∂3αθ − ∂3αθ′)(Y1 − Y ′1)dα. (3.4.23)
There are four integrals on the right-hand side of (3.4.23). We estimate them one by
one. The first term on the right-hand side of (3.4.23) is obviously bounded by CEd. We
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will add and subtract to rewrite the other three terms. The second term is equal to
A¯
∫ 2pi
0
(∂3αθ−∂3αθ′)(H∂4αγ−H∂4αγ′)dα+
L2A¯
2pi2
∫ 2pi
0
(∂3αθ−∂3αθ′)
(
2pi2
L2
− 2pi
2
(L′)2
)
H∂4αγ
′dα.
(3.4.24)
The first term in (3.4.24) will cancel with another term later. The second term in (3.4.24)
is bounded byCEd sinceL is bounded (above and below) and ‖γ′‖4 is bounded if s ≥ 5.
We now work with the third term of equation (3.4.23); after adding and subtracting, it
is
L2A¯
2pi2
∫ 2pi
0
(∂3αθ−∂3αθ′)
2pi
L
VW (∂
4
αθ−∂4αθ′)dα+
L2A¯
2pi2
∫ 2pi
0
(∂3αθ−∂3αθ′)
(
2pi
L
VW − 2pi
L′
V ′W
)
∂4αθ
′dα.
(3.4.25)
The first term in (3.4.25) is bounded by CEd since we can integrate by parts. The
second term in (3.4.25) is bounded by CEd since
2pi
L
VW − 2pi
L′
V ′W =
(
2pi
L
− 2pi
L′
)
V ′W +
2pi
L′
(VW − V ′W )
and ‖VW − V ′W‖3 ≤ CEd. The last term of equation (3.4.23) requires an estimate for
‖Y1−Y ′1‖0. After adding and subtracting, it is bounded byCEd because it only involves
at most 3 derivative of θ − θ′ and at most 2 derivative of γ − γ′.
We now take the time derivative of Z2 :
dZ2
dt
=
∫ 2pi
0
(∂αγt − ∂αγ′t)(H∂2αγ −H∂2αγ′)dα.
Using (3.2.48), we have the following equation:
γαt = −A¯∂5αθ −
2A˜pi
L
H(∂2αγt)−
4A˜pi2
L2
(VW )αH(γαα)− 4A˜pi
2
L2
VWH(∂
3
αγ) +Qα.
Notice that ‖Qα−Q′α‖0 ≤ CE1/2d and−
4A˜pi2
L2
(∂αVW )H(γαα) contains at most a second
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derivative of γ. That is,
∥∥∥∥∥−4A˜pi2L2 (VW )αH(γαα) + 4A˜′pi2(L′)2 (V ′W )αH(γ′αα)
∥∥∥∥∥
0
≤ CE1/2d .
Now we are going to deal with
−2A˜pi
L
H(∂2αγt)+
2A˜′pi
L′
H(∂2αγ
′
t) = −
(
2A˜pi
L
− 2A˜
′pi
L′
)
H(∂2αγ
′
t)−
2A˜pi
L
H(∂2αγt−∂2αγ′t)
The first term of the above equation is bounded by CEd because of γt ∈ H2 for suffi-
ciently large s.
Summing up the Z2 calculation, we have
dZ2
dt
≤ −A¯
∫ 2pi
0
(∂5αθ − ∂5αθ′)(H∂2αγ −H∂2αγ′)dα
− 2A˜pi
L
∫ 2pi
0
H(∂2αγt − ∂2αγ′t)(H∂2αγ −H∂2αγ′)dα
−
∫ 2pi
0
(
4A˜pi2
L2
VWH∂
3
αγ −
4A˜′pi2
(L′)2
V ′WH∂
3
αγ
′
)
(H∂2αγ −H∂2αγ′)dα + CEd (3.4.26)
Adding
dZ1
dt
,
dZ2
dt
, and
dZ3
dt
, we can cancel the first two terms on the right-hand side
equation (3.4.26). Furthermore, by adding, subtracting and integrating by parts, the
third term of the above right-hand side is bounded by CEd. So we now can conclude
that
dEd
dt
≤ CEd. (3.4.27)
Solving the inequality, we find
Ed(t) ≤ Ed(0)eCt.
This implies both continuous dependence and uniqueness. This also completes the
proof.
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Chapter 4: Sufficiently strong dispersion removes
ill-posedness in trucated series models of
water waves
In this chapter, we prove how sufficiently strong dispersion we need to add to satisfy
the well-posedness for the Cauchy problem for water waves. In section 1, we give the
models of quadratic series. In section 2, we prove there exists solution for the Cauchy
problem. In section 3, we prove the solution is unique.
The main result is following:
Theorem 4.0.2. Let s > max{5/2, (p+ 1)/2}, p ≥ 3 and (u0, v0) in Hs+(p−1)/2(R)×
Hs(R). Then there exists time T > 0 such that the Cauchy problem for (1.0.2) with
initial data (u0, v0) has a unique solution
(u, v) ∈ C0([0, T ];Hs+(p−1)/2(R)×Hs(R)). (4.0.1)
4.1 Derivation of the model of Hydroelastic equations
In this section the equation originally derives from the two-dimensional impressible,
irrotational Euler equations for a potential flow under an elastic sheet. The domain Ωt
is bounded above by
Σt = {(x, y) ∈ R× R : y = η(t, x)} (4.1.1)
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and bounded below by ∂Ωt \ Σt, with the assumption that containing {(x, y) ∈ R ×
R : η(t, x) − h < y < η(t, x)} for some constant h > 0. Notice that our setting
contains cases of infinite depth. And we emphasize that no regularity assumption is
made on the domain (apart from the regularity of the top boundary ). Like water-waves
equations, we consider the potential φ is harmonic in the domain Ωt with Neumann
boundary condition on the bottom ∂Ωt \ Σt. Two key feature of hydroelastic waves is
that the classical kinematic and dynamic boundary conditions on the free surface Σt.
The system is following.

∂2xφ+ ∂
2
yφ = 0 inΩt,
∂tη = ∂yφ− ηxφx onΣt,
∂tφ = −gE(η)− 1
2
φ2x −
1
2
φ2y onΣt,
∂nφ = 0 on∂Ωt \ Σt.
(4.1.2)
where g > 0 is the bending medulus(see (1.1.4) or Ambrose [3]) and E(η) satisfies
E(η) =
1
(1 + η2x)
1/2
(
1
(1 + η2x)
1/2
(
ηxx
(1 + η2x)
3/2
)
x
)
x
+
1
2
(
ηxx
(1 + η2x)
3/2
)3
.
Following Zakharov [47], to reduce (4.1.2) to a system on the free surface Σt, we
define a new variable ϕ as
ϕ(t, x) = φ(t, x, η(t, x))
Then the formulation of (η, ϕ) is following.
 ∂tη = G(η)ϕ,∂tϕ = −gE(η)−R(η, ϕ). (4.1.3)
where R(η, ϕ) =
ϕ2x − 2ηxϕxG(η)ϕ− (G(η)ϕ)2
2(1 + η2x)
. Introduce new notation A(η) =
1
(1 + η2x)
and B(η, ϕ) = ϕ2x − 2ηxϕxG(η)ϕ− (G(η)ϕ)2, R(η, ϕ) =
1
2
A(η)B(η, ϕ).
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If 0 < ε 1 and
η(t, x) = εu(x, t), ϕ(t, x) = εv(t, x)
then a formal expansion in power of ε is available
{G(η), R(η, ϕ), A(η), B(η, ϕ), E(η)}
=
∞∑
n=0
{Gn(u), Rn(u, v), An(u), Bn(u, v), En(u)}εn.
Approximate equations for the hydroelastic waves are obtained by truncating this series
at a particular order. The quadratic truncated system is that we keep the second-order
terms and drop the third-and higher-order terms. So we first have
∂tu = G0(u)[v] +G1(u)[v] (4.1.4)
and the formulae for G0, G1 to be (see [21])
G0(u)[v] = Λv G1(u)[v] = −∂x([H, u]Λv). (4.1.5)
where Λ = H∂x and H is Hilbert transform. Because of A(η) =
1
(1 + η2x)
, so it is
straightforward that A+ ε2u2xA = 1. Plugging in the expansion of A, then it is
∞∑
n=0
An(u)ε
n + ε2u2x
∞∑
n=0
An(u)ε
n = 1. (4.1.6)
We then are ready to read
A0(u) = 1, A1(u) = 0, A2(u) = −(ux)2. (4.1.7)
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Expand B(η, ϕ), we have
B(εu, εv) = ε2v2x − 2ε2uxvxG(εu)[εv]− (G(εu)[εv])2 (4.1.8)
Take the quadratic series, it is
B0(u, v) = 0, B1(u, v) = 0, B2(u, v) = v
2
x − (Λv)2. (4.1.9)
It is ready to get R0(u, v) = 0, R1(u, v) = 0, R2(u, v) =
1
2
(v2x − (Λv)2). The above
quadratic series are also presented in the paper [8],[9]. We go to studyE0(u), E1(u), E2(u).
We first expand the formulation of E(η), it is
E(η) =
∂4xη
(1 + η2x)
5/2
− 4ηxηxxηxxx
(1 + η2x)
7/2
− 1
(1 + η2x)
1/2
(
3ηxη
2
xx
(1 + η2x)
3
)
x
+
1
2
(
ηxx
(1 + η2x)
3/2
)3
(4.1.10)
For E(εu), the last three terms of (4.1.10) is of order three or higher, so it doesn’t influ-
ence our system. Now focused is on the first term of (4.1.10). Let C(η) =
1
(1 + η2x)
1/2
and C(εu) =
∞∑
n=0
Cn(u)ε
n. Since A(εu) = C2(εu), we have the following equalities
A0(u) = C
2
0(u), A1(u) = 2C0(u)C1(u), A2(u) = 2C0(u)C2(u) + C
2
1(u). To solve
them, then solution are C0(u) = 1, C1(u) = 0, C2(u) = −1
2
u2x. Finally we are ready to
truncate E(εu) =
∞∑
n=0
En(u)ε
n. Since E(εu) = ∂4x(εu)A
2(εu)C(εu), it immediately
reads E0(u) = 0, E1(u) = ∂4xu,E2(u) = 0 which gives us quadratic truncated series
Λ4u since H2 = −1. Then the resulting quadratic series formation of (u, v) is
{
∂tu = Λv − ∂x([H, u]Λv)
∂tv = −gΛ4u+ 1
2
(Λv)2 − 1
2
(vx)
2
(4.1.11)
In theoretical, we consider the strong dispersive term is −gΛpu but not exactly −gΛ4u
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which is more interesting. So interest is the following system
{
∂tu = Λv − ∂x([H, u]Λv)
∂tv = −gΛpu+ 1
2
(Λv)2 − 1
2
(vx)
2.
(4.1.12)
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4.2 Existence
Recall the Cauchy problem
{
∂tu = Λv − ∂x[H, u]Λv,
∂tv = −gΛpu+ 1
2
(Λv)2 − 1
2
(vx)
2,
with initial data
u(·, 0) = u0, v(·, 0) = v0,
where (u0, v0) ∈ Hs+(p−1)/2(R)×Hs(R), p ≥ 3 and s > max{5/2, (p+1)/2}. We will
follow the classic strategy to prove existence by first showing the local existence and
uniqueness of a corresponding mollified system by the Picard theorem. We will then
establish uniform estimates and use the continuation property of ODEs on a Banach
space to show that all the solutions (for different values of the mollification parameter)
exist uniformly in time. One of our pivotal techniques is to construct an intermediary
variable, and then reformulate our system before mollifying.
4.2.1 Reformulation of the system
Let u ∈ Hs+(p−1)/2, v ∈ Hs. Inspecting the system, it will be difficult to do uniform
estimates directly because of the presence of the nonlinear terms Λ(uΛv) and (Λv)2. So
our first key step is to create para-differential operators which allow us to rewrite these
two terms. Given the para-products TΛv, Tvx , we do some addition and subtraction to
write our system as
{
∂tu = Λ(v − TΛvu)− Tvx∂xu+ f1(u, v),
∂tv = −gΛpu+ TΛvΛv − Tvx∂xv + g(u, v),
(4.2.1)
84
where
f1(u, v) = −∂x([H, u]Λv) + Λ(TΛvu) + Tvx∂xu, (4.2.2)
g(u, v) =
1
2
(Λv)2 − 1
2
(vx)
2 − TΛvΛv + Tvx∂xv. (4.2.3)
Now, we will introduce an auxiliary variable w to reformulate the system (4.2.1). Let
w = v − TΛvu, then ∂tw = ∂tv − TΛv∂tu − TΛvtu. Plugging in the equation of ut, vt,
the equation of wt will be
∂tw = −gΛpu+ TΛvΛv − Tvx∂xv + g(u, v)
− TΛv(Λv − ∂x([H, u]Λv)− TΛvtu. (4.2.4)
After a cancellation, and denoting f2 to be the remainder which is
f2(u, v) = −Tvx∂x(TΛvu) + TΛv∂x([H, u]Λv)− TΛvtu+ g(u, v), (4.2.5)
then the equation of wt is
wt = −gΛpu− Tvx∂xw + f2. (4.2.6)
After all, if (u, v) solve the system (1.0.2) (or (4.2.1)), then (u,w) solve
{
∂tu = Λw − Tvx∂xu+ f1(u, v),
∂tw = −gΛpu− Tvx∂xw + f2(u, v).
(4.2.7)
The system (4.2.7) will be helpful, especially when making uniform estimates.
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4.2.2 The approximate system and preliminary uniform estimates
Let the mollification operator J be defined as J = (1− ∆)−(p+1)/8. In the present
work, the definition of para-differential operators tells us J 6= TJ and Js 6= TJs as in
classical para-differential calculus. However the errors J−TJ and Js−TJs correspond
to the low frequencies which only contribute to remainders as we mentioned before. So,
in the sequel, we do not distinguish them. Note that the operators TJ , TJs are uniformly
bounded operators of order zero.
We introduce our approximate version of system (1.0.2):
 ∂tu = ΛJ
2
 v − ∂xJ[H, Ju]Λv,
∂tv = −gΛpJ2 u+
1
2
J2 (Λv)
2 − 1
2
J2 (vx)
2,
(4.2.8)
taken with the initial data (u0, v0) ∈ Hs+(p−1)/2(R)×Hs(R).
For the approximate Cauchy problem, we have local existence and uniqueness by
the Picard theorem.
Lemma 4.2.1. For all s > max{5/2, (p + 1)/2}, for all (u0, v0) ∈ Hs+(p−1)/2(R) ×
Hs(R), and for all  > 0, there exists T > 0 and (u, v) such that the system (4.2.8)
with initial data (u0, v0) has unique solution (u, v) ∈ C1([0, T];Hs+(p−1)/2(R) ×
Hs(R)).
Proof. Since J is a smoothing operator, it is easy to check that the right hand side of
system (4.2.1) is locally Lipschtiz from Hs+(p−1)/2(R)×Hs(R) to itself. By the Picard
theorem, for any  > 0, there is T > 0 such that the system (4.2.8) has a unique solution
(u, v) ∈ C1([0, T]; Hs+(p−1)/2(R)×Hs(R)).
Now, fix , and let (u, v) be the solution of the system (4.2.8) with initial data
(u0, v0). As before, we let w = v − TΛvu; we see then that (u,w) satisfies the fol-
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lowing approximate system:
{
∂tu = ΛJ
2
w − J(TvxJ∂xu) + f1,(u, v),
∂tw = −gΛpJ2 u− J(TvxJ∂xw) + f2,(u, v),
(4.2.9)
with the approximate f1(u, v), f2(u, v) and g(u, v) defined as follows:
f1,(u, v) = −J(∂x([H, Ju]Λv)) + ΛJ2 (TΛvu) + J(Tvx∂xJu),
f2,(u, v) = −J(Tvx∂xJ(TΛvu)) + TΛv∂xJ([H, Ju]Λv)− TΛvtu+ g(u, v),
g(u, v) =
1
2
J2 (Λv)
2 − 1
2
J2 (vx)
2 − TΛvJ2 Λv + J(Tvx∂xJv).
Now we prove that the above three approximate quantities are uniformly bounded for
any  ≥ 0; that is, the following estimates hold also without approximation ( = 0).
Note that in the following arguments, σ will always be taken to satisfy σ > 1/2.
Lemma 4.2.2. There exists a constant C > 0 such that for all (u, v) ∈ Hs+(p−1)/2(R)×
Hs(R),
‖f1,(u, v)‖s+(p−1)/2 ≤ C‖u‖s+(p−1)/2‖v‖s. (4.2.10)
Proof. We rewrite f1,(u, v) by addition and subtraction; using the triangle inequality,
we have the following:
‖f1,(u, v)‖s+(p−1)/2 ≤ T1, + T2, + T3, + T4,, (4.2.11)
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where
T1, =
∥∥−Js+(p−1)/2∂xJ([H, Ju]Λv) + ∂xJ([H, Js+(p−1)/2Ju]Λv)∥∥0 ,
T2, =
∥∥∂x([H, Js+(p−1)/2Ju]Λv)− ΛTΛvJs+(p−1)/2Ju− T∂xvJs+(p−1)/2J∂xu∥∥0 ,
T3, =
∥∥Λ[TΛv, Js+(p−1)/2]Ju∥∥0 + ∥∥[T∂xv, Js+(p−1)/2]J∂xu∥∥0 ,
T4, =
∥∥ΛJs+(p−1)/2[J, TΛv]u∥∥0 .
Then we will estimate the above four terms.
First, applying the derivative and using the triangle inequality,
T1, ≤
∥∥−Js+(p−1)/2J([H, ∂xJu]Λv) + J([H, Js+(p−1)/2∂xJu]Λv)∥∥0
+
∥∥−Js+(p−1)/2J([H, Ju]Λ∂xv)∥∥0 + ∥∥J([H, Js+(p−1)/2Ju]Λ∂xv)∥∥0 . (4.2.12)
We remark that σ will be chosen at the end of the proof; for now, it is sufficient to
know that we will take σ > 1/2, as discussed previously. By Proposition 2.2.4, we may
estimate the first term on the right-hand side of (4.2.12) as follows:
∥∥−Js+(p−1)/2([H, Jux]Λv) + [H, Js+(p−1)/2Jux]Λv∥∥0
≤ C‖Jux‖s+(p−1)/2−1‖Λv‖1+σ ≤ C‖u‖s+(p−1)/2‖v‖2+σ. (4.2.13)
And by Proposition 2.2.2, the second and third terms on the right-hand side of (4.2.12)
may be estimated as follows:
∥∥−Js+(p−1)/2([H, Ju]Λvx)∥∥0 + ∥∥[H, Js+(p−1)/2Ju]Λvx∥∥0
≤ C‖u‖s+(p−1)/2‖Λvx‖σ + ‖Js+(p−1)/2u‖0‖Λvx‖σ
≤ C‖u‖s+(p−1)/2‖v‖2+σ. (4.2.14)
This concludes our consideration of T1,.
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For T2,, we first rewrite ∂x([H, Js+(p−1)/2Ju]Λv) :
∂x([H, J
s+(p−1)/2Ju]Λv) = Λ((Js+(p−1)/2Ju)Λv)
+ (Js+(p−1)/2Jux)vx + (Js+(p−1)/2Ju)vxx.
By the definition of T2, and by the triangle inequality,
T2, ≤ ‖Λ(ΛvJs+(p−1)/2Ju− TΛvJs+(p−1)/2Ju)‖0 + ‖(Js+(p−1)/2Ju)vxx‖0
+ ‖(Js+(p−1)/2Jux)vx − TvxJs+(p−1)/2J∂xu‖0. (4.2.15)
To estimate T2,, we estimate the three terms on the right-hand side of (4.2.15) individ-
ually. First, by the properties of the Hilbert transform,
‖Λ(ΛvJs+(p−1)/2Ju− TΛvJs+(p−1)/2Ju)‖0
= ‖∂x(ΛvJs+(p−1)/2Ju− TΛvJs+(p−1)/2Ju)‖0.
So the first term on the right-hand side of (4.2.15) is bounded by
‖(Λvx)Js+(p−1)/2Ju‖0 + ‖[TΛv, ∂x]Js+(p−1)/2Ju‖0 + ‖(Λv − TΛv)∂xJs+(p−1)/2Ju‖0.
The above three terms are less than C‖u‖s+(p−1)/2‖v‖2+σ, by Theorem 2.2.14, by the
fact that [TΛv, ∂x] is of order 0 according to (2.2.22), and by Theorem 2.2.12 respective-
ly.
Next, the second and the third terms on the right-hand side of (4.2.15) are less than
C‖u‖s+(p−1)/2‖v‖2+σ by Theorem 2.2.14 and Theorem 2.2.12 respectively. We thus
conclude that
T2, ≤ C‖u‖s+(p−1)/2‖v‖2+σ.
Finally, we estimate T3, and T4,. Note that TΛv and Tvx are in Γ
0
1, by Theorem 2.2.6
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and (2.2.22), we get
‖[TΛv, Js+(p−1)/2]Ju‖1 + ‖[J, TΛv]u‖s+(p−1)/2+1 + ‖[Tvx , Js+(p−1)/2]∂xJu)‖0
≤ C‖Λv‖W 1,∞‖u‖s+(p−1)/2 + C‖vx‖W 1,∞‖u‖s+(p−1)/2
≤ C‖u‖s+(p−1)/2‖v‖2+σ.
Therefore, we conclude
‖f1,(u, v)‖s+(p−1)/2 ≤ C‖u‖s+(p−1)/2‖v‖2+σ. (4.2.16)
Letting σ = s− 2, this completes the proof.
Lemma 4.2.3. There exists a nondecreasing function C such that for all (u, v) ∈
Hs+(p−1)/2(R)×Hs(R),
‖f2,(u, v)‖s ≤ C(‖u‖s+(p−1)/2, ‖v‖s). (4.2.17)
Proof. We first deal with g(u, v). By addition and subtraction and the triangle inequal-
ity,
‖g(u, v)‖s ≤
∥∥∥∥J2 (12 (Λv)2 − TΛvΛv
)∥∥∥∥
s
+
∥∥∥∥−12J2 (vx)2 + J2 (Tvxvx)
∥∥∥∥
s
+
∥∥[J2 , TΛv]Λv∥∥s + ‖[J, Tvx ] vx‖s . (4.2.18)
By Theorem 2.2.13 (taking α = 1 + 1/2 < 1 + σ and β = s − 1 there), the first two
terms on the right-hand side of (4.2.18) can be bounded as follows:
∥∥∥∥J2 (12 (Λv)2 − TΛvΛv
)∥∥∥∥
s
+
∥∥∥∥−12J2 (vx)2 + J2 (Tvxvx)
∥∥∥∥
s
≤ C ‖Λv‖s−1 ‖Λv‖1+σ + C ‖vx‖s−1 ‖vx‖1+σ .
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Again, by Theorem 2.2.6 and (2.2.22), the last two terms on the right-hand side of
(4.2.18) can be estimated as follows:
‖[J2 , TΛv]Λv‖s + ‖[J, Tvx ]vx‖s ≤ C‖Λv‖s−1‖Λv‖1+σ + C‖vx‖s−1‖vx‖1+σ.
Now we can make the conclusion that
‖g(u, v)‖s ≤ C‖v‖s‖v‖2+σ.
By the triangle inequality,
‖f2,(u, v)‖s ≤ ‖J(Tvx∂xJ(TΛvu))‖s + ‖TΛv∂xJ([H, Ju]Λv)‖s
+ ‖TΛvtu‖s + ‖g(u, v)‖s.
(4.2.19)
By Theorem 2.2.9 and since p ≥ 3, the first term on the right-hand side of (4.2.19) can
be bounded as follows:
‖Tvx∂xJ(TΛvu)‖s ≤ C‖vx‖L∞‖J(TΛv∂xu)‖s + C‖vx‖L∞‖J[∂x, TΛv]u‖s
≤ C‖vx‖L∞‖Λv‖L∞‖ux‖s + C‖vx‖L∞‖vx‖W 1,∞‖u‖s
≤ C‖v‖22+σ‖u‖s+1 ≤ C‖v‖22+σ‖u‖s+(p−1)/2.
The second term on the right-hand side of (4.2.19) is also less thatC‖v‖22+σ‖u‖s+(p−1)/2
because by Theorem 2.2.9,
‖TΛvJ∂x([H, Ju]Λv)‖s ≤ C‖Λv‖L∞‖J∂x([H, Ju]Λv)‖s,
and by Proposition 2.2.2
‖J∂x([H, Ju]Λv)‖s ≤ ‖[H, Ju]Λv‖s+1 ≤ C‖u‖s+1‖v‖1+σ.
91
By Lemma 2.2.10 , the third term on the right-hand side of (4.2.19) can be bounded
as follows:
‖TΛvtu‖s ≤ ‖Λvt‖1/2−(p−1)/2 ‖u‖s+(p−1)/2
≤ C
∥∥∥∥−gΛpu+ 12 (Λv)2 − 12 (vx)2
∥∥∥∥
3/2−(p−1)/2
‖u‖s+(p−1)/2 .
Finally, we make the estimates
‖ − gΛpu‖3/2−(p−1)/2 ≤ C‖u‖2+p/2
and ∥∥∥∥12(Λv)2 − 12(vx)2
∥∥∥∥
3/2−(p−1)/2
≤ C‖v‖22+σ.
Since s > 5/2, we have σ = s−2 > 1/2, moreover 2+p/2 < s+(p−1)/2. Therefore,
we have shown that there exists a nondecreasing function such that
‖f2,(u, v)‖s ≤ C(‖u‖s+(p−1)/2, ‖v‖s).
4.2.3 Uniform estimates
The main result of this section is the following proposition.
Proposition 4.2.4. Let s > max{5/2, (p+1)/2}. There exists a nondecreasing function
C(x) such that, for all  ∈ [0, 1], for (u, v) satisfying
(u, v) ∈ C1([0, T ];Hs+(p−1)/2(R)×Hs(R)) (4.2.20)
and such that (u, v) is the unique solution of the Cauchy problem for the approximate
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system (4.2.8) with initial data (u0, v0), the estimate
M(T ) ≤ C(M0) + TC(M(T )) (4.2.21)
is satisfied, with the norm
M(T ) = ‖(u, v)‖L∞([0,T ];Hs+(p−1)/2(R)×Hs(R)), (4.2.22)
and the definition M0 = ‖(u0, v0)‖Hs+(p−1)/2(R)×Hs(R).
Instead of dealing with the original equation of (u, v) directly, we make uniform
estimates by means of the corresponding energy estimates for (u,w). Now, recall if
(u, v) is the solution of the approximate system, then (u,w) satisfies system (4.2.9).
Define the energy with respect to (u,w) :
E(u(t), w(t)) = E0 + E1, (4.2.23)
where
E0 =
1
2
‖w‖2s + g
1
2
‖u‖20,
and
E1 =
1
2
g
∫
(JsΛ(p−1)/2u)JsΛ(p−1)/2u dx.
Our first step is to prove the following claim.
Claim 1. The energy of (u,w) satisfies
dE1/2
dt
≤ C(M(T )).
The proof of Claim 1. First, we take the time derivative of ‖u‖20 :
d
dt
1
2
∫
u2 dx =
∫
(ΛJ2 v)u dx−
∫
(∂xJ([H, Ju]Λv))u dx
≤ C‖v‖1‖u‖0 + C‖u‖0‖v‖1+σ‖u‖1.
93
Second, we take the time derivative of
1
2
‖w‖2s :
d
dt
1
2
∫
(Jsw)Jsw dx
=
∫ (
Js
(−gΛpJ2 u− J(Tvx∂xJw) + f2,(u, v))) Jsw dx
= −g
∫
(JsΛpJu) J
sJw dx−
∫
(Js(Tvx∂xJw)) J
sJw dx
+
∫
(Jsf2,(u, v)) J
sw dx. (4.2.24)
Notice that first term on the right-hand side of (4.2.24) cannot simply be bounded in
terms of the energy; it involves a total of 2s + p derivatives on a product of u and w;
together, we are bounding 2s + (p − 1)/2 derivatives of u and w, so this is too many.
This contribution to the energy will be dealt with via a cancellation. To that end, we
finally take the time derivative of E1 :
d
dt
1
2
g
∫ (
JsΛ(p−1)/2u
)
JsΛ(p−1)/2u dx
= g
∫ (
JsΛ(p−1)/2(ΛJ2w − J(Tvx∂xJu) + f1,(u, v))
)
JsΛ(p−1)/2u dx
= g
∫ (
JsΛ(p+1)/2Jw
)
JsΛ(p−1)/2Ju dx
− g
∫ (
JsΛ(p−1)/2(Tvx∂xJu)
)
JsΛ(p−1)/2Ju dx
+ g
∫ (
JsΛ(p−1)/2f1,(u, v)
)
JsΛ(p−1)/2u dx. (4.2.25)
Again, the first term on the right-hand side of (4.2.25) has too many derivatives to be
bounded in terms of the energy. In fact, this term cancels with the previous term (from
(4.2.24)) upon adding (simply by using the self-adjointedness of the relevant operators).
Observe that to finish the proof of our Claim 1, we turn out to need to estimate four
terms which remain when adding (4.2.24) and (4.2.25) (after observing the remarked-
upon cancellation). Note that we must bound w in terms of (u, v); for this purpose, we
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may simply use the definition w = v − TΛvu to find the estimate
‖w‖s ≤ ‖v‖s + ‖v‖s‖u‖s. (4.2.26)
By the Ho¨lder inequality, it is obvious that
∣∣∣∣∫ (Jsf2,(u, v)) Jsw dx∣∣∣∣ ≤ C‖f2,‖s‖w‖s,
and
∣∣∣∣∫ (JsΛ(p−1)/2f1,(u, v)) JsΛ(p−1)/2u dx∣∣∣∣
≤ C‖f1,(u, v)‖s+(p−1)/2‖u‖s+(p−1)/2.
The requisite bound in terms of M(T ) follows from these inequalities, from (4.2.26),
Lemma 4.2.2, and Lemma 4.2.3.
Now it is similar to deal with the remaining terms,
−
∫
(Js(Tvx∂xJw)) J
sJw dx,
and
−g
∫ (
JsΛ(p−1)/2(Tvx∂xJu)
)
JsΛ(p−1)/2Ju dx.
We only give details of one of these as an example. First, we have the following expan-
sion:
JsTvx∂x = Js[Tvx , ∂x] + ∂x[Js, Tvx ] + ∂x(Tvx − T ∗vx)Js + ∂xT ∗vxJs.
For these commutators, we know that [Tvx , ∂x] is of order zero, with estimate ‖[Tvx , ∂x]‖Hs→Hs ≤
C‖vx‖W 1,∞ , and [Js, Tvx ] is of order s−1,with estimate ‖[Js, Tvx ]‖Hs→H1 ≤ C‖vx‖W 1,∞ ;
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these estimates follow from Theorem 2.2.6 and the discussion which follows that theo-
rem. Furthermore, we know the estimate ‖Tvx−T ∗vx‖L2→H1 ≤ C‖vx‖W 1,∞ by Theorem
2.2.7. Therefore, we have the following:
∫
(JsTvx∂xJw) J
sJw dx
≤ C‖vx‖W 1,∞‖w‖2s +
∫ (
∂xT
∗
vxJ
sJw
)
JsJw dx
≤ C‖vx‖W 1,∞‖w‖2s −
∫
(JsJw)TvxJ
s∂xJw dx.
We introduce one more commutator of the form [Tvx , J
s], so that the final integral on the
right-hand side matches the integral on the left-hand side; we then make the following
conclusion:
∣∣∣∣∫ JsTvx∂xJwJsJw dx∣∣∣∣ ≤ C‖v‖s‖w‖2s.
Similar considerations yield the following as well:
∣∣∣∣−∫ (JsΛ(p−1)/2J(Tvx∂xJu)) JsΛ(p−1)/2u dx∣∣∣∣ ≤ C‖v‖s‖u‖2s+(p−1)/2.
Thus, we have proved the claim:
dE
dt
≤ C(M(T ))E1/2,
and thus
dE1/2
dt
≤ C(M(T )).
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The proof of Proposition 4.2.4. By the claim, we have
sup
[0,T ]
(E(t))1/2 ≤ C(M0) + C(M(T ))T.
This immediately implies that
‖u‖s+(p−1)/2 ≤ C(M0) + C(M(T ))T. (4.2.27)
By Lemma 2.2.10, and using the definition of w, we have the following:
‖v‖s ≤ ‖w‖s + ‖TΛvu‖s
≤ C(M0) + C(M(T ))T + ‖v‖3/2−(p−1)/2‖u‖s+(p−1)/2
≤ C(M0) + C(M(T ))T + ‖v‖2−p/2‖u‖s+(p−1)/2.
To finish the proof, we show that ‖v‖2−p/2 ≤ C(M0) + C(M(T ))T :
‖v‖2−p/2 ≤ ‖v0‖2−p/2 +
∫ T
0
‖vt‖2−p/2 dt
≤ ‖v0‖s +
∫ T
0
C(M(T )) dt ≤ C(M0) + C(M(T ))T.
Lemma 4.2.5. There exists T0 > 0 such that for all  ∈ (0, 1], we may take T ≥
T0. Furthermore, the sequence {(u, v)} is bounded in C0([0, T0];Hs+(p−1)/2(R) ×
Hs(R)).
Proof. For any  ∈ (0, 1] and T < T, (u, v) ∈ C1([0, T ];Hs+(p−1)/2 × Hs) is the
solution of system (1.0.2). Let
M(T ) = ‖(u, v)‖L∞([0,T ];Hs+(p−1)/2×Hs). (4.2.28)
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Claim 2. Let  ∈ (0, 1]. There exists a constant M1 > 0 and T0 > 0 such that if
T ∈ [0,min{T0, T}], then M(T ) < M1.
The proof of Claim 2 . By Proposition 4.2.4, for all T < T, there exists a nondecreas-
ing continuous function C(x) such that
M(T ) ≤ C(M0) + C(M(T ))T. (4.2.29)
LetM1 = 2C(M0) and choose 0 < T0 ≤ 1 small enough such thatC(M0)+T0C(M1) <
M1. First, notice that M(0) = M0 ≤ C(M0) < M1.
We prove the claim by a contradiction argument. If the claim is not true, there exists
T ∈ [0,min{T0, T}] such that M(T ) = M1. On the other hand,
M1 = M(T ) = C(M0) + TC(M(T )) ≤ C(M0) + T0C(M1) < M1. (4.2.30)
We get the desired contradiction.
The local existence time has thus far depended on . By the continuation theorem,
a uniform existence time now follows by Claim 2. This completes the proof of Lemma
4.2.5. Moreover,
sup
∈(0,1]
sup
T∈[0,T0]
M(T ) ≤M1. (4.2.31)
Proposition 4.2.6. There exists 0 < T1 ≤ T0 such that {(u, v)} is Cauchy sequence
in C0([0, T0];H(p−1)/2(R)×H0(R)) .
We omit the proof of Proposition 4.2.6 because the proof is entirely similar to the
proof of uniqueness, which we provide in the subsequent section. Both results require
estimating the norm of a difference; for Proposition 4.2.6, we estimate the norm of
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two solutions with different values of the regularization parameter. For uniqueness,
by contrast, we estimate the norm of two solutions with possibly different initial data.
The only difference is that the proof of Proposition 4.2.6 requires dealing with terms
involving J1−J2 . The following fact allows these to be estimated in a straightforward
way.
Lemma 4.2.7. For any 0 < 1 < 2 and m > 0, we have
‖J1 − J2‖Hµ→Hµ−m ≤ Cm2 . (4.2.32)
Although we omit the details of the proof of Proposition 4.2.6, a sketch of the proof
is provided in the Appendix.
4.2.4 Continuity in time
In the previous subsection, we have proved the existence of a solution for the Cauchy
problem inC0([0, T ];H(p−1)/2×H0)
⋂
L∞([0, T ];Hs+(p−1)/2×Hs). By interpolation,
for any s′ < s, it is true that (u, v) ∈ C0([0, T ];Hs′+(p−1)/2 ×Hs′). We now prove that
the solution (u, v) is continuous in time in Hs+(p−1)/2 × Hs. To prove this, we will
introduce the mollifier J = (1− ∆)−(p+1)/4 which is of order −(p+ 1)/2 ≤ −2 since
p ≥ 3. We know that (Ju, Jv)→ (u, v) in L2([0, T ];Hs′+(p−1)/2 ×Hs′). So to prove
(u, v) ∈ C0([0, T ];Hs+(p−1)/2 × Hs), by uniqueness of limits, we only need to prove
that (Ju, Jv) is a Cauchy sequence in C0([0, T ];Hs+(p−1)/2 ×Hs). Now we first give
the equation of (Ju, Jv):
{
∂tJu = ΛJv − J∂x[H, u]Λv,
∂tJv = −gΛpJu+ 1
2
J(Λv)
2 − 1
2
J(vx)
2,
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with initial data
u(·, 0) = u0, v(·, 0) = v0.
For any  > 0, because of the presence of J,we know that (∂tJu, ∂tJv) ∈ L1([0, T ];Hs+(p−1)/2×
Hs). This guarantees that for all , (Ju, Jv) is in C0([0, T ];Hs+(p−1)/2 × Hs). We
also shall introduce the auxiliary variable w = Jv − TΛv(Ju). For any , w ∈
C0([0, T ];Hs) since (Ju, Jv) is continuous in time and v ∈ C0([0, T ];Hs′), and by
Lemma 2.2.10. We then turn to prove that in the space C0([0, T ];Hs+(p−1)/2 × Hs),
(Ju(t), w(t)) is a Cauchy sequence. This will immediately imply the desired result
for Jv(t), since v ∈ C0([0, T ];Hs′) and
J1v − J2v = w1 − w2 + TΛv(J1u− J2u). (4.2.33)
We rewrite the system for (Ju, Jv):
{
∂tJu = Λ(Jv − TΛvJu)− Tvx∂xJu+ f1,(u, v),
∂tJv = −gΛpJu+ JTΛvΛv − JTvx∂xv + Jg(u, v),
where f1, is
f1, = −[J, Tvx ]∂xu− Λ[J, TΛv]u+ Jf1(u, v).
Similarly to the system (4.2.7), the equation of (Ju, Jw) follows:
{
∂tJu = ΛJw − Tvx∂xJu+ f1,(u, v),
∂tw = −gΛpJu− Tvx∂xw + f2,(u, v),
(4.2.34)
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where
f2, = −[J, Tvx ]∂xv + [J, Tvx∂xTΛv]u+ [J, TΛv]Λv
− [J, TΛv](∂x[H, u]Λv) + [J, TΛvt ]u+ Jf2(u, v).
Now we do an energy estimate for (Ju,w) as before. We define the energy
E =
1
2
‖w‖2s + g
1
2
‖Ju‖20 +
1
2
g
∫
(JsΛ(p−1)/2Ju)2 dx. (4.2.35)
We omit the details of proof the energy estimate (the evolutionary system has the same
structure as before), but the conclusion is the following bound:
dE
dt
≤ cE + ‖f1,‖2s+(p−1)/2 + ‖f2,‖2s.
By the Gro¨nwall inequality, we then have
E ≤ ect
(
E(0) +
∫ t
0
‖f1,‖2s+(p−1)/2 + ‖f2,‖2s ds
)
Now we define the difference energy as
E1−2 =
1
2
‖w1 − w2‖2s + g
1
2
‖J1u− J2u‖20
+
1
2
g
∫
(JsΛ(p−1)/2(J1u− J2u))2 dx.
We can make the corresponding estimate for the difference energy (again, the evolu-
tionary system has the same structure), finding the following: (J1u− J2u,w1 −w2),
101
it is following
‖J1u− J2u‖s+(p−1)/2 + ‖w1 − w2‖s
≤ ect
(
E1−2(0) +
∫ t
0
‖f1,1 − f1,2‖2s+(p−1)/2 + ‖f2,1 − f2,2‖2s ds
)
.
That is,
sup
t∈[0,T ]
(‖J1u− J2u‖s+(p−1)/2 + ‖w1 − w2‖s)
≤ ecT
(
E1−2(0) +
∫ T
0
‖f1,1 − f1,2‖2s+(p−1)/2 + ‖f2,1 − f2,2‖2sds
)
.
It is clear that E1−2(0) can be made small by taking 1 and 2 small. We then turn
to prove that (f1,, f2,) is Cauchy in L1([0, T ];Hs+(p−1)/2 × Hs). Actually (f1,, f2,)
goes to (f1, f2) as  goes to zero, in L1([0, T ];Hs+(p−1)/2 × Hs). To see this, we start
with the fact that (Jf1, Jf2) goes to (f1, f2) as  goes to zero; we mention that this is
similar to Lemma 2.1 of [12]. So we turn to prove the other terms go to zero as  goes
to zero, in L1([0, T ];Hs+(p−1)/2 ×Hs). The fact is that [J, Tvx ] is uniformly bounded
with order −1 and [J, Tvx ]∂xu goes to zero as  goes to zero, in L1([0, T ];Hs+(p−1)/2);
this can be seen by a density argument, and is similar to the proof of Lemma 7.1.13 of
[32]. So [J, Tvx ]∂xv goes to 0 as  goes to zero in L
1([0, T ];Hs). The other terms have
analogous arguments. This completes the proof of continuity in time.
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4.3 uniqueness
In this section we prove the uniqueness of the solutions which we have shown to
exist. This requires showing an estimate for the difference of two solutions.
Proposition 4.3.1. Let s > max{5/2, (p + 1)/2} and T0 > 0. Let both (u1, v1) and
(u2, v2) be in C0([0, T0];Hs+(p−1)/2(R)×Hs(R)) and satisfy system (1.0.2), with initial
data (u0, v0) and (u˜0, v˜0), respectively. Then the following estimate is satisfied:
‖(u1, v1)− (u2, v2)‖L∞([0,T0];H(p−1)/2(R)×H0(R))
≤ C
∥∥∥[(u1, v1)− (u2, v2)] ∣∣∣
t=0
∥∥∥
H(p−1)/2(R)×H0(R)
. (4.3.1)
Proof. Define the differences δu = u1 − u2 and δv = v1 − v2. Let 0 < T ≤ T0, and
define
Mi = ‖(ui, vi)‖L∞([0,T0];Hs+(p−1)/2(R)×Hs(R)), (4.3.2)
N = ‖(δu, δv)‖L∞([0,T ];H(p−1)/2(R)×H0(R)). (4.3.3)
The system satisfied by (δu, δv) is
 ∂tδu = Λδv − ∂x[H, δu]Λv1 − ∂x[H, u2]Λδv,∂tδv = −gΛpδu+ 1
2
(Λv1 + Λv2)Λδv − 1
2
(∂xv1 + ∂xv2)∂xδv.
(4.3.4)
We use the para-differential operators TΛv1 , T∂xv1 as before. Also we define an aux-
iliary variable δw = δv − TΛv1δu as the intermediate variable. We rewrite the first
equation of system (4.3.4) by doing addition and subtraction:
∂tδu = Λδw − T∂xv1∂xδu+ f1,
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where f1 is defined as
f1 = Λ(TΛv1δu) + T∂xv1∂xδu− ∂x[H, δu]Λv1 − ∂x[H, u2]Λδv.
Using the system (4.3.4) and substituting, the equation of δw is
∂tδw = −gΛpδu− T∂xv1∂xδw + f2, (4.3.5)
where
f2 = Q1 +Q2 +Q3 +Q4 +Q5, (4.3.6)
and
Q1 =
1
2
Λ(v1 + v2)Λδv − TΛv1Λδv,
Q2 = −1
2
∂x(v1 + v2)∂xδv + T∂xv1∂xδv,
Q3 = −T∂xv1∂x(TΛv1δu),
Q4 = TΛv1(∂x[H, δu]Λv1 + ∂x[H, u2]Λδv),
Q5 = −T∂tΛv1δu.
Claim 3. Let f1, f2 be as above. Then they satisfy the following estimate:
sup
t∈[0,T ]
‖(f1, f2)‖H(p−1)/2(R)×H0(R) ≤ C(M1,M2)N (4.3.7)
The proof of claim 3. First, we rewrite ‖f1‖(p−1)/2 by addition and subtraction:
‖f1‖(p−1)/2 ≤ T1 + T2 + T3 + T4,
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where
T1 = ‖J (p−1)/2∂x[H, δu]Λv1 − ∂x[H, J (p−1)/2δu]Λv1‖0,
T2 = ‖∂x[H, J (p−1)/2δu]Λv1 − ΛTΛv1J (p−1)/2δu− T∂xv1J (p−1)/2∂xδu‖0,
T3 = ‖Λ[TΛv1 , J (p−1)/2]δu‖0 + ‖[T∂xv1 , J (p−1)/2]∂xδu‖0,
T4 = ‖∂x[H, u2]Λδv‖(p−1)/2.
The estimates for T1, T2, and T3 correspond exactly to the estimates for T1,, T2,,
and T3, in the proof of Lemma 4.2.2, with J (p−1)/2 being present instead of Js+(p−1)/2.
So,
T1 + T2 + T3 ≤ C‖δu‖(p−1)/2‖v‖s.
Now, we estimate T4. By Proposition 2.2.3, since (p−1)/2+1 < s+(p−1)/2−1−1/2
for s > 5/2,
T4 ≤ ‖[H, u2]Λδv‖s ≤ C‖u2‖s+(p−1)/2‖Λδv‖−1 ≤ C‖u2‖s+(p−1)/2‖δv‖0.
We have proved
‖f1‖(p−1)/2 ≤ C(M1,M2)N. (4.3.8)
For f2, we estimate each of the Qi for 1 ≤ i ≤ 5. Firstly, the estimates for Q1 and
Q2 are similar, and we only give the details of Q1. By addition and subtraction and the
triangle inequality, we have the following:
‖Q1‖0 ≤ 1
2
‖Λ(v1 + v2)Λδv − TΛ(v1+v2)Λδv‖0 +
1
2
‖ − TΛδvΛδv‖0, (4.3.9)
By Theorem 2.2.12, the first term of (4.3.9) is less than ‖Λ(v1 + v2)‖W 1,∞‖Hδv‖H0 ,
which is in turn bounded by C(M1,M2)N . And by Lemma 2.2.10, letting µ = m =
3/2, the second term of (4.3.9) is less than ‖Λδv‖3/2‖Λδv‖−1, which is bounded by
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C(M1,M2)N . So ‖Q1‖0 ≤ C(M1,M2)N and ‖Q2‖0 ≤ C(M1,M2)N .
Secondly, by Theorem 2.2.9 and since (p− 1)/2 ≥ 1,
‖Q3‖0 ≤ C‖∂xv1‖L∞‖TΛv1δu‖1 ≤ C(M1,M2)N. (4.3.10)
Thirdly, by Theorem 2.2.9, Proposition 2.2.2 (using (p − 1)/2 ≥ 1), and Proposition
2.2.3 (using 1 < s+ (p− 1)/2− 1− 1/2),
‖Q4‖0 ≤ C‖Λv1‖L∞(‖[H, δu]Λv1‖1 + ‖[H, u2]Λδv‖1) ≤ C(M1,M2)N. (4.3.11)
Finally, by Lemma 2.2.10,
‖Q5‖0 ≤ C‖∂tΛv‖1/2−(p−1)/2‖δu‖(p−1)/2
≤ C‖ − gΛpu+ 1
2
(Λv)2 − 1
2
(vx)
2‖2−p/2‖δu‖(p−1)/2
≤ C(M1,M2)N
This completes the proof of Claim 3.
Since the evolutionary system for (δu, δw) has the same structure as before, we may
conclude
d
dt
‖(δu, δw)‖H(p−1)/2×H0 ≤ C(M1,M2)‖(δu, δw)‖H(p−1)/2×H0 + C(M1,M2)N.
Then, by Gronwall’s Inequality,
‖(δu, δw)‖H(p−1)/2×H0 ≤ eC(M1,M2)T (C(M1,M2)N0 + C(M1,M2)NT ).
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Furthermore, we have
‖(δu,δv)‖H(p−1)/2×H0 ≤ C‖δu‖H(p−1)/2 + C‖δw‖0 + ‖v1‖s‖δu‖H0
≤ C(M1,M2)eC(M1,M2)T (C(M1,M2)N0 + C(M1,M2)NT )
The above inequality tells us that there exists T∗ > 0 small enough such that
N ≤ C(M1,M2)N0. (4.3.12)
Thus on the interval [0, T∗], we conclude the uniqueness of solutions. The value of T∗
may be smaller than T0. However, we can repeat the argument to get uniqueness until
time T0, since the value of T∗ only depends on M1 and M2.
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