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We present a complete and consistent quantum theory of generalised X waves with orbital angu-
lar momentum (OAM) in dispersive media. We show that the resulting quantised light pulses are
affected by neither dispersion nor diffraction and are therefore resilient against external perturba-
tions. The nonlinear interaction of quantised X waves in quadratic and Kerr nonlinear media is also
presented and studied in detail.
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I. INTRODUCTION
Electromagnetic waves are usually subject to diffrac-
tion and dispersion, i.e., a progressive broadening during
propagation of the wave in both space and time, respec-
tively. Ultimately, these effects are connected with the
bounded nature of the wave spectrum and, therefore, to
its finite energy content [1]. Maxwell’s equations, how-
ever, admit diffraction- and dispersion-free solutions, the
so-called localised waves [2]. An example of such solu-
tions in the monochromatic domain are the well known
Bessel beams [3]. In the pulsed domain, the most famous
representatives of localised waves are X waves. Firstly in-
troduced in acoustics by Lu and Greenleaf in 1992 [4, 5],
they have been the subject of an extensive study in differ-
ent areas of physics, such as nonlinear [6, 7] and quantum
[8] optics, condensed matter physics [9], integrated optics
[10, 11] and optical communications [12], to name a few.
A comprehensive review of the topic can be found in Refs.
[2] and [13].
Traditionally, X waves are understood as superposi-
tions of Bessel beams of zero order, therefore neglecting
their possible orbital angular momentum (OAM) con-
tent. The latter, in fact, is know to be related to the
twisted phase front of higher order Bessel beams [14].
Generalisation of the traditional X waves to the case of
OAM-carrying X waves has been only recently investi-
gated [15].
Despite the great amount of work that has been done in
the subject in the last decades, however, investigations of
quantum properties of X waves are very few and limited
to the case of no OAM content [8, 16, 17]. Very recently,
the effect of the OAM content of X waves in squeezing
processes has been analysed in detail, highlighting new
features and possibilities [18]. However, a comprehensive
quantum theory of X wave and a complete analysis of
their properties and dynamics at the quantum level has
only be sketched in Ref. [18] and not fully developed.
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In this work, therefore, we present a complete and com-
prehensive quantum theory of X waves with OAM. Al-
though the quantisation of the electromagnetic field car-
rying angular momentum has already been carried out in
both the context of quantum field theory [19] and for gen-
eralised Gaussian-Airy wave packets [20], the approach
presented here constitutes a more general framework,
where dispersion effects and nonlinearities are automat-
ically accounted for. In particular, we discuss in detail
the dynamics of quantum X waves in media exhibiting
χ(2)− and χ(3)−nonlinearities. Our findings reveal that
photon pairs generated via parametric down conversion
present continuous variable entanglement in their veloc-
ity (i.e., Bessel cone angle) degree of freedom, while their
OAM content plays an active role in the determination of
the properties of photons propagating in Kerr media. In
the latter case, the Kerr nonlinearity introduces a cou-
pling between different OAM states, whose strength is
essentially regulated by the overlap integral between the
different X waves modes involved in the process. The
approach presented here is limited to the quantisation
of a scalar pulse propagating in a nonlinear medium. A
complete discussion of the effect of vector properties of
X waves is therefore left to future works.
This work is organised as follows: in Sect. II we derive
the expression of the wave equation in dispersive media
casted as as a time evolution problem and we present its
general solution in terms of X waves. Section III is in-
stead dedicated to the quantisation of such X waves and
to the study of their main properties. In this section,
moreover, particle states and coherent states of OAM-
carrying X waves are defined and it is shown that X
wave coherent states carry finite energy. In Sect. IV, we
consider χ(2) nonlinearities involving quantum X waves
carrying OAM, and we discuss in particular the case of
squeezing and entanglement. Section V is instead de-
voted to the study of quantum X waves with OAM in
the presence of a Kerr nonlinearity. Finally, conclusions
are drawn in Sect. VI.
2II. WAVE EQUATION IN DISPERSIVE MEDIA
As a starting point of our analysis, le us consider the
propagation of a scalar electromagnetic field in a linear,
dispersive medium, characterised by the refractive index
n = n(ω) (
∇2 − n
2
c2
∂2
∂t2
)
E(r, t) = 0. (1)
Moreover, let us assume that the paraxial approximation
applies and that we can write the electric field as
E(r, t) =
(
ε0n
2
2
)−1/2
A(r, t)ei(kz−ωt), (2)
where k = nω/c and the normalisation constant has been
chosen such that the total energy of the field (i.e., the
field intensity) can be written as
E = ε0n
2
2
∫
d3r |E(r, t)|2 =
∫
d3r |A(r, t)|2. (3)
Direct substitution of this Ansatz into Eq. (1) results in
the conventional Fock-Leontovich equation, namely [13]
2ik
∂A
∂z
− 2in
2ω
c2
∂A
∂t
+∇2⊥A−
n2
c2
∂2A
∂t2
= 0. (4)
The above equation describes a propagating wave along
the z-direction. However, this problem can be equiva-
lently casted in terms of a time evolution problem, thus
allowing a generalisation of the results of this investi-
gation to all problems that admit evolution equations
that can be casted in terms of Schrd¨inger-like equa-
tions. To do that, we introduce the reference frame
{ζ = z − (c/n)t, τ = t}, co-moving with the envelope
itself, and rewrite Eq. (4) as follows:
2iω
∂A
∂τ
+∇2⊥A−
∂2A
∂ζ2
=
n2
c2
∂2A
∂τ2
− 2n
c
∂2A
∂τ∂ζ
. (5)
Then, we apply the slowly varying envelope approxima-
tion (SVEA) to the envelope function A(r, ζ), so that the
right-hand side of the above equation can be neglected
[21]. If we now transform back into the reference frame
{x, y, z, t} we obtain the following equation
i
∂A
∂t
+ iω′
∂A
∂z
− ω
′′
2
∂2A
∂z2
+
ω′
2k
∇2⊥A = 0, (6)
which is now describing the evolution in time of the field
envelope A(r, t). Moreover, ω′ and ω′′ are the first and
second order dispersion defined as follows:
ω′ =
dω
dk
, (7a)
ω′′ =
d2ω
dk2
, (7b)
where k = k0n(ω). Equation (6) constitutes then the
starting point of our investigation and will be used in
the remaining of this manuscript to study the propaga-
tion of an electromagnetic field in a dispersive medium
characterised by a refractive index n(ω) and first and
second order dispersion ω′ and ω′′, respectively.
A. Generalised X Wave Expansion
We now look for solutions of Eq. (6) as superposition of
X waves. To do that, let us first write the envelope func-
tion A(r, t) in terms of its 3D Fourier transform, namely
A(r, t) =
∫
d3k A˜(k) eik·r e−iΩ˜(k)t, (8)
where Ω˜(k) reflects the fact that the frequency of the
field envelope experiences dispersion while the field prop-
agates in the medium. If we now introduce the cylindrical
coordinates {R, θ, z} and {k⊥, ϕ, kz}, the previous inte-
gral becomes
A(r, t) =
∫
dkz
∫
d2k A˜(k) eik⊥R cos(ϕ−θ) e−iΩ˜(k)t eikzz,
(9)
where d2k = k⊥dk⊥dϕ. Following Ref. [2], we choose
the following explocit form for the Fourier spectrum A˜(k)
to represent the solution A(r, t) as a superposition of X
waves
A˜(k) =
∞∑
m=−∞
dmS(k⊥, kz)e
imϕ, (10)
where S(k⊥, kz) is an arbitrary spectrum whose explicit
form will be given below. Moreover, we also assume that
∂Ω˜(k)/∂ϕ = 0. Substituting the above spectrum into
Eq. (9) and using the integral definition of thee Bessel
function [23], after a straightforward manipulation we
arrive at the following form for the field envelope:
A(r, t) =
∑
m
dm
∫
dkze
ikzz
∫ ∞
0
dk⊥k⊥
× S(k⊥, kz)Jm(k⊥R) ei[mθ−Ω˜(k)t]. (11)
The above result constitutes an exact solution of Eq. (6)
if Ω˜(k) has the following expression:
Ω˜(k) = ω′kz − ω
′′
2
k2z +
ω′
2k
k2⊥. (12)
This can be simply checked by substituting Eq. (11) into
Eq. (6) and solving for Ω˜(k). Moreover, the above result
allows us to introduce the co-moving coordinate Z = z−
ω′t and the new frequency Ω = −(ω′′k2z)/2+(ω′k2⊥)/(2k0)
such that kzz − Ω˜(k)t = kzZ − Ωt. If we now introduce
the normalized transverse wave vector α and the X wave
velocity v [29] as {
k⊥ = α
√
ω′′k
ω′ ,
kz = α− vω′′ ,
(13)
3Eq.(11) can be rewritten in the following form:
A(r, t) =
∑
m
dm e
imθ
∫
dv
∫ ∞
0
dαX(α, v)
× Jm
(√
ω′′k
ω′
αR
)
ei(α−
v
ω′′ )(Z−vt)
× e−i v
2t
2ω′′ , (14)
where
X(α, v) =
kα
ω′
S
(√
ω′′k
ω′
α, α− v
ω′′
)
, (15)
is the so called X wave transform [30]. A suitable choice
for the spectrumX(α, v) is represented by the generalised
X wave spectrum presented in Ref. [31], namely
X(α, v) =
∞∑
p=0
C˜p(v)fp(α), (16)
where C˜p(v) are some arbitrarily expansion coefficients
and
fp(α) =
√
k∆
pi2ω′(1 + p)
(α)L(1)p (2α∆)e
−α∆, (17)
being L
(1)
p the generalised Laguerre functions of the first
kind of index p [23] and ∆ is a normalisation length re-
lated to the spatial extension of the spectrum. Substi-
tuting this result into Eq. (14) and introducing the gen-
eralised OAM-carrying X wave of order p and velocity v
as
ψ(v)m,p(R, ζ) =
∫ ∞
0
dα fp(α)Jm
(√
ω′′k
ω′
αR
)
× ei(α− vω′′ )ζ eimθ, (18)
where R =
√
x2 + y2, ζ = z−vt is the usual coming coor-
dinate associated to X waves [2] and Cm,p(v) ≡ dmC˜p(v),
we can rewrite Eq. (14) in the following, inspiring, form:
A(r, t) =
∑
m,p
∫
dv Cm,p(v)e
− iv
2t
2ω′′ ψ(v)m,p(R, ζ). (19)
This is the first result of our work. The propagation of a
paraxial electromagnetic field in a dispersive medium can
be described by expanding the field envelope as a super-
position of generalised X waves of order p and velocity v,
carryingm units of OAM. To emphasise this, in the above
equations we introduce the notation ψ
(v)
m,p(R, ζ) to high-
light the three degrees of freedom that later upon quan-
tisation will be promoted to quantum nnumbers, namely
the OAMm, the spectral order p and the X wave velocity
v. Note, moreover, that while m and p are discrete quan-
tum numbers (i.e., the correspondent operators have dis-
cete spectra), the X wave velocity is a continuous quan-
tum number. This result, moreover, is corroborated by
the fact that ψ
(v)
m,p(R, ζ) are a complete and orthogonal
set of functions and can be therefore used as a basis to
represent any arbitrary field envelope A(r, t). A proof of
the orthogonally and completeness of generalised OAM-
carrying X waves is given in Appendix A.
B. Total Energy of the Field
In preparation for the quantisation of the field A(r, t),
it is instructive to calculate the total energy carried by
the field E(r, t) or, equivalently, the Hamiltonian func-
tion corresponding to E(r, t). As already pointed out in
Eq. (2), the total energy E carried by the field is simply
obtained by integrating the quantity |A(r, t)|2 over the
whole space. If we use the expression for A(r, t) given by
Eq. (19) and substitute it into Eq. (3), it is not difficult
to show that E has the following well known expression
[1]:
E =
∫
d3r |A(r, t)|2 =
∑
p,m
∫
dv |Cm,p(v) |2. (20)
We can rewrite the above expression in a more inspiring
form by noticing that we can define the following time-
dependent expansion coefficients from Eq. (19), namely
Cm,p(v, t) = Cm,p(v)e−i v
2
2ω′′
t, (21)
and observe that they are solution to the harmonic oscil-
lator differential equation, i.e.,
d2Cm,p(v, t)
dt2
= −ωm,p(v)2Cm,p(v, t), (22)
with
ωm,p(v) =
v2
2ω′′
. (23)
With this result at hand, we can rewrite Eq. (19) as
A(r, t) =
∑
p,m
∫
dv Cm,p(v, t)ψ(v)m,p(R, ζ). (24)
If we then notice that |Cm,p(v)|2 = |Cm,p(v, t)|2, we can
also rewrite the total energy of the field as
E =
∑
p,m
∫
dv | Cm,p(v, t) |2. (25)
Equations (24) and (25) have a very simple interpreta-
tion: the field envelope A(r, t) (and, consequently, the
electric field itself) can be viewed as a collection (integral
sum) of harmonic oscillators, each of them with complex
amplitude Cm,p(v) and associated to a travelling invari-
ant wave with a v-dependent resonant frequency ωm,p(v),
corresponding to the kinetic energy of free particles.
The result above is similar to the case of a field ex-
panded onto the normal modes of an optical cavity, with
4the different that in this case the modes are continuously
distributed and rigidly moving, instead of being stand-
ing waves as in the traditional case. This allows us to
adapt the ordinary quantisation techniques, as the one
described for example in Ref. [22], to the case of X waves
in dispersive media.
III. QUANTISATION OF X WAVES
To quantise the field given by Eq. (24), we employ the
standard technique of expressing the total energy E as a
collection of harmonic oscillators and then associate cre-
ation and annihilation operators to the field itself [22].
As discussed in the previous section, according to Eq.
(25) the total energy of the field is already written as a
(continuous) collection of harmonic oscillators, and there-
fore the quantisation is immediate. To make this more
explicit, however, we introduce the two real quantities
Qm,p(v) and Pm,p(v) and write the complex amplitudes
Cm,p(v) as
Cm,p(v) =
1√
2
[ωm,p(v)Qm,p(v) + iPm,p(v)] , (26)
such that
|Cm,p(v)|2 = 1
2
[
P 2m,p(v) + ω
2
m,p(v)Q
2
m,p(v)
]
. (27)
It is therefore not difficult to interpret Qm,p(v) and
Pm,p(v) as the position and momentum of the field. We
can then promote these quantities to operators and intro-
duce the creation and annihilation operators of the field
in the traditional way as follows:
Qˆm,p(v) =
√
~
2ωm,p(v)
[
aˆ†m,p(v) + aˆm,p(v)
]
, (28a)
Pˆm,p(v) = i
√
~ωm,p(v)
2
[
aˆ†m,p(v) − aˆm,p(v)
]
, (28b)
with the usual bosonic commutation relations [24][
aˆm,p(v), aˆ
†
n,q(u)
]
= δm,nδp,qδ(u − v), (29a)
[aˆm,p(v), aˆn,q(u)] = 0 =
[
aˆ†m,p(v), aˆ
†
n,q(u)
]
. (29b)
Substituting Eqs. (26) and (28) into Eq. (24) brings to
the following expression for the quantised field
Aˆ(r, t) =
∑
m,p
∫
dv e
− i
~
(
Mv2
2
)
t
√
~ωm,p(v)
× ψ(v)m,p(r, ζ)aˆm,p(v) + h.c., (30)
where h.c. stands for hermitian conjugate. The expres-
sion for the Hamilton operator can be instead found by
substituting Eqs. (26) and (28) into Eq. (25), thus ob-
taining
Hˆ =
∑
m,p
∫
dv ~ωm,p(v)
{
aˆ†m,p(v)aˆm,p(v) +
1
2
}
. (31)
Moreover, if we introduce the “mass of the X wave” as
M ≡ ~/ω′′, the above equation can be rewritten as fol-
lows:
Hˆ =
∑
m,p
∫
dv
Mv2
2
{
aˆ†m,p(v)aˆm,p(v) +
1
2
}
. (32)
Equations (30)-(32) are the second main result of our
work and represent quantisation of generalised OAM-
carrying X waves. In particular, Eq. (32) is the analogue
of a quantised Hamiltonian of a 1D gas of weakly interact-
ing bosons, with mass M and velocity v [32]. This anal-
ogy is quite important, as it allows us to treat quantum X
waves, which are intrinsically 3+1-dimensional fields, as
one dimensional particle-like objects parametrised only
by their own velocities v. This feature is similar to the
particle-like nature of quantum solitons [33] and it is ul-
timately due to the nondiffracting nature of X waves.
A. Particle States
We can now look for the eigenstates of the Hamilton
operator, represented by either Eq. (31) or (32). In par-
ticular, in analogy to the traditional case [22], we can
introduce the N - particle states |m, p, v,N〉 as states con-
taining N field excitation with velocity v in the travelling
mode (i.e., the X wave) ψ
(v)
m,p(r, t) with energy Mv2/2.
These states are mutually orthogonal
〈n, q, u,N |m, p, v,N〉 = δm,nδp,qδ(u− v), (33)
complete and they can be obtained from the vacuum
state |0〉 by successive applications of the creation op-
erator, i.e.,
|m, p, v,N〉 = 1√
N !
[
aˆ†m,p(v)
]N |0〉. (34)
Moreover, it is not difficult to prove that the usual results
concerning Fock states [22] are also valid in this case,
namely the expectation value of the electric field operator
is zero on the particle eigenstates, i.e.,
〈m, p, v,N |Aˆ(r, t)|m, p, v,N〉 = 0. (35)
However, the Fock states |m, p, v,N〉 are not normal-
isable, since their representation in configuration state
〈r, t|m, p, v,N〉 = ψ(v)m,p(r, t) carries infinite energy. In
fact, if we compute the expectation value of the Hamil-
ton operator over the Fock states, we get the following
result [35]
〈m, p, v,N |Hˆ|m, p, v,N〉 = NMv
2
2
δ(v − v). (36)
The Dirac delta appearing above, comes from the nor-
malisation condition (33). This is not surprising, since
also in the classical case, X waves are non-normalisable
5solutions of Maxwell’s equations (exactly as plane waves),
due to the fact that they carry infinite energy.
To solve this issue, there are different approaches pos-
sible. First, one could introduce a finite quantisation
volume and carry out the field quantisation is such finite
volume [22]. In doing this, however, one should be careful
to introduce a finite cavity with the desired symmetry, to
use X waves as eigenstates for the field expansion. An-
other possibility would be to redefine the normalisation
condition given by Eq. (33) by imposing by hand that it
only makes sense when calculated for X states with the
same velocity, namely
〈n, q, v,N |m, p, v,N〉 ≡ δm,nδp,q. (37)
In this case, however, all the observable quantities will
be finite if defined per unit volume, while the integrated
quantities will be infinite, as in the standard case for X
waves [2]. In particular, the Hamiltonian density in this
case would be simply given by
Hˆ = Aˆ†(r, t)Aˆ(r, t), (38)
and its expectation value over Fock states 〈Hˆ〉 ≡
〈m, p, v,N |Hˆ|m, p, v,N〉 will be
〈Hˆ〉 = N~ωm,p(v)|ψ(v)m,p(r, ζ)|2, (39)
which is finite. However,∫
d3r 〈Hˆ〉 = N~ωm,p(v)
∫
d3r |ψ(v)m,p(r, ζ)|2 =∞,
(40)
since X waves carry infinite energy. Moreover, in anal-
ogy with what is done for monochromatic paraxial beams
[34], all the other observables can be normalised using the
energy density, thus obtaining finite, well defined quan-
tities per unit volume.
Another possible way to overcome the problem in Eq.
(36) is to consider X waves with finite energy (such as
Bessel-X pulses, for example [2]). In this case, we can
define a new set of Fock states (to differentiate them from
the set of Fock states corresponding to infinite-energy X
waves) |Xm,p;n〉, which are normalisable, since∫
d3r |Xm,p(r, t)|2 <∞, (41)
where Xm,p(r, t) = 〈r, t|Xm,p;n〉. We therefore have
〈Xn,q; k|Xm,p; r〉 = δn,mδp, qδk,r, (42)
and the expectation value of Hˆ over such states gives now
a finite value.
Having clarified this point, in the remaining of the
manuscript, we will actually employ (unless otherwise ex-
plicitly specified) Eq. (33) as “normalisation condition”
for the X waves particle states, implicitly remembering
that they are associated with waves carrying infinite en-
ergy.
B. Coherent States
In analogy with the case of single mode quantum optics
[22], we can also define coherent X wave states as follows:
|αm,p(v)〉 = e−
|αm,p(v)|
2
2
∞∑
n=0
αm,p(v)
n
√
n!
|m, p, v, n〉, (43)
being αm,p(v) ∈ C. Then, the expectation value of the
field operator Aˆ(r, t) gives the classical X wave field, i.e.,
〈αm,p(v)|Aˆ(r, t)|αm,p(v)〉 = Nψ(v)m,p(r, ζ), (44)
which, apart from the normalisation factor
N = αm,p(v)
√
~ωm,p(v)e
− i
~
(
Mv2
2
)
t
, (45)
corresponds to the classical generalised OAM-carrying X-
wave field introduced in Eq. (18). Like their classical
counterparts, coherent X wave states carry infinite en-
ergy, since
〈αm,p(v)|Hˆ |αm,p(v)〉 = Mv
2
2
|αm,p(v)|2δ(v − v). (46)
IV. SECOND ORDER NONLINEARITY
We now turn our attention to quantum nonlinear pro-
cesses involving X waves, and in particular to χ(2)-
processes such as optical parametric amplification and
Kerr nonlinearity. To start with, let us then consider
three fields, namely a pump field, which, for the sake
of simplicity, will be treated as a bright coherent state,
characterised by the frequency ωp, and a signal and idler
fields characterised by the frequencies ω1 and ω2, respec-
tively. Moreover, we assume that signal and idler have
different group velocities, i.e., ω′1 6= ω′2, but the group
velocity dispersion of both fields is the same, namely
ω′′1 = ω
′′
2 ≡ ω′′. The field operators for the signal and
idler fields are obtained from Eq. (30) with the substi-
tutions ω → ω1,2 and ζ → ζ1,2, respectively. The total
(time dependent)Hamiltonian of the system in presence
of second order nonlinearity is then given as follows:
Hˆ(t) = Hˆ0(t) + λHˆI(t), (47)
where Hˆ0 is the free field Hamiltonian given by Eq. (31),
λ≪ 1 is the interaction parameter (assumed very small)
and HˆI is the quantised version of the classical χ
(2)-
interaction Hamiltonian [21], namely
HI = χ〈A1|A∗2〉+ χ∗〈A2|A∗1〉. (48)
Before considering on the nonlinear quantum dynamics
of the system described by Eq. (47), we must find a quan-
tised expression for the classical interaction Hamiltonian.
6To do so, let us consider the first term in the above equa-
tion (the second is then obtained by simply taking the
Hermitian conjugate) and uses Eq. (30) to obtain
χ〈A1|A∗2〉 = χ
∫
d3r Aˆ†1(r, t)Aˆ
†
2(r, t)
= χ
∑
m,p,n,q
∫
du dv e
i(u2+v2)t
2ω′′
√
~2ωm,p(u)ωn,q(v)
×
∫
d3r ψ
(u)∗
m,p,1(r, ζ1)ψ
(v))
n,q,2(r, ζ2) aˆ
†
m,p(u)bˆ
†
n,q(v),(49)
where the subscript 1 refers to the signal field and 2 to the
idler field, respectively. We can now use the above result
to write the quantised form of the interaction Hamilto-
nian for second order nonlinearity. To do this, however,
it is useful to define the quantity ρ =
√
k1ω′2/(k2ω
′
1) and
introduce the interaction function
χmpq(x) =
(−1)m4pi2ρω′1
k1x
√
ω′2
fp,1
(
x
ω”(1 + ρ)
)
× fq,2
(
ρx
ω”(1 + ρ)
)
Θ(x), (50)
where Θ(x) is the Heaviside step function [23] and fp,1,
fq,2 are defined according to Eq. (17). Moreover, we also
define the function
F (u, v) =
u2 + v2
2ω”
+
(v − ρu)(u− v + ω′1 − ω′2)
ω”(1 + ρ)
. (51)
If we now subsitute Eq. (49) (and its complex conjugate)
into Eq.(48) and perform the spatial integration using the
orthogonality relation between X waves modes given by
Eq. (93), we can write the interaction Hamiltonian in
the following form:
HˆI = ~
∑
m,p,q
∫
du dv χm,p,q(u+ v)
×
√
ωm,p(u)ω−m,q(v)e
iF (u,v)taˆ†m,p(u)bˆ
†
−m,q(v)
+ h.c. (52)
We are now in the position to calculate the state of
the electromagnetic field after the nonlinear interaction
with the medium. To do so, since λ ≪ 1, we can treat
the nonlinearity as perturbation and use the Schwinger-
Dyson expansion of the propagator exp [−iHˆ(t)/~] [25]
truncated at the first order to obtain the following ex-
pression for the state of the field after the nonlinear in-
teraction:
|ψ(1)(t)〉 = − i
~
∫ t
0
dτ HˆI(τ)|0〉, (53)
where |ψ(0)〉 = |0〉 has been implicitly assumed. In our
case, using the expression of the interaction Hamiltonian
given by Eq. (52) we have
− i
~
∫ t
0
dτ HˆI(τ) = −i
∑
m,p,q
∫
du dvχm,p,q(u+ v)
×
√
ωm,p(u)ω−m,q(v)
∫ t
0
dτ eiF (u,v)τ aˆ†m,p(u)bˆ
†
−m,q(v).
If we now introduce the quantities
K(u, v) =
(v − ρu)(u− v + ω′1 − ω′2)
2ω′′(1 + ρ)
, (54)
G(u, v, t) = − 2i
F (u, v)
sin
(
F (u, v)t
2
)
, (55)
and introduce, for convenience of notation, the quantity
Gm,p,q(u, v, t) =
√
ωm,p(u)ω−m,q(v)G(u, v, t)
× eiK(u,v)tχm,p,q(u + v), (56)
and the two particle state
|m, p, u;−m, q, v〉 ≡ aˆ†m,p(u)bˆ†−m,q(v)|0〉, (57)
we can write the perturbed state |ψ(1)(t)〉 as follows:
|ψ(1)(t)〉 =
∑
m,p,q
∫
du dv Gm,p,q(u, v, t)|m, p, u;−m, q, v〉.
(58)
The above state represents the superposition of two par-
ticles, corresponding to the two modes ω1 and ω2 (gen-
erated by the nonlinear process) travelling with veloci-
ties u and v, respectively. Moreover, since the function
Gm,p,q(u, v, t) is in general non-separable in the variables
u and v, the above state represents a continuous variable
entangled state in the (continuous valued) velocities u
and v of the two particles.
A. Transition Probability
We can now use the explicit, analytic expression for
the state after the nonlinear interaction to calculate the
probability for the field to be in such a state after the
interaction with the χ(2)-nonlinearity of the medium. We
then get
7P (t) =
∑
m,p,q
∑
n,r,s
∫
dudvdu˜dv˜ G∗n,r,s(u˜, v˜, t)Gm,p,q(u, v, t)〈n, r, u˜;−n, s, v˜|m, p, u;−m, q, v〉
=
∑
mp,pq
∫
du dvPm,p,q(u, v, t), (59)
where
Pm,p,q(u, v, t) = ωm,p(u)ω−m,q(v)|χm,p,q(u+ v)|2
× sinc2
(
F (u, v)t
2
)
t2. (60)
As it can be seen, the transition probability is ,in gen-
eral, non-separable in {u, v} due to the inseparability of
χm,p,q(u+v) with respect to u and v. Although the above
form represents an exact (within the perturbative limit)
expression for the transition probability P (t), its form is
quite difficult to handle, and further approximations are
needed to fully understand its properties. In particular,
here we employ two different approximations. First, we
consider the state of the system for t→∞, meaning that
we look at the system far away (in time) from the mo-
ment of interaction. If we do that, Pm,p,q(u, v, t) tends
to a Dirac delta function peaked at F (u, v) = 0, since
lim
t→∞
sinc2
[
F (u, v)t
2
]
= δ(F (u, v)). (61)
We then have
Pm,p,q(u, v; t→∞) = ωm,p(u)ω−m,q(v)|χm,p,q(u+ v)|2
× δ(F (u, v))t2. (62)
For large times, therefore, the entangled particles with
velocities u and v are associated to points in the
(u, v)−plane which are constrained on the parabolic sur-
face F (u, v) = 0.
To further simplify this result, we can look at the so-
called low velocity limit, which corresponds, in the the-
ory of interacting quantum gases [26], to the small mo-
mentum approximation. In this limit, we neglect the
quadratic contributions in F (u, v). This allows us to
rewrite the function F (u, v) as follows
F (u, v) ≃ ω
′
1 − ω′2
2ω′′(1 + ρ)
(v − ρu), (63)
and therefore the Dirac delta above can be rewritten as
δ(F (u, v)) ≃ 2ω
′′(1 + ρ)
|ω′1 − ω′2|
δ(v − ρu), (64)
Inserting this approximation in Eq. (62) brings to the
following result
Pm,p,q(u, v;∞) ≃ ωm,p(u)ω−m,q(v)|χm,p,q(u + v)|2
× 2ω
′′(1 + ρ)
|ω′1 − ω′2|
δ(v − ρu)t2. (65)
For practical cases, ρ ≃ 1 and therefore the above ex-
pression constrain the two particles to travel at the same
speed u = v. In this case, the transition probability (59)
assumes the following explicit form
P (t) =
4ω′′t2
|ω′1 − ω′2|
∑
mp,pq
∫
duωm,p(u)ω−m,q(u)
× |χm,p,q(2u)|2 . (66)
The above integral over u can be performed analytically if
we use the definition of generalised Laguerre polynomials
[27] and the integral formula [28]∫ ∞
0
dxxk e−βx =
k!
βk+1
, (67)
thus obtaining
Cp,q =
∫ ∞
0
duωm,p(u)ω−m,q(u) |χm,p,q(2u)|2
=
[
pi2
ω′2(1 + p)(1 + q)
] p∑
s=0
q∑
t=0
[(
p+ 1
p− s
)(
q + 1
q − t
)]2
× (2s+ 2t+ 1)!
4s+t+2(s!t!)2
. (68)
The transition probability in the large times, low velocity
limit thus reads (with C ≡∑p,q Cp,q)
P (t) =
(
4Cω′′
|ω′1 − ω′2|
)
t2. (69)
Therefore, in the large times and low velocity limit, the
transition probability scales with the square of the inter-
action time. This result, anyway, is not unexpected, as
in our case the large times limit corresponds to the infi-
nite thickness, perfect phase-matching limit for standard
quantum optics in bulk crystals [21].
V. KERR EFFECT
We now turn our attention to the case of Kerr nonlin-
earity and study the dynamics of OAM-carrying X waves
in presence of such nonlinearity. To do that, we first
derive, in the low velocity limit, an expression for the
interaction Hamiltonian and then calculate the state of
the system after the interaction, assuming that the ini-
tial state of the field is the vacuum state. Afterwards, we
show that the Kerr dynamics can be split into two parts:
a classical evolution of the envelope function, which obeys
8a wave equation, and a quantum evolution for the field
operators, which is described by a nonlinear Schro¨dinger
equation, whose potential depends on the OAM content
of the system.
A. Interaction Hamiltonian
The quantised form of the interaction Hamiltonian in
the case of Kerr nonlinearity can be derived from its clas-
sical counterpart [21] and reads as follows:
HˆI =
χ
2
∫
d3rAˆ†(r, t)Aˆ†(r, t)Aˆ(r, t)Aˆ(r, t). (70)
If we substitute the expressions for the field operators as
given by Eq. (30) and its Hermitian conjugate, the above
equation can be written as follows:
HˆI =
~2χ
2
∑
{m}
∫
du d3r e
im
~2
(u2+v2−w2−y2)t
× Sm(u,R, ζ)aˆ†m,p(u)aˆ†n,q(v)aˆl,r(w)aˆs,t(y), (71)
where we have introduced the shorthand notation
{m} = {m,n, l, s, p, q, r, t} (with {m,n, l, s} ∈ (−∞,∞)
and {p, q, r, t} ∈ [0,∞)) and u = {u, v, u˜, v˜}. The
quantity Sm(u,R, ζ) is defined as Sm(u,R, ζ) =
S0 ψ(u)∗m,p (R, ζ)ψ(v)∗n,q (R, ζ)ψ(u˜)l,r (R, ζ)ψ(v˜)s,t (R, ζ), where
S0 =
√
ωmp(u)ωnq(v)ωlr(u˜)ωst(v˜). If we now assume
t = 0, perform the spatial integration and introduce
the vertex function χ{m}(η) (see Appendix B for the
details), after some manipulation we can rewrite the
above interaction Hamiltonian in the following compact
form:
HˆI =
1
2
∑
{m}
∫
d4v χ{m}(v3 − v4 + v1 + v2)
×
√
ωmp(v1)ωnq(v2)ωlr(v3)ωst(v4)
× aˆ†m,p(v1)aˆ†n,q(v2)aˆl,r(v3)aˆs,t(v4), (72)
where χ{m}(X) is the vertex function, as defined in ap-
pendix B.
Although the above expression for the Kerr Hamilto-
nian is exact, it cannot be treated analytically any fur-
ther, thus limiting the amount of insight one can get
about the effect of Kerr nonlinearity on OAM-carrying
X waves. To this aim, we now introduce the so-called
low velocity approximation, which corresponds to neglect
quadratic terms in the expression of the eigenfrequencies
ωik(v)[36]. Moreover, we introduce the Fourier transform
of the vertex function (see Appendix B)
χ{m}(P ) =
∫
dησ{m}(η)e
−i Pη
ω′′ , (73)
and the Fourier representation for the creation and anni-
hilation operators
aˆm,p(v) =
∫
dη φˆmp(η)e
ivη/ω′′ , (74a)
φˆmp(η) =
1
2piω′
∫
dv aˆm,p(v)e
−ivη/ω′′ . (74b)
Using the quantities above, the Kerr Hamiltonian in the
low velocity limit (and for t = 0) assumes the following
form:
HˆI =
∑
{m}
δm+n,l+s
∫
dηΣ{m}(η)φˆ
†
mp(η)φˆ
†
nq(η)φˆlr(η)φˆst(η). (75)
The explicit expression of Σ{m}(η) (which essentially
comprises σ{m}(η) and the result of the integration over
d4v) is given in Appendix C. A closer inspection to the
above form of the Kerr Hamiltonian reveals that it has
the same form as the standard quantum Kerr Hamilto-
nian used, for example, to derive quantum solitons in
optical fibers [33].
B. Time Evolution
The evolution of a system under the action of the inter-
action Hamiltonian described by Eq. (75) can be easily
calculated in the Heisenberg representation, where the
time evolution is applied to the field operators, while the
state does not evolve in time [25]. First, we write the
field operators (74) as
aˆm,p(v)→ aˆm,p(v, t) = aˆm,p(v)e−iωmp(v)t, (76a)
φˆmp(η)→ φˆmp(η, t) = φˆmp(η)eiωmp(v)t. (76b)
Then, we use the above relations to rewrite the field op-
erators Aˆ†(r, t) and Aˆ(r, t) as a function of φˆ†mp(η, t) and
φˆmp(η, t), thus obtaining
Aˆ(r, t) =
∑
m,p
∫
dη ξmp(η, r, t)φˆmp(η), (77)
where
ξmp(η, r, t) =
∫
dv
√
~ωmp(v)e
i 2ηv−v
2
2ω′′ ψ(v)m,p(R, ζ). (78)
9Notice that the form of the field operator given by Eq.
(77) is very similar to the one of a field operator of an op-
tical beam, where the function ξmp(η, r, t) plays the role
of the mode function [37]. In particular, it is not difficult
to see that the mode function ξmp(η, r, t) is a solution of
the initial wave equation Eq. (6). This result is quite im-
portant, as it states that the mode function ξmp(η, r, t)
contains information only on the classical (i.e., determin-
istic)evolution of the system under the action of the Kerr
nonlinearity and it is somehow decoupled from the quan-
tum evolution, which only affects φˆmp(η).
To study the quantum evolution of the system, there-
fore, we impose that the operator φˆmp(η, t) obeys the
Heisenberg equation of motion
i
dφˆmp(η, t)
dt
=
[
Hˆ, φˆmp(η, t)
]
, (79)
where Hˆ = Hˆ0 + HˆI . Using a bit of algebra, it is not
difficult to show that[
Hˆ0, φˆmp(η)
]
= −piω′′2 ∂
2φˆmp(η)
∂η2
, (80)
and [
Hˆi, φˆmp(η)
]
= −
∑
{a}
δa+m,e+gΣ{b}(η)
× φˆ†ab(η)φˆef (η)φˆgh(η), (81)
where {a} = {a, b, e, f, g, h} and {b} =
{a,m, e, g, b, p, f, h}, with {a,m, e, g} ∈] − ∞,∞[
and {b, p, f, h} ∈ [0,∞[. The equation of motion for
the field operator φˆmp(η) can be then written in the
following form:
i~
∂φˆmp
∂t
= − ~
2
2M
∂2φˆmp
∂η2
+
∑
{a}
V{b}(η)φˆ
†
abφˆef φˆgh, (82)
where
V{b}(η) = −~δa+m,e+gΣ{b}(η). (83)
The field operator φˆmp(η, t) is then a solution of a set of
coupled nonlinear Schro¨dinger equation. As can be seen,
the coupling is essentially given by the coupling of the
different OAM modes that define the nonlinear poten-
tial V{b}(η). This is the main effect of the Kerr nonlin-
earity, namely to introduce a coupling between different
OAM values of different X wave states. This coupling,
moreover, depends essentially from Σ{b}(η), i.e., from the
overlap integral between the four modes involved in the
nonlinear process. The Kronecker delta in the definition
of the nonlinear potential V{b}(η), moreover, does not
fix univoquely a relation between the four OAM states
involved in the process, but it imposes only the conserva-
tion of angular momentum between the states involved
in the interaction by defining a family of possible sets of
OAM states that can be generated via Kerr effect. This,
in principle, could be used to generate single photon X
wave states with high OAM content.
VI. SUMMARY AND CONCLUSIONS
In this work, we have presented a rigorous theory of
quantum X waves with orbital angular momentum in dis-
persive media. In particular, we have shown that quan-
tised OAM-carrying X waves are formally analogue to a
1D gas of interacting bosons, characterised by a mass M
and a velocity v [see Eq. (32)], which are, respectively,
proportional to the group velocity dispersion and the
Bessel cone angle of the X wave. We have then used these
results to investigate the dynamics of quantum X waves
in media exhibiting χ(2)−, as well as χ(3)−nonlinearities.
For the case of quadratic nonlinearities, we have shown
that a continuous variable entanglement between the X
wave velocities can be realised [see Eq. (58)]. For the
case of Kerr nonlinearity, instead, we have shown that
the dynamics of the X wave can be splitted into a clas-
sical (deterministic) and a quantum part. The classical
mode function ξmp(η, r, t) evolves accordingly to the wave
equation in dispersive media [Eq. (4)], while the quantum
part evolves according to a system of coupled nonlinear
Schro¨dinger equations [Eq. (82)], with a potential that
depends on the coupling between the various OAM states
involved in the interaction.
In conclusion, our work presents a complete theoret-
ical toolkit for the handling of nondiffracting quantum
states of light and we envisage that it could be useful
for the realisation of a new generation of quantum com-
munication and quantum information protocols based on
nondiffracting optical pulses. The natural resilience of X
waves to external perturbations, in fact, makes them the
idea candidate for the realisation of free space quantum
communication channels. The fact that they carry OAM,
moreover, gives the possibility to increase the amount of
information that can be transferred in a (virtually) undis-
torted way through the atmosphere.
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APPENDIX A: ORTHOGONALITY OF
GENERALISED OAM-CARRYING X WAVES
The aim of this appendix is to show that gener-
alised OAM-carrying X waves of order p and velocity v
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ψ
(v)
m,p(R, ζ) as given by Eq. (18), constitute an orthogonal
set of functions.
Let us consider the following scalar product between
two generalised OAM-carrying X waves, one of order p
and velocity v, namely ψ
(v)
m,p(R, ζ), and the other one of
order q and velocity u, i.e., ψ
(u)
l,q (R, ζ)
s ≡
∫
d3r ψ
(u)
l,q (R, ζ)
∗ψ(v)m,p(R, ζ). (84)
This quantity can be written explicitly by using Eq. (18)
to obtain
s =
k/(piω′)√
(1 + p)(1 + q)
∫
dz
∫ ∞
0
dα (α∆)L(1)p (2α∆)e
−α∆
×
∫ ∞
0
dβ (β∆)L(1)q (2β∆)e
−β∆
∫ 2pi
0
dθ ei(m−l)θ
×
∫ ∞
0
dRRJl
(√
ω′′k
ω′
β R
)
Jm
(√
ω′′k
ω′
αR
)
× ei[(α− vω′′ )(Z−vt)−(β− uω′′ )(Z−ut)]. (85)
First, we solve the azimuthal integral, which gives∫ 2pi
0
dθ ei(m−l)θ = 2piδm,l. (86)
Then, by substituting this result in the expression
above and introducing the scaled radial coordinate ρ =
R
√
ω′′k/ω′, we have
s =
(
2
ω′′
)
∆2δm,l√
(1 + p)(1 + q)
∫
dz
∫ ∞
0
dα
∫ ∞
0
dβ αβe−∆(α+β)
× L(1)p (2α∆)L(1)q (2β∆)ei[(α−
v
ω′′ )(Z−vt)−(β−
u
ω′′ )(Z−ut)]
×
∫ ∞
0
dρ ρ Jm(αρ)Jm(βρ). (87)
We now use the orthogonality of Bessel functions [23]∫ ∞
0
dρ ρ Jm(αρ)Jm(βρ) =
1
β
δ(α− β), (88)
and we rewrite (using also the above result) the expo-
nential function in Eq. (87) that contains Z and t as
follows:
ei[(α−
v
ω′′ )(Z−vt)−(β−
u
ω′′ )(Z−ut)] = e−α(v−u)te
v2−u2
2ω′′
t
× e−i v−uω′′ Z . (89)
Now, since dz = dZ, we can perform the z-integration in
Eq. (87) obtaining
∫
dZ e−i
v−u
ω′′
Z = 2pi|ω′′|δ(u− v). (90)
Substituting this result into Eq. (87) and using more-
over the orthogonality relation for generalised Daguerre
polynomials [23]
∫ ∞
0
dα∆αL(1)p (2α∆)L
(1)
q (2α∆)e
−2∆α = (p+ 1)δp,q,
(91)
we obtain the final result
s = 4pi∆sign(ω′′)δm,lδp,qδ(u− v). (92)
Apart from a normalisation constant [which can be in-
cluded in the definition of ψ
(v)
m,p(R, ζ)], we then have that
∫
d3r ψ
(u)
l,q (R, ζ)
∗ψ(v)m,p(R, ζ) = δm,lδp,qδ(u− v). (93)
Then, generalised OAM-carrying X waves are an orthog-
onal set. Moreover, from the above expression it can also
be noted that generalised OAM-carrying X waves carry
(unsurprisingly) infinite energy, as their norm is infinite,
like for plane waves.
APPENDIX B: KERR HAMILTONIAN AND
VERTEX FUNCTION
In this appendix, we calculate explicitly the spatial in-
tegral appearing in Eq. (71) and define the correspondent
vertex function. In particular, we will first rewrite the in-
tegral appearing in Eq. (71) in simpler form, then define
the vertex function and calculate its Fourier transform,
which will allow us to give a compact insightful form to
the vertex function χ{m}(x). First of all, let us write the
spatial integral explicitly (remembering that for t = 0,
ζ = z):
I ≡
∫
d3rψ(u)∗m,p (R, z)ψ
(v)∗
n,q (R, z)ψ
(u˜)
l,r (R, z)ψ
(v˜)
s,t (R, z) =
∫
d3r
∫ ∞
0
d4αfp(α1)fq(α2)fr(α3)ft(α4)
× Jm (ξα1r)Jn (ξα2r) Jl (ξα3r) Js (ξα4r) ei(l+s−m−n)θei(−α1−α2+α3+α4+
u+v−u˜−v˜
ω′′ )z
= I(u+ v − w − y)IzIθ, (94)
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where dα4 = dα1dα2dα3dα4 and ξ =
√
ω′′k/ω′. More-
over, in the last line we used the notation Iz and Iθ to
indicate the integrals with respect to z and θ, which can
be solved immediately, thus leading to
Iz = 2piδ
(
α3 + α4 − α1 − α2 − u+ v − u˜− v˜
ω′′
)
, (95)
and
Iθ = 2piδl+s,m+n, (96)
respectively. Substituting these results in the expres-
sion for I above, we can define the vertex function as
χ{m}(P ) = (~
2χ/2)I(P ), leading to
χ{m}(P ) = 2pi
2
~
2χδl+s,m+n
∫ ∞
0
dr r
∫ ∞
0
d4αFpqrt(α)
× Jm (ξα1r) Jn (ξα2r) Jl (ξα3r) Js (ξα4r)
× δ
(
α3 + α4 − α1 − α2 − P
ω′′
)
, (97)
where Fpqrt(α) = fp(α1)fq(α2)r(α3)ft(α4). For
later convenience, it is instructive to calculate the
Fourier transform of the above equation. To to
that, we first define the function Kmnls(r, α, ξ) =
Jm (ξα1r)Jn (ξα2r) Jl (ξα3r) Js (ξα4r), so that we can
define
Kmnls(ξ, α) =
∫ ∞
0
dr rKmnls(r, α, ξ). (98)
Then, the Fourier transform σ{m}(X) of the vertex func-
tion χ{m}(P ) can be written as
σ{m}(X) =
1
2piω′
∫
dPχ{m}(P )e
iPX/ω′′ =
pi~2χ
ω′′
δl+s,m+n
∫ ∞
0
d4αKmnls(ξ, α)Fpqrt(α)e
i(α3+α4−α1−α2)X . (99)
The α-integral in the above expression can be further
simplified by noticing that each αk-integral can be solved
individually and it just amounts to the definition of gen-
eralised OAM-carrying X wave given by Eq. (18), evalu-
ated at {θ = 0, ζ = X} and with v = 0,namely
∫ ∞
0
dαkfµ(αk)Jν(ξαkr)e
iαkX = ψ(0)µ,ν(r,X). (100)
Using this fact, we can then rewrite the Fourier transform
of the vertex function as
σ{m}(X) =
pi~2χ
ω′′
δm+n,l+s
∫ ∞
0
dr rψ(0)∗m,p (r,X)
× ψ(0)∗n,q (r,X)ψ(0)l,r (r,X)ψ(0)s,t (r,X). (101)
The vertex function can be therefore written in terms of
its Fourier transform as follows:
χ{m}(P ) =
∫
dησ{m}(η)e
−i ηP
ω′′ . (102)
APPENDIX C: DERIVATION OF EQ. (70)
By applying the low velocity limit to Eq. (72), we have
that
√
ωmp(v1)ωnq(v2)ωlr(v3)ωst(v4) ≃ ω2. Then, after
having substituted the creation and annihilation opera-
tors aˆ†m,p(v) and aˆm,p(v) with their Fourier transforms as
prescribed by Eqs. (74), the Kerr Hamiltonian has the
following form
HˆI =
ω2
2
∑
{m}
∫
d4η φˆ†mp(η1)φˆ
†
nq(η2)φˆlr(η3)φˆst(η4)
×
∫
d4vχ{m}(ν)e
iv·η/ω′′ , (103)
where v·η = −v1η1−v2η2+v3η3+v4η4 and ν = −v1−v2+
v3+ v4. In this appendix, we will calculate explicitly the
integral over d4v and show, that the final expression for
the Kerr Hamiltonian is given by Eq. (75). To do that,
we use the expression for the vertex function χ{m}(ν)
as given by Eq. (102) and notice that, by doing so, the
above integral in d4v can be written as the product of
four independent integrals in the four variables vk (k ∈
{1, 2, 3, 4}). Moreover, these integral are all of the form∫
dv eivη/ω
′′
= 2piω′′δ(η). (104)
Using this result in the above equation for each of the vk-
integrals leads to the following definition for the quantity
Σ{m}(η):
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Σ{m}(η) = (2~ωω
′′pi2)2χ
∫ ∞
0
dr rψ(0)∗m,p (r,X)ψ
(0)∗
n,q (r,X)ψ
(0)
l,r (r,X)ψ
(0)
s,t (r,X). (105)
Direct substitution of this quantity into the above ex- pression for HˆI gives exactly Eq. (75).
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