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Abstract

Electrical vehicles (EV) by the nature of the technology assume a dual role of supplying
transportation mobility and storing electric power. Thus, operations of EV impact both
transportation and power grid systems. The design of infrastructure and operations of EV fleet is
critical to the benefit of both systems to the society. Thus, this study proposes three models to
investigate the optimal design of the infrastructure in both systems and the operations of EV fleets:
1) a dynamic and time-continuous optimization model seeking the optimal design of charging
station location and EAV deployment is developed in a station-based car-sharing service system
that integrates both EAV technologies and car sharing operations, 2) an integer programming
model is proposed to determine the optimal policy on time allocation of the EV fleet over the two
systems and 3) a Markov Decision Process is proposed to find the optimal time schedule and
routing of empty EVs considering serving both systems.

v

Chapter 1: Introduction1

1.1 Background
Private vehicle ownership, though granting a traveller flexible access to fast transportation
service, is a leading contributor to increasing highway congestion, intensifying parking burden,
escalating transportation cost and deteriorating environment across the world. Private vehicles
largely contribute to 17 percent household expenses on transportation, around 70 percent
petroleum consumption, and around 30 percent of greenhouse gas emission in the US (U.S.
Department of Transportation, 2014). In addition, private vehicles are parked 23 hours a day on
average (Litman, 2007) and constantly occupy 25% of urban surface space (Gardner, 2010).
Although public transit may alleviate some of these drawbacks from private vehicles, it usually
has fixed routes and schedules, does not always provide a rapid service, and only serves limited
areas. To bridge private and public transportation modes, car sharing was introduced as a new
transportation mode that combines the flexibility and mobility of private vehicles and the economic
and environmental benefits of public transit. With car sharing services, travelers have flexible
access to a fleet of spatially distributed vehicles any time, while they can make considerable
savings without purchasing, storing and maintaining individual vehicles (Millard-Ball, 2005). Due
to these advantages, commercial car-sharing services are booming all over the world in recent
years. For example, over the past decade in the US, the number of vehicles participating in car
sharing has grown from under 700 to over 15,000, and the population benefiting from this service
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increases from 16,000 to over a million (Shaheen, C., J., 2018). However, traditional car sharing
systems still face challenges including environmental pollution and unbalanced vehicle
distribution. These challenges can prevent the system from being widely adopted by the general
public.
Emerging technological advances, such as autonomous vehicles (AVs), can help make the
car sharing systems greener and more efficient (Correia and Menendez, 2017; Correia and Van
Arem, 2016; Liu, Kan et al., 2018; Zhou et al., 2017; Cui, 2018). In a modern AV car sharing
system, travelers can make requests advance and the AVs can relocate themselves automatically
to the travelers’ locations without any human operations (Fu and Teply, 1999). A survey in Austin,
Texas shows that people are generally likely to have positive attitudes toward the usage of the
advanced technologies especially for travelers living in urban areas and having experienced
crashes (Bansal et al., 2016). Moreover, most AVs are actually going to be electrical vehicles (EVs)
to help reduce transport emissions. Compared with traditional internal combustion engine vehicles
(ICEV), EVs can completely eliminate tailpipe pollutants along city streets that can directly
inhaled by urban travelers and residents. Even if the energy sources at electric plants are traced,
due to the concentration effects and electric generation scales, the overall life-cycle energy
consumption and emissions from EVs are still much less those from ICEVs (Wang et al., 2005).
With these salient environmental benefits, EVs will surely help alleviate the unpresented energy
and environmental pressures across the world, particularly in cities with high population density
and low air quality (Chan and Yao, 2008; He et al., 2002; Wang et al., 2019; Xu et al., 2018; Hu
and Liu, 2016; Xie et al., 2016).
Together, an electric autonomous vehicle (EAV) sharing system can further enhance
transportation accessibility and mobility, reduce transportation cost, alleviate the energy crisis and
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improve the environment (Fagnant and Kockelman, 2014). It mandates a comprehensive system
design framework for an EAV sharing system that determines both one-time infrastructure
investment strategies and day-to-day operational decisions. However, the quantitative design of
such an EAV system is a very complex decision process that simultaneously determines EAV
sharing station locations, the EAV fleet size at each station, traveler demand management and
vehicle allocation operations. In particular, different from traditional ICEV sharing systems, an
EAV needs to be recharged when its battery is about to deplete, which may take considerable time.
An EAV’s charging time likely cuts into the available time of this EAV, which may conflict with
frequent demand for this EAV in the car-sharing service. Further, the recovery of the battery
energy of an EAV is likely a nonlinear function of the charging time, which further complicates
this system’s operations. Li et al. (2016) investigated how to systematically plan such an EV
sharing system considering both planning and operational costs. They proposed a macroscopiccontinuum model that successfully reveals spatial patterns of a near-optimum design for an EV
sharing system and high-level trade-offs among key cost components. However, this study
assumed relatively homogeneous settings across the space and simplified complicated EV sharing
operations under the non-linear charging time constraints into low-resolution approximations.
Further, this study did not consider flexible AV rebalancing operations. While other existing
studies investigated rebalancing operations of AV systems (e.g., Fagnant and Kockelman, 2014;
Ma et al., 2017), they did not consider charging operations from the EV perspective. Limited work
on EAV sharing systems (Chen et al., 2016) revealed great insights into evaluating the system
impacts. Nonetheless, few studies offered detailed models for optimizing fleet management
decisions considering high-fidelity non-linear charging profiles under system constraints relevant
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to both long term planning and day-to-day operation, probably due to the formidable complexity
of an EAV system combining both AV fleet operations and EV charging arrangement.
Despite separate research studies on EV transportation services and ancillary power
markets, few have realized there is actually a great potential of integrating transportation service
and ancillary power supply in an EV sharing service. Though overlooked, it is an indisputable fact
that EVs assume a dual role of both supplying transportation mobility and storing electric power,
and thus hold promise for composing an “energy sponge” service interfacing with both
transportation and power grid systems. By examining fluctuations in transportation revenue and
electricity rates, we notice some interesting complementary patterns during certain time intervals.
For example, in the afternoon, the power price is relatively low and the transportation revenue has
high spikes, and thus the EV sharing system can opt to serve the transportation system for a
possible higher profit during this time. Whereas in the evening, the power price has ramped up
while the transportation revenue declines to a low level, and the EV sharing system can switch to
the power market (i.e., discharging to the grid) instead. By dynamically switching between the two
markets, the EV sharing system not only maximizes its own profit but also balances service and
resource supplies in both markets for better overall social welfare.
1.2 Contribution Statement
The contributions of this thesis are summarized as follows.
First, we propose a This paper contributes to the existing literature by developing an EAV
sharing system design that aims to simultaneously optimize decisions about charging station
locations and fleet operations. Since even basic location design problems are generally NP-hard,
typical solution approaches may not offer computationally efficient procedures. Therefore, we
propose a Monte Carlo simulation to overcome this issue and find a near optimal solution (Kocsis
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and Szepesvári, 2006). Moreover, we consider a nonlinear charging function to give the design
framework a more realistic view of EAV charging process. High-fidelity link capacity, parking
capacity and detailed queuing behavior are also considered in the model.
Second, this paper proposes an “energy sponge” concept and realize it in an EV sharing
system. This investigated problem is to decide the optimal time allocations of a fleet of shared EVs
on the transportation service and the power market that maximize the total profit for the EV sharing
system. This problem is formulated into an integer programming model that appears to be complex.
Fortunately, we use a novel method to resolve conflicts among candidate time allocation options,
which further enables us to solve this problem with an efficient dynamic programming (DP)
algorithm (Mahmoudi and Zhou, 2016). We also propose a data-driven approach to extract input
parameters from real world taxi data and power price logs. With this approach, numerical examples
are constructed based on real-world taxi trip data and power price history in New York City. These
examples are solved with both Gurobi, a commercial integer programming solver, and the
proposed DP algorithm. The results show that while the Gurobi takes a relatively long solution
time (e.g., tens of minutes) and often cannot obtain the exact solution within the time limit, DP
always solves the exact optimum in a very short time (e.g., at most a few seconds).
Third, this study contributes to the state of the art by proposing a Markov Decision Process
model to with time-dependent transition probabilities. A problem is formulated as a timedependent Markov Decision Process where the state transition probabilities and action rewards are
changed over time. A stochastic and uniform policy is applied to the model to solve the exponential
increasing of state space caused by the nature of the problem. The optimal solution is obtained by
policy gradient method where the gradient is calculated from the differential value function. The
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model is then tested with the real-world New York taxi data. The benefit of the discharging
operations of the EV fleet is tested in the numerical example.
1.3 Dissertation Organization
The remainder of this thesis is organized as follows. Chapter 2 reviews relevant literature
and explains in detail how this thesis can contribute to the existing literature. Chapter 3 presents
the proposed methodology and numerical examples. Finally, Chapter 4 provides conclusions and
potential future research directions.
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Chapter 2: Literature Review2

This chapter provides a comprehensive review of the relevant literature. First, a review of
design of charging stations and fleet deployment for a station-based EAV sharing system is
presented in Section 2.1. Then, Section 2.2 presents a review of time allocation of EV fleets in
both transportation and power systems. Finally, Section 2.3 reviews existing studies on
optimization models for the operations of vacant EV fleets.
2.1 Review of Design of Charging Stations and Fleet Deployment
Car sharing services grew rapidly in the past decade worldwide and have been well
received by both service providers and travelers (Millard-Ball, 2005; Loose, 2010). Early attempts
in establishing car sharing systems date back to 1940s in Europe (Shaheen and Cohen, 2007). The
first large-scale car sharing programs appear in late 1980s (Millard-Ball, 2005). Later on,
researchers tried to evaluate the practical car-sharing programs from different points of view
including travel behaviors (Steininger et al., 1996) and cost-benefit analysis (Fellows and Pitfield,
2000; Huwer and Ulrike, 2004). Several car-sharing modeling methods were developed, such as
fleet size problems based on queuing models (George and Xia, 2011), mathematical programming
(Chauvet et al., 1997; Fan et al., 2008; Lei et al., 2018), fleet assignment problems (Du and Hall,
1997; Repoux et al., 2018; Wen et al., 2016; Yang et al., 2002), facility location designs (Correia
and Antunes, 2012; Kumar and Bierlaire, 2012) and vehicle relocation problems (Kek et al., 2009).
Multiple simulation studies have analyzed car-sharing system considering customer behavior
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(Bonsall, 1980; Zha et al., 2017), vehicle availability and energy management (Barth and Todd,
1999), costs and revenues optimization (Ciari et al., 2008; Liu, Wang et al., 2018; Zha et al., 2018)
and travel demand estimation (Ciari et al., 2010).
The most important part of a successful car sharing system refers to its infrastructure
location design. Traditional studies attempted to determine the optimal serving facility locations
to capture maximum customer flow as well as to minimize the number of facilities required to
cover a given flow (Berman et al., 1992; Hodgson, 1990). For more information on location design
problems see: (Daskin, 1996; Owen and Daskin, 1998; Snyder, 2006; Ouyang et al., 2009; Wang
and Ouyang, 2013; Jung et al., 2016; Zhang, Rey et al., 2018; Wang et al., 2019). Some other
studies provided joint design problems that simultaneously consider facility location problem with
other network elements (Melkote and Daskin, 2001; Shen et al., 2003; Yao et al., 2010). However,
location design problem on a car sharing system is more complicated when the traditional ICEVs
are replaced by EAVs as charging stations have to be located optimally. Recently, some
researchers investigated alternative-fuel vehicles considering the fact that these vehicles may need
to stop at more than one facility along the entire path (Kuby et al., 2009; Kuby and Lim, 2005).
Also, a few studies were extended by considering capacitated refueling stations (e.g. Frade et al.,
2011; Upchurch et al., 2009), routing (Worley et al., 2012; Adler et al., 2016), fueling schedule
decisions and energy management strategy (Nourbakhsh and Ouyang, 2010; Wu, 2014), battery
charging capacity (Nie and Ghamami, 2013) and battery exchange stations (Mak et al., 2013; Pan
et al., 2010).
In addition to location design, determining the fleet size is another important factor in car
sharing systems. A notable number of previous approaches in fleet size problems attempted to
develop a mixed fleet size and vehicle routing problem (Brandão, 2009; Golden et al., 1984; Liu
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et al., 2009; Renaud and Boctor, 2002; Repoussis and Tarantilis, 2010; Li et al., 2015). However,
fewer studies have explored the fleet size problems in the context of shared vehicle systems such
as vehicle rental systems (George and Xia, 2011; Li and Tao, 2010), bicycle sharing system (Nair
et al., 2013) and car-sharing system (Nair and Miller-Hooks, 2010). In shared vehicle frameworks,
since flows between stations are not necessarily matched, fleet could be spatially imbalanced. For
instance, some scholars considered the fleet size of a vehicle sharing system based on flow
asymmetry (Li and Tao, 2010; Nair et al., 2013), demand uncertainty (List et al., 2003; Nair and
Miller-Hooks, 2010) and user and operator cost-effectiveness analysis (Li et al., 2010).
The application of EAVs in car sharing systems is a novel development, thus few studies
had addressed this issue until recent years. Ford (2012) explored the application of AVs in car
sharing in the very beginning considering to pick up and deliver travels and relocating AVs to
more favorable locations for potential demands. Kornhauser, Chang et al. (2013) extended this
idea by allowing travelers from the same origins to the same destinations sharing the same AVs.
However, travelers are expected to relocate themselves to the destinations so that the model does
not solve the first-mile and last-mile problem. Fagnant and Kockelman (2014) applied an agentsimulation-based approach to evaluate the impacts of an AV car sharing system with parsimonious
operation policies. Ma et al. (2017) proposed a parsimonious linear programing model for
optimizing fleet management for a reserve-based AV system, which does not consider the EV
aspect.
As far as our knowledge, there are only a few studies considered both EV and AV aspect
of a car sharing system. Among these studies, Chen et al. (2016) provided great insights into the
impacts of an EAV system to society with parsimonious operation policies. Miao et al. (2018)
achieved optimizing appropriated geographical service areas and the charging infrastructure
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allocation. Zhang et al. (2018) studied the joint fleet sizing and charging system planning problem
for a company operating a fleet of electric autonomous vehicles for passenger and goods
transportation. Farhan et al. (2018) built a routing optimization model of EAV sharing system
using the Tabu Search optimization algorithm. Kang et al. (2017) presented a system design
optimization framework integrating fleet size, fleet assignment schedule, number and locations of
charging stations. Yet the detailed optimal fleet management decisions, system constraints (e.g.,
link and parking capacities, queuing), and high-fidelity non-linear charging profiles pertaining to
integrated system planning and operations were not investigated in these studies.
This paper contributes to the existing literature by developing an EAV sharing system
design that aims to simultaneously optimize decisions about charging station locations and fleet
operations. Since even basic location design problems are generally NP-hard, typical solution
approaches may not offer computationally efficient procedures. Therefore, we propose a Monte
Carlo simulation to overcome this issue and find a near optimal solution (Kocsis and Szepesvári,
2006). Moreover, we consider a nonlinear charging function to give the design framework a more
realistic view of EAV charging process. High-fidelity link capacity, parking capacity and detailed
queuing behavior are also considered in the model.
2.2 Review of Time Allocation of EV Fleets
In conjunction with mobility service shifts, vehicle technologies have gone through several
revolutions, one of which as particularly highlighted in recent years is electrification. Electrical
vehicles (EV) have grown rapidly in recent years, primarily due to their low operating costs, high
energy efficiency (Thiel et al., 2010) and reduced emission pollutants (Juul and Meibom, 2011).
The number of EVs on the road has increased from almost nothing to over 1.2 million just in five
years, and we see the increasing trend is accelerating over these years. Based on the forecast by
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Becker et al. (2009), by 2030, EVs will account for 64% of U.S. light-vehicle sales, comprise 24%
of the U.S. light-vehicle fleet, and result in a 20-69% decline in GHG from U.S. light-vehicles.
Intensive research efforts have been made recently in several directions including charging station
deployment (Asamer et al., 2016; Chen et al., 2016; Yi and Bauer, 2016; Tu et al., 2016; Li et al.,
2016; Huang et al., 2015; Li et al., 2016; Guo et al., 2016) and joint routing and charging operations
(Wang et al., 2017; He et al., 2014; Alizadeh et al., 2014; Yin et al., 2009; Ukkusuri et al., 2007;
Gardner et al., 2013; Siddiqi et al., 2011) for EV systems. Due to these advantages, a number of
shared mobility systems (e.g., Uber and Zipcar) have adopted EVs in their vehicle fleets. This
paper will focus on operational policies for an electric vehicle sharing system.
Operations of a shared mobility system are largely affected by transportation demand
fluctuations over time. On the one hand, the idle time of shared vehicles decreases with the demand
level increase, and thus a higher demand usually means higher utilization rates of shared vehicles.
Therefore, demand variations usually lead to revenue fluctuations. On the other hand, demand
variations are often associated with surge pricing that is particularly prevailing in the shared
mobility market (Tang et al., 2016; Cachon et al., 2017; Guda and Subramanian, 2017; Taylor,
2017; Bimpikis et al., 2016; Gardner et al., 2010); i.e., higher transportation demand often triggers
higher unit transportation price (Nie and Liu, 2010). Obviously, in addition to demand-volumeinduced profit changes, surge pricing further amplifies revenue fluctuations of a shared mobility
system. Due to these factors, for example, the 20-minute revenue per vehicle in the New York taxi
system varies widely between $4.5 and $8.5.
Note that a large fleet of shared vehicles are actually EVs, simply because the
environmental and social benefits of shared mobility can be further enhanced by the above-sated
advantages of EVs (Green, 2009; Ford, 1995). Operations of EV sharing have drawn increasing
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attention from researchers and a number of pioneering studies on this topic have been conducted
(Nakayama et al., 2002; Lee et al., 2012; Li et al., 2016; He et al., 2013; Barth and Michael, 2003;
Mahmoudi and Zhou, 2016). While most studies investigate the transportation service function of
an EV sharing system, it was rarely recognized in the transportation engineering community that
EVs, as massive “moving batteries”, also have a huge potential of serving the power market,
particularly when EVs are subject to centralized dispatches in a shared mobility system. In fact,
the power market is of great need for ancillary power supplies, primarily due to frequent and wide
power price oscillations over the course of the day (Huang et al., 2018). We notice that the
electricity price in New York changes rapidly across different hours. Therefore, it might be
profitable to charge EVs from the grid during an off-peak price time and discharge them to the
grid during a peak price time, as referred to in the vehicle-2-grid (V2G) technology (Sundstrom
and Binding, 2012; Gao et al., 2014; Parsons et al., 2014; Sovacool et al., 2017; Chen et al., 2016).
Researchers outside of transportation engineering have investigated this opportunity of regulating
EV charging and discharging activities to capitalize on power price variations in recent years (Du
et al., 2016; He et al., 2012; Cao et al., 2012; Koyanagi and Uriu, 1998; Ortega-Vazquez et al.,
2013; Zhao et al., 2017).
Despite separate research studies on EV transportation services and ancillary power
markets, few have realized there is actually a great potential of integrating transportation service
and ancillary power supply in an EV sharing service. Though overlooked, it is an indisputable fact
that EVs assume a dual role of both supplying transportation mobility and storing electric power,
and thus hold promise for composing an “energy sponge” service interfacing with both
transportation and power grid systems. By examining fluctuations in transportation revenue and
electricity rates, we notice some interesting complementary patterns during certain time intervals.
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For example, in the afternoon, the power price is relatively low and the transportation revenue has
high spikes, and thus the EV sharing system can opt to serve the transportation system for a
possible higher profit during this time. Whereas in the evening, the power price has ramped up
while the transportation revenue declines to a low level, and the EV sharing system can switch to
the power market (i.e., discharging to the grid) instead. By dynamically switching between the two
markets, the EV sharing system not only maximizes its own profit but also balances service and
resource supplies in both markets for better overall social welfare.
This paper proposes the “energy sponge” concept and realizes it in an EV sharing system.
This investigated problem is to decide the optimal time allocations of a fleet of shared EVs on the
transportation service and the power market that maximize the total profit for the EV sharing
system. This problem is formulated into an integer programming model that appears to be complex.
Fortunately, we use a novel method to resolve conflicts among candidate time allocation options,
which further enables us to solve this problem with an efficient dynamic programming (DP)
algorithm (Mahmoudi and Zhou, 2016). We also propose a data-driven approach to extract input
parameters from real world taxi data and power price logs. With this approach, numerical examples
are constructed based on real-world taxi trip data and power price history in New York City. These
examples are solved with both Gurobi, a commercial integer programming solver, and the
proposed DP algorithm. The results show that while the Gurobi takes a relatively long solution
time (e.g., tens of minutes) and often cannot obtain the exact solution within the time limit, DP
always solves the exact optimum in a very short time (e.g., at most a few seconds). Sensitivity
analysis is also conducted to examine how the solution changes with variations of key parameters.
The outcomes from this study provide useful methods and interesting insights into allocating an
EV fleet between the transportation and power markets, which will be helpful to fleet managers in
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determining the most profitable policies in EV operations. Further, the proposed interface between
transportation and power will increase the profitability of the service, e.g., by over 40% in nominal
conditions.
2.3 Review of Vacant EV Routing Models
In the literature, vacant vehicle routing problem is known as the recommender problem.
Generally, the problem is formulated as an optimization model to find the optimal decisions
regarding spatial movements of vacant vehicles given the distribution of vacant vehicles, travel
demands and basic system settings.
Some studies focus on the activeness of a location with the current distributions of vacant
vehicles, distance between the location to each vacant vehicle, expected revenue of the travel
demands in the location, expected waiting time and travel demand matching probability between
vacant vehicles and travel demands (Powell et al., 2011; Hwang et al., 2015; Zhang et al., 2016).
However, with the attractive values of locations, the policy of deploy vacant vehicles is not
investigated. Therefore, the routing policy for vacant vehicles in the studied transportation system
is not carefully optimized.
To lower down the complicity of the vacant routing problem, some studies added
constraints to the system by cutting unrealistic travel distance or travel time (Yuan et al., 2013;
Dong et al., 2014), or fixing number of possible travel segments (Qu et al., 2014; Huang et al.,
2015), or deploy vacant vehicles to locations with at least one passenger (Zhang et al., 2015). The
system performance is improved by adding these constraints and building network optimization
models. However, with stochastic travel demands, the optimal policy with one certain condition is
hard to be optimal when distributions of vacant vehicles and travel demands change over time.
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To obtain long term optimal policy of vacant vehicle fleets, a number of MDP model is
formulated (Hu et al., 2012; Han et al., 2016; Verma et al., 2017). In these MDP models, value
functions are defined in each models to estimate the expected reward in each state. Therefore, with
known state of the system, the operations of vacant vehicles can be optimized by optimize the total
system reward. However, some studies have not a clear transition probability (Han et al., 2016).
While others fixed the expected arrival rate of travel demands (Yu et al., 2019). Because of the
nature of travel demand, the arrival rate of each location and each time intervals during a day can
change dramatically. Thus the long term profit of the vehicle fleet is not optimized.
Some studies also built optimization model for EV fleets considering to serve travel
demands and discharge to power systems with V2G technology. Zhang et al., 2020 proposed a
two-stage stochastic MILP model to decide strategic decisions including designing station
locations, fleet sizes with demand patterns in different conditions. The proposed model gives
optimal suggestions for facility design instead of daily or more detailed operations of vacant EVs.
The proposed Vacant EV Routing Models will contribute to the research of shared EV
fleets by providing a time-varied transition probability, travel demand rate and electricity price.
The policy generated by the model can give suggestions to long term system design and real-time
operations of EV fleets.
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Chapter 3: Methodology and Case Study3

This chapter provides a proposed methodology and verification of algorithms case studies.
First, a model of optimal design of station-based EAV sharing system and its case study is
presented in Section 3.1. Then, Section 3.2 presents a time allocation optimization model of Shared
EV fleets. Finally, Section 3.3 presents a vacant EV fleet operation optimization model.
3.1 Optimal Design of Station-based EAV Sharing System
3.1.1 Model Formulation
This paper studies the optimal design of charging stations and fleet deployment for a
station-based EAV sharing system. The studied problem can be decomposed into two levels: the
upper level problem makes the system infrastructure design decisions including siting EAV
charging stations and determining corresponding EAV fleet sizes; and the lower level problem
evaluates system operation costs given an infrastructure design from the upper level problem. We
first describe EAV sharing operations in the lower level problem given the design of charging
station locations and fleet sizes. We consider a set of user locations ℐ distributed in a space. We
assume that the operation of the EAV sharing system is repeated by an operation cycle of length
𝑇 (e.g., a day), and thus we can just investigate a generic operation cycle from time 0 through time
𝑇. Let 𝜆̃𝑖𝑗 (𝑡) denote the stochastic rate of generated travel demand from one location 𝑖 ∈ ℐ to
another location 𝑗 ∈ ℐ at any time 𝑡 ∈ [0, 𝑇] . We allow 𝜆̃𝑖𝑗 (𝑡) to follow a general random
distribution pattern with 𝜆𝑖𝑗 (𝑡) as its mathematical expectation that repeats every operation cycle

3

This chapter was published in Zhao et al (2019). Permission is included in Appendix B.
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(e.g., the diurnal distribution of travel demand). Each user location 𝑖 ∈ ℐ is attached with a parking
lot that has 𝑉̅𝑖 parking spots and hosts a fleet of fully charged EAVs of size 𝑉𝑖 at time 0. Every
EAV, when fully charged, can travel at maximum a distance of 𝐶, which can be also interpreted
as an EAV’s maximum battery level or capacity in distance units. Let 𝑐𝑖𝑗 denote the travel distance
from location 𝑖 to 𝑗, and thus a EAV’s battery level drops by 𝑐𝑖𝑗 after traveling from 𝑖 to 𝑗. In this
lower level problem, the EAV charging stations have been already installed at a subset of locations
in ℐ, denoted by ℐ̂ , to replenish batteries of EAVs. We assume that every charging station has
sufficient charging units, and whenever a vehicle is parked at a charging station, it will be charged
immediately until reaching its battery capacity.
After the operation cycle starts, when a user from location 𝑖 ∈ ℐ arrives at its parking lot,
she looks for a shared EAV with a battery level no less than the travel distance to her destination
𝑗 ∈ ℐ, 𝑐𝑖𝑗 . If multiple EAVs have battery levels greater than 𝑐𝑖𝑗 , we assume that this user is always
assigned with the one with the minimum battery level among them (so as to spare EAVs with
higher battery levels for future users traveling longer distances). If such an EAV exists at location
𝑖, then this EAV immediately takes this user to start the trip to her destination. Otherwise, she has
to wait in a queue until one EAV with the battery level greater than 𝑐𝑖𝑗 becomes available at this
location. We assume that the unit-time waiting cost of a user is 𝑣. If location 𝑖 is equipped with a
charging station, i.e., 𝑖 ∈ ℐ̂ , this EAV could be an existing one parked at this location that had
insufficient battery level but just got charged to 𝑐𝑖𝑗 . Further, we consider that the rate of EAVs
traveling from lot 𝑖 to lot 𝑗 cannot exceed 𝜇𝑖𝑗 , the bottleneck capacity between 𝑖 and 𝑗, ∀𝑖, 𝑗 ∈ ℐ.
This capacity allows us to incorporate roadway traffic congestion in this study. We allow EAV
sharing, and thus a user can just leave the EAV at the destination parking lot when she arrives
without returning it. By the end of the operation cycle, due to vehicle movements, the ending fleet
17

size at parking lot 𝑖 may not be exactly identical to its initial fleet size 𝑉𝑖 . In this case, we need to
restore its fleet size to the initial value 𝑉𝑖 to prepare for the next operation cycle. If the ending fleet
size of parking lot 𝑖 is less than 𝑉𝑖 , a proper number of vehicles will be brought to this lot from
some other lots with vehicle surpluses to make up the difference. Otherwise, the extra EAVs from
this lot will be sent out to other lots with deficit. Let 𝑏̃𝑖𝑗 denote the number of EAVs moved from
lot 𝑖 to lot 𝑗, and 𝑟𝑖𝑗 denote the cost of moving an EAV from 𝑖 to 𝑗,∀𝑖, 𝑗 ∈ ℐ. After this fleet
balancing operation, every lot 𝑖 shall just have 𝑉𝑖 EAVs and thus the next operation cycle of the
EAV sharing system would start from the same state.
To facilitate the formulation of the system operations, we introduce the following
intermediate variables. Let 𝑞̃𝑖𝑗 (𝑡) denote the waiting queue length of users at time 𝑡 who plan to
travel from lot 𝑖 to lot 𝑗, ∀𝑖 ≠ 𝑗 ∈ ℐ, 𝑡 ∈ [0, 𝑇]. We assume that all queues are cleared at the end of
an operation cycle (e.g., midnight), and thus every queue at the beginning of a cycle shall be zero,
i.e.,
𝑞̃𝑖𝑗 (0) = 0, ∀𝑖 ≠ 𝑗 ∈ ℐ.

(1)

To formulate the change of 𝑞̃𝑖𝑗 over time, we define 𝑑̃𝑖𝑗 (𝑐, 𝑡) as the departing rate of EAVs
with a battery level no less than 𝑐 from lot 𝑖 to lot 𝑗, ∀𝑖 ≠ 𝑗 ∈ ℐ, at time 𝑡, 𝑐 ∈ [0, 𝐶]. Then we
obtain
𝑑𝑞̃𝑖𝑗 (𝑡)
𝑑𝑡

= 𝜆̃𝑖𝑗 (𝑡) − 𝑑̃𝑖𝑗 (𝑐𝑖𝑗 , 𝑡), ∀𝑖 ≠ 𝑗 ∈ ℐ, 𝑡 ∈ [0, 𝑇].

(2)

To formulate departing rate 𝑑̃𝑖𝑗 (𝑐, 𝑡), we further let 𝐼̃𝑖 (𝑐, 𝑡) denote the number of the EAVs
at location 𝑖 with a battery level no less than 𝑐 at time 𝑡, ∀𝑐 ∈ [0, 𝐶], 𝑡 ∈ [0, 𝑇]. Then 𝑑̃𝑖𝑗 (𝑐, 𝑡) can
be quantified as follows. Note that no EAV with a battery level less than 𝑐𝑖𝑗 can serve a trip from
𝑖 to 𝑗. Therefore,
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𝑑̃𝑖𝑗 (𝑐, 𝑡) = 𝑑̃𝑖𝑗 (𝑐𝑖𝑗 , 𝑡), ∀𝑖 ≠ 𝑗 ∈ ℐ, 𝑡 ∈ [0, 𝑇], 𝑐 ∈ [0, 𝑐𝑖𝑗 ].

(3)

For a 𝑐 ≥ 𝑐𝑖𝑗 , 𝑑̃𝑖𝑗 (𝑐, 𝑡) is determined by the available EAVs at or above battery level 𝑐, the
arriving user demand, the roadway capacity, and the queue length, i.e.,
0, if 𝐼̃𝑖 (𝑐, 𝑡) = 0;
min{𝜇𝑖𝑗 , 𝜆̃𝑖𝑗 (𝑡)}, if 𝐼̃𝑖 (𝑐, 𝑡) > 0, 𝑞̃𝑖𝑗 (𝑡) = 0,

𝑑̃𝑖𝑗 (𝑐, 𝑡) =
{

(4)

∀𝑖 ≠ 𝑗 ∈ ℐ, 𝑡 ∈ [0, 𝑇], 𝑐 ∈ [𝑐𝑖𝑗 , 𝐶],
𝜇𝑖𝑗 , if 𝐼̃𝑖 (𝑐, 𝑡) > 0 and 𝑞̃𝑖𝑗 (𝑡) > 0.

We assume that EAV movements are negligible at the end of the previous operation cycle
(e.g., due to the low demand at that time), and thus all vehicles are fully charged at the beginning
of this operational cycle, i.e.,
𝐼̃𝑖 (𝑐, 0) = 𝑉𝑖 , ∀𝑖 ∈ ℐ, 𝑐 ∈ [0, 𝐶].

(5)

For a parking lot 𝑖 without a charging station, the change of 𝐼̃𝑖 (𝑐, 𝑡) over time is determined
by the difference between the arrival and the departure rates (or the net arrival rate) of EAVs at or
above battery level 𝑐. Any EAV with a battery level above 𝑐 + 𝑐𝑗𝑖 departed from any lot 𝑗 ≠ 𝑖 at
time 𝑡 − 𝑡𝑗𝑖 and destined at lot 𝑖 contributes to a unit increase of 𝐼̃𝑖 (𝑐, 𝑡), and any EAV with a
battery level above 𝑐 departed from lot 𝑖 at time 𝑡 contributes to a unit decrease of 𝐼̃𝑖 (𝑐, 𝑡) .
Therefore,
∂𝐼̃𝑖 (𝑐, 𝑡)
=∑
[𝑑̃𝑗𝑖 (𝑐 + 𝑐𝑗𝑖 , 𝑡 − 𝑡𝑗𝑖 ) − 𝑑̃𝑖𝑗 (𝑐, 𝑡)] , ∀𝑖 ∈ ℐ\ℐ̂ , 𝑐
∂𝑡
𝑗≠𝑖∈ℐ

(6)

∈ [0, 𝐶 ], 𝑡 ∈ [0, 𝑇].
Whereas if lot 𝑖 has a charging station, besides the EAV net arrival rate,

∂𝐼̃𝑖 (𝑐,𝑡)
∂𝑡

also results

from charging EAVs from a slightly lower battery level to 𝑐. Note that the EAV’s battery charging
could be a nonlinear function of the charging time. To capture a general charging curve, we denote
the battery level of an EAV charged for time 𝑡 from a zero battery level (or a completely drained
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battery) with a general non-decreasing function 𝐹(𝑡) that satisfies 𝐹(0) = 0, lim𝑡→∞ 𝐹(𝑡) = 𝐶.
Further, function 𝐹(𝑡) shall be strictly increasing before reaching capacity 𝐶, and let 𝑇 𝐶 denote
the critical time such that 𝐹(𝑡) < 𝐶, ∀𝑡 ∈ [0, 𝑇 𝐶 ) and 𝐹(𝑡) = 𝐶, ∀𝑡 ∈ [𝑇 𝐶 , ∞). With slight abuse
of notation, let 𝐹 −1 (𝑐) denote the minimum 𝑡 that satisfies 𝐹(𝑡) = 𝑐, ∀𝑐 ∈ [0, 𝐶]. Due to the
nonlinearity of the charging curve 𝐹(𝑡), this charging process is not quite intuitive and we illustrate
it with Figure 3.1. As shown in Figure 3.1(a), for an infinitesimal time interval 𝑑𝑡, the battery level
at time 𝑡 − 𝑑𝑡 equals 𝐹(𝑡) − 𝑑𝐹(𝑡), which means EAVs with battery levels no less than 𝐹(𝑡) −
𝑑𝐹(𝑡) at time 𝑡 − 𝑑𝑡 can be charged to battery levels no less than 𝐹(𝑡) at time 𝑡. Therefore, at a
charged parking lot 𝑖, aside from the net arrivals, the increase of 𝐼̃𝑖 (𝑐,⋅) from time 𝑡 − 𝑑𝑡 to time
𝑡, denoted by 𝑑𝐼̃𝑖 (𝑐, 𝑡), is essentially the number of EAVs with battery levels between 𝑐 − 𝑑𝐹(𝑡)
and 𝑐. Note that function 𝐼̃𝑖 (⋅, 𝑡) is a non-increasing function as illustrated in Figure 3.1(b), and
̃

̃

∂𝐼 (𝑐,𝑡)
∂𝐼 (𝑐,𝑡)
thus 𝑑𝐼̃𝑖 (𝑐, 𝑡) is identical to − 𝑖∂𝑐 𝑑𝐹(𝑡) = − 𝑖∂𝑐 𝑑𝐹(𝐹 −1 (𝑐)) . Therefore, by further

considering the net arrivals, we obtain
∂𝐼̃𝑖 (𝑐, 𝑡)
∂𝐼̃𝑖 (𝑐, 𝑡) 𝑑𝐹(𝐹 −1 (𝑐))
̃
̃
(𝑐,
=∑
[𝑑𝑗𝑖 (𝑐 + 𝑐𝑗𝑖 , 𝑡 − 𝑡𝑗𝑖 ) − 𝑑𝑖𝑗 𝑡)] −
, ∀𝑖
∂𝑡
∂𝑐
𝑑𝑡
𝑗≠𝑖∈ℐ

(7)

∈ ℐ̂ , 𝑐 ∈ [0, 𝐶], 𝑡 ∈ [0, 𝑇].
To unify the previous two formulations of

∂𝐼̃𝑖 (𝑐,𝑡)
∂𝑡

(Equation (6) and Equation (7)), define

𝐗: = {𝑋𝑖 }𝑖∈ℐ to denote whether or not a charging station is installed at each parking lot, i.e.,
1, if 𝑖 ∈ ℐ̂ ;
𝑋𝑖 = {
∀𝑖 ∈ ℐ
0, otherwise,

(8)
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Then we obtain
∂𝐼̃𝑖 (𝑐, 𝑡)
∂𝐼̃𝑖 (𝑐, 𝑡) 𝑑𝐹(𝐹 −1 (𝑐))
̃
̃
=∑
[𝑑𝑗𝑖 (𝑐 + 𝑐𝑗𝑖 , 𝑡 − 𝑡𝑗𝑖 ) − 𝑑𝑖𝑗 (𝑐, 𝑡)] −
𝑋𝑖 , ∀𝑖
∂𝑡
∂𝑐
𝑑𝑡
𝑗≠𝑖∈ℐ

(9)

∈ ℐ, 𝑐 ∈ [0, 𝐶], 𝑡 ∈ [0, 𝑇].

(a)

(b)

Figure 3.1 Illustration of how EAV charging affects the change of 𝐼̃𝑖 (𝑐, 𝑡) over time
Finally, at the end of the operational cycle, vehicles shall be moved around to balance the
fleet size for every parking lot, i.e.,
𝐼̃𝑖 (0, 𝑇) + ∑ (𝑏̃𝑗𝑖 − 𝑏̃𝑖𝑗 ) = 𝑉𝑖 , ∀𝑖 ∈ ℐ.

(10)

𝑗≠𝑖∈ℐ

Equations (1) – (10) together describe the operational dynamics of a given EAV system.
Note that since the user arrival rate 𝜆̃𝑖𝑗 (𝑡) is a random variable, intermediate variables 𝑞̃𝑖𝑗 (𝑡),
𝑑̃𝑖𝑗 (𝑐, 𝑡), 𝐼̃𝑖 (𝑐, 𝑡) and 𝑏̃𝑖𝑗 are all random variables. During one operation cycle, we consider user
waiting cost and vehicle rebalancing cost. To facilitate the formulation, we stack the following
̃ = {𝑏̃𝑖𝑗 }
variables and parameters,𝐗: = {𝑋𝑖 }𝑖∈ℐ , 𝐕: = {𝑉𝑖 }𝑖∈ℐ ,λ̃ = {𝜆̃𝑖𝑗 (𝑡)}𝑖≠𝑗∈ℐ,𝑡∈[0,𝑇] and 𝐛
.
𝑖≠𝑗∈ℐ
̃ to
Then the lower level problem is to evaluate the total operation cost, which includes selecting 𝐛
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minimize the rebalancing cost, for given charging locations 𝐗 and fleet sizes 𝐕 and a given
realization of user demand λ̃, as formulated below
̃ ): = ∑𝑖∈ℐ ∑𝑗≠𝑖∈ℐ (𝑣 ∫𝑇 𝑞̃𝑖𝑗 (𝑡)𝑑𝑡 + 𝑟𝑖𝑗 𝑏̃ ∗ 𝑖𝑗 ),
𝐶̃ (𝐗, 𝐕, λ̃): = min𝐛̃ 𝐶̃ (𝐗, 𝐕, λ̃, 𝐛
0

(11)

subject to (1) – (10), where 𝑏̃ ∗ 𝑖𝑗 denotes the optimal number of EAVs which will be moved from
𝑖 to 𝑗,∀𝑖, 𝑗 ∈ ℐ at the end of an operation cycle.
Now we are ready to describe the upper level design problem. Basically, the upper level
problem determines where to locate charging stations (or 𝐗 values) and how many initial vehicles
each parking lot needs to hold (or 𝐕 values) to minimize the system cost over the planning horizon.
The system cost first includes the expectation of the operation cost across all realizations of λ̃,
formulated as follows,
𝐶(𝐗, 𝐕): = 𝐄λ̃ {𝐶̃ (𝐗, 𝐕, λ̃)}.

(12)

In addition, the system cost includes the initial planning cost to open the EAV sharing
system. Let 𝑓𝑖 denote the fixed cost (prorated to an operation cycle) to install a charging station at
parking lot 𝑖 ∈ ℐ. Let ℎ denote the cost to hold an EAV in the system (prorated to an operation
cycle) due to purchasing and maintaining this EAV. Then the initial planning cost can be
formulated as
∑𝑖∈ℐ(𝑓𝑖 𝑋𝑖 + ℎ𝑉𝑖 ).

(13)

Combining operation cost (defined in Equation (12)) and planning cost (defined in
Equation (13)), the entire EAV system design problem (EAVSDP) can be formulated as follows
EAVSDP: min𝐗,𝐕 𝑆(𝐗, 𝐕): = ∑𝑖∈ℐ(𝑓𝑖 𝑋𝑖 + ℎ𝑉𝑖 ) + 𝐶(𝐗, 𝐕),

(14)

𝑋𝑖 ∈ {0,1}, ∀𝑖 ∈ ℐ,

(15)

𝑉𝑖 ≤ 𝑉̅𝑖 ∈ ℤ+ , ∀𝑖 ∈ ℐ.

(16)

Equations (15) and (16) specify the feasible ranges for variables 𝐗, 𝐕.
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3.1.2 Solution Algorithms
The proposed EAVSDP is very challenging to solve. A simple facility location problem
where the system operation can be characterized with linear, deterministic and static formulations
is already NP-hard (Daskin, 2011). In addition to this inherit complexity from a facility location
problem, we see from Section 3 that EAVSDP has highly nonlinear, stochastic and dynamic
operations. It is very challenging to analytically solve the expectation of the stochastic system
operation cost which is shown in Equation (12) even for a given system design of charging stations
and fleet sizes. These obstacles motivate us to seek a simulation-based optimization approach to
solve this problem. In this paper, we use simulations to evaluate the expected system operation
cost for the lower-level problem after discretizing the operation cycle into a finite number of small
intervals. To implement the simulation, the operation cycle has to be discretized. At the end of the
simulation, the EAV counts at all parking lots are realized and the fleet balancing is just a balanced
transportation problem that can be solved by a linear programming solver. Then the Genetic
Algorithm (GA) is used to solve the upper level facility planning problem.
3.1.2.1 Simulation of Lower Level Problem
We first discretize the operation cycle length 𝑇 into 𝑁 equal time intervals numbered
sequentially from 1 to 𝑁 and the length of each interval is denoted by Δ𝑇. Then, we redefine key
parameters and variables proposed in Section 3 in a discrete manner as follows:
•

𝜆̅𝑖𝑗 (𝑛) : random user demand generated from location 𝑖 ∈ ℐ to location 𝑗 ≠ 𝑖 ∈ ℐ during
interval 𝑛 ∈ [1, 𝑁];

•

𝑞̅𝑖𝑗 (𝑛): demand queue length from location 𝑖 ∈ ℐ to location 𝑗 ≠ 𝑖 ∈ ℐ during interval 𝑛 ∈
[1, 𝑁]. Specifically, 𝑞̅𝑖𝑗 (0) represents the initial user queue length when each operation cycle
starts.
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•

𝑑̅𝑖𝑗 (𝑐, 𝑛): departing number of EAVs with a battery level no less than 𝑐 ∈ [0, 𝐶] from lot 𝑖 to
lot 𝑗, ∀𝑖 ≠ 𝑗 ∈ ℐ, during interval 𝑛 ∈ [1, 𝑁];

•

𝐼𝑖̅ (𝑐, 𝑛): number of the EAVs at location 𝑖 with a battery level no less than 𝑐 ∈ [0, 𝐶] at the
beginning of interval 𝑛 ∈ [1, 𝑁]. Specifically, 𝐼𝑖̅ (𝑐, 𝑁 + 1) represents the number of the EAVs
at location 𝑖 with a battery level no less than 𝑐 at the end of each operation cycle.

•

𝐴̅𝑖 (𝑐, 𝑛): number of the EAVs arriving at location 𝑖 from other locations with a battery level
no less than 𝑐 ∈ [0, 𝐶] at the beginning of interval 𝑛 ∈ [1, 𝑁]. Here, we assume the travel
between each pair of location will takes an integer number of time intervals.
Now we are ready to deduce the equations describing the EAV sharing operation in discrete

manner. For each time interval 𝑛 ∈ [1, 𝑁], the user queue length from location 𝑖 ∈ ℐ to location
𝑛Δ𝑇

𝑗 ≠ 𝑖 ∈ ℐ, i.e. 𝑞̅𝑖𝑗 (𝑛) = ∫(𝑛−1)Δ𝑇 𝑞̃𝑖𝑗 (𝑡)𝑑𝑡 is determined by the user queue length from location 𝑖 ∈
ℐ to location 𝑗 ≠ 𝑖 ∈ ℐ formed in the last time interval, i.e. 𝑞̅𝑖𝑗 (𝑛 − 1), the user demand generated
𝑛Δ𝑇

from location 𝑖 ∈ ℐ to location 𝑗 ≠ 𝑖 ∈ ℐ, i.e. 𝜆̅𝑖𝑗 (𝑛) = ∫(𝑛−1)Δ𝑇 𝜆̃𝑖𝑗 (𝑡)𝑑𝑡 and the departing number
𝑛Δ𝑇
of EAVs from location 𝑖 ∈ ℐ to location 𝑗 ≠ 𝑖 ∈ ℐ , i.e. 𝑑̅𝑖𝑗 (𝑐𝑖𝑗 , 𝑛) = ∫(𝑛−1)Δ𝑇 𝑑̃𝑖𝑗 (𝑐𝑖𝑗 , 𝑡)𝑑𝑡 .

Intuitively, 𝑞̅𝑖𝑗 (𝑛) can be computed as the follow equation.
𝑞̅𝑖𝑗 (𝑛) = 𝑞̅𝑖𝑗 (𝑛 − 1) + 𝜆̅𝑖𝑗 (𝑛) − 𝑑̅𝑖𝑗 (𝑐𝑖𝑗 , 𝑛), ∀𝑖 ≠ 𝑗 ∈ ℐ, 𝑛 ∈ [1, 𝑁]

(17)

We assume that at the end of each operation cycle, all the user demand queue are cleared,
or at the beginning of each operation cycle, each user demand queue equals zero, i.e.
𝑞̅𝑖𝑗 (0) = 0, ∀𝑖 ≠ 𝑗 ∈ ℐ.

(18)

As stated in Equation (3), no EAV with a battery level less than 𝑐𝑖𝑗 can serve a trip from 𝑖
to 𝑗, therefore
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𝑑̅𝑖𝑗 (𝑐, 𝑛) = 𝑑̅𝑖𝑗 (𝑐𝑖𝑗 , 𝑛), ∀𝑖 ≠ 𝑗 ∈ ℐ, 𝑛 ∈ [1, 𝑁], 𝑐 ∈ [0, 𝑐𝑖𝑗 ).

(19)

Before deducing 𝑑̅𝑖𝑗 (𝑐, 𝑛) when 𝑐 ∈ [𝑐𝑖𝑗 , 𝐶] , we first describe some EAV sharing
operation details in a discrete manner. We define that each location has a unique identifier
numbered sequentially from 1 to |ℐ|, e.g. the identifier of location 𝑗 ∈ ℐ is 𝑗. For each location 𝑖 ∈
ℐ, during each interval 𝑛 ∈ [1, 𝑁], we sequentially decide the departing number of EAVs with a
battery level no less than 𝑐 ∈ [0, 𝐶] destined to location 𝑗 ≠ 𝑖 ∈ ℐ, i.e. 𝑑̅𝑖𝑗 (𝑐, 𝑛) with an ascending
identifier, i.e., the smaller identifier of the destined location is, with the higher priority the user
demand is destined to this location. Hence, 𝑑̅𝑖𝑗 (𝑐, 𝑛) can be determined by the number of the EAVs
at location 𝑖 with a battery level no less than 𝑐 at the beginning of interval 𝑛 , (𝐼𝑖̅ (𝑐, 𝑛) =
𝑛Δ𝑇

∫(n−1)Δ𝑇 𝐼̃𝑖 (𝑐, 𝑡) 𝑑𝑡), the number of the EAVs arriving at location 𝑖 with a battery level no less than
𝑐 at the beginning of interval 𝑛, (𝐴̅𝑖 (𝑐, 𝑛)), the user demand generated from location 𝑖 to location
𝑗 during interval 𝑛, (𝜆̅𝑖𝑗 (𝑛)), the average user queue length from location 𝑖 to location 𝑗 during
interval 𝑛 − 1, (𝑞̅𝑖𝑗 (𝑛 − 1)) , the sum of departing number of EAVs during interval 𝑛 destined to
any other location 𝑘 ≠ 𝑗 ≠ 𝑖 ∈ ℐ with identifier smaller than that of location 𝑗, (i.e.∑𝑘∈ℐ𝑖𝑗 𝑑̅𝑖𝑘 (𝑐, 𝑛)
in which, ℐ𝑖𝑗 represents the location set containing any location with an identifier smaller than that
of location 𝑗 except 𝑖 and the bottleneck capacity between 𝑖 and 𝑗, (Δ𝑇𝜇𝑖𝑗 )). So, we could get the
following equation.
𝑑̅𝑖𝑗 (𝑐, 𝑛) = min {

(20)

Δ𝑇𝜇𝑖𝑗 , (𝐼𝑖̅ (𝑐, 𝑛) + 𝐴̅𝑖 (𝑐, 𝑛) − ∑𝑘∈ℐ𝑖𝑗 𝑑̅𝑖𝑘 (𝑐, 𝑛))
(𝜆̅𝑖𝑗 (𝑛) + 𝑞̅𝑖𝑗 (𝑛 − 1))

}

Further, we formulate 𝐴̅𝑖 (𝑐, 𝑛). Since at the very beginning of an operation cycle, no EAVs
could arrive at location 𝑖 from other locations, we have
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𝐴̃𝑖 (𝑐, 1) = 0, ∀𝑐 ∈ [0, 𝐶].

(21)

Intuitively, for any interval 𝑛 ∈ [2, 𝑁], we have
∑ 𝑑𝑗𝑖̅ (𝑐 + 𝑐𝑖𝑗 , 𝑛 − 𝑡𝑖𝑗 ), 𝑐 ∈ [0, 𝐶 − 𝑐𝑖𝑗 ];

(22)

𝐴̅𝑖 (𝑐, 𝑛) = {𝑗≠𝑖∈ℐ
0, 𝑐 ∈ (𝐶 − 𝑐𝑖𝑗 , 𝐶].

Finally, we formulate the number of the EAVs at location 𝑖 with a battery level no less than
𝑐 ∈ [0, 𝐶] at the beginning of interval 𝑛 ∈ [1, 𝑁] as 𝐼𝑖̅ (𝑐, 𝑛) . Since at the beginning of each
operation cycle, each location 𝑖 ∈ ℐ is assigned with a specific number of fully charged EAVs, i.e.
𝑉𝑖 , we have
𝐼𝑖̅ (𝑐, 1) = 𝑉𝑖 , ∀𝑐 ∈ [0, 𝐶].

(22)

For any interval 𝑛 ∈ [2, 𝑁], 𝐼𝑖̅ (𝑐, 𝑛) could be decided by the remaining EAVs at the end of
the previous interval and whether they are charging or not. If no charging station is installed at
location 𝑖 ∈ ℐ, we have
𝐼𝑖̅ (𝑐, 𝑛) = 𝐼𝑖̅ (𝑐, 𝑛 − 1) + 𝐴̅𝑖 (𝑐, 𝑛 − 1) − ∑ 𝑑̅𝑖𝑗 (𝑐, 𝑛 − 1) ,

(24)

𝑗≠𝑖∈ℐ

∀𝑐 ∈ [0, 𝐶], 𝑛 ∈ [2, 𝑁], 𝑋𝑖 = 0
Now, consider the situation if a charging station is installed at location 𝑖 ∈ ℐ. We assume
the charging speed is constant during each interval, but it could be different across different
intervals. To be reasonable, we also assume the charging speed relative to the current battery level.
We define the charging speed 𝑓(𝑐), ∀𝑐 ∈ [0, 𝐶] as the charged power during one interval when
current battery level at the beginning of that interval is 𝑐. So, if EAVs can be charged at location
𝑖 ∈ ℐ, we have
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𝐼𝑖̅ (𝑐, 𝑛) = 𝐼𝑖̅ (𝑐 − 𝑓(𝑐), 𝑛 − 1) + 𝐴̅𝑖 (𝑐 − 𝑓(𝑐), 𝑛 − 1)

(25)

− ∑ 𝑑̅𝑖𝑗 (𝑐 − 𝑓(𝑐), 𝑛 − 1) , ∀𝑐 ∈ [0, 𝐶], 𝑛 ∈ [2, 𝑁], 𝑋𝑖 = 1
𝑗≠𝑖∈ℐ

To facilitate the formulation, we stack the following variables and parameters as λ̅ =
{𝜆̅𝑖𝑗 (𝑛)}𝑖≠𝑗∈ℐ,𝑛∈[1,𝑁] and 𝐛̅ = {𝑏̅𝑖𝑗 }𝑖≠𝑗∈ℐ . So, the lower-level problem is to evaluate the total
operation cost as rewritten in a discrete manner, which is to select 𝐛̅ to minimize the rebalancing
cost, for given charging locations 𝐗 and fleet sizes 𝐕 and a given realization of user demand λ̅, as
formulated below
𝐶̅ D (𝐗, 𝐕, λ̅): = min𝐛̅ 𝐶̅ D (𝐗, 𝐕, λ̅, 𝐛̅) ∶= ∑𝑖∈ℐ ∑𝑗≠𝑖∈ℐ(𝑣 ∑𝑁
̅𝑖𝑗 (𝑛)Δ𝑇 +
𝑛=1 𝑞

(26)

𝑟𝑖𝑗 𝑏̅ ∗ 𝑖𝑗 ),
subject to (17) – (25).
In order to minimize the rebalancing cost, we formulate the rebalancing problem as a
balanced transportation problem. Before formulating the problem, we define some notations as
follows,
•

ℐ̂ : surplus set, in which any location 𝑖 ∈ ℐ has a surplus of EAVs at the end of a specific
operation cycle, i.e.,
𝑁

(𝐼𝑖̅ (0, 𝑁 + 1) + ∑

(27)

∑ 𝑑𝑗𝑖̅ (𝑐𝑗𝑖 , 𝑛)) − 𝑉𝑖 > 0, ∀𝑖 ∈ ℐ̂ ,

𝑗≠𝑖∈ℐ 𝑛=𝑁−𝑡𝑗𝑖

where 𝑡𝑗𝑖 represents the travel time from location 𝑖 ∈ ℐ to location 𝑗 ∈ ℐ, which is measured in
integer intervals.
•

ℐ̆ : deficit set, in which any location 𝑖 ∈ ℐ has a deficit of EAVs at the end of a specific operation
cycle, i.e.,
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(28)

𝑁

(𝐼𝑖̅ (0, 𝑁 + 1) + ∑

∑ 𝑑𝑗𝑖̅ (𝑐𝑗𝑖 , 𝑛)) − 𝑉𝑖 < 0, ∀𝑖 ∈ ℐ̆ ;

𝑗≠𝑖∈ℐ 𝑛=𝑁−𝑡𝑗𝑖

•

𝑆𝑖 : surplus number of EAVs at any location 𝑖 ∈ ℐ̂ , i.e.,
(29)

𝑁

𝑆𝑖 = (𝐼𝑖̅ (0, 𝑁 + 1) + ∑

∑ 𝑑𝑗𝑖̅ (𝑐𝑗𝑖 , 𝑛)) − 𝑉𝑖 , ∀𝑖 ∈ ℐ̂ ;

𝑗≠𝑖∈ℐ 𝑛=𝑁−𝑡𝑗𝑖

•

𝐷𝑖 : deficit number of EAVs at any location 𝑖 ∈ ℐ̆, i.e.,
𝑁

𝐷𝑖 = 𝑉𝑖 − (𝐼𝑖̅ (0, 𝑁 + 1) + ∑

(30)

∑ 𝑑𝑗𝑖̅ (𝑐𝑗𝑖 , 𝑛)) , ∀𝑖 ∈ ℐ̆ .

𝑗≠𝑖∈ℐ 𝑛=𝑁−𝑡𝑗𝑖

Consequently, we formulate the EAV rebalancing problem as follows,
min𝑧 = ∑ ∑ 𝑟𝑖𝑗 𝑏̅𝑖𝑗

(31)

𝑖∈ℐ̂ 𝑗∈ℐ̆

s.t.∑𝑗∈ℐ̆ 𝑟𝑖𝑗 𝑏̅𝑖𝑗 = 𝑆𝑖 , 𝑖 ∈ ℐ̂ ,

(32)

∑ 𝑟𝑖𝑗 𝑏̅𝑖𝑗 = 𝐷𝑗 , 𝑗 ∈ ℐ̆ ,

(33)

𝑖∈ℐ̂

𝑏̅𝑖𝑗 ≥ 0, 𝑖 ∈ ℐ̂ , 𝑗 ∈ ℐ̆ .

(34)

By solving this linear integer programming problem, we could get the optimal rebalancing
strategy at the end of any operation cycle, i.e. 𝑏̅ ∗ 𝑖𝑗 , 𝑖 ∈ ℐ̂, 𝑗 ∈ ℐ̆ .
Consequently, the expectation of the operation cost across all realizations of λ̃ is
formulated as follows,
𝐶 D (𝐗, 𝐕): = 𝐄̅λ {𝐶̅ D (𝐗, 𝐕, λ̅)}.

(35)

Finally, the entire discrete EAV system design problem (D_EAVSDP) is formulated as
follows,
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D_EAVSDP: min𝐗,𝐕 𝑆 D (𝐗, 𝐕): = ∑𝑖∈ℐ(𝑓𝑖 𝑋𝑖 + ℎ𝑉𝑖 ) + 𝐶 D (𝐗, 𝐕),

(36)

𝑠. 𝑡. (15) – (16).
For a specific infrastructure design (i.e., locations 𝐗 and fleet sizes 𝐕 are given), we could
use a limited number of simulation runs by randomizing the generation of user demandλ̅ , to
approximate the true value of 𝐶 D (𝐗, 𝐕).
3.1.2.2 GA for Upper Level Problem
In this section, we use GA to solve the upper level problem, that is to decide the optimal
values of charging stations deployment (𝐗: = {𝑋𝑖 }𝑖∈ℐ ) and initial EAV fleet sizes (𝐕: = {𝑉𝑖 }𝑖∈ℐ ). In
our proposed GA, a chromosome is coded in a binary manner to represent a feasible solution for
both 𝐗: = {𝑋𝑖 }𝑖∈ℐ and 𝐕: = {𝑉𝑖 }𝑖∈ℐ . One chromosome is composed of two parts. The first part
represents a feasible solution to 𝐗: = {𝑋𝑖 }𝑖∈ℐ . Since 𝐗: = {𝑋𝑖 }𝑖∈ℐ are binary, the representation of
this part is very intuitive without any specific transformation and processing. The second part
represents a feasible solution to 𝐕: = {𝑉𝑖 }𝑖∈ℐ . Since 𝑉𝑖 ≤ 𝑉̅𝑖 ∈ ℤ+ , ∀𝑖 ∈ ℐ, we use the following
equation to decide how many genes (𝑚𝑖 ) should be used to represent a feasible solution for each
𝑉𝑖 :
2𝑚𝑖 −1 ≤ 𝑉̅𝑖 ≤ 2𝑚𝑖 − 1, ∀𝑖 ∈ ℐ.

(37)

When decoding, for each gene fragment 𝑠𝑢𝑏𝑠𝑡𝑟𝑖𝑛𝑔𝑖 which represents the value of 𝑉𝑖 , we
have:
𝐷𝑒𝑐𝑖𝑚𝑎𝑙(𝑠𝑢𝑏𝑠𝑡𝑟𝑖𝑛𝑔𝑖 )

𝑉𝑖 = 𝑟𝑜𝑢𝑛𝑑 (

2𝑚𝑖 −1

× 𝑉̅𝑖 ) , ∀𝑖 ∈ ℐ,

(38)

where 𝐷𝑒𝑐𝑖𝑚𝑎𝑙(𝑠𝑢𝑏𝑠𝑡𝑟𝑖𝑛𝑔𝑖 ) is the decimal transfor-mation of the corresponding binary
𝑠𝑢𝑏𝑠𝑡𝑟𝑖𝑛𝑔𝑖 . 𝑟𝑜𝑢𝑛𝑑(. ) is a function to transform the corresponding variable into the nearest
integer. The Roulette wheel selection containing the elite retaining model (Goldberg, 1989) is used
to select best chromosomes from previous population. We use the partially matched crossover
29

(PMX) proposed by (Goldberg and Lingle, 1985) to generate new chromosomes. Two crossover
points are chosen from the chromosomes randomly and equably. Then the genes of the
chromosomes that are in the area between the crossover points are exchanged and two new
chromosomes are created. After the crossover operation, each chromosome in new population has
a specific probability to be mutated. In each generation, we assume there are always 𝑀
chromosomes. To determine the survival probability of a chromosome at the next generation, a
fitness function is used to evaluate each chromosome, i.e. ∀(𝐗 𝑘 , 𝐕𝑘 ), 𝑘 ∈ [1, 𝑀] , which is defined
as follows:
𝐹𝑖𝑡𝑛𝑒𝑠𝑠((𝐗 𝑘 , 𝐕𝑘 )) = max {𝐶 D (𝐗 𝑘 , 𝐕𝑘 ) − 𝐶 D (𝐗 𝑘 , 𝐕𝑘 )}
𝑘∈[1,𝑀]

(39)

3.1.3 Numerical Test in Yantai City
In this section, we aim to illustrate the proposed model and algorithm by conducting a
numerical test in Yantai City, China, which is one of the earliest pilot cities that started car sharing
services under the authorization and support by governments. The first car sharing project in
Yantai city was launched on September 21, 2014 (China Statistics Press, 2014), which totally set
30 sharing stations and input 100 new cars. We first integrate stations which are very close in space
into a bigger one and finally form an EAV sharing system with totally 14 locations for the shared
vehicles parking and as candidates for building charging stations (See Figure 3.2).

Figure 3.2 Daily trip distribution
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Figure 3.3 The layout of candidate car-sharing charging stations in Yantai City, China
1

In order to derive average hourly car sharing OD data (i.e.∫0 𝜆𝑖𝑗 (𝑡) 𝑑𝑡, ∀𝑖 ≠ 𝑗 ∈ ℐ) from
the test area, we first assume the serving radius of each candidate location is 3 km. The population
density of the area (denoted by 𝜅𝑖 , ∀𝑖 ∈ ℐ ) where each candidate station location is obtained
according to the Yantai Statistical Yearbook (2014). Consequently, we can obtain the potential
total population served at each location. The average daily trip number of a user (denoted by
𝐴𝑣𝑔_𝑡𝑟𝑖𝑝𝑠) is assumed to be 2, which is compatible with the cases in most cities in China (Zou,
et al., 2008). So the daily trip generated in each location 𝑖’s service region could be derived by:
𝑇𝑡𝑟𝑖𝑝𝑠𝑖 = 𝜑𝑖 × 𝜅𝑖 × 𝐴𝑣𝑔𝑡𝑟𝑖𝑝𝑠 , ∀𝑖 ∈ ℐ,

(40)

where 𝑇_𝑡𝑟𝑖𝑝𝑠𝑖 is total number of daily trips generated by the service region of location 𝑖; 𝜑𝑖 is
the area of service region of location 𝑖. The trip attraction of each location is estimated mainly
based on the land use, employment situation etc. Trip distributions between each pair of locations
are estimated by Gravity Model (Mátyás, 1997).
Figure 3.4 and Figure 3.5 present the daily trip generation/attraction and trip distributions between
each pair of locations. Hourly trip percentage adopted here is presented in Figure 3.6, which is set
according to Zhou, et al. (2007). Up to now, we can get exact hourly OD trips which served by
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car sharing system through multiplying number of hourly trips and a specific share ratio (here, it
is set as 1%).

Figure 3.4 Daily trip productions and attractions

Figure 3.5 Hourly trip percentage
The operation cycle is set to be 24 hours which is further discretized into 96 time intervals
evenly (i.e.𝑁 = 96 and Δ𝑇 = 15 min). The daily prorated fixed cost of each candidate station is
assumed to be 3000 RMB, which includes both the construction cost and daily operation cost. The
unit cost of waiting time is set to be 22.68 RMB/hour computed based on the ratio of average
income of 3992 RMB/person/month and 176 working hours/month in Yantai City. Distances and
travel times between each OD pair are derived according to the Baidu map (http://map.baidu.com).
Default values of key parameters are summarized in Table 3.1.
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Table 3.1 Default values of key parameters
Parameter

Meaning

Default value

unit fixed cost of station

3000 RMB/day

𝑣

unit value of time

22.68 RMB/hour

ℎ

Unit vehicle holding cost

200 RMB/day

𝐶

maximum mileage of an EAV

150 km

battery charging speed

25 km/hour

𝑟𝑖𝑗 = 𝑟, ∀𝑖 ≠ 𝑗 ∈ ℐ

unit balancing cost

60 RMB/veh

𝜇𝑖𝑗 = 𝜇, ∀𝑖 ≠ 𝑗 ∈ ℐ

flow capacity

1800 veh/hour

𝑓𝑖 = 𝑓, ∀𝑖 ∈ ℐ

.

𝐹 (𝑡)

3.1.3.1 Simulation Convergence Test
Theoretically, in order to obtain expectation cost 𝐶 D (𝐗, 𝐕)in Equation (35) for given
charging station layout 𝐗 and EAV fleet sizes 𝐕, we need to conduct a large number of simulations
runs. Simulation under a specific combination of station building layout and initial vehicle fleet
size are run for several times to test the convergence of the simulation. We set step size equal to 1
and 5 when simulation number varies from 1 to 30 and from 31 to 130, respectively. Four groups
of simulation results are showed in Figure3.6. From them, we can see all the simulation runs
present an obvious convergent trend with as the number of simulations runs increase. All the
figures indicate simulation runs with more than 40 iterations can get a more stable result with the
maximum relative errors varying from 0.327% (see Test 3) to 1.072% (see Test 4). In this research,
we use the average of 40 simulations to approximate the expectation.
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Figure 3.6 Four groups of convergence test of simulation
3.1.3.2 Sensitivity Analysis
In this part, we investigate how the optimal feasible objective cost 𝑇𝐶 and its components
consisting of station related fixed cost 𝐶𝑓 , vehicle holding cost 𝐶ℎ , user waiting cost 𝐶𝑤 and
vehicle rebalancing cost 𝐶𝑏 , optimal number of total built charging stations 𝑁 ∗ and optimal
number of total deployed vehicles 𝐻 ∗ change over key parameters including unit fixed cost of
station 𝑓, unit vehicle holding cost ℎ, unit cost of waiting time 𝑣, unit balancing cost 𝑟, maximum
.

mileage 𝐶 and battery charging speed 𝐹 (𝑡). The default parameter values are listed in Table 3.1.
The results of sensitivity analysis are shown in Figure 3.7-3.9.
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Figure 3.7 Sensitivity of cost components I. Unit fixed cost of station 𝑓 (sub-figures (a)-(c)) and
unit vehicle holding cost ℎ (sub-figures (d)-(f))
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In Figure 3.7 (a)-(c), we examine the sensitivity of cost components to unit fixed cost 𝑓
and set 𝑓 from 0 to 6000 (RMB). In Figure 3.7 (a), it shows that the total cost 𝑇𝐶 increases when
the unit fixed cost of station 𝑓 is increasing. In Figure 3.7 (b) and (c), we see that optimal number
of total built charging stations 𝑁 ∗ is decreasing and optimal number of total deployed vehicles 𝐻 ∗
is increasing as 𝑓 is increasing. It indicates that more vehicles need to be deployed in each station
and less stations should be constructed in the area when the unit fixed cost 𝑓 becomes higher. Thus,
it causes higher station related fixed cost 𝐶𝑓 and vehicle holding cost 𝐶ℎ and total system cost 𝑇𝐶.
In Figure 3.7 (d)-(f), we vary the unit vehicle holding cost ℎ from 140 (RMB) to
260 (RMB). As ℎ increases, optimal feasible objective cost 𝑇𝐶 , station related fixed cost 𝐶𝑓 ,
vehicle user waiting cost 𝐶𝑤 and number of total built charging stations 𝑁 ∗ are increasing; holding
cost 𝐶ℎ , vehicle rebalancing cost 𝐶𝑏 , and optimal number of total deployed vehicles 𝐻 ∗ are
decreasing. We can conclude that fewer vehicles will be deployed, and more stations will be built
when unit vehicle holding cost is increasing. And it leads to higher user waiting cost 𝐶𝑤 and station
related fixed cost 𝐶𝑓 and lower holding cost 𝐶ℎ and vehicle rebalancing cost 𝐶𝑏 .
In Figure 3.8 (a)-(c), we changed the unit cost of waiting time 𝑣 from 16 (RMB/Hour) to
28 (RMB/Hour). We see that each component of the system cost and the optimal number of
charging station present is consistent when the unit cost of waiting time 𝑣 is increasing. However,
the optimal number of total deployed vehicles 𝐻 ∗ is increasing to lower down the total waiting
time and balance the total system cost. Figure 3.8 (d)-(f) shows how varying unit vehicle
rebalancing cost 𝑟 affects the system performance. We see that vehicle rebalancing cost 𝐶𝑏
increases slightly while the other key variables keep consistent when 𝑟 changes from 0 to
120 (RMB/Vehicle).
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.8 Sensitivity of cost components II. Unit cost of waiting time 𝑣 (sub-figures (a)-(c)) and
unit balancing cost 𝑟(sub-figures (d)-(f))
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.9 Sensitivity of. cost components III. Maximum mileage 𝐶 (sub- figures (a)-(c)) and
battery charging speed 𝐹 (𝑡) (sub-figures (d)-(f))
In Figure 3.9 (a)-(f), we test the influence of the magnitude of maximum mileage 𝐶 and
.

charging speed 𝐹 (𝑡) of EAVs. In Figure 3.9 (a)-(c), we see that vehicle rebalancing cost 𝐶𝑏 is
increasing slowly while the other variables including optimal feasible objective cost 𝑇𝐶, station
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related fixed cost 𝐶𝑓 , vehicle holding cost 𝐶ℎ , user waiting cost 𝐶𝑤 , optimal number of total built
charging stations 𝑁 ∗ and optimal number of total deployed vehicles 𝐻 ∗ are decreasing when
maximum mileage 𝐶 of an EAV is changing from 100 (KM) to 400 (KM). It indicates that we are
able to lower down the system cost by deploying fewer EAVs and building fewer charging stations
when the coverage of an EAV is increasing. In Figure 3.9 (d)-(f). it is obvious that optimal feasible
objective cost 𝑇𝐶, user waiting cost 𝐶𝑤 and vehicle rebalancing cost 𝐶𝑏 are decreasing as battery
.

charging speed 𝐹 (𝑡) is increasing from 20 (KM/Hour) to 50 (KM/Hour). It evidences that fewer
charging stations will be built and the users waiting time will decrease as less time is needed to
.

charge EAVs when battery charging speed 𝐹 (𝑡) increases.
3.1.3.3 Optimal System Design
After investigating the sensitivity of key parameters, we aim to show how optimal system
design changes according to variations of key parameters. When investigating each key parameter,
we only depict two optimal system deployments which are implemented under the boundary values
of each parameter’s range. All the results are presented in Figure 3.10 and Figure 3.11, where
constructed charging station locations are marked by black car icons while the user locations
without charging stations are marked with grey car icons. Each car icon is associated with two
numbers: the number outside of the parentheses is the location id and the one in the parentheses
shows the optimal initial EAV fleet size deployed at that location.
Figure 3.10 (a) and (b) depicts the changes of optimal system design under unit fixed cost
𝑓 = 500 and 𝑓 = 6000, respectively. It is found that when unit fixed cost increases from 500 to
6000, the optimal charging station number decreases rapidly (from 14 to 5) to prevent the sudden
increasing of total fixed cost. At the same time, the number of total held vehicles also increase
rapidly (from 70 to 134). It is intuitive when 𝑓 increases, several charging stations with relatively
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less importance will not be constructed and the remaining ones at critical locations still remain to
ensure the system performance. Further comparing Figure 3.10 (a) and Figure 3.10 (b), we see that
five locations with constructed charging stations are at the locations with the highest trip attractions.
Also, we can find in Figure 3.10 (b), the numbers of initial deployed vehicles at constructed
locations are generally lower than those of unconstructed locations. This is probably because if a
location is selected to construct a charging station, vehicles visiting it could be effectively
replenished, consequently reducing its need for a large initial vehicle fleet size. This observation
almost exists in all the sub figures of Figure 3.10 and Figure 3.11.
Figure 3.10 (c) and (d) depicts optimal designs under ℎ = 140 and ℎ = 250, respectively.
When the unit vehicle holding cost increases, the system tends to reduce the size of deployed
vehicle fleet and increase the number of constructed stations to slow down the increase of the total
system cost.
Figure 3.10 (e) and (f) present optimal designs under 𝑣 = 16 and 𝑣 = 27. When increasing
the unit value time, numbers of constructed stations and total deployed vehicles are both increased.
From Figure 3.11 (a) and (b), where system optimal designs under 𝑟 = 0 and 𝑟 = 100 are
presented separately, it is found that variation of the unit vehicle rebalancing cost has no effect on
the optimal charging station layout and the optimal number of initial deployed vehicles. This
implies that under the current layout of candidate locations and car sharing demand rates, the total
vehicle rebalancing cost only accounts for a small part of the total cost no matter how the unit
rebalancing cost changes.
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(a) f=500, N*=14, H*=70

(b) f=6000, N*=5, H*=134

(c) h=140, N*=5, H*=178

(d) h=250, N*=12, H*=90

(e) v=16, N*=8, H*=100

(f) v=27, N*=9, H*=135

Figure 3.10 Optimal system design under the variations of different key parameters I
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(a) b=0, N*=8, H*=124

(c) 𝐶=100, N*=8, H*=143

.

(e) 𝐹 (𝑡)=20, N*=9, H*=120

(b) b=100, N*=8, H*=124

(d) 𝐶=400, N*=5, H*=98

.

(f) 𝐹 (𝑡)=50, N*=4, H*=90

Figure 3.11 Optimal system design under the variations of different key parameters II
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Further, we can see from Figure 3.2, the number of the car sharing trips follow a relatively
uniform distribution among various OD pairs (as line weights in Figure 3.4 indicate). So, we can
infer that the in and out flows of vehicles at each location achieves are close relative to the
equilibrium, which minimizes the need for rebalancing empty vehicles and consequently explains
why change of 𝑏 almost has no impact on the optimal system design.
Figure 3.11 (c) and (d), (e) and (f) illustrates changes of the system optimal design to
.

varying EAV range 𝐶 and charging speed 𝐹 (𝑡) of electric vehicles. Increasing of 𝐶 and
.

𝐹 (𝑡)means the technology improvement of electric vehicles, which will obviously lower the fixed
cost related to the station construction and vehicle holding costs under any user waiting time cost.
3.2 Time Allocation Optimization Model of Shared EV Fleets
3.2.1 Model Formulation
Table 3.2 Notation for key variables and parameters
Parameter

Meaning

ℐ

set of time points, ℐ = {0,1, … , 𝑖, … , 𝐼}

𝒥𝑖

Set

of

transportation

service

durations,

𝒥𝑖 =

{1,2, … , 𝑗, … , min{𝐽, 𝐼 − 𝑖}}
𝑑𝑖𝑗

Energy consumption for the fleet to serve demand during time
interval [𝐼, 𝑖 + 𝑗], ∀𝑖 + 𝑗 ∈ ℐ, ∀𝑗 ∈ 𝒥

ℐ𝑖

Set of time point and transportation service duration pairs (𝑖′ ∈
ℐ, 𝑗′ ∈ 𝒥 such that the fleet will serve the transportation system at time
point 𝑖; i.e., ℐ𝑖 ∶= (𝑖 ′ , 𝑗 ′ |𝑖 ′ ∈ ℐ, 𝑗 ′ ∈ ℐ, 𝑖 ′ ≤ 𝑖 ≤ 𝑖 ′ + 𝑗 ′ − 1), ∀𝑖 ∈ ℐ

𝑏𝑖𝑗

Revenue of serving the transportation system during time interval
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Table 3.2 Notation for key variables and parameters (Continued)
Parameter

Meaning

𝑐𝑖

Charging cost during time interval [𝑖, 𝑖 + 1], ∀𝑖 ∈ ℐ\𝐼

𝑠𝑖

Revenue of discharging during time interval [𝑖, 𝑖 + 1], ∀𝑖 ∈ \𝐼

𝑑+

Increase of state of charge (SoC) when charging in every time
interval [𝑖, 𝑖 + 1], ∀𝑖 ∈ ℐ\𝐼

𝑑−

Decrease of SoC when discharging in every time interval [𝑖, 𝑖 +
1], ∀𝑖 ∈ ℐ\𝐼

𝐿

Initial SoC of the EV fleet

Variables
𝑥𝑖𝑗

Whether choose to serve the transportation system during time
interval [𝑖, 𝑖 + 𝑗], ∀𝑖 ∈ ℐ\𝐼, ∀𝑗 ∈

𝑦𝑖

Whether to charge the fleet at time point 𝑖, ∀𝑖 ∈ ℐ\𝐼

𝑧𝑖

Whether to discharge the fleet at time point 𝑖, ∀𝑖 ∈ ℐ\𝐼

𝑓𝑖

SoC at time point 𝑖, ∀𝑖 ∈ ℐ

For the convenience of the readers, the major parameters and variables in this study are
listed in Table 3.2. We consider a problem of managing an EV fleet in a finite operational horizon
of I time points, indexed as ℐ = {0,1,2, … , 𝐼}. For example, ℐ can be a day with 24 hourly time
points, i.e., 𝑖 ∈ ℐ = {0,1,2, … ,24}. At each time point 𝑖 ∈ ℐ\𝐼, we need to decide whether to let
the fleet serve the transportation system, charge from the power grid (to recover the SoC),
discharge to the power grid (to gain revenue from selling electricity to the grid), or stay idle. Note
that we view the fleet as a whole unit and we do not consider split of the vehicles across different
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markets (or states) at the same time interval. Although this setting may lose some optimality of the
operational revenue as opposed to individual vehicle decisions, it helps the analysis focus on the
concept of the “energy sponge” service and draw insights into relevant operational policies. Let
𝐿 denote the initial full state of charge (SoC) of the EV fleet and fi denote the fleet SoC at each
time point 𝑖. Without loss of much generality, we only consider integer SoC levels. In this study,
we assume that the availability of EV charging/discharging stations are high, and the access time
to a station anytime anywhere is negligible compared to a time interval duration. With this, the
cost/revenue from charging/discharging decisions are additive across time points. Let 𝑑 + denote
the EV charging rate for every time interval [𝑖, 𝑖 + 1], ∀𝑖 ∈ ℐ\𝐼; i.e., the vehicle’s fleet SoC will
raise by 𝑑 + after being charged for a time interval [𝑖, 𝑖 + 1], ∀𝑖 ∈ ℐ\𝐼 until reaching full SoC 𝐿.
We consider a time varying EV charging cost that is assumed to be known at the beginning. Denote
the cost to charge the fleet during time interval [𝑖, 𝑖 + 1], ∀𝑖 ∈ ℐ\𝐼 as ci. Let 𝑦𝑖 ∈ {0,1} denote
the EV charging decision at interval [𝑖, 𝑖 + 1], where 𝑦𝑖 = 1 if we choose to charge during interval
[𝑖, 𝑖 + 1] or 𝑦𝑖 = 0 otherwise. Therefore, the total cost of charging is denoted as:
𝐶 𝑐 = ∑𝑖∈ℐ\𝐼 𝑐𝑖 𝑦𝑖 ,

(41)

as the EV over the entire time horizon is increase the profitability of the service, e.g., by over 40%
in nominal conditions.
Similarly, we let 𝑑 − denote the SoC decreasing rate for every time interval [𝑖, 𝑖 + 1], ∀𝑖 ∈
ℐ\𝐼 when the EV fleet is put to serve the power grid by discharging electricity to the grid. Again
we consider that the variable revenue from serving the grid is assumed to be known at the
beginning. Let 𝑠𝑖 denote the revenue of discharging from time point 𝑖 to time point 𝑖 + 1 or
during time interval [𝑖, 𝑖 + 1], ∀𝑖 ∈ ℐ\𝐼 . Define 𝑧𝑖 ∈ {0,1} as the discharging decision,
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where 𝑧𝑖 = 1 if we choose to discharge during time interval [𝑖, 𝑖 + 1], ∀𝑖 ∈ ℐ\𝐼 or 𝑧𝑖 = 0
otherwise. Then the total revenue from discharging to the power grid can be obtained by
Bd = ∑ 𝑠𝑖 𝑧𝑖 ,

(42)

𝑖∈ℐ\𝐼

Figure 3.12 A time allocation example

Figure 3.13 SoC of a fleet of vehicle with the time allocation in Figure 3.12
Further, when we decide to dispatch the EV fleet to serve travel demands, note that the
corresponding revenue, unlike the discharging service, is not necessarily additive across time
interval. This is because some trips in the transportation system may be comparable or longer than
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onetime interval [𝑖, 𝑖 + 1], ∀𝑖 ∈ ℐ \𝐼, which will restrict the trips the fleet can serve if the fleet is
allocated to the transportation system just for a short period. Further, the waiting times in between
trips may also affect the revenue. Therefore, the average revenue per time interval might be
different across different service durations, and thus the transportation revenue cannot be simply
separated and become independent across time intervals as the discharging revenue. To address
this issue, we define a specific revenue for each possible service duration for travel demands in a
transportation system. Let 𝑖 ∶= {1,2,3, … 𝑗, … , 𝑚𝑖𝑛{𝐽, 𝐼 − 𝑖}} be the set of all possible service
durations at time point 𝑖. 𝐽 can be set to a number such that most trip durations are much less than
𝐽 time intervals, and at the scale this duration, the revenue of serving travel demands can be
separated without much error. Define 𝑑𝑖𝑗 and 𝑏𝑖𝑗 as the corresponding energy consumption and
the revenue to serve travel demands starting from time point 𝑖 to time point 𝑖 + 𝑗, or during time
interval [𝑖, 𝑖 + 𝑗]. We let variable 𝑥𝑖𝑗 ∈ {0,1} denote the mobility service decision where 𝑥𝑖𝑗 =
1 if the fleet is dispatched to serve the transportation system during time interval [𝑖, 𝑖 + 𝑗] or 𝑥𝑖𝑗 =
0 otherwise. Then the total revenue of serving the transportation system over the entire horizon is
B𝑡 =

∑

(43)

𝑏𝑖𝑗 𝑥𝑖𝑗

𝑖∈ℐ\𝐼,𝑗∈𝒥𝑖

According to Equations (41-43), we can obtain the total profit of the fleet of EVs as
𝐵 = 𝐵 𝑑 + B𝑡 − 𝐶 𝑐 = ∑ (∑ 𝑏𝑖𝑗 𝑥𝑖𝑗 − 𝑐𝑖 𝑦𝑖 + 𝑠𝑖 𝑧𝑖 )

(44)

𝑖∈ℐ\𝐼 𝑗∈𝒥𝑖

Note that at each point 𝑖, depending on the decisions, the fleet has to be in one of the
following modes: serving travel demands, charging, discharging, or being idle. We define 𝑖 ∶=
, ∀𝑖 ∈ 𝑖, indicating the set of all time intervals covering time point 𝑖. This yields the following
constraints:
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∑ (𝑥𝑖 ′ 𝑗′ + 𝑦𝑖 + 𝑧𝑖 ) ≤ 1, ∀𝑖 ∈ ℐ\𝐼

(45)

(𝑖,𝑗)∈ℐ𝑖

For illustration purposes, Figure 3.12 illustrates a feasible solution for an instance with 6
time points, where 𝑥12 = 𝑥41 = 1, 𝑦0 = 1, 𝑧3 = 1 and all other variables are 0. 2.5 indicate
that no more than one cell in each column is shaded. Suppose 𝐿 = 10, 𝑓0 = 10, 𝑑𝑖𝑗 = 𝑗, 𝑑 + =
3, 𝑑 − = 5, then we obtain [𝑓1 , 𝑓2 , 𝑓3 , 𝑓4 , 𝑓5 ] = [10,5,4,3,6,5]. Suppose 𝑏𝑖𝑗 = 𝑗, 𝑐𝑖 = 1, 𝑧𝑖 =
3, then, as illustrated in Equation 2.1, 2.2, 2.3 and 2.4, 𝐵 𝑡 = 3, 𝐶 𝑐 = 1, 𝐵 𝑑 = 3 and hence 𝐵 =
𝐵 𝑡 − 𝐶 𝑐 + 𝐵 𝑑 = 5.
Following most practices, we assume that the fleet SoC is L at the beginning and the end
of the operational horizon (e.g., a day) and it has to be maintained between 0 and L during the
horizon. Let 𝑑𝑖𝑗 the amount of SoC to support the EV fleet to serve the transportation system
during interval [𝑖, 𝑖 + 𝑗]. With this and the energy conservation law, the SoC dynamic can be
described by the following constraints:
𝑓𝑖+1 ≤ 𝑓𝑖 − ∑ 𝑑𝑖𝑗 𝑥𝑖𝑗 + 𝑑+ 𝑦𝑖 − 𝑑− 𝑧𝑖 ≤ 1, 𝑓𝑖 ∈ [0, 𝐿], ∀𝑖 ∈ ℐ\𝐼

(46)

𝑗∈𝒥𝑖

Note that the above constraints are equivalent to 𝑓𝑖 + 1 = [𝑚𝑎𝑥{0, 𝑓𝑖 − ∑ 𝑗 ∈
𝒥𝑖 , 𝑑𝑖𝑗 𝑥𝑖𝑗 + 𝑑 + 𝑦𝑖 − 𝑑 − 𝑧𝑖 }, 𝐿]. For example, Figure 3.13 shows the values of [𝑓𝑖 ] between 0
and 𝐿 = 10 where their variations are determined by the above dynamic equation when the values
of decision variables are shown in Figure 3.12.
With all the equations above, the EV fleet operational problem for profit maximization is
formulated into the following linear integer program:
max 𝐵 = ∑ (∑(𝑏𝑖𝑗 𝑥𝑖𝑗 ) − 𝑐𝑖 𝑦𝑖 + 𝑠𝑖 𝑧𝑖 )

{𝑥𝑖𝑗 ,𝑦𝑖 ,𝑧𝑖 }

(47)

𝑖∈ℐ\𝐼 𝑗∈𝒥𝑖
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𝑠. 𝑡. ∑(𝑖 ′ ,𝑗′ )∈ℐ𝑖 𝑥𝑖′𝑗′ + 𝑦𝑖 + 𝑧𝑖 ≤ 1, ∀𝑖 ∈ ℐ\𝐼

(48)

𝑓𝑖+1 ≤ 𝑓𝑖 − ∑ 𝑑𝑖𝑗 𝑥𝑖𝑗 + 𝑑 + 𝑦𝑖 − 𝑑 − 𝑧𝑖 , ∀𝑖 ∈ ℐ\𝐼

(49)

𝑗∈𝒥𝑖

𝑓0 + 𝑓𝐼 = 𝐿

(50)

𝑓𝑖 ∈ [0, 𝐿], ∀𝑖 ∈ ℐ

(51)

𝑥𝑖𝑗 , 𝑦𝑖 , 𝑧𝑖 ∈ {0,1}
3.2.2 Dynamic Programming Algorithm
According to the description of the formulation, the problem can be solved with a state-ofthe-art integer programming commercial solver such as Gurobi. However, the solution efficiency
of a standard solver is not always satisfactory, particularly for integer programming problems that
usually have complex structures. Instead, we propose a customized dynamic programming (DP)
method that is shown to be able to solve the problem efficiently, even for large-scale instances.
3.2.3 Case Studies
This section applies the proposed model to case studies with real world shared mobility
data. Section 3.2.3.1 describes the method on how to extract the parameters by processing realworld dis-aggregated taxi and power data. Section 3.2.3.2 compares the DP algorithm’s
performance with a commercial solver. Section 3.2.3.3 shows the detailed time allocation solutions
for two benchmark instances. Section 3.2.3.4 conducts sensitivity analysis to draw insights into
how parameter values affect the optimal operational policy.
3.2.3.1 Data-driven Based Simulation
This section describes the procedure to obtain the parameters. Instead of making simple
assumptions on the values of parameters, we set the values by processing massive real-world data.
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As we obtain demand revenue [𝑑𝑖𝑗 ] in time dimension, we need to ensure that the spatial
distribution of real-world travel demands is consistent with the values of transportation revenue
parameters [𝑏𝑖𝑗 ]. To this end, we propose a data-driven based EV sharing simulation method to
prove the external validity of 𝑏𝑖𝑗 estimation.
The first data set is a set of trip records collected in the Taxicab & Livery Passenger
Enhancement

Programs

for

New

York

City

(NYC)

in

January,

2016

(source:

http://www.nyc.gov/html/tlc/html/-about/trip_record_data.shtml). The investigated time horizon
is set to be a time period within this month. This data set is used to extract transportation revenue
matrix [𝑏𝑖𝑗 ] and electricity consumption matrix [𝑑𝑖𝑗 ], ∀𝑖 ∈ ℐ , ∀𝑗 ∈ 𝒥 . Since we intend to
investigate an EV sharing system, we treat each taxi as an EV. The data set contains a total of
10,906,858 trips, from a group of 13,587 yellow cab taxis. For each trip 𝑝, it records the pickup
time, pickup location, drop-off time, drop-off location and the corresponding taxi fare. Let 𝑡𝑝0 , 𝑡𝑑1
denote pickup time and drop-off time. For a trip p associated with time window [𝑖, 𝑖 + 𝑗] (or
window 𝑖𝑗 for short), there are three possible cases: (i) admissible to window 𝑖𝑗 if this trip is
completely enclosed within this window, i.e., 𝑖 ≤ 𝑡𝑝0 , 𝑡𝑝1 ≤ 𝑖 + 𝑗 ; (ii) intersecting with
window 𝑖𝑗 if it cross one window border, i.e., 𝑡𝑝0 < 𝑖 < 𝑡𝑝1 ≤ 𝑖 + 𝑗 𝑜𝑟 𝑖 ≤ 𝑡𝑝0 < 𝑖 +
𝑗 < 𝑡𝑝1 ; or (iii) passing window 𝑖𝑗 if 𝑡𝑝0 < 𝑖 and 𝑖 + 𝑗 < 𝑡𝑝1 . Note that if we decide to
dispatch the EV fleet to server travel demand in window 𝑖𝑗 in the proposed model, they can only
serve trips admissible to window 𝑖𝑗, and thus the relevant cost and revenue shall be referred only
from these admissible trips. Let 𝑖𝑗 denote the set of all admissible trips to window 𝑖𝑗. We assume
that if the EV fleet is dispatched in window 𝑖𝑗, they can only serve trips in 𝑖𝑗 but not other trips,
even those intersecting with window 𝑖𝑗. For each trip 𝑝 ∈ 𝑖𝑗, we have the corresponding taxi fare
in the data set, as denoted by 𝑣𝑝, and the corresponding driving cost, denoted as 𝑣𝑝0, is extracted
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from information provided at https://newsroom.aaa.com/tag/driving-cost-per-mile/. With this,
revenue 𝑏𝑖𝑗 can be estimated as the average revenue of admissible trip set 𝑖𝑗 during window 𝑖𝑗,
i.e., ∑𝑝∈𝑖𝑗(𝑣𝑝 − 𝑣𝑝0 ) ∕ | 𝑖𝑗| . Based on the trip distance hp for each trip 𝑝 ∈ in the data set, we
can easily calculate the average trip distance within time window 𝑖𝑗, i.e., ℎ𝑖𝑗 ∶= ∑𝑝∈𝑖𝑗 ℎ𝑝 ∕ |𝑖𝑗| .
For illustration purposes, we assume the configurations of an EV are the same as Tesla model S.
Then with Tesla Model S’s energy consumption rate per mile provided by the Environmental
Protection Agency (source: https://en.wikipedia.org/wiki/Tesla_Model_S), we can obtain 𝑑𝑖𝑗 as a
product of this rate and the ℎ𝑖𝑗 length.
To prove the external validity of demands revenue, we reproduce travel demands in NYC
and simulate on EV operations to serve the demands and calculate the average demand serving
revenue. In the simulation system, we deploy a fleet of 3000 EVs in New York City to serve travel
demands. The demand data are collected in the Taxicab & Livery Passenger Enhancement
Programs

for

New

York

City

(NYC)

(source:

http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml) in January 01, 2016. The time
interval is 10 mins between each two consecutive time points [𝑖, 𝑖 + 1], ∀𝑖 ∈ 𝐼 . The location data
of

charging

stations

in

NYC

are

extracted

from

OpenData

(source:

https://data.cityofnewyork.us/City-Government/NYC-Street-Centerline-CSCL-/exjm-f27b). We
consider the set of transportation service duration

𝑖 at each time point 𝑖 as

𝑖 =

{1,2,3,4,5,6}, ∀𝑖 ∈ 𝐼. In the beginning, the fleet of EVs are randomly distributed in charging
stations. To estimate the average revenue of serving travel demands for a transportation service
duration 𝑗 ∈ 𝑖, the fleet will serve travel demands in 𝑖𝑗 , the set of all admissible trips in window
𝑖𝑗. For each demand, it will served by the nearest EV. If there are idle EVs at certain time window
𝑖𝑗, they will rebalance to the nearest charging stations and charge until the SoC of the EV reaches
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its capacity L or until time point 𝑖 + 𝑗. In case that the SoC of an EV is less than 20 kWh, it will
rebalance to charge for a time duration 𝑗 in the nearest charging station. To estimate the average
revenue to serve travel demands 𝑑𝑖𝑗 in time window 𝑖𝑗, we calculate the sum of the revenue of the
fleet in time window 𝑖𝑗 and divide it by the fleet size 3000.
Considering the stochasticity of space coordinates of demands and EVs at different time
point, we operate the system for 20 times and take the average value of 𝑑𝑖𝑗 . When considering to
have such a fleet of 3000 EVs to serve the transportation system, the average per EV per time
interval 10 minutes, the average revenue of serving transportation system 𝑑𝑖𝑗 obtained in the
system is $14.858 and the average revenue considering only time window is $14.332. It proves
that the average revenue 𝑑𝑖𝑗 we calculated considering only time window is practicable.
The second data set is simply the electricity rates records in New York City, January 2016
(source: http://www.pjm.com/markets-and-operations/energy/real-time/monthlylmp.aspx). This
data set joint with the charging and discharging rates of Tesla Model S yields charging cost ci and
discharging price 𝑠𝑖 for each interval [𝑖, 𝑖 + 1], 𝑖 ∈ ℐ\𝐼. We can also obtain the increase of SoC
for charging in one time interval, 𝑒 + , and the decrease of SoC for discharging at one time interval,
𝑒 − , and the initial battery level 𝐿.
Note that with different time discretization intervals and time horizon durations, we can
populate data sets of different sizes. In the following experiments, we vary the discretization
interval from 5 to 30 minutes and the time horizon from one day to the full month to generate a
series of instances.
3.2.3.2 Model Performance
In this section we compare the performance of the DP method proposed in Section 3 and a
popular commercial solver Gurobi. Both are coded in the Python language on a computer with a
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3.60 GHz CPU, 16.0 GB RAM and the Windows 7-x64 OS. We test these two methods with the
data sets populated in Section 4.1. The results are summarized in Table 3.3. The considered time
interval, denoted by 𝑡0 is 5 min, 10 min, 15 min, 20min and 30 min in time horizon 𝑇 for 1, 2, 7,
15, 30 days. Therefore, the number of time interval 𝐼 is 𝐼 = 𝑇 ∗ 24 ∗ 60 ∕ 𝑡0 . As more than 95%
of travel demands are completed in 60 mins, we set the maximum travel demand serving time as
60 mins.
Table 3.3 Comparison between dynamic programming and Gurobi

In the table, we see that the DP solution time is much shorter than that of Gurobi across all
instances. When the instance size increases, the DP solution time increases linearly while the
Gurobi solution time increases much more rapidly in a super-linear manner. In particular, the
solution time for Gurobi is above 1000 seconds when the length of the time horizon is longer than
7 days. Whereas DP can yield the optimal solution below one second for most cases and always
no greater than 7 seconds. Also, DP by its definition can always find the exact optimal solution
with no gap. Whereas the Gurobi solution is sub-optimal with a visible gap for many instances.
Overall, it is obvious that DP much outperforms Gurobi and can tackle instances with small time
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intervals, which corresponds to more detailed representation of system dynamics and more flexible
service options for the EV sharing system.
3.2.3.3 Comparison of Time Allocation Solutions
In this section, we test the time allocation solutions to two benchmark instances by varying
the revenue of serving the transportation system and the price of electricity in the power system.
We set the default value of time interval as 10 minutes and the time horizon as 30 days. In Figure
3.14, we show the optimal time allocations at the first 24 time points in different scenarios. The
choices of charging, discharging, serving the transportation system and staying idle are labeled as
𝑆 𝑐 , 𝑆 𝑑 , 𝑆 𝑡 , 𝑆 𝑖 respectively.
In figure 3.14 (a), we test the time allocation solution to instances with different revenue
profiles of serving the transportation system. In the figure, the scenarios are populated by
artificially varying the revenue profiles in the following way.
Comparing with benchmark instance ‘RS’, instances ‘LT’ and ‘LTV’ have shorter times
allocated to the transportation system while instances ‘HT’ and ‘HTV’ have longer transportation
service times, which indicates that the transpiration service time allocation increases with the
transportation revenue magnitude and the variance of transportation revenues. A higher mean
indicates a higher revenue per unit time, which intuitively draws longer transportation service
times. When the variance is higher, the fleet may find more time intervals where the transportation
revenues are higher than the power market returns and thus are more prone to the transportation
market.
Figure 3.14 (b) shows the time allocation solutions to instances with different mean and
variance values of electricity rates. We denote the mean and variance of the electricity rates as me
with a default value of 30 ($ ∕ 𝐾𝑊ℎ) and ve with a default value of 200 ($2 ∕ 𝐾𝑊ℎ2 ),
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respectively. This way, instance ‘RS’ captures the default electricity rate scenario; instances ‘LE’
and ‘HE’ capture low and high electricity rate scenarios, respectively; and instances ‘LEV’ and
‘HEV’ capture low and high electricity rate variance scenarios, respectively.

(a)

(b)
Figure 3.14 Comparison of time allocation solutions. (a) varying transportation revenues; and (b)
varying electric prices
Comparing with benchmark instance ‘RS’, we see that the numbers of time intervals that
the EV fleet is discharging in instances ‘LE’ and ‘HE’ are similar. However, instance ‘LEV’ has
shorter discharging time and instance ‘HEV’ has longer discharging time than instance ‘RS’. It is
interesting to note that the mean of electricity rates does not likely influence the optimal time
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allocation. Actually, the increase in the mean electric price indicates that both charging cost and
discharging income increase at the same magnitudes across all times, thus they offset each other
during repeated discharging charging cycles – the fleet is not better off from a longer discharging,
which has to be followed by a longer charging to maintain the power conservation in a long run.
Where the variance of electricity rates obviously influences the optimal time allocation, as the fleet
finds more opportunities for discharging at relatively high sale prices and charging at relatively
low costs when the variance of electricity rates is higher.
3.2.3.4 Comparison of Optimal Total Profits
In this section, we compared the optimal total profits of the EV sharing fleet providing
discharging service with the optimal total profits of the EV fleet not providing discharging services
to the power system. We set a time interval as 10 minutes and the time horizon as 30 days.
As shown in Figure 3.15, we vary four crucial parameters in the system to compare the
optimal total profit (denoted by 𝐵𝑑𝑖𝑠 ) of the new “energy sponge” service (i.e., with discharging
services) and that (denoted by 𝐵𝑛𝑜𝑑𝑖𝑠 ) of the traditional shared EV service (i.e., without
discharging services). These four figures obviously show that the energy sponge service can
always yield much more profit at all parameter settings. For instance, as Figure 3.15 (c) shows, in
nominal conditions, the energy sponge service improves the profit by over 40% on average. In
Figure 3.15 (a), as transportation revenue mean coefficient 𝑟 𝑏 increases from 0.1 to 2.5, we see
both services yield higher profits, yet their difference remains approximately the same. While
increasing the transportation revenue obviously raises the total system profit, it is interesting to see
that the profit difference is insensitive to the profitability of the transportation market alone. This
indicates that even when the transportation market is quite profitable, introducing the energy
sponge service remains beneficial. In Figure 3.15 (b), as the variance of the transportation revenue
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𝑣 𝑏 increases from 0 to 500 ($2), both services have higher profits and their difference slightly
increases as well. This indicates that it will be even more profitable to serve both transportation
and power systems when the transportation market is more volatile. In Figure 3.15 (c), as the mean
of electric rates 𝑚𝑒 increases from 20 to 40 ($ ∕ 𝐾𝑊ℎ), the profits from both systems remain
stable. This indicates that the profitability of both services is robust against systematic changes of
the average electricity price.

(a)

(b)

(c)

(d)

Figure 3.15 Comparison of optimal total profits. (a) varying magnitude of transportation revenues;
(b) varying variance of transportation revenues; (c) varying mean of electric prices; and (d) varying
variance of electric prices
In Figure 3.15 (d), as the variance of electricity rate 𝑣 𝑒 increases from 0 to 400 ($2 ∕
𝐾𝑊ℎ2 ), we see that while the traditional shared EV service is not much impacted, the profit of the
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energy sponge service keeps increasing. This is because when the electricity rate varies more, there
are more opportunities for the fleet to charge at lower costs and discharge at higher prices. It
implies this new service will become more attractive as the power market gets more volatile.
3.2.3.5 Sensitivity Analysis
In this section, we conduct the sensitivity analysis to test how the optimal time allocation
and the optimal benefit change with different settings of transportation revenues and electricity
rates. The default parameter values are consistent with Section 4.3. We set the time interval as 10
minutes and time horizon as 30 days. The optimal time allocation solutions and revenue are shown
in Figure 3.16 and Figure 3.17.
In Figures 3.16 (a) and (b), we test the influence of the magnitude of transportation
revenues and set 𝑟 𝑏 from 0.1 to 2.5. We see that the transportation service duration and the
corresponding revenue both increase as 𝑟 𝑏 grows. Again, this result verifies that a higher
transportation revenue magnitude will make the transportation market preferable for longer times
over the power market.
In Figures 3.16 (c) and (d), we vary the variance of transportation revenues 𝑣 𝑏 from 0 to
500 ($2 ). We see that as the EV 𝑣 𝑏 increases, the EV fleet serves the transportation system for a
longer time while discharging for a shorter time, and the overall transportation revenue and the
total benefit grow up. This again confirms that a higher transportation variance creates more
opportunities to profit greater from the transportation market.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.16 Sensitivity analysis I. (a), (b) varying magnitude of transportation revenues; (c), (d)
varying variance of transportation revenues; (e), (f) varying mean of electric prices.
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(a)

(b)

Figure 3.17 Sensitivity analysis II. (a), (b) varying variance of electric prices
In Figures 3.16 (e) and (f), we change the mean of electricity rates 𝑚𝑒 from 20 ($ ∕ 𝐾𝑊ℎ)
to 40 ($ ∕ 𝐾𝑊ℎ). When 𝑚𝑒 increases, the time allocations of different services do not change
obviously and the total benefit neither varies much. The charging cost and the discharging revenue
increase because of increased electricity rates. This shows that an overall shift of electricity rates
does not much influence the optimal time allocation and the total benefit, again, due to the lack of
creating electric price discrepancies across different times.
In Figures 3.17 (a) and (b), we change the variance of electricity rates 𝑣 𝑒 from 0 to
400 ($2 ∕ 𝐾𝑊ℎ2 ) . It is shown that the EV fleet discharges for a longer time and serves
transportation for a shorter time when 𝑣 𝑒 increases, and the overall discharging revenue and the
total benefit increases with 𝑣 𝑒 . This is consistent with the finding that a higher electric price
variance creates more opportunities for higher electricity sale prices and cheaper charging costs
across different times.
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3.3 Vacant EV Fleet Operation Optimization Model
3.3.1 Model Formulation
Table 3.4 Notation for key variables and parameters
Parameter

Meaning

𝑁

fleet size

𝑡

time points, 𝑡 ∈ 𝑇

𝑒

SoC level, 𝑒 ∈ 𝐸

𝑒+

charge SoC level in an episode

𝑒−

discharging SoC level in an episode

𝑠

state, 𝑠 = (𝑖, 𝑒, 𝑡), 𝑠 ∈ 𝑆

𝑖

node, 𝑖 ∈ 𝐼

𝑎

action, 𝑎 = (𝑖, 𝑒, 𝑖′, 𝑒′) , 𝑖, 𝑖′ ∈ 𝐼, 𝑒, 𝑒′ ∈ 𝐸, 𝑎 ∈ 𝐴(𝑠)

𝑟(𝑎)
𝜃

action reward of 𝑎
parameterized policy parameter, 𝜃 ∈ 𝑅

𝜋𝜃

parameterized policy, 𝜋 = 𝜋(𝑎|𝑠, 𝜃)

𝜆𝑎,𝑡

travel demand rate at downstream of action 𝑎, 𝑡 ∈ 𝑇

𝑣𝑡

true value function for policy 𝜋 or 𝜋𝑡 , 𝑡 ∈ 𝑇

𝐽𝑡

performance measure of value function v or 𝑣𝑡 ,𝑡 ∈ 𝑇

𝜆𝑖,𝑗,𝑡

demand rate 𝑖, 𝑗 ∈ 𝐼, 𝑡 ∈ 𝑇

𝜇𝑖,𝑗,𝑡

arrival rate for node 𝑖 to node 𝑗 at time point 𝑡, 𝑖, 𝑗 ∈ 𝐼, 𝑡 ∈ 𝑇

𝑑𝑖,𝑗

distance from node 𝑖 to node 𝑗 , 𝑖, 𝑗 ∈ 𝐼

𝑣

average travel speed
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Table 3.4 (Continued)
Parameter

Meaning

𝜏𝑖,𝑗

expected travel time, 𝜏𝑖𝑗 = 𝑑𝑖,𝑗 /𝑣, 𝑖, 𝑗 ∈ 𝐼

𝑤𝑖,𝑡

demand-in-requested rate, 𝑖 ∈ 𝐼, 𝑡 ∈ 𝑇

𝑡
𝑝𝑖,𝑡

possibility that at least one demand-in-requested at node 𝑖 ∈ 𝐼 at
time 𝑡 ∈ 𝑇

𝜆𝑐𝑖,𝑡

charging demand rate

𝜆𝑑𝑖,𝑡

discharging demand rate

𝐶𝑖

charging capacity at node 𝑖 ∈ 𝐼

𝐷𝑖

discharging capacity at node 𝑖 ∈ 𝐼

𝑐
𝑝𝑖,𝑡

possibility that at least one available charging spot at node 𝑖 ∈ 𝐼
at time 𝑡 ∈ 𝑇

𝜂𝑠

average time spent in state 𝑠

𝜇𝑠,𝑡

on-policy distribution in state 𝑠 under policy 𝜋𝑡

𝑟(𝜋𝜃 )
𝑞𝜋 (𝑠, 𝑎)

average rate of reward while following that policy 𝜋𝜃
differential action-value function for state 𝑠 with action a
following policy 𝜋

For the convenience of the readers, the major parameters and variables in this study are
listed in Table 3.4. The proposed problem considers a number of 𝑁 vacant EVs travel in a network.
We define 𝑖 ∈ 𝐼 as the nodes in the network and 𝑡 ∈ 𝑇 as time horizon. At each time point 𝑡, we
define the travel demand from node 𝑖 to node 𝑗 as 𝜆𝑖,𝑗,𝑡 and arrival rate from node 𝑖 to node 𝑗 as
𝜇𝑖,𝑗,𝑡 . When a vacant EV is deployed to serve travel demand, the EV will travel through the shortest
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part from 𝑖 to 𝑗. Each EV has state of SoC denoted as 𝑒 ∈ 𝐸. The SoC level will increase by 𝑒 +
when the EV charge in a node for one time interval and will decrease by 𝑒 − when the EV discharge
in a node for one time interval. We define 𝑎 ∈ 𝐴(𝑠) as possible actions at state 𝑠 = (𝑖, 𝑒, 𝑡), where
𝑎 = (𝑖, 𝑒, 𝑡, 𝑖 ′ , 𝑒 ′ , 𝑡 ′ ) = 𝑠 → 𝑠′ and the corresponding action reward is 𝑟(𝑎). With number of N
vacant EVs in I nodes, the possible location combinations will be in size of 𝑁 𝐼 . Therefore, the state
space is prohibitively larger for a typical urban network with even a small number of nodes. Thus,
we apply a parameterization to the state-space by denoting state 𝑠 as (𝑖, 𝑒, 𝑡) since all vacant can
follow the same value function across nodes.
We define parameterized stochastic policy 𝜋𝜃 = 𝜋(𝑎|𝑠, 𝜃) as the probability that action 𝑎
is chosen given parameters valued at 𝜃, where 𝜃 = 𝜃(𝑠) is a scalar. An exponential softmax
distribution is applied to calculate the probability,
𝜋(𝑎|𝑠, 𝜃) =

exp (𝜃𝑠 ∗ 𝜆𝑎 )
,
∑𝑎′∈𝐴(𝑠) exp (𝜃𝑠 𝜆𝑎′ )

where 𝜆𝑎 is the exogenous passenger arrival rate by action 𝑎. Transitions from state 𝑠 to state 𝑠′
include rebalancing, serving travel demand, charging, discharging, and staying idle. When the EV
is serving demand or rebalancing the relationship between state 𝑠 and 𝑠′ will be 𝑎 =
(𝑖, 𝑗, 𝑒, 𝑒′), 𝑒 − 𝑒′ = 𝜏𝑖,𝑗 , 𝑠 = (𝑖, 𝑒, 𝑡), 𝑠′ = (𝑖, 𝑒, 𝑡 + 𝜏𝑖,𝑗 ). When it is charging, the relationship is
𝑎 = (𝑖, 𝑗, 𝑒, 𝑒 ′ ), 𝑒 − 𝑒′ = 𝑒+, 𝑠 = (𝑖, 𝑒, 𝑡), 𝑠′ = (𝑖, 𝑒, 𝑡 + 𝜏𝑖,𝑗 ) . And when it is discharging, 𝑎 =
(𝑖, 𝑗, 𝑒, 𝑒′), 𝑒 − 𝑒′ = 𝑒 − , 𝑠 = (𝑖, 𝑒, 𝑡), 𝑠′ = (𝑖, 𝑒, 𝑡 + 𝜏𝑖,𝑗 ) ,

or

idle, (𝑖, 𝑗, 𝑒, 𝑒′), 𝑒 − 𝑒′ = 0, 𝑠 =

(𝑖, 𝑒, 𝑡), 𝑠′ = (𝑖, 𝑒, 𝑡 + 𝜏𝑖,𝑗 ). Expect the actions of rebalancing and serving travel demand, the node
value will keep constant, 𝑖 = 𝑗. The corresponding action reward is defined as 𝑟(𝑎).
Considering the demand rate 𝜆𝑖,𝑗,𝑡 at node 𝑖 at time point 𝑡. Without the loss of generality,
the probability that there is at least one travel demand at node 𝑖 to node 𝑗 in one time interval 𝜏 is
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𝑟
𝑝𝑖,𝑗,𝑡
= 1 − exp (−𝜆𝑖,𝑗,𝑡 𝜏). Therefore, the arrival rate at node 𝑖 will be 𝜇𝑖,𝑡 = ∑𝑗∈𝐽 𝜇𝑗,𝑖,𝑡 and thus
𝑣
the possibility of at least one vacant vehicle at node 𝑖 in time interval [𝑡, 𝑡 + 𝜏] is 𝑝𝑖,𝑡
= 1−
𝑣 𝑟
𝑟
exp (−𝜇𝑖,𝑡 𝜏). The demand match probability is calculated as 𝑝𝑖,𝑗,𝑡
= 𝑝𝑖,𝑡
𝑝𝑖,𝑗,𝑡 . Considering the

charging rate and discharging rate at node 𝑖 as 𝜆𝑐𝑖,𝑡 and 𝜆𝑑𝑖,𝑡 . The possibility of matching the
𝑐
𝑣
𝑑
𝑣
charging and discharging demand is 𝑝𝑖,𝑡
= 𝑝𝑖,𝑡
(1 − exp (−(𝐶𝑖 − 𝜆𝑐𝑖,𝑡 𝜏)) and 𝑝𝑖,𝑡
= 𝑝𝑖,𝑡
(1 −

exp (−(𝐷𝑖 − 𝜆𝑑𝑖,𝑡 𝜏)). With the transition probability of actions, the state transition probability is
defined as below,
𝑟
𝑝𝑖,𝑗,𝑡
,
𝑐
,
𝑝(𝑠 ′ |𝑠, 𝑎) = {𝑝𝑖,𝑡
𝑑
𝑝𝑖,𝑡
,

𝑎 = (𝑖, 𝑗, 𝑒, 𝑒′), 𝑒 − 𝑒′ = 𝜏𝑖,𝑗 , 𝑠 = (𝑖, 𝑒, 𝑡), 𝑠′ = (𝑖, 𝑒, 𝑡 + 𝜏𝑖,𝑗 )
𝑎 = (𝑖, 𝑗, 𝑒, 𝑒 ′ ), 𝑒 − 𝑒 ′ = 𝑒 + , 𝑠 = (𝑖, 𝑒, 𝑡), 𝑠 ′ = (𝑖, 𝑒, 𝑡 + 𝜏𝑖,𝑗 ), 𝑖 = 𝑗
𝑎 = (𝑖, 𝑗, 𝑒, 𝑒 ′ ), 𝑒 − 𝑒 ′ = 𝑒 − , 𝑠 = (𝑖, 𝑒, 𝑡), 𝑠 ′ = (𝑖, 𝑒, 𝑡 + 𝜏𝑖,𝑗 ), 𝑖 = 𝑗

With a state distribution 𝜃, let 𝜂𝑠 be the average time that the EV fleet spend in the state
under policy 𝜋_ 𝜃 , 𝜂𝑠 = ∑𝑠′∈𝑆 𝜂𝑠′ ∑𝑎 𝜋𝜃 (𝑎|𝑠 ′ )𝑝(𝑠|𝑠 ′ , 𝑎). By parameterizing the time distribution,
we obtain the on-policy distribution 𝜇𝑠 = ∑

𝜂𝑠

𝑠′ ∈𝑆 𝜂𝑠′

. The average reward thus can be calculated as

follows (Sutton and Barto, 2017):
𝑟(𝜋𝜃 ) = ∑𝑠′∈𝑆 𝜇𝑠′ ∑𝑎∈𝐴(𝑠) 𝜋 (𝑎|𝑠, 𝜃 ) ∑𝑠′ ∈𝑆,𝑟 𝑝𝜃 (𝑠 ′ , 𝑟|𝑠, 𝑎)𝑟(𝑎).
The differential action-value function is needed to calculate the gradient of the objective
function and can be calculated by solving the Bellman’s equations. The Bellman’s equation for
the differential action-value functions are
𝑞𝜋 (𝑠, 𝑎) = ∑ 𝑝(𝑠 ′ , 𝑟|𝑠, 𝑎){𝑟 − 𝑟(𝜋) + ∑ 𝜋(𝑎′ |𝑠 ′ )𝑞𝜋 (𝑠′, 𝑎′)}
𝑟,𝑠′

𝑎′

3.3.2 Solution Algorithm
We apply the gradient ascent algorithm to find the optimal 𝜃 with the deriving method
proposed by Sutton and Barto (2017):
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∇𝐽(𝜃) = ∑ 𝜇(𝑠) ∑ 𝑞𝜋 (𝑠, 𝑎)∇π(a|s, θ)
𝑠

𝑎

The gradient is updated iteratively at each iteration 𝑘,
𝜃 𝑘+1 = 𝜃 𝑘 + 𝛼 𝑘 ∇𝐽(𝜃 𝑘 ),
where 𝛼 𝑘 is the iteration size at iteration 𝑘.
In order to compute ∇𝐽(𝜃), we need the gradient of the softmax, the partial derivative of
the policy probability corresponding to a w.r.t. the input 𝑠. An extended differential action-value
iteration method is used to find the optimal policy parameter. In the outer loop, the gradient is
computed and policy parameter then updated accordingly. In the inner loop, the Bellman’s
equations are solved through iterations given a policy parameter 𝜃. For simplicity, a single policy
parameter is used for all states.
3.3.3 Numerical Experiment
The proposed MDP model and solution algorithm is evaluated using taxi GPS datasets in
Now York (https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page). The investigated time
horizon 𝐼 is set to be a time period within a day. Since we intend to investigate an EV sharing
system, we treat each taxi as an EV. The electricity price is extracted from PJM website
(https://www.pjm.com/markets-and-operations/energy.aspx) at the same time with the travel
demand record in New York. The MDP model is trained with travel demand data and electricity
price data in January 2019 and tested in 1st and 2ed in April 2019.
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(a)

(b)

(c)

(d)

.

Figure 3.18 Sensitivity analysis of the proposed MDP model I
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(a)

(b)

Figure 3.19 Sensitivity analysis of the proposed MDP model II
As shown in Figure 3.18, the system revenue of the fleet in transportation system and
system cost in power system is compared in conditions with or without discharging services as
system parameters changes. In Figure 3.18 (a), when the demand density increases, the
transportation system revenue is increasing with/without discharging services. It is reasonable as
the demand density is increasing, the probability of serving travel demands id increasing, which
causes the rise of total revenue of the EV fleet.
As shown in Figure 3.18 (b), when the power load capacity of power system is increasing,
the total revenue of the EV fleet without discharging services keep constant. It indicates that the
revenue of the EV fleet does not influenced by the power load capacity if the EV fleet do not
provide discharging services. In comparison, the total revenue of the EV fleet will increase as
power load capacity at each location increases. As the power load capacity at each node increases
to 100, the increasing rate decreases as the power load capacity goes beyond the requirement of
the EV fleet.
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When the fleet size is increasing, as shown in Figure 3.18 (c), the fleet’s revenue will
increase. When the fleet is providing discharging services, the total revenue will keep increase
comparing with the fleet that do not provide discharging services. The main reason is that when
the demand requests are all fulfilled by the EV fleet, the fleet can still provide discharging services
when electricity price is high across a day while the fleet without providing discharging services
has no choice but keep idle.
As shown in Figure 3.18 (d), the power system cost keeps increases as demand density
increases. And the total power system cost caused by the EV fleet without discharging services is
higher comparing to the EV fleet with discharging services. The main reason could be because the
EV fleet without discharging service cannot contribute to the power system expect charging in the
power system.
Figure 3.19 (a) shows how the power system cost change when power load capacity is
increasing. The system cost keeps decreasing as power load capacity increases when the EV fleet
discharges to the power system. When the EV fleet do not discharge to the system, the total system
cost decreases in the beginning and keep constant. It indicates that the fleet can choose to charge
when the power price is low so as to lower down the total system cost. However, the EV fleet with
discharging functions can discharge to it when the electricity price is high. Move power load
capacity gives more chance to the fleet to balance the power load though time.
Figure 3.19 (b) shows that the total power system cost decreases as fleet size is increasing.
One possible reason could be that the fleet can choose to charge when power price is low when
there are more EVs in the system. Since the EVs with discharging services can discharge to the
power system, the power system cost by the EV fleet with discharging service is lower.
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Chapter 4: Conclusion4

This paper studies an EAV sharing system infrastructure design problem. Frist, as a major
contribution to the literature, we formulate a set of high-fidelity simulation rules to describe the
dynamic and stochastic operation process of an EAV sharing system. Then by integrating these
simulation rules, a simulation-based optimization model for an EAV sharing system infrastructure
design problem consisting of charging station siting and deciding fleet size for each location has
been proposed. Moreover, nonlinear charging profiles, link capacity, parking capacity and detailed
queuing operation are considered in the model. Since there is no closed-form formulation to
describe the proposed optimization model, a customized heuristic algorithm integrating both
discrete simulation of EAV sharing operation dynamics and GA has been developed to efficiently
solve the EAV system design problem. Numerical experiments are conducted with data in Yantai
city, China to illustrate the efficiency of the proposed simulation rules, the optimization model and
the customized solution algorithm. We found that given a specific set of installed stations and fleet
sizes, the average objective value of only 40 simulation runs can approximate the true expectation
of system operation costs very well. Several groups of experiments are conducted to illustrate how
the key parameters influence the optimal cost components, total numbers of built charging stations
and deployed vehicles, and the optimal EAV sharing system design.
For future study, this research could be extended in several directions by relaxing a set of
assumptions we made. In the study, we assume whenever a not fully charged EAV appears at an

4

This chapter was published in Zhao et al (2019). Permission is included in Appendix B.
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installed charging station will be charged immediately, which may not be consistent with the
practice. In future studies, EAV queues waiting for charging should be integrated the proposed
simulation rule set. Also, since EAV sharing is an emerging transportation service, in future study,
integrating it into a comprehensive transportation system including multiple transportation modes
(e.g., private car, transit, taxi, etc.) could be more beneficial for planning charging stations and
serving individual trips.
Moreover, this paper proposes a new concept of “energy sponge” for an EV sharing system
that enables this system serving both transportation and power markets. This concept can improve
the carsharing system's profitability by taking advantage of dynamics in both transportation and
power markets. To realize this concept in time allocation decisions in an EV sharing system, we
formulate an integer programming model and propose an efficient dynamic programming
algorithm to solve it. We also propose a novel method to extract model input parameters from realworld data. The numerical example shows that the DP algorithm much outperforms a standard
commercial solver Gurobi regarding to the solution time and the precision of optimal solutions
and benefits. The sensitivity analysis reveals interesting insights into how the optimal time
allocations and the benefit components change with the key parameter settings. We find that the
system profit is improved by the proposed energy sponge service by over 40% on average in
nominal conditions and is further amplified as the variances of the transportation revenue and the
electricity price increase.
This paper proposes a new fundamental concept that opens up a range of future research
opportunities. The current model can be extended to several directions. First, it is interesting to
consider spatial heterogeneity of the demand and EV distributions. Incorporating detailed routes
of individual EVs (instead of a fleet as a whole) based on spatially distributed travel demands can
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further improve the system efficiency and reduce its costs. The current model assumes future travel
demand and price of electricity are known in advance. While this assumption suffices certain
planning purposes, it may not capture real-time stochasticity of systems with relatively volatile
demand or electricity rates. Therefore, it will be interesting to investigate how to integrate the
stochastic travel demand and electricity rates to this model framework. While the current model
focuses on the profitability of the EV fleet alone, it is also important to investigate how to realize
the full potential of the energy sponge service in dampening the oscillations in both transportation
and power markets and enhancing the resilience of both systems.
A vacant EV routing problem is formulated with MDP. Stochastic transition probability,
travel demand and electricity price is considered within different time points in a day. Distribution
equations and service matching functions is calculated at relevant states. The policy is
parameterized based on distribution of vacant EVs, travel demand rates at each time interval. And
a policy gradient algorithm is designed where the gradient can be calculated from the value
function and steady-state distribution. The performance of the proposed model and algorithm is
evaluated with real-world taxi data and electricity price in New York. The proposed approach is
shown to be promising increasing revenue of the EV fleet with discharging services. The trained
policy is applicable in real-time.
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