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Abstract— Cyclists on rural highways travel at much lower 
speeds than motor vehicles. There is concern that unsteady 
aerodynamic loads produced as a large vehicle passes a cyclist 
can cause instability and loss of control, potentially initiating a 
traumatic accident for the cyclist. Large lateral spacing can be 
provided between cyclists and motor vehicles using wider paved 
shoulders, however this adds cost to road construction, so there 
is a need to balance the needs of cyclist safety and paved 
shoulder width. Understanding the nature of the unsteady wind 
loads experienced by a cyclist when a motor vehicle passes is a 
necessary first step in determining optimum paved shoulder 
widths. An experiment was conducted that directly measured the 
lateral forces on a full scale model cyclist, static pressure and 
wind speed as motor vehicles passed a cyclist. As a motor vehicle 
passed, the cyclist first experienced a large transient lateral 
forcing, followed by lower magnitude forcing. The magnitude of 
the force was well correlated to the measured static pressure, 
while induced transient wind speeds were relatively low (on the 
order of 1 m/s). As would be expected, the magnitude of forcing 
increases with vehicle size and speed, and decreases as lateral 
spacing between cyclist and vehicle increases. The results were 
used to develop an expression to predict tipping moment as a 
function of passing vehicle characteristics and offset distance. 
Keywords-bicycle; wind load; aerodynamics; passing vehicles 
I.  INTRODUCTION
The passing of a large vehicle like a truck can be an unsettling 
experience for a cyclist travelling on a rural highway. The wakes 
of large vehicles produce aerodynamic forces on cyclists and 
other road-side objects. There is concern that unsteady lateral 
forces on a cyclist produced by a large passing vehicle could 
cause a cyclist to become unstable and lose control, potentially 
initiating a traumatic accident. 
If available, cyclists on rural highways generally utilize paved 
shoulders for travel, allowing them to travel outside the regular 
travel lane. Wider paved shoulders allow cyclists to travel with 
greater lateral separation from large vehicles, reducing the 
aerodynamic forces experienced by a cyclist induced by passing 
vehicles. However, shoulder paving cost increases with width, 
and the safety benefits of increased shoulder paving width must 
be balanced with costs [1]. Currently, information is still needed 
on minimum safe lateral spacing between the travel paths of 
bicycles and large vehicles on rural highways. Minimum safe 
spacing depends on the aerodynamic forces induced on a cyclist 
by large vehicles passing at highway speeds, and the maximum 
such forces that a cyclist can experience and remain stable [2].  
There is little quantitative information available on the forces 
induced on cyclists by wakes generated by passing large vehicles. 
Several publications on bicycle infrastructure design [3-5] 
reproduce the same plot of lateral aerodynamic “force” exerted 
on a cyclist by a passing truck as a function of speed and 
separation distance (Fig. 1). A 1976 US government report [6] 
was the earliest incarnation of this plot that was found. No 
information on the source of the plot was provided except a note 
that it was from “prior research.”  
It is apparent Figure 1 is at best an idealization. While force is 
approximately proportional to the square of the vehicle velocity, 
the linear relationship between separation distance and force 
seems physically unlikely. The reporting of a force in units of 
mass (kg) is worrisome (note that lbs was used by Smith [6]), and 
it is unclear if average or peak lateral forces are reported. No 
guidance is given on how the estimated tolerance limit of 1.73 kg 
(17 N) was derived. Despite these limitations, the 17 N lateral 
force limit and Fig. 1 appear to be the current accepted standard 
in the bikeway design literature for aerodynamic forces on 
cyclists due to passing vehicles. For example, Llorca et al. [2] 
recently applied this same linear relationship with zero effect at 
3.0 m in their analysis of motor vehicles passing cyclists. 
Only one prior study was located that attempted to directly 
measure the wind loads that would be induced on a cyclist (as 
opposed to other object) by a passing vehicle [7]. Two propeller 
anemometers were placed at the roadside, and the induced wind 
was measured as a heavy goods truck was driven past at a range 
of speeds and offset distances. However, the impact on a cyclist 
was estimated using assumptions of cyclist area and drag 
coefficient, rather than by a more direct form of measurement. 
They observed that as the truck passed, a wind speed “pulse” 
occurred in the lateral direction that was first away from, and then 
towards, the direction of the vehicle. As vehicle speed increased, 
the amplitude of this pulse increased while the time duration 
decreased, and it was noted that the rapid change in wind direction 
was likely to be particularly destabilizing. 
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Figure 1. Aerodynamic force on a cyclist due to a passing 
large truck. From [4]. 
Research has been conducted in the similar areas of wind 
loads caused by large trucks on overhead sign bridges [8], 
temporary roadside signs and barriers [9] and pedestrians [10]. 
Recently, Lichtneger and Ruck [11] experimentally measured 
forces on a range of plates beside and above passing vehicles 
ranging from passenger cars to large buses and trucks (lorries). 
The winds induced on railway station platforms due to passing 
express trains have also been studied [12, 13].  
While these studies encompass a range of situations and 
investigative methods (field measurements, simulations, theory), 
they agree on the features of the aerodynamic forcing experienced 
by a stationary or relatively slow moving object (such as a 
bicycle) being passed closely by a high-speed vehicle. The most 
concerning effect of a passing large vehicle is an initial sharp 
pulse of increased pressure, which occurs over a time period of a 
few tenths of seconds, and is followed immediately by a period 
of decreased pressure. This is accompanied by wind speed gusts 
on the order of 1 m/s, also over a time period of order 0.1 s. The 
magnitude of these pressures and gusts increases with frontal area 
of the passing vehicle and decreases with vehicle streamlining. 
The initial pressure pulse is followed by increased turbulence and 
a return to pressures nearer ambient. The passage of large gaps in 
vehicles (e.g. between truck cab and trailer) and the blunt tail of 
a vehicle also induce pulses of pressure and wind speed variation 
from ambient levels, although these are typically lower than those 
associated with the passing of the front of the vehicle. An example 
of the transient forcing, pressure and air speed from the 
experiments for this project is shown later in Fig. 4. 
There are a few important differences between the case of 
lateral forcing on a moving cyclist that could cause loss of 
balance, and forcing of stationary objects such as signs and walls. 
First, while all prior literature has focused on forces on cyclists or 
other surfaces, arguably the most important phenomena from the 
passing of a large vehicle would be not a transient lateral force on 
the cyclist, but rather the resulting transient lateral moment 
around the contact line between the wheels and the road surface. 
A lateral force exerted only a centimeter above the ground would 
do much less to unbalance a traveling cyclist than the same force 
exerted at the level of the cyclists shoulders or head (provided the 
wheels do not slide sideways, which given the forces we will 
discuss below is a reasonable assumption). In the experiments and 
discussion that follow, it will be lateral moments that are 
measured and considered, rather than just lateral force, although 
at times “force” will be used because moment will be the force 
measured by a load cell multiplied by a known moment arm.  
The time periods of transient forcing of the cyclist are also 
very important. Unlike signs or walls, cyclists actively respond to 
transient forcing, by adjusting steering and body position, in order 
to maintain a balanced riding position. A cyclist could easily 
respond to a large force (or moment) being applied smoothly and 
gradually over a long period of time. However, the same forcing 
applied in a few milliseconds could cause an immediate 
instability that would be very difficult to correct and could lead to 
a loss of balance. Unlike for fixed objects, forcing timing matters, 
as does the nature of the cyclist’s response.  
Bicycle-specific measurements of the aerodynamic forces 
induced by large passing vehicles are still needed. It is not feasible 
to calculate highly accurate wind and pressure forces on a bicycle 
and rider because they are a geometrically complex bluff-body, 
unlike the uniform flat plate or cylindrical tubes typical of 
highway signs and sign bridges, immersed in a highly transient 
flow. While there is a large body of research on the aerodynamics 
of both cyclists and motor vehicles, most has been conducted with 
the goal of reducing the steady state aerodynamic drag of the 
vehicle itself. These studies don’t address crosswinds or unsteady 
flow, and are of little use for this research. Also, studies that do 
investigate crosswinds are generally not directly applicable. For 
example, Moulton et al. [14] investigated the crosswind loads on 
a streamlined bicycle, and Tew and Sayers [15] measured 
crosswind effects on bicycle wheels. However, different forces 
due to crosswind effects would be expected for a conventional 
upright non-streamlined bicycle (which is essentially a collection 
of bluff bodies), rather than a rotating wheel or streamlined 
human powered vehicle. The authours could find no direct 
measurements of lateral aerodynamic forces on a non-racing 
cyclist due to transient events such as passage of a large vehicle. 
Given the temporal and spatial transience of the flow, this 
situation cannot be reliably modelled using CFD tools unless field 
data is available to validate the CFD simulations. The geometry 
of an unstreamlined bicycle and rider is quite complex, and it is 
not feasible to directly measure the induced pressures using 
pressure taps. Therefore, measuring the forces induced on a full 
size bicycle was selected as the most feasible approach. This 
research project sought to address this lack of fundamental data 
by directly measuring the lateral force caused by passing vehicles 
on upright, diamond frame, single rider, non-streamlined 
bicycles. It should be noted that the experiment documented 
below was a relatively modest, resource-constrained affair. While 
some conclusions are provided to some of the questions and 
issues raised above, significant scope remains for additional 
experimental study.   
II. METHODOLOGY
A stationary instrumented bicycle with full scale model rider, 
three-dimensional sonic anemometer (RM Young 81000) and 
omni-directional static pressure sensor were placed in a line 
adjacent to the vehicle travel path in Fig. 2. The test vehicle would 
first pass the model cyclist, than the pressure probe, and last the 
sonic anemometer. Horizontal spacing was 1.20 m between the 
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centers of the anemometer and pressure probe, and 1.00 m 
between the pressure probe center and the leading edge of the 
front bicycle tire. The anemometer and pressure probe were 
mounted on vertical poles at a sampling height of 1.15 m. Lateral 
moment on the bicycle, static pressure and three-dimensional 
wind speed were measured simultaneously as vehicles passed. 
Static pressure was measured using a parallel plate two-port 
static pressure probe like that of Robertson [16]. A Setra 265 
differential pressure transducer was mounted immediately below 
the pressure probe. The reference side of the transducer was 
connected to a rigid tank housed within an insulated container 
(the white box in Fig. 2) that included a small rigid syringe to 
allow setting of the reference pressure, allowing recording of both 
positive and negative pressures relative to ambient pressure. 
Characteristics of the truck and the model bicyclist are 
summarized in Table 1. Projected areas and centroids were 
determined by analysis of photographs taken specifically for 
measurement purposes using a long telephoto lens to minimize 
parallax errors. ImageJ (https://imagej.nih.gov/ij/) was used for 
the actual image analysis. 
All testing was done on a closed course. Cones and pavement 
markings located prior to the bicycle and sensors allowed the 
vehicle driver to laterally position the vehicle as it passed the 
instruments. Two optical switches placed on the roadway 10 m 
apart adjacent to the instruments directly measured the speed of 
the passing vehicle. The distance between vehicle path and the 
line of instruments was measured directly by wetting the roadway 
before the vehicle passed, and measuring the distance to the tire 
tracks left by the vehicle immediately after it passed. The method 
was accurate to  1 cm. 
The bicycle wheels were set in a low-profile heavy aluminum 
channel, and the tires were inflated to a very high pressure to 
produce minimal resistance to rotation in the lateral direction. The 
bicycle brakes were permanently set to prevent forward or 
backward rolling of the bicycle. A dummy rider was constructed 
incorporating a solid wood, metal and plastic frame, plus 
additional packing material inside a full length 8 mm neoprene 
wetsuit. Boots, a foam head and cycling helmet and diving gloves 
were attached rigidly to the body frame at the locations of feet, 
head and hands. The dummy was rigidly affixed to the bicycle at 
the handlebars and pedals, positioned in a semi-upright riding 
position. The dimensions of the combination bicycle and rider are 
also given in Table 1. 
Lateral force on the model cyclist was directly measured 
using a custom-built load cell. A temperature-compensating load 
cell was constructed by placing four surface-mount strain gauges 
wired in a full Wheatstone bridge on the surface of a thin wall 
aluminum tube. Spherical rod-end joints were placed at each end 
of the tube. The tube was oriented horizontally with one end 
connected to the downtube of the bicycle above the pedals at a 
height of 0.59 m above the ground. The other end was affixed to 
a heavy low-profile rigid frame. The load cell provided the only 
lateral support of the bicycle. Before each set of tests the load cell 
was calibrated in-situ using precise weights and a pulley system 
to apply tensile and compressive lateral forces up to 15 N. The 
Wheatstone bridge was connected via shielded cables to a 
custom-built amplifier. 
All instrumentation was connected to a netbook computer 
using a National Instruments USB-6008 data acquisition device 
(for switches, barometer, load cell, lateral component of wind 
speed) and serial-to-USB converter (all anemometer channels). A 
custom-written LabView application simultaneously collected 
and stored measurements of optical switch output, pressure, force 
and lateral wind speed component at 1000 Hz. Note that the 
update rate of the anemometer was 32 Hz, meaning that the lateral 
wind speed is oversampled. Additionally, all channels of 
anemometer output (three wind speed components and 
temperature) were recorded at a rate of 32 Hz by recording the 
anemometer serial output. 
Table 1. Vehicle and model cyclist parameters. 
Parameter Model Bicyclist Truck 
Description Semi-upright, with 
helmet, on 26” 
wheel mountain bike 
2001 Dodge Ram, 4 
wheel drive, full size 
pickup truck 
Drag Coefficient 0.9 – 1.1 [17] 0.47 [18] 
Frontal Area 0.74 m2 3.17 m2
Overall Height 1.72 m 1.84 m 
Overall Length 1.67 m 5.49 m 
Side Area 0.71 m2
Centroid Height Above 
Ground 
0.87 m 
Centroid Horizontal 
Distance from Front 
0.94 m 
III. RESULTS
Data was collected for passes of the truck at a range of offset 
distances and vehicle speeds, as shown in Fig. 3. Maximum 
speeds were limited by the need to bring the vehicle up to test 
speed, settle at that speed, pass through the test area, and 
decelerate safely. Pressure, wind and loading fluctuations were 
negligible when the truck passed at a speed of Uv less than 30 
km/h. 
Figure 2. Overview of experimental setup. Vehicles passed on 
right side, in same direction as cyclist. 
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Figure 3. Test data speed and offset distances. 
Measurements of lateral force, lateral wind speed component 
and static pressure from a typical run are shown in Figure 4. The 
data is presented time-offset based on the vehicle speed, so that 
the three traces represent measurements that would be observed 
at a single location for any given time. 
Lorca et al. [2], and Lichtneger and Ruck [11] suggest that the 
lateral force F on a roadside object might be modeled as 
 𝐶𝑓 = 2𝐹 𝜌𝐴𝑣𝑈𝑣
2⁄  
where  is air density, Av is frontal area of the passing vehicle and 
Uv is the relative velocity of the passing vehicle. The coefficient 
Cf is a dimensionless value that accounts for the streamlining and 
shape of both the passing vehicle and the cyclist. A peak pressure 
difference coefficient Cp can be similarly defined as 
 𝐶𝑝 = 2𝑃 𝜌𝑈𝑣
2⁄  
where P  is   is air density and Uv is the relative velocity of the 
passing vehicle. The coefficient Cp is a dimensionless force 
coefficient with a similar role to Cf. 
The initial pulse of pressure and air velocity (and resulting 
transient moment on the cyclist) are larger than any of the 
fluctuations that followed, both in terms of overall magnitude, 
and in terms of time rate of change of the quantities. In this study, 
the magnitude of the difference between the first positive peak 
and negative “peaks” of pressure, air speed and moment were 
extracted from the time-series data for each run. (For example, in 
Fig. 4, the peak differences in pressure, force and wind speed are 
20 Pa, 6.4 N and 2.0 m/s, all occurring within the first second.) 
Fig. 5 shows the measured peak force difference versus 
measured peak pressure difference. (While the experiment was 
configured to measure a torque, all tests had the same moment 
arm and the load cell itself measures force.) The relationship 
between the two is approximately linear, within measurement 
uncertainty. This suggests measurements of pressure, which are 
simpler experimentally and can be found in the literature (e.g. 
Lichtneger and Ruck [11] or Sanz-Andrés and Santiago-Prowald 
[12]) can be used to give reasonable approximations of the side 
force (or moment) that could be expected on a cyclist. 
Fig. 6 shows the peak differences of pressure, force and wind 
speed U as a function of offset distance. It can be argued that 
offset distance could be normalized by the square root of the 
vehicle frontal area, however, verification of this theory was not 
possible since only a single vehicle was tested. 
Figure 4. Example pressure, load cell force and wind speed 
magnitude. Vehicle speed 53.3 km/h, offset distance 1.35 m. 
Figure 5. Peak differences in pressure and force observed for 
each test case. 
Figure 6. Measured peak differences versus offset distance. 
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Fig. 7 shows an updated version of Fig. 1 based on the 
experimental measurements presented here. Peak force was 
assumed to vary with vehicle velocity squared, and the measured 
force was used with Eqn. 2 and the fit equation for Cf in Fig. 6. 
The resulting forces were multiplied by 0.59 m (the experimental 
moment arm) to get tipping moments, in Nm. This gives a 
predictive equation for tipping moment M of 
 𝑀 =
1
2
𝜌𝐴𝑣𝑈𝑣
2(0.0281𝑑−1.675)𝐿 
where L is the experimental moment arm (0.59 m) and d is the 
offset distance in units of meters. 
Although no supporting evidence was found for the 17 N 
“tolerance limit” reported (and re-reported in the literature) [3-6], 
here it has been converted to a moment by multiplying by the 0.87 
m centroid height of the bike and rider in this experiment (Table 
1) and is included in Fig. 7 for comparison purposes. Due to the
power law relation used to fit the data, the model shown in Fig. 7
is unrealistic at offset distances less than about 1 m. Since offset
distance is measured from vehicle side to the centerline of the
cyclist, vehicles passing with offsets much less than 1 m would
risk physically contacting the cyclist.
Both experimental results (Fig. 6) and the tipping moment 
model (Eqn. 3; Fig. 7) suggest that tipping moment decreases 
asymptotically with offset distance. No supporting evidence was 
found to support the assumption of no forcing at offset distances 
greater than 3.0 m shown in Fig. 1. The magnitudes of the 
experimental forces and moments, and those predicted by the 
resulting model, were of similar magnitude to those in Fig. 1 and 
those observed by Lichtneger and Ruck [11] for a small flat 
surface alongside a roadway at cyclist height. 
Finally, readers are cautioned that the uncertainty of Fig. 7 is 
high, owing to the scatter in the experimental data from which it 
was derived and the limited nature of these preliminary 
experiments (e.g. only one test vehicle). 
IV. CONCLUSIONS
The results of this experimental study suggest that the peak 
forcing on a bicycle is reasonably well correlated to the peak 
static pressure pulse (within experimental scatter), and also to the 
peak wind speed magnitude. This means that (1) measurements 
of wind speed and/or pressure may be sufficient in future 
experiments, and (2) extrapolation from studies of similar objects, 
such as signs and walls near roadways, should likely give 
representative forcing for bicycles. 
The relationship in Fig. 1 appears to be a reasonably practical 
approximation for general planning. The most notable deficiency 
is that vehicle size and aerodynamic considerations are not 
illustrated. Fig. 7 presents a possible improvement to this 
relationship, however, it is not yet validated. During this study, it 
became apparent that there is little understanding of what levels 
and types of transient forcing cyclists can safely compensate for 
in practice. This would be an interesting and relevant area for 
future investigation.   
Figure 7. Estimated tipping moments for the cyclist 
and vehicle from the current study. 
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Abstract— Landing gears (LG) are primarily designed to 
support all the loads of an aircraft during landing, taxiing, and 
taking off. To ease inspection and maintenance, the 
aerodynamic design is not refined, where many components 
are exposed to the air flow generating what so-called 
aeroacoustics noise. To understand the underline physics and 
investigate both the flow field and its associated acoustic field, 
a two-dimensional (2D) case of flow past a circular cylinder 
was simulated using ANSYS Fluent. Two different Reynolds 
numbers, Re, 150 and 90,000 were examined. For low Re, two 
distinct numerical conditions steady and unsteady flow were 
simulated and compared to examine the effect of the time 
dependency on the associated acoustic field. For high Re, the 
acoustic field was computed using the built-in Ffowcs William 
and Hawkings (FW-H) acoustic analogy solver in Fluent. The 
results show the importance of considering the time variable to 
extract the corresponding flow data. The far-field noise 
prediction highly depends on the location of the near-filed data 
and its associated integral source terms (surface/volume).  
Keywords-Reynolds number; acoustic analogy; near-field; far-
field; pressure fluctuations 
I.  INTRODUCTION 
The aircraft noise was recognized as an environmental 
problem in the early 1950s, when the turbo-jet powered aircraft 
was introduced to the markets. Since then, the aircraft noise 
issue has been dominated by jet noise, known as propulsive 
noise. In the early 1970s, aircraft noise was successively 
reduced after the introduction of the first twin cycle bypass 
turbofan engines [1]. Due to the noise reduction of the 
propulsive noise that originates from jet-engines, the airframe 
itself becomes the major contributor to the overall noise. As a 
result of decades of research and development into noise 
reduction, by the year 2000 the aircraft noise level had become 
20-30 dB quieter compared to the first generation of turbofan 
powered aircraft. The US and European communities have set 
a target to minimize the noise level by 50% near airport areas 
by 2020 [2]. By 2050, the overall noise level emission of flying 
aircraft should be further reduced by 65% [3]. When the 
aircraft approaches the airport, the engines are almost at low 
speed which reduces its noise contribution. That yields to put a 
high portion of the generated noise on the airframe itself. 
Among the airframe components, the landing gears have been 
identified as a main source of noise during the approach phase, 
when they are fully deployed prior to landing for both aircraft 
types: long range and short range. It has a significant noise 
level due to its complex structural design that consists of many 
components with different lengths and sizes. 
For a commercial aircraft, the noise generated from the 
airframe has received much attention in recent years. This has 
led the Federal Aviation Administration (FAA) to impose strict 
regulations on the aircraft noise level [4]. All these demands 
created pressure on industries and academic communities to 
develop improved techniques for noise reduction and better 
methods for its prediction. To ease inspection and maintenance, 
the aerodynamic design is not refined. As a result, many 
components such as, hydraulic cables, electric wiring, torque 
links, front and rear braces are exposed to the air flow. 
Therefore, the flow separation over the LG components 
constitutes the main noise source mechanism through unsteady 
wake flow and large-scale vortex instability and deformation 
[5]. In the literature, there are three distinct approaches to study 
flow field and associated acoustic field around the LG within 
certain limitations. Those approaches are experimental, 
empirical, and numerical. The main difference between flow 
around landing gears and that around simple geometries, like 
single or tandem circular cylinders, is the three-dimensionality 
flow characteristic. For that reason, the experimental studies for 
the isolated or installed LG system are recommended but too 
expensive. Thus, the numerical approach becomes an 
alternative candidate to resolve this issue. Although current 
computational approaches are infeasible to handle all the 
turbulence scales that inevitably exist in cases of complex 
geometry such as a LG, there are some computational fluid 
dynamic (CFD) approaches that have been utilized to resolve 
this issue. The most popular methods are Direct Numerical 
Simulations (DNS), Large-Eddy Simulations (LES), and 
Reynolds Averaged Navier-Stokes (RANS). Recently, there is 
a common CFD method known as Detached-Eddy Simulations 
(DES). The DES approach is a combination of LES and RANS 
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solvers, the LES takes care of the large-scale separated flow 
regions, while RANS handles the modeling of the turbulence 
boundary layer [6]. 
Any aeroacoustics problem consists of two fields as its 
name implies fluid dynamics and acoustics, respectively. It is a 
two-step process: 1) sound generation based on the study of the 
aerodynamic flow which generates sound/noise sources and 
then, 2) sound propagation based on the investigation of the 
acoustic field spreading in a medium at rest that generated from 
step 1. The Lighthill’s acoustic analogy is considered as the 
first pioneering work in sound generated aerodynamically and 
is named after Jims Lighthill [7] in 1952. In 1954, he assumed 
that the turbulent fluctuations of the stream are equivalently 
represented by a distribution of quadrupole sources in the same 
volume of the flow. In 1955, Curle [8] modified the Lighthill’s 
analogy to include the effect of solid boundaries. In 1969, 
Ffowcs William and Hawkings [9] considered both the 
influence of the solid surfaces and the turbulence in arbitrary 
motion and developed the FW-H analogy. The FW-H analogy 
is considered as the generalized Lighthill’s acoustic analogy 
which makes it more common and applicable for a wide range 
of applications. Van Mierlo et al. [10] studied the influence of 
the main landing gear (MLG) inclination angle on the noise 
level using ANSYS Fluent. However, they did not include the 
contribution of the quadrupole sources corresponds to the 
volume integral due to its high computational cost. Thus, the 
selection of the surface always coincides with the wall of the 
bluff body. The same approach was used by Long et al. [11] to 
study the far-field noise of a simplified nose landing gear 
(NLG). They noticed that the directivity of the noise is a dipole 
like source. Another method based on CFD and the FW-H 
equation with penetrable surface has advanced considerably. 
For instance, Lockard et al. [12] compared the results and 
noticed that the noise predicted based on solid surface agreed 
well with the near-field CFD results, and that noise predicted 
based on the penetrable surface was highly suspected to be 
corrupted by the pseudo-sound created at the closing FW-H 
surface in the wake region. Also, Spalart et al. [13] and Sanders 
et al. [14] argued that by calculating the noise based only on a 
solid surface would lead to inaccurate results even at a Mach 
number as low as 0.115. The results revealed a typical 
discrepancy of 3 dB compared to the permeable surface. 
In this study, since the LG system is too complex and 
contains multiple bluff bodies, 2D flow past a circular cylinder 
with two different Re numbers were simulated. This simplified 
case will pave the road to understand the underlying physics of 
both flow structure (near-field) as well as its associated noise 
propagation (far-field). Different turbulent models were 
examined according with the flow anticipated behavior 
(laminar/turbulent). The FW-H solver in Fluent was utilized to 
study the far-field noise prediction.    
II. ACOUSTIC ANALOGY FORMULATIONS
A. Lighthill Acoustic Analogy 
Lighthill formulated a wave equation of acoustic analogy 
where the source derived by comparing the exact equations of 
motion of a fluid with the equations of sound propagation in a 
medium at rest as follows [7], 
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where ( )oρ ρ ρ¢ = - indicates density perturbation, ijT is the 
Lighthill’s stress tensor, 
ij ij ijP p δ τ¢= -  refers to the compressive
stress tensor with p ¢  being the fluctuating pressure and ijτ being 
the total stress tensor equal to 
ij ijσ pδ-  with ijσ  refers to the 
residual stress tensor. Note that iv  and jv  indicate the velocity 
components in ix and jx directions, respectively, and oc  is the 
speed of sound. 
B. Ffowcs Williams and Hawkings Acoustic Analogy 
Curle [8] expanded the Lighthill’s analogy considering a 
rigid surface; after that, Ffowcs Williams and Hawkings 
further generalized the theory considering a rigid object in 
arbitrary motion as follows [9], 
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Where f represents the body surface as function of f (x, t) = 
0; in which f < 0 and f > 0 refer to inside and outside of rigid 
body, respectively. The right-hand side of (3) is the source 
terms; the first term shown explicitly in (2) physically means 
unsteadiness inside the fluid expressed in quadruple source as 
Reynolds stress which is called turbulent-induced term, the 
second term is dipole source due to local fluctuating stresses 
exerted by the surface on the fluid and third term is monopole 
source generated by mass-flux fluctuating around the surface. 
The last two terms are represented in (4) and (5) which are 
called loading noise and thickness noise, respectively.  
The differential form of FW-H shown in (3) can be written 
in terms of fluctuating pressure based on the following 
relationship ( )2op c r¢ = ¢ which shows the isentropic relation.
There are three important functions used in the above equations 
namely Kronecker delta,
ijd , Heaviside, ( )H f , and the
derivative of the Heaviside function ( ) ( )H f fd¢ =  is the Dirac
delta. The turbulent term associated with the quadrupole source 
is in volume integration. Hence, the decision of including the 
contribution of the volumes in fluid around rigid body to 
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integrate and evaluate the integration kernel is difficult. Thus, it 
requires a better algorithm/numerical technique to handle the 
computational cost and memory management. This approach is 
still under investigation and deserves more developments.    
III. NUMERICAL SET UP
A two-dimensional case of flow past a circular cylinder was 
simulated using ANSYS Fluent. First, the flow domain was 
designed using ANSYS Workbench. The computational 
domain was extended 5 times and 20 times the cylinder of 
unity diameter, D, upstream and downstream, respectively. The 
vertical dimension is 5D equally in both Y-directions from the 
cylinder center. Then, the domain was meshed using an 
unstructured method of a triangular. However, close to the 
cylinder wall the structured mesh with rectangular shape 
elements were utilized to account for the boundary layer (BL) 
effect. The total number of cells is 22370. After that, the 
boundary conditions (B.C’s) were assigned within 
corresponding input values. All the numerical modeling 
process is shown in Fig. 1(a), (b), and (c) starts from the 
domain, mesh, and B.C’s, respectively, including the values of 
B.C’s as shown in Table I. 
Figure 1.  Numerical Modeling: (a) Computational domain, (b) Mesh 
generation, and (c) Boundary conditions 
TABLE I.  BOUNDARY CONDITIONS  
B.C. Value Remarks 
Inlet V = 1 [m/s] They are common for 
incompressible flows Outlet Gauge Pressure = 0 [Pa] 
Wall_cylinder Stationary wall, Vwall = 0 [m/s] With no-slip condition 
Symmetry_top No values needed to be entered To ensure that flow does not form B.L.  Symmetry_bottom 
Two different Reynolds numbers were examined Re=150 
and 90,000. In case of low Re, two distinct numerical 
conditions steady and unsteady flow were simulated and 
compared to examine the effect of the time dependency. For 
both flow conditions the viscous laminar model was utilized. In 
case of high Re, the acoustic field was computed using the 
built-in FW-H solver available in Fluent. For this case, the 
same computational domain is utilized, but the DES with a 
Spalart-Allmaras (one-equation) model is used to capture the 
turbulent flow. 
IV. RESULTS AND DISCUSSION
The pressure distribution around the cylinder was computed 
for both cases and validated with analytical as well as 
experimental data [16] and showed good agreement as shown 
in Fig. 2. The analytical pressure coefficient, Cp=1- 4sin2θ, with 
respect to different azimuthal angles around the cylinder 
(0o≤θ≤180o) depicts the symmetrical pattern of the inviscid 
flow. This symmetry indicates that the integrated surface 
pressure force in streamwise direction is zero (i.e., no drag 
force effect). This is an example of the d’Alembert paradox for 
inviscid flow past an immersed body. However, the 
experimental data show completely different flow behavior 
upstream and downstream the bluff body. It strongly depends 
on the Reynolds numbers as shown in Fig. 2 below, where both 
the numerical results of laminar and turbulent successfully 
reproduce the flow behavior upstream and downstream. For the 
laminar, the separation occurs at around θ=87o which creates a 
broad wake and very low pressure within large drag coefficient. 
In contrast, the turbulent flow has a boundary layer that is more 
resistant which delays the separation point to occur at about 
θ=120o and then a smaller wake and higher pressure within 
about 75% less drag coefficient is resulted.     
Figure 2.  Pressure coefficient profile around the upper surface  
The purpose of steady-state simulation is to investigate the 
mean flow patterns around the bluff-body. The results showed 
that only the mean velocity and pressure can be captured as 
shown in Fig. 3(a) and (b), respectively. This is evidence that 
the acoustic field cannot be extracted, but the results could be 
utilized as an initial value for simulating unsteady case. On the 
other hand, the unsteady flow simulation includes the transient 
behavior which then clearly depicts the flow motion as shown 
in Fig. 3(c), (d), (e) and (f). The flow instability downstream 
known as von Karman Street was successfully captured. 
(a) (c) (e)
(b) (d) (f)
Figure 3.  Near-field results of flow around circular cylinder with Re=150 
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Because the flow depends on time, it is important to 
calculate the time step. For example, in the region behind the 
circular cylinder a vortex shedding will be created. From the 
experiments [15], the Strouhal number, St = f D/v is 0.172, then 
the period, T=1/f is found to equal 5.8139 seconds if the 
frequency, f is calculated. By assuming the number of time 
steps is n = 20, then ∆T = T/n = 0.291 seconds, so then, the first 
vortex shedding can be captured. Note that the lift coefficient, 
CL, has a sinusoidal pattern which is an indication of the 
sustained vortex shedding that takes place in the wake region as 
shown in Fig. 4.  
Figure 4.  Lift Coefficient time history and frequency content for Re=150 
The associated acoustic pressure fluctuations for Re=150 
were collected at two receivers, receiver 1 and receiver 2 
located at 90o above the circular cylinder within 0.665 m and 
2.432 m, respectively. Fig. 5 shows that the far-field pressure 
fluctuations at both locations preserved the periodicity pattern. 
That because the near-field flow pressure oscillated with 
sinusoidal type of behavior when the flow instability occurs.      
Figure 5.  Acoustic pressure fluctuations at two different locations  
From Fluent the drag force, Fd, is found to equal 0.696 N, 
then the drag coefficient, Cd, was calculated using this relation: 
Cd=2Fd/ρV2A, where A is the projected area normal to the flow 
direction (i.e. for a 2D cylinder is equal to the diameter), and it 
turned out to be equal to 1.392 which differs by about 7.2% 
from the experimental value [15].  
For Re=90,000, the near-field data that corresponds to the 
far-field acoustic prediction is captured as seen in Fig. 6. The 
wall of the circular cylinder is selected to extract all the 
relevant acoustic source date such as velocity and pressure. In 
case of 2D, the source correlation length is assigned to be about 
5D since the Fluent assumes that the sound sources are 
perfectly correlated over the specified correlation length and 
zero outside. The acoustic pressure signals at the two receiver 
locations were detected and shown in Fig. 7(a). Also, the 
spectral of the receiver signals are plotted using the Fast 
Fourier Transform (FFT). Then, the sound pressure level (dB) 
versus the frequency (Hz) is calculated as shown in Fig. 7(b) 
and (c). Due to the turbulence behavior, different size of eddies 
generated, but the small-scale eddies are not captured within 
this number of cells. The results prove that the noise generated 
is a broadband as detected by receivers 1 and 2. In this case, the 
pressure fluctuations are no more preserving the periodicity and 
revealed asymmetric behavior. This indicates that a higher 
frequency creates a more rapid variation in air pressure and 
results in a higher pitch.  
(a)  (b) 
Figure 6.  Numerical results of flow around circular cylinder with Re=90,000 
(a)  
(b)  (c)  
Figure 7.  Acoustic results of flow around circular cylinder with Re=90,000 
V. CONCLUSION 
In order to understand the physics of both flow and acoustic 
fields of landing gear systems, 2D flow past a bluff body 
(circular cylinder) was simulated using ANSYS Fluent. Two 
distinct Re numbers 150 and 90,000 were examined. The time 
dependency consideration affects the extraction of near-field 
flow data as well as the far-field noise prediction. The FW-H 
solver in Fluent does not include the contribution of the 
quadrupole sources (volume integration). Thus, type and 
location of the surface data are crucial in capturing the far-field 
noise level. Further investigations are needed to adjust for all 
source terms. An efficient algorithm/numerical technique in 
terms of computational cost and memory management are 
highly required to tackle such complex case like a LG. 
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Abstract— In the conventional mechanical micropumps, the 
motion from one component (such as gear or diaphragm) 
produces pressure difference, which is needed to move fluid. 
In this paper, we propose a new method to use double PZT 
layers as an actuator for a valveless micropump, which is 
designed for pumping blood. Due to the high surface tension 
of blood, one PZT actuator is not strong enough to produce 
sufficient displacement. So instead of one PZT layer, a 
double-PZT layer is utilized to produce movement force. In 
this research, the analytic equations of a double circular PZT 
layer are derived to express the natural frequency of the 
system. The finite element method (FEM) simulation is 
utilized to verify the analytic equations. Then the required 
input voltage is applied to maximize the functionality of the 
system, whose simulation results are compared with the 
experimental measurement setup. Finally, a typical valveless 
micropump with the proposed double PZT layer is simulated 
by using COMSOL Multiphysics software. The flow rate of 
this configuration is compared with a single PZT actuator to 
demonstrate the effect of the proposed double-PZT actuator on 
the application to the valveless micropumps. 
Keywords-component; circular PZT actuator; mechanical 
vibration; valveless micropump; FEM modeling   
I. INTRODUCTION
The concept of microfluid was introduced 40 years ago, 
with the advent of inkjet printing nozzle by IBM (E. Bassous et 
al. 1977 and Petersen K E 1979) [1]. In 1993, Peter Gravesen et 
al. published a review paper about micro pumping technology 
and different actuating principles [2]. Afterwards many new 
fabrication technologies and in turn new micropump 
technologies have been developed, such as the positive 
displacement micropump by Cunneen et al in 1997 [3], the 
electro-osmotic micro-pump by Chen et al. in 2005 [4], the 
pneumatic PDMS micropump by Jeong and Konishi in 2007 
[5], the piezoelectric micro-pump by Samira Kaviani et al in 
2014 [6], and the high pressure peristaltic micropump by Loth 
and Förster in 2016 [7]. These are just some examples of the 
new technologies and fabrication methods in the microfluidic 
area, where the micropump design is highly dependent on 
specific applications. 
In this paper, a valveless micropump with a double PZT 
layer actuator is developed to pump blood sample. In general, 
being applied a voltage, a piezoelectric (PZT) layer bends 
inwards into the micropump [8]. This action pushes the fluid 
out of the chamber through the outlet valve. In suction mode, 
when the voltage is removed, the PZT layer would back up to 
allow the fluid to enter the chamber. This reciprocating process 
causes the pumping action. A recent attempt of improving PZT 
micropump was done by Hu et al. in 2017 [9], who added a 
new layer to the previous design to decrease the resonant 
frequency as an advantage of the newly designed device. The 
authors verified the FEM model with experimental setup. An 
accurate analytic modeling for a single circular piezoelectric 
actuator was developed by Mo et al. [10]. They investigated the 
effect of the thickness ratio and the radius of the piezoelectric 
layer, which is bonded to a metallic layer with the maximum 
deflection by using their proposed analytic model. A recent 
analytic modeling based on the thin plate theory and Kelvin–
Voigt laws for a single piezoelectric actuator was proposed by 
Esfahani and Bahrami [11]. They also studied the vibration 
analysis of an edge clamp for a rectangular PZT actuator in a 
fluid environment. They considered the effect of fluid on the 
system by adding a damping coefficient to their equations, and 
then solved the governing equation by a numerical method. In 
[12], they also investigated the effect of the input voltage, 
viscoelastic elements, damping coefficient, and excitation 
signal on the system response. They verified their proposed 
modeling with the FEM method by using COMSOL 
Multiphysics software. 
This paper is organized as follows. In Section 2, the 
governing equations of double PZT layer with a bonding layer 
will be presented and then the natural frequency will be 
calculated. In Section 3, the FEM simulation will be presented 
to verify the analytic solution. Then the required voltage, which 
can maximize the functionality of the system, will be 
computed. By utilizing a high voltage amplifier and a signal 
generator, we construct the test bench of our prototype system. 
The measurement result will be compared with the FEM result. 
In Section 4, we use COMSOL Multiphysics software to help 
design a typical valveless micropump. With reference to the 
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computated natural frequency of the system, a high AC voltage 
with the same frequency is applied to the system to investigate 
the effect of the double PZT layer on the output flow rate. 
Finally, we draw a conclusion in Section 5. 
II. DYNAMIC MODEL
The primary purpose of a double PZT layer actuator is to 
provide large bending displacement in the transverse direction. 
As illustrated in Fig. 1, two piezoelectric layers are glued with 
each other by a bonding layer. Two PZT layers are assumed to 
connect each other by a massless and linear bonding layer. The 
radius of the bonding layer and PZT layers is 𝑟𝑂  and the 
thicknesses of PZT layers and bonding layer are 𝑡𝑝 and 𝑡𝑏. In 
this model, because of the thickness of electrodes is less than 
0.5 𝜇𝑚, the effect of the electrode on deflection of the PZT 
layers will be ignored [13].  
Figure 1.  The schematic view of a double PZT layer with a bonding layer. 
The axisymmetric governing equations can be obtained by 
utilizing LaGrange method as follows: 
𝑇1 (
𝜕2𝑤1(𝑟,𝑡)
𝜕𝑟2
+
1
𝑟
𝜕𝑤1(𝑟,𝑡)
𝜕𝑟
) = 𝑚1
𝜕2𝑤1(𝑟,𝑡) 
𝜕𝑡2
+
𝑘(𝑤1(𝑟, 𝑡) − 𝑤2(𝑟, 𝑡)) + 𝑓1(𝑡) 
(1-1)
𝑇2 (
𝜕2𝑤2(𝑟,𝑡)
𝜕𝑟2
+
1
𝑟
𝜕𝑤2(𝑟,𝑡)
𝜕𝑟
) = 𝑚2
𝜕2𝑤2(𝑟,𝑡) 
𝜕𝑡2
−
𝑘(𝑤1(𝑟, 𝑡) − 𝑤2(𝑟, 𝑡)) + 𝑓2(𝑡) 
(1-2)
where 𝑇1and 𝑇2 are the tension, 𝑤1and 𝑤2 are displacement, 𝑘 
is the stiffness coefficient of the bonding layer, 𝑚1 and 𝑚2 are 
the mass per unit area. To compute natural frequencies, 𝑓1 and 
𝑓2 should be equal to zero. The PZT layers are clamped along 
the edge such that there is no displacement and as a result the 
boundary equations can be written as follows: 
𝑤𝑖(𝑟𝑜 , 𝑡) = 0, 𝑤𝑖(0, 𝑡) ≠ ∞. (i=1 or 2)  (2)
Moreover, the PZT layers have no initial displacement: 
𝑤𝑖(𝑟, 0) = 𝑤0, 
𝜕𝑤𝑖
𝜕𝑡
(𝑟, 0) = 0 (3)
 By applying the separation variation method, 𝑤1  and 𝑤2 
can be rewritten as follows: 
𝑤1(𝑟, 𝑡) = 𝑅1(𝑟)𝑍(𝑡) (4-1)
𝑤2(𝑟, 𝑡) = 𝑅2(𝑟)𝑍(𝑡) (4-2)
Z(t)𝑇1 (
𝜕2𝑅1(𝑟)
𝜕𝑟2
+
1
𝑟
𝜕𝑅1(𝑟)
𝜕𝑟
) = 𝑚1𝑅1(𝑟)
𝜕2𝑍(𝑡)
𝜕𝑡2
+
(5-1)
𝑘(𝑅1(𝑟)𝑍(𝑡) − 𝑅2(𝑟)𝑍(𝑡)) 
Z(t)𝑇2 (
𝜕2𝑅2(𝑟)
𝜕𝑟2
+
1
𝑟
𝜕𝑅2(𝑟)
𝜕𝑟
) = 𝑚2𝑅2(𝑟)
𝜕2𝑍(𝑡)
𝜕𝑡2
−
𝑘(𝑅1(𝑟)𝑍(𝑡) − 𝑅2(𝑟)𝑍(𝑡)) 
(5-2)
Let’s assume that 𝑍(𝑡) = 𝑍0𝑒
−𝑖𝜔𝑡  then:
𝑍0𝑒
−𝑖𝜔𝑡𝑇1 (
𝜕2𝑅1(𝑟)
𝜕𝑟2
+
1
𝑟
𝜕𝑅1(𝑟)
𝜕𝑟
) =
𝑚1𝑅1(𝑟)𝑍0𝑒
−𝑖𝜔𝑡(−𝜔2) + 𝑘(𝑅1(𝑟)𝑍0𝑒
−𝑖𝜔𝑡 −
𝑅2(𝑟)𝑍0𝑒
−𝑖𝜔𝑡)
(6-1)
𝑍0𝑒
−𝑖𝜔𝑡𝑇2 (
𝜕2𝑅2(𝑟)
𝜕𝑟2
+
1
𝑟
𝜕𝑅2(𝑟)
𝜕𝑟
) =
𝑚2𝑅2(𝑟)𝑍0𝑒
−𝑖𝜔𝑡(−𝜔2) − 𝑘(𝑅1(𝑟)𝑍0𝑒
−𝑖𝜔𝑡 −
𝑅2(𝑟)𝑍0𝑒
−𝑖𝜔𝑡)
(6-2)
These equations can be rewritten as: 
𝑍0𝑒
−𝑖𝜔𝑡𝑇1 (
𝜕2𝑅1(𝑟)
𝜕𝑟2
+
1
𝑟
𝜕𝑅1(𝑟)
𝜕𝑟
) =
𝑚1𝑅1(𝑟)𝑍0𝑒
−𝑖𝜔𝑡(−𝜔2) + 𝑘𝑍0𝑒
−𝑖𝜔𝑡(𝑅1(𝑟) −
𝑅2(𝑟))   
(7-1)
𝑍0𝑒
−𝑖𝜔𝑡𝑇2 (
𝜕2𝑅2(𝑟)
𝜕𝑟2
+
1
𝑟
𝜕𝑅2(𝑟)
𝜕𝑟
) =
𝑚2𝑅2(𝑟)𝑍0𝑒
−𝑖𝜔𝑡(−𝜔2) − 𝑘𝑍0𝑒
−𝑖𝜔𝑡(𝑅1(𝑟) −
𝑅2(𝑟))    
(7-2)
With simplification: 
𝑇1 (
𝜕2𝑅1(𝑟)
𝜕𝑟2
+
1
𝑟
𝜕𝑅1(𝑟)
𝜕𝑟
) = −𝑚1𝜔
2𝑅1(𝑟) +
𝑘(𝑅1(𝑟) − 𝑅2(𝑟)) 
(8-1)
𝑇2 (
𝜕2𝑅2(𝑟)
𝜕𝑟2
+
1
𝑟
𝜕𝑅2(𝑟)
𝜕𝑟
) = −𝑚2𝜔
2𝑅2(𝑟) −
𝑘(𝑅1(𝑟) − 𝑅2(𝑟)) 
(8-2)
Let’s define ∇𝑅𝑖 =
𝜕2𝑅𝑖(𝑟)
𝜕𝑟2
+
1
𝑟
𝜕𝑅𝑖(𝑟)
𝜕𝑟
. By substituting  ∇𝑅𝑖 
into the equations, the following equations will be obtained: 
𝑇1𝛻𝑅1 + (𝑚1𝜔
2 − 𝑘)𝑅1(𝑟) + 𝑘𝑅2(𝑟) = 0 , (9-1)
𝑇2𝛻𝑅2 + (𝑚2𝜔
2 − 𝑘)𝑅2(𝑟) + 𝑘𝑅1(𝑟) = 0 . (9-2)
By eliminating 𝑅2 from these equations, the following 
equation can be obtained: 
(𝛻 + 𝐶1
2)(𝛻 + 𝐶2
2)𝑅1 = 0 (10)
where 𝐶1 and 𝐶2 are equal to: 
𝐶1,2
2 =
1
𝑇1𝑇2
(−(𝑚2𝑇1 + 𝑚1𝑇2)𝜔
2 + (𝑇1 + 𝑇2)𝑘) ±
(2𝑇1𝑇2𝑘
2 + 𝑇2
2𝑚1
2𝜔4 + 𝑇1
2𝑚2
2𝜔4 + 𝑇2
2𝑘2 + 𝑇1
2𝑘2 −
2𝑚2𝜔
2𝑇1
2𝑘 + 2𝑚1𝑇2
2𝜔2𝑘 − 2𝑚2𝑚1𝑇1𝑇2𝜔
4 +
(11)
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2𝑚1𝑇1𝑇2𝑘𝜔
2)
1
2) 
The solution of this equation can be represented as Bessel 
function as follows: 
𝑅1𝑖 = 𝑎𝑖𝐽𝑖(𝐶1𝑟) + 𝑏𝑖𝑌𝑖(𝐶1𝑟) (12)
By applying the first boundry condition, since 𝑅1𝑖(0, 𝑡) ≠
∞. 𝑏𝑖 should be equal to zero and also by applying the second 
B.C, 𝑅1𝑖(𝑟𝑜 , 𝑡) = 0, it can be shown that: 
𝐽𝑖(𝐶1𝑟) = 0  or 𝐽𝑖(𝛿) = 0 (13)
where 𝛿 is the root of Bessel function. Now by solving this 
simple algebraic equation, natural frequencies 𝜔 of the system 
can be calculated. Material properties of the system are shown 
in Table I. 
TABLE I. MATERIAL PROPERTIES OF PZT AND BONDING LAYER. 
Mechanical property 
Bonding layer 
(Epoxy Resin) 
PZT (Lead 
Zirconate Titanate) 
Mass density 2000 (𝐾𝑔/𝑚3) 7500 (𝐾𝑔/𝑚3) 
Elastic modulus 5.17 (𝐺𝑃𝑎) 9.5 (𝐺𝑃𝑎) 
Poisson’s ratio 0.31 0.30 
III. FEM MODELING AND EXPERIMENTAL SETUP
To validate the analytic solution, FEM method and 
experimental setup are utilized. Two piezoelectric actuators 
with the radius of 14 mm, which are glued to each other by a 
bonding layer, are simulated in Comsol Multiphysics software. 
Fig. 2 shows the mode shapes of the system that are calculated 
by FEM simulation. 
a 
b 
c 
Figure 2.  The natural frequency of double PZT layer with bonding layer in 
Comsol Multiphysics software a) The first mode shape, b) The second mode 
shape, c) The third mode shape. 
The maximum stress occurs at the boundary condition. The 
Tresca stress at the boundary as a function of frequency is 
shown in Fig. 3. The result demonstrates that the maximum 
displacement and maximum stress will occur at the first natural 
frequency 𝜔1. As a result, the maximum functionality of the 
system is at the first natural frequency. Table II shows the 
natural frequency, which is calculated by analytic solution and 
FEM modeling. The absolute percentage error (APD) is 
calculated by the following equation [14-15]: 
𝜖𝑖 = 100 |
(𝜔𝐹𝑖−𝜔𝐴𝑖)
𝜔𝐹𝑖
| (14)
where 𝜔𝐹𝑖  is natural frequencies calculated by FEM 
simulation, and 𝜔𝐴𝑖  is natural frequencies calculated by 
analytic solution.  
Figure 3.  The Tresca stress at the boundary of the system for the first, 
second, and third natural frequencies. 
TABLE II. THE FIRST, SECOND AND THIRD NATURAL FREQUENCY 
Resonant 
frequency 
Analytical 
Solution (HZ) 
FEM 
Modeling 
(HZ) 
Absolute 
percentage 
Error (APD) 
1 7947.35 8014.1 0.83 
2 15678.86 15800 0.76 
3 24507.32 24637 0.52 
The result shows the accuracy of the analytic model. We 
can see that this analytic model is very valuable, since the 
designer can use it to estimate the natural frequency of a new 
double PZT layer very quickly for different dimensions without 
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any expensive FEM simulation. The transverse vibration of the 
double PZT layer will be turned into a time-dependent 
vibration when the input voltage signal changes as a function of 
time. The important point is to find the best input signal, which 
can maximize the efficiency of the system. In order to reach 
this goal, after calculating the natural frequencies, the first 
natural frequency will be chosen to apply to the system. So a 
high voltage signal with the same frequency 𝜔1will be applied 
to the system and the maximum deflection will be measured by 
FEM simulation and experimental setup. Fig. 4-a shows the 
excitation voltage, which is equal to 200sin (𝜔1𝑡). The system 
response is shown in Fig.  4-b. The maximum stress, which 
occurs at edge, is shown as a function of time in this figure. 
This figure reveals that the maximum deflection of the system 
with respect to that excitation signal is equal to 121 𝜇𝑚. 
(a) 
(b) 
Figure 4.  a) The excitation signal at the first natural frequency, b) The Tresca 
stress at the boundary and displacement profile. 
For the experimental setup, the main instruments include a 
fixture, a high precision laser measurement sensor (LK-H022, 
resolution of 0.02 𝜇𝑚 ), a signal generator, a high-precision 
high voltage power amplifier (TEGAM-2350), and a data 
acquisition system.. The experimental setup is shown in Fig. 5. 
In order to verify the FEM simulation along with the 
experimental measurement results, an excitation signal the 
same as Fig. 4-a was applied to the system. Fig. 6 shows the 
center deflection of the double PZT layer. As can be seen in 
this figure, the maximum value for deflection is equal to 117 
𝜇𝑚, which is close to the FEM result with the error of 3.3%. 
Figure 5.  1) Double PZT layer, 2) Fixture, 3) Vibration Shaker Systems, 4) a 
high precision laser measurement sensor (LK-H022, resolution of 0.02 μm), 5) 
Signal generator, 6) Precision power amplifier high voltage (TEGAM-2350), 
7) Data acquisition system.
Figure 6.  The center displacement response of the system under excitation 
signal of 200sin (𝜔1𝑡) 
IV. APPLICATION OF DOUBLE PZT LAYER IN MICROPUMP
In this section, the double PZT actuator will be installed on 
a valveless micropump to see the effect of this proposed 
actuator on the flow rate of the valveless micropump. In the 
conventional mechanical micropump, the motion of one 
component such as gear or diaphragm can produce pressure 
difference, which is needed to move fluid sample. Mechanical 
micropumps can be classified into the following categories: 
rotary micropumps, moving diaphragm micropumps, and 
peristaltic micropumps. The actuation methods of the moving 
diaphragm micropumps include piezoelectric, electrostatic, 
thermopneumatic, shape memory alloys, and other novelties. In 
this research, we choose the double piezoelectric actuator to 
move the diaphragm of a valveless micropump. A typical 
configuration of the valveless micropump with the double 
piezoelectric actuator in COMSOL Multiphysics software is 
shown in Fig. 7. COMSOL Multiphysics is powerful software 
that can simulate the interface between solid structure, fluid 
environment, and electrical field.  
In a typical valveless micropump, there is no moving part. It 
works base on geometry property of nozzle and diffuser. The 
purpose of this section is not focused on the principle of this 
type of micropumps. More detail about the micropump design 
can be found in Stemme’s and Cui’s papers [16,17]. Fig. 7-a 
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shows the micropump chamber in suction mode and Fig.  7-b 
shows the chamber of micropump in pump mode. 
(a) 
(b) 
Figure 7.  The FEM modeling of the valveless micropump with double PZT 
actuator a) The suction mode, b) The pump mode. 
In order to investigate the effect of the double PZT actuator 
on the system, the flow rate of the system is calculated by FEM 
simulation. Fig. 8-a shows the flow rate of a valveless 
micropump with a regular single PZT actuator. As can be seen 
from this figure, the maximum flow rate reaches up to 1.47 ∗
10−5 𝑚2/𝑠 . On the other hand, Fig. 8-b shows the flow rate of
the same microvalve in the same condition, but with a double 
PZT actuator and a bonding layer. As can be seen from this 
figure the maximum flow rate would reach 12.1 ∗ 10−5 𝑚2/𝑠,
which is suitable for pumping biological samples such as 
blood. In other words, by utilizing our proposed double PZT 
actuator, the flow rate of a valveless micropump can increase 
up to 8.23 times.  
(a) 
(b) 
Figure 8.  The output flow rate of the valveless micropump a) With a single 
PZT actuator, b) With a double PZT actuator. 
V. CONCLUSION
In this research, we designed a double PZT layer as an 
actuator for a valveless micropump. The analytic analysis of 
this newly proposed actuator was first conducted and then 
verified with FEM simulation. The comparison between 
COMSOL Multiphysics simulation and analytic computation 
reveals the high accuracy of our deducted analytic solution, 
whose error is less than 1%. This is valuable since the designer 
can estimate the natural frequency of a new double PZT layer 
quickly for different dimensions by using our analytic solution 
without depending on any expensive FEM simulation. 
Moreover, the experimental setup was established to measure 
the maximum displacement for a comparison with the FEM 
simulation. The result shows that the difference between FEM 
simulation and our experimental measurement is less than 4%. 
Furthermore, the proposed actuator was applied to a typical 
valveless micropump to evaluate the functionality of the 
actuator. The comparison between a regular valveless 
micropump with a single PZT actuator and the same 
micropump with a double PZT actuator reveals that the flow 
rate will increase up to 8.23 times. 
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Abstract— Crude oil spill is a significant threat to marine 
wildlife and human health. Understanding the interaction of 
oil-degrading bacteria at aqueous-oil interfaces at 
submillimeter scale is crucial to biodegradation and 
bioremediation. Here we present a microfluidic system that 
allows real-time and parallel observation of bacteria 
interaction with crude oil during biofilm formation and 
degradation of the oil. A simple and robust microfluidic 
platform is designed, fabricated and tested. Stable and 
controllable oil-bacterial solution interfaces are formed. The 
theory of the capillary valves used in the device and the 
microfabrication steps are presented. Experimental results 
show the accumulation of Marinobacter 
hydrocarbonoclasticus –an oil degrading bacteria– at the 
bacterial solution interface with paraffin oil. After ~3 hr of 
incubation, bacteria start to form microcolony at the oil 
interface. Results show that presented microfluidic device can 
be successfully used for research on bacteria-oil interactions 
and other applications requiring an interface formed by two 
immiscible liquids.
Keywords- microfluidics; oil-degrading bacteria; biofilm; 
interfaces; capillary valve 
I. INTRODUCTION 
Crude oil spill is a significant threat to marine wildlife and 
human health. Each year, ~700 million tons of crude oil is 
introduced to aquatic ecosystem through human related 
activities and by natural seepage from reservoirs  [1], [2]. 
This, therefore, has motivated more progress in marine oil 
spill remediation studies [3], [4]. Nature has evolved an 
effective way to rectify the problem using indigenous 
microorganisms to clean up the oil contaminants [5]. 
Marinobacter hydrocarbonoclasticus (MH) is an aquatic 
bacterium with the ability to form biofilms at the interface 
between water and oil [6]. MH uses this ability to increase the 
bioavailability of hydrocarbons, which serve as its main 
energy source, and further to degrade the oil. Biofilms have 
been previously studied using macroscopic approaches [7]. 
Analysis at microscales, however, can provide key 
information on the dynamics of biofilm formation and 
disruption [8], [9]. A central challenge for studying MH is to 
form a stable and observable oil-bacterial solution interface 
that mimics those found in natural settings. 
Over the last decade, the lab-on-a-chip technology and in 
particular microfluidics has been maturing, leading to 
tremendous applications in life science and engineering [10]. 
In general, microfluidics can help to overcome challenges and 
limitations of convectional assays, for example in biology and 
chemistry, and also allow development of approaches that can 
lead to better understanding of natural or engineered 
phenomenon at submillimeter scale [11]. Microfluidics offers 
unique advantages such as low sample and reagent volumes 
(µL to pL), precise control of spatial and temporal factors with 
high sensitivity, low-cost, with simplified fabrication and 
operation steps [10], [12]. Moreover, the use of biocompatible 
and optically transparent materials such as 
Polydimethylsiloxane (PDMS) facilitates the culture of 
biological samples and image acquisition using conventional 
microscopy [13]. These advantages make microfluidics an 
ideal tool for studying the interaction of Marinobacter 
hydrocarbonoclasticus with oil. 
Here we present a simple and versatile microfluidic device 
for studying bacteria with oil degrading ability as a model for 
marine bacteria interaction with crude oil during biofilm 
formation. Using capillary valves incorporated in the 
microfluidic device, the oil-bacterial solution interface is 
realized. The principle behind the capillary valves used in the 
microfluidic device is presented. Use of such microfluidic 
device with passive valves is advantageous because it does not 
require complex setup, thus increasing the simplicity of the 
fabrication and liquid handling in the device. The design of the 
device allows for experimental parallelization with different 
conditions at a time to investigate, for instance, the effects of 
two different oils or promoting/inhibitory reagents on the 
bacteria interaction with the oil. 
II. RESULTS AND DISCUSSION
A. Microfluidic device
Fig. 1 shows the schematic representation of the
microfluidic device for studying bacteria interaction with oil. 
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The device consists of three parallel channels that allow the 
formation of immiscible liquid-liquid interfaces. The middle 
and the two adjacent channels are interconnected through 100 
µm gaps between 20 trapezoidal posts located in series (Fig. 1). 
All channels have 40 µm height. The abrupt angle of the posts 
geometry increases the physical contact angle between the 
solid-liquid interface, resulting in a capillary valve action [14], 
which consequently retains the meniscus between the 
microposts and prevents the liquid in the middle channel from 
flowing into the side channels. The middle channel can be 
filled with oil and side channels with bacteria solution to bring 
the two liquids into contact (Fig. 1). Fig. 2 shows the PDMS 
microfluidic device fabricated using photolithography and soft 
lithography techniques as described in the method section [15]. 
Figure 1.  Architecture of the microfluidic device developed to study 
interaction of Marinobacter hydrocarbonoclasticus and oil. Liquid-liquid 
interfaces are achieved at the meniscuses formed as a result of the gaps 
between the microposts.  
B. Capillary valves
The capillary valves stop the liquid from flowing to a
certain region of the microfluidic device using a capillary 
pressure barrier [14]–[16]. For this particular type of valve, the 
capillary pressure barrier develops when abrupt enlargement 
of the channel happens. The valve consists of a region of the 
channel that is necked down followed by a sharp expansion of 
the cross-section that locally increases of the static contact 
angle. In the proposed microfluidic device, the implemented 
micorposts work as capillary valves (Fig. 2). 
Figure 2.  Image of fabricated PDMS microfluidic device. The loaded blue 
liquid is stopped from flowing to the side channels by the microposts acting as 
capillary valves. 
The capillary valves stop the liquid from flowing to a 
certain region of the microfluidic device using a capillary 
pressure barrier [14]–[16]. For this particular type of valve, the 
capillary pressure barrier develops when abrupt enlargement of 
the channel happens. The valve consists of a region of the 
channel that is necked down followed by a sharp expansion of 
the cross-section that locally increases of the static contact 
angle. The loaded liquid in the microfluidic device drives by 
the combination of the external pressure and capillary action in 
the channel and between microposts (necked regions, Fig. 3a). 
The abrupt enlargement of the edge of the microposts (145º) 
prevented the liquid from flooding to the side channel using the 
pressure barrier (Fig. 3b). This can be explained in terms of 
changes in the energy for the liquid-solid-air interface system. 
The total interfacial energy (UT) of capillary system can be 
presented by:     
 UT = ASLγSL + ASAγSA + ALAγLA (1) 
where ASL and γSL, ASA and γSA, ALA and γLA are solid-liquid, 
solid-air, and liquid-air interface areas and surface energies per 
unit area, respectively [16], [17]. The relation between surface 
energies of triple interfaces and the contact angle of liquid 𝜃C 
with the surface of microfluidic channel at the meniscus can be 
expressed by Young’s equation: 
 γSA = γSL + γLA cos 𝜃C (2) 
The UT of the system is a function of loaded volume liquid 
(VL) into the device as wetted surfaces change by increase of 
the VL. 
When liquid is loaded, it wets the surfaces of the channels 
which increases the liquid-solid interface and thus the positive 
pressure moves the liquid forward and fills the channel. In 
order to stop the liquid from going to the side channels, 
pressure as driving force should be controlled. This can be 
achieved by geometry change of the valve. The abrupt 
geometry change of valve results in an increase of liquid-air 
interface more than solid-liquid interface at the end of the 
tapered edge, which leads to opposite sign of the pressure at 
the meniscus. The negative pressure is a repulsive force and 
thus stops the filling front at the edge of the valve. When the 
liquid reaches the sharp edge of the valve, the filling front 
stops and meniscus remains at the edge unless higher pressure 
is applied to the liquid which breaks the pressure barrier and 
liquid flows to the side channels. The Young-Laplace equation 
expresses the inverse relation of pressure across the liquid-air 
interface and the radius of meniscus. According to the 
equation 4, the pressure at the liquid-air interface increases 
when the meniscus radius (r) gets smaller or in other words 
when meniscus becomes more convex [16], [18].  
Depending on the difference between internal pressure 
(p) of the liquid and normal pressure in the side channel (pn),
the liquid-air interface bulges more or less. For a given volume,
if further illiquid is gradually loaded to the channel, the liquid
continues to move and meniscus shape changes from concave
to flat and then to convex (Fig. 3). If the volume of the liquid
decreases, the meniscus shape changes back to the concave.
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This is a reversible action until the meniscus is pinned and 
valve is not open. Here we assume that all the surfaces in the 
microchannel for PDMS and glass are homogenous and have 
same surface properties (e.i. hydrophobic). 
Figure 3.  Principle of the capillary valves. (a) Filling front of the liquid 
while reaching the sharp edge of the valve and (b) the pinned meniscus due to 
the pressure barrier from the valve. 
C. Formation of liquid-liquid interface
To test the functionality of the device, first the middle
channel was filled with the oil (colored in green in Fig. 4) and 
after the oil filling front between the microposts was stopped 
by the valves, the side channels were filled with the water 
(colored in pink in Fig. 4). Fig. 4 shows the well-defined oil-
water interfaces formed between microposts. Similar 
interfaces achived for all the 20 gaps between microposts. By 
modulating the volume of liquid loaded into the middle 
channel, meniscus shape can be altered and concave, flat, and 
convex meniscus can be achieved (Fig. 5).  
Figure 4.  Stable and well-defined oil-water interfaces formed between 
microposts. Oil is colored in green and water in pink. 
The effectiveness of the valves to pin and maintain the 
meniscus during the experiments were tested and results 
showed that oil-bacterial solution interfaces were stable over 
the course of the experiment for > 5 hr. Using this approach, it 
is possible to bring two immiscible liquids into contact and 
form a liquid-liquid interface, such as oil-water, between the 
microposts. 
Figure 5.  Zoomed view of the middle channel filled with water. By varying 
the volume of liquid loaded to the channel, the meniscus shape can be 
controlled to be a) convex, b) flat, and c) concave. Side channel was left 
empty. The dashed line and circles show the direction of the meniscus. 
D. Bacteria interaction with oil
In order to study biofilms formation at the oil-water
interface, the middle channel was loaded with metabolisable 
hydrocarbon and the side channels were filled with highly 
concentrated salt solution containing FITC-labeled M. 
hydrocarbonoclasticus. The experimental results demonstrate 
observable oil-bacterial solution interfaces between all 
microposts and substantial bacteria accumulation at the oil 
interfaces (Fig. 6). Due to the migration of the bacteria 
towards the oil and their accumulation there, higher number of 
bacteria were found close to the oil interface (Fig. 6).  
Figure 6.  Accumulation of Marinobacter hydrocarbonoclasticus at the 
bacterial solution interface with paraffin oil. Scale bars, 50 µm. Red arrows 
show the area with bacteria accumulated at the oil interface. 
Fig. 7 shows the images of the oil-bacteria interface at time 
zero (Fig. 7-left) and at time ~3 hr (Fig. 7-right). The 
accumolation of the bacteria and formation of the microcolony 
in the microfluidc device was imaged over time. After 3 hours 
of incubation, marinobacter bacteria started to form 
biofilm/microcolony at the interface with the parafin oil. 
Results show the successful formation of stable and 
observable oil-bacterial solution interfaces that can mimics 
those found in natural settings. The posibility to have 20 
interfaces at each side of the middle channel improves the 
number of data points and statistical analysis to support the 
observed phenomenons. 
Figure 7.  Formation of a biofilm/microcolony between marinobacter and 
parafin oil after ~3 hours of incubation in 20 °c in the microfluidic device. The 
microcolony is shown by red circle. 
III. CONCLUSION
In summary, a simple and robust microfluidic device 
allowing the formation of oil-water interfaces was presented 
and used to study interaction of Marinobacter 
hydrocarbonoclasticus – an oil degrading bacteria – with 
parafine oil. The device utilized capillary valves formed by the 
sharp edges of 20 microposts that connect the two channels 
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together and allowed for controllable and observable 
interfaces between oil and bacterial solution. The proposed 
microfluidic device enabled experimental parallelization with 
different conditions at a time to investigate, for instance, the 
effects of two different oils or promoting/inhibitory reagents 
on the biofilm formation. In order to study biofilm formation 
at the oil-water interface, the middle channel can be loaded 
with a highly concentrated salt solution containing 
Marinobacter hydrocarbonoclasticus, while the side channels 
can be filled with a degradable and non-degradable oil such as 
Hexadecane and 1-Octanol, respectively. This versatile 
platform has great potential not only for studying oleolytic 
biofilms, but also for applications that require interfaces 
formed by two immiscible liquids.  
IV. MATERIALS AND METHODS
A. Fabrication of microfluidic device
The microfluidic device was fabricated using 
photolithography and soft lithography techniques [19]. 
Microfluidic networks were designed in CATIA (Dassault 
Systems, V19). For maximum process reliability, the silicon 
wafer was cleaned with acetone and isopropanol, and then 
rinsed with water for 5 minutes. The wafer was then dried on a 
100 ºC hotplate. A 40 m layer of SU-8 50 (MicroChem, 
USA) was spin-coated on a silicon wafer and selectively 
exposed to ultraviolet light using a maskless photolithography 
system (Intelligent Micro Patterning Co., USA). SU-8 cross-
linking was obtained at near UV (350-400 nm) radiations for 3 
s with ~35 mW/cm2 exposure energy. The unexposed 
photoresist was developed in the SU-8 developer 
(MicroChem, USA) for 20 minutes. The exposure and 
development time were optimized to achieve sharp edges for 
the microposts. The developed SU-8 mold was silanized 
with (tridecafluoro-1,1,2,2-tetrahydrooctyl)-1-trichlorosilane 
(Sigma-Aldrich, Switzerland) to reduce adhesion between the 
SU-8 mold and PDMS. PDMS precursor and crosslinking 
agent (Sylgard 184 Silicone Elastomer, Dow Corning Corp., 
USA) were mixed at a ratio of 10 to 1, based on weight, and 
degassed in a vacuum chamber for 30 min. Then, the PDMS 
was poured on the mold, degassed, and cured at 80 ºC for at 
least 1 hour. The cured PDMS layer was peeled off from the 
SU-8 mold and a hole puncher (1 mm in diameter) was used to 
punch the inlet and outlet ports. A microscope slide 
(Microscopes America, Inc., USA) was bonded to the PDMS 
layer using a plasma cleaner (Harrick Plasma Inc., USA) to 
complete the microfluidic device. 
B. Experimental procedure and microscopy
Microchannel inlets were connected to syringes containing
the oil and bacteria solutions using silicon tubes (TYGON 
R3607, Ismatec) and 21-gauge 90-degree-bent needle (APM 
Technica).  Marinobacter hydrocarbonoclasticus culture of 2 
days old was used for the experiments. Prior to the 
experiments, bacteria were centrifuged for 10 min at 2000 rpm 
and then resuspended in 200 μl of the culture medium. After 
loading the channels, microfluidic device was placed into the 
incubator stage of an inverted microscope for temperature and 
humidity control. An inverted microscope (Olympus IX83, 
Germany) equipped with a CMOS camera (Zyla-4.2-CL10, 
ANDOR, Ireland) was used to capture 10x (numerical aperture 
(NA)=0.13, UPLanFL N) and 40x (NA 0.6, LUCPlanFL N) 
magnification bright-field image sequences of bacteria 
interacting with the oil in the microfluidic device. Freely 
available image processing software ImageJ (US National 
Institutes of Health) [20] was used to perform image analysis. 
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Abstract— Open-source droplet microfluidic systems are 
envisioned to decrease the barriers to entry for exploration in 
new microfluidic research areas and increase adoptions in 
existing areas such as micro total analysis systems. At the 
heart of droplet microfluidics systems is a pneumatic pressure 
control system, which produces pulseless pressure-driven flow 
to manipulate nanoliter-sized droplet movement in 
microfluidic environments. Currently, this device remains a 
barrier regarding cost and performance. Commercially 
available off-the-shelf and customized systems offer high 
performance at a premium price and are proprietary which 
cannot be upgraded or modified. In-house built systems often 
do not exist due to long development cycles from the ground 
up. Hence, other than dedicated droplet microfluidics groups, 
compromises regarding the cost to performance ratio and 
development flexibility are taken by most.  
This project presents a pneumatic pressure control system 
based on open-source hardware and software at a fraction of 
the cost and similar performance compared to premium 
commercial systems.  All components are widely available 
through online suppliers. The code, design, and bill of material 
are made available for everyone on GitHub. The open-source 
nature of this project provides a gateway for many on a tight 
budget to tryout droplet microfluidics with the pulseless flow. 
This project is a small step in creating an open ecosystem for 
droplet microfluidics. Nonetheless, it enables an alternative to 
the rigid and non-standardized methodology that exists in the 
overarching microfluidics and lab on chip community today. 
Keywords - Microfluidics, pnuematic control, open-source 
I. INTRODUCTION
Fluigent [1], Elveflow [2] and Dolomite [3] produces 
premium pneumatic controlled actuators commercially. These 
systems have high performance but lack flexibility due to 
proprietary and closed-source nature of commercial products. 
The cost is also much higher than the open-source pneumatic 
pressure control system introduced here. This prevents the 
adoption of precision microfluidic control which is one the 
key area that must be developed for broad adoption of 
microfluidic and lab-on-chip technology.  
II. METHODOLOGY
The making of the open-source pneumatic control system 
for microfluidics involves two critical factors, component 
selection and procedure for assembly and testing as it must be 
reproducible by others. Fig. 1 shows the open-source system 
development steps. 
Component selection is crucial due to the very nature of 
open-source projects. All parts are selected to be easily 
obtainable and widely available via reputable online sellers. 
The procedure for assembly and performance testing are 
streamlined. 
A. Materials
The components are purchased from online sellers, which
are DigiKey, McMaster Carr, and Amazon. The pressure 
actuator is purchased from ControlAir. All components can be 
acquired worldwide. 
B. Procedure
The building procedure will be outlined in the standard
operating procedure available on GitHub. The complete bill of 
material, software code, printed circuit board/soldered 
breadboard design, housing design and performance testing 
procedure will be available on GitHub as well. All resources 
available on GitHub for this pneumatic pressure control 
Figure 1. Open-source pneumatic pressure control system development process 
24
system will be open to everyone with General Public License. 
The building procedure consists of populating the soldered 
breadboard or printed circuit board with electronic 
components, and system integration. 
The performance and criteria validation procedure includes 
a signal to noise ratio testing, response testing, stability 
testing, and real-world performance testing.  
III. DESIGN
Due to the open-source nature of the project, the 
performance to cost ratio is crucial. Ideally, the performance 
should be on par with the premium commercial systems while 
being much cheaper than commercial units. Table 1 and Table 
2 shows the design constraints and criteria. Fig. 1 shows the 
design schematic. 
Table 1. Pneumatic pressure control system design constraints 
Design 
Constraint 
Constraint 
Value/Range 
Description/Reasoning 
Pressure 
range 
0 to 
2000mbar 
Most microfluidics operates within this 
range. 
Resolution ≤ 0.5mbar For most application’s sensitivity 
requirement, this resolution is sufficient. 
Accuracy ± 5mbar Physical flow is not affected by accuracy 
smaller than this (hypothesis). 
Precision ± 5mbar Physical flow is not affected by precision 
smaller than this (hypothesis). 
Response 
time 
≤ 1 second Passive microfluidics does not require 
stringent response time as it operates 
mostly based on steady state pressure per 
channel. Active-control systems are the 
same as it operates based on closed-loop 
feedback control of droplet position. 
Settling 
time 
≤ 1 second Passive microfluidics does not require 
stringent settling time for the same reason 
as response time. Active-control systems 
operate based on droplet location rather 
than droplet velocity/acceleration, thus 
settling time is determined to be sufficient 
at this constraint. 
Table 2. Pneumatic pressure control system design criteria 
Design 
Criteria 
Description/Reasoning 
Safe to 
operate 
The system must have redundancy built-in to ensure 
electrical safety and pneumatic pressure safety for users. 
Pulseless The control system must produce pulseless flow during 
real-world operations in any microfluidics systems with 
any fluid, 
Modular 
hardware 
design 
Allow the user to build the system, change components, 
and upgrade hardware with ease. 
Open source 
software 
The open source software allows the user to continuously 
improve the software, and use any suitable control 
algorithm, and integrate with their system seamlessly. 
Ease of 
maintenance 
The user has the flexibility to carry out maintenance of 
any hardware by themselves with no patent or proprietary 
restrictions. 
A.  Control System and Data Acquisition 
The control system consists of an Arduino Mega, which is 
open-source electronic incorporating a microcontroller 
ATmega 2560, and four MCP 4921 which are single channel 
12-bit digital to analog converters (DAC). The DAC converts 
Figure 2. Open-source pneumatic pressure control system schematic 
25
digital control signals to analog signals for pneumatic pressure 
actuation through ControlAir T900. 
The data acquisition system consists of two MCP 3202, 
which are two channel analog to digital converter (ADC) that 
converts analog signals from the external pressure sensor, 
MPX4250D, to digital signals feed into Arduino 
microcontroller used in feedback in the active-controlled 
microfluidic system, and user interface display in both passive 
and active-controlled microfluidic systems. Fig. 2 shows the 
full schematic of the four channel open-source pneumatic 
pressure control system. 
B.  Pneumatic System 
The pneumatic system consists four pressure actuators, 
ControlAir T900, which has a range of 0 to 2000mbar, with 
±2mbar accuracy. Four pressure sensors, MPX4250D, are 
used to measure the pressure provided by the actuators, one 
sensor for each actuator. MPX4250D has a range of 0 to 2500 
mbar, with an overall minimum accuracy of ± 34.5 mbar. 
Various tubing is used to deliver pneumatic pressure to fluid 
reservoirs, which will be included in the bill of material on 
GitHub.  
C.  Software and User Interface 
The software is written in C++. Arduino IDE is used for 
the control and operation algorithm of the open-source 
pneumatic pressure control system. This includes the system 
start-up sequence, system calibration sequence, a signal 
converting algorithm, serial peripheral interfacing, pressure 
command code for the pressure actuators, and pressure read 
code for the pressure sensors. 
The graphical user interface (GUI) and computer-to-
microcontroller communication are coded using MS Visual 
Studios based on QT framework. The design of the GUI is 
based on end-user suggestion as well as emulating premium 
commercial unit’s GUI. GUI is designed to be minimalistic to 
streamline the user experience. However, due to the open-
source nature of the software, the GUI can be modified with 
additional or fewer functions, and the GUI can be integrated 
with other Windows-based operating system GUI. Fig.3 shows 
the graphical user interface. 
IV. TESTING AND VALIDATION
The signal testing is done using digital phosphor 
oscilloscope. The pressure performance testing and 
benchmarking is done using the prototype setup. Two different 
types of pressure sensors, MPX4250DP and MPXV5004 are 
used to conduct performance testing. A flow sensor, Sensirion 
SLG1430-480 is used to conduct real-world performance 
testing and benchmarking. 
A. Signal Noise Ratio 
Noise is minimized by using eigth-order Butterworth, low 
pass filters, MAX7480, which provides ADC anti-aliasing and 
post-DAC filtering. Also, noise is further reduced by using 
precision 5V voltage reference, LM4040, which has an 
accuracy of 5mV. The result of which is that the pressure 
sensors and pressure actuators are operating within their 
manufacture’s specifications. 
B. Response Time 
Fig. 4 shows the step response time of all four transducers 
increasing from 1000mbar to 2000mbar. The response time for 
each of the four transducers over this range is less than one 
second, which satisfies the response time and settling time 
constraints. 
Figure 4. Response time and settling time of all four channels of the 
open-source pneumatic pressure control system 
C. Pressure Stability 
Fig. 5 shows the pressure stability comparison between one of 
pneumatic pressure control system’s channels and one of 
Fluigent MFCS EZ’s channels. The data is taken at 20mbar. 
The two systems have similar performance regarding pressure 
stability. The accuracy and precision design constraints for 
pneumatic pressure control system are achieved.  
Figure 3. Open-source pneumatic pressure control system graphic 
user interface 
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D. Flow Rate Stability
Fig. 6 shows the flow rate stability comparison between
one of pneumatic pressure control system’s channels and one 
of Fluigent MFCS EZ’s channels. The flow rate data are taken 
at 300mbar. Both systems display similar flow rate stability.  
Figure 6. Flow Rate stability comparison between open-source 
pneumatic pressure control system and Fluigent MFCS EZ 
V. DISCUSSION
Safety features are built into the design. Soft stops are 
incorporated into the code which stops the communication 
when the pressure sensor reads sudden unexpected pressure 
spikes or drops or higher than operating limit pressure levels. 
Hard stops include physical toggle switches that shut the 
supply power to the pneumatic solenoid and pressure 
actuators. 
The testing and validations results show that the open-
source pneumatic pressure control system can take full 
advantage of pressure actuator performance without sacrifice 
or compromise due to an analog signal to noise ratio. In other 
words, the precision and accuracy are limited by the pressure 
actuator. Also, precision is determined to be more important 
than accuracy as pulseless criteria is mostly concerned with 
precision. Overall, all of the design constraints and criteria are 
met. 
The pressure stability test and flow rate stability test show 
that the open-source pneumatic pressure control system can 
achieve the same performance as Fluigent MFCS EZ. The 
difference between the two systems lies in the consistency in 
performance between channels/pressure actuators.  
VI. CONCLUSION
Safety features regarding pneumatic pressure and electricity 
have been incorporated into the design and build of the open-
source pneumatic pressure control system. The testing and 
validation results show that the open-source pneumatic 
pressure control system can take full advantage of pressure 
actuator performance. Overall, all of the design constraints and 
criteria are met. The benchmarking shows that open-source 
pneumatic pressure control system has similar performance 
compared to Fluigent MFCS EZ while costing much less than 
a commercial system. 
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Abstract - An external force is required to maintain the 
relative movement of horizontal plates. It is shown that this 
force is reduced when the plates are subject to a spatially 
distributed heating. The largest reduction occurs for heating 
wavelengths of the order of distance between the plates with 
its magnitude increasing proportionally to the second power of 
the relevant Rayleigh number. It is shown that a sufficiently 
strong heating eliminates the need for the driving force 
altogether. The effect is active only in small Reynolds number 
flows.  
Keywords - drag reduction; heating 
I.  INTRODUCTION 
 Friction between moving shafts found in numerous 
machines contributes to the energy cost of operating these 
devices. This cost may be estimated by determining force 
required to maintain the relative motion between these parts. 
Similar processes can be found in other applications, e.g. the 
towing of a free-floating body in a shallow basin. In general, 
flows which form in the space between two infinite plates in 
relative motion are well approximated by the Couette flow 
model, which is one of the family of simple flows frequently 
used in analyses. 
Couette flow is characterized by the absence of a 
streamwise pressure gradient, a linear velocity distribution 
across the fluid layer and the lack of the linear stability limit 
[1]. The nonlinear stability analyses are well reviewed in [2] 
and demonstrate various routes to secondary finite-amplitude 
states as well as to turbulence. Surface modifications either in 
the form of transverse grooves [3], longitudinal grooves [4] or 
wall transpiration [5] can lead to centrifugal instabilities. 
Replacing the plane Couette flow with the annular Couette 
flow leads to shear instabilities [6]. Transition to secondary 
states leads to an increase in the wall shear and the need to 
increase the externally-imposed driving force. Such states 
should be avoided if minimization of energy cost is of interest.   
Analyses of non-isothermal Couette flows are rather 
limited. They typically involve fluids with temperature-
dependent material properties in a flow system exposed to a 
spatially uniform heating [7]. The addition of gravity brings in 
buoyancy effects which may generate secondary flows through 
the Rayleigh-Bénard (RB) instability [8,9] if the relevant 
critical conditions are met. Analyses of the resulting mixed 
convection are well reviewed in [10]. The use of spatially non-
uniform heating leads to structured convection which occurs 
regardless of the heating intensity, but which is yet to be 
studied in the case of Couette flow. It is known that such 
heating leads to the reduction of pressure losses in pressure-
gradient driven flows [11-13]. 
The present work is part of a wider search for drag reducing 
methods which, in the present case, manifests itself in the form 
of reduction of the external force required to maintain the 
relative plate movement. One of the approaches is to assure 
stability of the flow so that transition to secondary states is 
avoided. Another approach, which is followed here, is to create 
spatial flow modulations which could lead to the reduction of 
shear and, thus, reduction of the driving force. The use of 
grooves for this purpose has been explored in [14-16]. This 
paper explores modulations created by spatially distributed 
heating. 
II. PROBLEM FORMULATION
Consider two horizontal plates moving relative to each 
other and separated by a distance as shown in Fig.1. 
Figure 1. Schematic diagram of the flow domain. 
The resulting gap extends to in the x-direction and is filled 
with a fluid of thermal conductivity , specific heat , 
thermal diffusivity , kinematic viscosity , 
dynamic viscosity , thermal expansion coefficient  and 
with variations of density  described by the Boussinesq 
approximation. The gravitational acceleration  acts in the 
negative y-direction. The upper plate is pulled in the positive x-
direction with a constant velocity  while the lower plate is 
stationary. When the system is isothermal, the drag force and 
the resulting flow field can be easily determined: 
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, ,  (1) 
where velocity has been scaled with  as the velocity scale, 
Q0 stands for the flow rate scaled with the same velocity scale, 
 stands for the shear acting on the upper plate scaled with 
,  denotes the force per unit length and width 
required to drag the upper plate scaled with   and the 
relevant Reynolds number is defined as . 
Introduce an external heating resulting in sinusoidal 
temperature variations along the lower plate,  
, (2) 
where the subscripts “mean” and “p” refer to the mean and 
periodic parts, respectively,  is the peak-to-peak amplitude of 
the periodic component, and subscripts L and U refer to the 
lower and upper plates, respectively. Using the upper plate’s 
temperature for reference and introducing the relative 
temperature  lead to plates’ temperatures of the 
form 
, , (3) 
where , . Using half of the gap 
height  as the length scale and  as the 
temperature scale results in the temperature boundary 
conditions of the form 
, , (4) 
where  is the uniform Rayleigh 
number measuring the intensity of the uniform heating, 
 is the periodic Rayleigh number 
measuring the intensity of the periodic heating, and all material 
properties are evaluated at the reference temperature . 
The field equations take the form 
, ,  (5) (2.5a.b) 
, , (2.5c,d) 
where  (u, v) are the velocity components in the (x, y) 
directions, respectively, scaled with  as the 
velocity scale,  stands for the pressure scaled with  as 
the pressure scale and Pr =  is the Prandtl number. These 
equations are subject to boundary conditions (2.4) combined 
with    
, ,  (6) 
where . As the flow is driven by the movement 
of the upper plate, any effects associated with the mean 
pressure gradient are eliminated through imposition of 
constraint of the form 
. (7) 
   Heating alters the flow resulting in the change of the driving 
force, , which, when scaled with , can be 
evaluated using the following relation  
.  (8) 
III. DISCUSSION OF RESULTS
Identical mean temperatures of both plates correspond to 
Rauni = 0. When the upper plate is stationary (Re = 0), a purely 
periodic heating results in the formation of convective counter-
rotating rolls with the fluid moving upwards above the hot 
spots and downwards above the cold spots, as illustrated in 
Fig.2a, and its temperature rising above the mean in most of the 
fluid volume. Slow movement of the upper plate (Re = 1) 
results in a competition between the plate-driven and the 
buoyancy-driven motions. The flow topology is simple in the 
zones with the clockwise-rotating rolls as the roll movement is 
kinematically consistent with the plate movement, resulting in 
the formation of a single stream of fluid moving in the positive 
x-direction located in the immediate vicinity of the moving 
plate. A complex flow topology forms in the zones with the 
counterclockwise-rotating rolls as the fluid stream splits into 
two branches, one flowing above the rolls and one flowing 
beneath them. The upper branch is dominated by the plate 
effect, and the lower branch is dominated by the roll effect (see 
Fig.2b). Most of the fluid remains trapped in the rolls, i.e. 
either in the clockwise rolls attached to the lower plate or in the 
counter-clockwise rolls bounded by the two branches of the 
stream moving to the right. A further increase of the plate 
velocity (Re = 5) results in the dominance of the plate-driven 
movement with most of the fluid moving to the right, the 
elimination of the counterclockwise rolls and the reduction of 
the size of the clockwise rolls (see Fig.2c) but with the 
buoyancy effects still providing a significant contribution to the 
overall flow dynamics. A further increase of Re results in the 
eventual elimination of the rolls (see topology for Re = 50 in 
Fig.2D). The sequence of plots displayed in Fig.2 illustrates the 
process of formation of both the flow and thermal boundary
layers near the lower plate as Re increases.  
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(C) 
(D) 
Figure 2. The flow and temperature fields for Rap = 1000, Pr = 0.71, 
, α = 2 and (A) Re = 0, (B) Re = 1, (C) Re = 5, (D) Re = 50. 
Thick solid lines identify streamlines, thin solid lines identify negative 
isotherms while thin dashed lines identify positive isotherms. Thick 
streamlines mark borders of bubbles trapping the fluid. 
The results presented in Fig.3 demonstrate that all heating 
wave numbers lead to a decrease of the driving force with the 
magnitude of this reduction being a strong function of α. The 
largest reduction occurs for α ≈ 1-2 with its magnitude 
decreasing proportionally to α4 if an excessively small α is 
used. The flow and temperature fields (not shown) are 
qualitatively similar to those displayed in Fig. 2. The use of an 
excessively large  also results in a reduction of  but at a 
much higher rate, i.e. proportionally to α-7. 
Figure 3. Variations of ΔF/Re as a function of α for Pr = 0.71, , Re 
=1 (solid lines) and Re = 10 (dashed lines). Thin dotted lines identify 
asymptotes. The shaded area identifies conditions where the driving force 
must change direction and becomes a braking force. 
The force-reducing effect is a strong function of Re (see 
Fig.4). The magnitude of ΔF increases proportionally to Re for 
small Re’s, reaches a maximum at Re ~ 5-6 and then decreases 
at a rate proportional to . The flow topologies displayed in 
Fig.2 show that the elimination of ΔF is associated with the 
reduction of convection bubbles and confinement of convection 
effects to a thin boundary layer near the lower plate. 
Figure 4. Variations of ΔF as a function of Rap for Pr = 0.71, , Re = 
1 (solid lines) and Re = 10 (dashed lines).   The shaded area identifies 
conditions where the driving force must change direction and becomes a 
braking force when Re = 1 and the double shaded area identifies such 
conditions for Re = 10. 
As it is unlikely that the mean temperatures of both plates 
can be kept equal, it is of interest to determine how their 
difference may affect the system response. This difference is 
expressed in the analysis as the uniform Rayleigh number 
 whose positive (negative) values correspond to the lower 
plate being hotter (cooler). The results displayed in Fig.5 
demonstrate that the uniform heating increases ΔF while 
cooling decreases it, and the change is approximately linear 
with . 
Figure 5. Variations of ΔF/Re as a function of α for Re = 1 (solid lines) and Re 
=10 (dashed lines), RaP = 1000, Pr = 0.71. The shaded area identifies 
conditions where the driving force changes direction and becomes a braking 
force. 
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IV. SUMMARY
An external force is required to generate a relative motion 
between horizontal plates with the rate of this motion expressed 
in terms of the Reynolds number Re. The effects of spatially 
distributed heating on the magnitude of this force have been 
analyzed. Heating resulting in the lower plate temperature 
varying sinusoidally in the horizontal direction, with its 
amplitude expressed in terms of a periodic Rayleigh number 
Rap and the spatial distribution described by the wave number 
α, has been considered. The analysis has been limited to Rap < 
3000 to avoid condition leading to a potential formation of 
secondary flows. The difference between the mean plates’ 
temperatures has been expressed in terms of the uniform 
Rayleigh number  with positive values corresponding to a 
warmer lower plate. The fluid motion results from a 
competition between the buoyancy-driven effects and the plate-
driven movement. The former has the form of counter-rotating 
rolls whose distribution is dictated by the heating pattern. The 
latter one adds a rectilinear motion which leads to the reduction 
and eventual elimination of the rolls if Re is large enough. 
It has been shown that periodic heating always reduces the 
driving force, regardless of whether the heating is applied to 
the lower or upper plate, but the magnitude of this reduction is 
a strong function of the heating wave number. The largest 
reduction is achieved for α = 1-2 with a rapid decrease of this 
effect when either too small or too large α’s are used. An 
increase in  magnifies this effect. An increase in Re 
eliminates the rolls and reduces this effect, leading to its 
practical elimination for Re > 30-50 depending on the heating 
intensity. The use of proper heating intensity and distribution 
results in the complete elimination of the driving force as the 
plate movement can be supported by the buoyancy effects only. 
Conditions where an external braking force needs to be used to 
prevent the plate from accelerating have also been identified. 
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Abstract—This paper provides a comparison between the 
separation efficiency in cyclones separators using two 
optimization techniques. Separation optimizations using 
ferrous powder, and additional tangential chamber were 
investigated. The proposed techniques show separation 
efficiency enhancements compared to the basic cyclone 
separator design. The separation ratio efficiency, sp, is 
evaluated by calculating the outlet to inlet count ratio. Similar 
to experimental studies in the literature, the inlet and outlet 
particle counts were evaluated using discretization techniques 
with the help of a microscope and a membrane collecting the 
dust at the outlet. It is observed from the two optimization 
techniques that the addition of ferrous powder while attracting 
it through magnetic forces provides an additional separation 
enhancement by 2% for 11 m particles sizes. This advantage 
comes with a total of 25% efficiency enhancement for 4 m 
particles compared to conventional designs. This study gives 
an insight on the different approaches proposed. 
Keywords-component; cyclone separators; efficiency; ferrous 
powder; tangential chambers 
I.  INTRODUCTION
There has been an increasing demand for natural gas 
extraction in the last 50 years [1]. To meet this demand 
efficiently, there have been advances in all the natural gas 
processes. A special attention had been given to natural gas 
treatment process by which the natural gas is cleaned from 
residues and unwanted particles [2]. The efficiency 
enhancement in gas treatment leads to reduction in energy 
consumption, which in turns reduces the overall CO2 emissions 
into the environment. 
The removal of solid and liquid particles is among the most 
important processes in natural gas treatment [2]. It is essential 
to remove the solid particles from the gas stream as they are 
considered to be the main reason in damaging the downstream 
equipment such as compressors, pressure vessels and heat 
exchangers. Many techniques have been innovated to remove 
these particles from the natural gas stream. Among the 
evolving technologies used to remove solid particles are the 
cyclone separators. Cyclone separators consist of a major barrel 
and a conical chamber by which the solid particles are 
separated from the main stream by centrifugal forces [3]. 
Compared to other solid-gas separators, the main drawback of 
cyclone separators would be its inability to separate small sized 
particles (i.e. particles smaller than 3 m at efficiencies higher 
than 75%). On the other hand, cyclone separators have an 
advantage among other types of solid-gas separators (such as 
cartridge filters) and that is its low operating cost as well as its 
simple design [3]. 
Many researchers have focused on enhancing the cyclone 
separator efficiency. Among those, Kim et al. [4] proposed the 
introduction of guiding vanes to enhance the separation 
efficiency. Their results indicate an increase by 27% in 
separation efficiency for 4 m particles. Another study 
conducted by Lim at al. [5] investigated splitting the inlet of the 
cyclone separators into two parts. Their results showed a 
separation efficiency increase by 15% as compared to the 
conventional one inlet cyclone separator. In a similar study, 
Xiong et al. [6] attached vortex finders at the inlet of the 
cyclone separator. Their analysis showed that helical profile 
vortex finders could enhance the separation efficiency by 9% 
compared the straight profile vortex finders. Xiang et al. [7] 
also studied the effect of the conical chamber dimensions on 
the separation efficiency. Their study findings indicate that a 
decrease in the bottom radius of the cone from 19.4 mm to 11.6 
mm would enhance the separation efficiency by 16%. Yoshida 
et al. [8] suggested the study of the conical length effect on the 
separation efficiency. Their analysis showed that the 50% cut 
size was reduced. Park et al. [9] also investigated the effect of 
allocating cyclone separators in series with step-up cyclone 
chamber diameters. The first cyclone could segregate particle 
sizes ranging from 4.5 – 11 m, the second cyclone could 
segregate particle sizes ranging from 3.4 – 7.9 m, and the 
third cyclone could segregate particle sizes ranging from 1.8 – 
4.3 m. The injection of mist was another proposed study 
analyzed by Yang and Yoshida [10]. In their analysis, they 
were able to achieve a 20% efficiency enhancement for 1 m 
particle size capturing at 20 m/s inlet velocity.  
Although many investigators have reached an enhancement 
in the separation efficiency, this study compares between two 
novel and simple techniques for separation efficiency 
enhancement.     
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II. METHODOLGY
In this study, a conventional cyclone separator based on 
Stairmand’s design [11] was modified. Two modification 
techniques were applied. The first method studies the effect of 
adding ferrous powder along with magnets to enhance the 
separation efficiency. The magnetic force will act in the 
direction of the centrifugal force, and hence, separation 
efficiency will be enhanced. The second method studies the 
effect of adding a tangential collecting chamber at the conical 
section of the separator. As particle velocities increase in this 
section of the cyclone separator, the tangential collecting 
chamber will increase the tendency of capturing smaller solid 
particles at a higher rate, and hence, separation efficiency will 
be enhanced. 
A. Ferrous Powder Addition 
This novel technique involves mixing the gas-solid inlet 
mixture with adhesive ferrous powder. Particles entering with 
the gas flow get attached to ferrous powder through a helical 
mixing chamber. The solid particles will stick to the adhesive 
ferrous powder and then get attracted by permanent magnets 
attached to the walls of the cyclone separator in the major 
barrel [12]. The additional magnetic force is applied radially in 
the same direction as the centrifugal force; therefore, separation 
forces would increase and increase the separation efficiency. 
Figure 1 shows a schematic of the attraction process. 
 
Figure 1: Schematic of ferrous powder addition 
B. Additional Tangential Chamber 
This novel technique suggests the use of an additional 
opening (collecting chamber) located at the conical section of 
the cyclone separator. The aim of the additional chamber is to 
collect particles at their highest angular velocities. Higher 
velocities conclude that the particles have higher tendency to 
reach outer walls of the conical section [13]. The additional 
collecting chamber at the conical section would increase the 
chances of collecting more particles reaching the walls of the 
conical chamber. This approach will reduce the possibility of 
escaping particles after bouncing off the conical chamber walls 
and escape with clean gas. Figure 2 shows an image of the 
additional tangential chamber located at the conical part of the 
cyclone separator. 
Figure 2: Additional conical tangential chamber 
In both setups, the escaped solid particles are captured on a 
Whatman GE Healthcare membrane at the outlet stream. The 
exit outlet particles are also analyzed using the Qualitest 
Digital Microscope.  
III. RESULTS AND DISCUSSIONS
The separation efficiency evaluated in this study (sp) is an 
indication of the cyclone separator performance. Therefore, 
higher values of the separation efficiencies indicate an 
enhanced cyclone separator and vice versa.  
A. The Effect of Ferrous Powder Addition 
Adding ferrous powder to the solid particles stream and 
recapturing the mixed (ferrous-solid) combination adds to the 
centrifugal force behaving on the solid particles in traditional 
cyclone separators. The additional force increases the chances 
of solid particles to reach the outer walls and get separated. 
Thus, the separation efficiency enhancement shown in Figure 3 
explains the effect of the additional magnetic force compared 
to tradition cyclone separator performance. 
B. The effect of adding a tangential chamber 
Adding a tangential collection chamber at the conical 
section of the cyclone separator plays the role of capturing 
particles which reach the walls of the cone. This method raises 
the opportunity of capturing these particles while reducing the 
percentage of escaping particles with the fluid flow after hitting 
the walls. Thus, the separation efficiency enhancement shown 
in Figure 3 explains the effect of the additional tangential 
chamber compared to tradition cyclone separator performance 
The separation efficiency results of both proposed 
techniques are shown in Figure 3. It is very clear that both 
techniques add to the separation efficiency. The minimum 
enhancement that both techniques provide is 25% at 4 m 
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particles and 3% at 11 m particle sizes. Moreover, the 
separation efficiency enhancement using ferrous powder show 
better performance as compared to tangential chamber 
performance (i.e. ferrous powder technique shows a 2% higher 
separation performance compared to the tangential chamber 
addition). This enhancement could be due to a consistent force 
applied to all particles via the magnetic field. However, in the 
additional chamber process, not all particles will reach the 
outer walls of the cone at the chamber’s opening. Therefore, 
the reduction of the tangential chamber performance compared 
to the ferrous powder is explained. 
Figure 3: Comparison between proposed novel methods
IV. CONCLUSIONS
The comparison between two novel techniques was 
investigated in this paper. Results show that these techniques, 
the ferrous powder addition and the tangential chamber 
addition enhance the separation efficiency of solid particles. On 
the other hand, the ferrous powder addition shows a better 
performance for larger particles as compared to the tangential 
chamber addition. Ferrous powder addition shows a 2% 
enhanced efficiency over the addition of the tangential 
chamber. This could represent the nature of the continuous 
attraction force exerted by the magnets on solid-ferrous 
particles combination. None the less, both approaches provide a 
minimum enhancement of at least 25% for 4 m particles. 
Thus, further research in the future could allow cyclone 
separators to have higher separation efficiencies and could 
allow cyclones separators to replace cartridge filters. Therefore, 
lower maintenance time and cost would be saved in the 
filtration industry. 
REFERENCES 
[1] M. Mei, “North American Natural Gas Market Dynamics. Canadian 
Energy Research Institute”. Global LNG: A review study no. 123-
Section II, 2011. 
[2] M. Scholes, G. Stevens, and S. Kentish, “Membrane gas separation 
applications in natural gas processing,” Fuel,  vol. 96,  pp. 15–28, 2012. 
doi: 10.1016/j.fuel.2011.12.074.
[3] A. Bahadori, Natural Gas Processing-technology and Engineering 
Design, Waltham, MA: Elsevier inc, 2014. 
[4] H. Kim, K. Lee, and M. Kuhlman, “Exploratory design modifications for
enhancing cyclone performance,” Aerosol Sci., vol. 32, pp. 1135–
1146, 2001. doi: 10.1016/S0021-8502(01)00040-4.
[5] K. Lim, S. Kwon, and K. Lee, “Characteristics of the collection 
efficiency for a double inlet cyclone with clean air,” Aerosol Sci., vol. 
34, pp. 1085–1095, 2003. doi: 10.1016/S0021-8502(03)00079-X.
[6] Z. Xiong, Z. Ji, X. Wu, “Investigation on the Separation Performance of 
a Multicyclone Separator for Natural Gas Purification,” Aerosol and Air 
Qual. Res., vol. 14, pp. 1055–1065, 2014. 
doi: 10.4209/aaqr.2013.09.0298.
[7] R. Xiang, R. Park, S. Lee, and W. Lee, “Effects of cone dimension on 
cyclone performance,” J. Aerosol Sci., vol. 32, pp. 549–561, 2001. 
doi: 10.1016/S0021-8502(00)00094-X.
[8] H. Yoshida, Y. Hayase, K. Fukui, T. Yamamoto, “Effect of conical 
length on separation performance of sub-micron particles by electrical 
hydro-cyclone,” Powder Technol., vol. 219, 29–36, 2012. 
doi: 10.1016/j.powtec.2011.12.002
[9] C. Park, D. Song, S. Yook, “Development of a single cyclone separator 
with three stages for size-selective sampling of particles,” J. Aerosol 
Sci., vol.  89, pp. 18-25, 2015. doi: 10.1016/j.jerosci.2015.07.001.
[10] K. Yang, H. Yoshida, ”Effect of mist injection position on particle
separation performance of cyclone scrubber,” Sep. Purif. 
Technol., vol. 37 pp. 221–230, 2004. doi: 10.1016/j.seppur.2003.09.009
[11] L. Brar, R. Sharma, K. Elsayed, “The effect of the cyclone length on the
performance of Stairmand high-efficiency cyclone, Powder Technol. vol. 
286, pp. 668-677, Dec. 2015. doi: 10.1016/j.powtec.2015.09.003.
[12] W. I. Mazyan, A. Ahmadi, R.D. Jesus, H. Ahmed and M. Hoorfar, “Use
of ferrous powder for increasing the efficiency of solid particle filtration 
in natural gas cyclones,”  Sep. Sci. Technol., vol. 51, pp. 2098-2104. 
doi: 10.1080/01496395.2016.1200085.
[13] W. I. Mazyan, A. Ahmadi, H. Ahmed and M. Hoorfar, “Increasing 
efficiency of natural gas cyclones through addition of tangential 
chambers,”  J. Aerosol Sci., vol. 110, pp. 36-42, 2017. 
doi: 10.1016/j.jaerosci.2017.05.007.
34
Changes in the Leidenfrost Transition Point During the Evaporation of Water 
and N-Heptane Droplets on Hot, Porous Stainless Steel Surfaces
N. Lipson
Dept. of Mechanical & Industrial Engineering 
University of Toronto 
Toronto, Canada 
S. Chandra
Dept. of Mechanical & Industrial Engineering 
University of Toronto 
Toronto, Canada 
Abstract—The impact and evaporation of droplets impinging on 
a heated porous substrate is relevant to applications such as fire 
suppression by sprinkler systems, spray cooling of heated 
surfaces, and the deposition of fuel droplets on combustor walls. 
Design involving these sub systems requires an understanding 
of the heat and mass transfer between the droplet and porous 
surface. An experimental study was done in which pure water 
and n-heptane droplets were deposited onto porous, stainless 
steel surfaces made from sintered powders with varying pore 
size (5 μm and 100 μm). n-Heptane was chosen to compare the 
effects of surface tension on the evaporation process. Initial 
surface temperatures were varied from 60°C to 300°C. Results 
were compared with those for droplet evaporation on a solid, 
impermeable stainless steel surface. On porous surfaces, it is 
difficult to determine when a droplet has completely evaporated 
from video images, since liquid penetrates into the surface pores. 
At low wall temperatures (60°C to 120°C), droplet evaporation 
was measured by placing the heated surface on a digital scale 
and recording the weight decrease as a function of time. At high 
wall temperatures (above 120°C), video techniques were 
employed to capture evaporation times. At high wall 
temperatures, the porous surfaces were the most effective at 
vaporizing both the pure water, and n-heptane droplets, resulting 
in the lowest evaporation times. At low wall temperatures the 
porous surfaces became less effective at transferring heat to both 
the water and n-heptane. For n-heptane the evaporation times 
increased on the porous surfaces as compared to the 
impermeable surface. Similar results could be seen with the 
water on the 100 μm surface. The Leidenfrost transition point 
was shown to increase with porosity. Droplet levitation was not 
achieved with the water on the porous surfaces, however due to 
the lower heat of vaporization of n-heptane it was achieved on 
the 5 μm and 100 μm substrates at surface temperatures of 225oC 
and 285oC respectively. 
Keywords; Porous media, Evaporation, Stainless steel, Water, n-
Heptane, Pore size, Leidenfrost point 
I.  INTRODUCTION
Liquid droplet impact on hot porous surfaces is studied due to 
its significance in a wide variety of spray cooling applications. 
These include, cooling of reactors in nuclear power plants; fire 
suppression by sprinkler systems; and the deposition of fuel 
droplets on combustion chamber walls. In the fire 
extinguishment process, water can be used to both extinguish 
flames, and prevent the flame spread by cooling surfaces that 
have not yet been ignited. However, the use of large amounts of 
water can cause secondary fire damage encouraging research 
into this area to reduce the amount of water used. As fires can 
involve the burning of porous materials (e.g. wood, fabrics, 
papers), understanding the thermal effects of droplet 
impingement on hot porous surfaces will assist in predicting the 
quantity of water needed for sufficient cooling of the surface 
while minimizing secondary damage. In addition to fire 
suppression systems, the evaporation of fuel droplets on heated 
surfaces is of critical importance in the design of combustion 
devices. Optimizing droplet evaporation times is important in 
ensuring improved combustion efficiencies, and reducing 
gaseous emissions during the combustion process. 
The total evaporation time of a droplet is dependent on several 
key parameters. Reference [1] stated that the heat transfer rate to 
the droplet is governed by the fluid and solid thermal properties, 
as well as the surface roughness and temperature. The surface 
temperature was described as the most significant parameter as 
it is used to define the heat transfer regime the droplet resides in 
(i.e. single phase evaporation, nucleate boiling, and film 
boiling). However, porous surfaces substantially alter the impact 
dynamics and heat transfer to the droplet. A droplet impinged on 
a porous substrate will not only spread over the surface, but 
penetrate into the surface pores. This pore penetration can 
enhance the heat transfer to the fluid and is known to depend on 
the properties of both the liquid and the porous substrate (i.e. 
pore size, porosity, wettability) [2]. The critical parameter 
influencing the impact behavior of the droplet is the Weber 
number. The Weber number, We, is defined as the ratio of the 
droplets inertial to surface tension forces. 
35
ܹe ൌ 	ఘ೑௨೚మௗ೚ఙ       (1) 
The present work reports the results of an experimental study 
involving the evaporation of pure water and n-heptane (C7H16) 
droplets deposited on hot porous substrates with different pore 
sizes, and varying surface temperatures. n-Heptane was chosen 
since it has lower surface tension and higher wettability 
compared to water and penetrated more easily into surface pores. 
A digital scale was the measurement technique used at low wall 
temperatures, where the evaporation times were captured from 
weight decrease as a function of time plots. There were two main 
objectives for this work: (1) measure droplet evaporation times 
using a weight-time approach at low wall temperatures to 
remove the uncertainty associated when using imaging 
techniques, and (2) to compare the effects of fluid surface 
tension on the impact and evaporation of a droplet when 
impinged on a porous substrate with different surface 
temperatures. 
II. EXPERIMENTAL METHOD AND CONDITIONS
Fig. 1 shows a schematic of the experimental setup employed
to observe the droplet evaporation of a pure water and n-heptane 
droplet on a heated sintered 316 stainless steel porous substrate 
(5 μm and 100 μm average pore size, see Fig. 2). The results 
were compared with those for droplet evaporation on a solid, 
impermeable 316 stainless steel substrate. The arithmetic 
average surface roughness Ra for the impermeable, 5 μm and 
100 μm surfaces are 0.100 ±0.004 μm, 4.7 ±0.1 μm and 12.2 
±1.6 μm respectively. All surfaces were square, 45 mm x 45 mm 
in size and 1.5 mm thick. Surface temperatures were varied from 
60oC to 300oC. A gauge 24 K-type thermocouple was fixed 
using Omega CC high temperature cement to the surface of each 
of the substrates. The surface temperatures were monitored 
using a wireless thermocouple connector (MWTC-D-K-915, 
Omega Engineering, Laval, Quebec, Canada) and droplet 
evaporation was experimentally observed in the evaporative, 
nucleate boiling, and film boiling regimes. 
Using a syringe pump (NE-1000, New Era Pump Systems, 
Farmingdale, New York, United States), 2.5 mm diameter 
droplets were formed with a gauge 26 blunt hypodermic needle 
for pure water, and a gauge 16 blunt needle for n-heptane. A 
larger needle was used for n-heptane due to its lower surface 
tension. Measurements of the droplet weight showed a drop-to-
drop variation of less than ±2%. The droplets formed on the 
needle tip, and once large enough would detach under their own 
weight. Due to n-heptane’s solvent characteristics, a glass 
syringe, along with stainless steel fittings and chemical resistant 
PVC tubing were used to prevent contamination of the working 
fluid. 
The impact velocity was controlled by adjusting the vertical 
distance from the tip of the needle to the top of the substrate, and 
was fixed at 50 ±1 mm for the experiments. The impact 
velocities for the pure water and n-heptane droplets at the time 
of impact were 0.9 m/s. The velocity measurements were 
determined from high speed imaging where they varied by ±5% 
Figure 1.  Schematic of experimental setup: (1) Syringe pump coupled with a 
10 ml syringe, (2) Vertical height adjustment, (3) Hypodermic needle, (4) High-
speed camera, (5) Wireless thermocouple connector, (6) Light source, (7) Light 
diffuser, (8) Thermocouple, (9) Substrate, (10) Thermal mass coupled with 
100W cartridge heater, (11) PC logging scale data, and monitoring substrate 
temperature, (12) Digital scale, (13) Temperature controller, (14) 120V Variac, 
(15) PC capturing high-speed camera images, (16) Thermal mass coupled with
two, 200W cartridge heaters. (a) Setup used at surface temperatures ranging 
from 60oC to 120oC, (b) Setup used at surface temperatures above 120oC.
for the water and ±9% for the n-heptane. The Weber numbers 
associated with these drop velocities are 29 and 65 respectively. 
At surface temperatures ranging from 60oC to 120oC, setup 
Fig. 1a was employed to capture droplet evaporation. A 3D 
printed plastic holder was created to hold an aluminum thermal 
mass (45 mm x 45 mm x 20 mm thick) in which the substrate 
would sit, and was heated using a single 100W cartridge heater. 
The voltage applied to the heaters was adjusted with a 120V 
variac and the substrate surface temperature was regulated using 
a temperature controller (CN9000A, Omega Engineering, Laval, 
Quebec, Canada) and could be controlled to ±0.1oC. Droplet 
evaporation was measured by placing the heated apparatus 
equipped with the surface on a digital scale (AG245, Mettler 
Toledo, Mississauga, Ontario, Canada) and recording the weight 
decrease as a function of time as the droplet evaporated. 
      5 μm 100 μm 
Figure 2.  SEM images of the sintered porous stainless steel samples (5 μm and 
100 μm average pore size) used during experimentation. Substrate dimensions: 
45 mm x 45 mm by 1.5 mm thick. 
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With surface temperatures above 120oC, due to limitations 
with the 3D printed polylactic acid (PLA) substrate holder 
having a maximum operating temperature of approximately 
150oC [9], and the scale having a maximum sample rate of 3Hz, 
setup Fig. 1b was employed. This setup used a larger aluminum 
thermal mass (70 mm wide x 75 mm long x 40 mm thick) 
equipped with two, 200W cartridge heaters wired in parallel and 
powered by a 120V variac used to regulate the heater output. The 
high-speed camera (Fastcam SA5, Photron, Tokyo, Japan) 
equipped with a bellows and 105 mm lens, was used to capture 
evaporation times at frame rates of 1000 to 5000 fps. 
Surface temperatures of 150oC and above were in the 
nucleate boiling regime for both water and n-heptane, and 
evaporation was fast enough to prevent significant spreading of 
the absorbed liquid. As a result, the evaporation time of the 
deposited liquid coincided with the disappearance of the dry out 
front. All experiments were performed at an ambient room 
temperature of 23oC ±3oC. 
III. RESULTS AND DISCUSSION
The difference in evaporation times observed between the 
pure water and n-heptane are closely tied to the differences in 
fluid properties and how that affects the behavior of the droplet 
as it impacts on the porous surfaces. Figs. 3 and 4 show image 
sequences of the first 25 milliseconds immediately after impact 
of pure water (Fig. 3) and n-heptane (Fig. 4) droplets impinging 
on (a) an impervious surface, (b) a surface with 5 µm pores and 
(c) a surface with 100 µm pores. The initial surface temperature
in all cases was 250oC. Droplets were deposited from a 50 mm
drop height. The water and n-heptane droplets evolution on all
three surfaces starts off similar during the first 2.4 ms except for
the spread factor which is larger with the n-heptane as compared
to the water on the same surface due to n-heptane’s lower surface
tension. The spread factor (ࢼ) is the dynamic spread diameter of
the droplet after impact normalized by the initial droplet
diameter (ࢼfilm = Dfilm/do). The lower surface tension allows
inertial forces to play the dominant role during droplet impact
where the formation of the liquid jet can span a larger distance
before viscous dissipation, surface tension and surface
roughness effects dissipate the kinetic energy and bring the
droplet to a stop. The surface roughness can be seen impeding
the droplet spread as porosity is increased with both water and
n-heptane. The water droplet begins its upwards levitation at 10
ms on the impermeable surface (see Fig. 3a) while this process 
is observed to be delayed with the n-heptane (see Fig. 4a). This 
appears to be due to n-heptane’s larger contact area, where the 
droplet has a longer distance to recoil before levitation of the 
bulk fluid occurs. Similarly, instability at the rim of the lamella 
for n-heptane takes effect early in the spreading process at 1 ms 
for all three surfaces. The fingering is a source for satellite 
droplets which can be seen being ejected from the bulk of the 
fluid at 10 to 25 ms. The Leidenfrost point (LP) was achieved 
with the water on the impervious surface only, and with the n- 
heptane on all surfaces, porous and impervious. The delayed  
Figure 3.  Water droplet impact on the (a) impermeable, (b) 5 μm and (c) 100 
μm surfaces. Surface temperature Tw = 250oC (film boiling regime), Vi = 0.9 
m/s ±5%, do = 2.5mm ±2%, We = 29. 
onset of the LP is due to the vapors produced during evaporation 
being able to permeate through the porous structure preventing 
vapor pressures from building between the solid-liquid interface, 
and allowing the fluid to remain in contact with the surface at 
increased temperatures. Direct contact heat transfer across a 
solid-liquid interface is higher than across a vapor gap 
improving the evaporation times in the film boiling regime. 
Droplet levitation occurred with the n-heptane on the porous 
surfaces due to its lower heat of vaporization. It takes less energy 
to cause a phase change, where the rate of vapor production as a 
result would increase. The pressures build underneath the 
droplet providing the necessary forces required for levitation. 
Curves of the droplet lifetime as a function of surface 
temperature can be used to determine when changes occur 
during the evaporation and impact process [4]. For both pure 
water and n-heptane, the droplet lifetime curves as a function of 
surface temperature followed similar trends and are shown in 
Figs. 5 and 6 respectively. A graph insert is shown in each of the 
plots, utilizing a log time scale to clearly illustrate the difference 
in evaporation times between the three surfaces at temperatures 
ranging from 150oC to 300oC. As the surface temperature was 
raised, evaporation times decreased until a minimum was 
reached, corresponding to the critical heat flux (CHF) point. For 
pure water on the impervious and the 100 µm surfaces, the CHF 
occurred at approximately 200oC. The CHF for the 5 µm surface 
occurred at 150oC. Similarly, for the n-heptane the CHF for all 
37
Figure 4.  n-Heptane droplet impact on the (a) impermeable, (b) 5 μm and (c) 
100 μm surfaces. Surface temperature Tw = 250oC (film boiling regime), Vi = 
0.9 m/s ±9%, do = 2.5 mm ±2%, We = 65. 
three surfaces happened at approximately 150oC. At low wall 
temperatures ranging between 60oC to 120oC the ability of the 
porous substrates to effectively vaporize the water and n-heptane 
droplets displayed significantly different results. The water 
droplet evaporated the fastest on the 5 µm surface while the n-
heptane droplet on average evaporated the slowest as compared 
with the impervious and 100 µm surfaces. The reduced times 
Figure 5.  Evaporation time as a function of the surface temperature for the (a) 
impermeable, (b) 5 μm and (c) 100 μm surfaces using pure water as the working 
fluid. A graph insert is shown at surface temperatures ranging from 150oC to 
300oC using a log time scale to show evaporation time differences between the 
surfaces. 
Figure 6.  Evaporation time as a function of the surface temperature for the (a) 
impermeable, (b) 5 μm and (c) 100 μm surfaces using n-heptane as the working 
fluid. A graph insert is shown at surface temperatures ranging from 150oC to 
300oC using a log time scale to show evaporation time differences between the 
surfaces. 
with the water is attributed to an increase in the total contact area 
that can be achieved as the water permeates into the porous 
structure. As the primary mode of heat transfer within this 
temperature range is heat conduction, this would increase the 
rate of heat transfer to the fluid reducing overall evaporation 
times. Moreover, the increased evaporation times observed with 
the n-heptane can be attributed to the fluids lower surface 
tension. The reduction in surface tension substantially improves 
the rate at which n-heptane penetrates the surface pores causing 
the fluid to pool at the bottom of the substrate before fully 
evaporating. Due to n-heptane’s low heat of vaporization and the 
lower permeability of the 5 µm surface, vapor pressures build up 
more rapidly within the substrate, reducing heat transfer and 
increasing the time required for complete evaporation. Similar 
behavior can be observed with the water and n-heptane on the 
100 µm surface within this temperature range. As wall 
temperatures were raised, ranging from 150oC to 300oC, the 
porous substrates were the most effective at vaporizing both the 
water and n-heptane droplets before the LP was reached. This 
behavior suggests that the substrate structure plays a critical role 
in droplet evaporation. Water droplets evaporated the quickest 
on the 5 µm surface due again to an increased contact area that 
can be achieved as the vapors permeate away from the solid-
liquid interface allowing the droplet to remain in contact with 
the surface at the increased temperatures. Additionally, the n-
heptane evaporated the fastest on the 100 µm surface. Due to the 
low heat of vaporization of n-heptane, and the higher porosity, 
and permeability of the 100 µm surface compared to the 5 µm 
surface meant a larger quantity of vapor could flow into the 
porous structure. As a result, less vapor will build up within the 
porous cavities hindering the rate of evaporation. The LP was 
reached with the water droplet on the impervious surface at 
235oC. Similarly, the LP was successfully reached with the n-
heptane at surface temperatures of 190oC (impervious surface), 
225oC (5 µm surface), and 285oC (100 µm surface) respectively. 
38
ACKNOWLEDGMENT 
The authors gratefully acknowledge funding for this project 
provided by the Natural Sciences and Engineering Research 
Council of Canada. 
REFERENCES 
[1] J. D. Bernardin, C. J. Stebbins, and I. Mudawar, “Mapping of Impact and 
Heat Transfer Regimes of Water Drops Impinging on a Polished 
Surface,” Int. J. Heat Mass Transfer, vol. 40, no. 2, pp. 247–
267, Jan. 1997. doi: 10.1016/0017-9310(96)00119-6. 
[2] K. P. Hapgood, J. D. Litster, S. R. Biggs, and T. Howes, “Drop 
Penetration into Porous Powder Beds,” J. Colloid Interface Sci., vol. 
253, no. 2, pp. 353–366, Sep. 2002. doi: 10.1006/jcis.2002.8527. 
[3] C. T. Avedisian and J. Koplik, “Leidenfrost Boiling of Methanol Droplets 
on Hot Porous/Ceramic Surfaces,” Int. J. Heat Mass Transfer, vol. 
30, no. 2, pp. 379–393, Feb. 1987. 
doi: 10.1016/0017-9310(87)90126-8. 
[4] S. Chandra and C. T. Avedisian, “Observations of Droplet Impingement 
on a Ceramic Porous Surface,” Int. J. Heat Mass Transfer, vol. 35, 
no. 10, pp. 2377–2388, Oct. 1992. 
doi: 10.1016/0017-9310(92)90080-C. 
[5] M. Abu-Zaid, “An Experimental Study of the Evaporation of Gasoline and 
Diesel Droplets on Hot Surfaces,” Int. Commun. Heat Mass 
Transfer, vol. 21, no. 2, pp. 315–322, Mar. 1994. 
doi: 10.1016/0735-1933(94)90029-9. 
[6] W. S. Kim and S. Y. Lee, “Behavior of a Water Drop Impinging on 
Heated Porous Surfaces,” Exp. Therm. Fluid Sci., vol. 55, pp. 62–
70, May 2014. doi: 10.1016/j.expthermflusci.2014.02.023. 
[7] G. Liang and I. Mudawar, “Review of Drop Impact on Heated Walls,” Int. 
J. Heat Mass Transfer, vol. 106, pp. 103–126, Mar. 
2017. doi: 10.1016/j.ijheatmasstransfer.2016.10.031. 
[8] H. Hu and R. G. Larson, “Evaporation of a Sessile Droplet on a 
Substrate,” J. Phys. Chem. B, vol. 106, no. 6, pp. 1334–1344, 
Feb. 2002. doi: 10.1021/jp0118322. 
[9] MakerBot. Safety Data Sheet: PLA 3D Printer Filament/MakerBot PLA 
[Online]. Available: https://images.makerbot.com/support/
production/SDS-000002ENA.pdf. [Accessed 8 Sept 2017]. 
39
Computational Fluid Dynamics Simulations of flow  in the Renal Arteries 
After Stent Graft Implantation
Tianyi Xia, Matthew G. Doyle 
Dept. of Mechanical and Industrial 
Engineering, University of Toronto 
Toronto, Canada 
Thomas L. Forbes 
Division of Vascular Surgery, 
UHN, and University of Toronto 
Toronto, Canada 
Cristina H. Amon 
Dept. of Mech. and Industrial Eng., 
and IBBME, University of Toronto 
Toronto, Canada
Abstract—The objective of this work is to report a 
computational fluid dynamics study assessing the 
hemodynamic effects of fenestration misalignment, towards 
understanding post-surgical complications of fenestrated 
endovascular aneurysm repair for abdominal aortic aneurysms. 
Idealized models were constructed based on geometries from a 
patient with an infrarenal aortic aneurysm. Fenestrated stent 
grafts were simulated in the models, with combinations of 
different fenestration misalignments and takeoff angles. 
Computational fluid dynamics simulations were performed by 
solving the governing equations for blood flow under 
physiologically realistic boundary conditions. Hemodynamic 
results of renal artery flow rate and time-averaged wall shear 
stresses were analyzed to build connections between the degree 
of fenestration misalignment, the takeoff angle, and changes in 
flow dynamics.  
Keywords-abdominal aortic aneurysms; computational fluid 
dynamics; fenestrated endovascular aneurysm repair; 
hemodynamics; time-averaged wall shear stress 
I. INTRODUCTION
An abdominal aortic aneurysm (AAA) is a weakening and 
progressive enlargement of the aorta, which is the body’s main 
artery. If left untreated, AAAs will continue to grow and 
potentially rupture, leading to death in 80% to 90% of cases [1]. 
Fenestrated endovascular aneurysm repair (FEVAR) is a 
minimally invasive treatment option for AAAs that involve the 
branch vessels such as the renal arteries. FEVAR involves 
inserting a fenestrated stent graft into the aorta at the site of the 
aneurysm and can include additional stenting of the branch 
vessels. FEVAR has been continuously evolving over the past 
two decades [2]; however, post-surgical complications 
including acute kidney injury (AKI) and renal artery thrombosis 
[3] were reported, and in some cases, at greater rates than for
open aneurysm repair [3], leading to secondary interventions
and renal function deterioration [4]. Some cases of post-surgical
renal dysfunction were associated with aortic stent graft
misalignment [4], where the fenestration was not aligned with
the renal artery ostium; however, associations between
fenestration misalignment and post-surgical complications have
not been investigated in vivo due to difficulties with data
acquisition [5].
As a first step towards understanding post-surgical 
complications of FEVAR, including AKI and renal artery 
thrombosis, this study aims to use computational fluid dynamics 
(CFD) to determine how fenestration misalignment impacts 
renal artery hemodynamics. Two factors, renal artery flow rate 
and renal artery time-averaged wall shear stress (TAWSS) were 
adopted as hemodynamics indices [6-10] to indicate the risks of 
AKI and renal thrombosis. 
II. METHODS
A. Geometry
An idealized 3-D computational model of a post-surgical
AAA was built using ANSYS DesignModeler (ANSYS Inc., 
Canonsburg, PA, USA). The lengths and diameters of the 
vessels were taken from the geometry of a patient with an 
infrarenal aortic aneurysm [11]. The patient was treated with 
endovascular aneurysm repair instead of FEVAR. However, this 
prototype was chosen due to availability of both the AAA 
geometry and physiological boundary conditions. It is assumed 
that neither the post-surgical model boundary conditions nor the 
post-surgical geometry changes with aortic aneurysm type. 
Taking advantage of the assumed symmetry between the left and 
right sides of the model, a half-symmetric geometry was adopted, 
including half of the aorta, one renal artery, and one iliac artery 
(Fig. 1). A fenestrated stent graft was then simulated in the 
model, with a flared renal stent that opens in the renal artery.  
Both a reduction of the effective area of the renal artery 
orifice and the takeoff angle (TOA) between the aorta and the 
renal artery were considered in our model. Reduction of 
effective area on the proximal end of renal artery is caused by 
fenestration misalignment [4]. TOA is defined as the angle 
between the centreline of the renal stent and centreline axis of 
aorta [4]. 
A total of 15 cases were simulated, consisting of all 
combinations of five different fenestration alignments and three 
different TOAs. A fully aligned case, along with four cases of 
misalignment were considered. For the misaligned cases, the 
fenestration was positioned either 2.8 mm above or 2.8 mm 
below the proximal end of the renal artery, referred to as 
‘vertical misalignment’, or rotated relative to the proximal end 
of the renal artery by either 17.5° clockwise or 17.5° 
counterclockwise, referred to as ‘horizontal misalignment’  
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Figure 1. Post-surgical model with boundary conditions and velocity 
pathlines 
(Fig. 2). These four misalignment cases were designed to have 
the equivalent of 45% effective area reduction in the proximal 
end of renal artery.  
For the aligned case and each misaligned case, three 
different TOA were considered: 87.25° to model the average 
TOA, and 60.95° and 113.55° to model the maximum and 
minimum TOAs (Fig. 3), as reported by Jiale et al. [4].  
B. Boundary Conditions 
Patient-specific flow data were considered to define the inlet 
and outlet boundary conditions. Supraceliac-level flow rates, 
acquired from cine phase-contrast magnetic resonance imaging 
(PC-MRI) [11], were adapted to a Womersley velocity profile 
[12] applied at the inlet.          
For the outlets of the renal and iliac arteries, 2-element 
Windkessel models [13] were used. These models account for 
arterial compliance and total peripheral resistance through 
analogies between fluid flow and electric circuits. The 
parameters for these models were fit to pressure data for the renal 
and iliac artery, approximated from brachial pressure cuff 
measurements immediately after the PC-MRI scan (Fig. 4) [11]. 
No-slip boundary conditions were specified for all vessel 
and stent graft walls, which were assumed to be rigid. A 
symmetry boundary condition was applied to the centre of the 
aorta. To delineate the effects of fenestration misalignment on 
renal artery flow, identical boundary conditions were defined for 
all simulations. Blood was assumed to be non-Newtonian fluid 
based on Quesmada viscosity model.  
Figure 2. Post-surgical geometry with (A) vertical misalignment; and (B) 
horizontal misalignment.
Figure 3. (A) Minimum (60.95°), (B) mean (87.25°), and (C) maximum 
(113.55°) takeoff angles 
C. Numerical Analysis 
Simulation of pulsatile flow in this 3-D post-surgical 
geometry were performed by solving the continuity and 
momentum equations using a finite volume approach in ANSYS 
FLUENT v. 18.  
The computational geometries were discretized by 
tetrahedral patch-conforming methods with advanced functions 
of proximity and curvature in ANSYS ICEM CFD. Mesh layers 
were refined on the walls of the renal arteries to accurately 
resolve the renal artery WSS.  
Mesh independence studies were carried out for two steady 
state simulations, conducted at t = 0.1 s, corresponding to the 
maximum inlet velocity, and t = 0.5 s, corresponding to a low 
inlet velocity and high outlet pressure. With the number of 
elements increasing by 50% for each refinement, 6 different 
mesh sizes were applied on each geometry, and grid 
independence was deemed to be reached when both the change 
of renal artery flow rate and the change of renal artery WSS 
were within ±5% between two successive meshes. Among the 
15 studied geometries, element numbers required to achieve 
grid independence varied from 199,708 to 450,033. 
Relative residuals of continuity and velocities in the x, y, 
and z coordinates were set to 1×10-4.  Based on monitoring the 
Courant number in pulsatile flow simulations, a uniform 0.02 s 
time-step was adopted. As suggested by Kandail et al. [7], 
simulations for all geometries were performed for four cardiac 
cycles to achieve periodic results.  
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III. RESULTS AND DISCUSSIONS
Renal artery flow rate and renal artery TAWSS were used in 
our study as indices of risks of AKI and renal thrombosis, 
respectively. A decrease of renal artery flow rate leads to a 
decrease in kidney blood supply; hence it is an indicator of 
potential AKI. A decrease in renal TAWSS is suggestive of 
increased chance of renal thrombosis according to the Low 
Shear Theory [6].  
A. Comparison of Renal Artery Flow Rate between 
Misaligned and Aligned Cases 
Renal artery flow rates between cases with aligned and 
misaligned fenestrations were compared to determine the 
influence of fenestration misalignment on the amount of blood 
flow to the kidney. As is summarized in Table 1 and Fig. 4, a 
decrease of renal artery flow rate was observed by comparing 
flow rates in the misaligned models and the aligned model with 
the same TOA. The maximum decrease was found in the case 
where the fenestration was 2.8 mm below the proximal renal 
artery with a TOA of 60.95° (11.0%), while the minimum was 
found where the fenestration was 2.8 mm above the renal artery 
with a TOA of 113.55° (7.1%). Fenestration misalignment 
caused a decrease of renal artery flow rate in all studied renal 
TOAs, hence an increased opportunity for post-surgical renal 
AKI.  
B. Comparison of Renal Flow Rate between Different TOAs 
Results of renal flow rates for different TOAs were studied 
to determine the influence of renal artery position on renal flow 
rate. As shown in Fig. 4, for each group with the same alignment, 
the case with the 60.95° TOA had a higher renal flow rate than 
the case with the 87.25° TOA; while the case with the 113.55° 
TOA had the lowest renal artery flow rate.  Within misaligned 
cases, by comparing renal flow rates of cases with 133.55° 
TOAs to cases with 60.95° TOAs, the maximum decrease of 
flow rate was found in the case where the fenestration was 
rotated 17.5° clockwise (18.0%), while the minimum was found 
where the fenestration was 2.8 mm below the renal artery 
(17.4%). Comparing to the percentage changes due to 
misalignment effects on renal flow rate (maximum of 11.0%), 
change of TOA had a larger effect on the decrease of renal flow 
rate. 
C. Comparison of Renal TAWSS between Misaligned and 
Aligned Cases 
Renal artery TAWSS between cases with aligned and 
misaligned fenestrations were compared to delineate the 
influence of fenestration misalignment on TAWSS. As is 
summarized in Table 2 and Fig. 5, decrease of renal artery 
TAWSS was observed by comparing cases of the misalignment 
models against the aligned models with constant TOAs. The 
maximum percentage decrease was found in the case where the 
fenestration was 2.8 mm below the renal artery with a TOA of 
87.25° (21.0%), while the minimum was found where the 
fenestration was rotated 17.5° counterclockwise with a TOA of 
60.95° (17.7%). 
In our study, we showed that fenestration misalignment and 
changes in TOA cause changes in renal hemodynamics, 
including the decrease of renal flow rate and renal TAWSS, 
which are suggestive of increased risk for post-surgical 
complications, including AKI and renal thrombosis.  
Georgakarakos et al. [14] studied the impact of fenestration 
misalignment on renal WSS, but without considering the flaring 
of the renal stents or the reduction of the effective area of the 
proximal renal stent. In our institution, flaring of the renal stent 
is standard practice during FEVAR. Kandail et al. [7, 15] 
simulated blood flow with different TOAs and studied effects of 
flaring stent graft, but without considering either reduction of 
effective area or its combined effect with changes in TOA. 
We were surprised to find that misalignment cases with 
constant reduction of effective renal artery area had different 
reductions in renal artery flow compared to the aligned case. 
Within the 2 cases of vertical misalignment (the fenestration 
above or below the renal artery) and the 2 cases of horizontal 
misalignment (the fenestration rotated either clockwise or 
counterclockwise), the case with the fenestration below the renal 
artery caused the largest decrease in renal artery flow, while the 
case with the fenestration above the renal artery caused the 
smallest decrease. A major limitation of our research is the lack 
of patient-specific geometries. Although we have previously 
validated our idealized model by comparing renal artery flow 
rates in our model with data reported in literature by Figueroa et 
al. [11], a more precise hemodynamic result would be obtained 
by studying models with patient-specific geometries applied 
with the same boundary conditions.  
Figure 4. Renal artery flow rate (L/min) in different misalignment cases. 
Figure 5 Renal artery time averaged wall shear stress in different 
misalignment cases.  
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TABLE I. MEAN FLOW RATE OF DIFFERENT TAKEOFF ANGLES AND ALIGNEMENT CASES 
Takeoff Angle (°) 
Mean Flow Rate (L/min) 
Aligned 
Vertical Misalignments Horizontal Misalignments 
2.8 mm Above  2.8 mm Below  17.5° Clockwise 17.5° Counterclockwise 
60.95 0.0246 0.0219 0.0223 0.0222 0.0221 
87.25 0.0223 0.0199 0.0207 0.0204 0.0204 
113.55 0.0197 0.0181 0.0183 0.0182 0.0182 
TABLE II. TIME AVERAGED WALL SHEAR STRESS IN DIFFERENT TAKEOFF ANGLE AND ALIGNMENT CASES 
Takeoff Angle (°) 
Time Averaged Wall Shear Stress (Pa) 
Aligned 
Vertical Misalignments Horizontal Misalignments 
2.8 mm Above 2.8 mm Below 17.5° Clockwise 17.5° Counterclockwise 
60.95 1.7043 1.3993 1.3964 1.3931 1.4034 
87.25 1.7305 1.3669 1.4041 1.4051 1.3706 
113.55 1.6667 1.3396 1.3465 1.3556 1.3483 
The study has built connection between fenestration 
misalignments and changes in hemodynamics, indicating that 
FEVAR with misalignment occurring could cause further renal 
dysfunction and possible post-operative impairment [4]. At the 
clinical level, it is suggested that closer attention should be put 
on possible fenestration misalignments when determining 
therapeutic strategies, and at the same time, more attention 
should be placed on studies to reduce misalignments.  
IV. CONCLUSIONS
Our study clearly showed that fenestration misalignments 
caused decreases of hemodynamic indices including renal artery 
flow rate and renal TAWSS. In the perspective of renal artery 
flow rate, among misalignments with same reduction of 
effective area, the case with the fenestration 2.8 mm below the 
renal artery caused the highest decrease in renal flow rate, while 
the case with the fenestration 2.8 mm above caused the lowest 
decrease of the index. The TOA also affects indices of renal 
artery flow rate. Cases with TOAs of 113.55° had the lowest 
renal flow rate while cases with TOAs of 60.95° had the highest. 
TOA has larger effects than misalignments on renal artery flow 
rate.  
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ABSTRACT 
Flaring in oil and gas production is the controlled
burning of unwanted exhaust gases to enhance safety.
Obtaining complete combustion and thus eliminating
or reducing smoke is critical to meet increasingly strict
environmental regulations. To improve flare
combustion, gas flares are equipped with air nozzles
that introduce extra oxygen and improve mixing in the
combustion zone. These nozzles are operated in the
subsonic, sonic, or supersonic regimes. In this paper
we are concerned with turbulence modeling of the jet
flow exiting from a particular convergent-divergent
nozzle used in flare systems. The Realizable 𝑘 − 𝜀 and
SST 𝑘 − 𝜔 models are used to study the compressible
flow within that specific nozzle, which has an exit
diameter of 3.38 mm and has convergent and divergent
sections that are connected via a throat section with a
finite length and constant diameter. The velocity
profiles and turbulent kinetic energy predicted by both
turbulence models, in the vicinity of the nozzle outlet
and along the symmetry axis of the nozzle, are
compared for nozzle pressure ratios in the range
1.18 ≤ NPR ≤ 1.78 . It is shown that for 𝑀𝑎 ≤ 1,
both turbulence models predict nearly identical flow
evolution along the nozzle. When the flow becomes
supersonic, the shock surface, and consequently
nozzle outlet velocity profiles, predicted by the SST
𝑘 − 𝜔 model deviates slightly from the other model.
The differences, however, become negligible a couple
of diameters downstream of the nozzle outlet.
Computed entrainment rate coefficients vary slightly
when changing the turbulence model, and this
difference remains insignificant with increasing
downstream distance.
Keywords: CD nozzle flow, compressible 
flow, turbulence models, entrainment rate, gas flaring
1. INTRODUCTION
Gas flaring is a technique used in several industries
such as gas and oil separation plants (GOSPs), oil
refineries, gas plants and other petrochemical plants in
which unwanted or excess gases are burnt safely. Gas
flares are also used to protect the plants against the
danger of over pressurizing in case of emergency or
critical equipment trip. The gas flaring system is very
important and plants operations should cease if it is not
working properly. While gas flaring is required for
safety reasons, it has many drawbacks, including
negative impacts on the environment (primarily due to
incomplete combustion of the gas) and the waste of
potentially useful resources. To mitigate these
negative impacts, companies seek to eliminate or
reduce gas flaring. In situations when flaring is
unavoidable, it is desirable to have smokeless gas
flaring (Figure 1). Saudi Aramco, the largest oil
company in the world, has made a thorough analysis
and study [1] to investigate a cost effective and
efficient solution to retrofit its hundreds of gas flares
in Saudi Arabia. Several options were explored such
as Steam-Assisted Flare tips, sonic flare tips and Low-
Pressure Air-Assist. However, none of these solutions
was deemed to be cost effective and, therefore Saudi
Aramco developed a new flare design named the High
Pressure Air Assist System (HPAAS). Briefly, the
system consists of convergent-divergent nozzles that
surround the circumference of the flare exit tip. As
these nozzles inject compressed air to the combustion
zone, the resulting air entrainment from the
atmosphere due to the high exit velocity provides the
required air mass to yield smokeless flaring (Figure 1).
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For a given nozzle shape, the flow controlling
parameter is the nozzle pressure ratio (NPR). In
converging nozzles (CN), as the NPR increases, the
maximum flow rate is achieved when the flow speed
at the nozzle exit is sonic, corresponding to the choked
flow condition. A converging-diverging nozzle
geometry (CDN) allows the flow to achieve
supersonic speeds. For a CDN that undergoes an
isentropic expansion the sonic condition is reached at
the throat connecting an upstream subsonic condition
to a downstream supersonic condition. In contrast, an
isentropic compression within the nozzle connects an
upstream supersonic condition to a downstream
subsonic condition via a sonic throat [2]. If the flow is
choked at the throat but the NPR differs from that
required to yield isentropic flow, a combination of
normal and oblique shocks is formed downstream of
the throat [3]. Numerical predictions of the
compressible flow within CDN, shocks behavior, and
the compressible turbulent shear flow of supersonic
jets has been subject of extensive studies in the last
century.
Eggers [4] conducted an analytical and experimental
investigation of a supersonic jet (Mach 2.22 nozzle) to
understand turbulence quantities and jet entrainment.
He concluded that an eddy viscosity formulation
independent of the radial coordinate, employed by
other researchers, for a compressible turbulent jet was
not justified. Birch and Eggers [5] collated
experimental data on developed free turbulent shear
layers to facilitate the validation of the turbulence
models and numerical predictions. They concluded
that the available data were not sufficient to clearly
establish the effect of density gradients on mixing rate.
Lau et al. [6] conducted measurements of a 51mm
diameter turbulent jet at Mach 0.28, 0.90, and 1.37
using a LDV and a hot-wire anemometer. Their data
indicate a decrease in the spreading rate of the mixing
layer with increasing Mach number. Seiner et al. [7]
investigated the effect of jet temperature on the mixing
rate, and concluded that high temperatures resulted in
enhanced density fluctuations to increase the mixing
rate.
Reynolds-averaged Navier–Stokes (RANS) solvers
have been used by many researchers to simulate
supersonic exhausts. A comprehensive review of
various turbulence modelling, advantages and
limitations of each approach is presented in [8]. Koch
conducted a study on subsonic axisymmetric jets with
flow separation using a two-equation 𝑘 − 𝜀 turbulence
model [9]. While the mean flow values showed a good
agreement with experiment, the mixing rate predicted
by the numerical modelling was lower than the
experimental results, and so were the turbulent kinetic
energy levels. To incorporate compressibility effects
in turbulence models, and consequently to better
predict the decrease in the growth rate with increasing
Mach number, an additional compressibility term
should be included in the turbulence transport
equations [10, 11]. Georgiadis et al. [12, 13] assessed
the accuracy of modified two-equation turbulence
models in flow field predictions of a subsonic (Mach
number 0.5) heated and unheated jet. They showed
that all the modified equations provided improved
predictions compared to the standard models.
However, all the models underestimated initial jet
mixing rate and the turbulence kinetic energy fields.
Xiao et al. [14] examined experimentally and
numerically the effect of both the nozzle expansion
ratio and the NPR on the entrainment from CDN. The
computations showed that the nozzle expansion ratio
has a greater effect on the entrainment than the NPR.
Among the RANS models, the SST 𝑘 − 𝜔 model
compared the best with experiment, which was
attributed to its ability to predict the flow separation
after the shock correctly. For a fixed nozzle expansion
ratio of 1.5, their experimental study showed the best
mixing was achieved when the NPR was in the range
of 1.4-1.6. In a numerical study conducted on CDN
with Mach number in the range 0.9 < 𝑀𝑎 < 1.2  and
NPR of 4 and 6, DalBello et al. [15] found that the SST
𝑘 − 𝜔 model could match well with experimental
measurements.  The RANS models prediction
accuracy decreases as the flow compressibility effects
become more important. To account for these effects,
modified RANS models were considered and their
prediction performance were compared against
experiment [16] [13].
Sarkar and Sarkar et al. [17, 18] studied compressible
shear layers using a Reynolds Stress Model (RSM).
When the compressibility effects were not considered
explicitly, the model failed to predict the dependence
of the shear layer growth rate on the Mach number. In
comparison, when the compressibility effects were
considered explicitly, the computed results compared
better with experiment. Lijo et al. [19] used RSM to
study transient flows in a rocket propulsion nozzle
which involves free and restricted shock separation,
and they found RSM model results were in good
agreement with experiment. Balabel et al. [20]
assessed RSM and different RANS models for gas
flow in a two-dimensional CDN with steady,
compressible and turbulent flow. In their investigation
to predict the separation point and the shock wave
location, they found that the SST 𝑘 − 𝜔 model gave
the best results when compared to experiment. The
objective of this paper is to study the compressible
turbulent flow picture within a specific converging-
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diverging nozzle with a finite length throat of constant
area, and specifically to compare the nozzle flow field
including the axial velocity, mass entrainment, Mach
number and turbulent kinetic energy, predicted by
different turbulence models.
Figure 1: A flare with (right) and without (left)
smokeless air, which shows the nozzles' advantage [1].
2. NUMERICAL METHOD
In this section, the numerical formulations employed
to obtain the CFD results using ANSYS Fluent 18.0
are presented.
2.1 Governing Equations 
The governing-equations require special treatment, i.e.
closure, when the flow is turbulent. In the time-
averaging of the governing equations, the physical
quantity 𝜙 is decomposed into its mean component
?̅?  and fluctuating component 𝜙′ via the Reynolds
decomposition as 𝜙 = ?̅? + 𝜙′.  To account for the
effects of the density fluctuations due to turbulence,
Favre-averaging or density-weighed averaging is
adopted in turbulent compressible flows. The density-
weighted average of 𝜙 is obtained as 𝜙 = ?̃? + 𝜙′′,
where ?̃? = 𝜌𝜙̅̅ ̅̅ ?̅?⁄ . The details of the Favre averaging
can be found in [21].
The mass-averaged conservation of mass in terms of
mean velocity vector ?̃?𝑖 is given by Equation (1).   The
governing equations for the transport of momentum is
given by Equation (2).  𝑝 is the mean pressure and
related to mean temperature and density as 𝑝 = ?̅?𝑅?̃?.
The viscous stress tensor 𝜏𝑖𝑗   for an isentropic
Newtonian fluid is defined as given by Equation (3)
where 𝛿𝑖𝑗 is the Kronecker delta function, and 𝜇 is the
dynamic viscosity. The Reynolds stresses ?̅?𝑖𝑗 =
−?̅?𝑢𝑖′′𝑢𝑗′′̃ , arising from the Favre-averaging of the
momentum equations, require modelling. One of the
most common approaches to close the set of equations
is to use the Boussinesq hypothesis to relate the
Reynolds stresses to the mean deformation rates and
the turbulent kinetic energy 𝑘 as given in Equation (4).
The turbulent viscosity 𝜇𝑡 is given by 𝜇𝑡 = 𝜌𝐶𝜇 𝑘
2 𝜀⁄ ,
where 𝜀 is the dissipation of turbulent kinetic energy
and 𝐶𝜇 is a constant.
The Realizable 𝑘 − 𝜀 employs Equation (5) and
Equation (6) as transport equations for 𝑘 and 𝜀,
respectively. ?̅?𝑖𝑗 𝜕?̃?𝑖 𝜕𝑥𝑗⁄  is the generation of
turbulence kinetic energy due to the mean velocity
gradients. 𝑌𝑀 is the contribution of fluctuating dilation
to the dissipation rate. 𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗  is the modulus of
the mean deformation rate tensor. 𝜎𝑘 = 1.0, 𝜎𝜀 =
1.2 are, respectively, the turbulent Prandtl numbers for
𝑘 and 𝜀. In contrast to the standard 𝑘- 𝜀 model, 𝐶𝜇 is
no longer a constant but rather depends on the mean
deformation and rotation rates, the angular velocity of
the rotation frame, and the turbulence quantities [22].
The SST 𝑘 − 𝜔 employs Equations (8) and (9),
respectively, as transport equations for 𝑘 and the
specific dissipation rate ω.  𝜎𝑘 and 𝜎ω are the turbulent
Prandtl numbers for 𝑘 and ω, respectively. The
turbulent viscosity is computed as 𝜇𝑡 = 𝑓 𝜌𝑘 ω⁄ ,
where 𝑓 is a function of the strain rate magnitude, the
specific dissipation rate, a limiter function, and a
Reynolds number defined as 𝑅𝑒𝑡 = 𝜌𝑘 μω⁄ . The
details of the model constants can be found in [23].
This formulation accounts for the transport of the
turbulence shear stress in the definition of the
turbulent viscosity. The Favre-averaged energy
equation is given by Equation (10).  The turbulent flux
−𝜌𝑢𝑗′′ℎ̅̅ ̅̅ ̅̅ ̅ is given based on the averaged enthalpy,
turbulent Prandtl number, and the turbulent eddy
viscosity as given in Equation (11). The Favre-
averaged material derivative is defined in Equation
(12).
2.2 Meshing and Boundary Conditions 
Figure 2 shows the geometry of the specific nozzle
studied in this paper. This geometry is used commonly
in gas flares. The converging and diverging sections of
this nozzle are connected via a throat with a constant
diameter and a finite length. Figure 2 also shows the
computational domain used for the simulations with
the associated boundary conditions. The domain
extends from 50𝑟𝑒𝑥𝑖𝑡  downstream of the nozzle exit,
where 𝑟𝑒𝑥𝑖𝑡  is the nozzle exit radius. The domain
dimensions are given in Figure 2.    The lateral walls,
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Table 1: List of Governing Equations
Conservation
of Mass
𝜕?̅?
𝜕𝑡
+
𝜕
𝜕𝑥𝑖
(?̅??̃?𝑖) = 0 (1)
Conversation
of
Momentum
𝜕
𝜕𝑡
(?̅??̃?𝑖) +
𝜕
𝜕𝑥𝑗
(?̅??̃?𝑗?̃?𝑖) = −
𝜕𝑝
𝜕𝑥𝑖
+
𝜕
𝜕𝑥𝑗
(𝜏?̅?𝑗 − ?̅?𝑖𝑗) (2)
𝜏?̅?𝑗 = 𝜇 (
𝜕?̃?𝑖
𝜕𝑥𝑗
+
𝜕?̃?𝑗
𝜕𝑥𝑖
−
2
3
𝜕?̃?𝑘
𝜕𝑥𝑘
𝛿𝑖𝑗) (3)
?̅?𝑖𝑗 = −?̅?𝑢𝑖′′𝑢𝑗′′̃ = 𝜇𝑡 (
𝜕?̃?𝑖
𝜕𝑥𝑗
+
𝜕?̃?𝑗
𝜕𝑥𝑖
) − (
2
3
𝜌𝑘 + 𝜇𝑡
𝜕?̃?𝑘
𝜕𝑥𝑘
) 𝛿𝑖𝑗 (4)
Realizable
𝑘 − 𝜀
𝜕
𝜕𝑡
(?̅?𝑘) +
𝜕
𝜕𝑥𝑗
(?̅??̃?𝑗𝑘) =
𝜕
𝜕𝑥𝑗
([𝜇 +
𝜇𝑡
𝜎𝑘
]
𝜕𝑘
𝜕𝑥𝑗
) + ?̅?𝑖𝑗
𝜕?̃?𝑖
𝜕𝑥𝑗
− 𝜌𝜀 − 𝑌𝑀
(5)
𝜕
𝜕𝑡
(?̅?𝜀) +
𝜕
𝜕𝑥𝑗
(?̅??̃?𝑗𝜀) =
𝜕
𝜕𝑥𝑗
([𝜇 +
𝜇𝑡
𝜎𝜀
]
𝜕𝜀
𝜕𝑥𝑗
) + 𝜌𝐶1𝑆𝜀 − 𝜌𝐶2
𝜀2
𝑘 + √𝑣𝜀
(6)
𝐶1 = 𝑚𝑎𝑥 [0.43,
𝜂
𝜂 + 5
] , 𝜂 = 𝑆
𝑘
𝜀
,  𝐶2 = 1.9 (7)
𝜇𝑡 = 𝜌𝐶𝜇 𝑘
2 𝜀⁄
SST 𝑘 − ω
𝜕
𝜕𝑡
(?̅?𝑘) +
𝜕
𝜕𝑥𝑗
(?̅??̃?𝑗𝑘) =
𝜕
𝜕𝑥𝑗
([𝜇 +
𝜇𝑡
𝜎𝑘
]
𝜕𝑘
𝜕𝑥𝑗
) + ?̅?𝑖𝑗
𝜕?̃?𝑖
𝜕𝑥𝑗
− 𝜌𝛽∗𝑘ω
(8)
𝜕
𝜕𝑡
(?̅?ω) +
𝜕
𝜕𝑥𝑗
(?̅??̃?𝑗ω) =
𝜕
𝜕𝑥𝑗
([𝜇 +
𝜇𝑡
𝜎ω
]
𝜕ω
𝜕𝑥𝑗
) +
αα∗
𝜐𝑡
?̅?𝑖𝑗
𝜕?̃?𝑖
𝜕𝑥𝑗
− 𝜌𝛽ω2 + 𝛾𝜌
1
𝜔𝜎𝑤,2
𝜕𝑘
𝜕𝑥𝑗
𝜕𝜔
𝜕𝑥𝑗 (9)
𝜇𝑡 = 𝑓 𝜌𝑘 ω⁄
Conservation
of Energy
𝜕
𝜕𝑡
(?̅?ℎ̃) +
𝜕
𝜕𝑥𝑗
(?̅??̃?𝑗ℎ̃) =
?̃??̅?
𝜕𝑡
+ 𝑢𝑗′′
𝜕𝑝
𝜕𝑥𝑗
̅̅ ̅̅ ̅̅ ̅̅
+
𝜕
𝜕𝑥𝑗
(−𝜌𝑢𝑗′′ℎ̅̅ ̅̅ ̅̅ ̅) + 𝜏?̅?𝑗
𝜕?̃?𝑗
𝜕𝑥𝑗
+ 𝜏𝑖𝑗
𝜕𝑢𝑗′′
𝜕𝑥𝑗
̅̅ ̅̅ ̅̅ ̅̅ ̅
+
𝜕
𝜕𝑥𝑗
(
𝜇
𝑃𝑟
𝜕ℎ̃
𝜕𝑥𝑗
) (10)
−𝜌𝑢𝑗′′ℎ̅̅ ̅̅ ̅̅ ̅ =
𝜇𝑡
𝑃𝑟𝑡
𝜕ℎ̃
𝜕𝑥𝑗
(11)
?̃?
𝐷𝑡
=
𝜕
𝜕𝑡
+ ?̃?𝑗
𝜕
𝜕𝑥𝑗
(12)
Figure 2: (Left) The geometry of the nozzle. (Right) Schematic of the computational domain used for the
simulations with the associated boundary conditions; the dimensions of the computational domain are also
shown in terms of nozzle exit radius 𝑟𝑒𝑥𝑖𝑡  (not shown to scale).
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considered as the pressure outlet boundary condition,
are extended to 15𝑟𝑒𝑥𝑖𝑡  to assure their impact on the jet
flow is insignificant. The typical computational mesh
used in the simulations, shown in Figure 3, highlights
the small mesh size used in regions of high velocity
gradients and around the shock location.
Figure 3: The typical computational mesh used in the
simulation; the mesh around the nozzle exit is only
shown for the sake of illustration. 
2.3 Mesh Independency Check 
To ensure that the simulations are mesh-independent,
several flows were simulated with different mesh
densities (number of cells was 1𝑥105, 1.5𝑥105  and
3𝑥105 for the coarse, medium and fine mesh,
respectively). In the refinement procedure, we refined
the boundary layer mesh close to the nozzle wall, the
flow region around the jet shear layer, and the shock
areas. Additionally, we slightly refined the mesh in the
outer region of the flow. The velocity profiles at
x=2.256 𝑟𝑒𝑥𝑖𝑡  downstream of the nozzle exit for Pin =
160 kPaa for different mesh sizes are shown in Figure
4. To estimate the discretization error, we followed the
procedure recommended in [24] for the velocity
profiles. The numerical uncertainty in the fine-grid
solution was found to be 1.6% for the velocity profiles.
2.4 2D vs. 3D Comparison 
For a highly over-expanded flow within a converging
-diverging nozzle, the flow is inherently not
axisymmetric [25]. The complex pattern of the shock
surfaces (oblique and normal shocks) is three-
dimensional, which means that the azimuthal
derivatives of quantities should be accounted for in the
governing equations. However, for the range of
operating conditions of interest in this study, the flow
remains attached to the nozzle walls and no flow
separation was observed. These characteristics should
permit one to use with reasonable accuracy a 2D
axisymmetric model instead of full three-dimensional
modelling. Using the 2D model avoids long
computational times.
To verify that the 2D axisymmetric modelling is
capable of capturing the shock surfaces and flow
details, some 3D simulations were conducted to
compare the simulations results with those of the
corresponding 2D axisymmetric simulations. The SST
𝑘 − 𝜔 turbulence model was chosen for both sets of
simulations. The Mach number and the pressure
coefficient profiles along the nozzle symmetry axis for
the same upstream pressure are shown in Figure 5. The
2D profiles are almost identical to their 3D
counterparts.
Figure 4: Velocity profile at x = 2.256 rexit
downstream of the nozzle exit for Pin = 160 kPaa.
Figure 5: Mach number and pressure coefficient
profiles along the nozzle symmetry axis for 2D
axisymmetric and 3D simulation. The upstream
pressure is Pin = 160 kPaa.
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2.5 Model Validation against Experimental 
Data 
This section contains a comparison between the
simulation results on the Acoustic Reference Nozzle
(ARN) [26] from the ANSYS Fluent solver and those
reported in [13] and [26]. The geometry details are
reported in [26]. The jet is issued from a nozzle with
an exit diameter of 50.8 mm. The Setpoint 3, where
the jet is unheated (Tj T∞ = 0.950) ⁄ and the
compressibility effects (Mach = 0.513) on the flow
evolution could be insignificant, was chosen for the
comparison reported here. The NPR of this point is
1.197.
Figure 6 and Figure 7, respectively, show a
comparison of the axial velocity and turbulent kinetic
energy along the symmetry axis between the current
simulations and those reported in [13] and [26]. In
Figure 6, the present simulation shows a good
agreement with both the experimental data and
previous simulation [13] results.  
Both the present simulation and the previous
simulation [13] predict a longer potential core than
that observed experimentally. The current simulation,
however, predicts a potential core shorter than the
previous simulation [13]. Furthermore, the current
simulation predicts a decay rate faster than both the
experimental results and the previous simulation [13].
On the other hand, the turbulent kinetic energy (TKE)
predicted by the current simulation using the SST 𝑘 −
𝜔 turbulence model is in better agreement with
experimental data than the previous simulations [13].
A comparison of the velocity profile at different
positions downstream of the nozzle exit is shown in
Figure 8. Very good agreement exists in the
dimensions of the potential core and shear layer
between the experimental data, the earlier simulation
[13], and the current simulation. The above results
show that the utilized modeling approach in this paper
is adequate to capture the flow features of the flow
field studies in this investigation, especially at Mach
number of 0.5.  
Figure 6: Comparison of axial velocity profile along
the symmetry axis between current simulations, those
in [13], and experiments [26].
Figure 7: Comparison of turbulent kinetic energy
profile along the axis of symmetry between current
simulations, those in [13], and experiments [26].
Figure 8: Comparison of velocity profile downstream
of the nozzle exit between current simulations and
results in [13] and [26].
50
3. RESULTS AND DISCUSSIONS
In this section, simulation results of the converging-
constant throat-diverging nozzle, as shown in Figure
2, are presented. The nozzle has an exit to throat area
ratio of 1.34. The flow fields are studied at different
pressure ratios (NPR) in the range 1.18 ≤ NPR ≤
1.78, corresponding to 120 kPa ≤ Pin ≤ 180 kPa.
The downstream pressure is set to standard
atmospheric pressure at sea level (101 kPa). The
working fluid is air. Velocity, TKE, and Mach number
variations within and downstream of the nozzle are
presented.  
3.1 Mean Axial Velocity Profiles 
Figure 9 shows a comparison of the normalized axial
velocity profiles as computed by the different
turbulence models for two upstream pressures: Pin =
140 kPaa  and Pin = 160 kPaa. The profiles are
extracted at two locations downstream of the nozzle
exit, x1 = 2.256 rexit  and x2 = 11.278 rexit.
The normalized velocity profiles predicted by
different turbulence models follow each other closely
at Pin = 140 kPaa; they start with a potential core
close to the jet centerline and transition to the slow
moving outer flow through a shear layer. The potential
core at x = 2.256 rexit exists in 0 < y rexit⁄ < 0.6.
The extent of the potential core in the cross-stream
direction at x =  11.278 rexit shrinks to 0< y rexit⁄ <
0.1 due to the mixing. The SST k − ω model predicts
a slightly faster decay in the potential core compared
to the Realizable k − ε model. The shear layer is
contained in 0.6 < y rexit⁄ < 1.5 at x =  2.256rexit,
while it has a far-reaching extent 0.1 < y rexit⁄ <
3.5 at x =  11.278 rexit (for comparison purposes the
profiles at  x =  11.278 rexit are clipped to y rexit⁄ =
2.0). The flow at this inlet pressure approaches sonic
conditions at the throat.
At Pin = 160 kPaa the velocity profiles predicted by
the Realizable k − ε model are similar to those at the
lower pressure except that the potential core reaches a
higher normalized peak velocity. The SST k − ω,
however, predicts a velocity deficit in the near field in
the potential core, which seems unphysical. This can
be seen at the centerline (y=0) as velocity profile is
dented backward between 0 < y rexit⁄ < 0.4. Note
that the flow within the nozzle at this pressure is
supersonic (both turbulence models predict a peak
Mach number of ≈ 1.45 in the diverging section),
where the compressibility effects play a critical role in
the flow evolution. This velocity deficit, however,
disappears in the far field (after x ≥ 11.278 rexit). In
fact, both turbulence models predict almost the same
normalized axial velocity profile in the far field
at x = 11.278 rexit regardless of the flow condition.
Figure 9: The normalized axial velocity profiles
downstream of the nozzle exit for the different
turbulence models; Extraction line is at (top)
 x = 2.256 𝑟𝑒𝑥𝑖𝑡  (bottom)   x = 11.278 𝑟𝑒𝑥𝑖𝑡
downstream of the nozzle exit.
3.2 Turbulent Kinetic Energy Profiles 
The normalized turbulent kinetic energy (TKE) along
the axis of symmetry at Pin = 140 kPaa and Pin =
160 kPaa is compared between different turbulence
models in Figure 10. The transport of TKE to the jet
centerline and the evolution of TKE predicted by the
two turbulence model is almost the same. The
Realizable k − ε model, however, predicts some
turbulence upstream and downstream of the nozzle
exit for x rexit⁄ ≲ 12. This level of turbulence is absent
in the predictions of the SST k − ω model, which
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predicts almost zero turbulence along the symmetry
axis up to x rexit⁄ ≈ 12, where the potential core
exists.
After the end of the potential core, in the shear layer
region, the diffusion of turbulence reaches to its
maximum value at a downstream distance of x rexit⁄ ≈
18, where the normalized TKE graph attains a
maximum value. This maximum value is slightly
greater than 0.04 for the Realizable k − ε model and
slightly less than 0.04 for the SST k − ω model. The
dissipation of the TKE after the peak point is slightly
higher for the SST k − ω model for x rexit⁄ < 22,  and
thereafter the Realizable k − ε model predicts a
slightly faster decay, and consequently more mixing,
farther downstream. 
Figure 10: The normalized turbulent kinetic energy
along the axis of symmetry predicted by the turbulence
models at Pin = 140 kPaa and Pin = 160 kPaa.
3.3 Mach Number Profiles 
Figure 11 shows the Mach number profiles along the
symmetry axis predicted by both turbulence models at
𝑃𝑖𝑛 = 140 𝑘𝑃𝑎𝑎 and 𝑃𝑖𝑛 = 160 𝑘𝑃𝑎𝑎. Generally,
both turbulence models predict almost the same Mach
number evolution inside and outside the nozzle.  The
location of the shocks in the nozzle (when 𝑃𝑖𝑛 ≥
160 𝑘𝑃𝑎𝑎) predicted by the two models are the same.
In addition, both models show that the sonic flow
condition along the centerline is always reached at the
constant throat around 𝑥 𝑟𝑒𝑥𝑖𝑡 = −3⁄ . 2, just upstream
of the divergent section (which starts at
𝑥 𝑟𝑒𝑥𝑖𝑡 = −2.556⁄ ).
However, when the flow is subsonic (𝑃𝑖𝑛 ≤
140 𝑘𝑃𝑎𝑎), the SST 𝑘 − 𝜔 model predicts slightly
higher flow velocities than the Realizable 𝑘 − 𝜀 model
in the converging and constant-throat sections
(between−9.3 < 𝑥 𝑟𝑒𝑥𝑖𝑡⁄ < −2.6). The difference
disappears after that and the profiles perfectly match.
When the flow is supersonic (𝑃𝑖𝑛 ≥ 160 𝑘𝑃𝑎𝑎), both
turbulence models predict the same Mach number
profiles inside the nozzle. Outside the nozzle, there are
some slightly higher values predicted by the
Realizable k − ε model within the potential core, i.e, 
0 ≤ 𝑥 𝑟𝑒𝑥𝑖𝑡 ≤ 10⁄ , followed by a slightly earlier decay
in velocity. The difference disappears after that and
the profiles match. Another difference between the
SST 𝑘 − 𝜔 and Realizable 𝑘 − 𝜀 models is that the
former model predicts a sharp velocity decay; whereas
the latter model predicts a much smoother velocity
decay at the end of the potential core.
Figure 11: Mach number profile along the jet
symmetry axis predicted by different turbulence
model at Pin = 140 kPaa and Pin = 160 kPaa.
3.4 Entrainment Rate Profiles 
This specific nozzle is used to provide gas flares with
air to facilitate smokeless combustion. Therefore, it is
important to quantify the variation of the mass
entrainment along the jet centerline with the upstream
pressure. The total mass flow rate through a given
cross-section downstream of the nozzle is denoted by
𝑀 and the mass flow rate at the nozzle exit is denoted
by 𝑀𝑒𝑥𝑖𝑡.The entrainment rate coefficient, defined as
𝐾𝑒 =
dM
dx
𝑟𝑒𝑥𝑖𝑡
𝑀𝑒
(
𝜌𝑒
𝜌𝑥
)
0.5
[27], where 𝜌𝑒 and 𝜌𝑥 are the
initial and entrained fluid densities, respectively,
increases linearly as shown in Figure 12. For sake of
illustrations, 𝐾𝑒 graphs at lower pressure (where
nozzle flow is subsonic with 0.5 < 𝑀𝑎 < 0.9) and
higher pressure (1.5 < 𝑀𝑎 < 2.0) are not shown on
the graph. However, the normalized entrainment
graphs at operating pressures of 120 kPaa ≤ Pin ≤
180 kPaa almost collapse on the presented graphs
with insignificant difference.
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Figure 12: The entrainment rate coefficient 𝐾𝑒 as a
function of distance along the jet for different
turbulence models.
4. CONCLUSIONS
Numerical studies of compressible flow in a specific
converging diverging nozzle were conducted. The
nozzle consists of converging and diverging sections
connected via a throat section with a finite length and
constant diameter. The jet generated by the nozzle is
used to control the performance of typical industrial
flare systems by entraining the right amount of air into
the flame to assure a smokeless flame. The numerical
studies characterized the nozzle performance at
various pressure ratios (NPR) in the range 1.18 ≤
NPR ≤ 1.78 for two different turbulence models. The
mean axial velocity profiles at different streamwise
locations, mass entrainment rates, the turbulent kinetic
energy and Mach number along the jet centerline were
presented.
In the case of subsonic nozzle flow, the mean axial
velocity profiles were found to be insensitive to the
turbulence models used. However, for supersonic flow
this insensitivity was seen only downstream of the
nozzle exit and outside the potential core region, while
within this region the SST 𝑘 − 𝜔 model showed an
unexpected deficit in the mean axial velocity profiles.
The turbulent kinetic energy profiles for different
turbulence models follow each other closely, with the
Realizable k − ε model predicting a slightly higher
peak value.
For this nozzle design, the flow along the centerline
becomes supersonic at the end of the finite-length
throat right before entering the diverging part. The
turbulence models capture the same normal shock
location along the nozzle symmetry axis. The SST k −
ω predicts a slightly higher Mach number in the
converging and constant-throat parts of the nozzle
when the flow is subsonic. The Realizable k − ε
model, on the other hand, predicts a slightly higher
velocity in the potential core when the flow is
supersonic. The entrainment rate coefficient increases
linearly with the distance along the jet centerline, as
reported in [27].
Finally, it is found that the SST k − ω model, which is
a superior model when the flow contains a separation
region, predicts an unrealistic velocity deficit in the
potential core when the flow became supersonic inside
the nozzle. This velocity deficit was not associated
with any flow separation at the wall as the diverging
section angle in this nozzle was relatively small and no
flow separation was observed for the flow.
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Abstract—When thin paint layers are exposed to heat,
evaporation of the solvent begins, and significant movement
within the paint film occur, causing temperature and
concentration gradients. A clear coat paint was used, which had
a density of 988 kg/m3, viscosity of 240 cP and a surface tension
of 26 mN/m and was mixed with spherical solid blue particles
with a mean diameter 26 µm were added to the paint at 2%
concentration of the total mass. A knife edge was used to coat
stainless steel substrates at different thicknesses and placed in a
convection oven at 121oC for 30 minutes. Images of the samples
during the curing process were taken, showing how the
pigments moved from low to high surface tension areas. Colour
measurements were taken to show that increasing the thickness
of the same paint significantly decreases the lightness value.
Keywords-component; Mass transfer and drying, colour, boiling
and evaporation, two-phase flow, surface-tension-driven,
concentration gradient, self-organizing patterns, automotive paint
I. INTRODUCTION
The paint applied on a car serves two functions: to appear
attractive and uniform in colour, as well as protecting the car
from abrasion and corrosion. In recent years, the automotive
industry has been investigating the incorporation of metallic
pigments within solvent based paints, due to their visual appeal
and increased ability to protect against the aforementioned
factors [1]. However, the manufacturing process of spraying
this paint onto car parts does not yield consistent colour reading
results [1]. This problem was approached in two directions;
varying the composition of the paint, and varying the coating
process of the paint.
The location of the pigments within the paint film significantly
impacts the colour of a sample [2]. Kirchner and Houweling [2]
conducted a study on changing the paint composition to use
different types of metallic pigments of different shape and
surface roughness with various toners and metallic pigment
orientation controlling agents. Their results for solvent based
paints stated that flop controlling agents had limited success on
improving the orientation of the metallic pigments, with just 1o
decrease in the flop angle [2]. The conclusions were that other
alternative mechanisms are responsible for the disorientation of
pigments, but it was still unclear as to what those mechanisms
were [2]. Kirchner [3] then conducted another study, which was
focused on the orientation of the pigments during the curing
process from a cross sectional perspective. It was determined
that the evaporation of the solvent does significantly influence
the orientation of the pigments, however is again is not the only
mechanism causing it [3].
This, film shrinkage, that Kirchner [3] investigated is caused by
a well-researched effect. Once a sample is exposed to heat in a
convection oven, convective cells (Bénard-Marangoni cells)
begin forming as a result from concentration and temperature
gradients [4, 5]. These convective cells move from low to high
surface tension areas [4]. In paint applications, once the Bénard-
Marangoni cells occur and all the solvents has evaporated, the
paint beings to harden in these hexagonal structures, creating an
effect known as “orange peel”, which is defined by a surface
resembling the skin of an orange [6]. It is not desirable to this
effect occur, as the increased roughness due to the waves from
the hardened Bénard-Marangoni cells adversely impacts the
colour readings of the paint samples [7].
This paper will focus on changing the thickness of the paint with
solid spherical nonmetallic pigments, as these pigments used in
this study are within the same order of magnitude of the metallic
pigments used in the automotive industry.
II. EXPERIMENTAL SYSTEM
A clear coat model paint was used, which had a density of 988
kg/m3, viscosity of 240 cP and a surface tension of 26 mN/m
[6]. Spherical solid blue particles of a mean diameter 26 µm
were added to the paint, at a concentration of 2% of the total
mass of the paint. A knife edge, shown in Figure 1, was used to
coat reflective stainless steel substrates with a diameter of
50.8mm and a surface roughness of 0.1 µm.
Funding for this project was provided by NSERC and Magna Exteriors.
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Figure 1. Knife edge coating apparatus [6]
After each sample was coated, it was given a flash off time of
20 seconds before it was placed in the oven, to avoid air
entrapment within the sample. The sample was then placed in
the convection oven to bake for 30 minutes at approximately
121.1oC +/- 1.5oC.
Figure 2 shows the schematic of the experimental system of the
convection oven. Two flexible heating sheets at 1.55W/cm2
were placed on opposing sides of the oven and secured with an
adhesive. Each heating sheet was connected to a variac, which
was then connected to a temperature controller. This controller
received readings from the thermocouple placed behind each
heating sheet. An additional thermocouple was placed right
beside the sample in the oven, to continuously measure the
temperature. Excluding the oven’s legs and the observation
window, the rest of the oven was covered with thermal
insulation to reduce the heat loss. The sample was then observed
with a Pixelink PL-D7715CU-T camera with a resolution of
4608 x 3288 [8], which took images during the curing process.
Mass measurements were collected every 60 seconds with a
resolution of 0.1 mg.
Figure 2. Convection oven curing system
III. RESULTS AND DISCUSSION
Once the sample is placed in the oven, the solvent begins to
evaporate, causing the paint resin and pigments to move. This
creates concentration and density gradients within the paint
film, which results in surface tension gradients.
Figures 3 to 5 (with Figures 4 and 5 on the following page) show
how the pigments move within the Bénard-Marangoni cells
throughout this curing time. The initial thicknesses were
extrapolated by determining the volume of the paint on the
substrate and measuring the mass of the substrate. The field of
view in each photo is 5.7mm wide.
Figure 3. 300 µm sample blue pigments moving within the Bénard-Marangoni
cells
In Figure 3, at t = 30 seconds, the boundaries of the Bénard-
Marangoni cells at the 300 µm sample are present. After t = 3
minutes, the 300 µm sample appears to have a significant
decrease in magnitude, as the changes between the images in
minutes 3 to 4 are negligible. At 540 µm, Figure 4 shows that
there is continuous movement of the pigments for the first 4
minutes before the velocity magnitude decreases, with
significantly larger Bénard-Marangoni cells than shown in
Figure 3. Lastly, Figure 5 shows the pigments moving within
the Bénard-Marangoni cells within the first 6 minutes of the
curing process. Similarly seen in Saranjam [6], a secondary
quasi-stationary period, with elongated cells are observed after
the primary Bénard-Marangoni cells.
t = 30 s t = 4 min
t = 1 min t = 10 min
t = 3 min t = 30 min
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Figure 4. 540 µm sample blue pigments moving within the Bénard-Marangoni
cells
All the images collected during the curing process were then
analyzed using Particle Image Velocimetry (PIV) in Matlab [9,
10, 11], which calculated the velocity magnitude between
frames throughout the 30-minute curing process, which is
shown in Figure 6.
This PIV analysis concludes what Figures 3-5 already show- the
larger the paint film thickness, longer the pigments move within
their cells. Additionally, Figure 6 shows that the velocity of
these pigments increases with increasing paint thicknesses. This
is expected as there is more solvent and pigments that would
cause greater concentration gradients and therefore higher
surface tension gradient.
Figure 5. 750 µm sample blue pigments moving within the Bénard-Marangoni
cells
Figure 6.  Velocity magnitude of the pigments within the paint. 300 µm in
blue, 540 µm in orange and 750 µm in grey.
t = 30 s t = 3.5 min
t = 1 min t = 4 min
t = 2 min t = 5 min
t = 2.5 min t = 10 min
t = 3 min t = 30 min
t = 30 s t = 4 min
t = 2 min t = 5 min
t = 2.5 min t =6 min
t = 3 min t = 10 min
t = 3.5 min t = 30 min
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After the samples were cooled, their colour was measured using
the Nix Color Pro Sensor [12]. This sensor can be used under
different lighting and observation angle conditions. The lighting
condition was set to illuminate at the D65o setting, which
simulates daylight, and both observation angles of 2o and 10o
were used [12]. This is to simulate the multiple different
observation angles that is used in the automotive industry [13].
The sensor measured colour using the CIELAB colour space, as
it is the standard used in industry [13], and the colour was
measured in 5 different places on the sample. In the CIELAB
colour space, parameters are linearly proportional to the change
in colour. Figure 7 shows how many units the parameters,
lightness (L), the red to green value (a), and yellow to blue value
(b) change from the initial colour of the substrate, where an
increase in any parameter corresponds to the name of the
parameter, and a decrease corresponds to the converse of the
parameter’s name [13]. Since the human eye is most susceptible
to changes in the lightness value, it is that change in parameter
that has the most significance in colour standards [14]. Figure 7
shows the change in CIELAB colour readings from the
sample’s colour reading minus the reflective substrate’s colour
reading. Since the difference in colour readings between the
observation angles are negligible, the readings taken at an
observation angle of 10o is shown in Figure 7.
Figure 7.  Change in colour readings reading at observation angle 10o L is
grey, a is green, and b is yellow.
The most significant change colour change occurred by
increasing the paint’s thickness from 300 to 540 µm. This
increase made the 540 µm appear to be darker, redder and bluer.
Meanwhile, the increase in paint thickness from 540 to 750 µm
did not have as large of an impact, with the 750 µm sample
appearing darker and redder.
IV. CONCLUSION AND FUTURE WORK
During the paint curing process, evaporation of the solvent
creates concentration and temperature gradient throughout the
paint film. The thickness of the paint moves the pigments within
the paint, outlining the Bénard-Marangoni cells which occurs
due to the fluid moving from low to high surface tension areas.
The velocity magnitude of the pigments moving between these
low to high surface tension areas increases as the paint thickness
increases. The understanding of this flow will be essential for
the next sets of tests involving metallic pigments-with a
significantly larger size and shape at different amounts.
The thicker paint films resulted in significantly darker colour
readings. These set of tests will be repeated with a lowered
percentage of pigments to total paint mass; to observe this effect
on the velocity magnitude and colour.
With these variation of the paint composition, an analytical
mass diffusion analysis will be compared to the experimental
results and the concentration gradients will be calculated, to see
the paint composition’s effect on the mass diffusion.
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Abstract— Particle image velocimetry (PIV) data processing
is a computationally expensive process. The immense time
taken to analyze data can limit the maximum dataset size.
Using graphics processing units (GPUs) has been shown to
drastically decrease the processing time for PIV image pairs.
The open-source PIV data processing software OpenPIV has
been ported to run on a GPU to boost speed and efficiency and
has outperformed the CPU version of the software. A multi-
pass method is being implemented in OpenPIV to improve both
speed and accuracy. The completed algorithm will be tested on
an embedder CPU-GPU device, a desktop computer, and the
SOSCIP GPU-accelerated supercomputing cluster. Ultimately,
OpenPIV will run on a wide variety of computer platforms an
enable larger datasets to be collects, leading to better statistics
on the resulting velocity fields.
Keywords- PIV; GPU
I. INTRODUCTION
Particle image velocimetry (PIV) has become a powerful
tool for studying aerodynamic flow. However, the time required
to process PIV data can be considerably large which limits
the maximum size of a dataset, leading to concerns about
statistical convergence. Normally, PIV data is processed on
serial computers, utilizing multiple cores and multithreading
technology to speed up calculations. Despite advances in serial
computing hardware, the processing remains too slow for large
datasets. Therefore, PIV algorithms are being developed to
run on parallel architectures equipped with graphics processing
units (GPUs).
Most PIV algorithms use cross-correlation-based methods
which are extremely parallelizable and therefore can be con-
siderably accelerated using GPUs. Executing a PIV window
deformation algorithm with multiple GPUs on a 256×256 pixel
image, researchers were able to increase processing speed by
120 times, resulting in a processing speed of 30 pairs per second
[1]. In another study, by storing matrices as texture maps on
the GPU, images were processed at a speed of 13 pairs per
second for a 1024 × 1024 pixel image [2]. Taking a different
approach, researchers using a gradient-based cross-correlation
algorithm (FOLKI) on an NVIDIA Tesla C1060 GPU achieved
a 50× speedup on 1376 × 1040 pixel images, resulting in a
processing speed of 5 image pairs per second [3]. This is an
immense speedup, considering that analyzing a single image
pair on serial computers can take on the order of one minute.
It is clear that GPUs can be used in various PIV algorithms
to accelerate data processing. Some commercial PIV software
has added support for GPUs, but the code is proprietary and
thus cannot be developed, optimized for specific architectures,
or ported to different architectures such as ARM processors or
supercomputing clusters. Therefore, the open-source PIV data
processing code OpenPIV has been developed to utilize GPUs.
Transferring the cross-correlation portion of the algorithm to the
GPU resulted in a 10× speedup when compared to running on
a CPU. The total processing time only decreased by a factor
of 2. The majority of processing time was spent on the CPU
performing sub-pixel peak approximations and velocity field
calculations, both of which could be accelerated using a GPU.
Another shortcoming of OpenPIV is it does not have full support
for multi-pass. A PIV multi-pass algorithm first calculates a
coarse velocity field (usually on a 64 × 64 pixel grid), then
uses that information to calculate a finer velocity field. This
process repeats until noise levels becomes too great and the
highest resolution velocity field is achieved. Furthermore, for
complex flows with turbulence and regions of high shear, the
absence of a multi-pass PIV algorithm results in more spurious
vectors in the final velocity field. Correcting for the spurious
vectors is computationally expensive and can not be ported to
a GPU, inevitably slowing down the computations. Developing
the multi-pass portion of OpenPIV to execute on the GPU would
greatly reduce the number of spurious vectors as well as the
processing time.
Having a fast, open-source platform for PIV data processing
using GPUs would be a valuable tool for multiple researchers.
The code can run on any platform, and can be optimized for
specific systems. For this to be fully realized, more of the code
must be rewritten to run on the GPU, and full support for multi-
pass must be added. To ensure universality of the code across
59
platforms, the OpenPIV software will be tested on a desktop
computer with a GPU, an embedded CPU-GPU development
system, and the SOSCIP GPU-accelerated supercomputing clus-
ter at SCINET.
II. METHODS
All software development is done using an NVIDIA Jetson
TX1, referred to from now on as the TX1, which is an embedded
CPU-GPU platform for developing GPU accelerated software.
The TX1 includes a quad-core ARM Coretx-A57 processor
(host) with 4GB of RAM, a 256-core NVIDIA Maxwell GPU,
and a variety of I/O ports for peripherals. The host runs the
algorithm and transfers certain calculations to the GPU. The
data transfer between the host and the GPU is time consum-
ing and often comprises most of the GPU related processing
time. Therefore, maximal speed is obtained by strategically and
efficiently managing data transfer between the host and GPU.
For further testing, the software will be run on a desktop CPU
with 16GB of RAM and an NVIDIA GEFORE GT 710 GPU, as
well as the SOSCIP cluster at SCINET which includes 14 IMB
servers, each with 2 × 10 core CPUs with 512GB of RAM and
4 NVIDIA Telsa P100 GPUs.
The version of OpenPIV being developed was originally
written in Python. However, Python is unable to execute on the
GPU. To run code on an NVIDIA GPU, the CUDA interface
must be used. CUDA is a layer of software that allows certain
languages, such as C, C++, and Fortran, to execute on the
GPU. Therefore, the library PyCUDA [4], a Python wrapper
for CUDA functions, was used to insert C code into OpenPIV
and interface with the GPU. Additionally, some functions from
the GPU accelerated Scikits-CUDA library were used. For
increased speed, OpenPIV was compiled using Cython.
The PIV algorithm works by cropping an image pair into
smaller overlapping regions called interrogation windows (IW)
and then uses a FFT-based cross-correlation algorithm on each
IW pair to calculate the velocity field. A depiction of the process
is shown in Figure 1. This portion of the algorithm has already
been written for the GPU, resulting in a 10 × − 35× speedup
depending on IW properties. To further improve OpenPIV,
multi-pass capabilities will be added to the software.
A PIV multi-pass algorithm iteratively refines the resolution
of the velocity field until the maximum resolution is achieved.
First, a coarse velocity field is calculated over the domain.
Then, the grid is refined and corrections to the velocity on the
finer grid are calculated. This process is then repeated until the
noise becomes excessive, or the properties in each grid cell are
not optimal for PIV calculations. The iterative method being
developed in OpenPIV is based on the work done by Scarano
and Riethmuller [5]. The multi-pass algorithm in OpenPIV must
be parallelized to run on the GPU. The algorithm contains
multiple loops for bounds checking, correction calculations,
interpolations, and velocity calculations that can be massively
accelerated using the GPU.
Figure 1. Scheme for calculating FFTs on the GPU
III. EXPECTED RESULTS
The OpenPIV software will be tested on two datasets. The
first contains data on a flow control experiment of low Reynolds
Number airflow over an airfoil. The experiment was done at
a range of angles of attack using a variety of flow control
parameters. Details of the experimental setup can be found in
[6]. 1000 image pairs were taken at a resolution of 2560 x 2160
pixels. This data was originally processed using the commercial
software package LaVision, which provides a set of results for
comparison.
The second dataset is open-source and was originally in-
tended to test PIV uncertainty quantification algorithms [7]. The
experiment consists of a single turbulent jet with multiple sets
of images taken at different regions of the jet, including the
jet-core and shear layer. The dataset at each location contains
an accurate velocity field calculated from ultra-high resolution
images as well as a set of lower resolution images to use with
PIV software.
For both datasets, three properties will be investigated. First,
the difference in processing time between the GPU-accelerated
and CPU version of OpenPIV will be calculated. It is expected
that the GPU-accelerated version will be more than 2× faster
than the CPU version as more portions from the previously
accelerated algorithm are being moved to the GPU. Second, the
number of spurious vectors produced in the final velocity field
with and without multi-pass will be compared. It is expected that
the multi-pass version will produce far less spurious vectors as it
should reduce the relative noise level in the calculations. Third,
velocity field results of the full GPU-accelerated, multi-pass
algorithm will be compared to the LaVision and high resolution
velocity field in each dataset. Comparisons for each image pair,
the resulting velocity field, and other statistics will be made.
When previously compared to LaVision, the CPU version of
OpenPIV which did not use multi-pass performed well, except
in regions of high shear, such as the boundary layer over the
airfoil. The addition of multi-pass is expected to greatly improve
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the accuracy of the algorithm, especially in regions of turbulence
and high-shear.
The processing time will be tested on three different com-
puter platforms to investigate how the algorithm performs across
architectures. The platforms, mentioned before, are the Jetson
TX1, a desktop computer equipped with an NVIDIA GPU,
and the SOSCIP GPU-accelerated supercomputing cluster at
SCINET. The comparison between the TX1 and the desktop
computer will be interesting, as the TX1 has a two times more
powerful GPU, but the desktop has four times more RAM.
It is still expected that the TX1 will outperform the desktop
computer, as the bulk of the calculations will be done on the
GPU.
Despite the fact that the SCOSCIP cluster is expected to
massively outperform the other platforms, the results can be
used to infer a maximum PIV dataset size when using super-
computing clusters. When using normal desktop computers,
reasonable PIV datasets range from 500 - 1000 images. This
puts severe limits on the statistical convergence of some calcu-
lations, and increasing the image size by an order of magnitude
or more using a supercomputer cluster would be extremely
advantageous.
IV. CONCLUSION
Running PIV algorithms on GPUs can greatly decrease
processing time. The open-source PIV data processing software
OpenPIV is currently being developed to run on a GPU with
added support for multi-pass. The software is written in a
combination of Python and CUDA C which is then compiled
using Cython, which can run on any architecture that has a
CUDA capable GPU. Once complete, OpenPIV will be tested in
a variety of datasets for speed and accuracy. The software will
also be run on an embedded computer, desktop computer, and
supercomputing cluster to compare performance. Ultimately,
this project will provide an open-source tool for PIV analysis
that will operate on a wide variety of computing platforms.
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Abstract— Impingement of a gas jet on a suspended water 
droplet is modeled numerically. The jet velocity and jet 
diameter effects on the penetration length and the shape of the 
gas tunnel inside the droplet are studied. The gas tunnel inside 
the droplet is smaller on the windward and larger on the leeward 
of the droplet. Different types of breakup processes are 
identified and categorized according to jet to droplet diameter 
ratio, as well as the droplet Weber number.   
Keywords; droplet breakup; fragmentation; jet ;  
I.  INTRODUCTION 
The droplet deformation and fragmentation are involved in 
many different systems, such as in fuel injection systems and 
powder production system. The process of droplet fragmentation 
is a complex one involving large interface deformations and 
interface breakups, and mostly in turbulent conditions. In order 
to characterize this complex process, usually the droplet breakup 
process is studied in a more controlled condition. For instance, a 
single droplet is injected into a high velocity gas flow and its 
deformation and breakup is determined at different gas flow 
velocities. Almost all prior studies on the droplet deformation 
and breakup have considered a droplet in a gaseous crossflow, 
where the gaseous crossflow is much larger than the droplet 
diameter. The present study has taken a different approach. Here, 
the deformation and a breakup of a droplet subject to a cross flow 
that its diameter is in the order of the droplet diameter is 
considered.  
The droplet behavior is generally characterized using a 
Reynolds, a Weber and an Ohnesorge number defined as [1]:  
ܴ݁ ൌ ߩ௟ܷܦௗ௥௢௣ߤ௟ (1) 
ܹ݁ ൌ ߩ௟ܷ
ଶܦௗ௥௢௣
ߪ (2) 
ܱ݄ ൌ √ܹܴ݁݁ ൌ
ߤ௟
ඥߩ௟ܦௗ௥௢௣ߪ (3) 
where ܦௗ௥௢௣  is the droplet diameter, ܷ  is the relative velocity 
between the gas and the droplet, ߩ௟is the liquid density, ߤ௟ is the liquid 
viscosity, and ߪ is the coefficient of surface tension.  
Gelfand [2] categorized the droplet breakup into several 
different modes as a function of ܹ݁  and ܱ݄. The following 
modes are identified: Vibrational, bag breakup, multimode, 
sheet thinning and catastrophic modes. In the vibrational mode, 
the drop oscillates until it divides into smaller droplets. In the 
bag breakup mode, a thin shell is generated, which later bursts 
forming many small fragments. The multimode breakup is 
similar to the bag breakup except that it includes a stamen, which 
forms in the leeside of the droplet (opposite to the gaseous flow). 
In the sheet thinning breakup, the surface of the droplet is 
sheered forming a thin liquid sheet, which later breaks forming 
small fragments. In the catastrophic breakup, the droplet 
instantly fragments into many small droplets.  Guildenbacher et 
al. [3] reviewed the droplet secondary breakup and they found 
that viscous forces do not play a significant role at   moderate 
Weber numbers. There are many other studies on the droplet 
breakup, and readers are referred to see the following references 
[4-10]. 
In the present study, we consider the impingement of a gas 
jet on a droplet, where the gas jet diameter is about the size of 
the droplet.  
II. METHODOLOGY
Figure 1 shows the problem parameters. An initially 
stationary droplet with diameter ܦௗ௥௢௣  is exposed to a gas jet 
with diameter and velocity. The dynamics of the droplet 
deformation and breakup is simulated numerically.  
The numerical code used is ANSYS/FLUENT. The gas-
liquid interface is tracked by Volume Of Fluid (VOF) method. 
Continuity, momentum and energy conservation equations are 
solved with presence of the gravity. The turbulence model is 
RANS, standard k-ɛ  [11]. 
Figure 1: Schematic diagram of the nozzle 
and droplet 
ܦ௝ 
Flow, U 
ܦௗ௥௢௣ 
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The governing equation are: 
1
ߩ௤ ൤
߲
߲ݐ ൫ߙ௤ߩ௤൯ ൅ ߘ. ൫ߙ௤ߩ௤ݑሬԦ௤൯ ൌ 0൨  (4) 
߲
߲ݐ ሺߩݑሬԦሻ ൅ ߘ. ሺߩݑሬԦݑሬԦሻ ൌ െߘ݌ ൅ ߘ. ሾߤሺߘݑሬԦ ൅ ߘݑሬԦ
்ሻሿ ൅ ߩ݃ ൅ ܨԦ  (5) 
߲
߲ݐ ሺߩܧሻ ൅ ߘ. ൫ݑሬԦሺߩܧ ൅ ݌ሻ൯ ൌ ߘ. ൫݇௘௙௙ߘܶ൯  (6) 
where in equation (4), ߙ௤ is the volume fraction of the secondary 
phase, ߩ௤ is the density of the secondary phase and ݑ represents the 
velocity. In equation (6), ݇௘௙௙ is the effective thermal conductivity. 
    The continuous phase volume fraction is determined by, 
∑ ߙ௤௡௤ୀଵ ൌ 1  and 	ߩ ൌ ∑ߙ௤ߩ௤ , and ߤ ൌ ∑ߙ௤ߤ௤ . In equation 
(6),  ܧ is the mass average of specific heats of phases. 
ܧ ൌ ∑ ߙ௤ߩ௤ܧ௤
௡௤ୀଵ
∑ ߙ௤ߩ௤௡௤ୀଵ (7) 
A. Numerical Setup 
To reduce the computational time the numerical simulations 
are run on a 3ܿ݉ ൈ 1ܿ݉rectangular 2D-axisymmetric geometry 
with the total of 1,140,000 computational cells in fine mesh 
cases. In coarse mesh cases, the number of cells is reduced to 
58,000. 
The air density is determined using the ideal gas equation of 
state and the droplet density is assumed to be constant.  
Three different nozzle sizes with different jet velocities and 
droplet sizes are simulated. Results are presented in the 
following section. 
III. RESULTS AND DISCUSSION
Two different droplet sizes of 2.4݉݉ and 4.8݉݉, and three 
different air jet diameters of 0.2݉݉, 0.4݉݉ and 3.8݉݉  with 
two different gas velocities of 49.7݉/ݏ   and 99.4݉/ݏ   are 
considered. 
Figure 2 shows the impingement of a 0.2݉݉ air jet with jet 
velocity of  49.7݉/ݏ  on a 2.4݉݉ water droplet. The Weber 
number based on droplet diameter for this case is ܹ݁஽௥௢௣ ൌ124. 
The air jet impinges on the droplet and penetrates into the droplet 
forming an air tunnel.  The liquid surface tension forces resist 
the jet flow. Therefore, the incoming gas goes through a 
circulation pattern forming a large cavity inside the droplet (see 
the evolution of the cavity in Figure 2a to 2d). In addition, the 
liquid at the windward of the droplet is pushed together to close 
the jet opening zone. Moreover, Figure 2 shows that droplet 
oscillates between circular and oval shape.  
Figure 3 shows the droplet deformation for a gas jet velocity 
of  99.4݉/ݏ (Weber number 496) for the same jet and droplet 
diameters as in Figure 2. In this case, the air jet is strong enough 
to overcome droplet inertia and surface tension forces, and 
pierces through the droplet.   
Figure 4 shows the velocity vectors on the droplet plane for 
a jet diameter of 0.4݉݉ and a droplet diameter of 4.8݉݉. Both 
the jet diameter and droplet diameter are increase such that their 
ratio is kept the same as those shown in Figure 2 and Figure 3. 
The jet velocity in this case is 49.7݉/ݏ  (same as Figure 2, 
however, the Weber number is 248). In Figure 4, the jet 
impinges, penetrates and pierces through the droplet. A similar 
type of cavity as in Figure 2 is observed in this case.  However, 
in this case, because of higher inertia, the jet can force through 
the droplet. The bursting of a liquid layer that is formed at the 
time that the gas jet emerges out of the droplet results in the 
formation of several small droplets.  
Figure 2: Velocity vectors and droplet for the jet diameter of 
૙. ૛࢓࢓, ࢁ ൌ ૝ૢ. ૠ࢓/࢙ and ࢃࢋࡰ࢘࢕࢖ ൌ ૚૛૝ 
Figure 3: Velocity vectors and droplet for the jet diameter of 
૙. ૛࢓࢓,	ࢁ ൌ ૢૢ. ૝࢓/࢙ and ࢃࢋࡰ࢘࢕࢖ ൌ ૝ૢ૟ 
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Figure 4: Velocity vectors and droplet for the jet diameter of 
૙. ૝࢓࢓, droplet diameter of ૝. ૡ࢓࢓, ࢁ ൌ ૝ૢ. ૠ࢓/࢙ and 
ࢃࢋࡰ࢘࢕࢖ ൌ ૛૝ૡ 
Figure 5 shows droplet breakup for the same jet as in Figure 
4 but with a smaller droplet size (2.4݉݉). The jet diameter to 
droplet diameter ratio and the Weber number are reduced by 
50%.  Comparing two figures shows that the larger droplet 
breaks earlier than the smaller droplet. Moreover the shape of 
the air tunnel inside the droplet is different in two cases. For the 
larger droplet (Figure 4) the air tunnel is long and thin, however, 
in the smaller droplet, the air tunnel is wide and short. 
Furthermore, the droplet in Figure 5, is significantly deformed, 
indicating that the inner flow behavior influences the droplet 
shape.   
Comparing Figure 2 and Figure 5, which have the same 
droplet size and different gas jet sizes, shows that by doubling 
the jet size and keeping the Weber number constant the droplet 
stretched by the flow and its thickness is decreased until it 
bursts.  
Figure 6 shows the droplet breakup for the jet diameter of 
ܦ௝௘௧ ൌ 3.8	݉݉ and the droplet size of ܦ஽௥௢௣ ൌ 2.4݉݉. Air jet 
flattens the windward of the droplet and does not pierce the 
droplet. The droplet deforms from circular shape to a thin disk 
and the fragments are released from the top and bottom of the 
droplet.  
Figure 5: Velocity vectors and droplet for the jet diameter of 
ࡰ࢐ࢋ࢚ ൌ ૙. ૝࢓࢓ , droplet diameter of ࡰࢊ࢘࢕࢖ ൌ ૛. ૝࢓࢓, ࢁ ൌ
૝ૢ. ૠ࢓/࢙ and ࢃࢋࡰ࢘࢕࢖ ൌ ૚૛૝ 
Figure 6: Velocity vectors and droplet for the jet diameter of 
૜. ૡ࢓࢓, ࢁ ൌ ૝ૢ. ૠ࢓/࢙ and ࢃࢋࡰ࢘࢕࢖ ൌ ૚૛૝ 
IV. CONCLUSION
Impingement of a gas jet of a liquid droplet for cases with 
gas jet diameter being smaller or in the order of droplet diameter 
are simulated numerically. The results indicate that the droplet 
deformation behavior is quite different than those reported in 
the literature for droplet deformation in a gaseous cross flow. 
The results show that for the jet to droplet diameter ratios less 
than one, a gas tunnel is formed inside the droplet that may have 
different configurations. At low gas jet velocities, a closed 
tunnel is formed which may result in an air entrapment inside 
the droplet. At larger gas velocities, the jet may penetrate 
through the droplet with less of an effect on the droplet 
deformation.  
X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50
t=0.000509512059979778 s
X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50
t=0.00188715293688641 s
X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50
t=0.00389322625860391 s
X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50
t=0.00427210004047923 s
X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50
t=0.000176454262950132 s
X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50
t=0.000306438167150001 s
X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50
t=0.00455290584581062 s
X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50
t=0.00502941694440303 s
X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95
t= 0.000219220151800727 s X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95
t= 0.000416604309975445 s
X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95
t= 0.000552394743889487 s X(m)
Y(
m
)
0.01 0.012 0.014 0.016
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
Velocity Magnitude: 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95
t= 0.000860146894553021 s
(a) (b) 
(c) (d) 
64
REFERENCES 
[1] G. Strotos et al., "Predicting droplet deformation and breakup for 
moderate Weber numbers," Int. J. Multiphase Flow, vol. 85, pp. 96-109, 
2016. doi: 10.1016/j.ijmultiphaseflow.2016.06.001.
[2] B. E. Gelfand, "Droplet breakup phenomena in flow with velocity lag," 
Prog. Energy Combust. Sci., vol. 22, pp. 201-265, 1996. 
doi: 10.1016/S0360-1285(96)00005-6.
[3] D. R. Guildenbecher, C. Lo’pez-Rivera, and P. E. Sojka, 
"Secondary atomization," Exp. Fluids, vol. 46, pp. 371–402, 2009. 
doi: 10.1007/s00348-008-0593-2.
[4] G. M. Faeth, L. P. Hsiang, and P. K. Wu, "Structure and breakup 
properties of sparayes," Int. J. Multiphase Flow, vol. 21, pp. 99-127, 1995. 
doi: 10.1016/0301-9322(95)00059-7.
[5] A. Ashgriz, Handbook of atomization and sprays: Theory and 
applications. New York: Springer, 2011. doi:  10.1007/978-1-4419-7264-4.
[6] M. Pilch and C. A. Erdman, "Use of breakup time data and velocity 
history data to predict the maximum size of stable fragments for acceleration-
included breakup of a liquid cdrop," Int. J. Multiphase Flow, vol. 13, no. 6, 
pp. 741-757. 1987. doi: 10.1016/0301-9322(87)90063-2
[7] A. Mashayekh and N. Ashgriz, "Model for deformation of drops 
and liquid jets in gaseous crossflows, " AIAA journal, vol. 47, no. 2, 
pp. 303-313, 2009. doi: 10.2514/1.36148.
[8] T. Kékesi, G. Amberg, and L. Prahl Wittberg, "Drop deformation and 
breakup," Int. J. Multiphase Flow, vol. 66, pp. 1-10, 2014. 
doi: 10.1016/j.ijmultiphaseflow.2014.06.006.
[9] S. A. Krzeczkowski, "Measurment of liquid droplet disintegration 
mechanisms, " Int. J. Maltiphase Flow, vol. 6, pp. 227-239, 1979. 
doi: 10.1016/0301-9322(80)90013-0.
[10] Z. Liu and R. D. Reitz, "An Analysis of the distortion and breakup 
mechanisms of high speed liquid drops," Int. J. Multiphase Flow, vol. 23, 
no. 4, pp. 631-650, 1997. doi: 10.1016/S0301-9322(96)00086-9.
[11] ANSYS Inc. Ansys/Fluent theory guide, 2017.
65
Dynamics of a Free Pitching Flexible Cantilever NACA0012 Airfoil at 
Transitional Reynolds Numbers
Crystal Itwar Barrett 
Department of Mechanical and 
Aerospace Engineering 
Royal Military College of Canada 
Kingston, Ontario, Canada 
Crystal.Itwar-Barrett@rmc.ca 
Dr. Dominique Poirel 
Department of Mechanical and 
Aerospace Engineering 
Royal Military College of Canada 
Kingston, Ontario, Canada 
poirel-d@rmc.ca 
Dr. Asad Asghar 
Department of Mechanical and 
Aerospace Engineering 
Royal Military College of Canada 
Kingston, Ontario, Canada 
Asad.Asghar@rmc.ca
Abstract—The dynamics of a free pitching flexible cantilever 
NACA 0012 airfoil were investigated at transitional Reynolds 
numbers. This work builds on previous investigations based 
on a quasi-2D rigid wing, moving elastically in pitch and 
heave. Wind tunnel tests were performed at various speeds, 
and three limit cycle oscillation (LCO) branches were 
observed. Further work is required to supplement this 
preliminary analysis, such as modeling, FEA simulation, and 
evaluation of the strain and acceleration information of the 
wing deformation 
Keywords-transitional Reynolds numbers, flexible wing, LCO, 
free pitching, NACA0012, flexible cantilever 
I.  INTRODUCTION 
The purpose of this series of experiments is to characterize 
the dynamics of a free pitching flexible cantilever NACA0012 
wing at transitional Reynolds numbers. The wing experiences 
both rigid body and flexible body mode dynamics. It is well 
noted that the aerodynamics at transitional Reynolds numbers 
are complex, and include such phenomena as laminar boundary 
layer separation, which subsequently forms a laminar 
separation bubble (LSB) [1]. This paper is an extension of 
previous work performed on a rigid, elastically mounted in 
pitch and heave, quasi-2D NACA0012 wing. 
A. Wind Tunnel 
The tests were performed using the RMC wind tunnel, which 
is a closed circuit low speed tunnel powered by a 75kW three-
phase motor. The flow velocity is controlled by varying the 
fan speed. The freestream velocity was measured with a pitot 
static tube (located approximately 9 chords upstream of 
airfoil), which was connected to an analog pressure transducer. 
The test section inner dimensions are 1.07 m x 0.76 m. The 
turbulence intensity of the tunnel is below 0.2% [1]. There is 
also a safety net located approximately 3 chords downstream 
from the wing. 
B. Flexible Wing Configuration 
The wing testing apparatus consists of the flexible NACA 
0012 wing, mounted over a thin cantilever steel beam. Its 
kinematics can be seen in Fig. 1. The beam is fixed at its root 
to a free rotary base. The beam provides the structural 
stiffness, while the wing provides the aerodynamics loads. 
The wing and beam parameters can be seen in Tables I and II, 
respectively. The mass moments of inertia of the wing, beam 
and base can be seen in Table III. 
TABLE I. WING PARAMETERS 
Material Fiberglass epoxy, foam, and  plastic 
Span 0.445 m 
Chord 0.15 m 
Aspect  Ratio 3 
Mass 0.145 kg 
TABLE II. BEAM PARAMETERS 
Material AISI O1 steel 
Length (exposed) 0.45 m 
Width 0.051 m 
Thickness 0.0014 m 
Young’s Modulus 200 GPa 
Mass 0.222 kg 
TABLE III. MASS MOMENTS OF INERTIA (ABOUT PITCH AXIS) 
Mass Moment of Inertia of 
Beam 
5.5x10-5  kgm2 
Mass Moment of Inertia of 
Rotary Base 
1.6x10-4  kgm2 
Mass Moment of Inertia of 
Wing 
6.6x10-4  kgm2 
The free rotary base that holds the beam is connected to 
translational springs on a pulley. The pitch stiffness, Kθ, was 
found to be 0.24 Nm/rad. 
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Pitch data was measured using contactless potentiometers. The 
potentiometer used for the large amplitude oscillation (LAO) 
tests was the RLS RMA05A3A00 contactless rotary magnetic 
actuator, and the corresponding RM22VA0010B10F1B00 
encoder body, (resolution of 0.5⁰). The potentiometer used for 
the small amplitude oscillation (SAO) tests utilized the 
Contelec Co-Vert-X 22E2 836 221 505 78107 1307 1 
(resolution of 0.18⁰). LAO and SAO will be further discussed 
in section 3. 
The beam was outfitted with two PCB Piezoelectronics 
352C22 accelerometers and eight Vishay CEA-13-240UZ-120 
strain gauges (four for bending and four for torsion). The data 
from the accelerometers fed into a PCB 483C signal 
conditioner. The strain gauge data fed into a model 2120 
Strain Gauge signal conditioner. The conditioned strain gauge 
and accelerometer data, along with the potentiometer data, fed 
into the National Instruments cDAQ 9174, which connected to 
the computer and LabVIEW via USB; see Fig. 2.  
Figure 1.  Illustration of Pitch, Bending and Torsion Motion 
C. Considerations for Design and Testing 
The wing was supported in the wind tunnel such that the wing 
support was flush with the wing tunnel floor. The ratio of wing 
span to tunnel height was calculated and found to be less than 
0.6, which ensured that the effects of the tunnel wall were 
negligible. [2].  
The centre of gravity (CG) of the wing and beam combination 
was found to be 0.057 m aft of the leading edge (LE). Fig. 3 
depicts the relative locations of the aerodynamic centre (AC), 
centre of gravity (CG), elastic axis (EA), and pitch axis (PA). 
In the current configuration, the EA, PA, and AC are all 
aligned. 
The maximum blockage was calculated to be 8.3% (wing at 
90⁰ pitch angle) while the minimum blockage was calculated 
to be 1.0% (wing at 0⁰ pitch angle). 
Figure 2.  Experimental Test Set-Up 
Figure 3.  Relevant System Axes 
II. METHODOLOGY
A. Testing Procedure 
A total of six valid tests were performed. The test section was 
installed and lined up to ensure symmetry with the wind 
tunnel; the wing was set to zero angle of attack and set 
vertically straight.  
The instrumentation was turned on to allow at least 20 minutes 
before testing, which allowed time for steady state to be 
reached. The wires were hooked up, isolated, and loosely 
taped to create support but still mitigate adding to the damping 
of the wing. In order to assess the ambient and equipment 
noise for each test, three recordings were done with the wind 
tunnel off, motor on, and motor and clutch on at zero RPM. 
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The sampling frequency was 1000 Hz. This data would be 
used two-fold: to find the baseline noise frequencies of the 
system and calculate the mean bias of the wing. Following 
this, the first type of ground vibrational testing (GVT1) was 
performed. GVT1 consisted of two free decay tests: one test 
with the pitch lock off (allowing for bending, torsion, and 
pitch, with a pitch initial condition) and one test with the pitch 
lock on (bending and pitch only, with a bending initial 
condition). With the pre-test GVT1 complete, tests were 
performed at various airspeeds, in combinations of increasing 
or decreasing airspeed sweeps, with the goal of obtaining the 
behavior of different amplitudes of LCO’s. In an effort to 
locate the LCO branches, initial conditions were applied to the 
wing in the form of pitch perturbations and changes in 
airspeed. When changing sweep direction, hysteresis was 
noted in response due to the change in initial conditions via 
airspeed [3]. Following the airspeed tests, GVT1 (i.e. no-flow) 
was once again performed, wherein the purpose was to check 
if the system parameters changed. Following GVT1, the 
second type of ground vibrational was performed (GVT2), 
which was comprised of two free decay tests (with pitch initial 
conditions) for each of the three configurations, defined as 
such: S1 (rotary base, shaft, pulley, and encoder), S2 (rotary 
base, steel beam, eight strain gauges, two accelerometers, 
wires, shaft, pulley, encoder, and adhesives), and S4*(rotary 
base, steel beam, NACA 0012 wing, eight strain gauges, two 
accelerometers, wires, shaft, pulley, encoder, and adhesives) 
configurations as seen in Fig. 4-6, respectively. This data 
would allow us to find the decay rate and damping coefficient 
of the system in future work. 
The 1st and 2nd analytical natural frequencies were calculated 
for bending and torsion of the S2 configuration (based on 
elastical beam theory), and the pitch damped natural frequency 
was experimentally determined for the S2 configuration as 
well, as seen in Table IV.  
TABLE IV. N
NATURAL FREQUENCIES (S2 CONFIGURATION) 
Natural Frequencies (Hz) based on [4], [5], [6], and [7] 
Motion Mode 1 Mode 2 
Pitch 5.3 n/a 
Bending 6.0 38 
Torsion 102 308 
Note that the bending and torsion modes (as defined by the 
motion of the EA) are uncoupled due to the beam uniformity. 
The pitch motion is also considered to be uncoupled from the 
torsion motion due to the large difference in frequency scale. 
This assumption was confirmed from results of a finite 
difference (FD) solution of the S2 configuration. FD modeling 
of the S4* configuration resulted in the first three modes at 
2.56 Hz, 5.0 Hz and 29.4 Hz. These numerical results also 
match those obtained from the GVT. The first mode is pitch 
dominated, and the second mode is bending dominated. 
Figure 4.  S1 Configuration (Rotary base only) 
Figure 5.  S2 Configuration (Rotary base and Beam) 
Figure 6.  S4* Configuration (Rotary base, Beam and Wing) 
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B. Analysis Procedure 
The data obtained from testing was recorded into text-files 
using LabView, which were then manipulated into suitable 
excel files for post-processing with Matlab code. The 
aforementioned codes first took the potentiometer noise data, 
and converted it into root pitch angle (in degrees). The data 
was sorted in ascending order to find the fundamental 
frequency, which in turn was used to filter the data and find 
the mean bias of the filtered data portion which had a 
Gaussian distribution.
The ambient test data (temperature, pressure) were used to 
find the air density, airspeed, and Reynolds number. The 
varying airspeed data was then filtered and adjusted using a 
low pass filter, and the mean bias. The time histories were 
filtered to remove high frequency noise, since they have no 
impact on the dynamics. The time history served to visually 
indicate where the LCO behavior [3] occurred and select an 
appropriate portion of the signal, as well as to confirm if 
steady-state had been attained. If no global trends indicating 
increasing/decreasing root pitch angle was observed, the data 
was assumed to be gleaned during steady state. Histograms 
served to provide information on the data spread and whether 
the dynamics were symmetrical, along with the even 
harmonics of the PSD’s which further confirmed symmetry. 
Once the data was deemed properly selected and filtered, the 
mean and mode positive pitch angle peak amplitudes were 
located using the filtered time history data, while the LCO 
frequency was found using the filtered root pitch angle PSD’s. 
This was performed for all five tests and yielded final values 
of mean and mode positive root pitch angle peak amplitudes, 
pitch LCO frequency, airspeed, and Reynolds number.  
III. RESULTS AND DISCUSSION
A. Positive Mean Peak Amplitude of Root Pitch Angle 
Results 
Values of the mean positive peak amplitude of the root pitch 
angle were plotted versus airspeed for all five tests (Fig. 7). 
The mode positive peak amplitude of the root pitch angle 
values were also found, and determined to be sufficiently close 
to the mean values, thus further substantiating that the time 
response was symmetrical.  
It is worthy to confirm that the range of airspeeds 
corresponded to a Reynolds number range of 9.11 x 104 < Rec
< 1.19 x 105, which is indeed in the range of transitional 
Reynolds number. Previous research has observed that the 
range of Reynolds numbers where LCO’s occur is 5.5 x 104 < 
Rec < 1.2 x 10
5[8]. Hitherto for the quasi-2D rigid wing,
elastically mounted in pitch and heave, two LCO regions (also 
called branches) had been observed [8]. These regions can be 
described as SAO and LAO. In this paper, we tentatively 
define the ranges of 0⁰-15⁰, and 30⁰-70⁰ for SAO and LAO, 
respectively.  
Referring to Fig. 7, it is substantial to notice that along with 
the evident SAO and LAO branches, a third branch is 
observed, which we have deemed very large oscillations 
(VLAO)  and tentatively defined as the range of 70⁰-120⁰. 
It is important to note that the LAO region across all tests did 
not appear to be stationary and at steady state, i.e. there was 
significant amplitude modulation and a slight global increase 
in peak amplitude over time. No explanations are offered at 
this time. 
Figure 7.  Positive Mean Peak Amplitude of  Root Pitch Angle Versus 
Airspeed 
It is meaningful to state that the wing could possibly be 
experiencing coalescence flutter or stall flutter for the LAO 
and VLAO branches. For the possibility of coalescence flutter, 
this could be a result of the coupling of the pitch and 1st 
bending mode as these two frequencies are close to each other 
(Table IV); ergo, data reduction of the torsion and bending 
information is an important part of future work ponderations. 
The information can then be compared to the bending and 
torsion natural frequencies in Table IV.  
This preliminary focus on pitch data is important because we 
use it as a guide; if we ascertain that it is well behaved, we 
thusly assume that the bending and torsion data will also be 
well behaved. 
While we theorize that SAO is caused by laminar flow 
separation, along with the free pitching wing motion which 
causes negative aerodynamic damping, the physical 
mechanisms which cause LAO and VLAO are still to be 
confirmed. Hence, LAO and VLAO will be the primary focus, 
with the SAO serving to confirm that the Reynolds number 
effect is present, which provides information on the state of 
the flow. For our testing, the existence of the Reynolds 
number effect confirms that the flow is laminar and the wing 
is smooth.  
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B. LCO Frequency Results 
The LCO frequencies as measured from the root pitch angle 
were also found, and shown in Fig. 8. For the LCO frequency 
behaviour (Fig. 8), an average frequency resolution f = 1/FsΔt 
= 0.0305 Hz was used, since Δt varied for each test. From Fig. 
8, we see that once again, there are three distinct branches, 
corresponding to SAO, LAO and VLAO. All LCO frequencies 
are within the small frequency spectrum of 2.5 - 4.5 Hz. Note 
that these are lower than the experimental natural pitch 
frequency of approximately 5 Hz. Overall, as the mean peak 
amplitude of the root pitch angle increases, the LCO frequency 
decreases. Also for consideration is that the work from the 
quasi-2D wing [8] observed that the SAO had an approximate 
frequency range of 2.5 – 5 Hz, whereas LAO had an 
approximate frequency range of 2 – 2.5 Hz (for a frequency 
ratio of 0.74). This is parallel to the results shown in this 
paper, where the frequency ranges are approximately 3.7 - 4.5 
Hz for SAO, 3.2 - 3.7 Hz for LAO and 2.8 - 3.1 Hz for VLAO. 
While this work provides a good basis in the ongoing research 
to characterize the dynamics of a free pitching flexible 
cantilever NACA0012 wing, more detailed work is required. 
For instance, FEA modelling will be performed, where we will 
attempt to couple finite elements with a simple aerodynamic 
model, using Theodorsen's or Wagner’s functions for instance 
for the linear case, as well as performing a modal analysis. 
Additionally, the strain gauge and accelerometer data will be 
fully analyzed. LAO tests will be redone in order to try and 
attain steady-state results. Post-work calculations will also 
include assessing the damping and stiffness values. 
Figure 8.  Pitch Angle LCO Frequency Versus Airspeed 
IV. CONCLUSIONS
A series of tests were performed on a free pitching flexible 
cantilever NACA0012 wing, in order to characterize the 
dynamics at transitional Reynolds numbers. Data was recorded 
using a potentiometer, strain gauges (in bending and torsion) 
and accelerometers. The potentiometer data was filtered and 
used to generate plots of the mean positive peak amplitude of 
the root pitch angle versus airspeed and LCO frequency versus 
airspeed. Three LCO branches were found corresponding to 
SAO, LAO and VLAO. It is theorized that the SAO is caused 
by flow separation at small angles of attack due to transitional 
Reynolds number and wing free pitching, which in turn causes 
negative aerodynamic damping. The mechanisms responsible 
for LAO and VLAO have yet to be confirmed through future 
testing and analysis. The range of Reynolds numbers where 
LCO’s are observed, as well as the LCO frequencies are 
consistent with previously published work suggesting either 
coupled or stall flutter in these cases. Further tests will be 
performed to better capture LAO. Furthermore, the strain 
gauge and accelerometer data will be analyzed. FEA and 
numerical modelling will be done and used for corroboration 
of results, and post-work damping and stiffness values will be 
calculated. 
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Abstract—A set of new correlation equations characterizing the 
spatial decay of isotropic homogeneous turbulence has been 
formulated in the current study. The correlation equations are 
based on the results from the current numerical simulations 
combined with data from earlier relevant experimental studies 
[10], [15], [16]. The correlation equations can be effective for 
predicting the local values of turbulent properties (turbulence 
intensity (TI) and integral length scale (Lu)) from well specified 
initial conditions and, similarly, the magnitudes of inlet 
turbulence (TI and Lu) can be estimated from the local 
magnitudes of length scale and turbulent kinetic energy (TKE) 
using the same prediction methodology. The set of prediction 
tools should be useful in the design of wind tunnel experiments 
to characterize bluff body aerodynamics in response to different 
incident turbulence conditions. 
Keywords- isotropic, homogeneous, integral length scale, turbulence 
intensity 
I.  INTRODUCTION 
The streamwise dissipation of isotropic, homogenous, free 
stream turbulence is one of the fundamental and widely explored 
topics in turbulence theory and its effects on various bluff body 
aerodynamics and thermal physics problems has been discussed 
over the past few decades [1-4]. In the absence of any external 
turbulent kinetic energy (referred to as TKE in the text hereafter) 
generation mechanism, the kinetic energy carried by the integral 
length scales of motion will decay, mostly due to inertial eddy 
interaction at high turbulent Reynolds number. Similarly, for 
low turbulent Reynolds number flows, molecular viscous forces 
dominate which causes the decay of TKE carried by the small 
scale dissipative eddies [1]. This decay of turbulent velocity 
fluctuations has an influential impact on the development of 
laminar and turbulent boundary layers over bluff bodies which 
in turn alters the heat and mass transfer rates from them [2-4]. 
Therefore, quantitative prediction of the free stream turbulent 
flow parameters incident on any bluff body, based on upstream 
inlet conditions, becomes an important factor for accurate 
determination of the dynamic properties of fluid and thermal 
responses in laminar, turbulent and transitional boundary layers. 
There have been inconsistencies observed from the studies 
carried out for homogeneous and isotropic flows of freely 
decaying turbulence that have created disparities in the estimates 
of the spatial and temporal decay rates of TKE. Experimental 
grid-generated turbulence decays with a typical power law of the 
form, n0
2
x xk
D*( )
MU
−−=  [1], [5], where k is the TKE in the 
streamwise direction, U̅  is the mean velocity, D is the 
dimensionless dissipation constant, x is the streamwise distance, 
x0 is the virtual origin, M is the mesh width of the grid, and n 
gives the decay exponent. However, it was observed that 
different structures of geometrical grids generate turbulence 
with different decay rates and, hence, there is a need to achieve 
consistency, since the large-scale decay structures are known to 
affect the structure of turbulence at small scales [6], [7]. 
Numerous wind tunnel experiments have focused on generating 
homogeneous turbulence by different grids; passive [8], [9], 
active [10], [11], and multiscale (fractal) [12–15]. Numerical 
steady-state simulations [16] have also been carried out to 
reconcile the differences but no quantitative data have been 
presented at the inlet that would characterize the decay of 
turbulence downstream of a grid based on those specified initial 
conditions. A variation in the observed decay exponent n (from 
1.0 to 1.4) implies that there might not be a universal state of 
decay mechanism. 
It is generally agreed that the large scale turbulent properties, 
notably turbulence intensity (%) (referred to as TI in the text, 
hereafter, given by 
'u( )
U
×100) and integral length scale (Lu) 
are the decisive factors governing the decay of quasi-static 
homogeneous isotropic turbulence, since both these parameters 
evolve according to power laws [1] and play an intrinsic role in 
dictating the dissipation rate of the TKE given by
'3
u
u( )L −
, where 'u is the root-mean square of the characteristic turbulent 
velocity fluctuation and Lu is the size of the average energy 
containing eddy. Therefore, the decay of free stream turbulence 
should be reflected in the values of 'u and Lu at any point in the 
flow system and both parameters should be considered in the 
formulations that characterize the spatial decay of TKE. 
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Hence, the aim of the current study is to employ Large Eddy 
Simulation (LES) models to develop simple yet powerful 
correlation equations that systematically quantify the spatial 
decay of turbulence, based on upstream inlet conditions, in a 
nearly isotropic and homogenous regime of turbulence. The final 
goal from the current study is to use those correlation functions 
as a prediction tool to estimate local and initial values of TKE 
and length scale which can then assist in numerous wind tunnel 
experiments of the flow over bluff bodies. 
II. METHODOLOGY
A. LES equations 
In LES the largest scales of turbulent motions are solved, 
whereas the smallest fluctuation scales are modelled. A spatial 
filtering is then applied to the continuity and the Navier-Stokes 
equations and the corresponding equations of the filtered 
velocity fields are obtained. The equations are then solved 
numerically using the concept of sub-grid viscosity t  proposed 
by Smagorinsky [17], at each time-step, for each computational 
cell of the flow domain. More information about the numerical 
models associated with the LES formulation can be found in 
[18]. 
Among the sub-grid scale models that are available for LES, 
the dynamic sub-grid scale model by Smagorinsky [17], and 
Germano et al. [19] was used in the present work for simulating 
spatially decaying homogeneous isotropic turbulence.  
B. Solution parameters 
Different solution parameters used for handling the flow 
variables in LES are summarized in Table I. In order to maintain 
the convergence and the accuracy of the solution, the Courant 
Fredrichs-Lewy (CFL) number [20] is maintained at less than 
1.0 by setting the time-step accordingly, based on the grid-
spacing. The LES simulations were carried out for 20,000 time-
steps and statistically averaged results are presented. The 
simulations were performed using SHARCNET [21] a high-
computing cluster facility available at Western University. 
TABLE I.  Solution Parameters used in LES 
Time discretization Second order implicit 
Momentum discretization Bounded central difference 
Pressure discretization Second order 
Pressure-velocity coupling Segregated 
Under relaxation factors 0.5 for the velocity and 0.2 for the pressure 
III. CFD MODELLING DETAILS
A. Computational Domain and Boundary Conditions 
A three dimensional (3D) computational domain was created 
with sufficient length in the streamwise direction to allow for 
spatial decay of turbulence to develop fully. The geometry, 
along with the mesh, was generated using ICEM v.16.0 [22]. 
The domain was discretized using a perfect structured 
hexahedral mesh in all the three directions for accurate 
interpolation of the mean flow quantities and to be consistent 
with the cut-off scales for the spatial filtering. The physical 
dimensions of the grid were xL = 4m, yL = 1m, zL = 1m. 
Generating a proper inflow boundary condition for LES 
simulations is important [23-25] as the inflow should maintain 
proper spectra and coherency to replicate the spatial turbulent 
flow characteristics throughout the domain. Hence, to develop 
an isotropic homogeneous inflow boundary condition, the 
Consistent Random Flow Generation (CDRFG) technique was 
used. More information about this technique can be found in 
[26]. Pure slip wall conditions with zero shearing were imposed 
at the walls to negate the effect of the physical boundaries on the 
decay of TKE. A pressure outlet was specified as a suitable 
boundary condition for the outlet boundary. The parameters for 
generating the inlet velocity conditions are summarized in Table 
II. 
TABLE II. Parameters used for generating the inlet velocity field 
Parameters Values 
Mean velocity 4m/s 
Integral length scale 0.1m 
Turbulence intensity 10% 
Cut-off frequency 100Hz 
No. of samples generated 20000 
B. Grid-Independency 
Three different grid resolutions M1, M2 and M3 were 
created and used for the present grid-independence tests. The 
properties of these three grids are summarized in table III. The 
grid-independence study was carried out for a mean inlet 
velocity ( U ) of 4m/s, initial TI of 10% and integral length scale 
(Lu) of 0.1m.  
TABLE III. Properties of the employed grids in the current study 
Grid Type Element size (Δx) No. of cells 
M1 Coarse 40mm 250,000 
M2 Medium 20mm 500,000 
M3 Fine 10mm 1,000,000 
For LES, the variability in non-dimensional TKE going from 
M1 to M2 grid in proportion to its average value over the 
constant region where the TKE becomes fairly uniform (i.e. 
x=2m to x=4m) is 13.1%, whereas the variability of the same 
variable going from M2 to M3 is 4.8%. On a similar note, the 
variation of the magnitude of Lu in proportion to its average 
value over the constant region from M1 to M2 is 5.9% and from 
M2 to M3 it is 2.3%.  
Hence, the grid (M3) with 1,000,000 cells was chosen for the 
LES computations, corresponding to the least relative 
discretization error with an acceptable value of convergence 
[27]. The employed grid also resolves the most energy 
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containing eddies (ensuring that 80% of the TKE is resolved in 
the present case).  
C. Validation of the current CFD model 
The time-averaged, non-dimensional TKE profiles along the 
centreline of the domain in the streamwise direction using the 
Dynamic-Smagorinsky LES model is compared with the 
previous existing experimental and numerical data of [10], 
which are more recent than the classical Comte-Bellot and 
Corrsin experiments [28], [29] in high turbulent Reynolds 
number flows (fig. 1).  It is clear from figure (1) that the 
quantitative agreement between the LES and different sets of 
data presented from that study [10] is remarkably good with a 
proper choice of virtual origin x0 value (which refers to the 
distance downstream of an experimental grid origin, where the 
wake vortices from the grid has decayed sufficiently and the 
turbulence has started to become well-developed and nearly 
isotropic and homogeneous in nature). It should be noted that the 
choice of the virtual origin is sensitive to the decay rate of TKE 
and, in this comparison, the virtual origin of the experiments was 
typically taken at 20 mesh widths i.e. x0 =20M, for comparison 
[1]. 
The agreement between these two studies show that in the 
absence of mean shear and boundary layer wall effects, well-
developed turbulent flow decays at a similar rate and there exists 
a universal decay mechanism of turbulence that would fit a 
single non-dimensional curve. 
Further comparison between the two studies reveals that the 
magnitude of 
dk′
dx
 at the virtual origin (x0), computed from the 
values of D, u′ , U̅ and Lu gives an approximate value of 0.014m-
1 for the experiments [10] and 0.010m-1 for the present LES 
study which are close to each other. Since the initial spatial TKE 
gradient rate controls the downstream decay of the TKE, a 
similar tendency of its decay in the nearly isotropic and 
homogeneous region of turbulence is observed. 
IV. RESULTS & DISCUSSIONS
A. Predictive Methods for Spatial Decay of TKE 
A new predictive algorithm based on the current 
methodology has been formulated in the present study which 
provides an estimate of the local and initial turbulence levels in 
the uniform flow approaching the leading edge of a bluff body. 
The predictive algorithm is based on the simple inviscid 
estimation of the turbulence dissipation rate   at a given length 
scale, represented by dk dt = . Starting from the inviscid
estimation of  given by 
'3
u
uD( )L= − (where D is the
dimensionless dissipation constant, taken here as being unity, for 
convenience) and invoking Taylor’s hypothesis of frozen 
turbulence, both these forms of  can be related and a new 
power law equation derived (which includes both TKE and Lu) 
that gives the spatial variation of TKE in the streamwise 
direction presented in the form 
' 0.5'
n0
'
0 0
A(k ) xk k
( 1)
Lk
−= = +  (1) 
where k and 0k are the local and initial TKE (at x = 0) ,
'k  and
'
0k are the dimensionless local and initial TKE (at x = 0; k is 
normalized using the mean velocity U̅,  A is a dimensionless 
constant having a magnitude of 0.27 (where A =0.27×D; D=1) , 
n is the decay exponent of magnitude 2, x(m) is the streamwise 
distance starting from the origin of the physical grid and uL  is 
the integral length scale (m) which is taken as a constant in this 
derivation for simplicity. This correlation equation (1) assumes 
turbulence is strictly isotropic and Taylor’s hypothesis has been 
invoked while deriving spatial functions of the velocity field. 
However, in reality, the integral length scale (Lu) grows in the 
streamwise direction as turbulence decays and cannot be treated 
as a constant which then alters the magnitude of the power law 
exponent, n, obtained from the correlation function presented in 
equation (1). Hence, to incorporate the effects of the spatial 
evolution of the length scale (Lu), the correlation equation (1) is 
rewritten in a general form as 
1
' 0.5'
n1 0 0
'
0 0
A (k ) (x x )k k
( 1)
Lk
−−= = +   (2) 
where 0x is the virtual origin, and 1A , 1n  are the decay 
coefficient and decay exponent, respectively, for the above 
correlation (eq. 2). 
Replacing Lu with Lu0  another form of decay power law can 
be achieved with the following form  
2
' 0.5'
n2 0 0
'
0 u00
A (k ) (x x )k k
( 1)
Lk
−−= = +  (3) 
where u0L  is the initial value of the integral length scale (at x = 
0), 2A and 2n are the new decay coefficient and decay 
exponent, respectively, for the above correlation equation (3). 
The correlations presented in equations (2,3) clearly depict a 
power law form analogous to the grid-generated TKE decay law 
given in [1]. 
The correlation equation obtained in equation (2) is tailored 
specifically to include the effects of the TKE and the integral 
length scale into a single correlation equation, since the 
 
 
Figure 1. Comparison of decay of TKE in the streamwise direction between the 
studies of Kang et al. (2003) and present LES results. 
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evolution of length scales influence the energy decay of the 
turbulent velocity fluctuations [9], [30]. 
The range of decay exponent (n) values obtained for different 
types of grids and numerical simulations is large because it 
depends on the initial conditions of the flow, the physical 
characteristics of the experimental grids (shape, size, width and 
porosity) and the choice of the virtual origin (x0) [7], [31]. A 
faster or slower rate of decay of TKE is also possible depending 
upon the solidity of the grid which depends on the porosity (β) 
which, in turn, is a function of the rod or wire dimeter used and 
the mesh width (M), as reported in [6]. 
Hence, the present work does not aim to address the question 
of determining definitive and precise values of the decay 
exponent (n) exhibited in eq. (2), but, rather, to come up with a 
global decay exponent (n) and dimensionless constant (A), that 
best fits the correlation function when using all the relevant 
previous experimental studies and the present numerical 
simulations, within an acceptable degree of accuracy, in the 
region of well-developed, homogeneous and isotropic 
turbulence. 
The correlation (eq.2 and eq. 3) can be used to obtain an 
estimate of the local statistical turbulence parameters (k and Lu) 
at any location downstream of a grid based on the specified 
initial turbulence conditions (k0 and Lu0) at the inlet. Similarly, 
the same set of prediction equations (2 and 3) also helps to 
recover the initial free-stream turbulence levels relevant to any 
bluff-body aerodynamics problem knowing the local 
magnitudes of turbulence scales, thus making this prediction 
method a complete closure solution to the choice of 
experimental turbulence generating grid required to achieve a 
particular level of turbulence. 
B. Prediction equation based on the local value of the 
integral length scale (Lu) 
Figure (2) shows the direct comparisons between the earlier 
experimental studies of Kang et al. (2003) [10], Krogstad and 
Davidson (2011) [15], Torrano et al. (2015) [16] and the present 
LES with a best fit curve for the correlation function presented 
in equation (2). The streamwise evolution of non-dimensional 
TKE profiles
0
k( )k  are plotted against a non-dimensional
parameter ' 0.50 0 u(x x )*(k ) / L− where, 0(x x )−  is 
the effective origin, '0(k ) is the non-dimensional initial TKE 
value and u(L ) is the local value of the integral length scale. The 
magnitude of the initial normalized TKE and integral length 
scale values are digitized and extracted from the previous studies 
to achieve a direct comparison between the variables used in the 
plots by using the above scaling, even though the initial 
conditions of the different experiments and the LES are 
different. The fitted coefficient values of A and n estimated from 
the best-fit curve are ( 1A  = 0.27 and 1n = 2.38). The goodness 
of the fit is excellent at R2 = 0.99. Figure (4) also reveals that the 
numerical results are fairly consistent (within 3%) with the 
experimental data and both the studies reproduce a similar 
tendency of the predicted turbulence energy decay. 
C. Prediction equation based on the initial value of the 
integral length scale(Lu0) 
Figure (3) shows the comparison of the spatial decay of the TKE 
profiles for different experiments stated earlier and the LES 
study, with the x axis variable ' 0.50 0 u0(x x )*(k ) / L− now 
normalized with the initial constant value of Lu, i.e. u0(L ) , 
instead of local values of Lu. The scaling parameter has been 
changed to see its effect on the quantitative agreement between 
the LES and the experimental studies. Here R2 = 0.97, which is 
not as good as the previous scaling, whilst the values of A2 and 
n2 are 0.44 and 1.16, respectively.  It turns out that the A2 and 
n2 values obtained from the regression fit (eq. 3) have different 
 
magnitudes compared to the A and n obtained while deriving 
equation (1) even though both correlations assume a constant 
Lu. The values of the decay coefficient A and the decay 
exponent n obtained from equation (1) are 0.27 and 2 
respectively.  
There are reasons for this observed variation, between the 
magnitudes of decay coefficient A and decay exponent n, 
obtained from the simple inviscid estimation of  (eq. 1) and the 
best-fit curve over all the experimental data and LES results (eq. 
3). 
 Firstly, strictly isotropic turbulence has been assumed while 
deriving the correlation (eq. 1), which in reality is difficult to 
Figure 2. Spatial decay of TKE profiles of earlier experimental studies and 
present LES , plotted with a solid line that shows the best-fit power law 
Figure 3. Spatial decay of TKE profiles for different experiments and the present 
LES study scaled with initial integral length scale (Lu0) plotted with a solid line 
that shows the best-fit power law 
A1 = 0.27; n1 = 2.38; R2 =0.99 
A2 = 0.44; n2 = 1.16; R2 =0.97 
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achieve in turbulence generated in computer simulations [32]. 
However, this is not surprising as such inhomogeneity of the 
flow has already been observed in the earlier experiments of 
[33], [34]. Secondly, while deriving the correlations presented 
in equations (1), (2) and (3), it was assumed that D is a non-
dimensional constant of magnitude unity, having no temporal 
or spatial dependency in the streamwise direction, but D is seen 
to have spatial dependency in the studies reported in [9]. 
Therefore, the estimate of A2 and n2 obtained from the best fit 
curve shown in figure (3) inherently incorporates the variability 
of D if any, present in the current simulations. 
D. Prediction equation based on the local magnitude of TKE 
(k) and local magnitude of integral length scale(Lu) 
Figure (4) shows another form of the spatial decay of TKE 
profiles from both the experiments and LES data, but with the 
x ordinate scaled with the local non-dimensional TKE, 'k , and 
the local magnitude of the integral length scale (Lu). Figure (6) 
reveals a linear relationship between 0(k / k ) and
' 0.5
0(x x )*(k ) / L− which implies 
0
' 0.5
0
d
(k / k )
dx C
d
(x x )*(k ) / L
dx

−
          (4) 
This holds true and is manifest through the power law 
dependency of k and Lu along the streamwise direction which 
is given by the following equation    
 
'
p
1'
0 0
k
(a x 1)
k k
−= = +  (5) 
qu
2
u0
L
(a x 1)
L
=  (6) 
In order to arrive at linearity; 1(a a ) and a slight deviation 
from the numbers can affect the linearity of the experimental 
data sets and the LES results seen in figure (4), which is simply 
a consequence of the curve fitting performed for the best fit for 
equations (11), (12). Similarly, p and q are closely related to 
each other in the form of q p 12 − = for the LES results, which
is verified by the exponents derived in [9]. The left-hand side of 
equation (4) can be then solved to arrive at a constant value. The 
best linear fit line is drawn in the figure which gives a R2 =0.96 
with the slope m being -0.51 and the intercept C being 1. Hence 
the final equation of the spatial decay of TKE stands in the form 
of 
' 0.5'
0
'
0 0
(x x )*(k )k
( ) ( ) m( ) C
k k
−
= = +              (7) 
It is worthwhile mentioning that the correlation functions 
presented in equation (3) along with equation (7) also helps one 
to predict the initial TKE 0(k ) and length scale values (Lu), 
provided one knows the local values of TKE (k) and length 
scale (Lu), thus giving another method of estimating the 
statistical turbulence parameters in the domain. 
There are, altogether, 3 sets of data, which have been used 
here for the predictive methodology, in accordance with the 
previous experimental studies, to estimate the magnitude of the 
TKE and Lu values. The values of the fitted coefficients for all 
sets of data are summarized in table IV and V. 
TABLE IV Constants obtained from best regression curve fitting procedure 
using the method of non-linear least squares 
Normalization 
parameter of the 
x ordinate 
R2 
Decay 
coefficient 
(A) 
Decay 
exponent 
(n) 
Equation 
number 
'
0k and uL 0.99 0.27 2.38 
2 
'
0k and u0L 0.97 0.44 1.16 
3 
TABLE V Constants obtained from best regression curve fitting procedure 
using the method of non-linear least squares 
Normalization 
parameter of the 
x ordinate 
R2 m (slope) 
C (intercept 
on the y 
ordinate) 
Equation  
number 
'k and uL 0.95 -0.51 1 
4 
It is worth mentioning that these correlations (2,3), while 
written in logarithmic form along with the correlation given by 
equation (7), each represent a simple linear form of equations 
involving one known and one unknown variable which can then 
be used to estimate either the local turbulence parameters at any 
downstream location or to predict the initial turbulent 
parameters for any turbulent flow. Thus, the equations (2), (3) 
and (7) complete the prediction tool for designing turbulence 
generating grids. More information about the applicability of 
these prediction equations can be found in [35]. 
V. CONCLUSIONS 
The present work attempts to simulate freely decaying isotropic 
homogenous turbulence using Large Eddy Simulation (LES). 
The current results show good quantitative agreement with the 
previous experimental results from [10], [15], [16]. Three 
different correlations were formulated which can be useful in 
estimating the local and initial values of turbulent parameters 
(i.e. TKE and Lu) which can then aid the design of  wind tunnel 
experiments.    
Figure 4. Spatial decay of TKE profiles for different experiments and the 
present LES data with the x ordinate scaled with local k’ and Lu 
m = -0.51; C = 1; R2 =0.95 
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Abstract— The impact and spreading of a water droplet on a 
gap between two parallel plates has been studied 
experimentally. A deionized water droplet (2.03 mm diameter) 
impacted the plates at velocities of 0.06, 0.5, 1.0, and 1.5 m/s; 
the tested gap spacings of the parallel glass plates were 50, 
100, and 150 μm. Using a high-speed camera, we 
simultaneously photographed the drop spreading both above 
and within the gap. We show that water begins to penetrate the 
gap immediately after impact. On the largest spacing tested, 
up to 10% of the initial drop volume can penetrate the gap 
before the maximum spreading diameter is reached. 
drop spreading; drop impact; parallel plates; 
I.  INTRODUCTION 
Many porous surfaces that droplets can interact with – 
paper, soil, textiles and fabrics – are opaque. This opaqueness 
makes it difficult to observe how the porous surface interacts 
with the drop during droplet impact and spreading. In addition, 
an impacting drop will spread to its maximum diameter in a 
few milliseconds, well below the temporal resolution of non-
destructive scanning techniques.  
There remains some uncertainty as to the amount of water 
that absorbs into a porous media during droplet impact and 
spreading, and if this volume of water influences the maximum 
spread of the droplet. Chandra & Avedisian [1] and Lee et al. 
[2] analyzed photographs of the drop impacting on a porous 
surface to estimate the volume of water that penetrated a 
porous material. They conclude that the volume of water is 
negligibly small for the materials they studied. Roisman et al. 
[3] find that a porous surface will increase the probability of 
drop deposition instead of splashing, which they suspect is due 
to some liquid penetration during impact. Lembach et al. [4] 
and Yamamoto et al. [5] show that water penetration can occur 
during droplet impact on their fabricated porous medias. Their 
medias were fabricated in such a way that allowed them to 
simultaneously photograph the drop above and below the 
surface, but the focus of their papers was not on the maximum 
spread of the droplet. 
Thus, there is a need for more experiments that can 
simultaneously photograph a droplet above and below a surface 
during impact in order to understand the role the pore size has 
on droplet spreading. This is the first experiment in a series 
designed to investigate how porous media affects how a droplet 
spreads and penetrates a porous media. Here, we study the 
influence of a long narrow pore, created by two closely spaced 
glass plates. 
II. EXPERIMENTAL APPARATUS
Two uncoated N-BK7 borosilicate glass plates (50 mm x 50 
mm x 4 mm) (Edmund Optics, Inc; stock# 47-944) were used 
to create a narrow gap between two parallel surfaces. The gap 
spacing between the two plates was set by inserting two steel 
feeler gauges between the plates and then clamping the plates 
together. Between individual trials, the surfaces of the glass 
plates were rinsed with deionized water and dried with 
compressed air. Periodically, the surfaces were cleaned with 
ethanol and thoroughly rinsed with tap water and then 
deionized water. 
A 10 ml BD syringe was used in a syringe pump to 
dispense deionized water through a 33-gauge syringe needle 
(#91033, Hamilton) at a flow rate of 10 µl/min. A separate test 
found the average diameter of a drop generated by this method 
to be 2.03 mm (N=50, 95%CI).  The three gap sizes tested were 
50, 100, and 150 µm. The plates were also clamped together 
with no feeler gauges to get a fourth gap size of approximately 
0 µm. Drop impact velocities of 0.06, 0.5, 1.0, and 1.5 m/s 
were tested by increasing the height at which the drop detached 
from the syringe needle. Each of the impact velocity-gap 
spacing pairs was repeated between three and five times. Very 
good repeatability of the data was achieved. 
A high-speed camera (FASTCAM SA5, Photron, USA) 
equipped with a 105 mm f/2.8 Nikon lens, an extension bellow, 
and a 55 W LED light (AOS Technologies AG) were used to 
photograph the droplet spread at a resolution 16.8 µm/pixel. 
Photographs were taken at 4000 fps, shutter speed of 1/6000 s. 
A schematic of the experiment is shown in Figure 1.  
Image analysis was performed in MATLAB using an 
automated script to convert the photographs from the high-
speed camera to binary images. The measurement of interest 
was obtained by counting the number of pixels and multiplying 
it by the image resolution. 
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Figure 1. Schematic representation of experiment apparatus 
III. RESULTS AND DISCUSSION
We compare the maximum spreading diameter by first 
making the spreading diameter and time dimensionless. The 
droplet spreading diameter is made dimensionless by dividing 
it by the initial drop diameter, β = D/D0; time is made 
dimensionless by multiplying it by the impact velocity and 
dividing by the initial drop diameter, τ = Ut/D0, where U is the 
impact velocity. Figure 2.  shows the dimensionless spreading 
coefficient, β, plotted against dimensionless time, τ. The top, 
middle, and bottom charts of Figure 2.  show the effect of the 
gap spacing at the constant impact velocities of 0.5, 1.0, and 
1.5 m/s, respectively. 
At each impact velocity, the maximum spreading diameter 
increases as the gap spacing decreases. In the 1.5 m/s impact 
velocity graph of Figure 2. , where this observation is most 
pronounced, the maximum spreading diameter doubles as the 
gap spacing is reduced from 150 µm to 0 µm. 
Also, the time required to reach the droplet maximum 
spreading diameter increases as the gap size decreases. At all 
three impact velocities the drop takes the longest time to spread 
at zero gap spacing. For example, at an impact velocity of 1.5 
m/s, the maximum spreading diameter is reached shortly after τ 
= 1 for the 150 µm; the 100 µm and 50 µm gap sizes take 
progressively longer, and the longest time of τ = 2.7 is reached 
for the at 0 µm. 
The maximum spreading diameter and time to maximum 
spread increase with a decreasing gap size because there is less 
kinetic energy and liquid available for the drop to spread when 
a gap is present. We observe that the drop starts to penetrate the 
gap almost immediately after impact. Photographs of the 
droplet spreading on the gap at τ = 0.5 are shown in Figure 3. 
At every gap spacing and impact velocity a semi-circular 
profile can be seen developing below the drop before the 
maximum diameter is reached. With less water remaining in 
the drop it is unable to spread as far. Time to the maximum 
spreading diameter is reduced because there is less distance to 
travel. 
It is also interesting to point out in Figure 3. that the shape 
of the drop is very similar for each impact velocity at each gap 
spacing. This is despite there being an increasingly larger 
volume of water within the gap at successively larger gap 
spacings. What this means is that immediately after impact the 
droplet behavior is dominated by inertia, but the influence of 
the gap spacing becomes apparent before maximum spread is 
reached. We can see this transition in Figure 2. : the spreading 
coefficient for each gap size lie on a single curve immediately 
after impact and then start to diverge before the maximum 
spreading diameter is reached. 
Figure 2. Comparison of dimensionless spreading diameter for impact 
velocities of 0.5, 1.0, and 1.5 m/s. 
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No gap 50 microns 100 microns 150 microns 
0.06 m/s 
0.5 m/s 
1.0 m/s 
1.5 m/s 
Shortly after the drop contacts the glass plates and begins to 
spread, water wicks into the gap. The width of the profile 
grows at the same rate as the droplet spreads, but the depth of 
the profile grows at a different rate. For the 50 µm spacing in 
Figure 3. , the profile depth reached at τ = 0.5 decreases 
slightly as the impact velocity increases. This suggests that the 
growth rate of the profile width depends on the impact velocity, 
and that the growth rate of the profile depth depends on the gap 
spacing, which determines the developed capillary pressure. 
Figure 4. shows the fraction of the initial drop volume that 
penetrates between each plate spacing. The top, middle, and 
bottom chart are plotted with the gap spacing held constant at 
50, 100, and 150 µm, respectively. In the initial stages of the 
droplet impact and just prior to the maximum spreading 
diameter being reached, the volume of water in the gap is 
approximately the same for the 0.5, 1.01 and 1.5 m/s impact 
velocities. 0also shows that the flow rate into the gap is 
constant shortly after impact, times greater than τ = 0.25. Water 
penetration into the gap during droplet spreading is mostly 
capillary driven. 
The volume of water that can penetrate the gap during 
droplet spreading is significant for the larger gap spacings. For 
the 100 and 150 µm gap spacing, between 5-10% of the drop’s 
initial volume has already entered the gap at τ = 0.5. For the 50 
µm gap spacing the volume of water that has left the drop by 
this time is less significant. Despite this large difference in the 
volume of water that has penetrated the gap, the drops in Figure 
3. look very similar for a constant impact velocity. This
highlights the difficulty of estimating the volume of water that 
has penetrated a porous medium during the droplet spreading 
phase. 
IV. CONCLUSIONS
When a drop impacts a narrow gap, the maximum 
spreading diameter will be less than the maximum spreading 
diameter that could be attained on a solid surface. This is partly 
due to water penetrating the gap during the spreading phase, so 
there is less water available within the drop to spread. The 
volume of water that penetrates the gap is mostly dependent on 
the width of the gap. A higher fraction of the initial drop 
volume will be lost to the gap at the time of maximum spread 
the larger the gap spacing is. The water penetrates mostly due 
to capillary forces—the impact forces only have a minor 
influence 
Figure 3. Photographs of a drop impacting on a narrow gap. Rows are a constant impact velocity; columns are a constant gap spacing. Each photograph was 
taken at dimensionless time, τ = 0.5. The images were cropped, scaled, and adjusted for contrast and brightness in ImageJ [6] 
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Fig. 1 Central plane schematic of flow over a wall-mounted finite-
length square cylinder 
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Abstract—A conventional way of studying the flow 
characteristics of flow over a bluff body is by extracting the 
velocity distribution in horizontal planes crossing the bluff 
body near the bed, mid-height and close to the free-end 
location. The intention of selecting the planes at these levels is 
to examine the horseshoe vortex and the bed effect, flow 
separation at the mid-height, and the downwash flow from the 
free-end. In some cases, where a relatively short cylinder is 
studied along with a taller cylinder, the mid-height level of 
each may present very different flow structures. It is proposed 
in this study that a better way of selecting the planes of interest 
could be based on the pressure distribution imposed on the 
front surface of the bluff body by the approaching flow. This 
paper uses a sample numerical study of wall-mounted finite-
length square cylinder with three aspect ratios of 1, 2 and 4, 
immersed in the air flow with a thin boundary layer. The 
horizontal planes based on the front face pressure distribution 
are selected and examined to show the advantage of the 
proposed method.   
Keywords: Bluff body; flow separation; Detached-eddy-
simulation 
I.  INTRODUCTION 
 A wall-mounted finite-length square cylinder immersed in a 
flow field has many engineering applications in the real world, 
such as flow over low-rise buildings, skyscraper stacks, 
chimney stacks, etc. The aspect ratio (AR = h/d, where h and d 
are the height and width of the object, respectively) plays an 
important role in establishing the flow features around the body 
(Kawamura et al. [1]). As AR increases, the shear layer in the 
overhead region induced by the top edge becomes more 
energetic and then interacts with the base vortices. This 
phenomenon slowly diminishes when AR approaches a critical 
value.  
When an oncoming flow with a boundary layer impinges on 
the front surface of a square cross-section cylinder, a 
stagnation point (or zone) is induced on the front side of the 
cylinder surface (Fig. 1). The location of the stagnation point 
(hstg) is defined by the maximum value or the middle point of 
the near-constant region on the pressure distribution of the 
front surface. The flow below the stagnation streamline rolls 
up into the horseshoe vortex (HSV), while the flow above it 
separates from the top edge of the body.  The separated flow 
forms the wake region as indicated in the schematic.  
When discussing the wake structures behind the cylinder of 
different AR, researchers tend to present results in different 
horizontal planes. These planes usually include the one at mid-
depth (50% h), one near the wall (25% h) and one near the 
free-end of the cylinder (75% h). However, the induced flow 
structures are not simply decided by the cylinder’s height. 
When comparing flow past cylinders of different height, it is 
quite possible that the flow structures are different at a certain 
value of the cylinder height to width ratio. For instance, the 
mid-height level of a short cylinder may be heavily influenced 
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Fig. 2 Schematic of the computation domain 
Fig. 3 Pressure coefficient distribution on the front surface of the 
cylinder at central plane y/d = 0 
by the bed-effect, but the mid-height level of a taller object 
may not be influenced either by the distance to the wall or to 
the top edge of the body. A new scheme based on the pressure 
distribution on the object’s front surface which could be 
potentially used in the analysis of the flow over a bluff body 
problem is introduced in this paper. 
II. COMPUTATIONAL DOMAIN
 The schematic of the flow field is shown in Fig. 2. A wall-
mounted square cylinder with the width (d) of 12.7 x 10-3 m is 
immersed in an air flow. The air flow is at a Reynolds number 
of 12,000 (based on freestream velocity and cylinder width), 
with the free stream velocity of 15 m/s and dynamic viscosity 
of 1.855 x 10-5 Pa-s. Three aspect ratios (AR = 1, 2 and 4) of 
the square cylinder are studied. 
The origin of the coordinate system is located at the center 
of the square at the bed level. The x-, y- and z- coordinate 
directions correspond to the streamwise, spanwise and normal 
directions, respectively. The two side-walls and the ceiling are 
slip-walls, and the bottom bed and the cylinder faces are no-
slip walls.  The square cylinder is placed 6d downstream of the 
inlet, 40d upstream of the pressure outlet, 7d under the ceiling 
(9d and 10d for AR = 2 and AR = 1, respectively), and 15d 
away to each side-wall. The side length of the computational 
domain is guided by the work of Nasif et al. [2], which 
showed the need for a distance of 15d between each side-wall 
and the cylinder to maintain a small enough blockage ratio. 
This length is larger than that used by Saeedi and Wang [3] in 
their direct numerical simulation (DNS) of a similar flow field. 
In the experimental study by El Hassan et al. [4], the 
cylinder was placed at the location along the bottom wall 
where the boundary layer thickness was 9.1 x 10-3 m (72% d) 
in the absence of the cylinder. To properly benchmark the 
numerical setup with the experiment, the inlet condition is set 
to reproduce the velocity profile at the same location in the 
absence of the cylinder. Based on a grid independency study, 
the proper grid was chosen to simulate the flow field using 
Detached Eddy Simulation. The results were validated using 
the experimental results of El Hassan et al. [4] in several 
horizontal and vertical planes through the wake. 
III. RESULTS AND DISCUSSION
Fig. 3 shows the pressure distribution on the front surface of 
the cylinder along the central plane (y/d = 0). Two points of 
interest are labeled as Point A and Point B, which are the 
maximum pressure (or maximum pressure zone) on the 
surface and local minimum pressure, respectively. Point A 
characterizes the stagnation point in each case. Only in the 
case of AR = 1, a distinctive maxima is found on the 
cylinder’s front surface at z/d = 0.727, while the cylinders AR 
= 2 and 4 have a near constant pressure region. In the cases of 
AR = 2 and 4, Point A is marked at the center of the constant 
pressure region, which are z/d = 1.2 and 2, respectively. 
As seen in Fig. 3, the constant pressure region increases in 
size as the cylinder AR increases. Since the free-end of the 
cylinder moves further away from the bed, there is more space 
in the middle section that is not influenced by either end. The 
stagnation point’s location with respect to the cylinder width 
increases as the AR increases, and the stagnation point’s 
location with respect to the cylinder’s height decreases as the 
cylinder’s AR increases.  
Point B describes the local minimum pressure on the front 
surface and lies closer to the bed region. The location of Point 
B with respect to the cylinder’s width are relatively close for 
all three ARs. Therefore, Point B can be understood as a 
critical point induced by the bed effect, namely the horseshoe 
vortex. The core of HSV (where the highest vorticity is found) 
is roughly half of the distance between Point B and the bed. If 
the HSV is seen as a symmetric structure about its core, the 
incoming flow at the level of Point B in each case is at the 
upper boundary of the HSV.  
By extracting the velocity field on the horizontal planes 
passing through Point A and Point B, flow structures for each 
AR are expected to share similar features. Therefore, the 
comparison between different ARs would be more meaningful 
than only considering the comparison at a certain cylinder 
height to width ratio, especially when one cylinder is 
significantly shorter than the other.  
Figs. 4 (a), (b), and (c) show the time-averaged streamwise 
velocity on a horizontal plane passing through Point A for AR 
= 1, 2, and 4, respectively. The flow separates at the sides of 
the cylinder and accelerates in the downstream direction. The 
flow with high velocity slowly reduces as it moves 
downstream. Even though the size of the wake structure and 
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Fig. 4 Horizontal planes shaded by the time-averaged streamwise velocity at the location of Point A: (a), (b) and (e) for the cylinder AR = 1, 2, and 4 
respectively; and Point B: (d), (e), and (f) for the cylinder AR = 1, 2, and 4 respectively. 
the value of the streamwise velocity are different, the contour 
of the flow structures shows many similarities.  
Figs. 4 (d), (e), and (f) show the time-averaged streamwise 
velocity on a horizontal plane passing through Point B for AR 
= 1, 2, and 4, respectively.  The planes at Point B show many 
different features than the planes at the stagnation point (Point 
A), while the planes at Point B share a lot of similarities among 
themselves. Two zones (red and blue regions), which represent 
the separating shear layer (outer) and the collar vortex (inner) 
(Nasif et al. [2]), lie on each side of the cylinder. Although the 
characteristics of the flow structures are different due to the 
increase of AR, the flow structures presented are similar. 
IV. CONCLUSION
The comparison made by selecting the planes based on the 
pressure distribution show similar structures in the flow field at 
all aspect ratios. The pressure distribution on the front face is 
clearly a function of the aspect ratio.  The choice of the 
horizontal planes based in the maximum and minimum 
pressure values enables a direct comparison at different value 
of AR. Further analysis of the use of the front face pressure 
distribution is necessary to understand the characteristics of the 
flow past bluff objects.  
V. REFERENCES 
[1] T. Kawamura, et al., "Flow around a finite circular cylinder on a flat plate: 
Cylinder height greater than turbulent boundary layer thickness," Bull. JSME, 
vol. 27, no. 232, pp. 2142–2150, 1984. doi: 10.1299/jsme1958.27.2142.
[2] G. Nasif, R. Balachandar, and R. M. Barron, "Characteristics of flow 
structures in the wake of a bed-mounted bluff body in shallow open channel," 
J. Fluids Eng., vol. 137, no. 10, pp. 101207-1, Oct. 2015. 
doi: 10.1115/1.4030537.
[3] M. Saeedi and B. C. Wang, "Large-eddy simulation of turbulent flow 
around a finite-height wall-mounted square cylinder within a thin boundary 
layer," Flow, Turbul. Combust., vol. 97, no. 2, pp. 513-538, Sept. 2016. 
doi: 10.1007/s10494-015-9700-7.
[4] M. El Hassan, J. Bourgeois, and R. Martinuzzi, "Boundary layer effect on 
the vortex shedding of wall-mounted rectangular cylinder," Exp. Fluids, vol. 
56, no. 33, Feb. 2015. doi: 10.1007/s00348-014-1882-6.
83
Piercing a Liquid Droplet by a Gas Jet
Maryam Ebrahimiazar, Amirreza Amighi, Nasser Ashgriz
Department of Mechanical and Industrial Engineering
University of Toronto
Toronto, Ontario, Canada
Abstract— Impingement of a gas jet on a suspended water
droplet is studied experimentally. The jet penetration process de-
pends on the jet velocity and jet to droplet diameter ratio. At
small jet to diameter ratios and large enough jet velocities, the jet
penetrated through the droplet. At larger jet to droplet diameter, the
droplet fragmentation becomes more significant, with large droplet
deformation. For this experiment, different types of breakup process
are categorized, and theoretical explanations are provided.
Keywords-droplet breakup, atomization,Rayleigh-Taylor insta-
bility
I. INTRODUCTION
Fragmentation of a liquid into small droplets by a gaseous
jet has numerous industrial applications. Although the frag-
mentation process is studied extensively, it still cannot be
predicted accurately. All of the presently available models
are based on empirical correlations and/or simplified physical
models. For instance, the breakup of a liquid droplet is ex-
perimentally studied and the breakup process is categorized
based on a Weber number:
We=
ρU2Ddrop
σ
(1)
where ρ can be the density of the gas or the liquid, U
is the relative velocity between the gas and droplet, Ddrop
is the droplet diameter, and σ is the surface tension. It is
also found that the viscosity of the fluid that the droplet is
composed of also plays a role in preventing the deformation
and dissipating the energy from the aerodynamic forces
imposed on the droplet. The ratio of droplet viscous forces to
surface tension forces can be quantified using the Ohnesorge
number [2]:
Oh=
µl√
ρlDdropσ
(2)
where µl and ρl are the droplet viscosity and den-
sity,respectively. When the Oh umber is greater than 0.1,
drop viscous forces are significant and should be accounted
for.Different types of droplet breakups are identified and
categorized based on the Weber number: Vibrational (0 <
We < ∼ 11), bag (∼ 11 < We < ∼ 35), multimode (∼ 35
< We < ∼ 80), sheet thinning (∼ 80 < We < ∼ 350), and
catastrophic (We > ∼350) .
There are a wide variety of methods to perform the frag-
mentation process. The most common method is by applying
a large relative velocity between an external gas and the
liquid, thus shearing off small drops from the liquid surface.
The relative velocity can be induced by either accelerating
the liquid and shooting it out of a nozzle, thus having a
high velocity liquid jet with respect to the surrounding gas,
or by applying a high velocity gas onto the surface of the
liquid. Both these effects have been studied extensively. The
atomization method that is introduced here is within the later
category, and in particular, on the breakup of a liquid droplet
by a high velocity gaseous flow.
II. EXPERIMENTAL SETUP
The experimental system comprises of a suspended
droplet, a gaseous jet and an imaging system. A droplet
is suspended at the tip of a capillary needle (see Fig.1).
The droplet is suspended so that it is fixed in space and
its dynamics can be studied. A capillary needle is used to
continuously and easily replace the droplet. The capillary
needle is connected to a syringe pump to provide the mass
needed for the droplet. The size of the droplet is controlled
by the syringe pump. The liquid is pumped to the needle
until a desired droplet size is obtained.
Fig. 1. Experimental Setup
A capillary needle is positioned horizontally next to the
suspended droplet. The needle is connected to a high-
pressure air-line, through a solenoid valve. Pressure gauges
are installed on the line to control the flow conditions. The
84
flow is controlled by a processor. Direct visualization is used
to study the droplet dynamics. Both time lapsed photography,
using a still camera with a short duration flash, and a high
speed video camera are used in this study. The photographs
provided in this paper are from still camera. The schematic
of experimental setup is shown in Fig.2.
Fig. 2. Schematic of Experimental Setup
III. RESULTS AND DISCUSSION
A. Observations
In our experimental study, a droplet with an average
diameter of 2.6 mm is exposed to an air jet, and the dynamics
of the droplet is studied. Droplet dynamics differ according to
jet to droplet diameter ratio, as well as droplet Weber number
based on air density. By progressively increasing the nozzle
diameter from 0.2 mm to 0.8 mm, the following dynamics
were observed (Fig. 3).
1) An air tunnel is formed inside the droplet (Fig.3-1).
Contrary to one’s expectation, the gas jet does not just
form a cylindrical tunnel inside the droplet (e.g., bullet
through an apple). The gas jet slightly expands as it
penetrates into the droplet. By the time the jet reaches
to the end of the droplet, the front opening of the
droplet is almost closed, forming a conical shape at
the front side (Fig.3-1, t=0.8 ms). At this time, the air
jet pushes through the droplet forming another inner
jet, which has the same diameter as the initial gas jet.
Therefore, two different size cavities are formed inside
the droplet.
2) The jet can reach to the end of the droplet and pierce
through. Once the jet pierces through, another liquid
front forms on the upstream side of the tunnel. In addi-
tion, capillary waves form on the drop surface. These
capillary waves interact with the front opening and
distort the incoming jet (Fig.3-2, t=2 ms). Magnified
images are shown in Fig.4.
3) In the third row, the jet reaches to the end of the droplet
and then stretches the water forming a balloon (Fig.3-
3,t=1.2 ms); the balloon burst (Fig.3-3, t=1.6 ms); the
balloon front retreats collapsing on itself (Fig.3-3, t=2
ms), and the incoming jet bursts it again (Fig.3-3, t=2.4
ms). Magnified images are shown in Fig.5.
4) In this case, the jet diameter is so large that it generates
a large cavity inside the droplet. Therefore, the liquid
thickness around the cavity is small and susceptible
to disturbances. In this case, the drop becomes very
wavy in the beginning. As the balloon is formed and
stretches, the liquid thickness becomes thinner. The
liquid thickness around the cavity is small and suscep-
tible to disturbances. In this case, the drop becomes
very wavy in the beginning. As the balloon is formed
and stretched, the liquid thickness becomes thinner and
thinner and also smoother. The balloon can stretch for
a long distance before it bursts. This is shown in Fig.3-
4.
B. Flow Regime Map
In this part, the dynamics of the droplet are characterized
based on the jet to droplet diameter ratio and air pressure.
In regime (a), two separated cavities (bubbles) are observed
in the droplet and there is a clear boundary between the
two cavities (bubbles). When D jetDdrop = 0.08 and p = 70psi
the dynamics of the droplet starts to change. In regime (b),
still two bubbles are seen in the droplet; however, there is
not a clear boundary between them. In regime (c), D jetDdrop is
large enough to stretch the droplet and form a bag shape;
meanwhile, a bubble is seen at the back of the bag shape.
In regime (d), the air jet goes through the droplet, forming a
large cavity inside it. The four different regimes are shown
in Fig. 6.
C. Rayleigh-Taylor Waves
In large jet to drop diameter ratios, the air jet forms a large
cavity inside the droplet, the droplet stretches, forming a
front rim (windward). This liquid rim goes through Rayleigh-
Taylor (RT) instability and breaks into small droplets. The
size of the droplets can be estimated based on the RT
instability theory. For a RT instability, the wavelength, λmax
, corresponding to the maximum growth rate is found to be
:
λmax = 2pi (
3σ
ρa
)
1/2 (3)
where a is the acceleration, and ρ is the density of the denser
fluid. To consider the effect of viscosity and surface tension,
Eq.(3) changes to the following:
λmax = 2pi[(
3σ
ρa
)
1/2 +A2(
µ2
ρ2a
)
1/2] (4)
where µ is the dynamic viscosity of the denser fluid, and
A2 is a coefficient. This simplified equation was obtained by
Aliseda et al[1], which agrees favorably with the results of
their experiments . For small Oh , the viscosity effects can
be neglected, and Eq. (3) can be used instead of Eq. (4).
In the present study, for large enough jet to droplet diameter
ratios and large enough jet velocities, Rayleigh-Taylor waves
appear at the front rim of the droplet (Fig. 7). In our case
( Oh = 2.2× 10−3), Ohnesorge number is small enough to
ignore the viscosity effects. Thus, we will use Eq.(3) to find
the critical wavelength of Rayleigh-Taylor Instability. In Eq.
(3), all the parameters are known except for the acceleration.
Drop acceleration is found using a force balance[3]. The drag
force is found through:
Fdrag =
1
2
ρgu2CDA (5)
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Fig. 3. Droplet dynamics for different nozzle diameters at p=10 psi
Fig. 4. Droplet dynamics for nozzle with diameter of 0.3 mm Fig. 5. Droplet dynamics for nozzle with diameter of 0.5 m
Fig. 6. Flow Regime Map
where ρg is the gas density, u is the air jet velocity, CD is
the drag coefficient, and A is the cross sectional area. This
area is shown in Fig. 8. By this definition, the drag force
equation will be
Fdrag = 2ρgu2CDpi(R2+ rR) (6)
The other force acting on the droplet is surface tension,
which can be found from Eq. (7)
F =
2σ
R
×A (7)
where 1R is the surface curvature, and A is the surface on
which the surface tension force is acting. Thus, the surface
tension force can be written as:
F = 8piσ(R+ r) (8)
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Fig. 7. Rayleigh-Taylor Waves for nozzle with diameter of 1.6 mm
Fig. 8. Hollow cylinder forming after the jet injection
The front rim of the droplet is assumed to have a torus
shape with inlet radius of r and outlet radius of R . The mass
of this torus can be found from Eq. (9).
m=
1
4
pi2(2r+2R)(2R)2 (9)
Then, the drop acceleration can be written as:
a=
ρgu2CDR+4σ
piR2ρl
(10)
In Eq. (10), all the parameters are defined except R. In
order to find the value of R, mass balance is written. The
mass of the initial droplet is equal to the mass of the hollow
cylinder which is formed after the air jet injection. This is
shown in Eq. (11) .
pi
D3drop
6
= 4pi(R2+ rR)L→ R=
−r+
√
r2+
D3drop
6L
2
(11)
RT instabilities are observed for the 1.6 mm jet diameter
case. For smaller nozzle diameters the front rim is smooth.
The calculations are done for nozzle with diameter of 1.6
mm, and the results are shown in Fig. 9. As the figure shows,
the experimental data compare favorably with the theoretical
study.
D. Penetration Velocity
Penetration velocity is defined as the velocity of the air
jet when penetrating through the droplet from one side to
the other side. By processing the images, and measuring the
distance traveled by the air jet, the penetration velocity is
Fig. 9. Experimental and theoretical results for Rayleigh-Taylor waves
calculated. The results are shown in Fig. 10. As the figures
show, the air jet is penetrating through the droplet with
constant velocity. Moreover, as it is expected, by increasing
the air pressure, the penetration velocity is increasing as well.
By writing a pressure balance, the penetration velocity can
be found theoretically.
1
2
ρaVj2 =
1
2
ρ2Vl +
4σ
Ddrop
+
4σ
D j
(12)
where ρa and ρ j is air and water density, Vj is jet velocity,
σ is the surface tension of water, Ddrop and D j are droplet
and jet diameter, respectively. For nozzle with diameter of 0.2
mm, the penetration velocity is calculated theoretically.Table
1 shows both theoretical and experimental results. As the ta-
ble shows, for low pressure, the theoretical and experimental
velocity are in good agreement. However, by increasing the
pressure, the theoretical penetration velocity is no longer a
good estimate.
Fig. 10. Experimental penetration velocity
TABLE I
Experimental and theoretical values of penetration velocity for nozzle with
diameter of 0.2 mm
Nozzle Pressure
(psi)
Experimental
Penetration
Velocity (m/s)
Theoretical Penetration
Velocity (m/s)
10 3.24 3.32
50 4.06 6.34
70 5.04 7.52
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Abstract — Counter-flowing wall jets are often used in heat 
transfer and combustion applications. While several 
experimental and numerical studies have been conducted to 
evaluate the characteristics of counter-flowing wall jets, their 
internal turbulence structure is not well understood. This paper 
presents the results of a three-dimensional, unsteady, 
Improved Delayed Detached Eddy Simulation conducted on a 
counter-flowing wall jet. The mean flow features captured by 
the simulation are presented with relevant discussions. The 
shear layer instabilities caused by the vortical structures in the 
recirculation zone are analyzed by examining the 
instantaneous flow field. The flow mechanism that causes the 
fluctuations in the penetration length is also evaluated. The 
results depict the complexity of the turbulence structure in a 
counter-flowing wall jet.  
Keywords- Counter-flowing jets; turbulent wall jet; IDDES; 
shear layer instability; penetration length fluctuations 
I. INTRODUCTION 
A turbulent wall jet issued opposite to the direction of a 
moving main / ambient stream is known as a counter-flowing 
wall jet (CFWJ). Counter-flowing wall jets are particularly 
effective as mixing devices, such as effluent mixing in rivers 
and streams, air-fuel mixture for combustion, etc. This is due 
to the fact that the turbulence in a counter-flowing wall jet is 
more enhanced than cross and co-flowing jets or even a 
counter-flowing free jet (CFFJ). Fig. 1a shows the schematic 
of a typical CFWJ flow field. The higher momentum at the 
inlet enables the CFWJ to penetrate the main flow. The 
momentum of the CFWJ reduces gradually as it approaches 
the stagnation point. The main flow pushes the jet backwards, 
thereby creating a recirculation zone. The recirculation zone 
enhances the turbulence in the CFWJ, thereby improving its 
mixing efficiency. The distance from the nozzle exit to the 
stagnation point is known as the penetration length of the jet 
(xs). The dark black line in Fig. 1a shows a streamsurface, 
which is the loci of  U = Uo. This streamsurface divides the 
wall jet and main flow region. The maximum height of this 
streamsurface gives the width (h) of the recirculation zone. 
The U = 0 line divides the forward and backward flow. While 
several experimental studies [1-4] have been conducted on 
CFFJ, the studies on CFWJ are relatively limited. However, 
the studies of CFFJ can be used to interpret the salient 
characteristics of a CFWJ flow field. One of the prominent 
aspects of the CFFJ is the fluctuating nature of the penetration 
length [2,4]. The stagnation point oscillates about a mean 
position. The presence of the wall in a CFWJ further enhances 
the complexity of the flow. In experimental studies, it is 
difficult to capture the penetration length accurately. 
Typically, experimental researchers have employed dye or 
wool turfs to identify the instantaneous location of the 
stagnation point [1,5], leading to uncertainties in the 
measurements. Also, in experiments the complete three-
dimensional (3D) flow field is not available for analysis, 
thereby posing challenges in identifying the flow physics that 
are responsible for the oscillations of the penetration length.  
Numerical studies of CFWJ are sparse. “Reference [6]” 
studied the mean characteristics of CFWJ using the Reynolds-
Averaged Navier-Stokes (RANS) k-ε turbulence model. They 
analyzed the mean characteristics of the flow for different 
velocity ratios α = Uj / Uo where α is the ratio of jet velocity 
(Uj) to main flow velocity (Uo).However, due to the 
limitations of RANS turbulence models, a rigorous 
investigation of the turbulence characteristics was not carried 
out. To address these limitations, 3D, unsteady, Improved 
Delayed Detached Eddy Simulation (IDDES) of a planar 
CFWJ is conducted in this study. After validating the 
simulation results with available experimental data, the 
instantaneous flow field is analyzed. The shear layer 
instabilities in the CFWJ flow field are identified. The flow 
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Fig. 1(a) Schematic of counter-flowing wall jet (b) Computational domain 
mechanism responsible for the penetration length fluctuations 
is also identified. 
II. MODEL SETUP
In the present study, a hybrid RANS-LES approach was 
employed to model turbulence. IDDES uses RANS near the 
walls and LES away from it. The complete formulation is 
available in several publications [7,8] and hence not repeated 
here. The commercial CFD solver STAR-CCM+ was used to 
setup and run the simulations. A two-dimensional 
representation of the 3D computational domain is shown in 
Fig. 1b. The computational domain is modeled based on the 
experiments of [9]. A hexahedral mesh was used, with 
refinements in the regions of interest. Based on the grid 
dependency study, the mesh selected for the present simulation 
consists of about 10 million cells. .Fine prism layers were 
added near the walls. The boundary conditions used in the 
simulation are also shown in Fig. 1b. The side walls were 
treated as no-slip walls; the complete details of the simulated 
case are presented in Fig. 1b. Shear stress transport (SST) k - ω 
is used along with LES in the present simulation. IDDES uses a 
blending function to switch between the RANS and LES 
regions; this was monitored to ensure that LES was executed in 
the regions of interest. The solution was considered to be 
converged when the residuals for continuity and momentum 
fell below 10-6. The mean quantities presented here were 
obtained by averaging for a time of 50s following convergence 
The simulation results were validated based on the experiments 
of [9]. The validation procedure was based on the American 
institute of Aeronautics and Astronautics (AIAA) guidelines 
for verification and validation of CFD simulations (2002). The 
penetration length, width of the recirculation zone and velocity 
profiles were compared with the experimental results. The 
simulation results agreed well with the experimental results. 
Only after establishing sufficient confidence in the simulation 
results, the analysis presented here was carried out. 
III. RESULTS AND DISCUSSION
     Fig. 2 shows the velocity vectors in the mean flow field of 
the CFWJ predicted by the simulation. The velocity vectors 
are colored based on the mean streamwise velocity. As the jet 
exists the nozzle at (x /hj  = 0), where hj is the size of jet, a 
shear layer is created between the jet and recirculation zone. 
The mean velocity of the jet decreasing as it approaches the 
stagnation point. At the stagnation point (x /hj  = 72) the jet 
turns in the opposite direction due to the influence of the main 
flow, forming the recirculation zone. The U = 0 line divides 
the forward and backward momentum in the flow field. Due to 
the interaction between the two flows, the main flow readjusts 
by flowing around the recirculation zone. Figs. 3(a-d) depict 
Instantaneous velocity at four time instances. As the jet 
emanates from the nozzle, the vortical structures from 
recirculation region interact with the shear layer and create 
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instabilities. The vectors are also superimposed to depict this 
interaction. The downward motion of the fluid in the 
recirculation zone (marked by red arrow in Fig. 3a) interacts 
with the jet between x /hj   = 20 to 30. This excites the jet 
causing instabilities making it wavy in nature. The influence 
of the recirculation zone and the adverse pressure gradient it 
encounters enables it to detach from the wall. This allows the 
main flow to penetrate further into the jet in the near bed 
region (marked by the dashed circle in Fig. 3a). As the fast 
moving jet negotiates the slow moving fluid particles (light 
blue region) arriving from the near-wall main flow, it 
bifurcates in to an upward moving flow towards the U = 0 line 
and the wall (Fig. 3b). The fluctuating nature of the wall jet 
continues (Fig. 3c and Fig. 3d) and the corresponding main 
flow adjusts itself to the jet characteristics, reducing the 
penetration length of the jet. The penetration length is x /hj  = 
55 in Fig. 3d. The phenomenon of jet fluctuations and the 
corresponding change in the penetration length enhances the 
mixing. This analysis clearly shows the complex nature of the 
turbulence in the CFWJ flow field and the feedback  
mechanism that exists between the recirculation zone and the 
wall jet. Further analysis is needed to explore this phenomena. 
IV. CONCLUSION
A computational study of a counter-flowing wall jet is carried 
out using the 3D, unsteady, Improved Delayed Detached Eddy 
Simulation. The simulation captures the relevant flow features 
of the CFWJ flow field. The mechanism causing the 
fluctuations in the penetration length has been identified. The 
analysis of the instantaneous velocity field shows a feedback 
mechanism that exists between the recirculation zone and the 
jet, causing the oscillation of the jet penetration length. This 
mechanism contributes to the enhanced mixing in the CFWJ  
flow field. 
Fig. 3 Instantaneous streamwise velocity at (a) 120s, (b) 120.5s, (c) 121s, (d) 121.5s 
Fig. 2 Mean flow field of counter-flowing wall jet 
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Abstract - A tornado features kinematically combining three 
major co-existent components, namely, updraft, translation, 
and rotation, which involve all the three dimensions in space 
while transient in time. For numerical simulation of a tornado-
building interaction scenario, it looks quite challenging to seek 
a set of physically-rational and meanwhile computationally-
practical boundary conditions to accompany traditional CFD 
approaches; thus, little literature can be found, as of today, in 
three-dimensional (3D) computational tornado dynamics 
study. Inspired by the development of immersed boundary 
(IB) method, this study employed the re-tailored Rankine-
combined vortex model (RCVM) that applies the “relative
motion” principle to the translational component of tornado, 
such that the building is viewed as “virtually” translating 
towards a “pinned” rotational flow that remains time-invariant 
at the far field region. This revision renders a steady-state 
kinematic condition applicable to the outer boundary of a large 
tornado simulation domain, successfully circumventing the 
boundary condition updating process that the original RCVM 
would have to suffer, and tremendously accelerating the 
computation. Here, this re-tailored RCVM was extended to its 
3D version with the aid of logarithm law that describes the 
vertical flow evolution. Eventually, this tornado model was 
embedded in Incompact3D, an academic high-order finite 
difference turbulent flow solver, resulting in a practical 
powerful 3D tornado-building interaction simulation tool. A 
case study examined the tornadic wind induced loadings on a 
prismatic building; over all three directions, the vertical force 
component was found dominant, which effectively suggests 
the uprooting effect as observed in many reported scenes after 
a devastating tornado swept over.   
Keywords: Re-tailored Rankine-combined vortex model 
(RCVM); Immersed boundary (IB); Large eddy simulation (LES); 
Finite difference method; Wind loadings. 
I.  INTRODUCTION 
Tornadoes have been worldwide observed, and more 
frequently reported in United States and Canada. Compared to 
a straight-line wind, a tornadic flow is much more complex, 
since it is a type of airflow that essentially combines 
translational, vertical, and rotational velocities, and all 
components have to be considered during the investigation. 
Since the study of tornado dynamics through field observations 
or laboratory experiments tends to be time-consuming, 
laborious, and expensive, more research efforts have been 
made in the direction of mathematical modeling and numerical 
simulations. Historically, Wilson [1] first applied a two 
dimensional (2D) tornado model to examine the effects of 
tornadoes on rectangular-shaped buildings. Lewellen et.al. [2-3] 
employed a three-dimensional (3D) large eddy simulation 
(LES) turbulence model to investigate the dynamics of a 
tornado-like vortex near the surface with particular attention 
paid to the turbulent flow characteristics in the corner region. 
Natarajan and Hangan [4] also used LES model to study the 
effects of surface roughness and translation on the mean 
tangential velocity of the tornadic wind for different swirl 
ratios. On the other hand, tornado-induced wind loadings 
exerted on constructions have been also a practical topic. Based 
upon the Rankine-combined vortex model (RCVM), Selvam 
et.al. [5-6] used the finite difference discretization of the Navier-
Stokes (N-S) equations to conduct a series of studies focusing 
on the tornado-induced loadings on 2D sections of a cylinder 
and multi-cubic buildings and, more recently, some 3D cases [6] 
at elevated Reynolds numbers also with the aid of LES [7]. 
However, most aforementioned computational tornado 
dynamics studies mainly relied on conventional numerical 
methods, which need to update the time-dependent boundary 
conditions due to the dynamic nature of tornado. To overcome 
that tedious updating process, Guo et.al. [8-9] re-formulated the 
RCVM to model the two-dimensional (2D) tornado-building 
interaction with the aid of immersed boundary (IB) method and 
the “relative motion” principle, resulting in a “virtual” scenario 
in which the building “moves” at a velocity that is the negative 
of the translation velocity of the tornado, while the background 
airflow has only a rotational component about its “pinned” 
center. Thus, as long as the computational domain is large 
enough for its outer boundary to little affected by the inner 
flow evolution induced by the “virtual translation” of the 
building, the time-dependency and, hence, the kinematic 
condition updating process, can be effectively eliminated at the 
outer boundary of the computational domain. 
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This study aims to extend the 2D tornado simulation 
framework [8] to the 3D version by taking the vertical velocity 
component into account. A combination of direct forcing IB 
approach with a centered finite difference scheme of high 
accuracy is performed. Meanwhile, the LES turbulence model 
is coupled with the N-S solver in order to better simulate the 
tornadic flow at relatively high Reynolds numbers. The 
advantage of this framework was discussed in terms of 
computational efficiency, accuracy, and simplicity [10]. 
Considering the large computational domain along with fine 
grid resolution required by 3D tornado simulations, this 
framework has been adapted to be portable on massive parallel 
computing platforms via Message Passing Interface (MPI) 
techniques [10].  
The rest of this paper will unfold as follows: the numerical 
method, including the tornado model, governing equations, and 
some other numerical treatment details, is presented in Section 
II. Section III provides a tornado-building interaction case with
tornadic wind loadings analyzed in all directions. Finally, 
remarks are made in Section IV, addressing the conclusion and 
future extension of this study. 
II. NUMERICAL METHOD
A. Tornado Model 
The simplest model that can satisfy the Navier-Stokes 
equations while describing a tornadic wind field is the 
Rankine-combined vortex model (RCVM). In RCVM, tornado 
velocity profile can be decomposed into a constant-translation 
component, tV , a component of rotation with respect to the 
wind centre, V , which denotes the tangential velocity 
component, and a vertical velocity component that obeys the 
logarithmic law to account for the boundary layer growth. The 
RCVM velocity profile along the radial direction from the 
tornado center consists of two distinct regions. The forced-
vortex region refers to a circular area in which the radius from 
the tornado centre, r, is less than the cr , the maximum radius of 
the forced-vortex region, V  varies linearly with r and reaches 
the maximum tangential velocity at cr . At radii larger than cr , 
i.e., in the free-vortex region, V decreases with the radius. The
detailed mathematical expression of V is as follows: 
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where  is the constant angular velocity. If taking the 
translational velocity and counter-clockwise rotational velocity 
into consideration, the resultant velocity on a horizontal plane 
can be re-projected to the Cartesian coordinate system, 
resulting in [5]: 
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Remark that in Eqs. (2) and (3) fZ denotes a vertical 
kinematics adjustment parameter, which is a logarithmic law 
based function of vertical coordinate, z, as follows: 
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where k  and 0z  are constants, with 0.4,k   0 =0.00375z , 
respectively. When using the re-tailored RCVM in which the 
rotational flow component is virtually viewed as pinned, the 
translational velocity tV  of the air vanishes, and Eqs. (2) and 
(3) reduce to:  
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B. Governing Equations 
The simulations are performed with Incompact3d, an open-
source code developed mainly by Laizet & Lamballais [11]. All 
governing equations are solved on a collocated velocity grid 
via the six-order central compact finite different scheme [12], 
while the pressure is on a staggered grid. A second-order 
Adams-Bashforth (AB) scheme is used for time-advancement 
and continuity is verified at the end of each sub-time step by 
solving a pressure Poisson equation. This Poisson equation is 
solved through a spectral solver to avoid the expensive cost 
incurred by the high-order discretization along with iterative 
schemes. The massively parallel version of the code was 
employed through an MPI implementation based on pencil 
domain decomposition strategy [10]. 
The mass and momentum conservation principles are 
represented by the Navier-Stokes equations, which have the 
following form for an incompressible fluid: 
2(  ) + f-
u
u u p u
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                  (7)   
 0u   (8) 
where ( , ) ( ( , ), ( , ), ( , ))tu x t u x t v x t w x t  is the fluid velocity, 
( , )p x t is the pressure field, and    is constant ( =1 ) in the 
present framework. f is the external forcing term caused by the 
interaction between the air and the immersed building. 
C. Time Advancement 
The time integration for solving Eq. (7) is performed using 
a second-order Adams–Bashforth scheme. A fractional step 
method [13] is applied to decouple the velocity and pressure, 
and detailed steps are as follows:     
This study is fully funded by the Discovery Grant of the Natural Sciences and 
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where **u  and *u are the intermediate velocities obtained 
between time steps n and n+1 
D. Evaluation of Forcing Term 
In order to solve the Eq.(9), the forcing term 1f n  needs to 
be determined in advance. This term is generated by the IB 
approach, and reflects the interaction between the immersed 
object and the fluid. In this study, a direct method is adopted 
to calculate, the forcing term as follows: 
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             (15) 
with 1  in the solid body region, and =0  elsewhere else in 
the computational domain. The target velocity 0u is calibrated 
in order to satisfy the no-slip condition at the surface of solid 
body.  
E. Entire Procedure 
Details about the spatial discretization using sixth-order 
compact finite difference method can be found in [10]. Here, a 
typical solution procedure for each time step within the 
simulation framework is described as follows: 
1. Set up a computational domain, and initialize the velocity
field using the RCVM as aforementioned in Eqs. (5) and
(6);
2. Based on the location of the boundary of the immersed
body at time step n+1, identify the fluid, solid and solid
boundary points on the Eulerian grid;
3. Calculate the target velocity 10
nu   in Eq.(15); 
4. Obtain the forcing term using Eq.(15);
5. Compute the velocity field *u  by solving Eq.(9); 
6. Compute intermediate velocity **u by solving Eq.(10); 
7. Compute the pressure 1np   by solving pressure Poisson 
equation Eq.(11);
8. Correct divergence-free fluid velocity 1nu   at the (n+1)th 
time step by solving Eq. (12);
9. Go back to Step 2 if time-marching is still needed;
otherwise, stop the computation.
III. NUMERICAL RESULTS
A. Initial condition and Boundary condition 
As aforementioned in the beginning of the precedent 
section, this study re-tailored the original RCVM, such that the 
scenario of a tornado passing through a building (prism) is 
interpreted as a superposition of a “pinned” rotational airflow 
and a “virtual translation” of the building, which is opposite to 
the physical translation direction of the tornado. Then, the re-
tailored RCVM serves to set up the initial velocity background, 
and note that the outer boundary condition has been rendered 
time-independent owing to this re-tailored model. 
Figure 1 illustrates the computational domain with (Lx, Ly, 
Lz) = (24, 16, 16). The length (in the x-direction) and the height 
(in the z-direction) of the prism are equal to 1, which is equal to 
the radius of the forced vortex region, cr , and the depth (in the 
y-direction)  of prism is set at 12. The translation velocity 
remains one unit. The Reynolds number based on the height of 
the prism is Re=10000. No slip boundary condition is applied 
on the bottom surface, as well as the prism walls, and the 
velocity on all other surfaces is governed by the re-tailored 
time-independent RCVM.  
Fig.1   Schematic of the computational domain 
B. Force Coefficient Definition 
The dimensionless force coefficients in all three directions 
are defined as: 
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where , ,x y zF F F and S is the components of the resultant force 
in three directions and projection area, respectively. Using the 
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x-direction as example,
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component of the force density, the calculation of which is 
based upon the following integral form of the x-component of 
the momentum equations on any fluid domain 0  : 
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The computations of ,y zF are similar to xF . 
C. Case Study 
In this case, the initial position of the prism is placed at 3 
units from right boundary of the computational domain at time 
step t=0, as shown in Fig.1. When employing the re-tailored 
RCVM, the building is “virtually moving” towards left, while 
the tornado central vertical line remains located at the center of 
the computational domain. Fig. 2 illustrates the evolution of the 
force coefficients in all three directions Cx, Cy, and Cz. Note 
that the horizontal coordinate, X, is arranged such that, while 
X<0, X=0 and X>0, the tornado center physically approaches 
the prism, nominally coincides with the prism, and leaves the 
prism, respectively.  
Fig.2   Evolution of force coefficients in three directions 
When the translating tornado center approaches the prism, 
Cx keeps decreasing and stays negative, while both Cy and Cz 
keep positive and continuously go up. This indicates the 
following tornado characteristics in the approaching stage: (1) 
the building is attracted by the tornado in the x-direction, and 
the closer between the tornado center of the building, the larger 
attractive force; (2) the building is pushed by the tornado 
towards the positive y-direction due to the counter-clockwise 
rotation direction of the airflow, and the closer between the 
tornado center of the building, the larger pushing force; and (3) 
the building experiences an upward suction force in the z-
direction, and the closer between the tornado center of the 
building, the larger suction force. 
When the tornado is in the stage of nominally coinciding 
with the building, the three force coefficients consistently reach 
their respective extreme values, challenging the wind-resistant 
capability of the building to the utmost extent. 
Afterwards, in the stage of tornado leaving the building, the 
three force components are consistent, again, in exhibiting their 
magnitude decreases. However, the decreasing trend for the 
magnitude of Cz remains unchanged all the way in this stage, 
tending to vanish at the end; on the other hand, Cx and Cy 
experience up and down in terms of their magnitudes. In detail, 
the Cx magnitude drops until it reaches its second extreme, 
which is numerically very close to zero and, locally, the 
tornado center is about 3 units away from the building, then re-
rises during the period in which the distance between the 
tornado center and the building goes approximately from 3 
units to 5 units, and then re-drops and gradually diminishes at 
the end; for the Cy magnitude in this stage, it steeply drops and 
goes to zero when Cx reaches its second extreme (at about X=3) 
and, then, the direction of Fy changes to the negative y-
direction, and the Cy magnitude remains increasing until 
approximately X=4, followed by a decreasing trend. The 
complex up-and-down trend for Cx and Cy is attributed to the 
strongly disturbed wake behind the building after the tornado 
sweeps it over. The three force coefficients calm down only 
after the core zone of the tornado has been completely away 
from the building. 
Compared with each other, the magnitude of the z-direction 
force component is the highest, suggesting that the influence 
caused by the given logarithm law based vertical adjustment 
parameter Zf is a dominant factor for the tornado dynamics 
study. 
Fig.3   Velocity profile when tornado center coincides with 
prism 
Figure 3 provides a 3D view of tornadic flow when the 
tornado center coincides with the building. A number of eddies 
are found in the tornado core area on a horizontal section near 
the top face of the computational domain, while beyond the 
core zone the streamlines overall remain circular about the 
center of tornado. Figure 4 zooms into the vicinity of the 
96
building, indicating the no-slip condition on the surfaces of the 
prism are satisfactorily guaranteed as no penetration is 
observed across the interface of the prism and air.     
Fig.4   Streamlines near the prism on a horizontal (x-y) and a 
vertical (x-z) sections 
IV. CONCLUSIONS
In this paper, a novel computational framework was 
established, aiming at extending previously built 2D tornado 
simulation model to its 3D version by introducing a vertical 
kinematics adjustment parameter, Zf, for describing the 
boundary layer growth in the z-direction. The re-tailored 
Rankine-Combined Vortex Model (RCVM) was employed 
with the aid of the immersed boundary (IB) approach, so that 
the numerical investigation of tornado-construction interaction 
can be made without requesting kinematic condition updating 
process at the outer boundary of the 3D computational domain. 
The results obtained in the present study has shown that the 
vertical component of a tornado plays a significant role in the 
tornado dynamics study since the largest force coefficient was 
found in the z-direction. Extensive simulations are underway to 
investigate the interaction between a variety of tornadic wind 
scenarios and differently deployed multi-constructions owing 
to the embedment of the IB strategy.  
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Abstract— The effects of the wall temperature on the residual 
layer thickness of the polymers are studied numerically in the 
filling process in the injection molding process. A lubrication 
approximation model is developed to furnish a semi-analytical 
solution. The shear viscous heating terms are neglected to 
simplify the governing equations. The Cross-WLF viscosity 
model is used to capture the residual layer. There is a good 
agreement between the results of the developed model and 
experiments. 
Keywords-Heat transfer; Cross-WLF model; non-Newtonian 
fluid; residual layer thickness; blocking time 
I.  INTRODUCTION 
The mold filling process is the main stage in the injection 
molding process, which is the most common process in 
manufacturing plastic goods. During the filling process, a 
melted polymer fills the cavity part [1]. The temperature 
reduction due to the heat transfer of the mold with the walls 
during the filling process directly affects the viscosity of the 
polymer and, consequently, the filling flow rate that strongly 
influences the quality of the molded part [2]. The probability of 
the residual layer formation negatively affects  the quality of 
the final products. 
Several researchers have modeled the momentum and heat 
transfer in the injection molding process to find the velocity 
and temperature profiles [3, 4]. Newtonian [5], power-law [6, 
7] and the Cross-WLF models [4, 8] have been used mainly to
simulate the rheological properties of the polymers in the 
filling stage. The Cross-WLF model offers the best fit to the 
most viscosity data of polymers in the filling process [9] 
because the effects of shear rate and temperature on the 
viscosity of the polymers are considered simultaneously. The 
combination of heat-transfer analysis coupled with non-
Newtonian fluid mechanics approach, also, can predict the 
velocity and temperature profiles of the polymer in the filling 
process [10]. 
Formation of the residual layer depends on the balance 
between the main forces that involve in the movement of fluid. 
In a different context, Allouche et al. [11] have investigated the 
residual layer in the displacement of two visco-plastic fluids in 
a plane channel. Their study quantifies the sufficient conditions 
for removing the residual layer basde on the value of the 
Bingham number (as the ratio yield to viscous stresses). In 
general, the minimum and maximum thickness of the residual 
layer depends on the competition of yield stress and viscous 
stress [12,13]. 
In this paper, we study the residual layer thickness 
following two scenarios, A. constant injection mass flux B. 
constant imposed pressure to simulate the formation and 
removing the residual layer in the filling process.  
II. MODELING
The governing equations in the Cartesian coordinates (x, y) 
assuming a symmetric 2D channel flow 
in the dimensionless form are: 
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Here, u, ν denote the dimensionless velocity components, p 
is the pressure, τ represents the stress in the fluid. Prandtl, 
Reynolds, Stokes and Eckert numbers are defined as: 
Figure 1.  A schematic of problem. 
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where, 
0
ˆˆ ˆ,  ,  u D g  are the mean imposed velocity, the half depth 
of the cavity and the gravitational acceleration respectively. 
ˆ ˆ ˆˆ ,   ,  ,  w iCp k   are the specific heat capacity, the thermal
conductivity, the wall temperature and the initial fluid 
temperature. 00ˆ  is the constant parameter of the Cross-WLF 
model. The dimensionless temperature is defined as 
ˆ ˆ ˆ ˆ( ) ( ).w i w        We assume that the geometry is full of
fluid when the molten polymer is injected to the cavity (see 
Figure 1). Based on the small aspect ratio of the problem 
( ˆ ˆD L  ) we re-scale as follows:
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Applying the lubrication approximation ( Re 0  ) and 
neglecting the viscous dissipation terms, we can rewrite the 
governing equations as: 
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where, * Re PrT T  . The Cross-WLF model interprets the 
rheological properties of the polymer as; 
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ˆˆ ˆˆ,  , , ,  n     are the melt viscosity, the critical stress level
at the transition to shear thinning, the zero shear viscosity, the 
glass transition temperature and the power law index 
respectively. 
1 2
ˆ ˆ,  A A  and 00ˆ  are data-fitted coefficients.
III. RESULTS AND DISCISSIONS
Solving the momentum and energy equations considering 
the Cross-WLF model gives the velocity profile at different 
times. To calculate the temperature profile of the polymer 
along the filling process, we solve the energy equation 
(
2
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) analytically. Velocity profile obtained based on 
scenario A (constant injection mass flux) and scenario B
(constant imposed pressure). The latter is to simulate the 
formation and removing the residual layer in the filling process. 
A. Constant mass flux 
In the first scenario, we considered the mass flux is constant 
along the process and the pressure drop is variable.  We can 
then calculate the velocity profile during the filling process at 
different time. 
Figure 2a and Figure 2b demonstrate the temperature and 
velocity profiles of a polymer during the filling process versus 
time. The maximum temperature gradient exists at the 
beginning where the dimensionless melt temperature is 1. It 
takes a finite amount of time for a temperature "wave" to 
propagate through the polymer and the melt temperature 
decreases. At longer times, the temperature gradient goes to 
zero and the polymer temperature becomes equal to the wall 
temperature.  
The polymer layers close to the wall have small overall heat 
resistance and become cool faster in comparison to the layers 
close to the middle of the cavity. This is because the 
conduction heat transfer is the main mechanism in the heat 
transfer between the wall and melt in the filling process. 
Consequently, the viscosity of the polymer layers increase 
adjacent the wall and a residual layer appears. The temperature 
gradient decreases with time and the thickness of residual layer 
increases. The maximum velocity at the middle of the cavity 
increases with time since the mass flux needs to remain 
constant. 
 Figure 3 shows three different zones in which the residual 
layer thickness changes with time. In short times, the residual 
layer increases with time. Then the thickness decreases 
gradually and it becomes zero at longer times. This 
phenomenon can be explained by looking back at Cross-WLF 
model. The viscosity of the polymer depends on the 
temperature and the shear rate. In a short filling process, the 
temperature difference between the wall and polymer is 
considerable. Therefore, the viscosity of the polymer layer 
close to the wall increases dramatically and the residual layer 
thickness increases. Along the time, the temperature difference 
inside the polymer decreases and the shear rate effect increases. 
It removes the residual layer with time. In a long time process, 
the temperature gradient inside the polymer tends to zero and 
the shear rate is able to move the polymer completely.  
The viscosity of the polymer increases by cooling the 
polymer. The pressure drop increases with time dramatically 
due to the constant mass flux in the filling process. The 
pressure drop becomes constant when the residual layer is 
removed completely. Note that in this stage the polymer 
temperature is close to the wall temperature; therefore, the 
viscosity does not change. 
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Figure 2.  Temperature and velocity profiles at * 0.1,  0.5, 0.9T   for the 
blacksolid, blue dashed and red dotted line. 
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B. Constant imposed pressure 
The results of the previous section shows that the residual layer 
is removable at longer times if the pressure is increased 
dramatically. Looking back at Figure 3b, the imposed pressure 
must be increased almost ten orders of magnitude to remove 
the residual layer completely, which is not feasible for the 
industry. Therefore, we are considering the second scenario 
(constant imposed pressure) to understand the behavior of the 
residual layer during a more realistic filling process.
Figure 4 shows the velocity profile evolution of the 
polymer during the filling process in which the imposed 
pressure is constant. As we have discussed, the viscosity of the 
polymer increases due to the heat transfer between the wall and 
the melt. Therefore, the residual layer thickness increases with 
time in the case of constant imposed pressure (compare the 
residual layer in the inset of Figure 4a for 
*T = 0.01 (blue), 0.2
(black) and 0.4 (red)). In addition, increasing the viscosity of 
fluid causes the maximum velocity to decrease with time. 
Increasing the imposed pressure augments the driving force 
that enhances the maximum velocity (for instance compare the 
blue lines in the Figures 4a and 4b). In addition, higher 
pressure decreases the thickness of the residual layer. The 
dashed lines in the insets of Figures 4a and 4b show the 
residual layer thickness reaching 0.52 and 0.48 at P of 3×10-12 
and 4.2×10-12 respectively when *T = 0.4. 
Figure 3.  Dimenssionless residual layer thickness and pressure drop with 
time for * 11
1 231,  A 0.2,  0.12,  n=0.3, B=5 10 .A    
 
Figure 4.  Velocity profile evolution along the time with the constant impose 
pressure. * 11
1 231,  A 0.2,  0.12,  n=0.3, B=5 10 .A    
 The imposed pressure 
of (b) is 40% greater than (a). 
C. Comparison with experiments 
In order to evaluate the developed model, a pilot tool was 
made to produce sheets with dimensions of 130 mm ×30 mm 
×3 mm. A gate was located in the center of the cavity as shown 
in Figure 5. The cavity was equipped with two Kistler 61923 
thermocouples flush with the surface and 44 mm apart from 
each other. The presence of the thermocouples enabled not 
only the measurement of the temperature of the cavity wall 
overtime, but also monitoring the advancement of the melt 
front inside the cavity. The response time of the thermocouples 
was 1 m/s. Using a thermolator, adjustments were made to the 
temperature of the cooling water and hence the cavity walls.  
By controlling the injection pressure, we deliberately 
produced short shots to monitor the melt front advancement at 
different injection pressures. We used the traveling time of the 
melt front between two thermocouples to calculate the average 
velocity of the melt inside the cavity and calculate the blocking 
time (the time that the residual layer thickness becomes half of 
the cavity). 
Table 1 shows the comparison between the blocking time 
coming from the present work, the model of Chen [14] and the 
experimental results. The model of Chen is an empirical 
method for the calculation of the blocking time. In this model, 
the blocking time is independent of the imposed pressure and 
depends on the thermal diffusivity, the melt temperature, the 
mold temperature and the no-flow temperature. Table 1 shows 
that there is a good agreement between the results of the 
present work and the experimental one. 
Figure 5.  Schematic of the experimental setup. 
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TABLE I. BLOCKING TIME COMPARISION 
*
2 ,A   
Blocking Time 
Experiments Present work Chen [14] 
 0.19,0.08 0.725±0.10 0.836 0.248 
 0.21,0.09 0.907±0.10 0.915 0.215 
 0.28,0.11 0.915±0.10 0.791 0.284 
IV. CONCLUSIONS
Through developing a semi-analytical model, we have 
studied the residual layer that appear in the injection molding 
process. We have assumed that the geometry is full of the fluid 
when the molten polymer is injected to the cavity. We have 
relied on the Cross WLF to predict the rheological properties of 
the polymer. We have followed two scenarios when the 
momentum equation: Scenario A: constant mass flux; Scenario 
B: constant imposed pressure. The model is able to predict the 
blocking time of the cavity in the constant imposed pressure 
condition and there is a good agreement between the results of 
the model and experiments. Based on the developed model the 
residual layer disappears completely in the filling process if the 
imposed pressure increases several orders of magnitude in 
scenario A. However, this pressure is much higher than the 
pressure that is typically used in industrial cases. 
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Abstract— In this paper, the displacement flow of a 
viscoplastic fluid by a non-Newtonian fluid in a vertical 
annulus is experimentally studied. The two fluids have a very 
small density difference. The light displaced fluid is placed 
below the heavy displacing fluid. Buoyancy, the imposed flow 
velocity and the annulus motion are the important flow 
parameters. In regard to the annulus motion, two scenarios are 
considered: first, the annulus is stationary; Second, the annulus 
slowly reciprocates with an amplitude of 100 mm  and the 
frequency of 0.1 Hz. Our experimental results demonstrate 
that the displacement flow efficiency increases significantly 
when the annulus is in motion. 
Keywords- Miscible displacement flows; Non-Newtonian; 
Moving geometry; Annulus 
I.  INTRODUCTION 
Primary cementing is a key operation in the construction of 
oil&gas wells. This operation is executed in oil&gas wells for a 
number of reasons, such as providing a mechanical support for 
the well, preventing water penetration into the well, protecting 
the casing from corrosive materials, to name a few. Failure in 
primary cementing may results in a decrease in production [1] 
and/or environmental consequences. 
Removal of drilling mud from the annulus and its 
replacement with cement slurry is the foundation of the 
primary cementing process. The efficiency of the process 
depends on how successfully cement is able to displace mud 
out the flow geometry (i.e., an annulus). Therefore, to improve 
the process, displacement flows need to be studied [2]. 
There is currently no robust method to fully and completely 
displace the drilling mud in the casing and more importantly in 
the annulus section of the well. Recently, in the industrial 
setting it is becoming more common to use certain movements 
of the casing to improve the displacement. The current casing 
movements are slow reciprocation and/or rotation, aiming to 
increase the displacement efficiency. There exist various types 
of casing heads and special adaptors which make the rotation 
and/or reciprocation of the casing possible. Typical casing 
reciprocations are between 6-12 m over a few minutes and 
casing (or liner) rotations vary between 10-40 rpm. Although 
the precise effects of these movements are not known, they are 
thought to be able to break the gel strength of the drilling mud 
to finally mobilize the slowly moving and static mud in the 
annulus [3, 4, 5]. 
Displacement flows of primary cementing are hard to fully 
understand due to the presence of various parameters. For 
example, the parameters that describe the geometry (inclined 
pipe and annulus), the inclination angle, gravitational 
acceleration and the flow rate require at least eight 
dimensionless groups to describe the flow. Considering two-
fluid displacement flows, this increases to 10-12 dimensionless 
groups [2]. Rheological properties of the fluids involved also 
further contribute to the complexity of the system [6, 7]. To 
date, several studies have been conducted on different aspects 
of displacement flows to gain insights crucial understanding. 
Miscible displacement flows of Newtonian fluids in uniform 
pipes have been studied in detail in an inclined pipe [8, 9], a 
stationary vertical pipe [10] and a moving pipe [11]. 
Displacement flows of non-Newtonian fluids have also been 
studied experimentally and numerically [12, 13, 14]. Buoyant 
miscible displacement flows in nearly-horizontal, inclined and 
vertical ducts have also received attention [15, 16, 17]. Annular 
displacement flows have been investigated in only a few 
studies [18, 19]. There even fewer studies in literature which 
can be directly relevant to the displacement flows in moving 
geometries [7, 20]. To fill an obvious lack in the literature, in 
this novel work, we experimentally investigate the 
displacement of a viscoplastic fluid in a moving annulus. In 
addition to providing essential scientific knowledge, this work 
is also technically important as it considers for the first 
displacement flows in a moving annulus with moving 
parameters similar to those used in industrial settings. 
II. EXPERIMENTAL SETUP, PROCEDURES AND DETAILS
Our experiments were performed in a 270 cm long annulus. 
The inner cylinder had an outer diameter of 40 mm and the 
outer cylinder had a diameter of 50 mm, creating a gap of 5 
mm between two cylinders. The cylinders were transparent 
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(plexiglass clear acrylic cylinders) and they positioned 
vertically. They system had a manual plastic socket-weld 
gradual On/Off gate valve located at 40 cm from the top end 
(see figure 1). The gate valve initially separated the two parts 
of the annulus setup and completely segregated the displacing 
and displaced fluids. The gate valve system was designed in a 
way that it could be manually opened at the beginning of each 
experiment. All the experiments were performed at room 
temperature. The displacement flow setup was held on a fixed 
platform and it was divided into two parts: fixed and mobile 
sections, which enabled us to investigate the displacement flow 
in a stationary and moving geometry. The fixed part of the 
annulus setup included the outer cylinder, the clear cube vessel 
and all connections above the gate valve. The mobile section 
contained a stepper motor connected to the inner cylinder to 
produce the reciprocation motion. The maximum amplitude 
and the maximum frequency of reciprocation motion could be 
15 cm and 0.3 Hz, respectively. The LabVIEW was used to 
control all parameters. Initially, the lower part of the annulus 
was filled using a peristaltic pump with a Carbopol solution 
(light fluid or displaced fluid) colored with a small amount of 
ink (Fountain Pen India black ink) for visualization purposes. 
Light absorption calibrations were performed in usual fashion, 
for which the amount of 2 g of ink per one liter of liquid was 
found to be a reasonable trade-off. The upper part of the 
annulus, above the gate valve, was filled with displacing fluid 
(heavy fluid). The densities of our experimental fluids were 
measured by a high-precision density meter (Anton Paar DMA 
35). The viscosity and the yield stress of the solutions were 
measured in usual fashion, using AR-G2 TA Instrument digital 
controlled shear stress-shear rate rheometer. The maximum 
error in measurement of viscosity was 5%. To avoid pump 
disturbances and ensure a smooth steady inflow, the displacing 
upper fluid was fed by gravity from a large elevated tank filled 
with the displacing fluid. The flow rate was controlled by a 
needle valve and it was measured by a flow meter (Omega FTB 
421, low flow plastic turbine), located downstream of the 
annulus setup. At the start of each experiment, the gate valve 
was opened and the displacement process started. Images of the 
displacement flow were recorded using a high-speed camera 
(Basler acA2040, with 4096 gray-scale levels) covering around 
120 cm below the gate valve and they were subsequently post-
processed using in-house Matlab codes, to quantify different 
aspects of the flow. To enhance quality of the images, the 
annulus setup was back-lit using Light-Emitting Diode (LED) 
strips. In addition, to improve light homogeneity, a diffusive 
layer was placed between the annulus setup and the LED strips. 
Figure1. Real and schematic views of experimental annulus setup. 
III. RESULTS AND DISCUSIONS
The experiments were performed at a fixed density difference 
and at a small Atwood number H
L
ˆ ˆ
(At 0.0005)
ˆ ˆ
  

  
. Hˆ  and 
Lˆ  represent the densities of the displacing and displaced 
fluids, respectively. The displaced fluid was a Carbopol 
solution as a viscoplastic fluid with a 1.4 Pa yield stress. The 
displacing fluid was a Xanthan solution. Carbopol and 
Xanthan compositions and determined parameters from 
rheological measurements, assuming the Herschel-Bulkley 
model (Eq. 1), and power low model (Eq. 2) are listed in 
Table.1, respectively. 
n
Y
ˆˆˆ ˆ .      (1) 
nˆˆˆ .    (2) 
TABLE I. RHEOLOGICAL MEASURMENTS FOR CARBOPOL & XANTHAN 
Rheological measurements for Carbopol composition 
Consistency 
Power-law 
index 
Yield 
stress 
nˆ (Pa.s ) n Yˆ (Pa)
Carbopol 0.07 % (wt/wt) 1.34 0.45 1.4 
Xanthan  0.25 % (wt/wt) 0.81 0.31 ----- 
The Herschel-Bulkley and power low models are appropriate 
rheological models that describes the shear behavior of the 
Carbopol gel and Xanthan solutions, respectively. Figure 2 
shows an example of the rheometer flow curve for our 
Carbopol solution, in which the Herschel-Bulkley model is 
fitted to the datapoint. 
To study the effect of the reciprocation motion on the 
displacement flow, the annulus setup was used to impose a 
reciprocation motion of 100 mm at a small frequency (0.1 Hz).  
Figure 2. Rheological results for low concentration of the Carbopol solution. 
The dashed line indicates the Herschel-Bulkley model parameters fitted to the 
data. 
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Figure 3. Sequence of images showing the displacement flow in a stationary 
and moving geometry (with a frequency of 0.1 Hz over 100 mm amplitude 
with respect to vertical). The field of view is 46×1200 mm2 right below the 
gate valve. From left to right, the results of stationary and moving geometry 
are shown at 0Vˆ 14(mm / s) . The experimental times in each image 
sequence panel are provided in second (s), below each snapshot. 
Figure 3 shows examples of our annular displacement flow 
results. This figure (left side) shows a sequence of images of a 
flow in stationary annulus at a low imposed flow rate, i.e., 
0Vˆ 13.74(mm / s) . As time grows, the heavy fluid displaces 
the light fluid in the downward direction and there is not much 
mixing between the two fluids. In addition, there is a static 
residual layer of the Carbopol solution on the wall. The same 
behavior is observed in figure 3 (right side) and it shows that 
the displacement process is not as efficient as the case without 
motion at short time. However, it should be mentioned that the 
story is different at extended times.   
Figure 4 shows a sequence of experimental images with the 
same parameters of figure 3 but for an extended time. This 
figure indicates the effects of a moving geometry on the flow at 
longer times. It is obvious that the static residual layer is 
evidently stable and the amount of the Carbopol solution 
remains unchanged for the stationary geometry (figure 4). 
Figure 4 (right side) shows that by adding a reciprocation 
motion, the overall displacement improves: the amount of the 
Carbopol displaced by Xanthan solution is increased. In fact, 
the reciprocating motion of the inner cylinder is able to remove 
the static residual layers of the displaced phase, in the 
downward direction. Due to the shear exerted by the inner wall 
motion, the reciprocation enhances the removal of Carbopol 
from the walls and consequently the displacement flow 
efficiency increases.  
Figure 4. Sequence of images showing the  displacement flow in a stationary 
and moving geometry (with a frequency of 0.1 Hz over 100 mm amplitude  
with respect to vertical) at long time. The field of view is 46×1200 mm2 right 
below the gate valve. From left to right, the results of stationary and moving 
geometry are shown at 0Vˆ 14(mm / s) . The experimental times in each 
image sequence panel are provided in second (s), below each snapshot. 
To explain this feature more quantitatively, it is necessary 
to introduce the depth-averaged concentration profiles of our 
displacements (shown by C in the following figures). Figure 5 
shows an example of the evolution of the average concentration 
profile with time and streamwise location. Note that the 
experimental snapshots are calibrated between 0 (dark 
displaced fluid) and 1 (transparent displacing fluid). Therefore, 
in these diagrams, when the concentration value is around 1, 
the displacement is complete and there is no layer of the 
displaced fluid on the wall. On the other hand, when the 
concentration value is smaller than 1 a layer of the Carbopol 
solution remains on the wall.  
There are interesting results delivered through analyzing 
depth-averaged concentration diagrams. First, the depth-
averaged concentration profiles show the displacement flow is 
not complete and a layer of the displaced fluid remains on the 
wall at all times.  Second at short times, the motion does not 
seem to affect the displacement efficiency. 
Stationary annulus Moving annulus 
Stationary annulus Moving annulus 
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Figure 5. Evolution of the depth-averaged concentration  field with time tˆ,
and streamwise location, xˆ  measured from the gate valve. From top to 
bottom, the geometry is 
stationary ˆ(t [7.2,9.6,12,14.3,16.7,19.1,21.5](s)) and moving 
ˆ(t [6.5,9,11,13,15.5,17.5,20](s)) , respectively.
To give a global vision of the displacement efficiency at 
longer times, the depth-averaged concentration diagrams with 
the same parameters are presented in figure 6. It can be seen 
that when the Carbopol solution is displaced by the Xanthan 
solution in the moving geometry, the amount of Carbopol layer 
on the wall decreases, significantly. In the stationary geometry 
of figure 6 (top), the concentration values are approximately 
below 0.5 and all profiles nearly collapse. Therefore, as time 
grows, the efficiency of the displacement flow does not change. 
However, in the moving geometry of figure 6 (bottom) the 
concentration value is under 0.8. Therefore, the amount of the 
Carbopol solution on the wall decreases significantly and the 
displacement efficiency increases at an extended time. 
Figure 6. Evolution of the depth-averaged concentration  field with time 
tˆ [15,30,45,60, 75,90,105](s),  and streamwise location, xˆ  measured 
from the gate valve. From top to bottom, the geometry is stationary and 
moving, respectively.  
IV. CONCLUSION
We experimentally studied miscible displacement flows in 
a long, vertical moving annulus. The experimental fluids were 
Xanthan solution (displacing fluid) and non-Newtonian 
viscoplastic (displaced fluid) and they had a very small density 
difference. The main finding was that the displacement flow 
efficiency was a function of the geometry motion. In the cases 
studied, the displacement flow in the moving annulus 
(reciprocation motion) was more efficient in comparison to the 
stationary annulus. 
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Abstract— An engineering model evaluates the effect of 
produced water in a production tubing on the reduction of 
asphaltene deposition on the tube (pipe) wall. We rely on an 
industrial hypothesis that droplets colliding with the pipe 
partially prevent the deposition of the asphaltene particles on 
the wall surface. First, we use a population balance model to 
calculate the droplet size evolution along a production tubing. 
Then, we study the fraction of the pipe wall surface 
dynamically coated by water droplets. To do so, we consider 
the wall bombardment by droplets that fluctuate in a turbulent 
flow. The results demonstrate that the dynamically coated area 
by droplets increases gradually (max by order of 10-4), the 
effects of which on asphaltene deposition is negligible.  
Keywords-Asphaltene precipitation; droplet breakup; 
population balance model 
I.  INTRODUCTION 
The interaction between asphaltene particles and droplets is 
an important problem of flow assurance in the oil industry. 
Asphaltenes are molecular substances, which compose crude 
oil along with resins, aromatic hydrocarbons and saturated 
hydrocarbons such as alkanes that are not soluble in straight-
chain solvents. Asphaltenes precipitate from a hydrocarbon 
fluid when the local pressure drops below the so-called 
asphaltene onset precipitation pressure. Further downstream 
pressure decrease is accompanied with further precipitation. 
Complex deposition phenomenon consists of different 
processes. Precipitated particles interact with each other, grow 
due to agglomeration, are transported to the wall and stick to its 
surface with some probability [1, 2]. Asphaltene deposition 
represents a significant concern only for a vertical production 
tubing. Here, a substantial pressure drop required for intense 
asphaltene precipitation is obtained due to hydrostatic pressure 
difference. Asphaltene deposition has received significant 
attention in the literature [3, 4]. Numerous articles have 
considered the problem of asphaltene deposition in reservoirs 
[5, 6], in pipelines [1, 2] and in the Couette flows [1]. Some of 
published asphaltene deposition models demonstrated a 
reasonable agreement with experimental data. It is important to 
emphasize that those models were developed for a single-phase 
(hydrocarbon) flow, whereas, in practice, water is usually 
produced along with oil. The effects of droplets on the 
asphaltene deposition in turbulent flow are an unanswered 
question due to the physical complexity of the problem. 
II. MODELING
A. Basic concept of accounting for an effect of dispersed 
water on asphaltene deposition 
Figure 1 illustrates asphaltene deposition on the tubing wall in 
the presence of dispersed water. The smaller particles and the 
larger spheres denote the asphaltene aggregates and the water 
droplets, respectively. According to the comprehensive 
approach to asphaltene deposition modeling, this phenomenon 
is a complex process, which consists of the following 
components: 1) precipitation of primary asphaltene particles; 
2) particle agglomeration; 3) particle transport to the pipe
wall; 4) interaction of particles with the wall. Eskin et al. [1,2] 
showed that the asphaltene deposition rate is a strong function 
of the particle size. Therefore, modeling of the particle size 
distribution evolution along a production tubing is a key 
deposition model element. Brownian motion as well as 
turbulent diffusion (dispersion) govern both agglomeration 
and deposition of asphaltene particles. However, Eskin et al. 
[2] showed that turbulent diffusion can be neglected because 
only very small submicron particles are able to deposit on the 
pipe wall.  
Figure 1.  Diagram illustrating asphaltene deposition in a pipe in presence of 
asphaltene particles and water droplets.  
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Here, we consider the effect of water on asphaltene 
deposition. Water droplets absorb asphaltene molecules. It 
leads to a modification of droplet surfaces causing coalescence 
suppression, i.e., droplet stabilization. Non-coalescing droplets 
are intensely fragmented by turbulence and can reach rather 
small sizes. At high water holdups (~50 %), the droplet specific 
surface may reach very high values. For example, this surface 
can be up to 3 orders of magnitude larger than the 
corresponding specific surface of the pipe wall. However, a 
simple analysis shows the amount of asphaltene absorbed by 
droplets is small. Indeed, absorbed asphaltene molecules form a 
monolayer on a droplet surface. The thickness of this 
monolayer is approximately equal to the diameter of an 
asphaltene molecule, which does not exceed a few nanometers 
[3]. Because the monolayer thickness is so small, the total 
volume concentration of asphaltenes absorbed on droplets is 
always much lower (< ~10-4) than the volume concentration of 
asphaltenes in a fluid, which can cause a significant deposition 
rate (~10-2) [3]. Therefore, an effect of water on asphaltene 
deposition is limited to only droplets-pipe wall interactions. 
Droplets, driven by turbulence eddies, collide with the wall 
(deposit surface) and bounce from it. In the course of a droplet-
wall interaction, a deformed droplet coats some surface area of 
the wall. This area can vary during the bouncing process. 
Evidently, the area coated by a droplet is unavailable for 
depositing aspahltene particles. Thus, the problem of 
accounting for an effect of water on asphaltene deposition can 
be reduced to determining the mean fraction of the pipe wall 
surface that is dynamically coated with water droplets. Then, 
the deposition flux in the presence of dispersed water is 
calculated as: (1 S),av aq   where, aq is the asphaltene 
deposition flux and S is the mean fraction of the pipe wall 
surface dynamically coated by water droplets. To determine the 
parameter S we need to evaluate the droplet size distribution in 
a pipe flow and consider a process of droplet interaction with 
the pipe wall (deposit surface). 
B. Droplet dispersion in a pipe flow 
We have relied on the population balance model (PBM) in 
order to predict the droplet size evolution along the time. A 
disbalance between the viscous stress of the fluid inside the 
droplets, the surface tension of the droplets and the external 
stress causes droplet breakup from the continuous phase. The 
competition of these stresses destroys the surface of the 
droplets and droplet breakup occurs. A transient diameter based 
on PBM holding the breakage and the coalescence terms can be 
written as follows in turbulent uniform conditions [7,8]: 
(i, t) (i, t) (i, t) (i, t),i D B D B
df
B B C C
dt
       
where 
if is the mass based distribution of the thi droplet. 
, ,D B DB B C and BC are the breakage death, the breakage birth, the 
coalescence death and the coalescence birth of droplets 
respectively in the PBM model.  The breakage death has been 
defined as: 
( , ) ( ) ( , )DB i t b i f i t . 
The breakage frequency function ( )b i and daughter size 
distribution function are investigated by different methods 
(e.g., Coulaloglou and Tavlarides [9]). The breakage birth is 
calculated as: 
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where ( )i  is the volume of the 
thi droplet and daughter size 
redistribution function ( , )h i j  is calculated by Coulaloglou and 
Tavlarides [9]. The coalescence birth term is: 
3 3 1/3
min
min
2
1/3 1/33 3 3 3)
2/33 3
(i) ( )
( , )
2
( , ) ( , )( , )
( ).
( ) ( ) ( )
i
B
d d
i j j i j
j
dd i j
d i
C i t
C d d d f d d tf i t
d d
j i jd d

   

 
       
 


The coalescence death term is [10]: 
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Figure 2 shows the evolution of pure droplet with time in 
oil, d = 965.3 kg/m
3, d = 0.3 mPa/s and liquid-liquid 
surface tension is 0.0056 N/m. We have considered the mono-
dispersed initial condition to solve PBM. The initial mass 
fraction of droplets is  =0.1 (assuming a very diluted system 
to neglect the coalescence terms) and the initial droplet size is 
dd =150 μm ( 1 / 0.5i iV V   and i=1:20). The results show that 
the droplet size is alleviated with time. Figure 2d illustrates the 
evolution of the mean droplet size with time in a log-log scale, 
showing that there are three different regions in the droplet 
breakage with time in case of initially mono-dispersed droplets. 
Figure 2.  Size evolution of pure droplet with time in turbulent system. 
Subfigures in the top row show the volume fraction and mass distribution 
function with time from left to right (the breakage time is 0h, 0.1h, 1.5h and 
4.0h in the dotted line, dash-dotted line, dashed line and solid line  
respectively). The bottom row shows the average droplet size with time in 
linear and logarithmic axis. The continuous and dispersed phases are 
considered as oil  and water respectively. 
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The mean droplet size does vary much with time in the first 
region before reaching the transition time (
trat ), which is in the 
order of 10-4 s. The transition time represents the time required 
for the imbalance between the viscous stress of the fluid inside 
the droplet and surface tension to break the droplets 
considering the mono dispersed droplet distribution as an initial 
condition. Another important time is the critical time ( crt ) 
which is quantified by the inflection point of the mean droplet 
size and it demonstrates the time when the droplet breakup 
mechanism is changed. Rapid size reduction implies that eddies 
have more effects on the turbulent mechanism of droplet 
breakup due to the large size of droplets (first zone). Brownian 
motion has more effects on collision of droplets in the case of 
the small droplet size; therefore, the rate of size reduction 
decreases in tiny droplets. The coalescence terms do not have a 
significant effect on the PBM in diluted systems because the 
coalescence terms are 5 orders of magnitude smaller than the 
breakup terms. Solsvik et al. [8] have stated the coalescence 
terms are negligible compared to droplet breakup in a dilute 
dispersed system. The results of our simulation confirm this 
statement.    
C. Droplet deposition on the wall 
To evaluate the cumulative wall coating effect caused by 
multiple droplets-wall interactions, a collision of a single 
droplet with the wall should be considered. In practice, a pipe 
wall is often characterized by a rather significant roughness. 
This circumstance complicates the interaction analysis. 
However, a reasonable estimate of the interaction phenomenon 
could be obtained assuming that the wall is smooth. The larger 
the ratio between the droplet diameter and the wall roughness, 
the closer this is to reality. The only significant mechanism 
causing a droplet-wall collision is a droplet fluctuation caused 
by a turbulent eddy. Following Kuboi [11], we assume that 
droplet fluctuations are mainly controlled by eddies, whose 
scales are equal to droplet sizes. Usually, the droplet 
fluctuation is relatively low. Therefore, we assume that the 
droplet deformation during the interaction process is small. 
Obviously, after a collision with the wall the droplet should 
ricochet. Thus, the droplet-wall interaction process consists of 
the two stages: droplet compression (deformation) and 
relaxation (shape restoration). Due to the smallness of droplet 
deformation, we do not consider a hydrodynamic flow field 
inside the droplet at the compression stage.  Then, we can 
formulate the momentum equation for the droplet-wall 
interaction, assuming that all fluid elements inside a droplet 
have the same velocity (see Figure 3). Also, we make 
additional assumptions to derive the momentum equation for a 
droplet interacting with the wall. We assume that the droplet 
interacting with the wall maintains a shape of a sphere with a 
cut segment. The volume of this segment is neglected due to 
the assumed deformation smallness. We also assume that 
during the compression stage, the wall reaction force acting on 
a droplet is comprised of the two components. First, a 
hydrodynamic reaction force appears because a droplet 
interacting with the wall loses momentum component normal 
to the wall. We evaluate this force by considering an 
interaction of an imaginary jet of radius a. We consider that this 
this force is absent during the relaxation stage. The second 
component of the reaction force is the capillary force applied 
also to the same droplet wall contact area. For the sake of 
simplicity, we neglect the drag force acting on the droplet 
during its interaction with the wall. Because a turbulent eddy 
transporting the droplet is also decelerated in the wall vicinity, 
this assumption should not significantly affect the droplet-wall 
interaction process. Thus, the momentum conservation 
equation for a droplet of the i-th size fraction interacting with 
the wall during the compression stage is: 
2 2( ) .
2
iy
d o i d iy i i
i
dV
V a a
dt R

                          (6) 
iyV is the velocity component normal to the wall for the i-th 
size fraction droplet. In this equation, the left-hand side 
represents the inertial force that is equilibrated by the forces 
expressed by the terms on the right-hand side, the 
hydrodynamics reaction force and the capillary force, 
respectively. Let us formulate equation 5 in the dimensionless 
form as follows: 
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            (7) 
where /i i iy y R , /i i iV V  , 2 /i d iR   and 
/ 2os   . This equation can be solved numerically 
considering 0,  1i iy   and 
i
iyo
dy
V
d
 . We assume that the 
fluid fluctuation velocity distribution is Maxwellian. In 
addition, we assume that a droplet exactly follows the fluid in a 
fluctuation motion. The root-mean-square fluid fluctuation 
velocity can be calculated by the following empirical 
correlation [1]: 
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1 0.002923
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V
y



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
.  (8) 
Here, '2( )
2
i
y
d
V is the mean-square fluid fluctuation velocity at the 
moment of touching the wall. /y y   is the normalized 
distance to  the wall. 
Figure 3.   The schematic of the droplet interacting with the wall. 
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  is the wall layer thickness. Then, it is considered that the 
initial value of normal to the wall droplet fluctuation velocity is 
equal to the most probable fluid fluctuation velocity at 
0.5 iy d . Equation 6 is easily integrated up to the moment 
when 0iyV  indicating the end of the compression stage. The 
specific pipe wall area dynamically covered by droplets of the 
i-th size fraction due to their multiple collisions with the wall 
is: 
ii i i
S fr A , where iA  is the mean droplet-wall contact 
area during a single collision; i is the mean droplet wall 
contact time; 
i
fr is the frequency of droplet-wall collisions. 
The frequency of droplet-wall collisions per surface area unit is 
determined, assuming the Maxwellian droplet fluctuation 
velocity distribution. The total specific area (per unit pipe 
surface area) covered by droplets is calculated as: 
2 2 2 2
1
( ) ( )
if i
i if
m y R
i i
i i i i iR y
i iy iy
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dy dy
S fr R y R y
V V
 

 

    
 
  
  
 (9) 
The problem of accounting for the effect of water on asphaltene 
deposition can be reduced to determining the mean fraction of 
the pipe wall surface that is dynamically coated with water 
droplets. Then, the deposit flux in the presence of dispersed 
water is calculated as: (1 S)aq q   which aq is the asphaltene 
deposition flux and S is the mean fraction of the pipe wall 
surface dynamically coated by water droplets. 
Let us illustrate the results of the model developed by a few 
examples. We consider a dispersion of water in oil flowing in a 
production tubing of the diameter D = 0.0625 m with the mean 
velocity U. The water holdup is  =0.1. The oil viscosity and 
density are o = 1.3 mPa/s and o = 760kg/m
3, respectively. 
The interfacial tension is 0.0025 N/m. The steady-state droplet 
size distribution, calculated by the dispersion model developed, 
is employed for this analysis. Figure 4 illustrates the droplet-
wall interaction process. Figure 4a shows that how the 
velocities of droplets of different sizes change during the 
droplet compression stage. 
Figure 4.   The dimensionless velocity (a) and the dimensionless distance 
from the droplet center to the wall surface (b) versus dimensionless time 
during the droplet compression stage. The droplet size decreases for the line, 
dashed line, dotted line and dash-dotted line, respectively. The results are 
shown for the four first larger droplets and the insets show the results of the 
four last small droplets. 
Figure 4b shows how the distance from the droplet center to 
the wall changes during the compression stage. The largest 
deformation is observed for the droplet of the largest size. 
However, even in this case, the maximum deformation value 
does not exceed 30% of the droplet radius. Thus, the 
assumption on the small droplet deformation accepted for 
modeling is satisfactory. Moreover, the fraction of larger 
droplets in the entire population is relatively small, whereas the 
deformation rapidly decreases with a reduction in droplet size. 
For the same mixture, we also calculate the specific pipe 
surface, dynamically coated by droplets, for the different mean 
flow velocities U = 0.8, 1, 1.5 and 2 m/s. Droplets are initially 
assumed to be monodispersed with the size 
od = 150μm. Figure 
5 illustrates the distribution of the sought parameters along a 
tubing of 4 km long. Only a negligible fraction of the pipe 
surface is dynamically coated with droplets. The droplet sizes 
decrease along a tubing due to their fragmentation. The droplet 
size reduction leads to an increase in the droplet number 
concentration causing an increase in the droplet-pipe wall 
collision frequency. As a result, the pipe surface area, coated 
with droplets, slowly increases along the tubing. In addition, 
the droplet coated surface expectedly increases with an increase 
in the mean flow velocity because of the two effects. First, 
droplet sizes decrease with an increase in the mean flow 
velocity due to a corresponding increase in the turbulence 
energy dissipation rate. Second, a higher mean flow velocity 
results in a larger droplet fluctuation velocity. An increase in 
the fluctuation velocity causes an enhancement in frequency of 
droplet-wall collisions as well as in stronger droplet 
deformations. These factors lead to an increase in a droplet-
wall contact area. A significant increase in the water holdup 
(see Figure 5b) leads to a relatively slight increase in the 
specific wall area dynamically coated by droplets. An increase 
in the holdup causes a reduction in the droplet breakup rate. 
Therefore, an effect of water holdup on the pipe area, 
dynamically coated by droplets, is relatively small. 
  The major outcome of our modeling is a demonstration 
that the effect of water dispersed in oil on the process of 
asphaltene deposition in a production tubing is negligible. 
Figure 5.   Distribution of the specific pipe wall area covered by droplets, 
along the pipe. Flow velocities: U = 0.8, 1.0, 1.5, 2.0 m/s corresponding to the 
dash-dotted, dotted line, dashed line and line, respectively. Water hold up: =  
 = 0.1 (a) and 0.4 (b). 
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III. CONCLUSIONS
An engineering model was developed to estimate the pipe 
wall surface area dynamically coated by droplets, which collide 
with the wall due to their fluctuations in a turbulent flow. An 
evolution of the droplet size distribution along production a 
tubing was modeled by a population balance equation. A 
droplet-wall collision process was modeled assuming that a 
droplet deformation in a single collision was small. It was also 
assumed that droplets follow the fluid in fluctuation motion 
caused by turbulence. The frequencies of the droplet-wall 
collisions were calculated assuming that the droplet fluctuation 
velocity distribution was Maxwellian. Calculations of the 
specific pipe surface area dynamically coated with water 
droplets, at different mean flow velocities and water holdups, 
showed that the coated specific area remains small and, 
therefore, the effect of produced water on asphaltene deposition 
can be ignored in practical computations of asphaltene 
deposition. 
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Abstract— In this paper, the equations of motion for a two-
dimensional (2-D) wing encountering a gust are presented. The 
wing has two degrees of freedom, i.e. pitch and plunge, and its 
motion is restrained by nonlinear translational and rotational 
springs. Two different stiffness nonlinearities are examined: (i) 
cubic and (ii) free play. For given system parameters, the 
responses of the nonlinear system to the sharp-edged and 1-
cosine gust profiles are obtained at different flow velocities and 
compared to the time response of the system with no gust input. 
Keywords: aeroelasticity; gust response; cubic nonlinearity; free-
play nonlinearity; flutter analysis 
I.  INTRODUCTION 
Aeroelasticity is an interdisciplinary field of study dealing 
with interactions between inertia, aerodynamic and elastic forces. 
Classical theories in aeroelasticity assume linear aerodynamics 
and structural dynamics resulting in a set of linear equations. 
These equations can be fairly easily solved in time or frequency 
domain and used for examining the aircraft stability and 
response to external excitation. However, linear aerodynamic 
theories start to break down at high airspeed. Flow separation 
and shock oscillations may also introduce aerodynamic 
nonlinearities. Moreover, structural nonlinearities may arise 
from, for example, large deformations, material behavior, worn 
hinges of control surfaces, and loose control linkages [1, 2]. 
Woolston et al. may be the first researchers that investigated 
the effects of structural nonlinearities on the flutter of a wing [1]. 
Two different wing models were studied: a wing capable of 
bending and twisting (i.e. two-degree-of-freedom (2-DOF) 
system) and, also, a wing with a control surface (i.e. 3-DOF 
system). They considered structural nonlinearities as 
concentrated in the torsional stiffness. Three different types of 
nonlinear springs, namely flat spot (representing free play), 
hysteresis, and cubic were examined. They found that there is a 
strong connection between the stability of a nonlinear system 
and the initial conditions - in many cases the flutter speed was 
decreased as the initial disturbance was increased. 
A comprehensive review of different types of structural and 
aerodynamic nonlinearities encountered in aeronautical 
engineering was conducted by Lee et al. [2]. They discussed 
several techniques, such as finite difference and describing 
function, for solving equations with structural nonlinearities. 
They found that even a 2-DOF system with a single nonlinearity 
in the pitch degree of freedom may show a complex dynamical 
behavior. For example, they showed that a system with a free-
play nonlinearity may undergo period-1, period-2, and period-4 
limit-cycle oscillations (LCO), as well as, chaotic motion, 
depending on the airspeed. For a more recent and quite shorter 
review of nonlinear aeroelasticity, the reader is referred to [3]. 
Several researchers have studied the response of a lifting 
surface to a time-dependent external excitation. For example, 
Poirel and Price investigated the effect of longitudinal 
atmospheric turbulence on the dynamics of an airfoil with a 
hardening cubic structural nonlinearity in pitch [4]. They found 
that flutter occurred at a lower velocity for the excited case than 
the so-called non-excited one, whereas the onset of LCO 
occurred at a higher velocity. Marzocca et al. investigated the 
aeroelastic response to a time-dependent external excitation of a 
2-D rigid/elastic-lifting surface in incompressible flow field, 
featuring plunging-pitching coupled motion [5]. Haddadpour et 
al. examined the effects of the sharp-edged gust on the dynamics 
of a flexible high-aspect ratio wing [6]. In their model, they used 
linear structural dynamics and linear quasi-steady aerodynamics. 
In reality, almost all lifting surfaces involve some sort of 
structural nonlinearity, and they may also encounter with 
atmospheric turbulence during a normal flight. Nevertheless, 
very few studies on the nonlinear aeroelastic response to a time-
dependent excitation can be found in the body of the literature. 
This is, in fact, the principal objective of this paper, namely 
studying the effects of a time-dependent excitation, such as 
sharp-edge and 1-cosine gusts on the dynamics and stability of a 
2-DOF typical airfoil section with structural nonlinearities. 
II. NONLINEAR AEROELASTIC MODEL WITH GUST
EXCITATION 
A. Governing Equations Including the Gust Input 
Fig. 1 shows the cross-section of a 2-D rigid wing with 
degrees of freedom in the plunge and pitch directions. The 
plunge displacement is measured from the elastic axis and is 
represented by h (positive downward); α is the pitch angle about 
the elastic axis (positive nose up). The elastic axis is located at a 
distance ab from the mid-chord, while the mass center is located 
at a distance xαb from the elastic axis, b being the semi-chord. 
The wing is supported by a translational and a rotational spring, 
attached to the elastic axis, which generally have a nonlinear 
stiffness. 
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Figure 1.  Schematic showing geometry of the wing section. 
Here, we follow formulations presented in [2, 5]. The 
dimensionless aeroelastic equations featuring coupled plunging-
pitching motion of a typical airfoil section exposed to a gust 
input are expressed as 𝜉"" + 𝑥%𝛼"" + 2𝜁) 𝜔𝑈∗ 𝜉" + 𝜔𝑈∗ - 𝐺 𝜉 − 𝑙1 𝜏 = 𝑙4 𝜏 , 1𝑥%𝑟% 𝜉"" + 𝛼"" + 2𝜁% 1𝑈∗ 𝛼" + 1𝑈∗- 𝑀 𝛼 − 𝑚1 𝜏 = 𝑚4 𝜏 , 2
where 𝜉 = ℎ 𝑏 is the dimensionless plunge displacement, and 𝜁)  and 𝜁% are, respectively, viscous damping ratios in pitch and 
plunge; 𝑈∗ = 𝑈= 𝑏𝜔%  is the dimensionless velocity, and 𝜔 =𝜔) 𝜔% is the frequency ratio, 𝑈=  being the freestream velocity, 𝜔)  and 𝜔% also being natural frequencies in pitch and plunge, 
respectively; also, 𝑙1 𝜏  and 𝑚1 𝜏  are the aerodynamic lift and 
pitching moment about the elastic axis, respectively, while 𝑙4 𝜏  
and 𝑚4 𝜏  are the lift and moment about the elastic axis due to 
the gust; 𝐺 𝜉  and 𝑀 𝛼  represent the nonlinear plunge and 
pitch structural stiffness terms, respectively; moreover, (	)" ≡𝜕(	) 𝜕𝜏  denotes the time derivative with respect to 
dimensionless time 𝜏.	The	 aerodynamic	 lift	 𝑙1 𝜏 	and	 pitching	 moment	𝑚1 𝜏 	may be expressed as 𝑙1 𝜏 = − 2𝜇 𝜙 𝜏 − 𝜎 𝛼" + 𝜉"" + 12 − 𝑎 𝛼"" 𝑑𝜎 −=X 	1𝜇 𝛼" + 𝜉"" − 𝑎𝛼"" , 3𝑚1 𝜏 = 2𝜇 12 + 𝑎 𝜙 𝜏 − 𝜎 𝛼" + 𝜉"" + 12 − 𝑎 𝛼"" 𝑑𝜎=X 	+ 1𝑟%-𝜇 𝑎 𝜉"" − 𝑎𝛼"" − 1𝑟%-𝜇 12 − 𝑎 𝛼" − 18 1𝑟%-𝜇 𝛼"", 4
where 𝜇 = 𝑚 𝜋𝜌𝑏- is the mass ratio, and 𝑟% = 𝐼% 𝑚𝑏- is the 
dimensionless radius of gyration; 𝑚 , 𝜌 , and 𝐼%  being, 
respectively, mass of the wing per unit span, air density, and 
mass moment of inertia per unit span. Also, 𝜙(𝜏) is called the 
Wagner function and is given by 𝜙 𝜏 = 1 − 𝐴`𝑒bcde − 𝐴-𝑒bcfe, 5
where the constants are 𝐴` = 0.165, 	𝐴- = 0.335, 𝑏` =0.0455, 𝑏- = 0.3. 
By considering 𝑤l(𝜏) as a gust variable velocity and using 
Duhamel's integral concept, the lift and pitching moment about 
the elastic axis due to the penetration into the gust, 𝑙4 𝜏  and 𝑚4 𝜏 , respectively, may be written as 
𝑙4 𝜏 = 2𝜇 𝜓" 𝜏 − 𝜎 𝑤l 𝜏𝑈= 𝑑𝜎eX , 6𝑚4 𝜏 = 12 + 𝑎 2𝑟%-𝜇 𝜓" 𝜏 − 𝜎 𝑤l 𝜏𝑈= 𝑑𝜎eX , 7
where 𝜓 𝜏  is called the Küssner function. 
A widely-used approximation for Küssner's function is the 
following two-term exponential expression [2]: 𝜓 𝜏 = 1 − 𝐴o𝑒bcpe − 𝐴q𝑒bcre, 8
where the constants are 𝐴o = 0.5, 𝐴q = 0.5, 𝑏o = 0.130  and 	𝑏q = 1. 
In this paper, two different gust profiles, implying specific 
time variations of their velocity distribution, will be used. They 
are: (a) sharp-edged gust, and (b) 1-cosine gust. Their analytical 
expressions are:	𝑠ℎ𝑎𝑟𝑝 − 𝑒𝑑𝑔𝑒𝑑	𝑔𝑢𝑠𝑡: 𝑤l 𝜏 = 𝐻 𝜏 𝑤X, 91 − 𝑐𝑜𝑠𝑖𝑛𝑒	𝑔𝑢𝑠𝑡: 𝑤l 𝜏 = 𝐻 𝜏 12𝑤X 1 − 𝑐𝑜𝑠 𝜋𝜏𝜏l−𝐻 𝜏 − 2𝜏l 12𝑤X 1 − 𝑐𝑜𝑠 𝜋𝜏𝜏l , 10
where 𝑤X is the gust maximum amplitude, and 𝐻 𝜏  represents 
the Heaviside step function. 
B. State-space Equations 
In order to deal with the integral terms in (3-4) and (6-7), we 
introduce six new variables or states as 𝑤` = 	 𝑒bcd eb 𝛼 𝜎eX 𝑑𝜎,					𝑤- = 	 𝑒bcf eb 𝛼 𝜎eX 𝑑𝜎,	𝑤o = 	 𝑒bcd eb 𝜉 𝜎eX 𝑑𝜎,					𝑤q = 	 𝑒bcf eb 𝜉 𝜎eX 𝑑𝜎,	𝑤 = 	 𝑒bcp eb 𝑤l 𝜎𝑈=eX 𝑑𝜎,					𝑤 = 	 𝑒bcr eb 𝑤l 𝜎𝑈=eX 𝑑𝜎. 11
Using variables in (11), the aeroelastic equations (1-2) may 
be re-written as 𝑐X𝜉"" + 𝑐`𝛼"" + 𝑐-𝜉" + 𝑐o𝛼" + 𝑐q𝜉+𝑐𝛼 + 𝑐𝑤` + 𝑐𝑤-	+𝑐𝑤o + 𝑐𝑤q + 𝑐`X𝑤 + 𝑐``𝑤 + 𝜔𝑈∗ - 𝐺 𝜉 = 𝑓 𝜏 , 12𝑑X𝜉"" + 𝑑`𝛼"" + 𝑑-𝜉" + 𝑑o𝛼" + 𝑑q𝜉+𝑑𝛼 + 𝑑𝑤` + 𝑑𝑤-	+𝑑𝑤o + 𝑑𝑤q + 𝑑`X𝑤 + 𝑑``𝑤 + 1𝑈∗ - 𝑀 𝛼 = 𝑔 𝜏 , 13
where 𝐺 𝜉  and 𝑀 𝛼  are nonlinear functions of ξ and α, 
respectively. f (τ) and g(τ) are functions of initial conditions and 
terms in the Wagner function, which are given by: 𝑓 𝜏 = 2𝜇 12 − 𝑎 𝛼 0 + 𝜉 0 𝐴`𝑏`𝑒bcde + 𝐴-𝑏-𝑒bcfe ,	𝑔 𝜏 = − 1 + 2𝑎 𝑓 𝜏2𝑟%- . 14
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The coefficients 𝑐(𝑖 = 0, . .9) and 𝑑(𝑖 = 0, . .9) in (12) and (13) 
were given in [2] and will not be repeated here for the sake of 
brevity; however,	𝑐`X,	𝑐``,	𝑑`X and 𝑑`` are given as 𝑐`X = − 2𝜇 𝐴o𝑏o, 𝑐`` = − 2𝜇 𝐴q𝑏q, 𝑑10 = − 12 + 𝑎 2𝑟%-𝜇 𝐴3𝑏3, 𝑑11 = − 12 + 𝑎 2𝑟%-𝜇 𝐴4𝑏4. 15 	
After introducing a variable vector 𝑋 = (𝑥`, 𝑥-, … , 𝑥`X) 
defined as 𝑥` = 𝛼, 𝑥- = 𝛼", 𝑥o = 𝜉, 𝑥q = 𝜉", 𝑥 = 𝑤`, 𝑥 = 𝑤-,	𝑥 = 𝑤o, 𝑥 = 𝑤q, 𝑥 = 𝑤, 𝑥`X = 𝑤. 16 	
(12) and (13) can be written as a set of ten first-order ordinary 
differential equations. 
III. NUMERICAL EXAMPLES AND ANALYSIS
The dimensionless parameters of the linear system used in 
this paper are: 𝑎 = −0.5, 𝜇 = 100, 𝑥% = 0.25, 𝑟% = 0.5, 𝜁% = 𝜁) =0.0, and 𝜔 = 0.2. We set 𝛼"(0) = 𝜉"(0) = 𝜉 0 = 0, 𝛼 0 = 1 deg 
as the initial conditions. Using the eigenvalue solution method 
with the given parameters, we obtain the linear dimensionless 
flutter speed (𝑈∗) as 6.28, which agrees well with results in [2]. 
Since in this paper we consider nonlinearities only for the 
pitch DOF, plunging oscillations display very much expected 
features and are not worthy to be discussed here. Thus, 
throughout the paper, we only discuss the response in the 
pitching direction. 
A. Gust Response with Cubic Nonlinearity 
We consider a cubic nonlinearity in the structural stiffness 
for the pitch and a linear stiffness for the plunge degree of 
freedom. Thus, functions 𝐺 𝜉  and 𝑀 𝛼  in (12) and (13), 
respectively, can be set to 𝐺 𝜉 = 𝜉 and	𝑀 𝛼 = 	𝛽`𝛼 + 𝛽oαo. 
First, we examined a system with a weak cubic nonlinearity, 
where 𝛽` = 1 and 𝛽o = 10. Assuming a sharp-edged gust with 𝑤X = 10 m/s, the response of the system was obtained at 	𝑈∗ =6.27 (not shown here because of space limitation). It was found 
that the oscillations gradually decay with time, and the system 
regains its static equilibrium. Thus, even a strong excitation at 
an airspeed very close to the linear flutter speed cannot change 
the stability of the system with a weak cubic nonlinearity.  
Next, we consider a system with a strong cubic nonlinearity 
(𝛽` = 0.01 ,𝛽o = 10 ) and keep other system parameters the 
same. The linear flutter speed for this system is	𝑈∗ = 0.91. The 
response of the system to a sharp-edged gust and also a 1-cosine 
gust with the maximum amplitude of 𝑤X = 1  m/s at 𝑈∗ =0.84	 , 	𝑈∗ = 𝑈∗ = 0.91  and 𝑈∗ = 2𝑈∗ = 1.82  are shown in 
Figs. 3-5, respectively. Note that for the 1-cosine gust, τl = 20 
throughout the paper. 
As seen from Fig. 2, both the sharp-edged and 1-cosine gusts 
result into LCO with comparable amplitudes at 𝑈∗ = 0.84 < 𝑈∗, 
while for the system without the gust input, oscillations decay 
with time. 1 This means that the nonlinear system may undergo 
1 The time responses to the gust inputs were obtained for a longer 
time range (not shown in Fig. 2) where period-1 LCO were observed. 
a Hopf bifurcation leading to LCO at a speed below the linear 
flutter speed, provided that a sufficiently strong gust excites it. 
Fig. 3 shows the dynamic response of the system with and 
without the gust input at the linear flutter speed, 𝑈∗. From the 
figure, one may infer that except for the transient part of the 
response, the gust does not make any significant changes to the 
dynamics of the system at 𝑈∗ = 𝑈∗.  
Fig. 4 Shows time responses of the system with and without 
the gust input at 𝑈∗ = 2𝑈∗ = 1.82. As seen from the figure, the 
amplitude of oscillations when the system encounters a gust is 
obviously higher than that when there is no gust. In addition, the 
system undergoes period-2 motion in response to the gust input, 
while it performs period-1 motion when there is no gust. It is 
also interesting to see that the sharp-edged gust tends to increase 
the pitch angle in the negative direction, whereas the 1-cosine 
gust does the opposite. 
Figure 2.  Sharp-edged (left) and 1-cosine (right) gust responses of a system 
with the strong cubic nonlinearity in pitch at 	𝑈∗ = 0.84; 𝑤X = 1 m/s. 
Figure 3.  Sharp-edged (left) and 1-cosine (right) gust responses of a system 
with the strong cubic nonlinearity in pitch at 	𝑈∗ = 𝑈∗ = 0.91; 𝑤X = 1 m/s. 
Figure 4.  Sharp-edged (left) and 1-cosine (right) gust responses of a system 
with the strong cubic nonlinearity in pitch at 	𝑈∗ = 2𝑈∗ = 1.82; 𝑤X = 1 m/s. 
B. Gust Response with Free-play Nonlinearity 
The free-play nonlinearity, in its general form, may be 
represented by the trilinear stiffness model, as shown in Fig. 5. 
In the figure, 𝑀X represents the preload, 𝑀 the stiffness in the 
free-play zone, 𝛼  the pitch angle offset, and δ  the free-play 
range. We examine the dynamics of a system with free-play 
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parameters 𝛿 = 0.5,𝑀X = 𝑀 = 0, 𝛼 = −0.25 for the pitch 
stiffness. As also previously mentioned, the linear flutter speed 
for this system is 𝑈∗ = 6.28. 
Fig. 6 shows the bifurcation diagram for the free vibration 
(i.e. no gust) of a typical airfoil section with free-play type 
nonlinearity in pitch, where the peak values of the pitch angle, 𝛼 , are plotted against the normalized dimensionless airspeed, 𝑈∗ 𝑈∗. In the bifurcation diagram, a single dot/point represents 
a static equilibrium position (region I); two dots represent a 
period-1 motion (regions II and IX), and four dots show a period-
2 motion (regions III and VIII); also, eight dots represent a 
period-4 motion (regions V and VII), and finally, multiple 
scattered dots show a chaotic motion (regions IV and VI). Table 
I summarizes the dynamical behavior of the system shown in the 
bifurcation diagram. It is noted that, as seen in Fig. 6, in region 
IX, the pitch amplitude increases sharply with 𝑈∗ 𝑈∗ and goes 
to very large values for 𝑈∗ 𝑈∗ > 1 (not shown in the figure). 
These indicate the occurrence of divergent or violent flutter in 
region IX (for more details, see [1, 2]).  
The important message of Fig. 6 is that the free-play 
nonlinearity may cause the system to lose the static equilibrium 
at a much lower flow velocity than the linear flutter speed (e.g. 
at 0.95 instead of 6.28 for the given system parameters). The 
bifurcation diagram also suggests that the route to chaos is via 
period-doubling, as also observed by Lee et al. [2]. 
Fig. 7 shows the typical phase-plane diagrams of four types 
of motion, which are period-1, period-2, period-4 and chaotic, 
respectively, at	𝑈∗ 𝑈∗ = 0.8, 0.56, 0.45, and 0.48. 
Moment	M(α)
M0+α-αf
R1 R2 R3
M0+Mf(α-αf)
M0+α-αf+δ(Mf-1)
Displacement	α
αf αf+δ
Figure 5.  General free-play stiffness model; 𝑀X represents the preload; 𝑀 is 
the stiffness in the free-play zone, 𝛼 is the pitch angle offset, and δ is the free-
play range. 
Figure 6.  Bifurcation diagram of a system with a free-play nonlinearity in 
pitch (δ = 0.5°,𝑀X = 𝑀 = 0, 𝛼 = −0.25°), where the peak values of the 
pitch angle is plotted versus the normalized dimensionless airspeed, 𝑈∗ 𝑈∗. 
TABLE I.  DYNAMICAL BEHAVIOUR IN DIFFERENT REGIONS OF THE 
BIFURCATION DIAGRAM SHOWN IN FIG. 6; (𝑈∗ 𝑈∗) IS THE NORMALIZED
DIMENSIONLESS AIRSPEED. 
Region (𝑼∗ 𝑼𝑳∗) Type of motion 
Before I (0	0.151) Static Equilibrium 
I and VIII 0.151	0.221 	and	(0.688 1) Period-1 
II and VII 0.221	0.255 	and	 0.529	0.688 Period-2 
IV and VI 0.331	0.463 	and	 0.484	0.529 Period-4 
III and V 0.255	0.331 	and	 0.463	0.484 Chaos 
Figure 7.  Phase-plane diagrams for different regions shown in Fig. 6; where 𝑈∗ 𝑈∗ = 0.8, 0.56, 0.45, and 0.48 for the top-left, top-right, bottom-left, and 
botom-right subfigures, respectively. 
Fig. 8 shows time responses of the system in the pitch 
direction to a sharp-edged (left) and a 1-cosine (right) gust at 	𝑈∗ = 0.93 . For comparison purposes, the gust response is 
plotted over the time response in the absence of the gust. As seen, 
the system undergoes LCO under the gust input, while in the 
absence of the gust it regains static stability. In other words, the 
gust input causes the system to lose its static stability at a lower 
airspeed, i.e. at 	𝑈∗ = 0.87 instead of 0.95. 
Fig. 9 shows the time responses at 	𝑈∗ = 1.30 which lies in 
region II in the bifurcation diagram in Fig. 6. As discussed, 
within this region, the airfoil section undergoes period-1 LCO in 
the absence of a gust. However, this changes to period-2 LCO 
when the airfoil encounters a sharp-edged or 1-cosine gust. Thus, 
the gust may change the type of the oscillatory motion. In 
addition, it increases the amplitude of oscillation, especially in 
the transient part of the response. 
Fig. 10 shows time responses at 𝑈∗ = 3.06. Here also, the 
period-4 motion, which occurs in the gust absence, changes to a 
chaotic type motion due to the gust input. This is more evident 
from Fig. 11 which shows the phase-plane plots at the same 
airspeed without (left) and with (right) a sharp-edged gust input. 
Fig. 12 shows time responses at 𝑈∗ = 6.00 . Very large 
amplitudes due to gust effects are noticeable in the transient part 
of the responses. As seen from Fig. 13, when 𝑈∗ approaches	𝑈∗, 
the amplitude of LCO due to the gust input increases rapidly to 
very large values (of the order of 35 deg). When	𝑈∗is greater 
than	𝑈∗, namely in the supercritical region, the time responses 
increase exponentially, indicating divergent flutter (see Fig. 14). 
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As seen from the figure, the gust response amplitude is always
greater than the one in the absence of the gust.
Figure 8.  Sharp-edged (left) and 1-cosine (right) gust responses of a system
with the free-play nonlinearity in pitch at 	𝑈∗ = 0.93; 𝑤X = 1 m/s.
Figure 9.  Sharp-edged (left) and 1-cosine (right) gust responses of a system
with the free-play nonlinearity in pitch at 	𝑈∗ = 1.30; 𝑤X = 1 m/s.
Figure 10.  Sharp-edged (left) and 1-cosine (right) gust responses of a system
with the free-play nonlinearity in pitch at 	𝑈∗ = 3.06; 𝑤X = 1 m/s.
Figure 11.  Phase-plane diagrams with gust and without gust (sharp-edged) at	𝑈∗ = 3.06; without (left) and with (right) a sharp-edged gust, featuring
period-4 and chaotic motions, respectively; 𝑤X = 1 m/s.
Figure 12.  Sharp-edged (left) and 1-cosine (right) gust responses of a system
with the free-play nonlinearity in pitch at 	𝑈∗ = 6.00; 𝑤X = 1 m/s.
Figure 13.  Sharp-edged (left) and 1-cosine (right) gust responses of a system
with the free-play nonlinearity in pitch at 	𝑈∗ = 6.27; 𝑤X = 1 m/s.
Figure 14.  Sharp-edged (left) and 1-cosine (right) gust responses of a system
with the free-play nonlinearity in pitch at 	𝑈∗ = 6.29; 𝑤X = 1 m/s.
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IV. CONCLUDING REMARKS
The numerical results presented in this paper show that a
sharp-edged or a 1-cosine gust input may influence the dynamics
and stability of a two-dimensional wing with a strong cubic or
free-play stiffness nonlinearity in three different ways: (1) it may
alter (strictly speaking, lower) the onset of instability, (2) it may
change the mode of oscillatory motion (e.g. from period-1 to
period-2 motion), and (3) it may increase the amplitude of
vibrations. Thus, studying the effects of time-dependent
excitation on the dynamics and stability of lifting surfaces seems
essential for their design. These studies are particularly crucial
for the new generation of aircraft which are likely to be lighter,
faster, more flexible, and more agile.
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Abstract—Turbulent flows are fundamentally three-
dimensional. Due to their inherent complexity, turbulent 
flow characterization is heavily relies on experimental 
research. A multi-color grid technique was recently 
proposed by the authors as a novel method for 
characterizing and measuring three-dimensional flows.  
In this paper, further improvements of this technique are 
reported by implementing a new method based on color 
permutations. Several new advances in the experimental 
implementation and analysis algorithm are then presented 
and detailed. Results are presented using color streak images 
and three-dimensional particle trajectories.  
Keywords: 3D; flow visualization; multi-color; flow 
measurement; 
I.  INTRODUCTION 
Turbulent flows are one of the fundamental topics of 
classical fluid mechanics. A majority of practical engineering 
systems encounter turbulent flows, including the wake of 
buildings and flows in pumps, turbines, and heat exchangers. 
In these systems turbulence manifests as either a desirable 
trait, such as enhanced heat transfer, or non-desirable trait, 
such as dynamic loading on buildings. Complex three-
dimensional motion and non-linear dissipative processes, 
two defining characteristics of turbulent flows make them 
extremely difficult to study numerically. This makes 
experimentation the primary means of turbulence research. 
However, this presents the challenge of developing a 
technique to measure all three velocity components 
simultaneously as all components are needed to fully define 
key quantities in the turbulent kinetic energy budget. 
Numerous techniques have been developed in the past to 
measure flow velocity while few have been used quite often 
for turbulent flow measurement. Hot-wire anemometry is 
one of the simplest techniques where velocity is determined 
from flow passing over a very thin heated wire attached to a 
probe. By deploying several probes at orthogonal angles, 
three-dimensional velocity can be determined. This 
technique has the benefit of excellent temporal resolution but 
lacks the ability to capture the flow field with good spatial 
resolution. Furthermore, the probe array intrudes upon the 
flow. Planar Particle Image Velocimetry (PIV) is a non-
intrusive technique that generates a two-dimensional flow 
field by taking images of a laser-illuminated seeded flow. 
This produces a flow field with high spatial resolution but is 
limited to planar measurements. Stereoscopic PIV builds 
upon this by utilizing two off-axis cameras viewing the light 
sheet [1]. From the captured images, a 3D flow field is 
constructed; however, the out-of-plane velocity has been 
shown to have questionable accuracy and no out-of-plane 
gradients can be determined [2,3]. Tomographic PIV is a 
further advancement of the PIV technique where four or 
more cameras observe an illuminated volume [4]. By 
applying a computational scheme to the images of the seeded 
flow, all three velocity components can be estimated. It has 
been shown that the calculated third velocity component is of 
questionable accuracy, especially in high shear flows, due to 
ambiguities in identifying seed particles, called ghost 
particles [5,6].  
Recently, wavelength-encoding techniques have been 
developed to measure flow velocity. Rainbow Volumic 
Velocimetry (RVV) is one such technique where one camera 
views a seeded flow passing through a volume illuminated 
with the polychromatic light spectrum [7]. In this method, 
two velocity components are found from tracking particles 
while the third is derived from color changes corresponding 
to the particles’ motion in the direction normal to the 
cameras viewing plane. This technique produces a three-
dimensional flow field but is restricted to small volumes as 
the out-of-plane velocity components accuracy is strongly 
dependent upon of the width of each color in the volume [7]. 
A new method of volumetric color illumination was recently 
proposed by the present authors utilizing a grid pattern [8]. In 
this grid-based technique, color changes occur over multiple 
planes with respect to the camera viewing plane. With many 
colors and permutations of those colors, high spatial 
resolution in the out-of-plane direction is possible. The initial 
implementation of this grid-based technique was able to 
resolve three-dimensional motion while simultaneously 
identifying challenges. 
  In this study, the limitations of the grid-based technique 
are presented along with progress on a series of advances 
both in experimental implementation and in analysis 
algorithm design. Findings of the grid-based technique are 
first reviewed and weaknesses are identified. Then, recent 
progress on improvements are presented with a refined 
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experimental method and analysis algorithm leading to a 
newly developed technique. The new technique is then tested 
and 3D particle trajectory results are presented. 
II. REVIEW OF THE MULTI-COLOR GRID TECHNIQUE
The multi-color grid technique for flow characterization 
divides the measurement volume intro an N × N grid where 
N colors are used [8]. The color pattern is designed such that 
each color appears only once in each row and column. Hence 
when a particle is observed to change color without a 
corresponding pixel shift in the camera view plane, it can be 
concluded the particle moved perpendicular to the camera 
view plane. Similarly, the particle would change color in 
addition to a pixel shift if the motion is parallel to the camera 
view plane. One of the advantages of the grid technique is 
that the number of permutations of colors, exceeds the 
number of colors enabling the grid pattern to be extended. 
This allows for improved spatial resolution in the out-of-
plane direction.  
The multi-color grid technique was implemented using a 
simple experiment of tracking particle motion underwater 
using a three-color grid and a basic analysis procedure [8]. 
Captured streaks were discretized with a simple streak 
technique that was able to capture many points along each 
streak allowing for the general shape to be well-resolved. 
The three-dimensional position of the streak was found using 
linear interpolation of color described with hue from the 
Hue-Saturation-Value (HSV) color model. This 
demonstrated that a grid technique was able to capture basic 
three-dimensional motion [8].  
The three-color grid pattern used only contained red, 
green, and blue however resulted showed other colors such 
as pink were present [8]. This is due to neighboring colors 
interfering with each other. When this technique was 
implemented with a six-color grid, this color cross-talk effect 
was stronger and began to interfere with three-dimensional 
position determination. Hence, increasing the number of 
colors, thus reducing grid size, is a major obstacle in 
improving the possible spatial resolution of the technique 
due to cross-talk between neighboring colors. 
 The LCD projector used in experiments produced a 
highly divergent beam, resulting in a rectangular frustum 
shaped measurement volume. The calibration of the 
measurement volume was very simple based on a hue 
threshold [8]. The basic streak discretization technique had 
issues in accurately capturing the ends of streaks and could 
not handle streaks with high curvature.   
III. DEVELOPING THE COLOR PERMUTATION METHOD
Several advancements and improvements have been 
completed to address these limitations and to refine the 
technique. The first improvement is in the light beam 
delivery to overcome the beam divergence issue. This was 
achieved by placing a planoconvex lens in front of the LCD 
projector. This has the effect of producing an easily modelled 
measurement volume in the shape of a parallelepiped. This 
improvement to reduce beam divergence is illustrated in Fig. 
1 where the new approach is compared with the lens-free 
case. From observing the thickness of each colored region in 
the image, it is clear that the lens significantly reduces the 
beam divergence improving the spatial uniformity of each 
single-colored region. 
A new calibration technique has been developed for more 
robust analysis. The new method fits a normal distribution to 
hue values using the HSV model from a single-colored 
volume. The region within three standard deviations of the 
mean hue is defined as the “core” and the region beyond this 
is defined as the “boundary”. An example of the core and 
boundary regions for a three-colored volume identified by 
the technique are shown in Fig. 2. Each core region is now 
separated by two boundary regions..  
The previous streak discretization method would have 
issues near ends of streaks where points were mis-aligned 
and could not handle streaks with significant curvature. 
These issues have been overcome with a new discretization 
technique that follows the shape of a streak. In this approach, 
a given streak is divided into many streak subdivisions. Each 
subdivision is identified by a white region where segmented 
streak and semi-circle intersect, as shown in Fig. 3. The 
centroid of the subdivision, as marked by the red asterisk, 
and the median hue are stored for each subdivision. 
The issue of cross-talk between colors has been 
addressed by defining the mid-plane between neighboring 
single-colored volumes. This leads to the case where if a 
particle appears as an undefined hue in the whole 
measurement volume, it must exist between neighboring 
volumes. By identifying the volumes where the particle was 
last found before and after transition, it is possible to 
determine which mid-plane the particle passed through. This 
approach is dependent upon proper identification of volumes 
before and after transition.  
Figure 1.  Comparison of illuminated volume (a) with planoconvex lens 
and (b) without lens showing the effect of the lens on beam divergence. 
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Figure 2.  Cross-section of three-color grid pattern using the new 
calibration technique. The core and boundary regions for each color are 
outlined and labeled. 
The robustness of volume identification and spatial 
resolution in the out-of-plane direction can be greatly 
improved via color permutations. For a selection of N colors, 
they can be arranged such that each color neighbors every 
other color only once. This allows for each color to appear 
several times in the volume where each appearance features 
unique neighbors. The result of this configuration is that 
once a particle changes color, e.g. a sufficiently long streak is 
captured by the camera, the three-dimensional position is 
known. As colors can repeat in the volume and mid-planes 
between colors are defined, this leads to a substantial 
increase in spatial resolution compared to the previous 
method for the same number of colors.  
The culmination of these improvements have led to the color 
permutation method where color permutations drive the 
resolving of motion in the third dimension. For planar 
motion in the camera’s field of view, the resolution provided 
by pixels far surpasses what is offered by the grid pattern. 
Hence, color changes are only needed in the out-of-plane 
direction. Moreover, this simplifies analysis as color cross-
talk is limited to one direction.  
Figure 3.  One step in the process of streak discretization. The subdivision 
is the white intersection area between semi-circle and segmented streak. 
The red asterisk denotes the subdivision centroid.  
Figure 4.  Five-color pattern with permutations to produce 11 layers used 
in experiments. 
IV. RESULTS
The color permutation technique was tested using a five-
color permutation pattern as shown in Fig. 4. This image 
contains one of many possible permutations of five colors. 
There are 11 single-colored volumes and by utilizing mid-
planes, this gives 21 possible out-of-camera-plane positions, 
over 4 times larger than the 5 positions possible with the 
previous technique. The experimental setup and conditions 
were the same as those previously reported [8].  
Fig. 5a shows a two-frame composite image of a particle 
traveling from left to right. The corresponding two-
dimensional discretized streak is shown in Fig. 5b. 
Comparing the discretized streak to the original image shows 
the new path-following discretization method successfully 
captures local curvatures in the streak. This is evidenced by 
features such as the drop in Z position where Y ≈ 1200 
pixels, matching the left-most orange part of the streak 
composite image. Similar features along the streak image are 
well captured by the new discretization technique. There 
were no mis-aligned points at the ends of each streak 
showing the new technique has improved over the previous 
method in this aspect.  
Fig. 6 shows the discretized streaks in three dimensions 
describing the particle trajectory. The left-most part of the 
streak at Y ≈ 900 pixels was found to be in layer 11, then 
continuing along the streak showed the streak moving three-
dimensionally up to layer 6. At this point, the second frame 
in the composite image begins where the streak continues 
from Y ≈ 1700 pixels and layer 6 up to X ≈ 2500 pixels in 
layer 3. The additional depth positions obtained by color 
permutations and mid-planes showed good resolution of the 
particle’s motion in the out-of-camera-plane direction. 
V. ANALYSIS OF NEW FINDINGS 
Numerous changes have been made to the multi-color 
grid flow visualization technique. A planoconvex lens placed 
in-front of the projector greatly reduces beam divergence.  
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Figure 5.  Two-frame composite image (a) of streak captured and two-dimensional view of discretized streak (b). The image has been rotated to match the 
coordinate system of the plot 
This changed the shape of the illuminated volume from a 
rectangular frustum to a parallelepiped which is very simple 
to describe mathematically. Furthermore the size of each 
single-colored volume is smaller compared to the divergent 
beam setup, providing an increase in spatial resolution in one 
direction. With precise alignment of the planoconvex lens, a 
rectangular prism shaped volume is possible.  
The two analysis algorithm changes, improved 
calibration and discretization, lay the ground work for high 
quality flow characterization. In the new calibration 
technique, using a normal distribution to define the hue 
threshold enables the technique to be implemented with 
many different projectors and clearly defines the calibration 
core and boundary regions. The new discretization technique 
demonstrated an ability to follow the shape of a streak with 
somewhat complex geometry, such as local curvatures that 
characterizes the three-dimensionality of the flow. These 
advancements provide an opportunity for the future growth 
of the analysis algorithm.  
The addition of mid-planes and color permutations 
together provided a very significant increase in out-of-
camera-plane spatial resolution. The introduction of mid-
planes mitigated the effects of cross-talk between 
neighboring volumes as hues not defined by the grid pattern 
do not need to be explicitly determined. Mid-planes also 
increased the out-of-plane resolution by a factor of just under 
two.  
Figure 6.  Three-dimensional reconstructed particle path corresponding to the two-dimensional discretized streak in Fig. 5. 
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Color permutations demonstrate that a large increase in 
spatial resolution is possible with only a few colors via 
permutations. As tested in the present study, 5 colors were 
able to produce 11 different core depth positions and with 
mid-planes, generated 21 possible positions. The cost for this 
improvement is loss of color uniqueness in the volume as a 
red region could end up in two different positions. This is an 
ambiguity that cannot be resolved until the streak changes 
color.  
This color permutation method has shown strong 
potential for future growth. With additional colors, more 
permutations are possible, producing further improvements 
in out-of-plane spatial resolution. Work is currently in 
progress in this area of identifying valid color permutations 
for six or more colors. 
 Thus far the color permutation method has presented 
results from the 3D path traversed by a single particle. While 
this is useful to build a framework and test analysis methods 
in isolation, it is not practical. Multiple particles must be 
present for meaningful flow characterization. In a test where 
many particles are present, the streaks left behind by their 
motion may overlap or otherwise interact. Current work is 
focused on implementing analysis methods for cases where 
streaks interact.  
Finally, the three-dimensional reconstruction work has 
been performed manually to date. Currently an automatic 
reconstruction technique is in development to convert hue 
data along streaks into depth positions. There is also on-
going work in more robust preprocessing methods to better 
separate streaks from background noise and select streaks 
with color changes to ensure compatibility with the color 
permutation method. 
VI. CONCLUSION
In conclusion, the multi-color grid technique was 
successful at resolving 3D particle motion but did reveal 
many flaws in the method and early implementation. The 
present paper serves as a progress update that identifies and 
resolves these limitations while advancing the technique 
utilizing color permutations and improved algorithm design. 
There are new challenges found in the updated method that 
join unresolved issues. Presently, work continues on 
addressing these issues and further refining the technique. 
These findings using the color permutation method will drive 
future research and development on this technique.   
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Abstract— Curved shocks that are locally oriented normal to the 
direction of the pre-shock flow vector appear on bluff and blunt 
bodies in supersonic flow and at the center lines of axisymmetric 
air intakes. There have been numerous studies to analytically 
approximate the shock stand-off distance associated with these 
curved normal shock waves; however, in view of the absence of 
satisfactory results across the entire range of freestream Mach 
numbers, further efforts are warranted. In this study, the Curved 
Shock Theory (CST) is used to derive analytical expressions for 
the pressure gradient right behind convex normal shocks in 
uniform upstream flow. This pressure gradient can be converted 
to gradients of other variables using the conservations laws and 
the isentropic relations. Using these gradients at the curved 
normal shock and an additional assumption on their variation 
between the shock and the blunt body it is possible to develop 
relations for the ratio of the shock stand-off distance to the radius 
of curvature of the shock surface as a function of freestream 
Mach number and the specific heat ratio. CST predictions are 
compared with experimental data from the literature and the 
CFD results obtained in the present study for freestream Mach 
numbers ranging from 1.2 to 8.  
Keywords-shock stand-off distance; curved shock theory; blunt 
body; radius of shock curvature 
I.  INTRODUCTION 
The shock stand-off distance from blunt bodies is an 
important parameter to estimate the effects of shock waves on 
objects moving at supersonic and hypersonic speeds. The change 
in the shock stand-off distance can be an effective indicator of 
the changes in other important properties such as the drag on an 
aircraft or the heat flux on a re-entry vehicle. There have been 
continuous efforts over many decades to come up with handy 
expressions to quickly calculate the shock stand-off distance 
from blunt bodies. However, rather limited success is achieved 
in formulating expressions that can be applied over a wide range 
of Mach numbers. 
Several assumptions were implemented by different 
researchers to simplify the problem and formulate widely 
applicable expressions for the shock stand-off distance as a 
function of the freestream Mach number. In an earlier work by 
Moeckel [1], for instance, it is assumed that the detached shock 
wave can be represented by a hyperbola and that the sonic curve 
between the shock and the body is a straight line. In a recent 
study, Sinclair and Cui [2] made use of the variation of the size 
of the sonic zone bounded by the bow shock and the fore part of 
the body to relate the shock stand-off distance to the freestream 
Mach number.  
In this paper, the Curved Shock Theory (CST) is used to 
derive an expression for the pressure gradient right behind 
convex bow shocks that appear in supersonic and hypersonic 
flows with uniform pre-shock flow. This pressure gradient 
relation is combined with the momentum conservation law and 
the isentropic relations for various flow variables, such as Mach 
number, density, temperature, etc.  to obtain the gradients of 
those variables at the curved bow shock. By assuming the 
gradients to be constant within the shock layer between the bow 
shock and the blunt body or considering their average values, the 
ratio of the shock stand-off distance to the shock radius of 
curvature is obtained as a function of freestream Mach number. 
The aim of this study is to provide such alternative theoretical 
relations for the shock stand-off distance using CST and to 
investigate their validity. Billig’s experimental correlations [3, 
4], Liepmann and Roshko’s experimental data [5], and our 
numerical simulation results are used as tools for validation.  
II. THEORETICAL FORMULATION
A. Curved Shock Theory as Applied to Curved Normal Shocks 
in Uniform Pre-shock Flow 
Theory that relates the pressure gradient, P, the streamline 
curvature, D, and vorticity, Γ, to the shock curvatures, Sa and Sb, 
on the pre-shock and post-shock sides of a doubly curved shock 
wave is developed in [6]. Such theories are also found in [7, 8]. 
When applied to a normal shock facing uniform upstream flow 
[8], the CST relations become:  
0 = A2
' P2 + C
'Sa + G
'Sb (1) 
P =
∂p/∂s
ρV 2
=
∂p/∂s
γpM 2
(2) 
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 2
(4) 
where subscripts 1 and 2 correspond to the upstream and 
downstream sides of the bow shock at the center line, 
respectively; M1 is the freestream Mach number; the derivative 
in (2) is taken along the streamline; other notations are 
conventional. 
For the blunt body case both shock surface curvatures, Sa and Sb, 
are negative and the corresponding radii of curvature, Ra = −1/Sa 
and Rb = −1/Sb, are positive. The total curvature is Sa + Sb, the 
‘average curvature’ is S̅=(Sa + Sb)/2 and the ‘harmonic average 
radius of curvature’ is R̅, where 1/R̅ =(1/Ra +1/Rb)/2, so that S̅= 
–1/R̅.
Substituting (3) and (4) into (1), it is possible to show that, 
P2= –
4S̅
(γ +1)M2
 2 =
4
(γ +1)M2
 2R̅
(5) 
Furthermore, applying (2) at the downstream face of the shock 
wave it can be written as, 
(
dp
p
)
2
=
4γ
(γ +1)R̅
ds (6)
B. Shock Stand-off Distance from a Blunt Body in Uniform 
Pre-shock Flow 
Expressions for the shock stand-off distance, Δ, from blunt 
and bluff bodies in a uniform pre-shock flow can be obtained 
using the post-shock pressure gradient (6) from CST, along with 
appropriate assumptions regarding flow variables in the 
downstream region. One such assumption is the constant 
pressure gradient assumption, in other words – the linear 
pressure profile in the shock layer. Equation (6) can be then 
written as,  
(
dp
ds
)
2
= 
p0 – p2
Δ
=
4γp2
(γ +1)R̅
(7) 
Δ
R̅
=
γ+1
4γ
(
p0
p2
– 1) (8) 
p0
p
2
= (1+
γ – 1
2
𝑀2
2 )
γ
γ – 1
(9) 
Δ
R̅
=
γ +1
4γ
[(
M1
 2(γ +1)2
4γM1
 2– 2(γ –1)
)
γ
γ –1
−  1] (10) 
Here, p0 is the stagnation pressure for the post shock flow at the 
centerline. Equation (10) gives a relation of the ratio of the shock 
stand-off distance to the radius of curvature as a function of the 
freestream Mach number and the specific heat ratio only.  
A similar equation can be obtained by using an average pressure 
gradient instead of the constant gradient assumption. It can be 
shown that the pressure gradient at the stagnation point is zero, 
i.e., the pressure gradient varies across the shock layer from the 
value given by (6) at the shock to zero at the stagnation point. 
Therefore, the average pressure gradient within the shock layer 
can be taken as an arithmetic average, i.e., one half of the value 
given by (6), 
(
dp
d𝑠
)
avg
=
1
2
[(
dp
d𝑠
)
2
+ 0] =
1
2
(
dp
d𝑠
)
2
(11)
It is easy to show that such an assumption is mathematically 
equivalent to the parabolic pressure profile in the shock layer. 
This leads to,   
Δ
R̅
=
γ +1
2γ
[(
M1
 2(γ +1)2
4γM1
 2– 2(γ –1)
)
γ
γ –1
– 1] (12) 
Another estimation of Δ/R̅ can be obtained by assuming a 
constant velocity gradient in the downstream flow and using the 
conservation of momentum equation for steady, inviscid, one-
dimensional flow, 
ρV (
dV
ds
 ) = – (
dp
ds
) (13) 
Substituting the pressure gradient from CST into the right-hand 
side of (13) and applying the constant velocity gradient 
assumption on the left-hand side result in,  
Δ
R̅
=
γ +1
4
(
2+(γ –1)M1
 2
2γM1
 2 – γ +1
) (14) 
The third flow variable that can be used to estimate the ratio 
of the shock stand-off distance to the shock radius of curvature 
is the Mach number. The equation that allow to achieve that 
follows from (9), 
(
dM
M
 )
2
= –
2+(γ – 1)M2
 2
2γM2
 2 (
dp
p
)
2
(15)
Equation (15) used with (6), the normal shock relation for 
Mach number, and the constant Mach number gradient 
assumption results in,  
Δ
R̅
=
(γ –1)M1
 2 + 2
2(γ +1)M1
 2
(16) 
It is also possible to relate the density gradient at the 
downstream face of the shock wave with the pressure gradient 
using the fact that the flow in this region is isentropic:  
(
dp
p
)
2
= γ (
dρ
ρ
)
2
(17) 
Equation (17) can be used either with the constant density 
gradient assumption or the average density gradient assumption 
to find relations for Δ/R̅. The respective results are,  
Δ
R̅
=
γ +1
4
[(
M1
 2(γ +1)2
4γM1
 2 – 2(γ –1)
)
1
γ – 1
– 1] (18) 
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ΔR̅
=
γ +1
2
[(
M1
 2(γ +1)2
4γM1
 2 – 2(γ –1)
)
1
γ – 1
– 1] (19) 
The isentropic nature of the flow in the downstream 
flowfield can also be used to obtain an equation that relates the 
temperature to the pressure gradient, 
(
dT
T
 )
2
=
γ –1
γ
(
dp
p
)
2
(20) 
Applying (20) at the downstream face of the shock wave and 
employing the constant temperature gradient assumption and the 
average temperature gradient assumption in the downstream 
flow field, it is possible to show that the respective equations that 
relate Δ/R̅ to the freestream Mach number are, 
Δ
R̅
=
γ +1
8
(
2+(γ – 1)M1
 2
2γM1
 2 – γ +1
) (21) 
Δ
R̅
=
γ +1
4
(
2+(γ –1)M1
 2
2γM1
 2 – γ +1
) (22) 
III. NUMERICAL INVESTIGATION OF RATIO OF SHOCK 
STAND-OFF DISTANCE TO RADIUS OF CURVATURE 
Flows over a sphere, representing an axisymmetric flow 
case, and over a cylinder, representing a planar flow case, are 
numerically simulated for Mach numbers ranging from 1.2 to 8 
using an adaptive unstructured total variation diminishing 
(TVD) finite volume Euler flow solver [9]. The shock stand-off 
distance and the radius of curvature for each case are obtained, 
and their ratio is compared against the CST results and Billig’s 
experimental correlations. 
The relations for Δ/R̅ presented in Section II are adapted for 
different flow types by substituting the average radius of 
curvature, R̅, with R for axisymmetric flows and with 2R for 
planar flows, where R is the radius of shock curvature. 
Experimental correlations of the shock stand-off distance 
and the radius of curvature with the freestream Mach number are 
presented in [3, 4]. These correlations, in addition to the 
numerical studies conducted, are used to validate the CST-based 
estimations of Δ/R̅ . Billig’s experimental correlations for 
spherical and cylindrical bodies, respectively, are,  
Δ
R
=
0.143 exp[3.24/M1
 2]
1.143 exp[0.54/(M1 – 1)1.2]
(23a) 
Δ
R
=
0.386 exp[4.67/M1
 2]
1.386 exp[1.8/(M1 – 1)0.75]
(23b) 
A. Comparison of Analytical and Numerical Results 
The ratios of the shock stand-off distance to the radius of 
shock curvature obtained for the axisymmetric and planar flow 
cases are presented in Fig. 1 and Fig. 2, respectively. It is seen 
that the theoretical curves form two distinct groups. One of the 
groups shows reasonable agreement with the present numerical 
results and Billig’s experimental correlations for freestream 
Mach numbers higher than ~2 for axisymmetric flow and higher 
than ~3 for planar flow. The lines of this group are for the 
average gradient (parabolic profile) assumption applied to the 
flow variables having zero gradient at the stagnation point 
(pressure, density, temperature) or for the constant gradient 
(linear profile) assumption applied to the flow variables with 
non-zero gradient at the stagnation point (Mach number, 
velocity).  The second group of theoretical lines gives two times 
lower values of Δ/R. The lines of this group are for the constant 
gradient (linear profile) assumption applied to the flow variables 
having zero gradient at the stagnation point (pressure, density, 
temperature). It is clear that the constant gradient (linear profile) 
assumption is not suitable for flow variables having zero 
gradients at the stagnation point because for gradient to become 
zero at the stagnation point, it should significantly deviate from 
its value at the shock. 
Figure 1. Ratio of the shock stand-off distance to the radius of shock 
curvature vs. the freestream Mach number for axisymmetric flow (over a 
sphere) 
Figure 2. Ratio of the shock stand-off distance to the radius of shock 
curvature vs. the freestream Mach number for planar flow (over a cylinder) 
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B. Evaluation of Assumptions Using Numerical Solutions 
To shed some light on the accuracy of the constant pressure 
gradient (linear pressure profile) and average pressure gradient 
(parabolic pressure profile) assumptions for various Mach 
numbers, the average pressure gradients in the flow downstream 
from the bow shock at the center line are obtained from the 
numerical solutions. The deviation of the constant and average 
pressure gradient assumptions from these numerical pressure 
gradient values are shown in Figs. 3 and 4. It is evident from 
these figures that for higher Mach numbers (> 2 or 3) the average 
pressure gradient assumption results in the pressure gradients 
which are much closer to the numerically determined values. On 
the other hand, at lower Mach numbers the constant pressure 
gradient assumption is more accurate. This is consistent with the 
results for the shock stand-off distance in Figs. 1 and 2. 
C. Weighted Average Pressure Gradient Approximation 
The above discussion suggests that the CST predictions for 
the shock stand-off distance would be more accurate if one 
would come up with a better approximation of gradients in the 
downstream flow field. To demonstrate that, a weighting factor, 
W, is introduced in the calculation of the average pressure 
gradient. The weighting factor is calculated as the ratio of the 
average numerical pressure gradient downstream from the shock 
to the pressure gradient at the downstream face of the shock 
wave. The results are presented in Fig. 5.   
Using the weighting factor, the averaging equation (11) is 
modified as follows, 
(
dp
d𝑠
)
avg
=
1
2
[W (
dp
d𝑠
)
2
+ 0] =
W
2
(
dp
ds
)
2
(24) 
This allows to get (compare with (12)), 
Δ
R̅
=
1
W
·
γ +1
2γ
[(
M1
 2(γ +1)2
4γM1
 2 – 2(γ –1)
)
γ
γ – 1
– 1] (25) 
The values Δ/R̅ based on the weighted average pressure gradient 
approximation for axisymmetric and planar flows are shown in 
Fig. 6 and 7, respectively. It is seen that this approximation leads 
Figure 3. Percent deviation of the average and constant pressure gradient 
assumptions from the numerical average pressure gradient for 
axisymmetric flow 
Figure 4. Percent deviation of the average and constant pressure gradient 
assumptions from the numerical average pressure gradient for planar flow   
Figure 5. Weighting factor at different Mach numbers for axisymmetric 
and planar flows     
Figure 6. Ratio of the shock stand-off distance to the radius of shock 
curvature vs. freestream Mach number for axisymmetric flow using the 
weighted average pressure gradient 
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to the results which are close to the values produced via 
numerical modelling (the difference is less than 10% for the 
whole Mach number range considered). The predictions based 
on the weighted average pressure gradient approximation cannot 
be considered as an independent theoretical treatment because 
numerical simulation data are used when calculating the 
weighting factor. However, Figs. 6 and 7 demonstrate clearly 
that better approximation of downstream flow gradients would 
certainly lead to more accurate results for Δ/R̅. 
D. Comparison of Shock Stand-off Distance with Results in 
Literature Using Approximated Radius of Curvature 
Most published data on the shock stand-off distance is in terms 
of the body radius, Rbody, rather than the shock radius of 
curvature, R. Hence, an approximation of the radius of curvature 
is needed to facilitate the comparison of the CST results with 
other data. In the present work, the radius of curvature is 
assumed to be the sum of the body radius and the shock stand-
off distance, i.e., 
R =  Rbody  +  Δ (26) 
or 
R
Rbody
= 1 +
Δ
Rbody
(27) 
Then the CST predictions for Δ/R can be converted to Δ/Rbody as 
follows, 
Δ
Rbody
=
Δ
R
×
R
Rbody
(28) 
As seen from Figs. 8 and 9 it is a reasonable approximation at 
high Mach numbers when the bow shock lies close to the body 
surface. At low Mach numbers, equation (27) significantly 
underestimates the radius of shock curvature.  
The results for Δ/Rbody are shown in Figs. 10 and 11 for 
axisymmetric and planar flows, respectively. The CST 
predictions are represented by the same two groups of curves as 
in Figs. 1 and 2. Experimental results include Billig’s 
correlations and data from Liepmann & Roshko [5]. Numerical 
results from the present work are also shown. The analytical 
prediction by Sinclair & Cui [2] is provided as well (for the 
planar case only). 
It is seen in Figs. 10 and 11 that the CST relations correctly 
predict the overall monotonic variation of the stand-off distance 
(in terms of the body radius) with increasing Mach number (as 
opposed to Figs. 1 and 2 where non-monotonic behavior of the 
ratio of the stand-off distance to the radius of shock curvature is 
not reproduced by the CST predictions). This is because for low 
Mach numbers CST overpredicts the ratio of Δ/R (see Figs. 1 
and 2) while assumption (26-27) underestimates the radius of 
curvature R/Rbody (see Figs. 8 and 9) so that their product (28) 
serendipitously exhibits correct behavior (Figs. 10 and 11).     
Figure 7. Ratio of the shock stand-off distance to the radius of hock 
curvature vs. freestream Mach number for planar flow using weighted 
average pressure gradient 
Figure 8. Comparison of the radius of shock curvature given by (27) with 
experimental data and numerical results for axisymmetric flow 
Figure 9. Comparison of the radius of shock curvature given by (27) 
with experimental data and numerical results for planar flow 
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As seen in Figs. 10 and 11, among various assumptions 
regarding the gradients in the post-shock flow along the center 
line the average pressure gradient assumption (in other words, 
the parabolic pressure distribution in the shock layer) leads to 
the best CST-based result in comparison with experimental and 
numerical simulation data. Nevertheless, CST somewhat 
underestimates the shock stand-off distance for the whole range 
of Mach number considered. This may be attributed to 
underprediction of the radius of shock curvature by (27). It is to 
be noted that the alternative theory by Sinclair & Cui [2] appears 
to overestimate the shock stand-off distance. 
IV. CONCLUDING REMARKS
It may be concluded that the CST-based approach shows a 
good promise in predicting the shock stand-off distance. Further 
improvements might be achieved by finding better 
approximations for the post-shock flow gradients and the radius 
of shock curvature.   
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Abstract -  
Velocity and pressure distribution in the air duct 
system and that over the grate of a potato-rock separator of 
Alan Equipment, PEI was analysed using both experimental 
measurements and computational fluid dynamics analysis 
with appropriate boundary conditions To calibrate the CFD 
simulations the velocity, pressure and flow rates were 
measured on the full-scale unit of the potato-rock separator. 
The effect of duct geometry on the velocity distribution 
through the grate was established through this exercise. 
Finally one design was implemented in the full scale unit. 
Velocity distribution obtained through this modification was 
checked through experimental measurements.  
1.INTRODUCTION 
 
Potato harvesting is a major agricultural activity of 
Prince Edward Island, where the need for faster yet efficient 
means of harvesting is of growing importance. Potatoes are 
harvested from the field by large machineries. Such 
mechanical means of digging potato from the ground picks 
up from the field lots of undesired stuff like rocks vines and dirt 
along with the potato. Separation of rocks from harvested 
potato is thus a critical step in this production cycle.  
Allan Equipment is developing a new type of 
machine to separate rocks from potato-rock mixture. The 
potatoes, rocks, vines are picked up from the field and sent 
into a conveyor. This mixture potatoes and rocks along with 
the vines it falls onto a ‘wave-bed’ below which an air duct 
system is present (Figure 1). A centrifugal fan feeds air into 
the air plenum. The separation of potatoes from rock above 
the wave bed is dependent on various factors like shape and 
density of rock particles. The separation is achieved by a 
high flow of air, resulting in floatation of the potatoes. This 
high flow of air results in the levitation of potatoes and 
eventual removal through the exit because of the wave 
action of the wave of the wave bed. The inclined angle of 
the wave bed makes the rock exit the separator with the help 
of pinch rollers. Uniform distribution of air over the large 
area of its plenum of critical importance for proper 
operation of this potato-rock separator. 
A radial fan, mounted at the inlet of the duct system 
provides the air to the air plenum. The fan, designed for 
17,200 ACFM (29222 m3/h) and a static pressure 9.8 inches 
of water (2439 Pa), is driven by a 38.9 HP motor. This 
particular model of fan is chosen as it is being used in most of 
harvesting machines at Allan equipment. This high flow fan 
provides enough air to levitate lighter potatoes above the 
wave bed. As the potatoes are levitated, the heavier rocks stay 
at the bottom due to its higher density. The wave action of the 
belt facilitates the separation of the rock at the side with help 
of pinch rollers. The fan is capable of functioning at different 
speeds with the help of programmable logic controller and a 
variable frequency drive. The research was carried out at an 
80% load, which is the maximum load used when the 
harvester is used in the field. 
In addition to the main fan, there is also a secondary 
fan (back fan) which is connected to a rear duct that sends air 
through ducts and into the pinch rollers present at the rock 
removal section. This back fan ensures that the potatoes do 
not come out of the pinch rollers when the separation through 
levitation takes place. 
 
The Wave-bed is a unique mechanism which is 
developed by Allan Equipment that generates a wave motion 
through a cam mechanism whose speed is also controlled. 
The belt is made up of steel rods coated with rubber which is 
thinly spaced. The portion below the belt consists of disks 
attached to two individual rods which move along an elliptical 
track and meet the wave bed along its width. This produces 
the wave like action on the bed 
Difficulty in separation was observed due to the 
uneven air flow distribution above the wave bed, which 
resulted in the clogging of potatoes in certain regions. This 
led to inefficient separation of the potatoes from rocks. Thus 
uniform flow distribution in the air plenum  below the wave 
bed is a primary requirement of this system. 
The present research was made to achieve even air 
flow by using theoretical and experimental means 
2. EXPERIMENTAL 
A series of experiments were conducted in a full-scale 
commercial rock separator developed and used by Allan 
Equipment of Prince Edward Island. Primary objective of 
these experiments was to calibrate results of theoretical 
analysis and then check the results of some design 
improvements attempted to meet the requirements of this 
machine. 
128
2.1 Air flow measurement above the wave bed 
The flow region above the wave bed was analysed both 
theoretically and experimentally. Results of the theoretical 
analysis is discussed in section 3.1. Present section discusses 
the experimental results. 
The purpose of this test was to understand the 
behavioural pattern of air flow above the wave bed. The 
experiment was done by placing a Pitot tube above the wave 
bed and measuring the velocity and  pressure by connecting 
the pitot tube to a digital manometer. The velocity 
corresponding to dynamic and static pressures at each 
measuring location was then calculated. The measurement 
was done by moving the pitot tube along the length of the air 
plenum exit above the wave bed and recording the readings 
every six inches (152 mm) apart. The wave bed is shown in 
Fig 1. 
 
Fig 1 Design of the air plenum with baffles and wave bed 
2.2 Introduction of a Perforated plate 
Several attempts were made earlier to bring in flow 
uniformity by installing varied designs of flow straighteners 
in the air box, but they did not give the desired result. So, to 
achieve uniform air flow at the exit of the air plenum, a 
perforated sheet was introduced between the wave bed and 
the airbox exit. The velocity-pressure at the exit of the wave 
bed was measured with the help of a pitot tube and a 
manometer. The initially used perforated plate was made up 
of ¼ inch (6.35 mm) holes equally spaced 1 inch apart 
throughout the entire area of 66x12 inches (1676 mm x 305 
mm). 
2.3 Adjustment of hole size in perforated plate 
The velocity of the air escaping through the wave bed 
improved after the introduction of the perforated plate but it 
still appeared to uneven. So, an increase in the hole size in 
specific sections of low velocity was explored. The perforated 
plate was subdivided into 4 sections. These 4 sections were 
made into perforations of different sizes. (Fig 2) 
2.3.1 Layout 1 
This design option (layout 1) consists of 4 sections 
in which section 1 has 3/8 inch (9.52 mm) holes, the centre 
region has a combination of alternate ¼ inch (6.35 mm) holes 
and 3/8 inch (9.52 mm) holes and the section 3 has ½ inch 
(12.7 mm) holes. There is an entire section (254 mm x 1676 
mm) consisting of ¼ inch (6.35 mm) holes. 
 
Fig 2 Layout 1 of the perforated plate 
2.4 Removal of the wave bed 
To allow access for measuring the pressure difference 
across the perforated plate the wave bed had to be removed 
from the air plenum. The testing was done along the plate in 
the near end (closest to air inlet), middle and far end. The far 
end is the inlet of the potatoes. The perforated plate had the 
layout 1 sized holes (Fig 3).  
 
Fig 3 Perforated plate above the baffles with the wave bed removed 
2.5 Removal of the Baffles  
The desired uniformity of velocity distribution was 
achieved by the perforated plate. So, the role of air box baffles 
or flow straighteners was limited. So, they were removed to 
examine its impact. Experiment was carried out again after 
the baffles were removed (Fig 4). The layout of the 
perforation was the same as in Layout 1. (Fig 3)  
The test was carried out in three regions; the near (To air 
entry) end, middle and far end. The Pitot tube was traversed 
across the perforated plate and the velocity pressure was 
measured.  
 
Fig 4 Perforated plate with both the baffles and wave bed removed 
2.5.1 Factional opening for layout 1 
The fractional opening is important to understand the 
overall porosity of the perforated plate. This is calculated by 
dividing the total hole area by the total area. 
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Factional opening = Total open area/ Total area 
 
Table 1 Layout 1 
Factional opening calculation  
Nos of 
holes 
Hole size 
(mm) 
Area (mm2) 
Section 1 72 9.52 5127 
Section 2 252 7.93 12467 
Section 3 72 12.7 9124 
Section 4 680 6.35 21543 
Total void area 48262 mm2 
Plate Length 1727 mm 
Plate Width 406 mm 
Total Area 701162 mm2 
Total solid area 652899 mm2 
 
Fractional opening 0.068 
 
 
2.6 Increase in perforated plate hole size (Layout 2) 
Introduction of the perforated plate in air plenum 
brought about grater uniformity of velocity across the plenum 
but it significantly reduce the overall air flow rate into the 
plenum. This happened due to the additional flow resistance 
that the perforated plate imposed on the centrifugal fan use. 
To increase the flow rate of air above the perforated plate, the 
hole size was increased further without changing the hole 
pattern. The hole size was increased to 40% of the layout 1. 
The test was carried out in the presence of a flowmeter to 
measure the flow rate of air through the fan suction inlet. The 
flow rate through the fan had reduced much from the previous 
test, carried out under similar fan load conditions. This 
reduction in flow rate could be attributed to the high 
resistance in new venturi type flow meter used at the entrance 
of the fan. 
The layout of the perforation is shown in Fig 5 
 
Fig 5 Layout 2 
2.6.2 Fractional opening for layout 2 
The fractional opening of the perforated plate was 
calculated. This calculation is important to make sure that the 
hole size is not increased too much. 
 
 
Table 2 Increased perforation 
 
Nos of 
holes 
Hole 
size(mm) 
Area (mm2) 
Section 1 72 13.5 10294 
Section 2 252 11.5 26219 
Section 3 72 17.4 17249 
Section 4 680 9.5 48473 
Total void area 102237 mm2 
Length 1727 mm 
Width 406 mm 
Total Area 701162 mm2 
Total solid area 598924 mm2 
 
Fractional opening 0.145 
 
2.7 Attaching the wave bed 
  When potatoes are fed through the conveyor, they 
fall directly onto the wave bed shown in Fig 1. This wave bed 
is placed few inches above the perforated plate. So, it is 
desirable that we measure the velocities above the wave bed 
and make needed changes to the hole size in the perforated 
plate and thereby ensure that the flow is even in the region 
above the wave bed. The wave bed is mounted at an 
inclination and bands of different sized rubbers wound upon 
the bars in the wave bed. This design of different size rubbers 
bands made more air flow at the rear end, compared to that 
near end. The rear end of the wave bed is where the separation 
of the rocks takes place with the help of the pinch rollers. This 
region requires much more air compared to that near end. The 
movement of the potatoes to the outlet is mostly due the 
wave-like action of the bed, assisted by the slight bubbling 
provided by air. 
2.7.1 Layout 3 
The layout of the perforated plate was changed 
based on preliminary experiment. This change in design was 
to provide more air flow towards the rear end and provide an 
even flow of air, so that there is no clogging up of clods in the 
regions above the wave bed. 
The layout of the modified perforated plate is shown 
in Fig 6 
 
Fig 6 Layout 3 
 
2.7.2 Opening fraction for layout 3 
The opening fraction calculation was done for 
Layout 3 to make sure that the overall opening (or)Voidage 
does not exceed the nominal range of 20%.  
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Table 3. Increase in Voidage by 20% 
 
Nos of 
holes 
Hole size 
(mm) 
Area 
(mm2) 
Section 1 72 13.49 10295 
section 2 252 13.49 36032 
section 3 72 17.46 17250 
section 4 680 9.52 48473 
Total void area 112050 mm2 
Length 1727 mm 
Width 406 mm 
Total Area 701162 mm2 
Total solid area 589111 mm2 
 
Opening fraction 0.16 
 
2.8 Removing the flow meter 
The velocity measurements were carried on the Layout 5 
design without the flow meter at fan inlet. The isolation of the 
flow meter from the suction section of the fan is to record the 
velocity at which the harvester will function under ideal load 
conditions in the field. 
3. RESULTS AND DISCUSSION 
 The velocities at region above the wave bed was 
computed using the commercial CFD code of COMSOL 
whose results are shown in Fig 7. These results were 
compared with those measured on the full scale unit. Figure 5 
shows a reasonably good correlation between the flow 
predicted by CFD simulation and that measured. This verified 
validity of the present simulation. 
3.1 Results from COMSOL CFD  
The simulation was also used to find out the best 
possible design configuration by using appropriate boundary 
condition. These boundary conditions were obtained by 
keeping the fan setting at initial load conditions and 
measuring the value of velocity with air exits from the 
centrifugal fan. Thus, the need for hardware changes in the 
rock separator was avoided, thereby saving usage of raw 
materials and man power.  
For simulation, the initial boundary conditions and 
the turbulence condition must be specified for the k-ε model. 
Parameters like the turbulent intensity and turbulent length 
scale can be determined with the help of the turbulent kinetic 
energy [1]. The modelling method employed was the RANS 
turbulence flow model. The parameters were chosen based on 
previous studies, showing the difference in computational 
cost when switching between different models for CFD 
analysis [2]. The figures shown here are for a few conditions 
in which the simulations results matched the physically 
conducted experiments. 
Figure 7 shows the region above the bed when the 
baffles, the wave bed and the perforated plate are not present. 
This condition shows that without any resistance and the fan 
attached at the inlet, the velocity with which air exits the bed 
is concentrated at the back and not much at the fan inlet side. 
This design shows uneven air flow and hence there will be 
inefficient separation of potato. This simulation was, 
however, run at a lower velocity of 33 m/s as opposed to the 
nominal velocity with which the fan operates. 
 
Fig 7 Velocity distribution above the air chamber with no perforated plate 
& baffles 
  The simulation was carried out with both baffles 
and the wave bed but without perforated plate, Fig 8. Based 
on the fan setting at 80%, the velocity of air coming through 
the inlet was kept at 43 m/s. Since there is no perforated plate, 
the velocity is high as indicated in the velocity scale. This 
pattern shows that in the centre region of the rear end, there is 
slight dip in the velocity. 
 
Fig 8 Simulated and experimental values of velocity above the wave bed 
with baffles and without the plate. 
A simulation was run for the layout 3 and this is 
compared with the experimental results in Fig 9. which shows 
that the CFD result obtained, closely resembles and matches 
with the measured values at the rear end. The velocity pattern 
is shown in Fig 11. The analysis was carried out in the region 
above the perforated plate and hence the simulation’s velocity 
profile is obtained at the region right above the perforated 
plate. 
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 Fig 9 Simulated and experimental velocity above the perforated plate 
without the baffles 
3.2 Distance vs velocity for different conditions 
Case 1: Above wave bed-with baffles-without perforated-
without flow meter-layout 1 
The purpose of this test was to understand the 
behavioural pattern of air flow above the wave bed region in 
the air bed. The testing was done by placing a Pitot tube above 
the region and measuring the velocity pressure by connecting 
the Pitot tube to a digital manometer. The measurement was 
done by moving the instrument along the air plenum exit 
above the wave bed and recording the readings every six 
inches. The measurement was done only at the rear end. In 
this experiment the baffles were present inside the air 
chamber, as shown in Fig 1. 
From the readings obtained it can be inferred that the air 
velocity above the wave bed was not uniform. The centre 
region of the air plenum appears to have a significantly low 
velocity, shown in Fig 10. COMSOL simulation was run with 
the required boundary conditions, and the obtained simulation 
result was close to the experimental result, as shown in Fig 8. 
 
Fig 10 Experimental values of velocity plotted against distance from fan 
end of wave bed – case 1 
 
Case 2: Flow above wave bed-with baffles-with perforated-
without flow meter-layout 1 
When the perforated plate of uniform holes was 
introduced in the air chamber, the flow was uniform in few 
regions but not entirely. This was influenced by the design of 
the wave bed. After conducting initial testing on the air 
chamber, a change in design of the perforated plate was 
required. The initial stage of testing was carried out on the 
updated design shown in Fig 11. The region above the wave 
bed tested to find out the velocity pressure using a pitot tube. 
The pitot tube was moved along the wave bed and the velocity 
pressure was measured.  
 
Fig 11 Measured values of velocity plotted against distance from fan 
end curve – case 2 
Case 3: flow above perforated-without baffles and wave bed 
but with flow meter -Layout 1 
A duct flowmeter of 12 inch (25.4 mm) diameter was 
attached at the suction section of the centrifugal fan and the 
flow rate was found to be 4834 CFM (8213 m3/h)and 5.2 inch 
of water (1294 Pa), which reduced considerably from the 
original value of 17,200 ACFM (29223 m3/h). 
The test was carried out again after removal of the 
baffles inside the airbox. The pitot tube measurements were 
taken at a height above the perforated plate and at distances 
along the place.  A more uniform velocity distribution was 
noted after removal of the wave bed and baffles. The test was 
carried out in three regions: the near end, middle and far end. 
The pitot tube was traversed across the perforated plate and 
the velocity pressure was measured. The pressure difference 
across the perforated plate was also measured and found to be 
1040 Pa.  
The velocity was more uniform above the perforated 
plate compared with that measured above the wave bed (Fig 
12). 
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 Fig 12 Distance vs Velocity above perforated plate without baffles – case 3 
 
Case 4: Flow above perforated plate without baffles-with 
flow meter-layout 2 
The analysis being focused on improving the flow 
distribution of air above the perforated plate, the hole size was 
increased further without changing the hole pattern. The hole 
size was increased from that of the layout 1. The bed pressure 
drop across the perforated plate was 600 Pa. The test was 
carried out in the presence of a flow meter installed at suction 
inlet of the fan. It measured the total flow rate of air through 
the fan. The flow rate through the fan had drastically reduced 
from the previous test, carried out under similar fan load 
conditions but without the flow meter. The fan was operated 
at the default load setting and the flow rate was measured to 
be 4834 CFM ( 8213 m3/h). This reduction in flow rate could 
be attributed to the high pressure drop of 5.2 inch WG (1294 
Pa) across the flowmeter at fan inlet. 
 
 
Fig 13 Distance vs Velocity above perforated plate without baffles – case 4 
 
 
 
Case 5: Measurements above wave bed-without baffles-
without flowmeter- Layout 3 
 Velocity measurements were carried on the Layout 
3 design without the presence of the duct flowmeter. The 
flowmeter was removed from the suction of the fan to 
measure the flowrate the harvester will have under actual 
operating conditions in the field. This showed no change in 
velocity distribution pattern but the magnitude of the velocity 
had increased. Some drop in air velocity after passage through 
the wave bed is noted. 
 
Fig 14 Distance vs Velocity above wave bed without flow meter– case 5 
4. CONCLUSION AND RECOMMENDATION 
CFD simulations were successfully utilized to 
analyse the air flow through plenum of a commercial potato-
rock separator. Predicted values of velocity distribution 
around the air distribution chamber was validated against 
values measured on a full scale model. 
The Simulation model was used to predict flow 
distribution of several design configurations, but none gave 
the desired improvement. 
To obtain the desired flow pattern a perforated plate 
was inserted above the plenum to get uniform flow 
distribution the size and percentage open areas of the 
perforated plate was varied and resulting air velocity 
distribution was checked through measurement. 
REFERENCES 
 [1] A. E. Byl, "Characterization of airflow through an air handling unit 
using computational fluid dynamics," M.Sc., Dept. Mec. Eng., Mondatna 
State University, Bozeman, USA, 2015. [Online]. Available: 
https://scholarworks.montana.edu/xmlui/handle/1/9429. 
[2]  A. Kayne, "Computational Fluid Dynamics (CFD) Modeling of Mixed 
Convection Flows in Building Enclosures," M.A. dissertation, Dept. of Eng. 
And Mat. Sci., Washington University in St. Louis, USA, 2012. [Online].  
doi: 10.7936/K7X928CQ.  
 
33.20
33.30
33.40
33.50
33.60
33.70
33.80
0 500 1000 1500 2000
Ve
lo
ci
ty
 (m
/s
)
Distance  from fan Inlet (mm)
26
26.5
27
27.5
28
28.5
29
29.5
30
30.5
31
31.5
0 500 1000 1500 2000
Ve
lo
ci
ty
 (m
/s
)
Distance from fan inlet (mm)
14
15
16
17
18
19
20
21
22
23
0 500 1000 1500 2000
Ve
lo
ci
ty
 (m
/s
)
Distance from fan inlet (mm)
133
  
 
 
 
 
 
MECHATRONICS, 
ROBOTICS & CONTROL 
  
134
Effect of Photoacoustic Radar Chirp Parameters on Signal to Noise Ratio
Zuwen Sun 
Department of Mechanical Engineering 
University of Ottawa 
Ottawa, Canada 
zsun046@uottawa.ca 
Natalie Baddour 
Department of Mechanical Engineering 
University of Ottawa 
Ottawa, Canada 
nbaddour@uottawa.ca 
Abstract—Continuous wave photoacoustics has been under 
investigation for more than a decade. Matched-filtering and 
pulse compression techniques, which use a chirp waveform as 
input light source, have been implemented into this imaging 
modality to improve signal to noise ratio (SNR) and resolution. 
However, the chirp parameters’ effects on SNR are still not 
clear. The theory behind chirp parameters’ effects on SNR is 
discussed in this paper. It is found that in order to get a higher 
SNR, chirp duration T should be maximized, chirp center 
frequency 0f should be controlled to make the chirp spectrum 
overlap with absorber spectrum, and chirp bandwidth 
 should be smaller or equal to the absorber bandwidth.
Keywords-Continuous wave photoacoustics, SNR, chirp 
I. INTRODUCTION
Photoacoustic imaging, also called optoacoustic imaging, 
for biomedical applications has attracted a lot of interest during 
the past several decades. The principle of this imaging method 
can be found in recent work [1], [2]. 
The most common excitation source for photoacoustics has 
been a pulsed electromagnetic wave [3]–[5]. The key 
advantage of using a short pulse to irradiate the tissue is that 
the distribution of heat sources can be directly ascertained from 
the shape of the photoacoustic response signal [6]. However, 
the pulsed laser modality is limited by incident energy levels 
that must meet safety standards for in-vivo tissue imaging [1], 
as well as the difficulty in generating and detecting very short 
pulses. 
An alternative excitation modality, which uses a continuous 
incident laser wave, is often referred to as Frequency Domain 
photoacoustics (FD-PA) where the acoustic wave is generated 
by periodic modulation of a laser [1], [2], [7]–[11]. More 
recently, the idea of implementing a pulse compression 
approach via matched filtering was introduced and investigated 
[2], [7]–[10], [12]–[14]. This is sometimes referred to as 
Photoacoustic Radar (PAR). The matched filter approach 
enables detection of a pre-known signal immersed in Gaussian 
white noise, therefore a long duration coded waveform with 
moderate power could potentially replace short high-power 
pulses.  
Signal to Noise Ratio (SNR) is one important aspect to 
assess the performance of an imaging system. Many theoretical 
and experimental investigations have been done on the SNR of 
FD-PA [2], [8], [10], [12]. However, the theory behind 
optimizing input optical waveform parameters is still not clear. 
In this paper, the one-dimensional theory of FD-PA will be 
developed, and the incident wave parameters’ effects on SNR 
will be discussed. 
II. 1-D THEORY OF CONTINUOUS WAVE PHOTOACOUSTICS 
SIGNAL TO NOISE RATIO 
Diebold [15] gives a concise explanation of the governing 
equation for the pressure that results from launching a 
photoacoustic wave. The governing equation is given by  
   
2
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2 2 2
1 ( )
,
s
p I t
p r t A r
c t c t
 
   

    (1) 
where 
2
0
s
a
p
c
p
C

 and   is the thermal expansion 
coefficient, sc is the speed of sound, pC  is the specific heat, 
a is the optical absorption coefficient of the chromophore
absorber that has been heated by an optical pulse with fluence 
F. ( , )p r t is the pressure of the acoustic wave, a function of 
space and time.  A r is a function of space that describes the
geometry of the absorber and  I t  is a function that describes
the time dependence of the incident optical pulse. 
In one-dimensional model as shown in Figure 1. a), the 
space variable r  becomes z . The incident laser waveform 
 I t is transmitted from the negative side of z axis, outside
of the absorbing medium. The absorber is considered as an 
infinite sheet with a thickness l . The speed of sound sc is 
considered to be the same in all three layers [16]. The pressure 
response  ,p z t  is then detected by a transducer and be sent
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to a receiver-filter. The output of the receiver-filter  ,y z t  is
the final photoacoustic signal. 
Figure 1.  a) Model of absorber and surroundings; b) block diagram 
When viewing the system shown in Figure 1. a) as a linear 
system, as shown in Figure 1. b), the transfer function concept 
is very useful.  ,G z t in Figure 1. b) denotes the absorber
impulse response, and is given by 
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where  A z  is the spatial shape of the absorber,  r t is the
receiver-filter impulse response. The signal received at the 
receiver-filter also contains noise  n t  which is assumed to be
a zero-mean additive Gaussian white noise [17] which is 
assumed to have a double-sided power spectral density of 
  0
2nn
N
S   . The output of receiver-filter  ,y z t
contains the photoacoustic signal  ,sy z t and the noise
signal  ,ny z t and is given by 
     , sy z t y z t y t  (3) 
where 
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Given a chosen waveform/receiver filter pair, the 
instantaneous signal-to-noise ratio (SNR) at time 0t  is defined 
as 
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where  0nE y t  refers to the noise expectation value. 
III. MATCHED-FILTER AND THE CHIRP
Matched-filtering is a traditional way to improve SNR in 
radar technology, and the transfer function of the receiver-filter 
for the ideal matched-filter for any arbitrary input waveform 
 I t is given by [17] 
      0* , i tR kG z I e       (7) 
where k  is a scaling constant. However, (7) is not necessarily 
implementable for a typical photoacoustic system since 
 ,G z  (determined by the absorber profile) is not known
apriori. In this case, the receiver-filter is implemented as 
    0* i tR kI e        (8) 
Under the condition of (8), (4) becomes 
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In (9), k is simply a scaling factor and the 0i te
 is just a time 
delay. Hence, (9) can be interpreted in input/output form as a 
pressure response to an input pulse  SDI  where 
   
2
SDI   is the spectral energy density of  I t . 
The inverse Fourier transform of  
2
I   in time domain is 
known to be 
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which is the autocorrelation of  I t . The SNR in (6) can then
be then written  
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By implementing matched-filtering, the SNR is improved. 
However,  IIR t  generally has a longer duration than  I t , 
which may leads to a worse resolution. However, there exist 
classes of specific waveforms which possess the property of 
pulse compression, which means that the waveform will have 
shorter duration after autocorrelation. The chirp is one such 
waveform that can be compressed and is given by 
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where T is the duration of the chirp. During the T second 
interval of the pulse, the instantaneous frequency changes 
linearly from  0 / 2f KT  Hz to  0 / 2f KT  Hz. The 
sweep  is the difference in these two values. The  
2
I   of 
the chirp shown in (11) can be approximated as a rectangular 
function and is given by [18] 
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IV. CHIRP PARAMETER EFFECTS ON SNR
From (11), it becomes clear that the SNR is determined by the 
absorber frequency spectrum that lies within the frequency 
interval bounded by the chirp sweep range 0 2
f


and 0 2
f

 . Now consider a simple bandlimited absorber. 
The bandlimited absorber is considered as a square function in 
the frequency domain as 
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Taking the chirp rectangular approximation shown in (13), the 
equation of SNR for a bandlimited absorber can be written as  
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where 
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  is a constant factor which is 
independent of the chirp, and the overlapping area is the 
shaded area shown in Figure 2. It is obvious from (15) that 
SNR is proportional to chirp duration T. 
Figure 2.  Bandlimited absorber and chirp frequency spectrum 
In Figure 2. , the black boxes denote the bandlimited 
absorber frequency spectrum, and the red boxes denote the 
rectangular approximation of the chirp spectrum. Figure 2. 
a) shows that the chirp bandwidth   remains constant and
the chirp center frequency 0f  moves from left to right of 
the absorber. The relationship between SNR and 0f  is 
shown in Figure 3. a). The SNR first increases with 0f  
until a maximum value is reached and then decreases, 
corresponding to the overlapping conditions. Figure 2.  b) 
visualize the overlapping conditions when the chirp center 
frequency remains constant and bandwidth increases. The 
trend of the SNR is shown in Figure 3. b). The overall 
trend is that SNR decreases with increasing chirp 
bandwidth, and the maximum value occurs when the chirp 
bandwidth is smaller or equal to the absorber bandwidth, 
a    . 
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Figure 3.  Bandlimited absorber and chirp frequency spectrum 
In conclusion, by controlling the chirp parameters, the 
SNR for a photoacoustic radar signal can be optimized. In 
order to get a higher SNR, chirp duration T should be 
maximized, chirp center frequency 0f  should be 
controlled to make the chirp spectrum overlap with that of 
the absorber spectrum, and chirp bandwidth   should be 
smaller or equal to the absorber bandwidth. 
ACKNOWLEDGMENT 
This work was financially supported by the Natural 
Sciences and Engineering Research Council of Canada. 
REFERENCES 
[1] Y. Fan, A. Mandelis, G. Spirou, I. A. Vitkin, and W.M. Whelan, “Laser 
photothermoacoustic heterodyned lock-in depth profilometry in turbid 
tissue phantoms,” Phys. Rev. E. Stat Nonlin Soft Matter Phys. , vol. 72, no. 
5, p. 1, 051908, Nov. 2005. doi: 10.1103/PhysRevE.72.051908.
[2] S. Telenkov and A. Mandelis, “Signal-to-noise analysis of biomedical 
photoacoustic measurements in time and frequency domains,” Rev. Sci. 
Instrum., vol. 81, no. 12, p. 124901, Dec. 2010. doi: 10.1063/1.3505113.
[3] G. Ku and L. V. Wang, “Scanning thermoacoustic tomography in 
biological tissue,” Med. Phys., vol. 27, no. 5, pp. 1195–1202, May 2000. 
doi: 10.1118/1.598984.
[4] M. Xu and L. V. Wang, “Time-domain reconstruction for 
thermoacoustic tomography in a spherical geometry,” Med. Imaging IEEE 
Trans. On., vol. 21, no. 7, pp. 814–822, 2002. 
doi: 10.1109/TMI.2002.801176.
[5] M. Xu, Y. Xu, and L. V. Wang, “Time-domain reconstruction 
algorithms and numerical simulations for thermoacoustic tomography in 
various geometries,” IEEE Trans. Biomed. Eng., vol. 50, no. 9, pp. 1086–
1099, Sep. 2003. doi: 10.1109/TBME.2003.816081.
[6] A. A. Karabutov, N. B. Podymova, and V. S. Letokhov, “Time-resolved 
optoacoustic measurement of absorption of light by inhomogeneous 
media,” Appl.Opt., vol. 34, no. 9, pp. 1484–1487, Mar. 1995. 
doi: 10.1364/AO.34.001484.
[7] S. A. Telenkov and A. Mandelis, “Photothermoacoustic imaging of 
biological tissues: maximum depth characterization comparison of time and 
frequency-domain measurements,” J. Biomed. Opt., vol. 14, no. 4, pp. 
044025, 2009. doi: 10.1117/1.3200924.
[8] B. Lashkari and A. Mandelis, “Linear frequency modulation 
photoacoustic radar: Optimal bandwidth and signal-to-noise ratio for 
frequency-domain imaging of turbid media,” J. Acoust. Soc. Am., vol. 130, 
no. 3, pp. 1313–1324, Sep. 2011. doi: 10.1121/1.3605290.
[9] B. Lashkari and A. Mandelis, “Comparison between pulsed laser and 
frequency-domain photoacoustic modalities: Signal-to-noise ratio, contrast, 
resolution, and maximum depth detectivity,” Rev. Sci. Instrum., vol. 82, no. 
9, p. 094903, Sep. 2011. doi: 10.1063/1.3632117.
[10] B. Lashkari and A. Mandelis, “Photoacoustic radar imaging signal-to-
noise ratio, contrast, and resolution enhancement using nonlinear chirp 
modulation,” Opt. Lett., vol. 35, no. 10, pp. 1623–1625, May 2010. 
doi: 10.1364/OL.35.001623.
[11] Y. Fan, A. Mandelis, G. Spirou, I. A. Vitkin and W. Whelan, "Three-
dimensional photothermoacoustic depth profilometric imaging by use of 
linear frequency sweep heterodyne method", SPIE vol. 5320, Photons plus 
Ultrasound: Imaging and Sensing, A. A. Oraevsky and L. V. Wang, Eds., 
Bellingham WA, 2004, pp. 113 – 127.
[12] S. A. Telenkov, R. Alwi, and A. Mandelis, “Photoacoustic correlation 
signal-to-noise ratio enhancement by coherent averaging and optical 
waveform optimization,” Rev. Sci. Instrum., vol. 84, no. 10, p. 104907, Oct. 
2013. doi: 10.1063/1.4825034.
[13] B. Lashkari and A. Mandelis, “Features of the frequency- and time-
domain photoacoustic modalities,” Int. J. Thermophys., vol. 34, no. 8–9, pp. 
1398–1404, 2013. doi: 10.1007/s10765-013-1462-7.
[14] N. Baddour and A. Mandelis, “The effect of acoustic impedance on 
subsurface absorber geometry reconstruction using 1D frequency-domain 
photoacoustics,” Photoacoustics, vol. 3, no. 4, pp. 132–142, Dec. 2015.
doi: 10.1016/j.pacs.2015.10.001.
[15] Gerald J. Diebold, “Photoacoustic Monopole Radiation,” in 
Photoacoustic Imaging and Spectroscopy,  Lihong V. Wang Ed. Boca 
Raton: CRC Press, 2009, pp. 3–17. doi: 10.1201/9781420059922.
[16] M. Xu and L. V. Wang, “Photoacoustic imaging in biomedicine,” Rev. 
Sci. Instrum., vol. 77, no. 041101, 2006. doi: 10.1063/1.2195024.
[17] J. R. Klauder, A. C. Price, S. Darlington, and W. J. Albersheim, “The 
Theory and Design of Chirp Radars,” Bell Syst. Tech. J., vol. 39, no. 4, pp. 
745–808, 1960. doi: 10.1002/j.1538-7305.1960.tb03942.x.
[18] B. Lashkari, “Photoacoustic Imaging Using Chirp Technique: 
Comparison with Pulsed Laser Photoacoustics,” Ph.D dissertation, Dept. 
Mech. Ind. Engineering, University of Toronto, 2011.
138
Bearing Fault Signature Extraction Under Time-varying Speed 
Conditions via Oscillatory Behavior-based Signal Decomposition 
Huan Huang 
Department of Mechanical Engineering 
University of Ottawa 
Ottawa, ON, Canada K1N 6N5
Natalie Baddour 
Department of Mechanical Engineering 
University of Ottawa 
Ottawa, ON, Canada K1N 6N5
Ming Liang 
Department of Mechanical Engineering 
University of Ottawa 
Ottawa, ON, Canada K1N 6N5
Abstract— Oscillatory Behavior-based Signal Decomposition 
(OBSD) is a new technique which decomposes a signal 
according to oscillatory behavior, instead of frequency bands. 
It has been used for bearing fault signature extraction under 
constant speed conditions, where the bearing fault-induced 
vibration signal can be regarded as a low oscillatory 
component and the interference can be regarded as a high 
oscillatory component. However, its effectiveness for bearing 
fault signature extraction under time-varying speed conditions 
has not been evaluated. Theoretically, the OBSD is a 
frequency-independent method and should thus be effective 
under time-varying speed conditions. In this paper, the 
performance of the OBSD for bearing fault signature 
extraction under time-varying speed conditions is examined. 
The results show that the OBSD can be effectively utilized to 
extract the bearing fault signature under time-varying speed 
conditions. 
Keywords- Bearing fault feature extraction; Time-varying 
speed; Oscillatory behavior-based signal decomposition 
I. INTRODUCTION
Bearing fault diagnosis is a useful means to prevent early 
bearing faults from developing into severe faults, which may 
lead to machine breakdown. Bearing faults can be detected 
and diagnosed by observing the Fault Characteristic 
Frequency (FCF) and its harmonics in the frequency domain 
of the vibration signal [1]. Each type of fault has a specific 
FCF, which is proportional to the rotational speed [2]. 
However, the collected bearing vibration signal is often 
contaminated by random noise and interferences transmitted 
from other sources, such as gears. Therefore, bearing fault 
signature extraction is an important step to insure the accuracy 
of bearing fault diagnosis. 
Band-pass filtering is a commonly used method to extract 
the bearing fault signature [3]–[5]. The essence of this method 
is to remove the interference signal by using band-pass filters. 
However, the effectiveness of band-pass filters can be 
suppressed if the bearing fault-induced signal and the 
inference signal have similar frequency features. Additionally, 
in reality bearings are often operated under time-varying speed 
conditions which may also reduce the effectiveness of band-
pass filters. Therefore, it is necessary to implement frequency-
independent methods to extract bearing fault signatures under 
time-varying speed conditions. 
Oscillatory Behavior-based Signal Decomposition (OBSD) 
is a newly developed method which can be used to decompose 
a signal according to oscillatory behavior, instead of frequency 
bands [6]. It can be implemented to extract the bearing fault 
signature from the signal contaminated by interferences since 
the bearing fault-induced signal can be considered as a low 
oscillatory component and the inference signal can be 
considered as a high oscillatory component. Its effectiveness 
for bearing fault signature extraction under constant speed 
condition has been validated [7]. However, the performance of 
the OBSD for bearing fault signature extraction under time-
varying speed conditions has not been examined. Theoretically, 
the OBSD should be still effective under time-varying speed 
conditions since it is frequency-independent. 
In this paper, the performance of the OBSD for bearing 
fault signature extraction under time-varying speed conditions 
is investigated. Signals collected from experimental apparatus 
are used to examine the effectiveness of the OBSD. 
II. OSCILLATORY BEHAVIOR-BASED SIGNAL
DECOMPOSITION 
The essence of the OBSD method is utilizing two sets of 
wavelets with two different oscillatory behaviors to estimate a 
given signal [6]. The signal is decomposed into a low 
oscillatory component and a high oscillatory component by the 
OBSD. Therefore, the OBSD method can be used to extract 
the bearing fault signature from a signal obscured by 
interferences.  
Compared to frequency or scale based methods for 
interference removal, the OBSD is superior since the signal 
decomposition is based on oscillatory behavior instead of 
frequencies. A Q-factor, defined as the ratio of the center 
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frequency to the bandwidth of the frequency response, is used 
to describe the oscillatory behavior of a wavelet [8]. A higher 
value of the Q-factor indicates a higher level of oscillation. 
Four wavelets and their frequency spectra are shown in Figure 
1. The Q-factors of the waveforms are also given. It can be
seen that waveform 1 and waveform 2 have different
oscillatory behaviors, however, their frequency spectra share
the same center frequency. The same can be observed for
waveform 3 and waveform 4. Under such circumstances,
frequency-based band-pass filters would not be able to
separate waveforms 1 and 2, nor waveforms 3 and 4. However,
they can be separated according to their Q-factors. It is
calculated that waveforms 1 and 3 have a Q-factor of 1 since
they exhibit low oscillatory behavior, and waveforms 2 and 4
have a Q-factor of 5 since they have relatively high oscillatory
behavior. Additionally, this demonstrates that waveforms that
have the same oscillatory behavior have the same the Q-factor,
even if the center frequencies are different. This makes the
OBSD effective for capturing the true features that are useful
for bearing fault signature extraction under time-varying speed
conditions.
(a) (b)
Q=5
Q=1
Q=1
Q=5
Waveform 1
Waveform 2
Waveform 3
Waveform 4
Figure 1 Wavelets and their frequency spectra 
The OBSD method employs the Tunable Q-factor Wavelet 
Transform (TQWT) and Morphological Component Analysis 
(MCA) to realize the signal decomposition [6]. The TQWT is 
used to generate a set of wavelets that have the same Q-factor, 
i.e. the same oscillatory behavior. The wavelets can be
obtained with the selection of three parameters, Q (Q-factor), r
and P, where Q is related to the oscillatory behavior, r is
related to the redundancy of the frequency responses, and P is
the number of wavelets. By setting up two sets of wavelets,
one with low oscillatory behavior with parameters Ql, rl, and
Pl, and the other set with high oscillatory behavior with
parameters Qh, rh, and Ph, then the signal decomposition can
be completed by MCA. The wavelet coefficients are obtained
via optimization [6] as
2
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l l h h l l h hopt
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arg  

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 w w
w
y S w S w w w
w
  (1) 
where wl refers to wavelet coefficients for the low oscillatory 
component, wh stands for the wavelet coefficients for the high 
oscillatory component, optlw  and 
opt
hw  are results after 
optimization, y is the signal to be decomposed, Sl refers to 
wavelets obtained via the TWQT for the low oscillatory 
component, Sh represents wavelets for the high oscillatory 
component, λl is the regularization parameter for the low 
oscillatory component, λh is the regularization parameter for 
the high oscillatory component, and║║1 and║║2 are the norm-
1 operation and the norm-2 operation, respectively. This 
optimization problem can be solved using an iterative 
algorithm called the Split Augmented Lagrangian Shrinkage 
Algorithm (SALSA), obtained as [6] 
 1, ,  , ,  1,2,...,
i i
kf i l h k K  w (2) 
where μ is the penalty parameter and K is the maximum 
number of iterations. Details of the solution can be found in 
the appendix in [7]. By selecting the maximum number of 
iterations, the optimal wavelet coefficients are obtained as 
,  ,
i i
opt K i l hw w (3) 
With the calculated wavelet coefficients, the decomposed 
low oscillatory and high oscillatory components can then be 
obtained by inverse TQWT with the optimized wavelet 
coefficients.  
III. IMPLEMENTATION OF OBSD ON BEARING FAULT
FEATURE EXTRACTION UNDER TIME-VARYING
SPEED CONDITIONS 
According to the characteristics of the bearing fault-
induced signal and the interference signal, the bearing fault-
induced signal is more impulsive. which can be considered as 
low oscillatory behavior, and the interference is smoother 
which can be considered as high oscillatory behavior [9]. 
Therefore, the decomposed low oscillatory component and the 
high oscillatory component via the OBSD are taken to be the 
bearing fault signature and interference, respectively. 
The bearing fault-induced signal can be simulated as 
impulse responses which occur at the FCF along the time span 
[10]. For a bearing operating under time-varying speed 
conditions, the equation is given as [11] 
       
1
sinm
M
t t
m r m m m
m
x t L e t t u t t   

    (4) 
where M is the number of impulse responses which is 
determined by the signal length T and Instantaneous Fault 
Characteristic Frequency (IFCF), Lm is the amplitude of the 
mth impulse response, β is the coefficient related to damping, 
ωr is the excited resonance frequency or damped frequency of 
the vibration system, ϕm is the phase of the mth impulse 
response, and u(t) is unit step function. In the previous 
equation, tm is the occurrence time of the mth impulse response 
which is calculated as 
   
     
1 1 0
1
1 1
1 1 0 ... 1  2,3,...,
c
m m c c m
t f t
t f f t m M

 
    

     
(5) 
where t0=0, δm is the random slippage ratio with the average 
varying between 0.01 and 0.02, fc(t) denotes the IFCF, and the 
time interval between the (m-1)th impulse response and the 
mth impulse response is (1+δ)/ fc(tm-1). 
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The interference signal can be simulated as the sum of 
sinusoidal functions of the frequency of the interference and 
its harmonics, given as [11] 
   
1
sin 2
N
n h
n
h t B nf t

 (6) 
where N is the number of sinusoidal functions, Bn is the 
amplitude, and fh is the time-varying frequency of the 
interference, called Instantaneous Interference Frequency (IIF) 
in this paper. 
Figure 2 Implementation of the OBSD on bearing fault signature extraction 
under time-varying speed conditions 
An example of the implementation of the OBSD on 
bearing fault signature extraction is illustrated in Figure 2. The 
original signal, shown in Figure 2(e), is a mixture of bearing 
fault impulses (Figure 2(a)) and interference (Figure 2(c)). The 
bearing fault signal is modeled by equation (4) with IFCF 
fc(t)=35t+35 Hz, Lm=1, β=500, ωr=4000*2π rad/s, ϕm=0, 
δm=0.01 and signal length T=0.6s. In addition, the interference 
is modeled by equation (6) with fh=50t+50 Hz, N=2 and Bn= [1, 
0.5]. Under constant speed, the bearing fault is generally 
detected by the envelope spectrum which is the spectrum of 
the envelope preceded by the computation of a Hilbert 
transform [2]. Under time-varying speed, since the IFCF and 
its harmonics are time-varying, they can be observed in the 
Time-Frequency Representation (TFR) obtained via Short-
Time Fourier Transform (STFT) [12]. As shown in Figure 2(b), 
the envelope TFR of the bearing fault-induced signal is 
composed of time-frequency curves at IFCF and its multiples, 
which can be used to detect the presence of a bearing fault. 
Similarly, the frequency of interference IIF and its 2nd 
harmonic show curves in the TFR of the interference signal, 
shown in Figure 2(d). However, it can be seen from Figure 2(f) 
that the envelope TFR of the original signal is dominated by 
the IIF, which implies that the bearing fault cannot be detected 
without additional signal treatment. By applying the OBSD to 
the contaminated original signal with OBSD parameters Ql=1, 
rl=6, Pl=40, Qh=6, rh=6, Ph=124, λl=λh=0.3, µ=2 and K=150, 
the signal is decomposed into a low oscillatory component 
(shown in Figure 2(g)) and a high oscillatory component 
(shown in Figure 2(i)). The bearing fault-induced impulses, 
which is the fault signature, are clearly seen in the low 
oscillatory component (Figure 2(g)). Furthermore, the 
envelope TFR of the low oscillatory component, shown in 
Figure 2(h), is dominated by the IFCF and its harmonics 
which is the same case as in Figure 2(b). The bearing fault can 
thus be easily detected. Additionally, the TFR of the high 
oscillatory component shown in Figure 2(j) is dominated by 
the IIF and its 2nd harmonic, which is the same case as in 
Figure 2(d). It can be seen from this implementation that the 
OBSD can be effectively used to separate the bearing fault 
signature from a signal contaminated by interference under 
time-varying speed conditions. 
IV. EXPERIMENTAL EVALUATION
To test the performance of the OBSD method for bearing 
fault signature extraction under time-varying speed conditions, 
it is applied to signals collected from an experiment. The 
experiment is conducted on a SpectraQuest machinery fault 
simulator (MFS-PK5MT) to collect the bearing vibration 
signal which is contaminated by interference transmitted from 
a gearbox and noise.  
Motor
AC driver
Tachometer
Sensor
Gearbox
BeltsRotor
Faulty 
Bearing
Figure 3 Experimental set-up 
The set-up of this experiment is shown in Figure 3. The 
shaft is supported by two bearings and one of them is a faulty 
bearing with an outer race fault. The shaft is driven by a motor 
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Abstract— Interaural Intensity Difference (IID) in binaural 
sonar systems is used for echolocation and obstacle sensing. In 
this article, we show by simulation the optimized system’s 
parameters in terms of frequency, sensor separation distance 
and the working range for an IID based binaural sonar sensing 
system. Our result shows that the best performances with a 
frequency range between 100 to 300 kHz and a separation 
distance, depending on the size of the microphone, in our case 
between 2 cm to 5 cm within the working range of 1 m. The 
approach developed in this paper could be useful for mobile 
localization and mapping, particularly in compact size mobile 
devices.  
Keywords-component; acoustic sensor, binaural system, 
Interaural Intensity Difference. 
I. INTRODUCTION 
Ultrasonic sensors are robust and low-cost, well suited for 
identifying objects/obstacles within a few meters, typically 
configured with an array of emitters and receivers to achieve an 
accurate mapping of the surrounding environment. Binaural 
ultrasonic sensors are inspired by natural hearing systems 
where two ultrasonic receivers flank an ultrasonic emitter. In a 
binaural ultrasonic the object’s distance and bearing angle can 
be estimated from the differences in interaural time [1]–[5], 
amplitude [6], intensity [7]–[9] and/or phase [10], [11]. It is 
known that interaural time and phase difference are appreciable 
with low-frequency sounds. With high-frequency sounds, the 
interaural difference in amplitude or intensity is more 
convenient. For instance, bat’s echolocation system uses 
Interaural Intensity Difference (IID) at two different 
frequencies as the cue to the direction of a prey [12].   
In a binaural system, the degree of accuracy depends on the 
separation distance between the two receivers for interaural 
time difference cue. The sonar separation must be much larger 
than the wavelength of the sonic wave in use. The separation 
distance is usually 10’s of centimeters to 10’s of meters [13]. 
When the separation between the receiver microphones is large 
compared to the object’s distance, there is a risk that one of the 
receivers does not pick up the signal. If the microphones are 
too close to each other (similar to miniature animals with little 
separation between the two ears), both microphones record 
essentially the same acoustic signal. This results in very small 
interaural amplitude and time cues, posing substantial 
challenges to directional sensitivity of the auditory system [14]. 
To amplify the interaural difference, fly-ear inspired acoustic 
sensors consisting of two wings mechanically coupled at the 
middle have been recently developed [15].  
In this article, we will show by simulation that the approach 
using IID makes it possible to place the receivers as close 
together as their size permits and thus making small size sonar 
system where interaural time difference measurement is not 
convenient. Our binaural system consists of a single emitter 
scanning across the range of incident angle flanked by two 
receivers (Figure 1). In this paper, we develop a mathematical 
model relating systems parameters in an IID based binaural 
sonar sensing system. We later utilized the model to 
demonstrate that the sensor performance for object 
identification using IID is enhanced under certain frequency 
and separation range. In the next sections, we will establish the 
concept from a theoretical perspective, and subsequently, 
simulate results to evaluate the model.  
II. MATHEMATICAL FORMULATION
The geometry of our binaural sonar system is depicted in 
Error! Reference source not found., which consists of a 
transmitter flanked by two fixed receivers. In the model, the 
transmitter and receivers are assumed to be of piston shape, 
with the transmitter located at the origin, and the two receivers 
at distance d to its left and right sides. As illustrated in Fig. 1, 
the object coordinate with respect to the emitter placed at the 
center of the polar coordinate system is (r,β), where r is the 
radial distance and β is the azimuth angle. The angular 
deviation is measured with respect to the normal line through 
the emitter, and it takes positive values in the clockwise 
direction. Likewise, the object coordinate with respect to the 
receiver is ( , )
r r
r β . Note that
r
β  is measured with respect to
the line that passes through the center of the object. It is parallel 
to the emitter’s normal and is positive in the clockwise 
direction.  
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Figure 1.  The geometry of the binaural sonar system with rotating emitter. 
If a small object is ensonified by the emitter, it re-emits a 
spherical field that can be detected by a receiver. For piston-
shaped emitter and receiver, the pressure field identified by the 
receiver can be described by [16], [17] 
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where 
e
a and 
r
a are, respectively, the radius of the 
circular emitter and of the receiver surface, k is the 
wavenumber relates to the frequency via 2πf/c, c is the speed of 
sound, ρ is the air density, 
1
J  is the Bessel function of the first 
kind, and σ is the scattering coefficient, the ratio of the 
scattering and the incident fields. As depicted in  Figure 1. , the 
position of the object to the left or right of the receivers is 
obtained from 
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(3) 
where the superscriptions L and R denote the left and the right 
receivers also are shown in  Figure 1. Once the echo is detected 
by both receivers on the two sides of the emitter, the Interaural 
Intensity Difference (IID) is measured from absolute difference 
of the detected intensities that is the squared of amplitudes 
defined by Eq(1).     
III. SIMULATION
The theoretical model developed in the previous 
section is simulated by sweeping the parameters of the system 
to evaluate the performance of the model in detecting an 
obstacle. A typical example of the detected intensities and the 
IID is presented in  Figure 2. . In this example plot, we set 
4.25
e r
a a= =  mm, U0=1000, r = 30 cm, d=5 cm at 50 kHz
frequency. 
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Figure 2.  The detected intensities by the left and the right microphones and 
the IID. 
In  Figure 2.  a point object is scanned for a range of 
azimuth angle from –π/2 to +π/2. It is observed that the 
intensity captured by each microphone is largest when the 
object is just above the microphone. The quantity of our 
interest is the IID that is zero when the object is aligned with 
the sonar axis as the sensor scans the environment. We use this 
property of the IID to scan the environment searching for 
obstacles for various system’s parameters as frequency, the 
separation distance between the emitter and the receiver and 
working range.  
The crucial condition here is that the zero point of the IID 
must be differentiable from other parts of the signal. In other 
words, the contrast between the zero and the maximum of the 
IID signal and the slope of the curve from the maximum 
towards the zero point defines the performance of such system 
to identify the obstacle effectively. In the next section, we will 
evaluate necessary conditions for best performance including 
the system’s parameters of frequency (f), separation distance 
(d) and working range (r).
A. Tuning system’s parameters
In this section, we identify optimal parameters for the
emitter frequency (f), the separation between the microphones 
and the emitter (d), and the working range (r). To realize this, 
various combinations of f, d, and r were simultaneously 
explored while looking for systematic variations in the IID 
contrast.  
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Figure 3.  Color map of IID for a range of separation distance (A), frequency 
(B) and working range (C) respectively.
The simulation test results for the IID variation with 
system’s parameters are plotted in  Figure 3.  where the 
horizontal axis corresponds to the scanning angle β. In  Figure 
3. , red signifies low contrast, and blue denotes higher contrast
desirable for better performance.
 Figure 3. corresponds to the IID map with respect to 
varying separation distance between the emitter and the 
microphone (d) that is swept from 2 cm to 20 cm. From  Figure 
2.  Figure 3. (A) it is observed that the best performance of the
sonar system corresponds to the small separation between the
emitter and microphones i.e. up to 6 cm. The large separation
will degrade the performance of the system especially with
high-frequency ultrasonic waves where they are highly
directive and therefore the IID contrast gradually fades away
with increasing the separation distance. In other words, large
separation is permissible with low-frequency source but will be
impractical with high frequencies. This fact is shown in  Figure
4. where the IID contour is plotted for a range of frequency
versus separation distance. As the figure shows, with increasing
the frequency, the separation distance that gives appreciable
IID contrast would be limited to small distances.
In  Figure 3. (B), the IID map is provided with respect 
to varying frequency from 1 kHz up to 500 kHz. In this figure, 
the suitable frequency range is observed to be between 100 to 
300 kHz with the best performance around 200 kHz. The 
system is impractical for frequencies lower than 20 kHz since 
the acoustic wave loses its directivity and the microphones 
record almost similar pressure field regardless of the separation 
distance. The system also works with frequencies higher than 
300 kHz; however, side lobes appear in the recorded fields as 
well as the IID, which may make it difficult to distinguish the 
main IID zero from the side lobes. One possible approach with 
high-frequency emitter source is to reduce the separation 
distance as suggested in  Figure 2.  Figure 3. (A). 
Regarding the working range of the system in  Figure 
2.  Figure 3. (C), the radial distance from the emitter is swept
from 10 cm up to 100 cm. It is observed that the performance
degrades with distance with the best performance correspond to
distances lower than 50 cm. This is also due to the ultrasonic
natural degradation with distance. This limitation, however, can
be easily overcome by increasing the emitter’s power to
generate stronger pressure fields.
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Figure 4.  The IID contour for a range of frequency versus separation 
distance. 
With respect to the above-findings, a suitable sonar system 
for working range within 1m would consist of a transducer that 
emits ultrasonic pulses of 100 kHz ≤ f ≤ 300 kHz, flanked by 
two microphones separated by d <5 cm. 
IV. CONCLUSION
In this paper, we presented the optimization of binaural 
sonar systems for object detection using IID measurement. This 
system as showed in this article is suitable for sonar systems 
where time of flight measurement is not practical. The 
simulation result showed that the performance of such system 
is enhanced with a frequency range between 100 to 300 kHz 
with the best performance around 200 kHz and the separation 
distance between the emitter and receiver up to maximum 6 cm 
within the working range of 1 m. 
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Abstract— This paper presents the design of an electronic 
stability control (ESC) system based on trailer differential 
braking for increasing safety and improving handling 
performance of car-trailer combinations. Numerical simulations 
were performed using CarSim software to assess the 
performance of the proposed control strategies of the ESC 
system. To validate the virtual design of the ESC system for 
car-trailer combinations, a small scaled physical prototype 
(1:10) of a car-trailer combination was fabricated and tested. 
The prototype consists of an aluminum frame, accelerometer, 
and two wheels equipped with an electromagnetic differential 
braking. Numerical simulation and prototype testing 
demonstrated the effectiveness of the proposed ESC system for 
car-trailer combinations.  
Keywords: electronic stability control; lateral acceleration; 
differential braking; car-trailer combination 
I. INTRODUCTION
Car-trailers are easy to own recently for several reasons, such 
as, their low cost, availability, and simplicity of the design. 
However, trailer safety systems and technology are outdated and 
not increasing at the same rate as passenger vehicles. For 
example, In Ontario, towing a trailer with a gross vehicle weight 
of up to 4,600 Kilograms does not require a higher driving 
license class. In addition, the Ministry of Transportation of 
Ontario does not have any regulations regarding the braking 
system required to ensure the safety of the trailer [1].  
Car trailers usually face two of the most dangerous scenarios, 
known as sway and jackknifing [2]. In addition, rollovers have a 
huge impact on the trailer’s stability. Rollovers occur due to 
different reasons such as; high speeds, crosswinds, road 
conditions and center of gravity of the trailer, which could be, 
affected by the way the trailer was loaded. 
Understanding why each of sway, jackknifing and rollovers 
occur will result in an effective robust ESC controller. First, 
sway is defined as the unusual lateral motion that the trailers go 
through due to several reasons, such as; side passing wing on 
open roads, bow wind produced by commercial vehicles and 
lastly, the load distribution inside the trailer which has an effect 
on the tongue load. Moving sideways will result in pendulum 
motion [3], which cause the car-trailer combination to lose 
stability. Load distribution has an impact on the braking 
distribution force, as the trailer could lose traction and gripping 
the road, which allows the trailer to swing and skid [4].  
The second major hazard is the rollover, which happens due 
to sharp turns, high speeds and load distribution. Rollover often 
occurs when the lateral acceleration of the trailer is larger than 
the threshold value.  
Jackknifing is the third major unstable motion mode. 
Jackknifing may be caused by several factors, such as 
momentum of the combination, weather condition, and low 
friction of road surfaces [5].  
To address the aforementioned problems and avoid severe 
accidents, conventional braking systems may be enhanced by 
introducing active trailer differential braking systems. An 
electronic stability control system (ESC) is developed as an 
important safety feature in passenger vehicles. ESC is an active 
safety technology that improves the vehicle’s stability by 
assisting the driver to keep the car-trailer combination on the 
desired path [6]. 
To implement the functionality of ESC, several vehicle 
dynamic states can be controlled, such as yaw rate of vehicle 
units [7], lateral motions of vehicle units [8]. Each of the above 
mentioned methods requires a car-trailer combination equipped 
with several sensors to ensure a responsive and accurate system. 
Lateral acceleration control has been used for the design of 
active trailer differential braking system. A small-scale 
prototype was fabricated and examined to validate the active 
trailer differential braking system designed in this project, and 
the lateral-acceleration rearward amplification (RWA) was 
used as an essential lateral stability measure of the car-trailer 
combination [9]. Controlling the lateral acceleration of the 
vehicle units may effectively prevent the occurrence of 
rearward amplification, in which the trailer has a greater lateral 
acceleration than the leading unit, which can lead to rollover of 
the trailer [10]. 
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II. DESIGN OF AN ACTIVE TRAILER DIFFERENIAL 
BRAKING SYSTEM 
The design of the electronic stability control (ESC) system 
involves the modeling of the car-trailer system for controller 
design, a small-scaled physical prototype fabrication, and 
performance evaluation. The design process may be divided 
into two different phases. The first is the design of a virtual 
prototype, while the second phase is the fabrication of the small-
scaled physical prototype to validate the virtual design. 
A. Mathematical Modeling
As shown in Fig, 1, 3 degrees of freedom (DOF) yaw-plane
car-trailer model is generated for the ESC controller design. 
Figure 1.  Schematic representation of the 3 DOF yaw-plane car-trailer model 
and the parameters used [11]. 
The equations of motion of the leading vehicle are expressed as 
follows [11]: 
𝑚1(?̇? − 𝑉𝑟) = −𝑋1 cos 𝛿 − 𝑋2 + 𝑋  
𝑚1(?̇? + 𝑈𝑟) = 𝑓1(𝛼1) + 𝑓2(𝛼2) + 𝑋1 sin 𝛿 − 𝑌 
 𝐼1?̇? = 𝑎𝑓1(𝛼1) − 𝑏𝑓2(𝛼2) + 𝑎𝑋1 sin 𝛿 + 𝑑𝑌 
The trailer’s equations of motion are expressed as [11]: 
𝑚2(?̇?
′ − 𝑉′𝑟′) = −𝑋3 − 𝑌 sin 𝜓 − 𝑋 cos 𝜓 
𝑚2(?̇?
′ + 𝑈′𝑟′) = 𝑓3(𝛼3) + 𝑌 cos 𝜓 − 𝑋 sin 𝜓 
𝐼2𝑟′̇ = −ℎ𝑓3(𝛼3) − 𝑒(−𝑌 cos 𝜓 + 𝑋 sin 𝜓) 
     Due to fact that the trailer is connected to the leading vehicle 
with an articulated joint, the forward velocity and acceleration 
of the leading and trailing units are assumed the same. This 
assumption simplifies the trailer equations of motion and helps 
linearize them.  
     In addition, the angle 𝜓 is approximated to be small, which 
leads to [11]:  
cos(𝜓) = 1 
sin(𝜓) = 𝜓 
Also, the following equation is determined at zero initial 
conditions [11]. 
?̇? = 𝑟 − 𝑟′ 
Using all the above assumptions and approximations, a 
linearized equation of motion can be expressed as [11]:  
𝑴{?̇?} + 𝑫{𝑥} + 𝑭𝛿 = 0 
where the state variables are written as shown in “(11)” [11]: 
{𝑥} = {𝑉 𝑟 ?̇? 𝜓} 
Matrices M,D and F are listed in Appendix A. 
The parameters listed in Table 1 are used in the mathematical 
modeling and CarSim model generation.  
TABLE I. PARAMETERS USED TO DESIGN AND TEST A VIRTUAL 
PROTOTYPE. 
Parameters 
Description Symbol Value 
Leading vehicle mass 𝑀𝐿 1521 Kg 
Trailer mass 𝑀𝑇 602 Kg 
Distance between CG and front 
axle 𝑎 0.972 m 
Distance between CG and rear 
axle 𝑏 1.807 m 
Distance between vehicle CG 
and contact point with the trailer 𝑑 4.835 m 
Distance between the trailer CG 
and contact point with the vehicle 𝑒 2.00 m 
Distance between the CG and the 
rear axle ℎ 0.6 m 
Height of vehicle CG 𝐻1𝐶𝐺 0.325 m 
Height of trailer CG 𝐻2𝐶𝐺 0.676 m 
Slip angle δ 
Longitudinal force on car’s front 
wheel, rear wheel and trailer 
wheel respectively 
X1,2,3 
Car,trailer forward velocity U,U’ 
Lateral velocity of car and trailer 
respectively  
V,V’ 
Lateral force on car’s front 
wheel, rear wheel and trailer’s 
wheel respectively 
f1,2,3 
Car, trailer yaw angle 
respectively 
r,r’ 
Hitch angle  ψ 
     Equations (1) to (11) show how to express a mathematical 
model of a car-trailer combination with some assumptions to 
linearize the system. However, the trailer differential braking 
system is designed to generate a counter moment to stabilize the 
car-trailer combination [10], which will result in the shwon 
equation [11]: 
𝐼2?̇?′ = −ℎ𝑓3(𝛼3) − 𝑒(−𝑌 cos 𝜓 + 𝑋 sin 𝜓) + Δ𝑀𝑧 
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Using the same approximations and assumptions, the governing 
equations of motion of the car-trailer can be linearized and 
simplified as the following form [11]:  
 𝑀{?̇?} + 𝐷{𝑥} + 𝐶𝐵𝑢 + 𝐹𝛿 = 0 

where, 
 𝑢 =  −𝐾𝑝 ∗ 𝑎?́? 
  The lateral acceleration of the trailer ( ) can be formulated 
using mathematical manipulations and operations. However, an 
accelerometer sensor was used to measure the lateral 
acceleration of the physical prototype.  
B. ESC Controller Design 
There are several types of control techniques that can be 
used to design an ESC system, such as, PID and LQR [12]. The 
purpose of this research is not only to design an ESC controller 
but also to fabricate a small-scaled car-trailer prototype 
equipped with the ESC system. Thus, a feasible ESC controller 
is designed. A P-control scheme is used for simplicity of tuning, 
proving the concept design, and fabricating a small-scaled car-
trailer prototype with the ESC.  
The block diagram of the controller design is shown in Fig. 2, 
representing the P-control scheme. 
Figure 2.  Block diagram representation of the designed system with a P-
controller. 
C. Virtual Car-Trailer Prototype with the ESC system 
The virtual car-trailer prototype with the ESC system is 
designed and tested using CarSim software package. CarSim 
provides various vehicle and trailer models that could be used 
to simulate selected testing maneuvers. 
Since the trailer is the focus of the research, the ESC 
controller designed in Matlab was integrated in the car-trailer 
model developed in CarSim. The designed ESC is built upon 
the existing Anti-Locking Braking System (ABS) of trailers. 
The ESC controls the right and left brakes of the trailer 
independently. This is known as differential braking [13]. 
Differential braking is used to control the yaw moment, which 
affects the lateral acceleration of the trailer. 
To ensure that the ESC is functioning as desired, several testing 
maneuvers are simulated, such as a double lane change 
maneuver. 
Fig. 3, shows the integration of the ESC controller designed 
in Matlab/Simulink software and the car-trailer model 
generated in CarSim software. 
Figure 3.  CarSim model of the Car-trailer combination. 
      The car-trailer block in CarSim exports the lateral 
acceleration of the leading vehicle and the trailer into the P-
Controller based ESC system.  The controller multiplies the 
input by the gain 𝐾𝑝, and then a generated brake pressure value
is sent back to the car-trailer block to apply brakes on a specific 
wheel. This process continues until the error between the 
desired and actual lateral accelerations is minimized. The ESC 
controller is designed to meet the requirements of a differential 
braking where brakes are applied on each wheel independently. 
In addition, the controller applies braking force in form of brake 
pulsing to prevent wheels from locking. 
D. Small-Scaled Physical Car-Trailer Prototype with the ESC 
System 
Once all the results are justified based on the numerical 
results of the virtual car-trailer prototype with the ESC system, 
a 1:10 small-scaled physical car-trailer prototype with the ESC 
system is designed and fabricated. The purpose of building the 
physical prototype is to conduct similar tests that have been 
done in CarSim and to compare the performance measures 
derived from both cases. 
Since the physical prototype is equipped with a P-controller, 
a microcontroller is required on board. An Arduino Uno is used 
as the brain of the module to simulate all the data gathered by 
the accelerometer. The designed ESC is stored in the 
microcontroller to apply the required braking force based on the 
input of the lateral acceleration. In addition, the fabricated 
trailer is equipped with differential braking using two 
electromagnetic brakes. Fig. 4, shows the fabricated prototype 
with all the mentioned components needed to achieve a 
functional ESC.  
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Figure 4.  The fabricated 1:10 scale prototype for testing the functionality of 
the ESC controller.
III. RESULTS AND DISCUSSION
As mentioned earlier, the car-trailer model developed in 
CarSim is used to simulate the double lane change maneuver to 
test the effectiveness of the designed ESC. A representation of 
double lane change maneuver can be seen in Fig. 5. 
Figure 5.  A representation of a double lane change maneuver [14]. 
The first test is done using the combination of a car towing a 
trailer, which is not equipped with an ESC. The Fig. 6, shows 
the graphs representation of the lateral acceleration over time. 
Figure 6.  Graph generated from CarSim, representing the behavior of the 
car-trailer combination when ESC is OFF. 
By looking at the graph in Fig. 6, the blue line represents the 
lateral acceleration of the leading vehicle which gets affected 
by the trailer in similar scenarios, such as double lane change 
maneuver, whereas the orange line represents the lateral 
acceleration of the trailer. It is concluded that the trailer’s 
reaction has a time delay and then the combination lost stability. 
In addition, it is also determined that the trailer has a higher 
lateral acceleration at all times which means the trailer has a 
larger sway rate than the leading car which results in losing 
control over the combination.  
To examine the system, the same test is done. However, the 
car-trailer combination is now equipped with the designed ESC. 
Fig. 7, represents the lateral acceleration over time of the 
leading vehicle and trailer with the ESC controller.  
Figure 7.  Graph generated from CarSim, representing the behavior of the 
car-trailer combination when ESC is ON. 
By looking at the plots in Fig. 7, the blue curve represents 
the response of the leading vehicle, where the orange curve 
represents the trailer’s behavior. It is observed that the 
combination has its lateral acceleration peaks at the turning 
points. As expected, the trailer has a larger lateral acceleration 
compared to the leading vehicle. However, the combination 
does not lose stability and sway is controlled. By looking at the 
graph between time intervals of 7-18 seconds, the combination 
has a minor oscillation and that was due to the use of P-
controller. 
By comparing the behavior of controlled and uncontrolled 
combination, we conclude that the trailer’s lateral acceleration 
has an impact on the leading vehicle as it loses stability in the 
first case when the trailer loses stability. In addition, the lateral 
acceleration of leading vehicle and trailer have a larger 
amplitude when the combination is not equipped with a 
controller. 
As stated previously, the testing phase for the physical 
prototype defers from the virtual prototype. To compare the 
results of the virtual and physical prototype, two test have been 
done using the physical prototype. Both tests have the same 
scenario where the vehicle would accelerate to a certain speed 
using a treadmill until it loses stability. To exert graphs from 
the physical prototype, a gyroscope is used to calculate the 
articulation angle between the leading vehicle and the trailer 
with reference to the leading car. Fig. 8, shows the 
representation of the articulation angles over time in both 
controlled and uncontrolled situations based on the testing 
results using the small-scaled physical car-trailer prototype. 
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Figure 8.  Comparison between the responses of the controlled and 
uncontrolled car-trailer combination based on the test with the small-scaled 
car-trailer prototype. 
IV. CONCLUSION
An active trailer differential braking controller is designed 
using the P-control technique based on a 3-DOF yaw-plane car-
trailer model. The ESC controller designed in Matlab is then 
integrated with the car-trailer model generated for co-
simulation. Built upon the virtual car-trailer with the ESC, a 
1:10 small scaled physical car-trailer prototype with the ESC is 
fabricated. In both virtual and physical prototype tests, the ESC 
improves the stability by controlling the yaw moment of the 
combination. Although the results based on the P-control 
scheme are promising, an advanced control scheme for the ESC 
could be used to further improve the performance of the ESC. 
Since the project is done under limited resources and time, there 
is room to improve in a few aspects, such as building a full-
scale car-trailer prototype and implementing an advanced 
control strategy for the ESC. 
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Abstract—Precise micromanipulation tasks are typically 
performed using micromanipulators that require an 
accessible workspace to reach components. However, many 
applications have inaccessible or require sealed workspaces. 
This paper presents a novel magnetically-guided, and 
untethered, actuation method for precise and accurate 
positioning of microcomponents on dry surface within a 
remote workspace using a magnetic microrobot. By use of 
an oscillatory and uniform magnetic field, the magnetic 
microrobot can traverse on a dry surface with fine step size 
and accurate open-loop vector following, 3% and 2% of its 
body-length, respectively (step size of 7 μm). While 
maintaining precise positioning capability, the microrobot 
can manipulate and carry other microcomponents on the dry 
surface using direct pushing or grasping using various 
attachments, respectively. We demonstrate and characterize 
the untethered micromanipulation capabilities of this method 
using a 3 mm cubic microrobot for use in applications such 
as microassembly and cargo transport. 
Keywords: Microrobotics; Microfactory; Microassembly; 
Magnetic Micromanipulation; Untethered Actuation. 
I. INTRODUCTION
Industrial robotic systems, such as robotic arms, part 
positioners, and sorters, have enabled rapid and precise 
manufacturing of large-scale assemblies. Extension of such 
systems into centimeter-scale manufacturing, such as in part 
pick-and-place for printed circuit board assembly, has also 
proven to be practical. However, significant challenges exist 
for manufacturing at the microscale level (characteristic 
dimensions of less than 10 mm). Flexure-based mechanisms, 
such as the delta [1] and MEMS-based [2] positioners, can 
position microcomponents within a few micrometer and 
nanometer accuracies, respectively. High speeds and precise 
operation make tethered and traditional manufacturing 
methods suitable for widespread use. Tethered systems 
require an entry area for access to the workspace, which may 
not be possible in some applications requiring sealing. 
Tethered assembly of microcomponents, such as the 200 μm 
optical prism used in [3], require a cleanroom environment. 
On the other hand, untethered microassembly can be 
performed within a smaller and sealed workspace, which is a 
cost-effective approach as the workspace can meet the 
requirements of a clean environment. 
Due to the small scale of untethered microrobots, on-
board power and actuation is impractical and thus, most 
designs in the literature rely on external actuation such as 
using magnetic fields [4], [5], and [6]. Most in-liquid 
micromanipulation methods use magnetic gradient pulling to 
perform micromanipulation tasks [7], [8], and [9]. In-liquid 
pick-and-place operations, using bubbles [10] and a magnetic 
microgripper [7], have proven effective in performing 
autonomous tasks and are well studied. However, 
micromanipulation on dry surface is required for many 
applications and it is challenging due to the strong friction 
and adhesion present on the small scale [5]. To avoid the 
stiction phenomenon altogether, levitated micromanipulation 
techniques, using diamagnetic [11] and acoustic [12] 
levitations, are used. However, to overcome the stiction 
forces on the surface, methods such as the stick-slip [13] and 
tumbling motions [14], use varying magnetic fields to induce 
torque instead of direct gradient pulling. Magnetic torque 
enables lifting and rolling of the magnetic microcomponents 
which indirectly result in step-wise motion on a surface. 
Dry surface micromanipulation methods in the literature 
either have coarse stride step sizes (at least a body-length) 
[14], [15], and [16] that are imprecise or are uncontrolled 
during some portion of their stride cycle [13]. In addition, a 
pushing force cannot be applied using these for direct 
micromanipulation. Accuracy, precision, and speed are the 
core requirements for applications involving dry surface 
microassembly, where assembly force, as well as precise and 
efficient positioning and orienting are necessary. Most 
methods require complex actuation and control schemes and 
thus, become sensitive to external disturbances. Use of 
closed-loop controllers can alleviate the positioning 
inaccuracies, however; ability of applying pushing force is 
insufficient or lacking. Dry surface micromanipulation tasks, 
in inaccessible workspaces, require untethered, precise, and 
accurate locomotion with strong force application, which 
have not been achieved so far.  
In this work, we introduce a novel method for precise 
positioning of a magnetic microrobot on dry surface. Unlike 
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Figure 1. Conceptual schematic of walking and pushing tasks: (a) 
walking motion sequence during a full step cycle; (b) schematic of the 
force measurement setup; and (c) free-body diagram showing the forces 
and torque induced on the block at an instant of a pushing task. 
previous work, which aim to overcome the surface stiction 
forces, the new method of walking takes advantage of friction 
forces to apply strong pushing forces required for 
microassembly. The open-loop operation of this walking 
method provides accurate path following (within 2% of 
body-length) and has walking step sizes as small as 3% of the 
microrobots largest dimension, which enable precision 
micromanipulation and handling of various 
microcomponents. 
II. CONCEPT
In this section, we introduce the new principle behind the 
actuation, the stepwise, and precise locomotion of a cubic 
magnetic microrobot on a dry surface. By taking advantage 
of high surface friction force, the microrobot can manipulate 
other microcomponents either by carrying or direct pushing. 
A. Method of Walking 
Walking is achieved via remote magnetic actuation which 
is a uniform and oscillatory field. A torque, τB, is induced on 
the magnetic microrobot resulting in change of its kinematic 
state. As shown in Fig. 1(a), the external magnetic field 
vector, B, rotates at a frequency, f, about an axis defined by 
angles θ and β which are the heading and the tilt angles, 
respectively. This field profile cone, as shown in Fig. 1(a), 
has an opening angle of ϕ degrees. The microrobot, with its 
volume magnetization vector, M, follows this field 
orientation because of the induced torque, which is defined 
by 
       (1) 
This two-degree-of-freedom (2-DoF) actuation, along 
with the dynamic interaction of the microrobot with the dry 
surface, result in a stepwise motion with a full-cycle stepping 
shown in Fig. 1(a). The motion characteristics (i.e. step 
precision, speed, and path accuracy) are finely tunable by 
varying the field parameters. To achieve a consistent stepping 
motion, a suitable pose must be established such that the 
microrobot contacts the surface with exactly two defined 
points. This is the case for most flat-edged contacts where the 
line contact can be approximated with two points dictated by 
surface roughness profile. However, for accurate and 
repeatable motion, the two points can be physically 
fabricated to be more prominent to ensure repeatable contact 
over successive stepping cycles and during 
micromanipulation tasks such as pushing. In this work, an 
attachment, with two sharp corners, is glued underneath the 
microrobot for use in the experiments. Unlike tumbling and 
rolling methods for locomotion of flat-edged geometries, [14] 
and [15], the point contact reduces the contact friction, 
however; it enables pushing of microcomponents with 
precision using sharp-point anchorage, controllable steering, 
and precise positioning. 
B. Method of Force Application 
Two significant parameters of interaction between the 
microrobot and the surface, especially at the microscale level, 
are: the friction, FN; and the surface adhesion, Fa, forces. 
These correlated forces enable the microrobot to use the 
friction force, Ff, to apply an equal and opposite force, Fp, to 
other microcomponents. A free-body diagram showing forces 
during a pushing task (Fig. 1(b)) is shown in Fig. 1(c). By 
adjusting the heading angle, the microrobot can push 
microcomponents around on a surface on a specific path, or 
towards a goal pose in a semi-holonomic fashion. 
III. MODELLING AND CHARACTERIZATION 
In this section, we present the magnetic field actuation 
scheme, and show the characteristics of a pushing task. 
A. Time Varying Magnetic Field 
A uniform magnetic field (field with no gradient) is 
necessary for the 2-DoF actuation of the microrobot. The 
smooth rotation of this field along the circular profile shown 
in Fig. 1(a), is necessary to prevent jerks, which would result 
in undesired movement or jumping of the microrobot. Thus, a 
central controller, with accurate time keeping capability, is 
essential to ensure the smooth actuation. The magnetic field 
is defined by 
          
                 
                 
        
, (2) 
where t is time, B is the magnitude of the magnetic flux 
density, Rz is the rotation matrix about the Z axis for the 
world frame, and Ry' is the rotation matrix about the Y axis 
for the new rotated frame. From (1), given an object with a 
fixed magnetization, a strong magnitude field is necessary for 
full rolling motion because a higher magnetic torque is 
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Figure 2. Experiment setup: the microrobot, the acrylic spacer, and the 
force sensor are placed on a paper surface within the workspace which is 
in the middle of custom-designed 3-axis Helmholtz coil system.  
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Figure 3. Friction force measurement between the microrobot and the 
paper surface, measured by a moving force sensor: (a) pushing force 
raw data; (b) interval of no contact, force sensor approaching the spacer; 
(c) interval of force sensor contact with the spacer; and (d) interval of 
microrobot contact with the spacer. 
required to overcome the torque due to the weight and the 
surface adhesion forces from a lay-flat pose. However, with 
this method, since the microrobot needs to follow only the 
direction of the varying field with a short span, lower-
magnitude field can be used. This becomes apparent for the 
case when a cubic microrobot is used and when β = 45˚ 
where the magnetic torque is mostly overcoming the inertia 
(minimal at the microscale level and low frequency) as the 
weight is balanced by FN. Therefore, unlike positioning 
achieved by rolling, a lower magnitude magnetic field can be 
used in certain configurations. 
B. Pushing Force Characterization 
Using the same magnetic field actuation in (2), the 
microrobot can exert a pushing force on microcomponents 
with a flat and vertical surface. The friction and adhesion 
forces anchor the contact point of the microrobot to the 
surface and thus, an equal and opposite force can be applied 
to the microcomponent. This force is applied during a portion 
of a full-step cycle corresponding to the configuration shown 
in Fig. 1(b), where the pushing force Fp is achieved because 
of the magnetic torque τB. As the microrobot relies on the 
point of contact to apply a force, the magnitude of the force is 
limited by the friction force between the microrobot and the 
surface. A pushing experiment was performed, and the results 
are presented in section IV(B). 
IV. RESULTS AND DISCUSSION
A. Experimental setup – Magnetic Field and Force Sensing 
A custom-designed setup was fabricated to actuate, sense, 
and measure the performance of the microrobot. The 
prototype coil system is comprised of three pairs of nested 
and mutually-orthogonal square Helmholtz coils which can 
generate a nearly uniform magnetic field of up to 3 mT in a 
workspace with dimensions of 30 × 40 × 40 mm. The 
magnitude of the field is directly proportional to the current 
flowing in the coils which are controlled by six amplifiers 
(Advanced Motion Controls, 30A8) and commanded by a 
digital-to-analog converter card (Sensoray, Model s826). The 
commands are sent from a custom C-code executed on a 
Linux-based PC. A top-view camera (FOculus, FO123TB) is 
used to record position information of the microrobot. The 
proof-of-concept microrobot is composed of a cubic N52 
magnet with side length of 3.22 mm. A two-point attachment 
is glued on the bottom surface of the magnet to ensure 
consistent contact with the surface. To measure the pushing 
and friction forces, a microforce sensing probe (Femtotools 
FT S10000) was mounted on a moving stage with a constant 
feed rate.  
B. Pushing Friction Test Results 
To test the pushing capability of the microrobot, it was 
necessary to first determine the friction force present between 
the microrobot and the surface. This friction force was 
measured indirectly by using the acrylic spacer placed in 
between the force probe and the microrobot. The acrylic 
spacer provided two vertical surfaces for accurate transfer of 
force. Using a 3 mT constant magnetic field, the microrobot 
was tilted 5˚ towards the acrylic spacer as shown in Fig. 3(b). 
The force probe is moving to the right with a constant 
federate. During the initial approach (Fig. 3(b)), a small 
amount of noise is observed. Upon reaching the acrylic 
spacer, the sensor measured an averaged friction force of 
about 0.5mN which is the friction of the acrylic spacer with 
the surface. At around 17 seconds, the acrylic spacer 
contacted the top edge of the microrobot which corresponds 
to the increase in force value at that time. After the 
microrobot was rotated to a flat pose by the acrylic spacer, 
the magnetic field was turned off and the microrobot was 
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Figure 4. Precision open-loop walking characteristics of the magnetic 
walker: (a) top view of the microrobot at the end position with the walking 
path traced, β = 20˚, ϕ = 8˚, f = 1 Hz; and (b) plot of distance of center of 
mass from the starting location for span angles, ϕ = 8˚, 10˚, and 15˚ where f 
= 1 Hz. 
pushed on the surface by the force probe (Fig. 3(c)). An 
average force of 1.70 mN was measured during this interval. 
By subtracting the acrylic friction force, the average friction 
force of the microrobot was calculated to be 1.2 mN.  
The highly varying friction force profile, as shown in Fig. 
3(c), is due to the stick-slip characteristic of friction on dry 
surfaces. Thus, unlike sliding by gradient pull, a step-wise 
motion is preferred on dry surface. Further, the high impulse 
and oscillatory force application of the microrobot on other 
microcomponents enables the reliable micromanipulation. 
C. Open-loop Dead Reckoning Experiment and 
Locomotion Characterization 
To characterize the motion, the microrobot was placed on 
a piece of copy paper inside the coil system and the position 
of the microrobot was tracked over time using vision analysis 
post-experiment. The tilt angle, opening angle, and frequency 
parameters were varied to characterize the effects of each on 
the walking accuracy and speed. The result of the first 
experiment, with β = 20˚, ϕ = 8˚, and f = 1 Hz, is shown in 
Fig. 4(a). A heading angle of 0˚ (travelling to east) was set 
and the experiment was conducted for a duration of 34.8 s, 
effectively corresponding to about 35 full stepping cycles. A 
distance of 24.81 mm was covered during this duration in 
which, the effective per-step resolution is 0.7 mm (22% of 
body-length). The on-course path deviation error was 
characterized by RMSE, as shown as an inset in Fig. 4, which 
is 0.059 mm (1.8% of body-length). The end position of the 
microrobot was too close to the expected position for 
characterizing the offset using vision. Despite an open-loop 
actuation, the vector following is precise and accurate. This is 
as a result of the oscillatory and fine stepping of the 
microrobot on the dry surface. A separate experiment, using 
0.25 mm cubic magnet on glass, was performed with step 
size and path deviation of 2% and 3% of body-length, 
respectively.  
To characterize the speed, three opening angles (ϕ = 8˚, 
10˚, and 15˚) were selected and a magnetic field of 3 mT was 
applied. The speed depends on all field parameters, however; 
the most notable dependability is on the frequency and the 
opening angle. The distance of the CoM was measured using 
post-experiment vision analysis and the results are shown in 
Fig. 4(b). Linear fits were calculated, and the average speeds 
were found to be 0.714, 1.004, and 1.542 mm/s for ϕ = 8˚, 
10˚, and 15˚, respectively. These sub-body length speeds and 
walking steps are finely adjustable making them suitable for 
precision positioning and locomotion. Using this microrobot, 
a maximum linear speed of 4.23 mm/s (131% of body length) 
was achieved with ϕ = 45˚, β = 30˚, and f = 1 Hz. The speed 
can also be increased by increasing the frequency. However, 
at high frequencies, a higher magnitude magnetic field is 
required because of the inertia of the microrobot. The 
distance plot, shown in Fig. 4(b), shows the reliability of 
open-loop actuation on a uniform surface. Presence of 
external disturbances will affect the performance, however; it 
can be compensated by using active feedback.  
V. CONCLUSION AND FUTURE WORK 
The new micromanipulation method presented in this 
paper allows for simple yet, precise open-loop and untethered 
positioning and micromanipulation of various 
microcomponents on a dry surface actuated by an external 
magnetic field. Unlike previous work, the presented 
microrobot can push other components while maintaining a 
reasonable positioning accuracy, and it can accurately 
traverse on a dry surface with different stepping size and 
speeds, which are finely tunable. In-place change of heading 
is possible by using some tilt angle giving this microrobot a 
holonomic characteristic to its otherwise nonholonomic 
motion. Due to the precise nature of the locomotion, high-
speed travel is limited to 1-2 body lengths per second. For 
high speeds, rolling motion can be used by trading off 
stepping resolution and precision pushing capability. In 
addition, a reasonably flat surface is required for repeatable 
and open-loop path following, however; significant potential 
exists for integrating a closed-loop controller for making this 
method suitable for use in many industrial applications such 
as microassembly and cargo transport at the milli- and 
microscale levels. 
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Abstract—This paper introduces an adaptive yaw control 
scheme based on the estimation of the vehicle mass, yaw 
inertia and center of gravity (CG) position. The control deigns 
for three-axle road vehicles, which can be trucks, buses, or 
even three-axle passenger cars. System parameters of these 
vehicles vary significantly due to varying conditions, such as 
unloading and fully-loading of payloads. As a result, control 
references and fixed-model-based controller lose efficacy. The 
proposed adaptive yaw control compensates these issues, 
utilizing the integration of a least-square based parameter 
identification algorithm and a Model Reference Adaptive 
Control (MRAC) law. Simulation test results verify the 
effectiveness of the proposed adaptive control scheme. 
Keywords-three-axle vehicle, vehicle dynamics, parameters 
identification, adaptive yaw control 
I. INTRODUCTION
Advances in low cost sensors and computation technology 
expedited the progress on the performance and control of 
modern vehicles. One of the active areas of automobile 
research so far has been vehicle stability and handling 
characteristics. A practical and proven solution to improve the 
vehicle dynamics during critical driving conditions has been to 
produce corrective yaw moment to the vehicle. Various control 
methods to direct yaw-moment control (DYC) has been 
proposed in literature including electronic stability program 
based on differential braking [1, 2] and differential traction or 
torque vectoring [3, 4]. Indirect yaw moment control systems 
such as active steering control, which produces corrective 
steering angle to the wheels, have been alternative way to 
stabilize yaw moment [5, 6].  
In vehicle control designs, the vehicle dynamics are often 
estimated using single track model. To simplify the controller 
design process, assumptions such as the negligible effect of 
the vehicle parameter variations on the dynamics and    the 
performance region of the tire forces in the linear range are 
often imposed. Therefore, the performance of many existing 
control designs are promising specifically on two axle vehicles 
travelling within the linear range of the tires. However, when 
the effect of the vehicle parameter variations on the 
performance becomes substantial, the controller becomes less 
effective even under the same operating conditions.  
One of the important parameters to take into consideration in 
control design is the vehicle mass. With varying mass, the 
center of gravity and inertia of vehicle vary, which has direct 
effect on the overall vehicle dynamics. For some vehicles such 
as passenger cars where the variation of the payload compared 
to the mass of the vehicle is insignificant, such changes may be 
tolerable. These variations are more critical in situations when 
the variation of the loading conditions and configurations 
impacts more on the overall dynamics [7-9].  The three axle 
heavy load trucks and commercial buses typically involve in 
multiple loadings and unloading of payloads more significantly 
compared to two axle passenger cars. These variations affect 
the stability and performance of the overall vehicle motion 
even with the appropriate control design. A controller which 
adapts to such changes and responds accordingly is desired. 
The apparent difficulty with variation of parameters in the 
process of control design is that these parameters are not 
directly measurable.  
In this paper, an adaptive DYC is proposed on three-axle 
vehicles utilizing least-square (LS) estimation of unknown 
parameters of the vehicle, for improving the trajectory tracking 
of yaw dynamics. Section II explains the three-axle vehicle 
system dynamics. A single track model is developed to 
describe the DYC system. In section III, parameter 
identification and control design are developed. The mass, 
inertia, and center of gravity of vehicle are treated as unknown 
parameters and estimated indirectly in the section. The model 
reference adaptive control design is proposed with the 
reference model. The performance and effectiveness of the 
control strategy is proposed in Section IV. Finally, the paper is 
summarized and concluded in Section V. 
II. VEHICLE MODELING
A. Single Track Model
The vehicle dynamics, in general, is non-linear and is
difficult to formulate precisely. For vehicle state estimation and 
motion control design, linearized models are preferred.  A 
three-axle vehicle single track model [10, 11], depicted in Fig. 
1 is used in this paper The equations for lateral dynamics and 
yaw motion are expressed by  
 y yf yc yrma F F F   ,  (1)
z yf f yc c yr r e dI r F l F l F l M M     ,  (2) 
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Fig. 1 The single track model 
and the lateral acceleration is given by 
( )y y x xa v v r v r    ,               (3) 
where, assuming the slip angles are small, tire lateral forces 
have a linear relationship to the tire slip angle as  
)fyf f
x
l r
F C
v
     (4) 
)cyc c
x
l r
F C
v
          (5) 
( )ryr r
x
l r
F C
v
          (6) 
The terms in (1)-(6) are defined as follows: 
𝑚 , 𝐼𝑧  - the vehicle mass and the moment of inertia about z 
axis; 
𝑣𝑥  , 𝑣𝑦 , 𝑣  - vehicle longitudinal speed, lateral speed and 
vehicle resultant  speed; 
𝛼𝑦 , 𝛽, 𝑟 - lateral acceleration, body slip angle and yaw rate at 
vehicle’s CG (center of gravity); 
𝐹𝑦𝑓 , 𝐹𝑦𝑐 , 𝐹𝑦𝑟 - lateral force of front, central and rear tires; 
𝑙𝑓/𝑙𝑐/𝑙𝑟/𝑙- the distance from CG to front/central/rear axle, the 
distance between front axle to rear axle; 
𝐶𝑓/𝐶𝑐/𝐶𝑟 - the front/central/rear wheels cornering stiffness, 
𝛿 - the front wheels steering angle; 
𝑀𝑒- the extra yaw moment from the controller; 
𝑀𝑑  - the disturbance moment, the side wind causes this 
disturbance moment and affect to the vehicle’s stability in 
cornering maneuver, It is assumed to be zero in this research. 
Rearranging (1)-(6), the yaw dynamics at a certain 
operating point can be represented by the following state space  
x Ax Bu   (7) 
y x          
where  
T
x r ,  
T
eu M ,and the output y is as the 
same as the system state; 
2
2 2 2
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B. Model Validation 
The derived model (7) was simulated for verification with 
the high-fidelity model of TruckSim with step-steer input 
(constant speed of 80km/h) with bus parameters presented in 
Table 1.  The result in Fig. 2 shows that the vehicle dynamics 
has a fast response and small overshoot. But they are quite 
similar with the results of the TruckSim model, which verifies 
the reliability of the derived model for control design. 
Fig. 2 Validation of the derived model by step steer
TABLE I  PARAMETERS FOR A GENERIC THREE-AXLE VEHICLE 
Parameter Description(units) Value 
𝑚 Vehicle mass(kg) 9415 
𝑙𝑓 Distance of front axle from CG(m) 3.5 
𝑙𝑟 Distance of rear axle from CG(m) 3.47 
𝑙𝑐 Distance of central axle from CG(m) 2.29 
𝑙 Distance of front axle from rear axle(m) 6.97 
𝑙𝑟𝑐 Distance of central axle from rear axle(m) 1.22 
𝐼𝑧 Yaw moment of inertia(kgm2) 34685 
𝐶𝑓 Total front wheels stiffness(N/rad) 3.35e5 
𝐶𝑐 Total central Wheels stiffness (N/rad) 2.75e5 
𝐶𝑟 Total rear wheels stiffness (N/rad) 2.45e5 
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III. PARAMETER IDENTIFICATION AND CONTROL DESIGN
A. Parameter Identification 
The parameter identification (PI) of the unknown 
parameters is performed using an LS estimator. The estimator 
uses the measurements of steering angle δ, extra yaw moment 
Me, and yaw rate r, assuming available. In reality, these 
parameters are available for vehicles with advanced vehicle 
sensing technologies such as vehicles with GPS/IMU. 
Although these advanced sensing systems are not widely 
available for commercial cars yet, they could be equipped on 
other specific applications such as autonomous and military 
surveillance vehicles [12-13]. As for the vehicle side slip angle, 
it is usually estimated by other measurements such as the 
lateral acceleration and longitudinal speed of the vehicle from 
(1). In this research, we assume the side slip angle is available 
for measurement. Detailed explanations of the following basic 
procedures can be found in [14]. 
1) Parametric Model
The model (7) is in the form, 
11 12 11
21 22 21 22
0
e
a a b
Ma a b brr
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     (9) 
where  21 22,
f c r
c r c rc
f
C C C
k k C C l C l
C

     . 
Separating the known terms from the unknown ones and 
applying the Laplace transform to   and r yields (10) and 
(11), respectively, 
 11 12 11 11 11 11 12s a a r k a a k a r           (10) 
   22 21 21 22 22esr a r b k b M k        (11) 
Filtering both sides of the equation with the filter 
)
1
(
1
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,we can express the system in the form of the static parametric 
model (SPM) as 
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In this case,  and  ( 1,2)i iz i  are available for measurement 
or estimation since then can be generated by filtering the 
measurements u  and x  . 
2) Estimation Model and Adaptive Law
The estimation model has the same form as the SPM with 
the exception that the unknown parameter *  is replaced with
its estimate at time t, denoted by ( )t , i.e., 
1 1 1( ) ( ) ( )ˆ
Tt t tz    
2 2 2( ) ( ) ( )ˆ
Tt t tz    
and the estimation errors, 
 
   
2
, ( 1,2)
ˆi i
i
si
z t z t
t
m



where sim is the normalizing signal designed to bound  from 
above. A straightforward choice for sim is 
2 1 Tsi i i im      for 
any  0i  . 
 We use the recursive least-squares algorithm with 
forgetting factor to minimize the cost function,  
          0, 0i i i i i it P t t t     
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i i
i i i i i i i
si
P t P t P t P t P P Q i
m

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3) Stability and Convergence
 To guarantee the convergence of 𝜃𝑖(𝑡)  to their actual 
values 𝜃𝑖
∗ , the input (for this application the steering angle) 
should include at least two different frequencies to ensure it is 
sufficiently rich signal and 
𝜙𝑖
𝑚𝑠𝑖
  is persistently exciting  [14]. 
Although the scenario of varying vehicle mass and yaw inertia 
which affects the CG position of the vehicle is considered for 
the paper, the varying range of the two parameters are 
relatively fixed small range. Table 2 shows the range of the 
unknown parameters to be estimated. This is used as a 
parameters projection for a better estimation of convergence. 
TABLE II RANGES OF UNKNOWN PARAMETERS 
Parameters Mass(kg) Yaw inertia(kgm2) lf(m) 
minimum 9415 34685 3 
maximum 11415 37486 4 
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B. Adaptive Reference Model 
The desired vehicle behavior is can be described by a 
reference model. The desired vehicle performance from the 
reference model is to have zero vehicle sideslip angle at the 
center of gravity in steady state and the desired yaw rate to be 
determined by the front steering angle and vehicle speed.  
In steady state, variables can be solved in terms of the 
control input as  
1 f f fs
ss x
T
s C l CA
mv Ir


 




  
  (12) 
ss δrr G (13)            
where, 21 11 11 21
11 22 21 12
=r
a b a b
G
a a a a



 is the steady-state gain of yaw 
rate, which leads to an under-steering behavior of the vehicle’s 
stability. The reference model proposed is assumed to be a 
first-order system [15] as follows, 
 
1
r
d
G
r W s
s
 



  (14) 
where  is the desired time constant of yaw rate. This low-pass 
filter is used to filter out the noise in the yaw rate signal [16]. 
Applying the adaptive reference model from the parameters 
estimation results in 21 11 11 21
11 22 21 12
ˆ ˆˆ ˆˆ
ˆ ˆ ˆ ˆr
a b a b
G
a a a a

 

. 
C. Controller Design 
The overall system including PI and control scheme is 
shown in Fig. 3. For yaw control, a model reference adaptive 
control (MRAC) is proposed. The desired vehicle behavior 
which is an LTI first order transfer function (15) is described 
by a reference model and is driven by a reference input. The 
control law is then developed so that the closed-loop plant has 
a transfer function equal to the reference model.  
Consider the yaw rate of the plant, 
21 22 21 22 ea a b b Mr       (15) 
where 𝑎21, 𝑎22, 𝑏22 are constants but unknown. The control 
objective is to determine a bounded function 𝑀𝑒 = 
𝑓(𝑡, 𝛽, 𝑟, 𝛿)  such that the yaw rate is tracking the desired yaw 
rate from the reference model of (14), Rewriting the reference 
model yields 
 
1
1 rd r d d
G
s r G r r  
 
       (16) 
If the plant parameters are known,  control law can be 
considered as  
1 2 3eM k k k       (17) 
Substituting (17) into (15), results in the closed-loop system as 
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(18) 
Fig.3 The PI and control scheme of whole system 
The control objective is satisfied if controller parameters 
𝑘1, 𝑘2, 𝑘3 are carefully chosen, in a way that the closed-loop 
poles are stable and  
𝛾𝑐
𝛿
=
𝛾𝑑
𝛿
, as follows: 
21 21 21
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Replacing the unknown plant parameters with their estimates,
the adaptive control law is established as follows: 
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IV. SIMULATIONS 
To verify the proposed MRAC, simulations are performed 
in MATLAB and Simulink. The simulation results include 
vehicle responses with different parameters sets (Fig. 4), 
parameters identification (Fig. 5). The behavior of yaw rate, 
and side slip angle using adaptive yaw control is also presented 
(Fig. 6).  
A. Different Parameter Sets 
To demonstrate the influence of varying parameters, 
different sets of mass, yaw inertia and CG position (lf) are 
simulated and the vehicle dynamics response and reference 
model are observed.  Table 3 presents two possible parameters 
sets and were applied to the same bus. Fig. 4 shows a 
significant offset for both vehicle sideslip angle and yaw rate 
responses due to parameters changes. For the reference of yaw 
rate, the similar error happened between Para. Set 1 (reference 
1) and Para. Set 2.  This implies that the reference model will
continuously change the values for reference output resulting 
in the controller to track inaccurate reference. However, an 
adaptive reference model is an on-line estimation and will 
adapt to the change of vehicle parameters. 
TABLE III  TWO PARAMETERS SETS 
Para. Set Mass(kg) Yaw inertia(kgm2) lf(m) 
1 9415 34685 3.5 
2 10945 36185 3 
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B. Results of PI and Adaptive Control 
Persistently exciting signal is desired to ensure that the 
unknown parameters converge to the actual values using the 
adaptive scheme.  In practical driving condition, the driver’s 
steering input is not a simple step input or sinusoidal input, but 
a combination of complex shaped inputs. For the sake of 
simulation, we apply the front wheel a slight steering angle 
incas follows, 
0.05 0.05sin0.5 0.1sin  (deg)t t     (20) 
The unknown parameters were estimated using the steering 
input (20), which contains two different frequencies. 
Estimation results show that all parameters converge to their 
actual values within or around 35 seconds. Hence, the 
accuracy of the reference model is guaranteed. In Fig. 6, the 
first 10 seconds of the actual yaw rate behavior shows large 
fluctuations. This is due to the large fluctuations from 
parameters estimation module. They could be constrained 
within reasonable bounds in real application.  However, after 
the 10th second, the actual yaw rate tracks the desired yaw rate 
precisely. From 36th to 43rd second, a steering input of double 
lane change is applied to the vehicle integrating with (20). 
Results show the actual yaw rate tracks the reference as well 
by generating an active yaw moment as the control action. 
Fig.5 Parameters identification 
Fig.6 Adaptive yaw control 
V. CONCLUSIONS 
In this paper, the vehicle mass, yaw inertia and CG position 
identification and a MRAC with DYC were proposed, 
modeled and verified. By comparison, a reference model 
without adaptive parameters estimation is not accurate. 
To estimate the unknown parameters and verify the MRAC, 
an interrelated system model was built and simulated with 
MATLAB and Simulink. The estimation results and time 
response of the yaw rate and vehicle sideslip show that the 
proposed method was effective in improving vehicle’s yaw 
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stability. For further study, a more comprehensive and realistic 
vehicle dynamic model is recommended and the plant should 
be tested in a real car or commercial software like TruckSim. 
Deeper merits of adaptive control strategy, along with 
robustness with parameter changes, i.e. tire nonlinear effects, 
will be also investigated and compared with the previous 
DYCs, i.e optimal control. 
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Abstract — The discrete Fourier transform in Cartesian 
coordinates has proved to be invaluable in many disciplines. 
However, less theory has been developed for functions that are 
best described in polar coordinates. In this paper, a discrete 
2D-Fourier transform in polar coordinates is proposed and 
tested by numerical simulations with respect to accuracy and 
precision. Guidelines for choosing sample size are developed.  
Keywords-2D Fourier Transform, discrete, polar coordinates 
I. INTRODUCTION
The Fourier transform is a powerful analytical tool and has 
proved to be invaluable in many disciplines such as physics, 
mathematics and engineering. The development of the Fast 
Fourier Transform (FFT) algorithm [1], which computes the 
discrete Fourier transform with a fast algorithm, established the 
Fourier transform as a practical tool in diverse areas, most 
notably signal and image processing.  
In two dimensions, the FFT can still be used to compute the 
discrete Fourier transform in Cartesian coordinates. However, 
in many applications such as photoacoustics [2] and 
tomography ([3], [4], [5]), it is often necessary to compute the 
Fourier transform in polar coordinates. Moreover, for functions 
that are naturally described in polar coordinates, a discrete 
version of the 2D Fourier transform in polar coordinates is 
needed.  
There have been some attempts to calculate the Fourier 
transform in polar coordinates. Nonequally spaced FFTs 
(NUFFT, see [6], [7], [8], [9]) is one of the methods that can be 
implemented to compute the FFT in polar coordinates. 
However, due to local interpolations, the NUFFT can be 
prohibitively slow for large input sizes and is not easily 
inverted. Averbuch et al. [10] proposed a new discrete polar 
Fourier transform, where the original function was sampled on 
a near-polar grid called a pseudo-polar grid followed by 1D 
equispaced FFT and 1D interpolations. Based on Averbuch’s 
work, this new method was more accurate than the NUFFT 
method. 
It should be noted that prior work has focused on 
numerically approximating the continuous transform. This 
stands in contrast to approaches that have been taken with the 
continuous/discrete Fourier transform in two aspects: 1. both 
functions in the space and frequency domain of the DFT are in 
the same coordinates. 2. The DFT is defined as a transform in 
its own right, which means the existence of the DFT is valid 
even if without the existence of the continuous Fourier 
transform. In this paper, a new discrete 2D-Fourier transform in 
polar coordinates is proposed and tested by numerical 
simulations with respect to accuracy and precision.   
II. DEFNITION OF THE DISCRETE 2D FOURIER TRANSFORM
IN POLAR COORDINATES 
A. Kernel of the discrete 2D Fourier transform in polar
coordinates
To propose and work with a 2D polar DFT, the following 
kernels are proposed  
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(1) 
where , , , ,p k q l n， 1N and 2N are integers such that
M n M   , where 22 1M N  , 11 , , 1l k N  
and ,M p q M   .  nJ is the Bessel function of nth 
order and 
nkj is the kth zero of the Bessel function of order n. 
The integers 1N and 2N represent the size of the spaces in 
which we work, with 2N representing the dimension in the 
angular direction and 1N represents the dimension in the
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radial direction. Since 2 2 1N M  , 2N must be an odd
integer. 
B. Definition of the discrete transform
The 2D-Discrete Fourier Transform in polar coordinates is 
defined as the discrete transform that transforms the matrix (or 
double-subscripted series pkf to the matrix (double-subscripted 
series) to the matrix qlF according to 
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(2) 
The notation for  ;E ql pk and  ;E ql pk are 
the discrete kernels for the forward and inverse transform, 
respectively. The subscript (+ or -) indicates the sign  on the 
exponent containing the p variable; the q variable exponent 
then takes the opposite sign. From a matrix point of view, both 
pkf and qlF are  2 1 1N N  sized matrices.  The inverse 
transform is then given by 
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(3) 
C. Approximation to the continuous Fourier transform
To approximate the continuous Fourier transform, the function 
needs to be sampled at some specific points. For a space 
limited function defined over continuous  ,r   space where
0 r R  and 0     and the function is effectively 
zero elsewhere (that is the function can be made as close to 
zero as necessary, elsewhere in the plane), the sampling points 
are defined in the spatial domain as 
1 2
2pk
pk p
pN
j R p
r
j N

  (4)
And in the spatial frequency domain as 
2
2ql
ql q
j q
R N

   (5)
Equations (4) and (5) give the sampling grid in regular  ,r 
and frequency     space.  Clearly, the density of the
sampling points depends on the numbers of points chosen, that 
is on 1N and 2N . Also clear is the fact that the grid is not 
equi-spaced in the radial variable.  It can be shown that the 
approximate relationship between sampled values of the 
continuous function  ,f r   and sampled values of its
continuous forward 2D transform  F    is given by
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Similarly, the inverse transform relationship is given as 
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Consider the case of a bandlimited function, such that the 
function is defined over continuous  ,   space where
0 pW  and 0     and the function is effectively 
zero elsewhere (that is the function can be made as close to 
zero as necessary, elsewhere in the plane), the sampling points 
are defined as 
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W N

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and 
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j N

   (9)
The approximate relationship between sampled values of 
the continuous function and sampled values of its continuous 
forward 2D transform  F    can be shown to be given by
 
1
1
1
2
12 2
2 2 2
;
N M
ql p pk
k p MqN p p
j W jq p
F f
j N W W N
E ql pk
  
 

   
       
  
 
(10) 
Similary, the inverse transform is given as 
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III. DISCRETE 2D FOURIER TRANSFORM TEST AND RESULTS
A. Method for testing the Algorithm
In this section, the ability of the 2D discrete Fourier transform 
is evaluated for its ability to estimate the continuous Fourier 
transform at the selected special sampling points in the spatial 
and frequency domains. 
1) Accuracy
In order to test the accuracy of the 2D-DFT and 2D-IDFT to 
calculate the continuous counterpart, the dynamic error has 
been used. It is defined as [11] 
10
(v) (v)
(v) 20log
max (v)
C D
E
D
 
  
 
(12) 
where (v)C  is the continuous forward or inverse 2D-Fourier 
transform and (v)D  is the values obtained from the discrete 
counterpart. The dynamic error is defined as the ratio of the 
absolute error to the maximum amplitude of the function, 
which is calculated on a log scale. Therefore, a large negative 
value represents an accurate discrete transform. The dynamic 
error is used instead of the percentage error in order to avoid 
division by zero.  
2) Precision
The precision of the algorithm is another important evaluation 
criterion, which is tested by sequentially performing a pair of 
forward and inverse transforms and comparing the result to the 
original function. High precision indicates that the transform 
does not add much error by the calculations. An average of 
absolute error of each sample points between the original 
function and the calculated counterpart was used to measure 
the precision. It is given by 
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where f  is the original function and *f is the calculated 
counterpart. An ideal precision would result in the absolute 
error being zero. 
B. Test Functions
1) Gaussian
The first function chosen for evaluation is a circular 
symmetric function which is Gaussian in the radial direction. 
The function in the space domain is defined as 
2 2
( , ) a rf r e  (14) 
where a is some real constant. Since the function is circularly 
symmetric, the 2D-DFT is actually a zeroth-order Hankel 
Transform [12] and  can be written as 
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 (15) 
The graphs for the original function and its continuous 2D-
DFT (which is also a Gaussian) are shown with 1a   and 
shown in Figure 1. 
Figure 1.  The original Gaussian function and its 2D-Fourier Transform 
From Figure 1, the function is circular symmetric in the 
angular direction and fairly smooth in the radial direction. 
Moreover, the function can be considered as an effectively 
space limited function or an effectively band limited function. 
For the purposes of testing it, it shall be considered as a space 
limited function and (6) and (7) will be used to proceed with 
the forward and inverse transform in sequence. 
To perform the transform, the following variables need to 
be chosen: 2N , R and 1N . In the angular direction, since the
function in the spatial domain is circularly symmetric, 2N
can be chosen to be small. Thus, 2 15N  is chosen.
In the radial direction, the effective space limit 40R 
and effective band-limit 30pW  are chosen, which 
gives
10
1200N pj R W   [13]. Therefore, 1 383N  is
chosen to satisfy this constraint. 
a) Forward Transform
Test results for the forward transform are shown in Figure 2 
and Figure 3. The error gets bigger at the center as expected. 
However, the maximum value of the error is 
max 8.3842E dB  and this occurs at the center. The
average value of the error is . 63.8031avgE dB  . 
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Figure 2.   Sampled Continuous forward transform &. Discrete forward 
transform of Gaussian Function with R=40, N2=15, N1=383 
Figure 3.  The error distribution of the forward transform of Gaussian 
Function with R=40, N2=15, N1=383 
b) Inverse Transform
Figure 4 and Figure 5 show the test results for the inverse 
transform. The maximum value of the error is 
max 12.2602E dB  and this occurs at the center. The
average of the error is . 98.0316avgE dB  . 
Figure 4.  Sampled continuous inverse transform and discrete inverse 
transform of the Gaussian function with R=40, N2=15, N1=383 
Performing sequential 2D-DFT and 2D-IDFT results in 
174.1656 e   where  is calculated with (13). 
Therefore, performing the forward and inverse transforms 
does not add much error. 
Figure 5.  The error distribution of the inverse transform of Gaussian Function 
with R=40, N2=15, N1=383 
2) Square Donut
The second chosen function is a circularly symmetric function 
which is a square wave in the radial direction. The function is 
given by   
0, 5 10
( , )
1, 5 10
r and r
f r
r

 
 
 
(16) 
The continuous 2D-FT can be written as: 
1 1
2
( , ) [10 (10 ) 5 (5 )]F J J

   

  (17)
where ( )nJ x is Bessel function of order n . 
The graphs for the original function and its continuous 2D-
DFT (which is also a Gaussian) are plotted and shown in Figure 
6. 
Figure 6.  The original ‘Square Donut’ and its 2D-Fourier Transform 
a) Forward Transform
Test results for the forward transform are shown in Figure 7 
and Figure 8. Similar to the previous case, the error gets 
bigger at the center as expected. The maximum value of the 
error is max 8.1664E dB  and occurs at the center area.
The average of the error is . 34.5471avgE dB  . 
b) Inverse Transform
Figure 9 and Figure 10 show the test result for the inverse 
transform. The maximum value of the error is 
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max 1.5Error dB .The average of the error
is 73averageError dB  . 
Figure 7.  Sampled Continuous forward transform &. Discrete forward 
transform of ‘Square Donut’ Function with R=40, N2=15, N1=383 
Figure 8.  The error distribution of the forward transform of ‘Square Donut’ 
Function with R=40, N2=15, N1=383 
Figure 9.  Sampled continuous inverse transform and discrete inverse 
transform of the ‘Square Donut’ function with R=40, N2=15, N1=383 
Performing sequential 2D-DFT and 2D-IDFT results in 
146.7253 e   where  is calculated with (13) . 
Therefore, performing forward and inverse transform does not 
add much error. 
IV. SUMMARY AND CONLUSION 
From the two test cases, both the forward and inverse 
transform showed good accuracy to approximate the 
continuous Fourier transform. Moreover, the good precision 
results indicated that the transform itself does not add much 
error.  
Figure 10.  The error distribution of the inverse transform of ‘Square Donut’ 
Function with R=40, N2=15, N1=383 
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Abstract—The development of a humanoid robot is a very 
prevalent area of research today. Legged robots have many 
advantages over wheeled robots on rough or uneven terrains, 
and are more suitable for an everyday household setting, 
however they possess many design and control challenges. The 
spring loaded inverted pendulum (SLIP) is frequently used as a 
fundamental model to analyze bipedal locomotion. In general, 
it consists of a stance phase and a flight phase, employing 
different strategies during these phases to control speed and 
orientation. Due to the underactuation and hybrid dynamics of 
bipedal robots, estimating the state of the robot and its 
appendages can be challenging. In this paper, various Kalman 
estimation techniques are used to predict the state of a simulated 
planar SLIP model.  The state estimations utilize only simulated 
sensor data, as if the simulated model was a physical one. 
Keywords—Kalman filter; bipedal robot; legged robot; 
robotics; simulation; inverted pendulum; SLIP; hybrid 
dynamics; advanced estimation; sensor filtering. 
I.  INTRODUCTION 
The simulated model consists of a planar biped robot 
designed and simulated in Virtual Robotic Experimentation 
Platform (VREP), using Open Dynamics Engine (ODE) for the 
physics. In flight phase, when there is no ground contact, the 
dynamics of the system is simply ballistic flow and has well 
known and analytically solved dynamics. However, due to 
gravity, the stance phase dynamics is much more complicated 
and includes coupled equations and non integratable terms. 
Therefore, an accurate estimation of the state based on sensor 
measurements becomes much more valuable than closed form 
analytical motion planning. The main controller design goals of 
the robot are: 
1. To achieve dynamically stable running.
2. To be able to accelerate and decelerate to achieve a
desired running speed.
3. To control its angular momentum to maintain a desired
body attitude during running.
These design goals are achieved through the main control 
loop, however the controller relies on accurate measurements of 
the body attitude, leg positions and angular and linear velocity 
of the robot. The Kalman filter (KF) is applied to estimate 
positions and velocities of these components [1]. The KF is an 
optimal state estimation strategy, and is widely used in the field 
of control and estimation theory [2, 3]. 
A. SLIP Model
To study running in its simplest form, a planar running
machine was built at MIT [4]. This robot only had one leg, but 
the principle is identical to a biped. The leg behaved as a passive 
spring and was telescopic. It used pneumatics to simulate a 
spring and could also apply thrust force. During one cycle there 
was a stance and flight phase. During the stance phase, the leg 
supports the body and remains in a fixed location on the ground. 
In this phase, the robot tips like an inverted pendulum and there 
is no chance to move the foot placement to control position. In 
order to change the foot position, the robot jumps to flight phase 
where the leg is unloaded and free to move. Marc Raibert 
developed a simple control strategy for simple legged robots 
which decomposes into the parts, the hopping height, the 
forward speed and the body attitude [5]. 
B. Previous Research
Many methods of state estimation for planar legged
locomotion exist currently [6]. Stance mapping is a commonly 
used approach in state estimation of linkages. It has been proven 
that stance dynamics are nonlinear, coupled and contain non-
integratable terms [7]. Many assumptions and approximations 
need to be made to derive a stance map. Common assumptions 
include ignoring gravity, no inputs, constant speed, small spring 
compressions and small sweep angles [8]. Other methods use a 
mean value theorem derived from interactive performance 
testing [9]. Kalman filtering has also extensively been applied to 
the linkages of bipedal walking models [10], however a walking 
model lacks the complex hybrid  dynamics of running, and again 
many assumptions are made to reduce the model, such as 
constant height CoG [6]. Applying these methods to real life 
models is challenging and impractical, with the introduction of 
system and measurement noise, uncertain impact dynamics and 
imperfect limb coordination and model design. An alternative to 
a closed form stance map is real-time adaptive state estimation 
from sensor data, which is implemented in this project. 
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C. Kalman Filter 
In order for the Raibert controller to function, the orientation, 
linear and angular velocity of the main body needs to be known, 
as well as the positions of the legs relative to the body. Two 
Kalman filters are applied to the entire model to determine the 
state relative to the robots’ constituents. The first is used to 
determine the attitude of the body of the model. It utilizes a 
gyroscope and the control torque applied during stance. The 
second is a sensor fusion Kalman filter utilizing an 
accelerometer and gyroscope on the pivot points of the leg.  
II. SIMULATED MODEL
The model created in VREP originally based on Raibert 
planar biped [10]. The model consists a rectangular main body, 
with two actuated hip joints, which connect to telescopic legs 
(Fig. 1). The legs act as a passive spring/dampers during 
compression, and are capable of applying a thrust force. The 
robot is attached to a spherical joint at the hip by a 5m massless 
boom (Fig. 1). This eliminates 3DOF from the model, its yaw, 
roll and lateral movement. The feet consist of spheres and have 
perfect friction with the ground (μ = 1). 
TABLE I. SYMBOLS AND DESCRIPTIONS 
Symbol Description 
ߠ Leg angle relative to body vertical 
߮ Body angle with respect to horizontal 
߮d Desired body angle 
r Leg length at equilibrium 
z Body height from contact surface 
x Body position on track 
ẋ Body velocity 
ẋd Desired body velocity 
xr Foot distance from body CoG 
MB Mass of body 
ML Mass of leg 
IB Body mass moment of inertia 
g Gravity 
Tst Time of Stance 
KL Spring constant of leg 
߬ Control torque of active hip 
The simulation used Open Dynamics Engine as its physics 
engine due to its accuracy modelling spring damper systems. 
The main control loop is implemented directly in VREP via a 
child script. The running motion of the robot can be described in 
5 phases: flight, touchdown, compression, thrust and takeoff. 
The main working principle behind the speed control is foot 
placement. Because the leg acts as a spring-damper, the time of 
the stance phase (compression and thrust) can be approximated 
by: 
௦ܶ௧ ൌ 	 గఠ ൌ 	ߨට
ெಳା	ெಽ
௄ಽ     (1) 

Figure 1.  Biped model assembly.
Figure 2.  Foot placement effects and free body diagram.
Foot placement has a direct effect on the resultant velocity at 
takeoff. If the foot is placed directly at the halfway point 
throughout the stance (neutral point), the stance phase is 
symmetric and the takeoff velocity is the same as the touchdown. 
ݔ௙଴ ൌ 	 ௫ሶ ೞ்೟ଶ (2) 
Any deviation from the neutral point results in a non-zero 
horizontal acceleration. Placing the foot before the neutral point 
results in acceleration, as more of the vertical velocity is 
converted to horizontal, and vice versa (Fig. 2). To accelerate to 
a desired speed, proportional control is used.  
Therefore, the algorithm for foot placement and the 
corresponding hip angle is: 
ݔ௙ ൌ 	 ௫ሶ ೞ்೟ଶ ൅	݇௫ሶ ሺݔሶ െ ݔௗሶ ሻ  (3) 
ߛௗ ൌ ∅ െ ݏ݅݊	ିଵ ቀ௫ሶ ೞ்೟ଶ ൅	
௞ ሶೣ ሺ௫ሶି௫೏ሶ ሻ
௥ ቁ  (4) 
Body attitude is maintained by applying a torque about the 
hip during the stance phase. Since angular momentum is 
conserved during flight, the friction between the foot and the 
ground provides an opportunity to correct the angular 
momentum of the entire system. To servo the body to a desired 
attitude, this control torque is applied: 
߬ ൌ 	െ݇௣ሺ߮ െ	߮ௗሻ 	െ ݇௩ሺ ሶ߮ ሻ (5) 
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where ݇௣ and ݇௩ are constants, 80 and 20 respectively. During 
the stance and flight phases, the idle leg mirrors the active leg to 
cancel out any angular momentum. 
III. BODY STATE ESTIMATION
The body angle of the robot is determined through a 
gyroscope and the applied control torque during stance phase. 
The gyroscope was simulated using a reference point where the 
Euler angles were read, and simulation noise was added. The 
control torque is an input based on the current body angle and 
angular velocity. These values were streamed from VREP in real 
time to MATLAB using a remote API. They were then filtered 
and streamed back into VREP to calculated the control inputs for 
the next time step. The true angle and angular velocity of the 
body were also streamed to MATLAB for comparison. 
TABLE II. SIMULATION PARAMETERS 
A. Estimation Methods
Three methods were used to estimate the angle of the body.
The angle was estimated just from the gyroscope measurement 
of the angular velocity. 
߮௜ ൌ 	߮௜ିଵ ൅ ݐ߮పሶ   (6) 
The body angle was also calculated using the input torque 
applied during the stance phase to correct the body angle. 
߮௜ ൌ 	߮௜ିଵ ൅ ݐ߮పሶ ൅ 	 ఛଶூ ݐଶ      (7) 
The body angle was also estimated using a Kalman filter. 
ቂ߮ሶ߮ ቃ ൌ 	 ቂ1 ݐ0 1ቃ ቂ
߮
ሶ߮ ቃ ൅	ቈ
௧మ
ଶூ
ݐ ܫ⁄
቉ ቂ߬߬ቃ  (8) 
ܥ ൌ 	 ቂ1 00 1ቃ        (9) 
Measurement and system noise were then added to the 
system to simulate real world conditions. These values were 
assumed to be Gaussian and white. These values were 
approximated, and it was assumed most of the noise would stem 
from the sensors, so the system noise was several orders of 
magnitude less than the measurement noise. 
B. Results
Figure 4. Body gyro data without Gaussian noise. 
Parameter Value Description 
t 0.001 Simulation time step, in sec 
I 4.708e-02 Body mass moment of inertia 
߶d 0 Desired body angle, in rad 
r 0.5575 Leg length uncompressed 
ẋd 2 Desired body velocity, in m/s 
MB 9.246 Mass of body, in kg 
ML 0.478 Mass of leg, in kg 
Tst 0.178 Time of Stance, in sec 
KL 2700 Spring constant of leg, in N/m 
Figure 3.   True and estimated body angle.
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Figure 5. Body gyro data with Gaussian noise. 
Figure 6. Position and angular velocity state error covariance. 
TABLE III. ROOT MEAN SQUARE ERROR RESULTS 
The KF performed the best with an RMSE approximately 
five times lower than that of the gyroscope estimation alone, and 
2.5 times lower than that of the gyroscope and the torque 
estimation. As per the position estimation results, the gyroscope 
estimation drifts over time, while the combined estimation 
overshoots the extreme tilt angles. The KF accurately accounts 
for these deviations and best represents the true angle of the 
body. Although the Kalman filter is able to filter out most of the 
noise in the angular velocity estimation, it does seem to have a 
bias.  This may be due to the Kalman filter counteracting the bias 
of the gyroscope, as the state error covariance of both the 
position and the velocity converge quickly over time. The 
estimated state of the body was streamed back into the VREP 
simulation to predict the next control outputs, and the robot 
performed just as well as if reading the true states, running at its 
desired speed of 2m/s with a deviation of 0.2m/s. 
IV. LEG STATE ESTIMATION
The state estimation of the leg consists of a sensor fusion 
between an accelerometer and gyroscope located at the hip joint 
of the model. The virtual accelerometer consists of a reference 
mass attached to a force sensor. These values were streamed 
from VREP in real time to MATLAB using a remote API. They 
were then filtered and streamed back into VREP to calculated 
the control inputs for the next time step. The true angle and 
angular velocity of the leg were also streamed to MATLAB for 
comparison. 
A. Estimation Methods
Due to the impact forces of touchdown and the rising and
falling motion of the model, the calculated accelerometer angle 
of the leg is very noisy and very biased during the stance phase 
(Fig. 7). The signal is processed through two corrective 
algorithms before it is filtered to provide better estimations. The 
first one uses accelerometer data from the body rather than the 
leg. Because the body of the biped remains relatively level (±5 
deg) compared to the sweep range of the leg (±40 deg), the 
calculated accelerometer angle of the body is subtracted from 
that of the leg to correct for the rising and falling motion of the 
model. The data is then corrected for the large spikes occurring 
during touchdown (Fig. 8). The angle of the leg was estimated 
using two filters, a complimentary and a Kalman. The 
complementary filter combined the calculated angle from the 
gyroscope sensor and the accelerometer sensor. 
ߠ௖௢௠௣ ൌ 	ߙ൫ߠ௚௬௥௢൯ ൅ ሺ1 െ 	ߙሻሺߠ௔௖௖௘௟ሻ, ߙ ൌ 0.9    (10) 
The state of the leg was also estimated using a Kalman filter. 
Measurement and system noise were then added to the system to 
simulate real world conditions. These values were assumed to be 
Gaussian and white. These values were approximated, and it was 
assumed most of the noise would stem from the sensors, so the 
system noise was several orders of magnitude less than the 
measurement noise. 
ቂߠߠሶቃ ൌ 	 ቂ
1 ݐ
0 1ቃ ቂ
߮
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ଷ	
௧మ
ଶ
௧మ
ଶ ݐ
቏	 , ܴ ൌ 	 ቂ10ିସ 00 10ିଵቃ (12) 
B. Results
As seen in the results (Fig. 10 & 11), the KF outperformed
the complementary filter, with an RMSE less than half that of 
the complementary (Table IV). The complementary performed 
fairly well, however after a certain time the gyroscopic drift had 
too large of an effect on the estimation. The Kalman filter was 
able to filter out much of the noise from the accelerometer 
reading (Fig. 10). While the position tracking estimation was 
smooth, very little of the velocity estimation noise was filtered 
out. This is primarily due to the low measurement noise 
covariance applied to the gyroscope data, and a large noise 
covariance applied to the accelerometer. The estimated state of 
the active leg was streamed back into the VREP simulation to 
predict the next control outputs in real time. The robot performed 
just as well as if reading the true states, running at its desired 
speed of 2m/s with a deviation of 0.2m/s.  
Gyroscope 
Angle 
Estimation (rad2) 
Gyro + Torque 
Angle Estimation 
(rad2) 
Kalman Filter 
Angle Estimation 
(rad2) 
RMSE 0.0393433 0.0184116 0.0071413 
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Figure 7. Raw accelerometer data from leg. 
Figure 8. Filtered accelerometer data from leg. 
Figure 9.   State error covariance of leg estimation. 
TABLE IV. ROOT MEAN SQUARE ERROR RESULTS 
V. CONCLUSIONS
 Experimentation showed that the implementation of a 
Kalman filter is very effective at estimating of the states of the 
model. The Kalman filter worked best when the system was 
linear and known. The system matrix has the largest effect on 
the performance of the Kalman filter.  Despite the challenges of 
predicting the overall state of the model, it has been 
demonstrated that it is possible to use Kalman filtering 
techniques to estimate the state of this model just using sensor 
data, allowing for a physical implementation. 
VI. FUTURE WORK
While the Kalman estimations for the states of the body and 
the legs were very successful, the state estimation of the entire 
model did not yield desirable results. Linearized state equations 
for the stance phase would be very useful in improving the 
filters, and allowing the implementation of an EKF and IMM-
EKF strategy. Although the simulated model is easier to work 
with, a physical model would be the next step in experimentally 
tuning these filters. Ideally, one large filter would predict the 
changing center of gravity and hybrid dynamics would be state 
of the entire system, however the equations integrating highly 
complex. Finally, this system lends itself to a neural net 
configuration. Applying a Kalman filter to adaptively train the 
neural net may yield a very successful control strategy. 
Complementary Filter 
Angle Estimation (rad2) 
Kalman Filter Angle 
Estimation (rad2) 
RMSE 0.0562632 0.0276804 
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Figure 10. Position estimation results for leg angle. 
Figure 11. Position tracking error for leg angle estimation. 
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Abstract—In this paper, a new model in augmented state space 
allowing for faster prediction of hydrogen peroxide decay rates 
is proposed. This information is important for the development 
of new hydrogen peroxide solutions used to fight pathogens and 
harmful germs. The well-known Kalman filter and the 
unscented Kalman filter are applied on developed mathematical 
models and experimental measurements. The results are 
compared and discussed. 
Keywords—Hydrogen peroxide; unscented Kalman filter; 
interacting multiple models 
I.  INTRODUCTION 
Virox Technologies Inc. (Oakville, Ontario) specializes in 
the development of innovative cleaning and disinfection 
technologies based on hydrogen peroxide as the active 
ingredient. Hydrogen peroxide is an optimal ingredient for use 
in disinfectant formulations as it has a wide spectrum of 
antimicrobial efficacy, has a highly preferred environmental 
profile, and does not leave toxic residues on surfaces upon 
application (i.e., it breaks down to water and oxygen). More 
specifically, Virox Technologies Inc. is an industry leader in 
innovating peroxide based antimicrobial formulations wherein 
very low concentrations of hydrogen peroxide (less than 1%) is 
synergistically made to be highly effective against pathogenic 
organisms. This selective acceleration of hydrogen peroxide’s 
activity against pathogens has been possible by blending 
hydrogen peroxide with specific types and amounts of readily 
available and safe inert ingredients; such as anionic surfactants, 
cyclic carboxylic acids, and more. The innovative discoveries on 
synergistic mixtures of hydrogen peroxide at low concentrations 
with the select inert additives has led to development of the 
multi-patented accelerated hydrogen peroxide (AHP) 
technology platform. Today, products based on the AHP 
technology platform are found in over 60 countries worldwide, 
and in about 75% of Canadian healthcare institutions. 
Experiments performed at Virox have shown that collecting 
statistically significant data regarding hydrogen peroxide decay 
requires weeks of incubation time.  The need of an accelerated 
degradation method is required to speed up the determination of 
hydrogen peroxide lifetime. This paper suggests a hypothetical 
setup using estimation strategies that predict two parameters: 
temperature variation, and hydrogen peroxide concentration. 
State and parameter estimation theory is an important field 
in mechanical and electrical engineering. The strategies are used 
to predict, estimate, or smooth out important system state and 
parameters [1, 2]. The Kalman filter (KF) is the most popular 
estimation strategy, and yields a statistically optimal solution to 
the linear estimation problem [3]. The goal of the KF is to 
minimize the state error covariance, which is a measure of the 
estimation accuracy and is defined as the expectation of the state 
error squared [4]. The state error is defined as the difference 
between the true state value and the estimation state value. 
Although the KF yields a solution for linear estimation 
problems, it is based on a few strict assumptions: the system and 
measurement models must be known, the noise distribution is 
Gaussian, and the behavior is linear [5, 6]. If any of these 
assumptions are not held by the actual system, then the KF may 
yield inaccurate or unstable estimation results [7]. A popular 
nonlinear form of the Kalman filter is the unscented Kalman 
filter (UKF). It utilizes statistics to approximate the nonlinear 
probability density function (PDF) [8]. 
For the experiments performed in this paper, the following 
assumptions have been made: (1) reactions are first order only.  
In the event that this is not the case, one can still consider 
reactions as pseudo-first order but with a different reaction 
constant kobs(t) [9]; and, (2) the loss of hydrogen peroxide is 
independent on the concentration when the concentration is low.  
This applies to the experiments in this paper due to the fact that 
hydrogen peroxide concentrations were relatively low, ranging 
between 0.5% to 2% of total solution weight. The experimental 
data is described in Section 2, the methods and analysis are 
described in Section 3, the results are found in Section 4, and the 
papers is then concluded. 
II. EXPERIMENTAL DATA
Experimental data was obtained within the facilities at Virox 
and averaged in order to determine initial reaction constant and 
variances that needed to be fed into matrix R, the measurement 
noise covariance. A summary of data is available in Tables I 
through III. 
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Based on this data, it is sufficient to determine the reaction 
constant ݇ , activation energy ܧ a (also known as the enthalpy 
of decomposition), and the initial parameter A0 which come into 
the Arhenius equation in (1). In (1), ܴ  is the universal gas 
constant and ܶ is the temperature. 
 ݇ሾܪଶܱଶሿ ൌ ܣ଴expሺ–ܧܽ/ܴܶሻ 
In order to determine k, one linearly fits the natural log of 
peroxide loss over time via following relationship: 
lnሾܥሺݐሻ/ܥ0ሿ ൌ– ݇ሾܪ2ܱ2ሿݐ   (2) 
where C(t) and C0 are the concentrations of the current and initial 
time steps respectively. Analogously, one fits reciprocal 
temperature to natural log of k to determine Ea and A0: 
 ሺ– ܧܽ/ܴܶሻ ൅ lnሺܣ0ሻ ൌ lnሺ݇ሺܶሻሻ   (3) 
Plots of the curve fitting described by (2) and (3) are shown 
in Fig. 1 and 2.   
TABLE I.  PERCENT LOSS OF H2O2 AT 50°C 
Time   
(Hr) 
pH = 2 pH = 3 pH = 4 pH = 5 
% 
Loss 
Err
or 
% 
Loss 
Err
or 
% 
Loss 
Err
or 
% 
Loss 
Err
or 
120 0.16 0.27 0.00 0.00 0.02 0.03 0.00 0.00 
240 1.43 0.55 0.00 0.00 0.49 0.47 0.06 0.10 
360 2.92 1.06 0.06 0.08 0.47 0.41 0.21 0.27 
TABLE II. PERCENT LOSS OF H2O2 AT 54°C 
Time   
(Hr) 
pH = 2 pH = 3 pH = 4 pH = 5 
% 
Loss 
Err
or 
% 
Loss 
Err
or 
% 
Loss 
Err
or 
% 
Loss 
Err
or 
120 1.37 0.70 0.07 0.07 0.03 0.04 0.00 0.00 
240 2.41 0.85 0.35 0.60 0.51 0.51 0.04 0.03 
360 2.97 0.95 0.21 0.36 0.24 0.41 0.00 0.00 
TABLE III. PERCENT LOSS OF H2O2 AT 70°C 
Time   
(Hr) 
pH = 2 pH = 3 pH = 4 pH = 5 
% 
Loss 
Err
or 
% 
Loss 
Err
or 
% 
Loss 
Err
or 
% 
Loss 
Err
or 
120 1.680 1.94 0.03 0.06 0.03 0.05 0.00 0.00 
240 7.85 1.29 0.07 0.07 0.00 0.00 0.12 0.21 
360 10.98 1.05 0.30 0.52 0.71 0.72 0.04 0.07 
Figure 1.  Linear fit of (2). 
Figure 2.  Linear fit of (3). 
Both of these fits from Fig. 1 and 2 can provide all required 
ingredients for the determination of ݇. The constants have been 
determined as follows: 
Ea = 70 kJ ൈ	mol-1 
A0 = 0.4 ൈ 105.8 min-1 
k = 1.45 ൈ 10-6 min-1 at 50°C 
The obtained values are within reasonable agreement with 
results published elsewhere for aqueous solutions, keeping in 
mind the pH levels in this study [10]. Additionally, analysis of ݇ 
constants was performed on various pH levels. Results are 
depicted in Fig. 3.  As there are only 4 points, there is no clear 
relationship between ݇  and pH. Therefore, it will be 
omitted in calculations. 
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Figure 3.  K at various pH Levels. 
III. METHODS AND ANALYSIS
A. Linear System of Equations 
The augmented state space system is based on three 
variables, c - concentration, T - temperature, and k - reaction 
rate constant.  The discretized augmented state space system is 
written as: 
,        (4) 
where Δt is sampling time (200 minutes). Initial conditions for 
all simulations are shown in (5). 
     (5) 
B. Determination of Q and R matrices  
In most cases, only c and T are measurable during 
experiments. Thus, H, or measurement matrix, is 
written as: 
     (6) 
Additionally, the noise covariance matrices ܳ (system noise) 
and ܴ  (measurement noise) are required to run any type of 
Kalman filter. The determination of ܴ is straightforward and it 
is obtained through experimental setup. For this study, it is 
determined to be: 
     (7) 
The determination of the Q matrix is usually the trickiest part 
of Kalman filtering.  Matrix elements of Q are treated as tunable 
parameters which are determined based on the uncertainties that 
may arise in a system. With this experiment, these uncertainties 
might be temperature and humidity variations. Additionally, for 
the augmented state space system, matters become more 
complicated due to the fact that the augmented part of the 
system, shown below: 
    (8) 
This becomes a Wiener process with unbounded variance shown 
in (9).  One solution to this problem is to set variances wT, wK to 
zero. However, doing so would change the controllability 
of the system.  
       (9) 
There is another way, however, to keep variances nonzero 
while having bounded covariances of augmented state variables. 
This is described in [2], and the procedure is as follows: 
 Choose matrix elements of Q to be a few percent of
estimated values
 Run simulations for true and Kalman estimated systems
 Calculate variances of simulated variables
 Adjust matrix elements of Q such that (10) is satisfied
      (10) 
The procedure from [3] was adopted and the resulting Q 
matrix was determined to be: 
     (11) 
C.  System Setup and Kalman Estimators 
The estimators used in this study were the Kalman filter 
(KF), unscented Kalman filter (UKF), and the interacting 
multiple model (IMM) setup based on the KF and the UKF. For 
the IMM algorithm, (12) was used as the probability transition 
matrix: 
       (12) 
Temperature profiles were treated as unknown parameters 
fed into the Kalman estimators. The main objective was to assess 
the accuracy of predicted reaction rate constants compared to 
their true counterparts. 
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IV. RESULTS
A.  Profiles with Rising Temperatures 
Rising temperature profiles were simulated through raising 
the temperature by a certain amount at ݌ܪ ൌ 2 as demonstrated 
in Fig. 4, Fig. 5, and Fig. 6.  The three state variables (Peroxide 
concentration, temperature, and k-constant) are shown in each 
of these figures, along with the KF, UKF, and IMM results.  The 
probabilities (Mu) of the IMM system being in the KF or UKF 
mode are also shown.  
Figure 4.  Temperature profile with a 50°C change. 
Figure 5.  Temperature profile with a 5°C change, late onset. 
Figure 6.  Temperature profile with a 5°C change, early onset. 
It is interesting to note that in the case of large temperature 
change, neither one of the Kalman estimators provided correct 
values of k. At lower changes in temperature and based on the 
root mean square errors (RMSE) seen in Tables IV and V, one 
can see that the IMM and the UKF are similar in accuracy. The 
plain KF is unable to estimate the non-linear k constant of the 
system. 
TABLE IV.  RMSE’S FOR TEMPERATURE PROFILE WITH A 5°C CHANGE, 
LATE ONSET 
System States Estimator RSME KF UKF IMM 
Concentration 
(M) 
8.64662×10-5 8.60678×10-5 8.41062×10-5 
Temperature 
(K) 
5.25555×10-1 1.41209×10-1 7.67782×10-2 
K Constant 
(min-1) 
5.85417×10-7 1.60082×10-7 6.5447×10-8 
TABLE V. RMSE’S FOR TEMPERATURE PROFILE WITH A 5°C CHANGE, 
EARLY ONSET 
System States Estimator RSME KF UKF IMM 
Concentration 
(M) 
8.14059×10-5 8.15825×10-5 7.98528×10-5 
Temperature 
(K) 
5.26052×10-1 1.401×10-1 7.6568×10-2 
K Constant 
(min-1) 
5.84784×10-7 1.09314×10-7 6.8593×10-8 
B.  Profiles with Random Temperature Changes 
Experimental setup remains the same as described in the 
preceding section, but here the temperature profiles have 
random temperature variations to simulate hydrogen peroxide 
products being used and stored under real world conditions.  
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The simulation results are shown in Fig. 7 through Fig. 9 and 
Tables VI through VIII.   
Figure 7.  First profile with random temperature variation. 
Figure 8.  Second profile with random temperature variation. 
Figure 9.  Third profile with random temperature variation. 
TABLE VI.  RMSE’S FOR FIRST PROFILE WITH RANDOM TEMPERATURE 
VARIATION 
System States Estimator RSME KF UKF IMM 
Concentration 
(M) 
8.60051×10-5 8.54607×10-5 8.3524×10-5 
Temperature 
(K) 
1.02656 1.51515×10-1 9.73733×10-2 
K Constant 
(min-1) 
1.34067×10-7 1.29145×10-7 1.71801×10-7 
TABLE VII.  RMSE’S FOR SECOND PROFILE WITH RANDOM TEMPERATURE 
VARIATION 
System States Estimator RSME KF UKF IMM 
Concentration 
(M) 
1.74623×10-4 2.27619×10-4 2.25101×10-4 
Temperature 
(K) 
4.55449 6.321×10-1 6.21528×10-1 
K Constant 
(min-1) 
1.29936×10-6 2.91613×10-7 6.26771×10-7 
TABLE VIII.  RMSE’S FOR THIRD PROFILE WITH RANDOM TEMPERATURE 
VARIATION 
System States Estimator RSME KF UKF IMM 
Concentration 
(M) 
8.13347×10-5 8.34285×10-5 8.16195×10-5 
Temperature 
(K) 
4.56238×10-1 1.47175×10-1 8.8286×10-2 
K Constant 
(min-1) 
1.34067×10-7 1.29145×10-7 1.71801×10-7 
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Based on Fig. 7 through Fig. 9 and Tables VI through VIII, 
one can see that the general trend is preserved.  The UKF and 
IMM do the best job at predicting the reaction constant ݇, in 
terms of state estimation error. Additionally, the probability of 
switching between KF and UKF modes are more pronounced 
during large temperature variations. This indicates the 
robustness of IMM predictions with respect to random 
temperature spikes. 
V. CONCLUSION 
This paper proposes a new augmented state space model for 
faster prediction of hydrogen peroxide decay under any user-
defined temperature profile. It was shown that the best state 
estimation accuracy was achieved by the UKF and IMM 
methods. Additionally, it was shown that for the IMM and UKF 
to have the best accuracy, low temperature changes and shorter 
durations of particular temperature variations are required. In 
terms of future work, more temperature profiles will be tested, 
and the pH level will be incorporated into the model. As the 
team was unable to find equations that relate the pH level to the 
rate of reaction, the effects of pH level would have to be 
incorporated through experimental data. The team will utilize a 
small set of experimental data with combined estimation and 
deep learning algorithms to create a more comprehensive model 
in the future. 
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Abstract—This paper presents an online tuning rule-based 
adaptive control algorithm to control DC motor speed. For 
this, a method of recursive least squares with forgetting was 
proposed to approximate the relation between single input 
(voltage) and single output (angular speed) of the DC motor 
system as a first order differential equation. Using this 
approximated first order system and Lyapunov method-based 
disturbance observer with the online turning rule, a voltage 
input of the DC motor was generated to track a desired value 
of rotational speed of the motor. A performance evaluation of 
the proposed algorithm was conducted in the 
MATLAB/Simulink environment. The results show that the 
designed algorithm enables to track the reference speed 
successfully using only a single input and a single output of 
DC motor system. 
Keywords- Lyapunov direct method; recursive least squares; single 
input single output; disturbance observer; DC motor system 
I.  INTRODUCTION 
 Modeling of dynamics in many systems including the DC 
motor is crucial for the purpose of dynamic analysis and 
control. However, the actual DC system has uncertainties, 
which cause a modeling error and thus have a negative effect 
on control performance. To deal with this issues, there are 
several existent studies to control the DC motor system that 
have been mainly based on model basis control approaches. 
 Ali et al. presented a model-based adaptive PID controller for 
the DC motor. The presented controller was able to secure 
robust and optimized control performance despite parameter 
variation and uncertainties [1]. Dursun and Durdu, proposed a 
speed control algorithm in the DC motor using a sliding mode 
observer that has been widely adopted in various industry 
control applications with uncertainties [2]. In addition, Meena 
and Bhushan suggested a DC motor speed control algorithm 
using fuzzy logic techniques [3]. In their study, a comparative 
analysis of the developed controller’s performance with the 
PID control was conducted. The above studies require a 
mathematical model or knowledge of the systems to predict its 
dynamic behaviors and to derive an optimal input for 
successful control. However, it is hard to derive an accurate 
mathematical model (or obtain knowledge) for an optimal 
control in the actual system due to its nonlinearity and 
complexity. To address this issue, Xue et al. investigated a 
fractional order PID controller for a position servomechanism 
control system that dealt with actuator saturation and shaft 
torsional flexibility [4]. For an actual implementation, a 
modified approximation method was introduced in their study 
where some fixed parameters for the approximation were 
defined for the target system. However, the parameters need to 
be tuned whenever the target system is changed. 
 To overcome the above limitation, this study proposes a 
controller design method based on a model approximation that 
does not require parameters of the target system. In the method, 
an adaptive speed control algorithm with the online tuning was 
developed to control the DC motor speed using only single 
input (voltage) and single output (angular speed) of an 
approximated mathematical model (first order system). Also, 
this study introduces a disturbance observer using the 
Lyapunov direct method [5] that was designed to estimate 
disturbance.  
 The remainder of this paper is organized as follows. Section 2 
provides a description of control concept. Section 3 describes 
the online tuning rule-based speed control algorithm. Section 4 
provides a simulation-based performance evaluation results. 
Finally, Section 5 concludes the paper.  
II. CONCEPT OF CONTROL ALGORITHM
 A control algorithm proposed in this study was designed based 
on an approximated mathematical model that was assumed to 
have no restoring force due to frictional force existent in the 
actual system and thus can be finally considered as a damped 
first order system (Eq. (3)). 
 In the typical mechanical second order system, its dynamics 
can be expressed by the following equation. 
 mx cx kx f u      
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where m, c, k represent mass, damping coefficient, and 
stiffness, respectively. x, u, f are the state variable, input and 
frictional term. If the stiffness k can be assumed to have zero 
(no restoring force due to frictional force), the above equation 
can be arranged by Eq. (2) as follows. 
 1c fx x u
m m m
     
 Since Eq. (2) does not include k (restoring force) and thus it 
can be considered to be in a neutral equilibrium state. Then Eq. 
(2) can be rewritten as Eq. (3) by replacing  x  by y , which 
becomes a first order system. 
 1c fy y u
m m m
    
 Since conditions of the first order damped system could be 
changed by various factors such as temperature, operating 
points, etc., the recursive least squares (RLS) was employed in 
this study to deal with an adaptive approximation of the 
damped system. Detailed explanation is provided in Section 3.  
III. ONLINE TUNING RULE BASED SPEED CONTROL 
ALGORITHM
A. RLS with forggeting based approximation 
 For the adaptive approximation of damped system based on 
current input and output data, the RLS with forgetting method 
was applied. The first order differential equation used for this 
approximation is expressed in Eq. (4). 
 ay ay u   
where y is the system output that is controlled by the input 
( au ). a is a time-varying parameter that represents the
characteristic of the first order differential equation (4). To 
estimate the parameter a adaptively using the system input and 
output, au y  , y  and a  are defined as the output for the 
RLS ( ry ), regressor ( ), and estimate (ˆ ), respectively. Fig. 
2 shows a model schematic for the applied RLS with 
forgetting. 
Figure 1.  Model schematic for the RLS with forgetting 
 The following equations were used to compute the optimal 
gain ( L ), and covariance( P ), and estimate (ˆ ) that minimize 
the cost function ( rJ ) with  forgetting factor ( ) in Eq. (8).
  1 , 1ˆ ˆ ˆk k k r k k kL y       
 11 1( )Tk k k k k kL P P       
 1( ) /Tk k k kP I L P     
 2
1
1ˆ ˆ( , ) ( ( ) ( ) )
2
k
k i
r k r k
i
J k y i i  

   
B. Disturbance observer 
 The role of the Lyapunov method-based disturbance observer 
[5] adopted in the study is to estimate the disturbance that is a 
main source of modeling error between the approximately 
modeled damped system and actual one. The disturbance (d) in 
the approximated first order equation is shown in the (9). 
 ˆy ay u d     
 The used disturbance observer requires two stages of pre-
correction and estimation correction with the Lyapunov 
method. The following equation shows the disturbance 
observer’s dynamics. 
  ˆ ˆy y d de ae e K y y      
where ye , de , and dK  represents the output error, 
disturbance error, and observer gain, respectively. 
C. Lyapunov direct method based control input 
 The Lyapunov candidate function (J) defined for control input 
is as follows. 
 21
2
J e  
where e represents the error ( dese y y  ). 
 Using Eq. (12) below, a proper control input is derived so that 
the value of derivative of J is always negative. 
    
 2
des des
des
dJ
ee y y y y
dt
W y y
   
  
  
 
where W  is the positive weighting factor that represents a 
change rate in the Lyapunov candidate function. Based on Eq. 
Recursive least squares
with forgetting
, , ay y u aˆ
Output
Derivative of output
Input
Estimate
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(9) and (12), The proper control input, pu  that minimizes J in 
Eq. (11) is derived as follows. 
 ˆˆ( )p des des desu y Wy a W y d      
 The derived proper input can enable the output ( y ) to track its 
desired output ( desy ). The derivative of the desired output
( desy ) was estimated  using a linear Kalman filter.
D. Online tuning rule 
 To cover the issue of degradation of control performance due 
to disturbance, the online tuning rule for W  with the error 
defined in Eq. (11) was utilized as shown in Eq. (14). While 
W  has a relatively large value in case of a large value of error, 
W has a relatively smaller value in the opposite case. 
 2w wW m e n   
where wm  and wn  are coefficients with negative values. 
Figure 2 shows the tuning rule in the W  and e  plane. 
Figure 2.  Model schematics for simulation model 
IV. SIMULATION BASED PERFORMANCE EVALUATION
 Simulation was conducted to evaluate the designed 
controller’s performance with a mathematical model of DC 
servo motor in the MATLAB/Simulink environment. Figure 3 
shows a model schematic for the control performance 
evaluation. 
Figure 3.  Model schematic for the control peformance evaluation 
 Figure 4 shows a typical circuit diagram of DC servo motor 
used in this study for the performance evaluation. 
Figure 4.  Circuit diagram of DC servo motor 
In the figure, R , L ,  , i , v , emfv , J  represent the 
resistance, inductance, angular velocity, current, input voltage, 
counter electromotive force, and rotational inertia, respectively. 
Mathematical models of DC servo motor used for the 
performance evaluation are given in the following equations. 
 Kdi v R i
dt L L L
    
 Kd bi
dt J J
    
where K  represents the electromagnetic field constant. Based 
on the (15) and (16), the relationship between input (voltage, 
v ) and output (angular speed,  ) can be rewritten as follows. 

2K K L Kb di
v
JR J JR dt JR
                     
  
 Using the RLS-based approximation method, the DC motor 
system model was approximated as shown in Fig. (1) and (3). 
Based on the approximated model and Lyapunov direct method 
in Eq. (13) and (14), a proper voltage input for DC motor speed 
control was derived. Table 1 shows parameter values used for 
the simulation-based evaluation.  
TABLE I.  THE PARAMETER VALUES FOR SIMULATION-BASED 
EVALUATION 
Division Unit Value 
Lambda ( ) - 0.99 
R   2 
L  H 0.1 
b  /Nms rad 0.01 
J 2kgm 0.1 
K - 0.3 
wm - 0.7 
W
de y y wn
2
w wW m e n 
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Division Unit Value 
wn  - -10 
constantW - -10 
 The performance of adaptive controller with the online tuning 
rule was compared with one with a constant weighting factor. 
Figs. 5-8 describes the evaluation results.  
Figure 5.  Evaluation results: output 
Figure 6.  Evaluation results: output error 
Figure 7.  Evaluation results: estimated a 
Figure 8.  Evaluation results: voltage input 
 As seen in Figs. 5-6 and the Table 2 that shows the RMS 
values of output errors, the controller with the online tuning 
rule has smaller error than one with a constant weighting 
factor. However, the output y in the online tuning rule-based 
control algorithm shows more oscillations compared to one 
with a constant weighting factor in the early stage of the 
simulation. Also, there are steady state output errors in both 
cases (Fig. 6). Oscillations in the estimated a in both cases are 
found in Fig. 7, which are associated with oscillation of the 
desired output yd. A shown in Fig. 8, there is no significant 
difference in the value of input voltage between both cases 
during the simulation time except for the beginning (i.e., 
transient state). 
Table 2. RMS values of output errors 
Division Unit RMS value  (Output error) 
Without tuning rule
(With a constant weighting factor) 
deg/s 7.69 
With online tuning rule deg/s 5.29 
V. CONCLUSION 
In this study, the online tuning rule-based adaptive control 
algorithm was developed for controlling the DC motor system 
with single input (voltage) and single output (angular speed). 
For this, the approximated first order system and Lyapunov 
method-based disturbance observer with the online turning rule 
were utilized to design the control algorithms with the 
MATLAB/Simulink tool. The simulation results show that the 
system output with the designed controller accurately tracks the 
desired output. In addition, the RMS value of the output errors 
in the designed controller is smaller than the controller without 
tuning rule (i.e., constant weighting factor). However, both 
cases show oscillations at the beginning of simulation and 
steady state output errors. Therefore, a further study is required 
to improve the control performance to cope with this issue. It is 
expected that the proposed adaptive controller can be used as 
an alternative solution for the DC motor speed control in the 
related industrial applications.  
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[de
g/s
]
184
[1] A. Ali, E. Tayeb, and B. Mohd, "Adaptive PID controller for DC motor 
speed control," Inter. J. Eng. Inventions, vol. 1, no. 5, pp. 26-30, 2012.
[2] E. Dursun and A. Durdu, "Speed control of a DC motors with variable 
load using sliding mode control," Inter. J. Compu. Elec. Eng., vol. 8, no. 
3, pp. 219-226, 2016. doi: 10.17706/IJCEE.2016.8.3.219-226.
[3] P. Meena and B. Bhushan, "Simulation for position control of dc motor 
using fuzzy logic," Inter. J. Electron. Electri. Compu. System, vol. 6, no. 6, 
pp. 188-191, 2017. 
[4] D. Xue, C. Zhao, and Y. Chen, "Fractional order PID control of a 
DCmotor with elastic shaft: A case study," Proc. Am. Control Conf., 
Minneapolis, Minnesota, USA, June 14- 16, pp. 3182-3187, 2006. 
doi: 10.1109/ACC.2006.1657207.
[5] C. Liu and H. Peng, "Disturbance observer based tracking control," 
J. Dyn. Syst., Meas., Control, vol. 122, pp. 332-335, 2000. 
doi: 10.1115/1.482459.
REFERENCES
185
Modeling of Structural and Environmental Effects on 
Microelectromechanical (MEMS) Vibratory Gyroscopes 
Md. Imrul Kaes, D.S-K Ting, Mohammed Jalal Ahamed 
Micro/Nano-Mechatronics Laboratory, Mechanical, Automotive & Material Engineering 
University of Windsor, Windsor, ON, Canada 
Email: jahamed@uwindsor.ca  
Abstract— 
In this paper we investigate the effects of stiffness, damping and 
temperature on the performance of a MEMS vibratory 
gyroscope. The stiffness and damping parameters are chosen 
because they can be appropriately designed to synchronize the 
drive and sense mode resonance to enhance the sensitivity and 
stability of MEMS gyroscope. Our results show that increasing 
the drive axis stiffness by 50% reduces the sense mode 
amplitude by ~27% and augments the resonance frequency by 
~21%. The stiffness and damping are mildly sensitive to typical 
variations in operating temperature. The stiffness increases by 
1.25%, while the damping decreases by 3.81%, when the 
temperature is raised from 0C to 45C. Doubling the damping 
reduces the oscillation amplitude by 80%, but ~1% change in 
the frequency. The predicted effects of stiffness, damping and 
temperature can be utilized to design a gyroscope for the desired 
operating condition. 
Keywords- MEMS gyroscope, Resonator, Spring Stiffness 
Coefficient, Damping Coefficient, Temperature, Coriolis 
I.  INTRODUCTION 
Microelectromechanical systems (MEMS) based inertial 
sensors such as accelerometers and gyroscopes are the most 
commercially successful MEMS sensors to date. With the rapid 
advancement of semi-conductor based mass manufacturing, the 
cost, size and power consumption are continuously decreasing, 
enabling new applications in automotive, aerospace, biomedical 
and consumer electronics. MEMS vibratory gyroscopes are 
physical sensors that can detect and measure the angular motion 
of an object relative to an inertial frame of reference. MEMS 
vibratory sensors show promising vibration characteristics. 
Fabrication accuracies  are comparable to macro-scale high 
performance sensors [1]-[4]. A vibratory gyroscope uses a 
vibrating structure (proof mass) to determine the rate of rotation 
[5].  The vibrating proof mass tends to vibrate along the same 
plane even if its support rotates. The Coriolis Effect causes the 
object to exert a force on its support, and the rate of rotation can 
be determined from the exerted force. The energy is transferred 
from the vibrating drive axis to the sense axis through Coriolis 
force. The sense mode response detects the angular velocity. 
The sensing performance of the MEMS gyroscope can 
deteriorate because of the influence of time-varying parameters 
such as damping, cross stiffness, and environmental variations. 
They  generate a frequency of oscillation mismatch between the 
two vibrating axes [6]. Due to fabrication imperfections and 
environmental effects, true values of resonant frequencies 
deviate from their nominal values (which is known as frequency 
mismatching). These lead to considerable reduction in the 
sensitivity of the gyroscope. Therefore, it is necessary to design 
proper stiffness and damping for achieving a robust gyroscope. 
Figure 1. Schematic showing MEMS gyroscope model. 
Optimization of time varying system parameters for better 
performance can be achieved by iterative modelling and 
simulation procedure. Various modeling techniques, including 
finite element analysis (FEA) modeling, analytical modeling and 
simplified lumped parameter modeling are employed [7]. FEA 
based modeling are robust, flexible and accurate in solving the 
complete multi-physics problem. Additionally, it can be coupled 
with controllers and electronics for selecting an appropriate 
controller [8].  
Usually gyroscope displacement measurement varies under 
open loop scheme which can cause undesirable performance 
characteristics such as scale factor nonlinearity, limited dynamic 
range and narrow bandwidth [9]. In MEMS gyroscopes, 
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manufacturing imperfection and noises often exist which 
negatively influence the resolution and performance. Errors due 
to noise are inevitable in actual MEMS gyroscopes, and thus, the 
controller has to be  robust and effectively designed [10]. Post-
fabrication modeling of gyroscope using lumped-parameter 
techniques can shed light to the influence of system parameters, 
noise and environmental parameters on the gyro performance. 
This will allow iteration and design of a proper controller.  
In this paper, a lumped-parameter model for predicting the 
gyroscope performance with the influence of various system 
parameters such as stiffness, damping and environmental 
condition (temperature) is analyzed.  The results can be utilized 
to design a robust high performance gyroscope with efficient 
controller. 
II. MATHEMATICAL MODEL
In a vibratory gyroscope the main sensing element is the 
proof mass, which is suspended above the substrate by several 
flexible beams. The overall dynamic system is usually modeled 
as a 2 degrees-of-freedom (2-DOF) spring-mass-damper system, 
as shown in Figure 1. The proof mass is suspended on the 
substrate using four springs (Figure 1), the other end of the 
springs are anchored to the substrate. An electrostatic actuation 
is used to give an oscillatory motion to the proof mass in the 
drive axis. When the proof mass is subject to an angular velocity, 
energy is transferred from drive axis to sense axis, causing it to 
oscillate. The mechanism for sensing position and velocity of the 
proof mass along the sense axis is present. Constant velocity of 
the proof mass and changing angular velocity of gyroscope 
about the z-axis are assumed. The MEMS vibratory gyroscope 
model includes proof mass (m), drive axis displacement (x), the 
angular velocity input (Ωz), and sense axis displacement (y). 
According to Lagrange’s [11] equation, the dynamics of the 
gyroscope can be described by the equations of motion below 
[12]: 
m?̈?+dxx ?̇? + kxx x +kxy y + dxy ?̇? = ux + 2m Ωz ?̇?  (1) 
m?̈?+dyy ?̇?+ kyy y +kxy x + dxy ?̇? = uy+ 2m Ωz ?̇? (2) 
Manufacturing imperfections are translated mainly to the 
asymmetric spring and damping terms, kxy and dxy. The drive 
and sense axes spring and damping terms kxx, kyy, dxx and dyy 
are mostly known, but have small unknown variations from 
their nominal values. The proof mass can be determined 
accurately, and ux, uy are the control forces in the x and y 
directions. 
Dividing gyroscope dynamics by the reference mass, the 
following equation can be obtained [13]:  
𝑞 ∗̈  + ஽∗
௠
𝑞 ∗̇ + ௞ଵ∗
௠
q* +௞ଷ∗
௠
 + q*3
 = Ω*z q* + 𝑆 ∗̇  q* + 2S*𝑞 ∗̇  +u* (3) 
where 
q* =   ൤𝑥
∗
𝑦∗൨, u*=ቂ
𝑢௫∗
𝑢௬∗ቃ, d* =൤
𝑑௫∗ 𝑑௫௬∗
𝑑௫௬∗ 𝑑௬∗
൨, k1* =൤
𝑘௫∗ 𝑘௫௬∗
𝑘௫௬∗ 𝑘௬∗
൨, 
k3* =൤
𝑘௫య∗ 0
0 𝑘௬య∗
൨, S*=൤ 0 Ω௭
∗
−Ω௭∗ 0
൨ 
Angular rate variation may be considered to be negligible. The 
equations of motion of the gyroscope are normalized to 
generalize the model. The final non-dimensional equation is 
derived in terms of normalized time, t* = ω0 t. With this, 
dividing both sides of the equation by the reference frequency 
and length gives [13]: 
?̈?∗
𝑞଴
+
𝑑∗
𝑚𝜔଴
?̇?∗
𝑞଴
+
𝑘ଵ∗
𝑚𝜔଴ଶ
𝑞∗
𝑞଴
+
𝑘ଷ∗
𝑚𝜔଴ଶ
𝑞∗ଷ
𝑞଴ଷ
 =
Ω௭∗
𝜔଴ଶ
?̇?∗
𝑞଴
+ 2
𝑆∗
𝜔଴
?̇?∗
𝑞଴
+
𝑢∗
𝑚𝜔଴ଶ
1
𝑞଴
     (4) 
where the parameters are defined as follows: 
𝑞 =
𝑞∗
𝑞଴
, 𝑑௫௬ =
𝑑௫௬∗
𝑚𝜔଴
, Ω௭ =
Ω௭∗
𝜔଴
, 𝑢௫ =
𝑢௫∗
𝑚𝜔଴ଶ
1
𝑞଴
, 𝑢௬ =
𝑢௬∗
𝑚𝜔଴ଶ
1
𝑞଴
𝜔௫ =  ඨ
𝑘௫
𝑚𝜔଴ଶ
 , 𝜔௬ =  ඨ
𝑘௬
𝑚𝜔଴ଶ
 , 𝜔௫௬ =
𝑘௫௬
𝑚𝜔଴ଶ
  , 
 𝛿௫ =
𝑘௫ଷ
𝑚𝜔଴ଶ
𝑞଴ଶ , 𝛿௬ =
𝑘௬ଷ
𝑚𝜔଴ଶ
𝑞଴ଶ
Consequently, the non-dimensional representation becomes 
?̈? + 𝐷?̇? + 𝑞𝑘ଵ + 𝑘ଷ𝑞ଷ = Ω௭ଶ?̇? + 2𝑆?̇? + 𝑢  (5) 
where 
𝑞 = ቂ
𝑥
𝑦ቃ , 𝑢 = ቂ
𝑢௫
𝑢௬ቃ , 𝐷 = ൤
𝑑௫ 𝑑௫௬
𝑑௫௬ 𝑑௬
൨ , 𝑘ଵ =  ቈ
𝜔௫ଶ 𝜔௫௬
𝜔௫௬ 𝜔௬ଶ
቉, 
 𝑘ଷ = ൤
𝛿௫ 0
0 𝛿௬
൨ , 𝑆 =  ൤ 0 Ω௭−Ω௭ 0
൨ 
Simulation is done to observe the influence of stiffness, 
damping and temperature on gyroscope performance to 
minimize time and cost of expensive trial and error with the 
actual fabrication cycle. 
MATLAB Simulink [14] is used for simulation and 
computation. Spring stiffness, damping coefficient and 
temperature are known to have significant influence on the 
output performance of gyroscope. Thus, the objective of the 
simulation is to quantify the effects of these parameters. The 
spring stiffness and damping coefficient are varied from half to 
double of their nominal values. The temperature is varied from 
00 C to 450 C to observe the temperature effect on stiffness, 
damping coefficient and on sensing magnitude. For the 
simulation model, the nominal values for the proof mass, 
stiffness, and damping are extracted from the literature reported 
in [12]. Proof mass, m = 0.57e -8 kg, damping coefficient along 
the drive-axis, dxx = 0.429e-6 N s/m, damping error due to 
manufacturing imperfection, dxy = 0.0429e−6 N s/m, damping 
coefficient along the sense-axis, dyy = 0.687e−36 N s/m, spring 
stiffness along the drive-axis, kxx= 80.98 N/m, stiffness error 
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due to manufacturing imperfection, kxy = 5 N/m, spring stiffness 
along the sense-axis, kyy = 71.62 N/m, angular velocity, Ωz= 5 
rad/s are considered.  
III. MODEL RESULTS
A. Oscillation Frequency 
To identify the first resonance frequency, input frequency is 
varied, a sinusoidal electromagnetic force is introduced at the 
drive-axis and output is sensed both in drive and sense 
directions (Fig. 2). Usually the drive mode displacement is 
higher compared to sense mode due to the energy transfer.  
Figure 2. Displacement in drive mode (x) and sense mode (y) direction. 
After sweeping the simulation with the frequency range of 1 
kHz to 60 kHz (Fig. 3), the resonance frequency is found at 
around   9.4 kHz. So, for better focusing, the frequency range is 
restricted from 10 kHz - 30 kHz for other comparisons.  
Figure 3.  Frequency versus magnitude graph.  
B. Variation in Stiffness 
Suspension beam along drive and sense direction provides the 
stiffness necessary in each direction. Keeping the kyy value 
constant at 71.62 N/m, kxx is varied from 50% (normalized 
value 0.5) to 150% (normalized value 1.5). The normalized 
value of tuned reference stiffness (80.98 N/m) is considered as 
1.  It is observed that magnitudes at resonance frequencies show
linear decreasing trend (Fig. 4) and amplitudes decrease (Fig. 
5) as stiffness increases. However, decreasing the stiffness
creates phase lag and distortion in output response. 
Figure 4.  Effect of drive mode stiffness on resonance frequency and 
amplitude. 
Figure 5.  Effect of drive mode stiffness on output sense (sense mode stiffness 
is constant) 
Keeping the kxx value constant, kyy is varied. It is observed that 
shift in resonance frequency is non-significant (Fig. 6). 
Figure 6.    Effect of sense mode stiffness on magnitude  (drive mode stiffness 
is constant). 
Variation in stiffness (kxx and kyy) along both axes decreases 
magnitudes at resonance frequencies and resonance frequencies 
shift towards higher frequencies (Fig. 7) and amplitudes also 
decreases as stiffness increases (Fig. 8). 
Figure 7.  Combined effect of drive mode stiffness and sense mode stiffness on 
magnitude. 
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Figure 8.  Effect of drive mode stiffness and sense mode stiffness on output 
sense. 
C. Variation in Damping 
Here, damping along drive axis is varied (Fig. 9). It is obvious 
from the figure that the resonance frequencies do not change 
that much but slope steepness decreases after resonance 
frequencies.   
Figure 9. Effect of drive mode damping on magnitude. 
D. Temperature Variation 
One key disadvantage of MEMS gyrosocpe is its high thermal 
sensitivity. The frequency of oscillation drifts with temperture. 
Temperature variation mainly affects the stiffness and damping 
of the supporting beams. Here  investigation on  the temperature 
sensitivity for stiffness and damping is done. The variation of 
stiffness with temperature can be modeled using simplified 
linear relationship of [7] 𝐾(𝑇) = 𝐾଴(1 − 𝑘ο𝑇), where K0 is the 
stiffness coefficient at reference temperature 300 K and k=70 
ppm.  
Variation of damping coefficient with temperature can be 
modeled as [7] 𝑑(𝑇) = 𝑑଴. 1.28
୪୬ ( ೅యబబ) , where T is temperature
in K , 𝑑଴is demping coefficient at reference temperature of 300 
K. Magnitude   shows positive increasing trend with the 
increase of temperature when stiffness and temperature 
relationship shows linear behaviour. The damping coefficient 
within industrial temperature range  shows decreasing trend as 
temperature  increases (Fig. 10, 11). 
Figure 10. Effect of temperature on linear drive mode stiffness and magnitude 
Figure 11. Effect of temperature on non-linear damping and magnitude 
Figure 12. Effect of temperature on non-linear drive mode stiffness and 
magnitude. 
The spring stiffness and temperature relationship shows non-
liner behavior, the magnitude increases non-linearly up to a 
certain point before decreasing. At the end of the industrial 
temperature range, the magnitude increases drastically (Fig. 12). 
IV. CONCLUSION AND FUTURE WORK
This paper investigates the effect of variation of suspending 
stiffness coefficient, damping coefficient and temperature on 
the performance of MEMS gyroscope. Simulation results show 
how these parameters affect the error i.e. mismatch between the 
input and sense signals. This will help to design appropriate 
system parameters and controllers to increase gyroscope 
accuracy. Simulation results also show that stiffness is the 
dominant gyroscope parameter. The temperature can negatively 
impact resonance frequency and sense magnitude.  In the future, 
we plan to extend this by including experimental validation of 
our results with MEMS gyroscopes and implementing a 
controller to minimize these effects and maximize the 
gyroscope performance. 
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Abstract—A typical and useful way to derive the dynamics 
equation of the tethered systems is by means of the Lagrange’s 
equations and various dynamic models of different tethered 
missions are established by the Lagrangian formulation. The 
Hamiltonian formulation is also widely used in the mechanical 
systems for its well-known symplectic structure property. 
With this in mind, the dynamics equation of the tethered 
system’s motion are deduced by Hamilton’s equations in this 
research. The relation between the Lagrangian and 
Hamiltonian is shown by Legendre transformation. The 
goodness of the Hamiltonian formulation is intuitive to reveal 
the Energy balance property that corresponds to the passivity 
property. Furthermore, the Hamiltonian energy function of 
tethered system is employed for facilitating the controller 
design. In order to bring the system into operations, the energy 
based control is to achieve the tethered system for precise 
positioning. Simulations are used to demonstrate the 
effectiveness of the designed controller. 
Keywords-Tethered satellite system; Passivity; Energy-based 
control. 
I.  INTRODUCTION 
Space tethered systems have been drawn great attention on 
its significant potential for the space missions utilization during 
the past decades. The tethered satellite system consists of two 
or more satellites which are connected by a long cable. The key 
challenge to bring the tethered space systems into operation is 
to successfully deploy the tether to the desired position in a 
stable and fast manner. However, the dynamics of the tethered 
systems are quite complex for the overall flexibility, then 
toward getting insight into the dynamics and control of the 
deployment for tethered systems, the simplified dumbbell 
model of the tethered systems are usually taken [1]. The mother 
and daughter satellites are considered as point mass connected 
by an inextensible massless tether. Thus, the important aspects 
of the dynamic behavior of the tethered system can be 
investigated by the simplified model without the involving the 
complicated mathematical equations.  
In the past researches, the dynamics and control of tethered 
satellite system are well studied. The dynamic model of 
tethered system is usually derived by the Lagrangian 
formulation because it is easy to apply and solve the equations 
of motion for such two-body problem. A lot of research 
achievement of tethered systems are gained space applications 
such as the debris towed by tether, tethered satellite formation, 
tethered robot, etc. Among these applications, space tether 
deployment is the key issue, which is still a hot topic. The 
deployment control of the tethered system is not easy because it 
is prone to swing or liberating due to the coriolis force induced 
by deployment. Sometimes, the fast deployment speed may 
cause too large swing amplitude, which should be avoided to 
proceed space tethered operations. Many researchers are 
focusing on the problem how to achieve the tether deployment 
fast and stable with suppressing the libration [2-7]. For 
example, a tension control law in terms of the tether length and 
its velocity was firstly raised by Rupp for tether deployment 
[2]. Then, Fujii proposed a mission function control for the 
tether deployment based on the Lyapunov function [3]. A 
linear tension control for tether deployment was presented by 
Pradeep through the linearization [4]. Sun and Zhu developed a 
fractional order control law to eliminate the overshooting [5]. 
Further, Wen proposed a saturated controller by imposing a 
special saturation function to deal with tension constraints [6]. 
Kang and Zhu design a fractional order sliding mode tension 
control to counter the perturbations or uncertainties [7]. 
In this study, we proposed a natural controller design 
approach which is closely related to the dynamics of the 
tethered system. The energy-based control is used for precise 
positioning and effective suppressing the libration. Firstly, the 
dynamic equations are derived by the Lagrange’s equations. 
The obtained dynamic equations of the tethered system are 
further represented in the compact form of Euler-Lagrange. 
The important passivity of the inherent aspect of tethered 
system’s dynamics is revealed with specific matrix. In addition, 
Hamiltonian formulation is used to derive the dynamic 
equations of motion, which is an equivalent way of Lagrangian. 
Hamiltonian formulation is also widely used in the mechanical 
systems for its well-known symplectic structure property. Thus, 
energy balance property of the tethered system equivalent to 
passivity is given. The property is generally founded by 
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Hamiltonian formulation rather than specifying the expressions 
of the matrix. Finally, the energy-based control is developed 
and asymptotic stability of the closed-loop system is proved to 
ensure the precise positioning. 
II. MODELING FORMULATION
The widely used model of tethered space system control is 
the dumbbell model that is a long tether connecting two 
satellites at its ends, as shown in Fig.1 [8]. The system is 
moving in the orbit of the earth. The orbital motion coordinate 
is located as o-xyz. The y-axis directs toward the Earth center. 
The x-axis is perpendicular to the y-axis in the orbital plane and 
pointing at the velocity’s direction of the orbit. The z-axis 
complies with the right-hand rule. The mass of the Main 
satellite and Subsatellite is 1m  and 2m , respectively. To bring 
insight of space tether system, following assumptions are made 
usually. 
a) The field of the earth is central gravitational field and the
Main and Sub satellites are particles. 
b) The mass ratio of the Subsatellite over Main satellite is
sufficiently small such that coordinate o-xyz always remains in 
its nominal orbit. 
c) The tether is massless and its flexibility is ignored.
d) The tether length l  is very short compared to the
distance R  form coordinate o-xyz to the center of earth. 
e) External perturbation force is ignored. The orbit is
circular and only motion in the orbital plane is considered. 
f) Tether tension is the only control force acts along the
tether. The tether is deployed/retrieved through the tension 
control, i.e., the required tension is produced by the motor 
driving the tether reel in/out system. 
Based upon the assumptions, the TSS motion can be 
decomposed into the orbital motion of the system’s center of 
mass (CM) and the local libration motion θ  of tether about the 
CM in the orbital plane, as shown in Fig.1. 
θ
x
y
z
Main
Satellite
Subsatellite
Earth
o CM
Figure 1.  Sketch of the space tether system 
Accordingly, the kinetic energy of the tethered system 
reads ( )22 2 20 1 2 02 00.5( ) 0.5 0.5 ( )K m m R m l m lθ′ ′= + ++ Ω+Ω , where 
the prime ( )'  denotes the derivative with respect to time t , and 
Ω  is the orbital angular velocity. 0 1 2 1 2( )mm m m + m=  is the 
equivalent mass. Due to l R<<  , the tethered system’s potential 
energy can be approximated as 
( )2 2 20 1 2 202( ) 0.5 1 3cosU m m R m l θ= − + +Ω Ω − . 
A. Lagrangian Formulation 
Take the Lagrangian function as  L K U= − , the dynamic 
equations of the tethered system can be straightly obtained 
according to the Lagrange’s Equation,  
d L L
Q
dt s s
∂ ∂
− =
∂ ∂
(1) 
where { },s l θ=  is the generalized coordinates and the 
nonconservative force lQ T= −  and 0Qθ = . T  is the tether 
tension. Hence, the equations of motion are, 
( ) 2
2 2
2 2
2
cos 1)
3
2 ( )
(3
sin 2 0
2
e
T
l l
m
l ll l
θ θ
θ θ θ
+ Ω Ω
Ω
 ′
Ω
′ ′− + − = − 
′′ ′ ′+ + + =
(2) 
For sake of simplicity, the dimensionless variables are 
introduced to normalize the equations of motion [6, 7], such as, 
/ nl lλ =
2
0/ ( )nT T m l= Ω tτ = Ω    d / ds s τ=
where nl  is a nominal constant of tether length. T  is the 
dimensionless tension that is to regulate the tether deployment, 
τ  is the dimensionless time which equals to the true anomaly. 
Then, the dimensionless model of tethered system is presented 
as, 
2 2
2 2
[(1 ) 1 3cos ]
2 (1 ) 3 sin cos 0
Tλ λ θ θ
λ θ λλ θ λ θ θ
− + − + = −
+ + + =
 
  
(3) 
It should be noted here, max min 0λ λ λ≥ ≥ >  to satisfy the 
physical real situation and avoid the singularity of second 
equation of the Eq.(3).  
Further, to show the properties of tethered system, (3) is 
represented as the general form of Euler-Lagrange mechanical 
system, 
( ) ( , ) ( )M q q C q q q G q u+ + =   (4) 
where ( )col ,q λ θ=  is the general coordinates, ( )M q  is the 
mass matrix, ( , )C q q  is the Coriolis and centrifugal force terms, 
( )G q  is the gravity term, and ( )col ,0u T= −  is the generalized 
force.  
( ) 2
1 0
0
M q
λ
 
=  
 
 ( )
( )
( )
0 2
,
2
C q q
λ θ
λ θ λλ
 − +
 =
 + 


 
 ( )
2
2
3 cos
3
sin 2
2
G q
λ θ
λ θ
 
 =  
 
−

 (5) 
From the dimensionless equations (4), a dimensionless 
Lagrangian ( ),L q q  could be obtained as follows, 
 ( ) ( ) ( ) ( )22 2 21 1 1 1 3cos
2 2
, ,L q q K q q U q λ λ θ θ=  + + − +  
− =     (6) 
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where ( ) ( )22 21 1, 1 1
2 2
K q q λ λ θ = + + −  
 
 and ( ) 2 23 cos
2
U q λ θ= −  
are the dimensionless kinetic energy and potential energy, 
respectively.  
Property 1. The inertia matrix ( )M q  is positively bounded, 
min max( )M qζ ζ≤ ≤ . minζ  and maxζ  are the minimum and 
maximum eigenvalue of inertia matrix, respectively. 
Property 2. There exists a positive constant gk  satisfying 
( ) / gG q q k∂ ∂ ≤ . 
Property 3. The time derivative of the mass matrix and the 
matrix of coriolis and centrifugal force terms are dependent 
with each other. Such that, ( ) ( )0.5 ,M q C q q−   is a skew-
symmetry matrix. 
( ) ( )0.5 , 0Tq M q C q q q − =     (7)
Define an energy function E  satisfying the transformation 
T LE q L
q
∂
= −
∂


, then one has,
( ) ( )2 2 2 2 21 1 3 co
2 2
1
2
s
2
TE q M q q U qλ λ θ λ θ +== + −    (8) 
The derivative of the energy function can be directly obtained, 
such that, 
1
2
1
2
T T
T T T T
T
E q Mq q Mq U
q M C q q u q G q G
q u Tλ
= + +
 = − + + − 
 
= = −
  
   

    


(9) 
The energy function is E  bounded from below, if 
P∃ ≥ −∞ , such that the potential energy function ( )U q P≥ . 
Then, system satisfies passivity property as follows, 
Property 4. Define the function 0S E P= − ≥  as the storage 
function, then the system (4) with inputs u  and outputs q  is 
passive in general, such that, 
( ) ( )
0
0 d t
t TS t S q u− ≤ ∫  (10) 
Assumption 1. The libration angle of the payload always 
remains in ( )/ 2, / 2π π− , / 2θ π< . 
B. Hamiltonian Formulation 
In Hamiltonian mechanics, the canonical coordinates ( , )q p  
is used to describe the physical system’s motion. Related to the 
Lagrangian formulation, the Hamiltonian is a function of ( , )q p  
instead of ( , )q q  in Lagrangian. It is understood that q  is 
replaced by q  and p , thus q  is in terms of ( , )q p . p L q= ∂ ∂   
is the generalized momentum.  
The generalized momentum ( )col ,p p pλ θ=  is obtained as, 
L
pλ λλ
∂
= =
∂


 (11-a) 
( )2 1Lpθ λ θθ
∂
= = +
∂


(11-b) 
Invoking the Legendre transformation, the Hamiltonian 
function can be derived by, 
( )( , ) , ( , )TH q p q p L q q q p= −  (12) 
The Hamiltonian of the tethered satellite system is obtained, 
such that 
( )
2 2 2 2 2
22
2
2
1 1 3
(
2 2 2
1
1
2
, )
2
cH q os
p
U qp
p
θ
λ
λ λ θ λ θ
λ
λ
=
=
+ −
 + − + 
 
 
(13) 
Hamilton Equations used for mechanical system is 
presented as follows, 
2 10
H
q I q
Ip H u
p
×
∂ 
   ∂    = +      − ∂     ∂ 


 (14) 
The motivation to use Hamiltonian formulation instead of 
Lagrangian formulation is the symplectic structure of 
Hamilton equations in (14). Then the equations of motion of 
the tethered system can be expressed as, 
( )
( )
2 2
2 2
1 3 cos
2 1 3 sin cos
Tλ λθ λ θ λ θ
λ θ λλ θ λ θ θ
= − + + + −
+ + = −
  
  
(15) 
It is easy to find that (15) is equivalent to (3) which is 
derived by the Lagrangian formulation.  
Further, the time derivative of H  could be directly calculated 
as, 
( ),
, ,
T T
TT T T T T
H H
H q p q p
q p
IH H H H H
u
Iq p q p p
H
T T
pλ
λ
∂ ∂
= +
∂ ∂
    ∂ ∂ ∂ ∂ ∂
= +    −∂ ∂ ∂ ∂ ∂    
∂
= − = −
∂

 

 (16) 
Equation (16) indicates the energy balance property of 
tethered system. The increase in energy (Hamiltonian 
quantity) of the system equals to the power supply. The 
relation shown in (16) is actually equivalent with passivity (9), 
Moreover, it is quite straight to observe the intrinsic property 
of tethered system (3) by the Hamiltonian formulation.  
III. ENERGY-BASED CONTROL
The aim of controller design is to deploy the tethered 
system to its desired position. As well known, the stable 
equilibrium position of the tethered system lies in local vertical. 
Thus, the desired states of tethered system is usually set at the 
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downward equilibrium ( ) ( ), , , ,0,0,0dλ λ θ θ λ=  . dλ  is the desired 
tether length and tether angle is zero. By virtue of the passive 
property of the tethered system, the controller design for 
tethered system deployment is posed based on the energy 
modified Lyapunov function in this section.  
From the Hamiltonian formulation, the quantity of 
Hamiltonian energy function obtained by the Legendre 
transformation is lower bounded when the potential energy 
function ( ) 0U q P− ≥ , then one can take a function 
( ) ( ) 0P U q U q θ == =  to shift the Hamiltonian function to be 
positive such that, 
2
1
2 2 2 2 21 1 3 3
2 2 2 2
V cH P osλ λ θ λ θ λ= − − += +   (17) 
It is obvious that (17) is always positive. Thus, one can 
select the function 1V  as the Lyapunov function candidate, and 
then controller is designed to make the closed-loop system 
stable. 
Take the derivative of the function 1V , 
1 3V H P Tλ λλ= − = +−     (18) 
Thus, the closed-loop tethered system is passive if the one 
take output λ  and input T  as follows, 
3 vT kλ λ= +  , 0vk > (19) 
where vk  is an strictly positive constant. 
Then, substituting (19) into (18), which yields, 
2
1 3 vH T kV P λ λλ λ+ = −= − = −     (20) 
It is straightforward to know that the closed-loop tethered 
system is Lyapunov stable under the controller (19). However, 
the final tether length is not certain since 1V  is not convex at 
, 0dλ λ θ= = . It is easy to check with the Hessian Matrix of 1V , 
at the desired position, such that, 
( )
( ) ( )
22
1
222
0
0
0 03sin 3 sin 2
0 33 sin 2 3 cos 2d
d d
V
q λ λθ λ λ
θ
θ λ θ
λλ θ λ θ== =
=
   ∂
= =   ∂     
(21) 
It is obvious that the Hessian Matrix 
2
1
2
0
d
V
q λ λθ
=
=
∂
∂
 is not positive 
definite. Thus, even if the tether may arrive to the desired 
length but it will not be able to stay there.  
To achieve the desired final length along the vertical, the 
energy Lyapunov function should be modified so that it is 
convex at the desired position. For the purpose of this, we 
construct a Lyapunov function as follows, 
( )22 1
1
2 p d
V V k λ λ= + −  (22) 
where pk  is an strictly positive constant. It is obvious to find 
that 2 0V ≥  and compared with 1V , a positive term ( )
1
2 p d
k λ λ−  
is added, which has the unique minimum at desired tether 
length. Then, at the desired equilibrium we have, 
( )
( )
2
2
2
0
0
3 sin
03
sin 2
2
d
d
p dkV
q λ λθ
λ λ
θ
λ θ λ λ
λ θ==
=
=
 + −
∂  = = ∂
  
(23) 
( )
( ) ( )
22
2
222
0
0
03sin 3 sin 2
0 33 sin 2 3 cos 2d
d
pp
d
kkV
q λ λθ λ λ
θ
θ λ θ
λλ θ λ θ== =
=
 +  ∂
= =   ∂     
 (24) 
Thus, it indicates that 2V  is convex, then it is stable to stay at 
the desired equilibrium. Then, the controller (19) should be 
modified accordingly. The control law becomes, 
( )3 p d vT k kλ λ λ λ= + − +  , 0, 0p vk k> >  (25) 
Theorem 1: Under the controller (25) and Assumption 1, the 
deployment control of the closed-loop tethered system is 
asymptotically stable at desired downward equilibrium. 
Proof. Select the Lyapunov function candidate as 2V  and 
take the derivative of it, yields that, 
( )2 3 p dV T kλ λλ λ λ−= + +−   (26) 
Recall (25), one has, 
2
2 0vV k λ− ≤=  (27) 
From (27), the Lyapunov function 2V  is non-increasing, 
then one has ( )2 2 0V V≤ . The trajectory of all the states will 
converge to the largest invariant set { }2| 0W q V= ∈ =  as the 
time approaches to infinity. The set W  indicates 0λ = , which 
further means the tether length keeps constant constantλ = . 
Then, recall (13) and (16), one can have, 
2 2 2 21 3 constant
2 2
cosλ θ λ θ− = (28) 
Combine (28) with first equation of (15), we can know that 
there are at most two isolate solutions of θ  for θ ∈  . Then, 
one can have that, 
0θ = (29) 
Substitute (29) into the second equation of (15), yields, 
sin cos 0θ θ =   (30) 
Further, the solutions of tether angle can be obtained under 
the Assumption 1, we have 0θ = . Combine with (25) and (15), 
we have,  
( ) 0p dk λ λ− =  (31) 
Then, one can get the unique solution for tether length 
dλ λ= . Therefore, the deployment of tethered system has 
unique equilibrium at ( ) ( ), , , ,0,0,0dλ λ θ θ λ=   under the
controller (25) with the Assumption 1. The equilibrium 
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( ) ( ), , , ,0,0,0dλ λ θ θ λ=   is concluded to be asymptotically stable, 
which completes the proof. 
Remark 1: In the proof, the LaSalle’s invariance theory is used 
to prove the asymptotic stability of the closed-loop system. 
However, it should be noted that it actually can’t be directly 
applied because of unboundedness of tether angle. But it can be 
circumvented by variable transform as in [6, 10], which is 
omitted in the proof because it has no effect on the conclusion 
of asymptotic stability. 
Remark 2: The convex of the function in (24) actually implies 
the asymptotically stable of the closed-loop system. Because 
the convex of the function at desired equilibrium means that 
any state of motion in the small domain near desired 
equilibrium has the minimum at desired equilibrium. That is 
the reason we construct the function to make the energy 
Lyapunov function have minimum at the desired equilibrium. 
IV. SIMULTION AND DISCUSSION 
In this section, numerical experiments are carried on to 
verify the effectiveness of the proposed controller. The 
simulations are conducted in MATLAB R2017a using the 
numerical integrator ODE45. The tethered satellite system is 
assumed to orbit circularly with an altitude of 220 km and the 
orbital velocity is 31.18 10−×  rad/s. The maximum tether length 
is 100 km. The corresponding initial and final parameters of the 
tether system are selected as 0 0 0 0( , , , ) (0.01,0.5,0,0)λ λ θ θ =   and 
the desired states ( , , , ) (1,0,0,0)d d d dλ λ θ θ =  , respectively. 
Define two potential energy functions 1 0U U P= +  and 
( )22 1
1
2 p d
U U k λ λ= + −  according to the Lyapunov function 1V
and  2V . Parameters in these functions are set as 4pk =  and 
1dλ = . Then, sketch the graph of the function in configuration 
space of λ θ− , see Fig. 2. As shown in the graph of first 
subplot, the function 1U  has the minimum if the tether angle is 
zero but it is not depending on tether length. It indicates that 
the tethered system is able to deploy to the vertical direction 
but the deployed tether length is not certain maybe any value. 
However, seen from the second subplot, the function 2U  has 
the unique minimum at desired position. It can be observed that 
the function 2U  is convex around the small neighborhood of 
the desired equilibrium. 
Further, the control laws (19) and (25) are used to clarify 
the stability of the closed-loop tethered system. The control 
gains are chosen as 1vk =  in (19) and 2pk = , 4vk =  in (25). 
The profiles of the position states and tension in tether are 
presented in Figs.3-5. Seen in Fig. 3, the length profiles show 
that both two proposed controller can achieve a stable tether 
deployment. The controller (25) fulfill the tether deployment to 
desired length successfully, however the controller (19) does 
not. It can be found that the tether angle profiles converge to 
zero as we want for both two controllers, see Fig. 4. The 
tension in tether for two controllers are shown in Fig.5, tension 
is positive and finally equal to the static balance force. In 
conclusion, the simulation results agree with the theoretical 
analysis given in Section III and the proposed controller (25) 
can perform the asymptotic stability for deployment control of 
the tethered system.  
Figure 2.  1U  and 2U  in configuration space λ θ−  
Figure 3.  The deployed dimensionless tether length 
Figure 4.  The tether angle during tether deployment 
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Figure 5.  Tether tension during tether deployment 
V. CONCLUSTION 
In this study, we focus on the dynamics and control of 
space tethered system’s deployment in two dimensional space. 
In order to get insight of the dynamic behavior of the tethered 
system, the dynamic model is formulated by the way of 
Lagrangian and Hamiltonian, respectively. In Lagrangian 
formulation, the dynamic equation is written into the Euler-
Lagrange form and the passivity property is further presented 
by the specifically chosen matrix of coriolis/centrifugal force. 
In alternative way, the equivalent property of energy balance in 
the tethered system is performed by Hamiltonian formulation, 
which is much more intuitively due to the symplectic structure. 
This property is actually in general rather than depending on 
specified coriolis/centrifugal matrix. By virtue of the Hamilton 
formulation, the deployment control of the tethered system is 
studied based on Energy-based control methodology. 
Controllers are proposed for stabilizing tether deployment. The 
Lyapunov stability and asymptotical stability are analyzed for 
each controller, respectively. Finally, the results are verified by 
the numerical simulations.  
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Abstract—Pneumatic actuators are advantageous in terms of 
cost, power to weight ratio and inherent safety. However, their 
dynamics makes precise closed-loop position control very 
difficult in practice. Two sliding-mode control algorithms for 
controlling the position of a pneumatic cylinder by directly 
switching four on/off solenoid valves are proposed in this 
paper. The solenoid valves are much less expensive than the 
commonly used servo or proportional valves. The proposed 
algorithms are compared to two state of the art position control 
algorithms. Based on experiments on a high friction cylinder 
with various payloads, the proposed controllers provide 
superior performance in terms of valve switches per second, 
steady state error, settling time and overshoot. The achieved 
number of valve switches per second is also about one tenth of 
the number required by the pulse-width modulation method 
that is commonly used with on/off valves. This should result 
in prolonged valve lifetimes and reduced maintenance costs. 
Keywords—actuator; pneumatic; position control; sliding-mode 
control; solenoid valve. 
I.  INTRODUCTION 
Pneumatic actuators are widely used in automation because 
they provide several advantages. They are low cost, clean and 
provide a high power to weight ratio. They are also inherently 
safe due to their natural compliance. However, the closed-loop 
control of their position for servoing applications is very 
difficult and remains an active research topic (e.g. [1]-[5]). Our 
interest is on the closed-loop position of pneumatic cylinders. 
The majority of previous papers employed proportional or 
servo valves to control the flow of air to/from the cylinder’s 
two chambers. In this paper, on/off solenoid valves will be used 
since they are much less expensive than proportional/servo 
valves (e.g., US$40 vs. US$800). This advantage is offset by 
the disadvantage that their flow behaviour is discontinuous, 
making smooth and precise position control more difficult to 
achieve. While pulse-width modulation (PWM) may be used 
with on/off valves to approximate a proportional valve in 
position control applications (e.g.,[6]-[8]) it also causes 
frequent valve switching leading to shorter valve life. In 
contrast, systems employing the direct switching method only 
switch the valves when it is necessary for the desired closed-
loop performance. This reduced switching frequency prolongs 
the valve life, leading to reduced repair and replacement costs. 
In spite of its advantages, relatively few researchers have 
investigated the direct switching approach.  
In [9], a double acting cylinder was controlled using four 
two-way on/off solenoid valves (i.e. two valves per cylinder 
chamber) and an optical encoder for position feedback. Their 
sliding-mode control (SMC) algorithm used three operating 
modes for the valves, and was the first to consider the problem 
of excessive valve switching. This algorithm will be further 
described in section III. For a 2 kg payload and a 40 mm step 
input, the steady state error (SSE) was 0.1 mm and the 
overshoot (OS) was less than 10 mm. They did not report any 
robustness results. A more sophisticated SMC algorithm with 
seven valve operating modes was proposed in [10]. They used 
the same valve configuration as in [9]. The introduction of the 
four additional modes and two additional tuning parameters 
was shown to improve both the tracking errors and valve 
switching frequency. For a 0.9 kg payload and 40 mm step 
input the 7-mode controller reduced the positive OS from 7.2 
mm to 0.76 mm (i.e., 89% reduction) compared with the 3-
mode controller from [9]. For the same payload and a multiple 
sine wave reference input the switching frequency with the 7-
mode controller was 48% less than with the 3-mode controller, 
while the tracking errors were similar. Nonlinear model 
predictive control algorithms were used to directly switch the 
valves in [11] and [12]. While these algorithms have the 
potential to outperform those from [9] and [10] they require a 
system model and greater computing power to implement. 
In this paper we propose modified versions of the SMC 
algorithms from [9] and [10], and compare their experimental 
position control performance with the original algorithms. The 
system structure is described in section II. Next, the designs of 
the existing and proposed control algorithms are presented. 
Experimental results, including robustness tests, are presented 
in section IV. Finally, conclusions are drawn in section V. 
Research sponsored by the Natural Sciences and Engineering Research 
Council of Canada (NSERC) through a Discovery Grant. 
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II. SYSTEM STRUCTURE
A schematic of the system structure is shown in Fig. 1. As 
in [9] and [10], two two-way on/off valves (also termed 2/2 
valves) are connected to each chamber of the cylinder. This has 
the advantage of allowing the pressure of each chamber to be 
independently controlled. The cylinder drives a payload mass 
horizontally. The position and cylinder pressures are fed back 
to PC-based control system. The PC switches the valves via 
optocouplers. 
III. CONTROLLER DESIGN
A. Three-mode Sliding Mode Control Algorithm 
In this section, the three-mode sliding mode controller 
(abbreviated as SMC3) proposed by Nguyen et al. [9] is 
briefly summarized. The three operating modes are defined as 
follows:  
Mode 1: Both chambers’ valves are closed 
( 1 0u = , 2 0u = , 3 0u =  and 4 0u = ) 
Mode 2: Chamber A charges and chamber B discharges 
( 1 1u = , 2 0u = , 3 0u =  and 4 1u = ) 
Mode 3: Chamber A discharges and chamber B charges 
( 1 0u = , 2 1u = , 3 1u =  and 4 0u = )  
Mode 2 is used to move the piston in the positive direction 
and mode 3 is used to move it in the negative direction. Mode 
1 is used to reduce the chattering when the tracking error is 
small enough and to save energy.  
They use the second-order sliding surface: 
2
2e e
s e
z
w w
= + +
ɺɺ ɺ
 (1) 
where de y y= -  is the position error, y  is the actual 
position, dy  is the desired position, and z  and w  are 
constant and positive numbers. The value of s determines the 
mode according to: 
,   mode 3
,   mode 2 
,     mode 1
s
s
s
e
e
e e
>
 < -
 - £ £
 (2) 
where e  is the mode 1 boundary limit. It is used to reduce the
valve switching caused by control chattering. To limit the 
tracking error it is desirable to choose e  as small as possible.
However, e  also needs to be large enough to reduce
chattering. 
B. Seven-mode Sliding Mode Control Algorithm 
The seven-mode sliding mode controller (abbreviated as 
SMC7) proposed by Hodgson et al. [10] is briefly summarized 
in this section. They extended SMC3 from three to seven 
operating modes with the goal of reducing the number of valve 
switches per second.  The valve states for the seven modes are 
defined in Table 1. Modes 1, 6 and 7 are the same as SMC3 
modes 1, 2 and 3, respectively. Modes 2-5 are new. 
As with SMC3 the sliding surface is defined by (1). 
They extended the three regions of s  used with SMC3 (see 
(2)) to five regions. The regions, corresponding modes and 
qualitative forces are listed in Table 2. In addition to deadband 
e , they introduce a larger boundary limit b . Examining
Table 2, regions s b£ - , se e- < £ and s b> map to unique 
modes. Regions sb e- < £ - and se b< £ map to two modes 
each, and additional logic based on the chamber pressures are 
required to identify the unique mode to apply. The principle 
behind the mode selection is the mode producing the larger 
acceleration should be chosen since it will reduce the tracking 
error faster. 
For region sb e- < £ - , they deduced that the steady state 
payload acceleration with mode 2 is roughly proportional to 
s bP P-  where sP is the supply pressure and bP is the pressure 
inside chamber B. Similarly, with mode 4 the steady state 
acceleration is roughly proportional to 0aP P-  where aP is the 
pressure inside chamber A and 0P is atmospheric pressure. 
They then defined 
( ) ( )1 0s b aE P P P P= - - -   (3)
where if 1E is positive mode 2 should produce a larger 
acceleration than mode 4. So the following switching logic is 
TABLE I. VALVE STATES FOR THE SEVEN OPERATING MODES USED 
BY THE SMC7 CONTROLLER 
Valve Mode 1 2 3 4 5 6 7 
u1 0 1 0 0 0 1 0 
u2 0 0 1 0 0 0 1 
u3 0 0 0 0 1 0 1 
u4 0 0 0 1 0 1 0 Figure 1. System schematic diagram. 
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applied in the region sb e- < £ - : 
1
1
0,   mode 2
0,   mode 4
E
E
>
 £
 (4) 
For region se b< £ , a similar approach is employed. 
Note that the steady state acceleration will be negative. They 
defined 
( ) ( )2 0s a bE P P P P= - - - (5) 
where if 2E is positive mode 5 should produce a larger 
acceleration than mode 3. So the following switching logic is 
applied in the region sb e- < £ - : 
2
2
0,   mode 5
0,   mode 3
E
E
>
 £
 (6) 
In order to reduce the number of switches between modes 
when (5) and (6) are applied, they introduced a timeout 
parameter t . Mode 2, 3, 4 or 5 is maintained for a period of 
t or longer. A larger t therefore reduces the switching but 
may also lead to larger tracking errors. 
C. Proposed Sliding Mode Control Algorithms 
We propose two SMC algorithms in this section. Both are 
modifications of the existing algorithms, and are based on the 
idea that adding integral action can reduce settling time and 
SSE if it is properly applied. 
In order to add integral action, the sliding surface is based 
on 
0
 
t
e dt∫  rather than e . Thus, we define the new sliding
surface as: 
 
2
3 2 0
3 3
 
te e e
s e dtz z
w w w
= + + + ∫
ɺɺ ɺ
 (7) 
where 
0
 
t
e dt∫  provides the integral action. Integral windup
may occur when there is a large change in the desired position 
or a large disturbance, and the integral term accumulates a 
significant error during the transient. The time required to 
reduce this large integral term can lead to overshoot and a 
longer settling time. Anti-windup is implemented by bounding 
the integral action as follows: 
0
 
t
limite dt e£∫ (8) 
The first proposed algorithm, termed integral SMC3 
(ISMC3), is derived from SMC3 by replacing (1) with (7) and 
(8). The second proposed algorithm, termed integral SMC7 
(ISMC7), is similarly derived from SMC7 by replacing (1) 
with (7) and (8). 
IV. EXPERIMENTS
A. Hardware 
The hardware implementation of the system structure 
presented in section II is shown in Fig. 2. The cylinder (Festo, 
model number DGPL-25-600) is rodless; and has a 600 mm 
stroke and 25 mm bore. The four on/off valves are made by 
MAC, model number 34B-AAA-GDFB-1BA. The linear 
encoder has a resolution of 0.01 mm. The pressure sensors are 
SSI Technologies, model number P51-100-A-B-I36-5V-000-
000. The supply pressure is regulated at 0.6 MPa. All of the 
sensor signals and control signals are interfaced with the PC 
using a National Instruments PCIe-6365 card. The PC runs 64-
bit Windows 7 with a 3.10 GHz Intel i5-2400 processor and 
8.00 GB RAM. This data acquisition and control system is 
programmed in C and operates at a 1 kHz sampling frequency. 
B. Experimental Results and Discussion 
To test both the transient and steady state performance, the 
desired position trajectory consists of a series of step changes. 
The step heights are 200 mm, - 200 mm, 100 mm and 10 mm. 
The total duration is 4 s. The controller parameters were tuned 
for a nominal payload of 2.14 kg.  
TABLE II.  FIVE REGIONS OF S USED BY THE SMC7 CONTROLLER 
Region Corresponding Modes Qualitative Pneumatic Force 
s b£ - 6 Large positive 
sb e- < £ - 2 or 4 Small positive 
se e- < £ 1 Zero 
se b< £ 3 or 5 Small negative 
s b> 7 Large negative 
Figure 2. System hardware (PC and optocouplers are not shown). 
Figure 3. Experimental result for SMC3 with the nominal payload. 
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Sample responses for the four controllers with the nominal 
payload are plotted in Figs. 3-6. In these figures SMC3 and 
ISMC3 modes 2 and 3 are plotted as 6 and 7 (which are 
equivalent in terms of the valve states) to allow the 3-mode 
and 7-mode plots to be more easily compared.  
Comparing Figs. 3 and 4 the responses obtained with SMC3 
and SMC7 appear to be quite similar in terms of their position 
tracking and number of mode switches. In contrast, the 
performance of ISMC3 (Fig. 5) is clearly better than SMC3 
(Fig. 3). ISMC3 exhibits lower OS and longer periods were no 
mode switches occur. ISMC7 (Fig. 6) demonstrates similar 
improvements over SMC7 (Fig. 4). As with SMC3 and SMC7, 
the benefits of ISMC7 relative to ISMC3 are not obvious from 
these plots. A quantitative comparison based on numerous 
experiments will be discussed next. 
In addition to tests with the nominal payload, tests were 
performed with a decreased payload (0.95 kg) and an 
increased payload (3.24 kg) to quantify each controller’s 
robustness to payload mismatch. The performance metrics 
include the SSE, OS, and the settling time ts, which is defined 
here as the time for the response to settle within 1 mm of the 
desired steady state position. These were averaged over the 
four step changes. The final metric is the average number of 
times each valve is switched per second (SPS). Five tests were 
performed with each controller and payload combination. The 
averaged results of these tests are reported in Table III. 
Examining the Table III results for the nominal payload, the 
SPS of SMC7 is 18% smaller than that of SMC3. For SSE, ts 
and OS the differences are −6%, +10% and −22%, 
respectively. While SMC7 demonstrates improved 
performance vs. SMC3, the improvement is modest compared 
to the results reported in [10]. It is hypothesized that the much 
larger static friction due to the seals of the Festo DGPL 
cylinder used in our experiments (~80 N vs. ~0.3 N for the 
Airpel M16 cylinder used in [10]) is the reason for the modest 
improvements observed here for SMC7. 
The tabulated results for both ISMC3 and ISMC7 are 
consistently superior to the SMC3 and SMC7 results. For 
example, with the nominal payload the reductions in SPS, 
SSE, ts and OS for ISMC3 vs. SMC3 were 37%, 57%, 15% 
and 65%, respectively. The improvements with the altered 
payloads were smaller. For example, with the increased 
payload, ISMC3 reduced SPS, SSE, ts and OS by 43%, 19%, 
16% and 47% respectively, compared with SMC3. The 
improvements in SSE and ts were expected due to the integral 
TABLE III. AVERAGED EXPERIMENTAL RESULTS 
Controller Payload SPS SSE (mm) 
ts 
(s) 
OS 
(mm) 
SMC3 Nominal 17.85 0.35 0.40 7.99 
SMC3 Decreased 19.50 0.21 0.34 2.87 
SMC3 Increased 20.35 0.26 0.45 12.53 
SMC7 Nominal 14.60 0.33 0.44 6.20 
SMC7 Decreased 16.03 0.28 0.42 2.43 
SMC7 Increased 18.60 0.40 0.47 12.77 
SMCI3 Nominal 11.20 0.15 0.34 2.78 
SMCI3 Decreased 14.05 0.17 0.35 0.78 
SMCI3 Increased 11.65 0.21 0.38 6.61 
SMCI7 Nominal 9.65 0.19 0.34 3.28 
SMCI7 Decreased 11.88 0.20 0.35 1.14 
SMCI7 Increased 8.55 0.17 0.38 6.60 
Figure 4. Experimental result for SMC7 with the nominal payload. 
Figure 5. Experimental result for ISMC3 with the nominal payload. 
Figure 6. Experimental result for ISMC7 with the nominal payload. 
200
5 Copyright © 2018 by CSME 
action included in ISMC3, but the improvements in the other 
two metrics were not. The results also show that the 
performances of ISMC7 and ISMC3 are similar, except that 
ISMC7 lowered the SPS. For example, with the increased 
payload the SPS was 27% smaller with ISMC7. Lastly, the 
results with the altered payloads demonstrate the SPS, SSE 
and ts metrics were robust to changing the payload, but the OS 
was not. 
V. CONCLUSION 
We have proposed two control algorithms, ISMC3 and 
ISMC7, for controlling the position of a pneumatic cylinder by 
directly switching the on/off solenoid valves. The proposed 
algorithms experimentally outperform the existing algorithms 
in terms of the SPS, SSE, ts and OS performance metrics. The 
proposed algorithms also switch the valves much less than if 
PWM was used. For example, the PWM period used in [7] 
produces an SPS of 100 (assuming the duty cycle is not equal 
to 0 or 100%). This is 10 times larger than the SPS achieved by 
ISMC7 in our experiments. This reduced switching should 
prolong the life of the valves, and lower maintenance costs. 
Since the performances of ISMC3 and ISMC7 are similar, it is 
recommended that ISMC3 be used since it does not require any 
pressure sensing. 
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Abstract—This paper presents the mechanical design and
mathematical modeling for the first joint of a five degrees of
freedom collaborative manipulator. The robot is actuated using
Magneto-Rheological (MR) clutches in order to ensure full back-
drivability and intrinsic torque control for safe human-friendly
operation. One of the unique features of this design is the
usage of a single motor for powering all five joints of the robot
simultaneously and independently. After a brief description of the
MR clutch principles, the details of the mechanical design and
a state-space representation of the first joint are discussed. The
paper will conclude with some preliminary simulation results.
I. INTRODUCTION
In recent years, the need for a human-friendly robot that
can safely operate in close proximity to humans is driving
progress in robotic technologies. Many research groups [4] [5]
[6] [9] [10] achieved remarkable results in the development of
automated systems that can interact with the person without
posing a significant threat of injury.
Among all sources of danger, the risk of injury caused by a
collision between a human and a robot is one of the biggest.
Direct interactions make collisions unavoidable, and mitigating
impacts from such collisions is one of the top priorities for
research and development.
A number of approaches address the safety of robotic
systems through development of compliant actuators. Possible
solutions include variable stiffness transmission approach,
elastic actuation, MR brakes and MR clutches, joint torque
control, Distributed MacroMini Actuation, etc.
In this paper the Distributed Active Semi Active (DASA)
approach [7] is briefly discussed, and the first steps in the
development of an innovative five degrees of freedom (5-DOF)
manipulator are presented.
DASA approach is intended to address the safety at the level
of transmission, while the majority of commercially available
*This work was supported in part by Canad Foundation for Innovation
(CFI) and Natural Sciences and Engineering Research Council (NSERC) of
Canada under grant No.25031 and RGPIN-346166.
Base with 
1st Joint
2nd Joint
3rd Joint
4th Joint
5th Joint
Fig. 1. Visualisation of the prospective 5-DOF robot.
robotics platforms (KUKA LBR iiwa, Kinova JACO, Franka
Emika) utilize the joint torque control methodology, that could
be subject to software errors or control system malfunction.
Rigorous studies regarding the safety of MR clutch for
direct interactions with humans were presented previously [7].
This paper does not discuss and validate the safe characteris-
tics of MR clutches for human-robot interactions.
The contributions of this work are as follows:
• An innovative mechanical design of the base of the
intended 5-DOF manipulator is introduced. The base
comprises a single motor that actuates all joints of
the robot, a Harmonic Drive (HD) gearbox, and a
pair of MR clutches for the first joint.
• The derivation of a state-space model of the first joint
transmission is presented.
• The simulation results for a simple control algorithm
and the developed mathematical model are discussed.
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Fig. 2. Robot base design concepts
II. OVERVIEW
A. Design Objective
The main objective of the project is to develop a robotic
manipulator using Magneto-Rheological actuators that address
both safety and performance requirements of a collaborative
robot. The manipulator includes five degrees of freedom that
when combined with the degrees of freedom of the end-
effector provide full kinematic redundancy. All joints of the
intended manipulator are powered with the single motor lo-
cated at the base of the robot. The targeted payload for the
manipulator is 10 kg at full extension of the robotic arm.
Each joint of the manipulator is actuated using a pair of
MR clutches coupled in an antagonistic configuration. The
manipulator in total includes 10 MR clutches and the torque
is directly delivered by the clutches to the corresponding joint
without gear reduction mechanism.
B. Working Principles of MR clutches
The utilization of a pair of MR clutches at each joint of
the manipulator is a key feature of the proposed design. The
main function of the MR clutch is the continual transmission
of the actuation torque from the motor side to the load side.
By changing the viscosity of the MR fluid in the clutch the
exact amount of transmission torque between moving parts
is regulated. The viscosity of MR fluid can be precisely
controlled by applying a magnetic field in accordance with
the requirement of the load transfer. The details of MR clutch
construction and its features can be found in [2] [3] [8].
A pair of MR clutches can be configured to provide an-
tagonistic actuation of a robot joint. In this case, the rotors
of the MR clutches are rotated in opposite directions and the
stators of both MR clutches are attached to a common shaft.
Depending on the electromagnetic activation of each clutch,
the torque can be applied by one or both MR clutches in either
direction.
A complete comparison of various MR clutch configurations
can be found in [1][2].
III. DESIGN OF THE MANIPULATOR BASE
A. Early design concepts
At the early stage of this work, multiple design concepts
for the base of the manipulator were considered and analyzed.
In order to reduce the mass of the robot base, a lightweight
high-speed motor with a harmonic drive gear box was decided
to be used. Low weight along with a high gear ratio became
the main reasons for choosing an expensive HD transmission
for gear reduction.
Four concepts that were studied in details are shown in
Fig. 2.
• The first concept comprises two motors and two pairs of
clutches mounted co-axially on the wide moving frame.
The two MR clutches of the 1st joint run on a circular
rail. The motors are located inside the 1st joint clutches,
two harmonic drive gear boxes mounted between the 1st
and 2nd joint clutches.
• The second concept is similar to the one discussed pre-
viously with the exception that the 2nd joint clutches and
the two motors and two harmonic drives are positioned
above the 1st joint clutches in order to reduce the diameter
of the base.
• The third concept has a set of miter gears to change the
orientation of the axis of rotation in order to mount 1st
joint clutches coaxial in the base. A pair of 2nd joint
clutches with a pair of motors and harmonic drives are
positioned above the base.
• The fourth concept utilizes only one motor and one
harmonic drive gear box. The pair of 1st joint clutches
is mounted coaxially to the vertical axis of rotation. The
pair of 2nd joint clutches is positioned above the base.
A set of bevel gears distribute the motion between the
clutches of the first and second joints.
The main disadvantage of the first concept is the unaccept-
able large size of the base and the need to use slip rings
to actuate the magnetic coil and receive measurements from
Hall sensors inside the MR clutches. Slip rings add additional
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resistance to the electrical circuit, bring more friction to the
moving joint and may corrupt the signals of the sensors.
The second concept improves the base’s footprint, but still
requires slip rings to energize MR clutches and connect to
Hall sensors.
The third and fourth concepts both have a small footprint
in the base and do not require slip rings for MR clutches. But
the third design requires two motors and two harmonic drives
to ensure antagonistic actuation of the joints, while the last
concept can use a single motor with a single HD gear box.
Taking into account the features described above, concept
4 was selected for further development.
B. Transmission and control
In selected configuration the single motor at the bottom of
the robot base provides motion to the upper joints through a
serial transmission that consists of several shafts and belts. As
seen in Fig. 3, rotation speed of the motor shaft is reduced by
the harmonic drive gear box.
Fig. 3. Transmission of the 1-st and 2-nd joints of the manipulator.
The set of bevel gears located at the 2nd joint produce
rotation in two opposite directions. Both clockwise and coun-
terclockwise rotation is delivered to the pair of clutches at
each joint through the belt transmission. Two belts moving in
opposite directions provide antagonistic motion for the rotors
in each pair of MR clutches.
C. Design of the robot base (1-st joint)
Manipulator base is designed to be properly mounted on the
horizontal surface. The base comprises a pair of MR clutches
that actuate the first joint responsible for the rotation of the
second link around the vertical axis, as shown in Fig. 4. The
single motor that drives all 5 upper joints is located at the very
bottom in the base; it is fixed on the movable motor frame that
rotates together with the upper links around the vertical axis
of the base.
The wave generator of the harmonic drive gear box is
directly connected to the motor shaft. The circular spline of
the harmonic drive is mounted on the movable motor frame,
while the flexspline is connected to the inner shaft and to the
rotor of the bottom MR clutch via cylindrical adapters. The
harmonic drive has high reduction ratio that allows utilization
of the light but powerful high-speed electric motor.
HD Wave 
generator
Motor frame
Base
stationary
structure
Two clutches 
joint core
Top clutch
rotor
Hollow shaft
Motor
Spur pinion
pair Bottom 
clutch rotor
HD Flexspline
HD Circular 
spline
Solid shaft
Spur ring
Spur ring
Adapters
Absolute 
Encoder
2nd link shaft
Fig. 4. Robot base zonal section view.
In order to compensate for the reaction moment, the torque
from the motor and harmonic drive is transmitted from the
motor frame to the upper links spur gears arrangement. The
large spur gear - in the shape of a ring (spur gear ring) -
is located on the top of the motor frame. It is in mesh with
six pinion pairs mounted on the stationary fixed cylindrical
support. Through these pinion pairs, the rotation of the motor
frame spur gear ring is mechanically transmitted to the similar
spur gear ring that is mounted on the cylindrical frame of the
second link. This construction allows to mechanically connect
the motor frame with the second link frame, and at the same
time provide fixation of the MR clutches to the stationary part
of the base.
In the center of the manipulator base, there is a pair of MR
clutches responsible for the rotation of the second robot link
along the vertical axis (first joint). In order to save weight and
space, both MR clutches share a joint magnetic core with two
separate windings. Each clutch designed to generate torque up
to 15 N·m.
While the rotor of the bottom MR clutch is actuated directly
by the circular spline of the harmonic drive, the rotor of the
top clutch is rotated in opposite direction by the hollow shaft
coming from the set of bevel gears located in the second link
on top of the robot base.
In order to measure the angular position of the second joint,
there is an absolute encoder mounted at the top plate of the
manipulator base.
D. Design of the 2nd joint
The frame of the second link is mounted on the hollow
shaft that spins around the vertical axis of the robot base. The
link comprises a set of bevel gears to produce rotation in two
opposite directions for all the upper joints of the robot. The
transmission of the motion to the upper joints realized through
the two belts as shown in Fig. 3.
From the harmonic drive located in the base, the rotation of
the solid inner shaft is coming to the small bevel gear on the
top of the link. Two big bevel gears in mesh with the small
gear spin in opposite directions to each other with reduced
speed 1:2. The bottom small bevel gear in mesh with big
204
bevels rotates in an opposite direction relative to the top one.
The hollow shaft coming from the bottom gear transmits the
rotation to the rotor of the top MR clutch in the base.
Spinning in clockwise (CW) and counter-clockwise (CCW)
directions big bevel gears rotate the rotors of two MR clutches
of the second joint. The clutches should be able to produce
up to 200 N·m torque each in order to actuate the third link
of the robot.
IV. MODELLING IN MATLAB/SIMULINK
A. State-Space Model of the Joint
In order to develop a state-space model, the simplified
scheme of the manipulator first joint was considered, as shown
in Fig. 5.
Fig. 5. Manipulator First Joint Scheme
In this figure, four separate groups of parts with common
motions are identified with different colors, namely, HD Drive,
bottom rotor, shaft, and top gear shown in blue; bottom gear,
hollow shaft, and top rotor in green; rotating frame in yellow;
and finally, left and right gears in red.
Assuming that the resulting angles, angular velocities, and
angular accelerations of all parts of the assembly in the
first group (blue color) are in the counterclockwise direction
(looking from the top), then it can be shown that,
Thd − TR.btm.inert − TR.btm.fr − TR.btm.mr − TSh.elast = 0
where Thd is the torque on Harmonic Drive, TR.btm.inert is
the torque due to the inertia of the bottom rotor, TR.btm.fr is
the torque on clutch bottom rotor due to friction, TR.btm.mr
is the torque on bottom rotor due to MR effect, and TSh.elast
is the torque due to the elasticity of the shaft.
Harmonic drive output torque is a function of time,
Thd = Thd(t)
TR.btm.inert = IR.btmφ¨R.btm
where IR.btm and φR.btm are the moment of inertia and the
angle of the rotor of the bottom clutch respectively.
TR.btm.fr = TR.btm.visc + TR.const.fr
where TR.btm.visc is the torque on bottom rotor due to viscos-
ity, TR.const.fr is the torque due to constant friction.
TR.btm.visc = bR.viscφ˙R.btm
where bR.visc is the coefficient of viscous friction.
φR.btm = φhd
where φhd is the angle of Harmonic Drive.
The torque due to the elasticity of the shaft can be calcu-
lated,
TSh.elast = kSh∆φ = ksh(φhd − φG.top)
where ksh is the stiffness of the shaft, φG.top is the angle of
the top bevel gear (top of the shaft).
For the second group of parts (green color), it is assumed
that resulting angles, angular velocities, and angular acceler-
ations of all parts of the assembly have clockwise direction
(looking from the top), then it can be shown that,
TG.btm−TR.top.inert−TR.top.fr−TR.top.mr− 1
2
Tb.g.result = 0
where TG.btm is the torque acting on the bottom bevel gear,
TR.top.inert is the torque due to the inertia of the clutch top
rotor, TR.top.fr is the torque on clutch top rotor due to friction,
TR.top.mr is the torque on clutch top rotor due to MR effect,
Tb.g.result is the resulting torque from bevel gears.
Due to mechanical differential properties, the torque acting
on bottom gear is always equal to the top gear torque TG.top,
TG.btm = TG.top = TSh.elast
TR.top.inert = IR.topφ¨R.top
where IR.top and φR.top are the moment of inertia and the
angle of the rotor of the top clutch respectively.
TR.top.fr = TR.top.visc + TR.const.fr
where TR.top.visc is the torque on bottom rotor due to viscosity.
The top rotor rotates in opposite direction relative to the
rotation of the stationary base.
TR.top.visc = bR.viscφ˙R.top
where φG.btm is the angle of the bottom bevel gear.
φR.top = φG.btm
TR.top.visc = bR.viscφ˙G.btm
In the third group (yellow color) the HD drive with the
Motor is fixed on the rotating frame, so the reaction from
the generated torque Thd is directly transmitted to the frame.
Assuming that resulting angles, angular velocities, and angular
accelerations of all parts of the frame assembly have counter-
clockwise direction (looking from the top),
TSh.elast − Thd + TG.btm − TF.inert + TF − Tb.g.result = 0
where TF.inert is the torque due to the inertia of the rotating
frame, TF is the torque acting on rotating frame from upper
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links (external). In this case torques TSh.elast, TG.btm, and TF
have the same (counterclockwise) direction, while torques Thd
and TF.inert have opposite direction.
TG.btm = TG.top = TSh.elast
TF.inert = IF φ¨F
where IF and φF are the moment of inertia and the angle of
the rotating frame respectively.
In the fourth group (red color) the left and right bevel gears
comprise the mechanical differential as well as transmit the
torque from the top and bottom gears to the rotating frame.
According to design, both bevel gears have the same gear
ratio Rb.g in mesh with the top and with the bottom bevel
gears. It is assumed that external torques applied to the left
and right bevel gears have counterclockwise direction when
looking from left and from right side respectively, so their
resulting torque is:
Tb.g.result = Rb.gTG.L +Rb.gTG.R
where TG.L and TG.R are the external torques acting on the
left and right bevel gear respectively.
Angles of the mechanical differential in the rotating frame
are governed by the following relation:
φG.top + (−φG.btm)− 2φF = 0
φG.btm = φG.top − 2φF
In case of the motionless frame assembly, the angle φG.btm
has opposite direction relative to φG.top due to the property
of mechanical differential.
For angular velocities and accelerations,
φ˙G.btm = φ˙G.top − 2φ˙F
φ¨G.btm = φ¨G.top − 2φ¨F
Using relations described above, the following system with
state equations was derived:
x˙1
x˙2
x˙3
x˙4
x˙5
x˙6
 =

0 1 0 0 0 0
− kI1 − bI1 kI1 0 0 0
0 0 0 1 0 0
k(4I2+I3)
I2I3
0 −k(4I2+I3)I2I3 − bI2 0 2bI2
0 0 0 0 0 1
2k
I3
0 − 2kI3 0 0 0


x1
x2
x3
x4
x5
x6
+
+

0 0 0 0 0 0 0
1
I1
− 1I1 0 0 0 0 − 1I1
0 0 0 0 0 0 0
− 2I3 0 − 1I2 − 3RI3 − 3RI3 2I3 − 1I2
0 0 0 0 0 0 0
− 1I3 0 0 − RI3 − RI3 1I3 0


T1
T2
T3
T4
T5
T6
T7

where variables are:
x1 = φhd(t), T5 = TG.R(t),
x2 = φ˙hd(t), T6 = TF (t),
x3 = φG.top(t), T7 = TR.const.fr ,
x4 = φ˙G.top(t), I1 = IR.btm,
x5 = φF (t), I2 = IR.top,
x6 = φ˙F (t), I3 = IF ,
T1 = Thd(t), b = bR.visc,
T2 = TR.btm.mr(t), k = ksh,
T3 = TR.top.mr(t), R = Rb.g .
T4 = TG.L(t),
B. Verification of the model in MATLAB/Simulink software
Based on the state-space system above, the MAT-
LAB/Simulink model was developed and analyzed. Based
on the preliminary SolidWorks model analysis, the following
values of variables were used in simulation:
k = 550 [N·m/rad] - Elastic coefficient of the shaft,
b = 0.5 [N·m·sec/rad] - Viscous friction coefficient,
I1 = 0.012[kg·m2]- Inertia moment of bottom rotor,
I2 = 0.010[kg·m2] - Inertia moment of top rotor,
I3 = 0.064[kg·m2] - Inertia moment of rotating frame.
To build a discrete time model, a minimum required sam-
pling rate was estimated (Nyquist criterion) and the sampling
period Ts = 0.01 sec was selected.
In order to verify the developed model, the HD drive torque,
continuous friction torque, and top clutch MR torque were
applied in a form of a step-function:
• At the time t = 5 sec the HD drive started to generate
torque Thd = 1 N ·m, the constant friction torque
TR.btm.fr = 0.1 N ·m appeared in the bottom clutch,
and the constant friction torque TR.top.fr = 0.1 N ·m
appeared in the top clutch;
• At the time t = 150 sec the top MR clutch started
to generate torque TR.top.mr = 0.1 N ·m.
Resulting states representing angle and angular velocity of
the bottom rotor, top bevel gear, rotating base, and derived
parameters for top rotor are shown in Fig. 6 and Fig. 7.
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Fig. 6. Graphs of output angles and angular velocities for bottom rotor and
top bevel gear
It can be observed on the graphs that at the time = 5 sec
when the harmonic drive started to generate torque Thd = 1
N ·m, angular velocities of the bottom rotor, top bevel gear,
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Fig. 7. Graphs of output angles and angular velocities for top rotor and
rotating base gear
top rotor, and rotating base started to rise towards the certain
values where the viscous friction of the parts equalizes gen-
erated torque. The rotating base started to turn in a clockwise
direction and reached about −0.07 rad angle at the time = 150
sec. On the angular velocity graphs for the top bevel gear and
rotating base, one can clearly see the oscillations due to the
flexibility of the shaft. Oscillations of the top and bottom rotor
are not so visible but still can be noted.
When the top MR clutch was activated at t = 150 sec
and started to generate torque, the angular velocity of the top
rotor started to decline, both bottom rotor and top bevel gear
speeds showed a minor reduction, the angular velocity of the
base changed its direction to counter-clockwise and the angle
started to rise.
Shown on the graphs, the behavior of the parts corresponded
very well with the expected motions of the actual hardware.
Additional analogous simulations were performed to ensure
the correct behavior of the developed system.
C. Simple control design in MATLAB/Simulink software
For further analysis, the simple input transducer is designed
to process the desired reference trajectory of the rotating base
into the controlling signals for clutches and HD drive. The
required torques are calculated proportional to the derivative
of the desired angle with respect to the time. The desired
reference trajectory designed in MS Excel is shown with red
color in Fig. 9.
The graphs of the torques applied to the system to follow
desired trajectory of the rotating base are shown in Fig.8.
Fig. 8. Graph of the torque applied to the top (blue) and bottom (red) clutch
in order the rotating base to follow the desired trajectory
It can be seen on the presented graphs, that in order to
ensure the base is following the desired trajectory, the bottom
MR clutch torque T2 fluctuates from 0 up to 0.020 N ·m. The
top MR clutch torque T3 reaches 0.025 N ·m. Both clutches
cannot produce negative torque due to physical limitations, so
the minimum torque is 0 N ·m as shown on the graphs.
The rotation base follows the desired trajectory close
enough. The graph of the simulated angle is shown in Fig.9.
Fig. 9. Graph of the desired (red) and resulting (blue) trajectory of the rotating
base.
The profile on the graph (blue) is almost identical to the
profile of the desired trajectory (red) shown in Fig. 9. The
error between the guiding profile and the actual angle of the
base stays within +/- 0.04 rad.
V. CONCLUSIONS
Design and simulation results for the first joint of the
prospective 5-DOF manipulator, presented in this paper,
demonstrate the possibility of building the complex robot that
can be actuated by a single motor at the base. The use of MR
clutches in the joints of the manipulator brings power and
safety to the system.
Further work is planned to model and simulate the rest of
the joints in the robot. Future steps include parts manufactur-
ing, control system development, assembling and testing the
manipulator.
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Abstract— A comparative analysis of four different OptiTrack 
motion capture systems is provided in this paper. Tracking 
accuracy, workspace volume, marker size and camera range 
are the main criteria used for comparison. The tracking 
accuracy is tested using Quanser’s linear motion platform by 
comparing the measured position of the cart with the position 
obtained using the encoder. The workspace volume limits are 
obtained by flying a LiteHawk Neon drone in circles of 
increasing radius at different heights until tracking fails. The 
relationship between marker size and camera range is obtained 
through theoretical calculations. Experimental as well as 
theoretical results are presented, illustrating the performance 
of these four systems. These will serve as a baseline to select 
the right motion capture system for any particular application. 
Keywords- Motion capture; OptiTrack; Optical-Passive 
I.  INTRODUCTION 
Motion capture (mocap) is the process of recording the 
movement of objects or people. It involves measuring the 
position as well as orientation of the objects or people in 
physical space [1]. The technology was originally developed 
for gait analysis in the life science market but is now used in a 
wide variety of other fields. Some of these include computer 
graphics animation, robotics and military use. 
Over the past few decades, a lot of advancements have been 
made in motion capture technology resulting in many different 
approaches such as: 
 Optical-passive: Retroreflective markers are tracked
by a set of infrared cameras. It is the most practical
and commonly used method in the industry [2]. The
motion capture systems selected for comparative
analysis in this paper are all optical-passive.
 Optical-active: Infrared LED markers are tracked by a
set of infrared cameras. Note that a suitable power
supply source is required to power active markers.
 Video: Software is used to track the object motion in
each frame. Depending on the object detection and
tracking algorithm used, the accuracy of the results
may vary. This technique is less accurate than the 
marker-based solutions.  
 Inertial: Independent of cameras, this technique uses
inertial measurement sensors on the subject. Short
term accuracy is a major drawback.
Optical-passive motion capture systems are widely used for 
validation and control of computer vision and robotics in an 
indoor laboratory setting. They have great practical value in 
indoor mobile robotics applications. Hence, choosing the right 
motion capture system for a particular application is extremely 
important. In this paper, a series of systematic tests are 
performed using four different OptiTrack motion capture 
systems to characterize their performance. The results obtained 
from these tests will provide a baseline for users to choose the 
right motion capture system for any computer vision or 
robotics application based on tracking accuracy, size of 
workspace, marker size and camera range.  
This paper is organized as follows. In Section Ⅱ, the four 
different OptiTrack motion capture systems selected for 
evaluation are presented. In Section Ⅲ, the experimental setup 
used to test the performance of these motion capture systems is 
described and the test procedure is explained in detail. The 
results obtained by performing the test using the four different 
systems are showcased in Section Ⅳ. Finally, the conclusions 
drawn from this work are presented in Section Ⅴ. 
II. MOTION CAPTURE SYSTEMS
OptiTrack makes high-performance motion capture systems 
at an affordable price. A single OptiTrack motion capture 
system may track the 6 degrees of freedom (DOF) pose of one 
or more objects in the workspace. Objects tracked in space 
need to be defined as rigid bodies. Each rigid body is a cluster 
of reflective markers arranged in a unique configuration. Fig. 1 
shows two quadrotors (a LiteHawk Neon and LiteHawk 
Highroller) defined as rigid bodies, one using 1/2-inch by 1/2-
inch square markers and the other using 5/8-inch diameter 
spherical markers. OptiTrack manufactures spherical markers 
with diameters ranging from 1/4-inch to 3/4-inch. Additionally, 
OptiTrack also does fabricate reflective 1/3-inch diameter dots 
and 1/2-inch by 1/2-inch squares. Depending on the size and 
limitations of the rigid body, appropriate size markers may be 
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chosen. For example, we use squares on the LiteHawk Neon 
due its payload capacity and spherical markers on the 
LiteHawk Highroller because of its fuselage design. 
In this paper, four different OptiTrack systems are chosen 
for comparative analysis, comprising: Flex 3 (x12), Flex 13 
(x6), Prime 13 (x6) and Prime 17W (x6). Table 1 provides 
detailed specifications for the cameras used in each of these 
systems. The specifications provided are obtained directly from 
the manufacturer’s website [3]. The number of cameras for 
each of the systems are chosen to cover roughly the same 
workspace area and to be able to track rigid bodies using 
square markers. Note that the dot and square markers expose 
less retroreflective surface area compared to the spherical 
markers. The Flex 3 cameras have a much lower resolution 
compared to the rest. The ethernet connectivity of the Prime 
series allows for a faster frame rate and lower latency 
compared to the Flex series. All cameras use wide angle lenses. 
The system cost is the number of cameras times the cost per 
camera. However, this does not include the costs of the hubs, 
proprietary software and the ground control station as they are 
much smaller compared to the cost of the cameras.  
TABLE I. MOTION CAPTURE SYSTEMS CHOSEN FOR COMPARATIVE 
ANALYSIS 
OptiTrack 
Flex 3 (×12) 
OptiTrack 
Flex 13 (×6) 
OptiTrack 
Prime 13 
(×6) 
OptiTrack 
Prime 
17W (×6) 
Resolution 640 × 480 (0.3 
MP) 
1280 × 1024 
(1.3 MP) 
1280 × 1024 
(1.3 MP) 
1664 × 1088 
(1.7 MP) 
Frame rate 100 FPS 120 FPS 240 FPS 360 FPS 
Lens 4.5 mm 5.5 mm 5.5 mm 6 mm 
Horizontal 
FOV 
46.2° 56° 56° 70° 
Vertical FOV 34.7° 46° 46° 49° 
Connectivity USB 2.0 USB 2.0 Ethernet Ethernet 
Latency 10 ms 8.3 ms 4.2 ms 2.8 ms 
Cost per 
camera 
599 USD 999 USD 1999 USD 3499 USD 
System cost 7188 USD 5994 USD 11994 USD 20994 USD 
III. EXPERIMENTAL SETUP AND TEST PROCEDURE
The four different motion capture systems are compared 
using tracking accuracy, workspace volume, marker size and 
camera range. The tracking accuracy and workspace volume 
are obtained experimentally while the relationship between 
marker size and camera range is derived geometrically based 
on the pinhole camera model. 
A. Tracking Accuracy 
Fig. 2 shows the experimental setup used to test for rigid 
body tracking accuracy. Quanser’s linear motion platform is 
used where the cart and the two ends of the track are defined as 
rigid bodies, tracked by the motion capture system. The 
positions of the rigid bodies are attained using the motion 
capture system.  The cart is driven on the track by a DC motor 
via a rack and pinion mechanism that ensures consistent and 
continuous traction [4]. It has an encoder with a resolution of 
4096 counts/rev to measure its position. To start, the cart is 
placed at one of the ends and using the encoder feedback, a 
PID position controller is used to move the cart with a fixed 
amplitude at increasing frequency. The position of the cart on 
the track is obtained using its initial position, the track unit 
vector (defined using the positions of the two ends of the track) 
and the encoder count. The calculated position is then 
compared with the cart position obtained from the motion 
capture system (to test the accuracy of the four different motion 
capture systems). For each camera system, three sets of tests 
are done in three different table orientations and for each 
orientation, data for five experimental runs are logged.  
Let PCC and PCE denote the positions of the cart measured 
using the motion capture system and calculated based on the 
encoder count respectively. Let PE1 and PE2 denote the 
positions of the two ends of the cart obtained using the motion 
capture system. 
  
where t ̂ is the track unit vector. The displacement of the cart 
from its initial position, d can be calculated using the encoder 
count, c. The effective linear tracking resolution, k = 2.2749 × 
10-5 m is based on the gear ratio, pitch and encoder resolution. 
  
The position of the cart at any time, t can then be calculated as 
follows: 
Figure 1.  LiteHawk Neon and Highroller quadrotors tagged with 
retroreflective markers 
Figure 2.  Experimental setup to test tracking accuracy 
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  
The tracking error, e at every time instant, t is then given by 
  
Fig. 3 shows the experimental data for a single run using the 
OptiTrack Prime 13 motion capture system. The position 
controller moves the cart back and forth with a fixed amplitude 
of 0.15m at increasing frequency. The x, y and z positions of 
the cart measured using the motion capture system (shown in 
blue) are compared with those obtained using the encoder 
count (shown in orange). Fig. 4 shows the errors in position 
along the x, y and z direction for the same run. 
It is important to note the tracking accuracy of the motion 
capture system for different cart velocities, accelerations and 
jerks. The velocity of the cart, VCC is obtained using a fourth 
order forward finite difference approximation [5] of the cart 
position given by 
 
where h is the sample time. A sample time of 0.001s is used in 
all experimental runs. Similarly, acceleration and jerk are 
obtained by differentiating the approximated velocity and 
acceleration respectively. 
B. Workspace Volume 
The workspace of each motion capture system is the 
volume in which a rigid body can be successfully tracked. To 
estimate the workspace volumes of the four different motion 
capture systems, a LiteHawk Neon drone is flown around in the 
workspace to test its limits. A PID controller is used to control 
the position of the drone in the workspace using measurements 
from the motion capture system as feedback. The drone is 
flown around in circular trajectories of increasing radius 
starting at an altitude of z = 0.25m until tracking is lost. This is 
then continued for altitudes all the way up to z = 3m with 
increments of Δz = 0.25m. By logging the position of the drone 
continuously during the experiment, the workspace volume can 
be estimated. 
C. Marker Size and Camera Range 
OptiTrack manufactures spherical markers of sizes ranging 
from 1/4-inch to 3/4-inch in diameter. Limited by camera 
resolution and Field Of View (FOV), there is a maximum 
range to see markers of a particular size. Based on camera 
imaging geometry, the number of pixels seen in a marker of 
known size at a distance can be calculated. Knowing the 
marker diameter, d, the maximum cross-sectional area for 
each marker can be calculated using 
  
If r = a × b pixels is the camera resolution, the aspect ratio is 
  
Given the horizontal FOV ( ), vertical FOV ( ) and 
focal length of the camera ( ), the diagonal FOV can be 
calculated as follows 
  
The area seen by the camera at a distance, h is 
  
Figure 3.  Measured (OptiTrack Prime 13) vs. encoder position of cart 
Figure 4.  Tracking error (OptiTrack Prime 13) 
211
The number of pixels seen in a marker at a distance, h is 
  
IV. RESULTS
The experimental and theoretical results for the four 
different motion capture systems are presented in this section. 
Average error for different frequencies, velocities, 
accelerations and jerks of the cart are provided in the tracking 
accuracy subsection. Top and sectional views of the workspace 
volumes are shown in the workspace volume subsection. In the 
last subsection, the number of pixels seen in a marker by a 
single camera is related to its range based on the calculations in 
the previous section. Fig. 5 shows a scatter plot of the average 
error plotted against system cost. Note that the Flex 3 motion 
capture system is comprised of twelve cameras (twice as many 
as the number of cameras in the other motion capture systems). 
The Flex 3 cameras are mounted at a lower height to be able to 
track the 1/2-inch by 1/2-inch squares given their lower 
resolution compared to the rest of the cameras. The area seen 
by the cameras is thus much lower. Hence, twelve cameras are 
used to cover roughly the same workspace volume. The system 
costs reflect important characteristics of the cameras such as 
resolution, frame rate and latency based on the average tracking 
error of the four systems. 
A. Tracking Accuracy 
Fig. 6 shows the average error plotted against the frequency 
at which the cart moves back and forth along the track with an 
amplitude of 0.15m. The rise in average error with an increase 
in frequency follows a linear trend. The rate at which error 
increases with increase in motion frequency is a function of the 
frame rate and latency of the camera system. Figs. 7, 8 and 9 
show plots of the average error vs. cart velocity, acceleration 
and jerk respectively. Note that the cart velocity, acceleration 
and jerk are derived using fourth order forward finite difference 
approximation of the cart position measured using the motion 
capture system. This is only an approximation and is subject to 
error. Straight lines were used to fit the data best from scatter 
plots of the average error vs. cart velocity, acceleration and 
jerk. The average error increases linearly with increase in cart 
velocity, acceleration and jerk. Once again, it can be noted that 
Prime series have a lower tracking error compared to the Flex 
series because of higher frame rate and lower latency. 
Figure 5.  Average error vs. system cost 
Figure 6.  Average error vs. frequency 
Figure 7.  Average error vs. velocity 
Figure 8.  Average error vs. acceleration 
Figure 9.  Average error vs. jerk 
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B. Workspace Volume 
The limits of the workspace volume for each of the four 
motion capture systems were tested by flying the LiteHawk 
Neon drone in circular trajectories of increasing radius at 
different heights. Fig. 10 shows the top and sectional views for 
each of the four different motion capture systems. The shape 
of the workspaces roughly resembles that of a dome. The top 
views show the circles at different heights within which the 
drone can fly while being tracked successfully. It can be noted 
that the flying radius in each transverse plane decreases with 
increase in height. The workspace volume depends on many 
factors such as the positioning of the cameras, resolution, focal 
length and FOV. 
C. Marker Size and Camera Range 
Fig. 11 shows the relationship between marker sizes and 
range for the different camera systems. In the first plot, the 
number of pixels as a function of distance is seen for different 
marker sizes using a Flex 13 camera. The larger the marker, 
the more pixels are seen by the camera and hence can be seen 
from a longer range. The number of marker pixels seen by a 
camera decreases exponentially with increase in range. In the 
second plot, comparing the four different cameras using the 
same size marker at a fixed distance, the Flex 13 and Prime 13 
capture the most number of pixels closely followed by the 
Prime 17W leaving the Flex 3 with the least. For a marker to 
be detected, at least 4 pixels are needed to be seen by a 
camera. The black line in the plots indicates this threshold. 
V. CONCLUSIONS AND RECOMMENDATIONS 
The Prime series cameras have a lower tracking error for 
aggressive rigid body manoeuvres due to higher frame rate 
and lower latency. High frame rate and low latency are useful 
in estimating rigid body velocity, acceleration and jerk more 
accurately. The OptiTrack Prime 17W cameras offer 
maximum workspace volume due to wider angle lens with 
bigger FOV. Using a camera with a larger FOV will result in a 
bigger workspace volume. The OptiTrack Flex 13, Prime13 
and Prime 17W cameras offer longer marker range due to 
higher resolution and longer focal length. The camera 
resolution is important based on the type of markers used to 
identify rigid bodies in space. It will determine the minimum 
separation distance between the markers to be identified 
uniquely, and the minimum size of marker needed at a 
particular distance from the camera. 
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Abstract—The increasing use of robots operating close to 
people has made human-robot collisions more likely. In this 
paper, strategies intended to reduce the impact force to a safe 
level, without sacrificing the robot’s performance, are 
investigated. The strategies can be applied to a robot arm 
without modifying its internal hardware. They include the 
existing strategies: lowering the actuator controller’s stiffness; 
actuator switched off upon impact detection; withdrawing the 
arm upon impact detection; and adding a compliant cover. We 
also propose the novel strategy of limiting the controller’s 
feedback term. The collision scenario studied is a robot arm 
colliding with a person’s constrained head. An improved 
lumped parameter model of the constrained impact is 
proposed. Simulation results are included for a UR5 
collaborative robot. Sixteen combinations of the impact force 
reduction strategies are compared. The results show that using 
a high stiffness controller with a feedback limit and compliant 
cover reduces the impact force to a safe level, and achieves 
precise trajectory tracking. 
Keywords—collaborative robot; compliant covering; human-
robot collision;  impact force; robot control; robot safety 
I.  INTRODUCTION 
In emerging applications, such as collaborative robots and 
service robots, robot arms (also termed “manipulators”) may 
operate in close proximity with people. This proximity makes 
human-robot collisions much more likely so the ability to 
reduce the human-robot impact force to a safe level is a critical 
requirement for these robots. Research on the design and 
control of safe collaborative robots (also termed “human-
friendly robots” in the literature) aims to address this safety 
requirement without sacrificing the robot’s performance and 
functionality. 
Previous researchers have proposed a wide variety of 
approaches for reducing the human-robot impact force. In [1] 
the impact force is reduced by applying a time-varying limit to 
the actuator torques based on a dynamic model of the robot. 
While this can work in certain situations, an undesirable 
reduction in the precision of the robot’s trajectory tracking may 
also occur when the actuator torques are limited. Reducing the 
inertia of the robot is very effective at reducing the impact 
force. The robot developed by DLR [2] is a prime example of 
this approach whose special design and use of lightweight 
materials, such as carbon fiber, produced a very low inertia 
arm. However, this is a costly solution and obviously cannot be 
used to improve the safety of conventional robots. Reducing 
the stiffness of the transmission between the actuators and links 
is another approach for improving the collision safety, e.g. 
[3][4]. With conventional robots the transmission between each 
actuator and link is very stiff so both of their inertias contribute 
to the severity of the collision. The objective of variable-
stiffness actuation (VSA) is to dynamically decouple the 
actuator’s rotor inertia from the link’s inertia. Since the contact 
occurs between the human and the link, and the link’s inertia is 
lower than the combined inertia, the impact force will be 
reduced by the VSA’s decoupling effect. The lower the 
stiffness the lower the force, however low transmission 
stiffness also tends to lower the precision of the robot’s 
position control. Similarly, a lower arm velocity also reduces 
the impact force, but clearly sacrifices the robot’s performance. 
The VSA mitigates these two problems by lowering the 
stiffness when the velocity is high, and increasing the stiffness 
when the velocity is low. This addresses the safety aspect, but 
will also cause the tracking precision to deteriorate during the 
higher velocity sections of its motion trajectories. Furthermore, 
using VSAs for the robot’s six joints will increase the 
complexity, cost and inertia of the arm. Adding an 
electromechanical clutch between the link and actuator is an 
alternate approach to decouple the actuator’s and link’s inertias 
[5][6]. This behaves like a VSA with two stiffnesses and is 
termed a “series clutch actuator” (SCA). When clutch is 
engaged the transmission’s stiffness is very high, and when it is 
disengaged the stiffness drops to zero. Unlike a VSA, the SCA 
should not affect the robot’s performance during normal 
conditions since the clutch should only disengage when a 
collision happens. The clutch’s torque threshold can also be 
Research sponsored by the Natural Sciences and Engineering Research 
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varied to satisfy both the safety and performance requirements 
[5]. Unfortunately, using SCAs will increase the complexity, 
cost and inertia of the robot arm. 
While the approaches in [2]-[6] all have merit, we are 
interested in methods for reducing the impact force that can be 
applied to existing robot arms with little or no modifications to 
the arm’s hardware. The actuator torque limiting method in [1] 
is such an approach, but has serious side effects as previously 
discussed. A better approach is to add a collision detection and 
reaction strategy to the robot’s control software, e.g. [7]-[9]. 
The detection can use either the robot’s existing sensors [7][8] 
or externally mounted sensors [9]. The former approach 
requires a dynamic model of the robot while the latter does not. 
Using either approach detection times of a few ms can be 
achieved [7]-[9]. Various reaction strategies may be executed 
after contact detection to reduce the impact force, such as: 
braking to a stop [7][9], switching the actuator off [8], or 
having the arm reflexively withdrawn from the location of the 
impact [8]. Another method for increasing the safety of an 
existing robot is to add a compliant cover over its surface, e.g. 
[7][10][11]. The cover’s stiffness can be chosen to satisfy a 
safety constraint without being excessively thick [11]. The 
compliant cover cannot be used with the end effector if it 
interferes with its function. If this is the case, quick release 
mechanisms, such as the QuickSTOP collision device (Applied 
Robotics Inc.), can be used to increase the safety of collisions 
with the end effector. 
In this paper we will investigate strategies intended to 
reduce the impact force when a robot collides with a human’s 
head, while maintaining the robot’s performance during normal 
conditions. These can be applied to an existing robot without 
modifying its internal hardware. They include the previously 
applied strategies: lowering the actuator controller’s stiffness, 
actuator switched off by controller upon impact detection, 
withdrawing the arm as fast as possible upon impact detection, 
and adding a compliant cover. We also propose the novel 
strategy of limiting the magnitude of the feedback term used 
with the controller. 
The  collision scenario is described in section II. In section 
III the impact model for this scenario is derived. Section IV 
covers the controller design. Simulation results are presented 
and discussed in section V and conclusions are drawn in 
section VI. 
II. COLLISION SCENARIO
Although the human-robot impact could occur almost 
anywhere on the human’s body we will investigate impact 
with the human head since it is the most likely to result in 
serious injuries. The collision scenarios being studied are 
illustrated in Fig. 1. We assume that the impact takes place at 
the tip of the forearm link when the robot arm is fully 
extended as shown. This contact location and elbow angle 
maximizes the moment of inertia of the arm which will 
produce the maximum impact force, all other parameters being 
equal. We also assume the impact direction and human’s 
surroundings do not allow the head to move – this is termed a 
“constrained impact” and produces much larger forces than the 
unconstrained case where the head is allowed to move [11]. 
The robot is assumed to be a standard articulated arm with six 
or seven motorized rotary joints. The impact may be caused by 
either the rotation of the robot’s shoulder joint (Fig. 1a) or its 
waste joint (Fig. 1b). The elbow joint is assumed to be 
infinitely stiff which is a conservative assumption.  
III. HUMAN-ROBOT IMPACT MODELING
As is common practice in the literature [3][4][10][11][12], 
the human-robot impact dynamics in the normal direction are 
modelled by a linear one dimensional lumped parameter model 
consisting mainly of masses and springs. Fig. 2 shows the 
schematic for the linear robot-head impact model. The actuator 
force (commanded by the controller), equivalent masses of the 
actuator and link are included. The mass of the head is shown 
but not included in our equations since it is constrained. 
Knowing the elastic modulus and contact area of the compliant 
material, the compliant cover can be modeled as a spring acting 
between the link and head. The human head’s stiffness is also 
modelled as a spring. Its value for robot-head contact is 
included in the international technical specification for 
collaborative robots [12]. Including this spring makes the 
model more realistic than previous models that assumed the 
skull is perfectly rigid. Displacement due to transmission 
deflection adds one degree of freedom to the model which is 
shown as spring acting between the actuator position and the 
robotic arm position. Most existing robots use a low-backlash 
high-precision transmission at each joint which has a high 
stiffness compared to the controller’s stiffness (due to 
feedback). Thus the transmission spring can be reasonably 
neglected, making the actuator and links act as a single mass. 
Fig. 3 shows the simplified model that is employed in the 
remainder of this paper. 
The conventional position controller equation for the joint 
is: 
( ) ( )cont p d r d d r r dK K It q q q q q= - + - +ɺ ɺ ɺɺ (1) 
subject to: 
cont maxt t£ (2) 
Figure 1. Illustration of the collision scenarios being studied. a) Head 
impact caused by robot’s shoulder joint movement. b) Head impact caused 
by robot’s waist joint movement. 
Figure 2. Linear robot link-head blunt constrained impact model. 
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where contt is the joint torque to be applied by the actuator; 
maxt is the maximum actuator torque; rq is the joint angle; dq is 
the desired angle; pK and dK are the proportional and 
derivative feedback gains respectively; 
r
I is the combined 
inertias of the actuator and links; and 
r dI q ɺɺ is the feedforward 
term used to compensate the inertial torque. Assuming the 
post-impact deflections are small, the equivalent controller 
force in the normal direction at the point of contact is: 
( ) ( )cont cont d r cont d r r dF K x x C x x M x= - + - +ɺ ɺ ɺɺ (3) 
where 2cont pK K L= ,  
2
cont dC K L= , 
2
r r
M I L= , d dx Lq= , 
r r
x Lq= and L  is the distance from the impact point to the 
joint. If all displacements are relative to hx , the robot’s 
equation of motion is: 
r r cont f iM x F F F= - -ɺɺ  (4) 
where fF is the friction force and iF is the impact force. The 
impact force is given by: 
0
0 0
hc r r
i
r
K x x
F
x
>
=  £
 (5) 
where: 
( )hc h c h cK K K K K= +  (6) 
Substituting (3) and (5) into (4) and rearranging gives: 
r r r r r r r d cont d cont d fM x C x K x M x C x K x F+ + = + + -ɺɺ ɺ ɺɺ ɺ    (7) 
where: 
r contC C=  (8) 
0
0
hc cont r
r
cont r
K K x
K
K x
+ >
=  £
 and  (9) 
The friction force is modelled as the sum of dry and viscous 
components as follows: 
sign( ) 0
0
( ) .
k r v r r
cont i r cont i sf
s cont i
f x k x x
F F x F F fF
f sign F F otherwise
+ ¹
 - = Ù - <= 
 -
ɺ ɺ ɺ
ɺ
 (10) 
where kf is the kinetic friction force, sf is the static friction 
force and vk  is the coefficient of viscous friction. 
Lastly, the deflections of the compliant cover and head may be 
calculated using (11) and (12), respectively. 
c c r i cx x x F KD = - =  and  (11) 
s i hx F K=  (12) 
IV. CONTROLLER DESIGN
The position controller can be designed for trajectory 
tracking by specifying the desired closed-loop bandwidth, bwf , 
and damping ratio, ζ . The corresponding controller gains are 
given by: 
2
ωp r nK I=  (13) 
2ζd p rK K I=  (14) 
where: 
( )2ω 2pi ζ 1 ζn bwf= + +  (15) 
The proposed feedback limited (FBL) controller is 
obtained by replacing (1) with: 
cont fb fft t t= +  (16) 
( ) ( )fb p d r d d rK Kt q q q q= - + -ɺ ɺ  and   (17) 
ff r dIt q= ɺɺ  (18) 
subject to (2) and: 
fb limt t£  (19) 
where limt is the feedback torque limit. 
V. SIMULATIONS 
Simulations were created to compare the position control 
performance and impact forces produced under a variety of 
conditions. The simulated robot is a Universal Robot model 
UR5 which is one of the most common collaborative robots in 
use today. The robot’s commanded trajectory is defined such 
that it collides with the head at a velocity of 0.25 m/s which is 
the highest speed permitted by the Canadian [13] and 
international safety standards [14] when a human is within 
reach of a robot arm. Two different sets of controller gains pK
and dK  were used, one for a high bandwidth, high stiffness 
controller (HSC) and the other for a lower stiffness, lower 
bandwidth controller (LSC). The two bandwidths for the HSC 
and LSC are 50 Hz and 5 Hz, respectively. The corresponding 
stiffnesses are 355 kN/m and 3.55 kN/m, respectively. The 
other simulation parameters are listed in Table I.  
Several impact conditions have been simulated and 
comparisons made. The HSC and HSC were simulated with 
and without compliant cover (CC). The other impact force 
reduction strategies simulated are: limiting the controller 
feedback force applied to the link (FBL); switching off the 
actuator when the impact is detected (SOA); and implementing 
an arm withdrawal reflex (AWR) by applying the maximum 
actuator torque in the opposite direction. The impact detection 
Figure 3. Simplified model for robot link-head blunt constrained impact. 
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delay for the AWR was assumed to be 5 ms. The robot was 
simulated tracking a trapezoidal velocity trajectory before 
collision and the tracking root-mean-squared-error (RMSE) 
values were computed. To make the tracking more realistic the 
friction coefficients were subjected to a 5% random variation 
from the nominal. Table II lists the results for the cases 
simulated. 
The International Organization for Standardization (ISO) 
specifies 130 N as the maximum permissible force for the skull 
and forehead. Studying the results in the table, it can be 
observed that the robot with HSC and no CC, FBL or AWR 
exerted an impact force of 410N (case 1), well beyond the ISO 
safety limit. This 410 N value is used as the benchmark for 
comparison. Using the LSC reduced the impact force 24% to 
313 N (case 9), while adding a carefully selected limit with the 
FBL strategy reduced the force 26% to 303 N (case 2). 
Although these two strategies have a similar effect on the 
impact force, the RMSE before the impact is 99% smaller 
when FBL is used (case 2 vs. case 9). Fig. 4 compares the 
tracking performance for these two cases. The larger position 
and velocity errors with LSC are obvious in this figure. Adding 
CC to the robot with HSC reduced the impact force 36% 
(case 5) and when combined with FBL, the impact force 
reduction is 72% (case 6) and the force of 117 N is less than the 
ISO limit. 
For the uncovered robot with HSC, SOA (case 3) and AWR 
(case 4) produced similar forces to FBL (case 2) since the 
impact force rises so fast that it is near its peak before the 
impact is detected by the SOA and AWR strategies. However 
when CC is used with HSC the force rises more slowly, 
allowing SOA (case 7) and AWR (case 8) to reduce the impact 
force by 75% and 84%, respectively, to values well within the 
ISO safety limit. Fig. 5 compares the effectiveness of AWR 
strategy with and without CC to the benchmark case (without 
any force reduction method) for the HSC. With the benchmark 
case, in addition to large forces it can be observed that repeated 
impacts occur. 
Regarding the LSC, cases 9-16 show a similar pattern to the 
corresponding HSC cases 1-8. Fig. 6 shows the results for the 
TABLE I. SIMULATION PARAMETERS 
Parameter Value Description 
dt 0.01 ms Integration timestep 
kf 19.4 N Kinetic friction forcea 
sf 19.4 N Static friction forcea 
cK 25 kN/m Compliant cover stiffness [11] 
hK 150 kN/m Head stiffness [12] 
vk 0.554 Ns/m Coefficient of viscous frictionb 
L 0.85 m Distance from joint to impact location on the robot [16 
r
M 9.57 kg Equivalent robot massc 
Td 5 ms Impact detection delay 
Ts 1 ms Controller sampling period 
ζ 0.7 Controller damping ratio 
τlim 20 Nm Controller feedback limit 
maxτ 150 Nm Maximum joint torque [15] 
a. Friction torque from [15] divided by L.
b. Coefficient of rotary viscous friction from [15] divided by L2.
c. Obtained by dividing the sum of the actuator’s and arm’s moments of inertia 
about the joint (assuming the robot uses inertia matching) from [16] by L2.
Figure 4. Comparison of the joint’s motion tracking performances before 
impact for higher stiffness controller with feedback limit (HSC+FBL) and 
the lower stiffness controller (LSC). 
Figure 5. Post-impact link tip position and impact force for the high 
stiffness controller with different features: with no impact reduction feature 
(HSC), with arm withdrawal reflex (HSC+AWR), and with arm withdrawal 
reflex and compliant cover (HSC+AWR+CC). 
Figure 6. Post-impact link tip position and impact force for the low 
stiffness controller with different features: with no impact reduction feature 
(LSC), with arm withdrawal reflex (LSC+AWR), and with arm withdrawal 
reflex and compliant cover (LSC+AWR+CC). 
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LSC and the same combinations of AWR and CC as in Fig. 5. 
Compared with Fig. 5, the same improvement can be observed 
when CC is added, with the main difference being the arm is 
withdrawn much further back after the impact when using the 
LSC. From these figures and the tabulated results it can be 
observed that the LSC provides no significant safety advantage 
when CC and AWR are used together. 
VI. CONCLUSION
Several strategies for reducing the impact force caused by 
the collision of a robot arm with a constrained human head 
were investigated. The effect of the strategies on the robot’s 
trajectory tracking precision during normal operation was also 
studied. An improved lumped parameter model for the 
constrained impact was proposed for simulating the collisions. 
Sixteen combinations of impact reduction strategies were 
simulated and compared for a UR5 collaborative robot. 
Compared to the uncovered robot with the HSC, the LSC 
(with 1% of the HSC’s stiffness) only made the impact force 
slightly smaller, and made the tracking errors much larger. 
The SOA and AWR strategies were effective when CC was 
used, but have the disadvantage of requiring rapid impact 
detection. Combining the proposed FBL strategy with HSC 
and CC reduced the impact force to less than the ISO safety 
limit and achieved precise trajectory tracking. This 
combination also does not require any impact detection. 
TABLE II. SIMULATION RESULTS 
Case 
Number 
Controller Stiffness, 
Kcont (kN/m) 
Controller 
Bandwidth (Hz) 
Switch Off 
Actuator 
Arm 
Drawback 
Compliant 
Covera
Limit on 
Feedback 
Tracking 
RMSE (deg) 
Peak Impact 
Force (N) 
1 355 50 No No No No 3.73E-3 410 
2 355 50 No No No Yes 3.79E-3 303 
3 355 50 Yes No No No 3.73E-3 329 
4 355 50 No Yes No No 3.73E-3 353 
5 355 50 No No Yes (10.5mm) No 3.73E-3 264 
6 355 50 No No Yes (4.7mm) Yes 3.79E-3 117 
7 355 50 Yes No Yes (4.1mm) No 3.73E-3 103 
8 355 50 No Yes Yes (2.6mm) No 3.73E-3 66 
9 3.55 5 No No No No 0.362 313 
10 3.55 5 No No No Yes 0.405 303 
11 3.55 5 Yes No No No 0.362 299 
12 3.55 5 No Yes No No 0.362 277 
13 3.55 5 No No Yes (5.3mm) No 0.362 132 
14 3.55 5 No No Yes (4.7mm) Yes 0.405 116 
15 3.55 5 Yes No Yes (4.1mm) No 0.362 102 
16 3.55 5 No Yes Yes (2.5mm) No 0.362 62 
a. Maximum compliant cover deflections during impact are shown in brackets.
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Abstract—This paper studies estimation and control methods 
applied on a double-inverted pendulum. The most popular 
estimation strategy, referred to as the Kalman filter (KF), was 
programmed and implemented on a double-inverted pendulum 
built by Quanser (Markham, Ontario). A linear quadratic 
regulator (LQR) was used to control the actuator joints of the 
double-inverted pendulum to keep it vertically balanced under 
different conditions. The application of the KF improved the 
tracking performance. The results of the paper are discussed, 
and future work is considered. 
Keywords—double inverted pendulum; control system; Kalman 
filter; estimation. 
I.  INTRODUCTION 
The double-inverted pendulum is one of the most popular 
mechatronic research systems used to study control and 
estimation strategies. The system itself is relatively easy to build, 
and is naturally unstable which makes it quite popular to study. 
The complex dynamics of a double-inverted pendulum offers a 
system suitable for the development and examination of new 
control and estimation methodologies. The findings can be 
applied to problems in current research, such as holding the 
balance of a robot or rotor-based aircraft [1].  In order to improve 
the control performance of the system, estimation strategies can 
be used to provide better knowledge of the states [1]. 
State and parameter estimation theory is an important field 
in mechanical and electrical engineering. The strategies are used 
to predict, estimate, or smooth out important system state and 
parameters [2, 3]. The Kalman filter (KF) is the most popular 
estimation strategy, and yields a statistically optimal solution to 
the linear estimation problem [4]. The goal of the KF is to 
minimize the state error covariance, which is a measure of the 
estimation accuracy and is defined as the expectation of the state 
error squared [5]. A popular nonlinear form of the Kalman filter 
is the unscented Kalman filter (UKF). It utilizes statistics to 
approximate the nonlinear probability density function (PDF) 
[6]. These filters can be applied on mechanical or electrical 
systems to improve the overall control tracking performance [4]. 
The brief paper is organized as follows. In Section II, the 
linear-quadratic regulator (LQR) controller, the standard KF, 
and the MATLAB simulation is summarized. The application 
results are provided and discussed in Section III. Conclusions 
and future work are considered in the final section of the paper. 
II. METHODOLOGY
A. Model and Linear–quadratic regulator (LQR) control 
The double-inverted pendulum has a complex dynamic 
system [7]. In order to improve the control performance (e.g., 
balancing the system dynamics), a linear-quadratic regulator 
control strategy is applied in this paper. Quanser (Markham, 
Ontario) built the double-inverted pendulum system used in this 
paper [7]. The results of this paper were built upon this platform 
and the provided software. The first step of applying the LQR 
control strategy is to obtain the state-space model of the system. 
The motion equations may be obtained by using the following 
Euler-Lagrange equation, as follows [7]: 
ܳ௜ ൌ డ௅డ௧డ೜ሶ భ െ
డ௅
డ௤೔          (1) 
The generalized coordinate ݍ௜ may be found as follows [7]: 
ݍሺݐሻఁ ൌ ሾݔ௖ሺݐሻ			ߙሺݐሻ				ߠሺݐሻሿ           (2) 
ݍሶ ሺݐሻ் ൌ ቂడ௫೎ሺ௧ሻడ௧ 				
డఈሺ௧ሻ
డ௧
డఏሺ௧ሻ
డ௧ ቃ         (3) 
where the above parameters are defined as follows [7]: 
ܳଵ ൌ డ
మ௅
డ௧డ௫೎ሶ െ
డ௅
డ௫೎         (4) 
ܳଶ ൌ డ
మ௅
డ௧డሶ െ
డ௅
డ          (5) 
ܳଷ ൌ డ
మ௅
డ௧డఏሶ െ
డ௅
డఏ          (6) 
The Lagrange (or energy) equation for the double-inverted 
pendulum system is defined by: 
ܮ ൌ ܶ െ ܸ             (7) 
In equation (7), ܶ refers to the kinetic energy of the double-
inverted pendulum system, ܸ is the total potential energy of the 
double-inverted pendulum system. According to equations (4) 
through (7), the generalized forces of the system may be found 
as follows [7]: 
ܳଵ ൌ ܨ௖ െ ܤ௘௤ݔ௖ሶ                 (8) 
ܳଶ ൌ െܤ௣ଵߙሶ           (9) 
ܳଷ ൌ െܤ௣ଶሶ          (10) 
220
After obtaining the nonlinear motion equations, a Jacobian 
matrix is calculated and the linear state-space model may be 
found as follow: 
ݔሶ ൌ ܣݔ ൅ ܤݑ                (11) 
ݕ ൌ ܥݔ ൅ ܦݑ                (12) 
where  ݔ refers to states, ݑ is the input from the motor, ܣ is the 
system matrix, ܤ  is the input matrix, ܥ  is the measurement 
matrix, and ܦ is the feedforward matrix.  The state and output 
equations are respectively as follows: 
ݔ் ൌ ሾݔ௖			ߙ				ߚ				ݔ௖ሶ 				ߙሶ 				ߠሶ]              (13) 
ݕ் ൌ ሾݔଵ					 		ݔଶ				 			ݔଷሿ		      (14) 
After obtaining the linear state-space matrices, the LQR 
controller can be implemented. The LQR control strategy can 
provide full feedback control of the system [4]. The LQR 
equation is defined by [7]: 
ܬ ൌ ׬ ݔሺݐሻᇱܳݔሺݐሻ ൅ ݑሺݐሻ′ܴݑሺݐሻ݀ݐஶ଴            (15) 
In equation (15), ܳ and ܴ are system and measurement noise 
covariances, respectively: 
ܳ ൌ
ۏ
ێێ
ێێ
ێ
ۍ10 0 0 0 0 0 00 50 0 0 0 0 0
0 0 50 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0.9 0 0
0 0 0 0 0 0.9 0
0 0 0 0 0 0 1ے
ۑۑ
ۑۑ
ۑ
ې
   (16) 
ܴ ൌ 0.02              (17) 
In order to reduce regulation error of the linear cart, an 
integral term is added: 
ߟ ൌ ቂܣ 01 0ቃ ߟ ൅ ቂ
ܤ
0ቃ ݑ              (18) 
ሾݔ௖ െ ݔ௖,ௗ			ߙ			ߠ			ݔ௖ሶ 			ߙሶ 			ߠሶ 			׬൫ݔ௖ െ ݔ௖,ௗ൯݀ݐሿ    (19) 
According to the control law, the equation of control 
feedback of this double-inverted pendulum may be found as 
follows: 
ݑ ൌ െܭሺߟሻ             (20) 
There are three important model characterizations for control 
of the double-inverted pendulum: observability, controllability, 
and stability.  Observability of a system states can be observed 
from the system output [8]. In this paper, the system is 
observable but not completely observable because the 
measurement matrix is a non-square matrix. The dynamic 
system is said to be controllable which means for any desired 
final state, the system can be driven by the input [8]. In this paper, 
by calculating the rank of the controllability matrix, the 
controllability can be proven. The system is stable if every 
bounded input produces a bounded output (principle of BIBO 
stability).  In this paper, the stability was calculated using Maple, 
because some poles are positive, the system is considered to be 
unstable [9]. 
B. Kalman Filter and Matlab Simulink 
For the control of the double-inverted pendulum, the cart 
position, and both pendulum angles are measured.  According to 
the measurements, a voltage is determined that is used by the 
control system to actuate the cart’s motor.  As a result, the cart 
balances the double inverted pendulum and keeps the upright, 
vertical position. 
For the software, the programs Matlab and Simulink were 
used. For this system, the controller could only be implemented 
in Simulink, whereas the programming environment of Matlab 
offers more possibilities. The workstation provides specialized 
Simulink blocks to communicate with the pendulum control.  In 
real-time, the measurements of the position and angles are 
processed to control the motor by setting the voltage (as per the 
Figure 1). Simulink was used as the interface with the 
workstation, and Matlab as the data processor and background 
algorithms. The goal of this setup was to go beyond the setup 
provided commercially by Quanser in [7], and create a setting 
that enables real-time signal processing and the capability to add 
features over the time without losing the overview. 
Figure 1.   Control loop of the double-inverted pendulum. 
C. Implementation of the Kalman Filter 
 For the Kalman filter, a linear, discrete-time, and time-
invariant system model is used [10]: 
ݔ௞ାଵ ൌ ܣݔ௞ ൅ ܤݑ௞ ൅ ݓ௞     (21) 
ݖ௞ାଵ ൌ ܥݔ௞ାଵ ൅ ݒ௞ାଵ      (22) 
The Kalman filter is based on two stages: prediction and 
update.  In each stage, the state vector and its covariance matrix 
are calculated. To simplify the notation, we write for the 
expected value of the a-priori density of the prediction as 
follows: 
ܧሼݔ௞ାଵ|ݖ௞ሽ ൌ ݔሶ௞ାଵ                         (23) 
For the expected value of the a-posteriori density of the 
update as follows: 
ܧሼݔ௞ାଵ|ݖ௞ሽ ൌ ݔො௞ାଵ     (24) 
The estimation criterion is the minimization of the square 
norm if the estimation error: 
ܧሼ|ݔොሺ݊ሻ െ ݔሺ݊ሻଶ|ݖሺ݊ሻሽ → ݉݅݊       (25)  
With the linearized matrices of the dynamic coefficient 
matrix ܣ, the coupling matrix ܤ, and the measurement matrix ܥ, 
we can use the extended Kalman filter (EKF) to decrease our 
measurement deviation. For the computation, the equations are 
shown below [11]: 
Prediction stage: 
ݔො௞ାଵ|௞ ൌ ܣݔො௞|௞ ൅ ܤݑ௞       (26) 
௞ܲାଵ|௞ ൌ ܣ ௞ܲ|௞ܣ் ൅ ܳ௞      (27) 
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Update stage: 
ܭ௞ାଵ ൌ ௞ܲାଵ|௞ܥ்൫ܥ ௞ܲାଵ|௞ܥ் ൅ ܴ௞ାଵ൯ିଵ       (28)
ݔො௞ାଵ|௞ାଵ ൌ ݔො௞ାଵ|௞ ൅ ܭ௞ାଵൣݖ௞ାଵ|௞ െ ܥݔො௞ାଵ|௞൧							(29) 
   ௞ܲାଵ|௞ାଵ ൌ ሺܫ െ ܭ௞ାଵܥሻ ௞ܲାଵ|௞	        (30) 
The unscented Kalman filter (UKF) belongs to the group of 
sigma point Kalman filter, which uses a weighted statistical 
linear regression strategy that approximates the nonlinear 
model statistically [6]. 
D. Implementation of the Developed Interface 
The Kalman filters are implemented in a Matlab block in 
Simulink. The advantage is its simplicity. The block has to be 
created, the function to be written and the connection of inputs 
and outputs to be made. The drawbacks are the computation time 
that might be slower in comparison with the usage of Simulink-
only state space blocks. Nevertheless, the Matlab function block 
can be used. The value of the gain ‘FilterChoice’ can be 
modified using the user interface. With the if-operation and the 
modification of the choice input, different code sections can be 
executed, performing different KF options. The voltage input for 
the KF is provided by a ‘Data Store Read’ block. If we would 
connect the input ݑ with the output of the voltage determination 
step, we would create an algebraic loop. Due to the discrete state 
space model, the computation has to be executed in a finite time 
step. By calling itself, an infinite circle is created making a 
discrete state space computation impossible. Due to this, instead 
of initiating the execution of the KF function by the arrival of 
the voltage input, we write the input ݑ in a ‘Data Store Write’ 
block and the value can be read out if the measurements initiate 
the execution of the block. 
Figure 2.  Structure of the workstation software. 
Matlab can modify the Simulink model and the user interface 
during the simulation by changing the parameters in Matlab’s 
data structure. In the opposite way, Matlab obtains the data from 
Simulink over event-listeners and from the user interface over 
callbacks. In order to accomplish this, the event listeners and 
callback functions have to be implemented first. The function 
‘localCreateUI’ creates the figure of the user interface with all 
components and adds callback functions that are executed, each 
time the buttons are pressed. Additionally, this function also 
executes the function ‘localLoadModel’, which implements the 
event-listeners for the measurements of the cart position and the 
angles of the short and medium pendulum. Each time, a value 
arrives at one of the event-listener blocks, the event-listener 
function in Matlab is executed. By this approach, a bidirectional 
connection between the Simulink model and the user interface 
over the model is possible. 
III. SIMULATION RESULTS
A. Software Simulation 
The software only simulation is based on Matlab and 
Simulink.  It provides software-based system running simulation 
for this double inverted pendulum system.  All of the important 
parameters of the system such as output voltage, cart position, 
and pendulum angles are visible by real time graphs.  Software 
only simulations can be roughly divided into ideal and non-ideal 
cases. Ideal types do not have system and measurement noises 
included in the simulation. While the non-ideal cases take all 
these factors in count and the results are closer to real system.   
In this paper, we test system performance for all these situations. 
The system is built in Simulink and all components are 
represented by functional blocks. There are two key parts in the 
system design, namely LQR balance controller and the 
pendulum system.  The pendulum system itself can be simulated 
in several ways. Regardless, using any method to simulate the 
pendulum system, there is only one input (motor voltage) for this 
system. The three output states are cart position and angles of 
the two pendulums. 
1) Ideal Case
This specific simulation employs an ideal system model, 
which contains no noise interference. The results should be ideal 
inputs and output which will be considerably different from the 
hardware-connected case. However, this insight-view provides 
a convenient way to become familiar with the system and can 
benefit the configuration and optimization of the physical 
system. Simulink is the platform to perform this work. All of the 
parameters will be monitored in Simulink scopes. The Matlab 
file provides all the matrices and parameters of the system. The 
operation of the Simulink model is based on content loaded into 
Matlab’s workspace. The pendulum system itself is represented 
by the state space model. Data flow for this target mainly 
contains the input, which is the voltage applied to the cart motor.  
The output are the three states of the system, cart position, angle 
of the first pendulum and the angle of the second pendulum, 
respectively. LQR balance control is the selected controller in 
this paper; however, the popular PID controller could also be 
used. The LQR part sends the calculated voltage values to 
control the motor motions. The simulation performed is set to 
contain two position values: the cart is supposed to stay at one 
place for ten seconds, then move to the second position and stay 
there for the next ten seconds, before returning to the original 
position. The simulation results are shown next. 
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Figure 3.  Simulation output without noise (Case 1). 
In Figure 3(top-left), the yellow curve is the position setting 
and the blue curve is the cart output. The simulated cart moves 
in a rather smooth manner to reach the settling points. Compared 
with the yellow curve, the blue curve shows reasonable 
overshoot and low steady state error. The joint angles and 
voltage show small fluctuations, only occurs when the cart 
moves from one location to another. 
2) Noisy Measurement Case
In this case, noisy measurements are considered and added 
to the simulation. In order to improve the control results, the 
Kalman filter was added to estimate the states. The noisy signal 
with filtered results are shown in Figure 4. 
Figure 4.  Simulation output with the KF (Case 2). 
The results contain small fluctuations during the stabilization 
process of the cart (after quick position movements). The 
simulation shows that the steady-state error stays approximately 
at the same level compared with the ideal case.  In contrast, the 
angles were more unstable. However, unlike the ideal case, the 
fluctuations never settle. 
3) System with Process and Measurement Noise
In this case, the simulation contains both system and 
measurement noise. The cart position results without the 
addition of the KF shows significantly more fluctuations 
compared to the ideal case. The angles reveal the same trend as 
the cart position. In contrast, the addition of the KF shows more 
fluctuations which means the cart requires additional 
movements to keep the system balanced. 
Figure 5.  Simulation output with the KF (Case 3). 
B. Experimental System and Software Simulation 
This section focuses on the simulation with the pendulum. 
The motion and status of the real system is considerably different 
from the simulated type. The goal is to achieve and demonstrate 
the successful control of the double-inverted pendulum system. 
1) Normal Case
In case, consider the system noise covariance matrix as per 
equation (16) and the measurement uncertainty covariance 
matrix as per equation (17). The normal case results are shown 
in the following figure. 
Figure 6.  Normal case results. 
The movement of the cart is fast and steady.  The cart moves 
forward and backward in small scales to keep the balance of both 
pendulums. The angle values fluctuate as the cart moves to keep 
the whole system balanced. The addition of the KF improved the 
overall steady-state error of the system. Note also that the two 
angle states were quite similar in these two cases. 
2) Noisy Case
The noisy system cases were simulated by increasing the 
noise covariance.  The results are shown as per Figure 7. The 
system noise covariance matrix was changed as follows: 
ܳ ൌ
ۏ
ێێ
ێێ
ێ
ۍ30 0 0 0 0 0 00 350 0 0 0 0 0
0 0 100 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0.5 0 0
0 0 0 0 0 0.5 0
0 0 0 0 0 0 1ے
ۑۑ
ۑۑ
ۑ
ې
    (31) 
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Figure 7.  Noisy case results. 
The cart moves quickly but in small movements in this case. 
The addition of the KF to the system improves the system 
performance, and the required settling time was decreased. It is 
important to note that both the LQR and the LQR with the KF 
methods were able to balance the double-inverted pendulum 
system. However, the LQR with KF method had improved 
response and faster settling time. 
IV. CONCLUSIONS AND FUTURE WORK
In this brief paper, the results of applying a controller and 
estimation strategy on a double-inverted pendulum were 
summarized and discussed. With well-defined parameters and a 
well-tuned KF, the system is able to overcome instabilities and 
external forces. The results demonstrate that the KF results are 
closer to the true values, which means that the LQR control 
strategy with the KF provides a better performance for the 
double-inverted pendulum system. Future work will look at 
implementing other control strategies, such as an adaptive PID, 
and comparing the results. 
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Abstract— The current paper investigates two control 
methods for stabilizing a two-wheel inverted pendulum 
(TWIP) robot. It is well-known that the controller in the 
mobile robot plays a critical role in self-balancing and 
stabilizing. The TWIP robot has two DC gear motors with a 
high-resolution encoder and zero backlash, but with friction. 
It is a highly nonlinear and unstable system, which poses 
challenges for controller design.  In this paper, a mathematical 
dynamic model is built using Lagrangian function method. 
Furthermore, a sliding mode controller (SMC) is proposed for 
auto-balancing and yaw rotation. A comparison of the 
proposed SMC controller and linear quadratic regulator (LQR) 
has been conducted. The experimental test results demonstrate 
the SMC controller outperforms (LQR) in terms of transient 
performance and disturbance rejection ability.  
Keywords- Linear Quadratic Regulator (LQR), Sensor data 
fusion, Sliding mode control, Two-wheel inverted pendulum 
(TWIP) robot  
I. INTRODUCTION 
In recent years, self-balancing robots have attracted 
increasing attention in both industry and academia, since 
designing and testing control algorithms become more 
achievable with the rapid development of microcontrollers. 
Two-wheeled inverted pendulum (TWIP) robots have become 
more and more popular due to its light weight, small footprint, 
rapid rotation and high maneuverability. One of the 
applications of using these robots can be a service robot 
platform like Segway. However, the inherent instability and 
nonlinearity of the TWIP requires a sophisticated control 
scheme. 
PID is a commonly used non-model based control method 
for self-balance robot, as there is no need to build the 
mathematics model. The three parameters can be tuned by trial 
and error or by experience. Although PID owns some 
robustness to disturbance and uncertainties to a certain extent, 
it cannot handle the sudden, large disturbance and modeling 
error [1]. Moreover, the control input cannot perfectly be 
optimized by using PID control. It could be targeted by having 
state feedback control (SFC) with optimized linear quadratic 
regulator (LQR) [2]. However, the optimized SFC can only 
work in the certain operating range and cannot react to system 
uncertainty. When the operating point is changed, the control 
gains have to be re-tuned in order to stabilize the robot, which 
is not very practical in the operation.  Recently, the soft 
computing techniques such as fuzzy logic and neural networks 
have been used to control TWIP robot [3]. Two fuzzy 
controllers based on Mamdani and Takagi-Sugeno are 
designed for an inverted pendulum subjected to disturbance. 
Moreover, artificial neural network-based real-time switching 
dynamic controller is designed to solve balancing problem on 
various loose surfaces such as sand, pebble and soil [4]. A 
visual robot control interface is developed in C++ software 
development environment so that robot controller parameters 
can be changed as desired. 
Recently, the model-based control of TWIP has been proposed 
to deal with the nonlinearity and disturbance.  In [6], a linear 
SFC has been designed based on the linearized model, which 
needs very accurate dynamic models of the robots. One of the 
typical model-based control is SMC method. SMC is known to 
have a good robustness to the model uncertainties and 
disturbance. It can deal with the nonlinear unstable system 
with easy implementation, insensitivity to parameters variation 
and quick response independence of external disturbances. 
SMC has been successfully used for controlling the TWIP 
robot. In [5], a back-stepping slide model control has been 
proposed for balancing and trajectory tracking of a two-
wheeled robot. The balancing and angular velocity controllers 
are implemented in a cascade way. 
 In this paper, a dynamic model of a customer built TWIP 
robot is derived by using Lagrangian function method. The 
robot is composed of two gear DC motors driving two wheels, 
a structure, battery, sensors and controller.  It is a highly 
nonlinear and unstable system. Two controllers, i.e. LQR and 
SMC have been designed for balancing and stabilizing the 
robot.  Both controllers have been implemented on the robot 
and experimental tests have been carried out to compare 
performances of two controllers. The results demonstrate the 
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superiority of SMC controller in terms of transient 
performance and disturbance rejection capability.  
The paper is organized as follows. The paper begins with 
an introduction and the next section provides a dynamic of the 
model of the TWIP robot built in our lab.  In Section III, the 
LQR and SMC are designed and the simulation results of both 
controllers are presented. Section IV presents the experiment 
results of both controllers. The conclusion is drawn in Section 
V.  
II. DYNAMIC MODELLING 
The TWIP robot is built in our lab to serve as test platform for 
various controllers. In order to control this type of unstable 
robot effectively, the first step is to model the robots dynamic 
behavior in the yaw and pitch motions. The schematic diagram 
of the TWIP robot is shown in Figure 1 and the parameters’ 
description has been provided in TABLE 1.  
M 
m 
L 
ψ 
θ 
ϕ 
R 
w 
T 
Figure. 1 Schematic diagram of the TWIP robot. 
The dynamic model of the robot is built based on the 
Lagrangian function method [6]. Equation (1) presents 
Lagrangian where L1, L2 and B are translation kinematic 
energy, rotational kinematic energy and potential energy, 
respectively. 
1 2aL L L B                                                                (1) 
It is assumed that the robot has 3 degree of freedoms (DOFs). 
The generalized variables of the robot are angle of the wheel 
(θ), pitch angle (ϕ) and yaw angle (ψ) [7]. According to the 
robot dynamics, the translational and rotational kinetic 
energies are described as follows: 
2 2 2 2 2 2 2
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The Lagrangian equations are: 
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where, lF  and rF are the torques on the left and right wheels,
respectively. Moreover, they could be defined as follows: 
(
(
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F nK i T
F nK i T
  
  
   
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TABLE 1. Parameters of Two Wheeled Inverted Pendulum 
Parameters Unit Description 
W=0.242 m Body Width 
M=1.047 kg Body Mass 
m=0.118 kg Wheels mass 
R=0.060 m Diameter of wheel 
g=9.810 m/s2 Gravity acceleration 
L=0.030 m Distance of the center of 
the mass from the Wheel 
axle  
D=0.050 m Body Depth 
n=64:1 Gear ratio 
Jw= mR2/2 kgm2 Wheel inertia moment 
JΨ= ML2/2 kgm2 Body pitch inertia moment 
Jϕ= M(W2+ D2)/12 kgm2 Body yaw inertia moment 
Rm=1.900 Ω DC motor resistance 
Kt=13.400 mNm/A DC motor torque constant 
Kb=1.400 mv/rpm DC motor back E.M.F 
constant  
fm= 0.0022 Friction coefficient between body 
and DC motor 
, ,    Rotary angle of the wheel, pitch angle 
and yaw angle of the robot 
l,r,b Subscripts indicating left or right wheels 
and the robot body, respectively
By substituting the kinetic and potential energies in the 
Lagrangian equations:  
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The aforementioned equations can be transformed to 
nonlinear state space, by defining: 
, , , , ,       
as the state variables: 
1 2 3 4 5 6[ , , , , , ]X x x x x x x [ , , , , , ]      . 
  Hence, the general form of the state space is given as 
following equations: 
( ) ( )M x x f x u            (10) 
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u is the control input which is generated by the controllers in 
this study. 
III. CONTROLLER DESIGN AND SIMULATION
A. State feedback control having LQR 
To stabilize the two-wheel inverted pendulum, the 
optimal SFC have been designed using LQR. Following is the 
linear quadratic regulator objective function: 
0
( ) ( ) ( ) ( )T TJ x t Qx t u t Ru t dt

 
   (14) 
The optimal control input to satisfy the above mentioned 
equation is: 
1( ) ( ), Tu t Kx t where K R B P      (15) 
P can be calculated by solving Riccati equation:  
1 0T T TA P PA PBR B P C C                 (16) 
Where A, B and C are state space matrices. Two optimal 
LQRs have been designed for left and right DC motors.  
There are two measurements of the angle from two 
different sources. The measurement from accelerometer gets 
affected by sudden horizontal movements (it could be used to 
measure the ψ) and the measurement from gyroscope 
gradually drifts away from actual value (it could be used to 
measure θ). In other words, the accelerometer reading gets 
affected by short duration signals and the gyroscope reading is 
affected by long duration signals. To stabilize the robot, two 
state feedback controllers work simultaneously to control the 
states of DC motors.  
The state feedback controller has been applied to the 
simulated model which has been presented in the Eq. (15). 
Figure 2 is the block diagram of closed-loop states control for 
the TWIP. The gains details are given as in TABLE 2. 
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DC motor 
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Figure 2. TWIP closed loop block diagram with LQR s 
𝑥𝑟𝑒𝑓: It represents the desired states, in this case to stabilize 
the TWIP the 𝑥𝑟𝑒𝑓=0 rad (Figure 2). 
TABLE 2. SFC GAINS  
1 2 3 4 5 6[ , , , , , ]k k k k k k
Left 
motor 
[-0.7071   -0.3078  -11.3966   -1.6791    0.0000    0.2118]
Right 
motor 
[-0.7071   -0.3078  -11.3966   -1.6791    0.0000    -0.2118]
The simulation of the closed-loop SFC has been done in 
SIMULINK using ode45 method with variable time step. As 
shown in Figure 3, two different initial pinch angles have been 
provided to evaluate the performance of LQR.  
Figure 3. The pitch angle cand its rate of LQR in simulation 
A. Sliding mode controller 
As the yaw motion and self-balancing of the robot need 
to be controlled properly, a sliding mode control is proposed 
and designed to achieve self-balancing and stabilizing. Due to 
the system’s nonlinearity and uncertainty, LQR could not 
precisely balance the pendulum and reject the large 
disturbance within short time period. Hence, the sliding mode 
controller is designed to handle the nonlinearity of the system 
using the sliding surface approach. 
The design of the wheel angle sliding mode controller is 
presented as follows: 
.
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The design of the yaw motion sliding mode controller is 
presented as follows: 
2 3 4 s c c              (21) 
By substituting the equations to the robot dynamic, the 
second input can be calculated as: 
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where: 
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From Eq. 26 and Eq. 27, the inputs of left and right wheeels 
are: 
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Figure 4 depicts the block diagram of closed look position 
control with sliding mode controller for the TWIP.  
Sliding Mode 
Controller 
Two-wheel inverted 
pendulum  
Set point 
+ 
- Pitch angle 
Pitch angle rate 
Set point 
Wheel angle 
Wheel angle rate 
+ 
- 
 
Figure 4. SMC block diagram for TWIP 
The angular reaction of the wheels is presented in Figure 5: 
Figure 5. The pitch angle and  its rate of SMC in simulation  
TABLE 3. TRANSIENT PERFORMANCE OF SFC AND SMC IN 
SIMULATION
LQR  SMC 
Initial condition 10o 30o 10o 30o 
Rise Time (s) 0.181 0.166 3.144 4.374 
Settling Time (s) 2.25 3.04 1.638 2.581 
Percent of overshoot 
(%) 
36.12 38.36 0 0 
The simulation results are summarized in TABLE 3. From 
this table, one can see that the SMC has better transient 
performance than LQR does in terms of settling time and 
percent of overshoot.  
IV. EXPERIMENT
This TWIP robot is built with four main parts: controller 
and sensors, gear DC motors, battery, and structure. Arduino 
Uno is the controller of the TWIP and allows the driver shield 
to drive gear DC motors. The gear DC motors of the robot 
could robustly keep the robot stable. The driver shield is L298, 
which is a dual full-bridge driver. It can transform the real 
time data from Arduino board to the DC motors. To record the 
angular position like pitch, yaw and wheel angles, Arduino has 
been connected to two different sensors. (i.e., IPU 6050 which 
has accelerometer sensors, gyroscope). As it contains 16-bits 
analog to digital conversion hardware for each channel, it 
could be more precise. 
In addition, using X-bee shield can wirelessly provide the 
data transmission to computer. The gear-DC-motors made by 
Faulhaber with maximum revolution of 350 rpm. Moreover, 
the power is supplied by Li-Po battery/4000 mA. The diameter 
of wheels is 120mm. the center mass of robot is located in the 
middle of the wheels’ axis. 
Figure 6. TWIP robot with different pitch angle 
The experimental results of pitch angle and its rate of SFC 
controller are presented in Figure 7. 
Figure 7. The experiment results of pitch angle and its rate of LQR  
In the next, to evaluate the performance of the sliding mode 
control, the pitch angle and its rate have been illustrated in 
Figure 8. 
Figure 8. The experiment results of pitch angle and its rate of SMC 
In both experimental tests, a big push has been applied to the 
TWIP robot around 1 second to test the disturbance rejection 
ability of both controllers. From Figs. 7 and 8, one can see that 
both SFC and SMC can recover from the push and achieve 
self-balancing.  However, it takes SMC less than 2 seconds to 
settle in the zero angles position while SFC takes more than 2 
seconds to reach the self-balancing state. The video of the 
experiments is uploaded in Youtube. 
https://youtu.be/a6w5zxU8IBU. The experimental tests 
demonstrate that SMC outperforms the LQR.  
V. CONCLUSION 
In this paper, a customer designed TWIP robot and it's 
modeling and control are presented.  The ribot is an inherent 
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unstable and nonlinear system, which poses challenge for 
control design. A SMC for balancing and steering movement 
is designed based on the dynamic model derived by the 
Lagrangian function method. From simulation results of the 
LQR and SMC for the TWIP robot, it can be concluded that 
the SMC has better transient performance in stabilizing the 
TWIP robot. To further evaluate the SMC and LQR 
performances, experimental tests have been conducted and 
validated the effectiveness of the designed controllers. As it is 
presented in the aforementioned test results, the performances 
of SMC is superior to that of LQR in terms of settling time 
and robustness. The future work includes the further 
improvement of control performances considering the 
actuation constraints. 
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Abstract—This paper investigates the close formation control 
problem of multiple unmanned aerial vehicles (UAVs). A 
robust cooperative control algorithm is proposed in light of the 
uncertainty and disturbance estimation technique. In the 
proposed design, each UAV is assigned a virtual leader which 
defines the desired position for the corresponding UAV in 
close formation. Bidirectional communication topology is 
assumed for UAVs in close formation, based on which a 
cooperative control law is thereafter established on each UAV. 
Model uncertainties and formation aerodynamic disturbances 
are efficiently estimated and compensated using a uncertainty 
and disturbance estimator. Eventually, the efficacy of the 
proposed design will be validated via the close formation 
simulation of five aircraft. 
Keywords-component; close formation control; cooperative 
control; Multi-UAVs; uncertainty and disturbacne estimation 
I.  INTRODUCTION
Close formation flight stems from the formation flight of 
migrating birds [1]. It has received extensive research attention 
in past decades [2, 3]. The research interest in close formation 
flight is motivated by its potential in drag reductions and fuel 
savings. When an aircraft is flying in air, trailing vortices-
circular patterns of rotating airs-will be left behind it. The 
trailing vortices are divided into downwash wake and upwash 
wake. If a follower aircraft is managed to fly at certain proper 
relative position to a leader aircraft, the upwash wake could be 
used to reduce the drag of the follower aircraft, thereby 
decreasing energy expenditure. According to flight tests by 
NASA, close formation flight can generate 13%-20% drag 
reductions and 14%-18% fuel savings on a follower aircraft [4]. 
Wind-tunnel experimental studies by Cho et al indicate 12% 
increase in the lift-to-drag ratio of a follower aircraft in close 
formation against solo flight [5]. 
However, close formation flight is always a challenging 
problem for unmanned aerial vehicles. Highly efficient and 
accurate formation control algorithms are indispensable, as 
close formation flight only makes sense when a follower is 
keeping a certain optimal position to its leader. The theoretical 
analysis by the authors shows more 30% drag reduction by 
close formation flight could be lost, if a follower fails to track 
the optimal relative position by 10% wing span [6]. In addition, 
the trailing vortices, working like wind gusts, will induce other 
adverse aerodynamic disturbances on the follower aircraft, 
which increases the difficulty of the control design [6]. 
So far, the close formation control problem has been 
studied using different methods, such as PI controller [7], 
sliding mode control [8], LQR control [9], MPC control [10], 
adaptive control [11], and robust control [12]. However, all of 
them were developed under the leader-follower architecture, 
and there was no cooperation between two UAVs. The efficacy 
of the existing methods can only be guaranteed for close 
formation flight of two or three aircraft. Increase of formation 
size (number of UAVs) will result in dramatic loss of 
efficiency and accuracy for the existing methods. To deal with 
the deficiency of the existing methods in close formation flight 
of more than three UAVs, a cooperative control method is 
proposed in this paper. A bidirectional communication 
topology is employed. UAVs in close formation are required to 
communicate with some of their neighbors. To enhance the 
robustness against model uncertainties and formation 
aerodynamic disturbances, the uncertainty and disturbance 
estimation technique is employed and combined with the 
proposed cooperative formation controller. The efficiency of 
the proposed control algorithm is verified via the close 
formation simulation of five aircraft.  
The paper is organized as follows. In section II, a nonlinear 
UAV model is introduced together with the close formation 
aerodynamics. Section III presents the robust cooperative 
control methods. The numerical simulations are given in 
Section IV. Eventually, some conclusion remarks are provided 
in Section V. 
II. PRELIMINARIES
A. Aircraft model 
The proposed cooperative control law will perform as an 
outer-loop formation tracking controller. Hence, a 6-state 
nonlinear UAV model is presented for the control design. 
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                  ( 1 )
where , , and denote the position of the i-th UAV in the 
inertial frame, is the ground speed projection on a horizontal 
plane, is the climbing rate, is the heading angle,  is the 
bank angle, is the lift, is the drag, is the thrust, is
the gravity acceleration, and aerodynamic forces 
induced by the trailing vortices of leader aircraft. The control 
inputs are chosen to be , , and . The vortex-induced 
forces  and  are given by 
where  is the vortex-induced change of the angle of attack 
along the wing span as shown in Figure 1, while  is the 
effective average change of the angle of attack. Notice that 
and are actually functions of the relative positions 
between a follower aircraft and its leader. Shown in Figure 2 
and 3 are the relationships between non-dimensional lift and 
drag coefficients with respect to the lateral and vertical 
separations. More detailed results can be found at [6].  
Figure 1: Lift rotation due to the upwash wake 
Figure 2: Vortex-induced lift coefficient variation 
Figure 3: Vortex-induced drag coefficient variation 
B. Control conversion 
In the control design,  is taken as part of the model
uncertainties. Differentiating the kinematic equations of Model 
(1) will yield 
 ( 2 ) 
Define 
Eventually, the nonlinear model is transformed into a standard 
2nd-oder integrator model as shown in (2). 
  ( 3 ) 
III. ROBUST COOPERATIVE CONTROL
The entire control law is 
 ( 4 ) 
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where  is the baseline cooperative control,  is the 
estimation of the uncertainties and disturbances. 
A. Baseline cooperative control 
In this subsection, a cooperative baseline control law is 
proposed for close formation flight of N UAVs where N>2. 
The major expectation is to increase the scalability, efficiency, 
and robustness of close formation flight by introducing certain 
cooperative mechanism. In the cooperative control method, a 
virtual leader together is introduced to generate the reference 
signals for each vehicle. All the virtual leaders together defines 
the optimal formation shape (usually, "V-shape") for a group of 
N UAVs, as shown in Figure 4. A bidirectional communication 
topology is employed.  
Figure 4 : Close formation organization 
Define the position of each virtual leader as 
. Assume the 1st and 2nd of , , 
and  are available. Define the position tracking error as 
 . The baseline cooperative control law for i-th 
UAV is 
where , , , , , 
 denotes the set of neighbors of i-th aircraft. 
B. Uncertainty and disturbance estimator 
The uncertainty and disturbance estimation term is 
designed by applying (4) to (3). 
  ( 5 ) 
In terms of results in [],  is estimated using a stable low-
pass first-order filter , where 
Hence,  is given by 
 ( 6 ) 
where  is the time constant,  is usually unavailable. 
However, is equal to according to Eq. 
(5). Replace by  in (6). Via basic 
mathematical derivations, we can get 
 ( 7 ) 
Specifying (7) in the time-domain will yield 
( 8 ) 
where  is a measurable speed signal which makes (8) 
always practically applicable. 
IV. NUMERICAL SIMULATIONS
In the numerical simulations, close formation flight of 5 
UAVs is considered. Among the 5 UAVs, one UAV performs 
as the very leader for the entire formation. This formation 
leader will be in charge of tracking the trajectory defined for 
the entire formation. The virtual leaders are defined according 
to the optimal relative position requirements to the formation 
leader. In the simulation results, the leader UAV for the entire 
formation is labelled to be “Leader”, while the other UAVs are 
labelled to be “Follower 1”,   “Follower 2”,   “Follower 3”, and 
“Follower 4”, respectively. The control gains are 
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The communication topology of the five UAVs are shown in 
Figure 5. The formation trajectory tracking performance is 
shown in Figure 6 in which the 3-D trajectory is projected on a 
horizontal plane. Detailed tracking error responses are shown 
in Figure 7.  
Figure 5 : Communication Topology 
Figure 6: Formation trajectory projection on a 2-D 
horizontal plane 
Figure 7: Formation tracking error responses 
V. CONCLUSION 
This paper presents an efficient robust cooperative close 
formation control algorithms. Based on the proposed design, 
close formation flight can be easily extended to the case of 
more than three UAVs. The efficacy of the proposed design 
is verified via a close formation simulation of five UAVs. 
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Abstract—This paper presents mathematical modeling for 
thrust force and moments generated by a propeller. In 
particular, the effects of freestream on propeller’s performance 
are investigated. We introduce some of the applications of the 
proposed model in modeling multi-rotor UAVs which helps to 
increase stability or maneuverability of the vehicle. In the end, 
simulation results for thrust force and moments of an example 
propeller in presence of a uniform freestream are presented.  
Keywords-component; propeller; aerodynamics; thrust force; 
unmanned aerial vehicles, freestream  
I.  INTRODUCTION (HEADING 1) 
Multi-rotors have gained significant attention in recent 
years. Due to their simplicity and maneuverability, they have 
been used in a broad spectrum of applications such as bio-
engineering [1], agronomy [2], sports [3] and inspection of 
infrastructures [4]. 
In modeling of UAVs, aerodynamic model of propellers 
plays an important role as it determines the majority of forces 
and moments in the system. Therefore, an accurate model for 
the propellers is crucial in analyzing such a system. In the 
literature, typically, the thrust force and moment generated by 
the propeller is assumed to be proportional to the square of its 
angular velocity and the effects of freestream on its 
performance is usually neglected by assuming small freestream 
velocities [5], [6], [7]. However, this model is not valid in high 
speed flight and its accuracy deteriorates as flight speed 
increases [8], [9]. 
The freestream may affect propeller's performance 
depending on its direction and magnitude. Generally, these 
effects could change propeller's performance in two ways: i) 
changing the effective angle of attack of the blades; and ii) 
changing the local airflow velocity over the blades. The former 
effect is caused when there is a freestream with its velocity 
vector parallel to the angular velocity vector of the propeller 
while the latter is caused by any freestream with its velocity 
vector perpendicular to the angular velocity vector of the 
propeller. Studying these effects not only helps us to derive a 
more realistic mathematical model for multi-rotors but also 
helps to find more stable and power-optimal configurations for 
such vehicles.  In this paper we use Blade Element Theory 
(BET) to calculate the thrust force and moment of each blade 
element.  
The paper is organized as follows: Section II presents the 
effects of freestream on propeller’s performance along with 
simulation results for thrust force and moments of an example 
propeller. Finally, the paper concludes in Section III followed 
by presenting some of the applications of the proposed model 
in multi-rotor UAV research.  
II. EFFECTS OF FREESTREAM ON PROPELLER’S 
PERFORMANCE 
A. Notation 
 The term I p  denotes that  belongs to p and is 
expressed in frame I . Angular velocity vector of the vehicle is 
represented by  , , r
T
B p q where p , q  and r  are roll,
pitch and yaw rates respectively. Also, 2-Norm of  is 
represented by  and absolute value of s  is shown by s . 
B. Effects of Freestream with Its Velocity Vector 
Perpendicular to Angular Velocity Vector of the Propeller 
Suppose we have a propeller turning at angular velocity p
as expressed in a frame attached to its COM as shown in Fig. 1. 
The propeller has two blades of radius bR and is assumed to 
have constant chord c . For simplicity, first, we assume there is 
an almost uniform freestream with velocity vector 
1
V , as 
shown in blue in Fig. 1, which is parallel to the y-axis. 
Consider a blade element (small hashed area in Fig. 2) of 
length c and differential width bdr where br is the distance of 
the blade element from the root of the blade. As shown in Fig. 
2, the rotation of the blade generates relative air flow velocity 
with magnitude b pr  , over each blade element. As the 
propeller is turning, the relative air flow velocity over the blade 
element could either be increased or decreased depending on 
the azimuth angle of the blade and direction of the freestream 
velocity. The azimuth angle p is defined as the angle between 
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the blade and the direction of 
1
V . Therefore, the resultant 
relative air flow velocity over each blade element can be 
written as:  

1
sinb p pv r V   
Figure 1: Schematic of a propeller with a frame attached to its COM. 
It can be seen in Fig. 2, for the advancing blade 
( 0 p   ), freestream velocity increases the relative air 
flow velocity over the blade and for the retreating blade 
( 2p    ), it decreases the relative air flow velocity. The
changes in the relative air flow velocity with azimuth angle 
affects the overall thrust of the propeller and it generates a 
moment in the direction of the freestream velocity as shown in 
blue. 
Therefore, using (1) and according to Blade Element
Theory, thrust force and moments of each blade element can be 
calculated as follows: 
 2
1
2p a L b
df cC v dr   
 2
1
2dp a D b b
d cC v r dr   
 2
1
sin
2p a L b p b
d cC v r dr    
where a represents air density and LC and DC are the lift 
and drag coefficient of the airfoil of the blade respectively. 
Also, pf represents thrust force of the blade element, 
pd
 represents the moment due to drag force of the blade 
element and p represents the moments due to change in thrust 
force with respect to the azimuth angle of the blade. 
By integrating (2), (3) and (4) over blade radius br and 
azimuth angle p , average thrust force and the average 
moments for one blade as functions of freestream velocity and 
angular velocity of the propeller can be calculated as follows: 

3
2 2
1
21
2 3
b
p a L p b
R
f cC V R
 
   
 
   
  2 2 2114pd a D b p bcC R V R      

1
31
2p a L b p
cC R V    
Note that by assuming zero freestream velocity, equations 
(5), (6) and (7) yield the simplified model for thrust force and 
moments of a propeller which is widely used in the literature 
(i.e., [3], [10], [11], [12]).  
Figure 2: A propeller in presence of freestream. 
Using the proposed model, simulation results for two 
complete turns of a propeller with angular velocity 
900p  rad/s in presence of freestream velocity is presented 
in Fig. 3. Note that the direction of rotation and freestream 
velocity are the same as those in Fig. 2. The remaining 
parameters of the simulations are as follows: 0.03c  m, 
1.022LC  , 0.01DC  , 0.08bR  m and 1.225a  kg/m
3. In 
Fig. 3, the top plot presents variations of thrust force with 
respect to blade azimuth. The red color represents the thrust 
force when 
1
0V  , which is constant, meaning that the 
relative air flow velocity over the blade element is constant for 
all azimuth angles. The blue color, represents thrust force of the 
propeller as a function of azimuth angle when freestream 
velocity is nonzero, 
1
10V  m/s. Comparing both scenarios, 
it can be seen that for nonzero freestream velocity and for 
0 p   thrust force is increased while for 2p    it is
decreased which is due to higher relative air flow velocities on 
the advancing blade than that over the retreating blade. The 
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yellow color shows the average of thrust force of the propeller 
when 
1
10V  m/s. Results show that in presence of nonzero 
freestream velocity the average thrust force of the propeller 
increases.  
Figure 3: Simulation results for thrust force and moments of a propeller in 
presence of freestream. 
The middle and bottom plots in Fig. 3 present variations of 
the moments due to drag and freestream 
pd
 and p ) versus 
azimuth angle respectively. The red color represents the 
moment when 
1
0V  m/s, blue color represents variations of 
moment in presence of freestream velocity 
1
10V  m/s and 
the yellow color represents the average moment of the 
propeller when 
1
10V  m/s. 
C. Effects of Freestream with Its Velocity Vector in Parallel 
with Angular Velocity Vector of the Propeller 
We continue investigating the effects of freestream on 
propeller's performance. However, as shown in Fig. 4, this time 
we assume the freestream velocity vector, 
2
V , is parallel to the 
angular velocity vector of the propeller, p , as expressed in 
the frame attached to it. 
Suppose the propeller is turning at angular velocity p as 
shown in Fig. 5. In absence of freestream, there will be an 
airflow velocity vector b pr  over each blade element as shown 
in green. Also, for each blade element, the angle of attack 
(AOA)  is defined as the angle between the chord of the 
blade element and the local airflow velocity vector b pr  .  
Figure 4: Propeller in presence of freestream. The freestream velocity 
vector 
2
V is assumed to be parallel with the angular velocity vector of the 
propeller p . 
Now, consider an almost uniform freestream with velocity 
vector 
2
V in the positive direction of z-axis as shown in blue in 
Fig. 5 top. It can be seen that such a freestream changes the 
direction and magnitude of the resultant airflow velocity over 
the blade element as shown in red in Fig. 5 top. Therefore, the 
new angle of attack ' , in presence of freestream is greater 
than that in absence of freestream ( '  ).   
However, if the freestream velocity vector is in the negative 
direction of z-axis (see Fig. 5 bottom), it changes the direction 
and magnitude of the resultant airflow velocity vector such that 
it decreases the effective angle of attack ( '  ). 
Figure 5: Propeller in presence of freestream. The freestream velocity 
vector 
2
V is assumed to be parallel with p . On top, 2V is the positive 
direction of z-axis and in bottom it is assumed to be in the opposite direction. 
The importance of studying AOA is because it directly 
affects the lift coefficient of the blade element and 
consequently affects the thrust force generated by the propeller. 
At low speed flight (subsonic) and assuming small angles, the 
lift coefficient LC changes almost linearly with AOA which 
can be written as follows [13]: 
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 L
C


  
where  is a constant which is determined through 
experiments in wind tunnel. From (2), we know that any 
increase (decrease) in LC increases (decrease) the thrust force 
of the blade element. Therefore, one can summarize the results 
as follows:  
 Any freestream with positive (negative) z-component
velocity (expressed in the propeller's frame) increases
(decreases) the AOA which increases (decreases) the
thrust force.
Furthermore, to formulate the changes in thrust force of the 
propeller, first we can write the changes in AOA of each blade 
element as follows: 

2' arctan
b p
V
r

   

 
Finally, using (2), (8) and (9), the changes in thrust force of 
the propeller can be written as follows: 

2
21
4p a b p
f c R V      
From (10), it can be seen that the changes in thrust force is 
proportional to the magnitude of the freestream velocity vector 
2
V . 
Table I presents the parameters involved in the modeling. 
TABLE I. PROPELLER PARAMETERS 
p angular velocity vector of the propeller 
 angle of attack 
LC and DC lift and drag coefficients of the airfoil 
V freestream velocity vector 
 slope of LC vs DC curve for the airfoil 
bR blade radius of the propeller 
c chord of the blade 
a air density 
III. CONCLUSIONS
In summary, we presented the significance of the effects of 
freestream on performance of propellers. We formulated these 
effects as functions of propeller parameters and also the 
parameters of the freestream. Table I, presents all parameters 
involved in the proposed propeller model.  
The proposed propeller model may be used in modeling 
multi-rotor UAVs. Such a model is used in quadcopters where 
it is shown that by tilting the rotors by a small angle as shown 
in Fig. 6, more stable or maneuverable configurations can be 
found [8]. The model is also used in modeling spinning-type 
multi-rotor UAVs to find optimal-power hover solutions. Fig. 
7, presents a monospinner UAV with a single propeller where 
the spinning fuselage generates a freestream over the propeller 
[9].  
For the future work, we plan to compare the proposed 
model with experimental results from experiments in wind 
tunnel for a particular propeller and investigate the accuracy 
and shortcomings of the model.  
Figure 6: A quadcopter with tilted rotors. The blue arrows shows the 
direction of freestream velocity on each propeller as expressed in the body 
frame (red). 
Figure 7: A monospinner UAV with tilted rotor. As the fuselage is 
spinning with yaw rate r, the propeller experiences a freestream, as shown in 
green.  
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Abstract— An experimental work has been conducted to 
investigate the ignition of n-heptane in the ignition quality tester 
(IQTTM) by using fine gage thermocouples. A set of eight butt-
welded exposed junction thermocouples (TCs) were inserted 
inside the chamber of IQTTM at different preselected locations 
to get the temperature variation spatially and temporally in the 
period prior to the fuel injection up to the mixture ignition. The 
data were recorded by using a high frequency data acquisition 
system with a sampling rate of 10 kHz per channel.  The 
experimental data were characterized at set point temperature 
584 oC and pressure 21.3 bar. For reproducibility purposes, 32 
injections have been averaged and presented. A drop in 
temperature due to fuel spray cooling effects has been recorded 
by TCs at the chamber centerline whereas TCs near the chamber 
walls did not show a significant drop in temperature. Thus, there 
was no evidence that the fuel spray reached the chamber walls. 
The measurements showed that the combustion occurs in the 
main part of the chamber and the region near the fuel injector 
nozzle did not show a significant rise in temperature.  
Keywords- heptane; combustion; injection; pressure; spray; 
thermocouple; temperature. 
I. INTRODUCTION
Diesel engines are more economical than gasoline engines 
but generate different toxic emissions (particulate matter, PM, 
in addition to elevated NOx, as well as CO, and hydrocarbons) 
in their exhaust gases, which present major risks on public 
health and environment. Extensive work has been conducted on 
combustion of diesel fuel and its influence on the performance 
of compression ignition engines [1]. Most studies discuss the 
measurement of the time interval between the start of fuel 
injection until the start of combustion which is called ignition 
delay (ID) period. 
The ignition quality of diesel-like fuels is rated through their 
cetane number (CN) which is inversely proportional to the ID 
period. The Cooperative Fuel Research (CFR) test engine under 
designation number ASMT D613 [2] is commonly used to 
determine the CN of diesel fuels. Techniques which use 
constant volume combustion chambers to analyze diesel 
ignition have been developed and the results have shown an 
excellent agreement with engines [3]. Therefore, three standard 
test methods [4] using constant volume combustion chambers 
have been developed to test diesel fuels and obtain their Ignition 
Delay (ID) or Derived Cetane Number (DCN). The Ignition 
Quality Tester (IQTTM), the most precise device used to rate 
diesel fuels in the present [5], is one of these standards with 
designation number ASTM D6890.  
Most of the experimental data involving the IQTTM are 
related to pressure measurements. There seems to be a void in 
temperature measurements, although temperature distributions 
inside the IQTTM during operation conditions have been 
obtained numerically [6,7]. The present work aims to analyze 
n-heptane spray behavior and combustion in the IQTTM through
temperature measurements by using multiple fine gage
thermocouples located throughout the combustion chamber.
These measurements have the potential to identify the regions
within the chamber where fuel vaporization takes place and
combustion is initiated.
II. EXPERIMENTAL SETUP 
A. Ignition Quality Tester (IQTTM) Overview and Setting
The IQTTM has been developed and automated by Advanced
Engine Technology Ltd. (AET) [8] to make it a precise and 
accurate system for oil industry, research and regulatory 
applications [9, 10]. It is a bench-scale device which is mainly 
utilized to determine the ignition quality of diesel and 
alternative diesel fuels. It is comprised of a constant volume 
combustion chamber with intake/exhaust systems, a fuel 
injection system, temperature/pressure sensors and a data-
acquisition system. Detailed information on the IQTTM can be 
found in [4]. 
There are six ports and holes on the walls of the IQTTM 
chamber as shown in Figure 1: nozzle body port on one end of 
the chamber, pressure transducer port on the other end, air inlet 
valve, exhaust outlet valve, and front & back thermocouple 
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holes. Nine electrical heaters of cartridge-type are embedded in 
the chamber walls and are used to heat chamber walls up to 
approximately 600 o C. The combustion chamber is a cavity of 
cylindrical and conical shapes with total volume of 0.213±0.002 
liters. The charge-air gains the heat from the hot walls of the 
chamber. Both ends of the IQTTM chamber are maintained at a 
lower temperature compared to the temperature of main portion 
of the chamber to protect sensors located at the extremities. 
 The fuel is injected into the chamber as a hollow spray cone 
from an inward opening single-hole pintle-type nozzle. The 
spray characteristics from this nozzle design and others are well 
studied [11]. The nozzle needle starts to lift and the fuel is 
injected when the pressure of the liquid fuel line behind the 
nozzle reaches 17.92 MPa. The main injection duration lasts for 
approximately 2 ms [12]. 
B. Temperature Measurement Settings
Only three out of the six ports on chamber wall could be used
to install temperature probes that would protrude into the 
chamber: front and back TC ports and pressure transducer port. 
An 1/8 inch probe with two TCs could be used with either front 
or back TC ports because those ports are already fitted for 1/8 
inch temperature probes and they did not require any 
modifications. 
Slight modifications have been made on the IQTTM chamber 
to allow adjustment of the axial temperature probe. The port of 
the pressure transducer was used to insert a probe with 4 TCs, 
which was named “flower” temperature probe (FTP). The 
coolant adapter of the pressure sensor was modified to 
accommodate 3/16 inch diameter probe. The pressure sensor 
was moved with its housing and fitted to the intake valve port. 
The data from the pressure sensor at the new location was 
verified against the standard location, showing adequate 
fidelity. Thus, a total of 8 TCs (2 at the front port, 2 at the back 
port, and 4 through the pressure transducer port) were fitted 
inside and near the wall of the combustion chamber as shown 
in Figure 1.  
C. Thermocouple Selection and Temperature Probe
Fabrication.
A robust temperature probe was required in order to
withstand the harsh combustion environment presented by the 
high temperature, pressure and turbulence, and to track and 
record the instantaneous temperature variation. Thermocouples 
(TC) were selected for the present measurements due to their 
relative robustness, response time, and wide temperature range 
of operation [13, 14] compared to other temperature sensors. 
Thermocouple of type K has been selected to be used in all 
experiments due to its high sensitivity (41 µV/C) and 
availability [13].  
Three sizes of TC wires (0.003”, 0.005”, and 0.010” of a 
butt welded hot junction end) were tested to achieve a 
compromise between response and durability. Although they 
exhibited good transient response, the 0.003” and 0.005” TCs 
did not withstand the harsh environment. They were damaged 
during warming-up time of the combustion chamber or at mid 
combustion. The 0.010’’ TC had a very good transient response 
to the temperature variations especially at discriminatory points 
(Start Of Injection (SOI) and Start Of Combustion (SOC)). 
Thus, 0.010’’ butt welded TC wires of type K from Omega were 
adopted for temperature measurements. 
Based on the dimensions of the front and back TC ports and 
pressure transducer port, two sizes (1/8’’ and 3/16’’) of stainless 
steel sheath tubes were used to encase the temperature probes. 
An alumina ceramic insulator rod was used around the TCs 
before insertion of the probe into the sheath tubes [15]. The 
1/8’’ probe contains two thermocouples and the 3/16’’ probe 
contains four thermocouples. Each thermocouple required two 
holes in the ceramic insulator rod. A maximum of 4 holes (2 
TCs) and 8 holes could be created on the face of a 2.5 mm and 
3.2 mm diameter ceramic rods, respectively. 
D. Connections and Data logging
Tests were conducted in the laboratory at the AET facilities.
All sensors were fitted to the chamber and connected to the data 
logger before the test as shown in Figure 2. Two temperature 
probes with 2 TCs each were fitted in the front and back TC 
ports. The flower temperature probe (FTP) with 4 TCs was 
inserted into the chamber from the pressure transducer port 
through a bored coolant adapter. All the TC wires of the hot 
junction side of the FTP were kept straight in the axial direction 
at first. Then, they were bent inside the chamber by 90o to be 
distributed radially (see Figure 1). TCs wires were bent 
manually by getting access to them from the injector nozzle 
side. For sealing purposes, a reusable Teflon ferrule was used 
with the stainless steel compression fittings to allow the FTP to 
be traversed inside the chamber. 
 All the sensors are connected to a laptop through a data 
acquisition system from Omega of model OMB-DAQ-3005. 
DAQ software (Daq view) settings are adjusted to synchronize 
the feedback from the sensors. The data were collected for the 
period beginning 10 ms before needle lift until the end of 
combustion, with a sampling interval of 0.1ms. The recorded 
Figure 1: Thermocouple settings inside IQT chamber 
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data sets for all injections were saved automatically into the pre-
selected file names. A Matlab code was created to analyze and 
present the collected data. The data of 32 test injections were 
low-pass filtered first and then the mean values were calculated 
for temperatures, pressure and needle lift as shown in the 
following figures below. 
E. Points of Temperatre Measurements 
Temperature variations were captured at 20 different 
locations inside the IQTTM chamber as shown in Figure 3. The 
front or back TCs locations are: first TC was at the wall chamber 
plane, and the second TC was 8 mm from the wall in a radial 
direction. The 4 TCs of the FTP were distributed radially as 
follows: the first TC was at chamber centerline (r=0mm), the 
second TC was 12 mm from center, the third was 18mm from 
center, and the fourth was 25mm from the center which is almost 
on the wall. 
III. RESULTS AND DISCUSSION
The IQTTM was calibrated first and the test conditions were 
584 o C for set point, 310 psi (21.3 bar) for charge air pressure 
and 0.8231 grams per 10 injections of heptane. Four runs on 
heptane were conducted at four different axial locations of the 
FTP, where the distances from the probe plane to the injector 
were 100, 75, 55, and 45 mm as shown in Figure 3. The three 
main parameters: nozzle needle position, combustion chamber 
pressure and spatial gas temperature are collected from needle 
lift sensor, pressure transducer (mounted in a new position) and 
TC probes, respectively.  
A. Needle lift and Chamber Pressure 
The nozzle needle lift position and the chamber pressure 
traces for 32 individual injections, along with their mean value 
trace (thick line) are presented in Figures 4 & 5, respectively. 
The ignition delay period begins when the needle lift signal 
begins to rise. All injections have the same starting point and 
the peak of needle lift is around 0.6mm. The main injection 
duration lasts in about 2 ms. 
The chamber pressure (Figure 5) initially drops slightly due to 
cooling effects of evaporating spray. The required time for 
atomization, vaporization, mixing and heating of the injected 
fuel is called physical ignition delay period. During this period, 
the pressure and temperature inside the chamber decrease. This 
period is followed by a sudden increase in pressure and 
temperature due to heat released from the chemical reaction.  
B. Temperature measurement results 
The temperature variation at two locations were selected to 
be presented in this section: chamber centerline at a plane 55 
mm from injector, and back port at chamber wall.  
The time history of the gas temperature measured by FTP 
for 32 injections is given in Figure 6. The temperature drops 
initially due to the evaporation of the spray (as mentioned 
earlier), then the combustion will take place. The maximum 
temperature measured by FTP was around 1300 ºC. Notice the 
strong scatter of the temperature measurements from 25 to 500 
ms, indicating significantly different combustion processes for 
each injection during this interval. Nevertheless, the onset of 
Figure 2: Experimental connections of sensors on IQT to 
the DAQ 
Figure 3: Temperature measurement locations in the IQT 
chamber Figure 4: Needle lift trace of 32 injections with mean 
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combustion (the region of interest from 0 to 5 ms) shows high 
reproducibility.  
 Temperature profiles at back port of chamber (Figure 7) are 
slightly different to that at the main part of the chamber (Figure 
6). There was no drop in temperature recorded after fuel 
injection and before the sudden increase in temperature. In this 
case, a maximum temperature around 850 oC was recorded. The 
peak temperature at chamber wall, (Figure 7) continues for a 
very short period of time and then drops. 
C. Mean Temperature, Pressure and Needle lift Results at ID 
Period 
To observe clearly temperature variation with pressure 
during the ID period, the mean values of 32 low pass filtered 
test injections are presented for the time prior to the fuel 
injection up to the fuel’s IOC as shown in Figures 8 and 9. Three 
parameters (temperature, pressure and needle lift) are shown on 
the each figure.  
Figure 8 gives temperature variations in four locations along 
the chamber centerline. The temperature of pressurized air prior 
to the fuel injection at locations 3 and 4 is higher than that at 
locations 1 and 2 by almost 10 oC and it drops when the released 
spray from injector nozzle reaches the thermocouples. All four 
curves have shown a drop in temperature for various periods 
and are followed by that a sudden increase in temperature. The 
drop in temperature was due to the high vaporization rate of the 
fuel, which absorbs heat during that time. The starting point of 
that drop in temperature depends on the location of the 
thermocouple. Thus, the closest TC (line 4) to the injector 
nozzle sensed the spray first after SOI by 0.5ms whereas the 
farthest one (line 1) sensed the spray after almost 1.25 ms from 
SOI. The lowest temperature was measured at location 2. The 
rate of change in temperature (dT/dt) in the rear part of the 
chamber (locations 1 and 2) was close to zero (temperature does 
not change with time) and remains at lowest point for a while 
(0.5 – 0.8 ms) before the sharp rapid increase which gives an 
indication of the IOC at that location. After that, the rate of 
increase in dT/dt is almost the same for all locations.  
The results from the standard front and back TC locations 
of the IQTTM (at the wall and 8 mm from the wall) are presented 
Figure 5: Chamber pressure trace of 32 injections with 
mean 
Figure 6: Temperature variation of 32 test injections with 
mean value from FTP 
Figure 7: Temperature variation of 32 test injections with 
mean value at chamber wall, back port 
Figure 8: Temperature variation with time at chamber 
centerline with different locations from injector plane 
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in the Figure 9. None of these TC locations recorded a drop in 
temperature during the period between SOI and SOC. The 
temperatures at the front TC location showed only a minor 
increase after IOC whereas a sudden increase in temperature 
was measured from front port TCs. For the sake of conciseness, 
additional data at different locations are not shown here.  
IV. CONCLUSIONS
Fine gage, exposed junction thermocouples were 
successfully used to trace temperature variations at twenty 
different locations in the combustion chamber of an ignition 
quality tester. The significant drop (about 30 o C) in temperature 
due to an evaporative cooling effect of the fuel spray was 
recorded at the region of chamber centerline. On the other hand, 
no evidence of cooling by fuel spray droplets was observed in 
measurements at and near the chamber walls, where only 
sudden rise in temperature (due to combustion) was recorded. 
These results indicate that fuel spray vaporization in the IQTTM 
takes place in the compressed, heated air within the combustion 
chamber rather than through contact with the hot chamber 
walls. 
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Abstract— This work presents an analytical methodology for 
development of a mechanical band pass filter for energy 
scavenging. The model is based on Adomian decomposition 
method to derive the dynamic response of the non-uniform 
smart structure with strain rate damping to external 
environmental excitations and efficiently harvest the 
subsequent vibrational energy. The steady state response of 
the nonlinearly tapered cantilever beam subjected to a 
harmonic base motion is obtained and electromechanical 
outputs in open circuit condition are analytically derived. In 
other to design a band pass filter, an array of cantilever beams 
with nonlinear geometry and surface bonded piezoelectric 
layers are considered. Therefore, the filter can choose one 
harvester to resonate at one particular ambient vibration 
frequency and reach the maximum electromechanical output. 
Compared with uniform beam design, it is also demonstrated 
that the proposed non-uniform configuration can generate 
higher electrical output over a wide frequency range. 
Keywords—Band pass filter; Piezoelectric energy harvesting; 
Non-uniform structure; Adomian decomposition method. 
I. INTRODUCTION 
Energy harvesting from ambient energy sources has 
become a dynamic research field and received so much 
attention in recent years because of huge number of 
applications. With decreasing electrical power requirements in 
wireless electronics and increasing utilization of sensors in 
different structures, energy harvesting to power sensors at the 
location without batteries limitations is appealing for various 
engineering automation and monitoring systems. Therefore, 
energy harvesters are designed to convert the environment 
energies into usable power form to supply the small wireless 
sensor systems throughout the sensor lifetime. 
Alternatively, energy scavenging based on vibration is 
becoming more attractive. Conversion of mechanical vibration 
energy into electrical energy can be achieved through three 
conversion mechanisms: electrostatic, electromagnetic, and 
piezoelectric [1]. The small size, custom shape fabrication 
ability and high power conversion potential are the key and 
fundamental advantages of piezoelectric approach for vibration 
energy harvesting [2]. Even a small external excitation leads to 
considerable amount of generated voltage without requiring 
any low-efficient initiation mechanical mechanism [3]. 
The most common energy harvester design is the cantilever 
beam with surface bonded piezoelectric layers transversely 
vibrating because of the base excitation. Although it is not 
essentially the best design in terms of output energy, it is well-
known because of its simple and cost-efficient configuration. 
Furthermore, most of piezoelectric energy harvesters work on 
the resonance mechanism to raise the strain distribution in the 
piezoelectric layer and eventually increase the output electrical 
power. Due to the small size factor, resonance frequency of the 
harvester increases and makes it undesirable for low frequency 
vibrations. The common response to this problem is adding a 
proof mass at the free end [4,5]. But, this optimal resonance 
condition is not given in most of the environmental cases with 
variable vibration conditions. Given this, having a single 
harvester design capable of operating over a range of vibration 
frequencies would be desirable. Additionally, refining the 
geometry of the scavenger is itself a major improvement area. 
A trapezoidal profile can distribute the strain evenly such that 
maximum stain is obtained at every point in the piezoelectric 
energy harvester. A harvester with trapezoidal geometry can 
generate more than twice energy than a harvester with 
rectangular shape [6]. 
One of the biggest disadvantages of common vibration 
energy harvesters is the very limited practical bandwidths over 
which energy can be scavenged. In order to increase the 
frequency range of vibration energy harvesters, two approaches 
of tuning the resonant frequency and widening the bandwidth 
are suggested in the literature [7]. Based on the widen 
bandwidth methodology, the operational frequency range of the 
vibration energy generator can be extended by using an array of 
harvesters with different natural frequencies. In other words, 
the piezoelectric energy harvester should have appropriate 
bandwidth in the range of peak-power frequencies of the 
ambient vibrations. This frequency range can be easily 
measured in different environments. Such a device with this 
particular characteristic can be called a piezoelectric band pass 
filter [5]. 
The work presented in this research endeavors to challenge 
previous energy harvesting designs and fabricate a novel and 
advanced energy harvester system that possesses enough 
bandwidth in the range of ambient vibration frequencies. The 
model developed in this paper has included nonlinear geometry 
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rather than a simple uniform pattern. The dynamic steady state 
solution of the harmonic base excitation problem for lateral 
vibration of the non-uniform smart structure with strain rate 
damping is presented and electromechanical outputs of the 
piezoelectric patches in open circuit condition are analytically 
derived. The mathematical process is based on Adomian 
decomposition method (ADM) and the mechanical model is 
applicable to any slender beam which allows neglecting shear 
deformation and rotatory inertia effects. Finally, it is 
demonstrated that such an arrangement of non-uniform 
cantilever piezoelectric coupled beams can be made into a band 
pass filter when the dimensions are selected properly. 
II. THEORETICAL MODEL
The proposed bimorph piezoelectric energy harvester 
configuration consists of a nonlinearly tapered cantilever beam 
with piezoelectric patches bonded on the top and bottom 
surfaces, Fig. 1. The geometry of the structure is described by L 
length of the beam, 2b0 width of the beam at the fixed end, 2h0 
thickness of the beam at the fixed end, Lp the piezoelectric 
patch length and hp thickness of the piezoelectric layer. The 
energy harvesting efficiency of the piezoelectric coupled 
cantilever beam can be investigated by setting the mechanical 
vibration input for the system in the form of f(t)=Yejφt where Y 
is the amplitude of the base displacement, φ is the angular 
frequency of the vibration and j is the unit imaginary number. 
The differential equation that describes the forced lateral 
vibration of a smart beam with non-uniform geometry and 
structural strain rate damping can be expressed by, 
2 2 2 3
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where x is position variable along length of the beam, t is 
time variable, 𝜌 is the equivalent mass density, A(x) is cross-
sectional area, w(x,t) is the deflection function, E is the 
equivalent elasticity modulus, I(x) is the second moment of 
area and Cs is the strain-rate damping coefficient. Moreover, 
boundary conditions for the non-uniform cantilever beam are 
defined as, 
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Using the normal mode approach, the solution of Eq. (1) is 
assumed to be a linear combination of the normal modes of the 
beam denoted by a convergent series as, 
1
( , ) ( ) ( ),i
i
w x t X x T t


 . .
 
 (3) 
where Xi(x) are mass normalized modes and Ti(t) are modal 
participation coefficients for the ith vibration mode. Since the 
system is proportionally damped, eigenfunctions represented 
by Xi(x) are normal mode eigenfunctions of the corresponding 
undamped free vibration problem [8,9]. 
Figure 1.  A nonlinearly tapered cantilever beam with piezoelectric patches 
mounted on its surface, side and front views. 
Consequently, normal modes can be calculated by solving, 
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where 𝜔i
2 are the undamped natural frequencies of the 
structure. 
In order to solve the Eq. (4), ADM is used. The solution 
obtained by ADM is an infinite series; an n-term approximation 
usually serves as a practical solution. Since the methodology 
itself is not the main focus of this research and it is perfectly 
addressed in [10,11], more details will not be discussed here. 
Hence, by applying ADM, solution of Eq. (4) which is the 
mode shape function in the recurrence format can be expressed 
as, 
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where the inverse operator Lx
-1 is a four fold integration 
with respect to x Additionally, X0=C1+C2x+C3x
2/2!+C4x
3/3! 
and C1 to C4 are constants which can be evaluated from the 
system boundary conditions. Thus, all Xk components are 
evaluated and the mode shape function is obtained. As many 
terms as required to obtain a more accurate shape function can 
be considered. 
Clearly, normal mode eigenfunctions satisfy the 
orthogonality conditions, 
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Therefore, the modal participation coefficients Ti(t) are the 
solution of the ordinary differential equation, 
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where 2ξi𝜔i=Cs𝜔i
2/E and ξi is the structural strain-rate 
damping ratio of ith vibration mode. Finally, the modal 
response can be obtained by Duhamel integral, 
( )1( ) ( ) sin ( ) ,i i
t
t
i i di
odi
T t Q e t d     

    (8) 
where 𝜔di=𝜔i[1-ξi
2]0.5 is the ith mode damped natural 
frequency. However, the steady state solution of Eq. (7) can be 
expressed as, 
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As a result, normal mode eigenfunctions given by Eq. (5) 
and modal participation coefficients obtained by Eq. (9) can be 
used in Eq. (3) to represent the dynamic steady state response 
of the smart structure relative to its base as, 
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In order to obtain the electrical outputs of the piezoelectric 
energy harvester, the following piezoelectric constitutive 
equation is considered, 
3 31 1 33 3( , ) ( , ) ( ),D x t d x t e E t
  . .
 
 (11) 
where D3 is the electrical displacement, d31 (Coulomb/N or 
m/V) is the piezoelectric coefficient with polarization in 
direction 3 due to the external stress in direction 1, 𝜎1 is the 
axial stress along 1-axis, e33𝜎 is the permittivity at constant 
stress and E3 is the electrical field along 3-axis [12]. It should 
be noted that 1, 2 and 3 directions are aligned with x, y and z 
axes, respectively. 
By replacing the axial stress 𝜎1 with bending strain 𝜀1 and 
knowing that there is no applied electric field on the 
piezoelectric patch E3(t)=0, Eq. (11) can be rewritten as, 
3 31 1( , ) ( , ),pD x t d E x t . .
 
 (12) 
where Ep is the piezoelectric elasticity modulus and V(t) is 
the electric voltage over the piezoelectric area. Furthermore, 
the longitudinal bending strain 𝜀1(x,t) in the structure can be 
calculated as, 
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where hc is the distance between center of the piezoelectric 
layer and the beam’s neutral axis and ծ 2w(x,t)/ ծ x2 is the 
curvature of the structure. Consequently, the electric 
displacement becomes, 
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The electric displacement D3(x,t) is related to the output 
electric charge q(t) by integration over the electrode area. Since 
the vibration mode of the energy harvester is not restricted to 
the first mode, segmented piezoelectric patches and electrodes 
in order to harvest the maximum output charge are utilized. 
This is due to the fact that using continuous electrodes results 
in phase difference in the strain distribution which leads to 
charge cancellation [8]. 
2
31 2
1 ( 1)
( , )
( ) ( ) ( ) ,
2
pp
p
kLN
p
p
k x k L
h w x t
q t d E b x h x dx
x  
   
    
   
  . . (15) 
where Np is the total number of piezoelectric patches 
mounted on the surface of the beam and obviously NpLp=L. 
The generated voltage v(t) can be calculated by dividing the 
produced electric charge to the capacitance as, 
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where Cp=e33𝜀Lb0/hp is the capacitance of the piezoelectric 
layer. 
The goal of this research is to estimate the open circuit 
voltage across the piezoelectric layers. So the backward 
coupling in the relations is ignored. Finally, steady state 
voltage can be obtained by using Eq. (10) in Eq. (16) as, 
2 2
31 0
2 2 2
1 ( 1)
( ) ( )
( )
( ) ( ) ( ) .
2
pp
p
L
kL iN
p j ti
k kp i i i
X x A x dx
d E Y h d X x
v t b x h x dx e
C dx j


   

 

 
    
  
  

  
. .
(17) 
In order to provide a more general form of steady state 
response and not considering specific Y and φ values, 
frequency response functions (FRFs) of the electromechanical 
outputs are obtained and presented. Firstly, the voltage FRF is 
defined as the ratio of the steady state voltage output to the 
base acceleration. Hence, voltage FRF is described as, 
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Secondly, the relative tip motion FRF is presented as ratio 
of the beam vibration amplitude at the tip to the amplitude of 
the base excitation. It is worth mentioning that the presented 
model is not limited to the motion at the tip and can be applied 
to any point along the beam. By using Eq. (10), tip motion FRF 
is defined as, 
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When the excitation frequency is equal to the natural 
frequency of the ith mode (φ=𝜔i), all the terms in the FRF 
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relations other than the mode of interest can be ignored. As a 
result, the amplitude of voltage output and tip motion FRFs are 
rewritten as, 
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III. MECHANICAL BAND PASS FILTER
In this section, the probability of designing a mechanical 
band pass filter from an array of non-uniform beams is 
investigated. The material properties and electromechanical 
coefficients are listed in Table 1. The excitation of the 
piezoelectric energy harvester is due to the harmonic base 
translation and the steady state dynamic behavior of the system 
is of interest. Furthermore, structural strain-rate damping ratios 
for the first and second vibration modes are assumed to be 
ξ1=ξ2=0.03. Finally, two steady state electromechanical FRFs, 
voltage output and beam tip motion, are examined. 
TABLE I. GEOMETRY AND MATERIAL PROPERTIES OF THE 
PIEZOELECTRIC ENERGY HARVESTER. 
Host beam 
L (m) b0 (m) h0 (m) E (GPa) 𝜌 (kg/m
3
) 
0.3 0.05 0.005 210 7800 
PZT 
hp (m) Ep (GPa) 𝜌 (kg/m
3
) d31 (pm/V) e33𝜀  (nF/m) 
0.0004 66 7800 -190 15.93 
In order to design a mechanical band pass filter, an array of 
non-uniform beams is considered. The idea of an ensemble of 
beam-mass system working as a band pass filter is borrowed 
from [5] and further developed in here. The system consists of 
several nonlinearly tapered piezoelectric coupled cantilever 
beams, each of which has different geometrical taper ratio and 
hence different resonance frequencies. Consequently, the 
assembled system has a wide operational frequency range and 
the filter can automatically choose one harvester to resonate at 
one particular ambient vibration frequency. When the natural 
frequency of the energy harvester matches the peak power 
frequency of the source, the output power is the most efficient. 
Additionally, to partially overcome the stability and size 
drawbacks, all the harvesters in the system have similar length, 
volume and mass. As a result, the entire system can work as a 
mechanical band pass filter depending on geometrical 
dimensions and taper ratios. Although the non-uniformity 
function in the presented model is not constrained to any 
specific type of function and is a general definition, here an 
exponential variation function g(x)=g0e
-mx/L is considered
where g0 is the initial value, m is the taper ratio and 0≤x≤L. 
Fig. 2 represents the nonlinear geometry effect on the 
electric voltage output in frequency domain. As can be seen, 
the amplitude of the voltage output drastically increases when 
the excitation frequency is close to the fundamental natural 
frequency of the harvester. It is worthwhile to mention that for 
every excitation frequency, maximum electrical output is 
gained when the piezoelectric energy harvester is working in 
open circuit condition [13]. As shown, higher nonlinearity in 
geometry of the harvester results in substantial increase of the 
voltage amplitude. For instance, by increasing the geometry 
taper ratio from 0 to 0.8, the voltage output for the first two 
vibration modes show up to 15.46 times higher outputs, Fig. 2. 
Therefore, a system comprising only five non-uniform energy 
harvesters with different taper ratios and same volume/mass 
can function like a band pass filter over a wide frequency band 
[𝜔min-𝜔max]=[290-550]rad/s≈[45-90]Hz. Besides, the proposed 
non-uniform design substantially increases the voltage output 
of the system compared to the uniform one [5]. 
Figure 2.  Voltage output FRF for an array of non-uniform piezoelectric 
energy harvesters with five different geometrical taper ratios. 
Finally, the tip displacement in frequency domain for 
various nonlinear geometries is shown in Fig. 3. Likewise, 
increasing the nonlinearity in the geometry of the harvesters 
leads to higher natural frequencies and tip displacements. As 
mentioned earlier, trapezoidal profile can distribute the strain 
evenly such that maximum strain is obtained at every point in 
the piezoelectric energy harvester. 
Figure 3.  Beam tip motion FRF for an array of non-uniform piezoelectric 
energy harvesters with five different geometrical taper ratios. 
IV. CONCLUSION
In this paper, an analytic electromechanical model for a 
nonlinearly tapered cantilever piezoelectric energy harvester is 
presented. The non-uniform piezoelectric harvester is assumed 
to be excited by harmonic base motion in the transverse 
direction. By using ADM, the steady state dynamic behavior of 
the smart structure with non-uniform geometry and structural 
strain-rate damping is obtained and closed-form expressions for 
the electromechanical parameters are derived. Analytically 
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obtained equations are used to determine the electric charge, 
voltage output and tip motion FRFs to be able to see the 
frequency response of the non-uniform harvesters. The 
electromechanical FRFs are plotted against frequency in open 
circuit condition which leads to the maximum output. Finally, a 
mechanical band pass filter including an array of nonlinearly 
tapered piezoelectric bimorph cantilever beams, each of which 
has different geometrical taper ratio and hence different 
resonance frequencies is designed and presented. 
In summary, a new approach to increase the frequency 
range and electrical outputs of vibration energy harvesters by 
widening the bandwidth of the generator and introducing 
nonlinear structural geometry design is developed and 
presented. This is achieved through employing an array of non-
uniform harvesters with different resonance frequencies. The 
new nonlinear geometry design has demonstrated to be 
promising to considerably increase the electromechanical 
outputs of the band pass filter in a wide frequency domain. This 
research challenges previous energy harvesting designs and 
formulates an innovative harvester configuration which 
functions optimally and efficiently on extensive range of 
ambient vibration sources. 
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Abstract—This paper reports a numerical analysis of solar-
driven seawater desalination systems with two configurations: 
a floating photo-thermal film at the air-water interface with and 
without an insulation layer located beneath its surface. Heat 
transfer processes from the film including conduction, 
convection and radiation have been evaluated at different film 
temperatures to determine the relative contributions of different 
heat loss mechanisms from the film. Convective heat 
transferred to the bulk seawater is found to be the dominant heat 
loss path, and can be reduced from 6.95 ×107 J/m2∙h to 8.77 × 
105 J/m2∙h, a difference of almost two orders of magnitude, by 
inserting an insulation layer beneath the photo-thermal film. 
Thus, the addition of an insulating layer is suggested as an 
important design component to effectively minimize heat losses 
in air-water interfacial solar heating systems. 
Keywords-solar interfacial heating; desalination; heat transfer 
I.  INTRODUCTION 
Worldwide freshwater scarcity has been a longstanding issue 
due to the demands of an ever-growing population. In addition 
to environmental conservation, freshwater production is an 
important solution for meeting this urgent need. Seawater covers 
most of the earth’s surface, and is considered to be a sustainable 
source of continuous freshwater supply. However, the 
predominant methods used to desalinate seawater, such as multi-
stage flash distillation (MSF) and reverse osmosis (RO), 
typically consume 5 ~ 26 times as much energy as the latent heat 
of water (about 2400 kJ/kg) [1], [2]. A promising alternative 
approach is solar-driven seawater desalination, whereby heat 
generated from the solar irradiance is used to evaporate water, 
which minimizes the need for fossil fuels and electric power. 
However, traditional solar-driven water desalination systems 
exhibit low efficiencies (typically 34 - 40% for a single basin 
solar still [3]) due to large heat losses to the bulk water reservoir. 
To improve solar distillation systems, numerous photo-
thermal materials with different morphologies and surface 
properties have been investigated for their performance of 
absorbing solar irradiance and producing heat to enhance 
evaporation. In this regard, plasmon resonance phenomena in 
metallic materials, such as Au [4], [5], Ag [6] and Cu [7], [8], 
have been investigated in terms of light absorption and localized 
heat generation for accelerated water evaporation. For example, 
Jin et al. achieved a the solar-thermal conversion efficiency (the 
ratio of the thermal energy used for evaporation and the total 
incident solar irradiance) of 80.3% using Au nanoparticles 
dispersions under 220 sun illumination (1 sun ≈1 kW/m2) [4]. 
Besides, carbon-based materials such as graphene and reduced 
graphene oxide have gained popularity for solar-driven 
distillation applications in the past few decades on account of 
their excellent photo-thermal properties. Y. Ito et al. found that 
nitrogen doped nano-porous graphene sheets floating on the air-
water interface were heated to 100 oC under concentrated solar 
irradiation while the bulk water remained at 35 oC, reaching an 
80% conversion efficiency of received solar radiation to the 
latent heat of water [9]. This strategy of using a photo-thermal 
film located at the air-water interface has promising potential to 
increase the efficiency of solar desalination systems because 
heat generated from the absorbed solar energy is localized at the 
air-water interface where the evaporation process occurs. 
To date, simulations and mathematical analysis of heat and 
mass transfer in traditional solar distillation plants [10]–[13] and 
molecular dynamic modeling for general evaporation [14], [15] 
have been reported in the literature. However, few studies have 
investigated heat loss mechanisms in photo-thermal films used 
for air-water interfacial solar heating from a heat transfer 
perspective to seek quantitative explanations for their superior 
performance. Herein, numerical analysis is performed to 
investigate the performance of two air-water interfacial solar 
heating configurations, wherein 1) a thin film of black photo-
thermal material (e.g. graphene and its derivatives) floats 
directly on the air-water interface, and 2) the film structure is 
similar to the first configuration but with a thermal-insulation 
layer inserted between the photo-thermal film and the bulk 
water. Simplified models are used to study the convective, 
conductive and radiative heat transfer losses from the photo-
thermal film to its surrounding environment. Comparisons 
between these heat losses and the energy contributed to 
evaporate water are made in order to provide recommendations 
for optimizing the design of solar-driven water desalination 
systems. 
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II. MATHEMATICAL MODEL AND ANALYSIS 
A. General Assumptions 
Herein we model two air-water interfacial solar heating 
configurations, namely 1) floating photo-thermal film without 
an insulation layer and 2) floating photo-thermal film with an 
insulation layer. In practice, the photo-thermal film has a 
thickness at the micron scale and exhibits high absorptivity 
towards solar irradiance such that its temperature is sufficiently 
increased to provide thermal energy to facilitate the water 
evaporation process. In this work, to simplify the heat transfer 
analysis, it is assumed that the solar irradiance heats the film 
isothermally to a constant temperature 𝑇𝑇𝑓𝑓, which is reasonable 
considering the high thermal conductivity and small thickness of 
the film. Furthermore, in practice the photo-thermal film would 
be porous to allow for vapour to escape from the reservoir. 
However, an assumption is made that the photo-thermal film is 
flat on both its upper and lower surfaces and has zero thickness 
for simplification. Also, small turbulence induced by mass 
transfer (replenishment) from the bulk to the heat-up zone below 
the film is not considered. Moreover, the analysis presented 
herein assumes a one-dimensional, quasi-steady state case, and 
horizontal heat diffusion along the planar direction of the film is 
not considered. It is also assumed that the thermal properties of 
the film are independent of temperature and its heat capacity is 
negligible. The air is quiescent and remains at constant 
temperature, 𝑇𝑇𝑎𝑎, at distances far above the photo-thermal film. 
Both the air and water vapor behave as ideal gases. It is assumed 
that sidewalls of the tank are thermal-insulated without edge 
effects and the temperature of the water far beneath the air-water 
interface is at a constant value, Tw0. The parameters considered 
in the analysis as well as the dimensions and related physical 
properties are provided in Table I. 
B. Floating Photo-Thermal Film without an Insulation Layer 
In this model the photo-thermal film floats on the air-water 
interface and is in direct contact with the water (as shown in Fig. 
1 (a) and Fig. 1 (b)).  A thermal resistance network for the heat 
transferred from the photo-thermal film is provided in Fig. 1 (c). 
This thermal resistance network is consistent with the 
assumption that evaporation takes place in an ultra-thin layer at 
the air-water interface where the porous photo-thermal film 
(with zero thickness) resides. Except for evaporating water, heat 
is lost from the photo-thermal film due to convection to the air, 
𝑄𝑄𝑣𝑣𝑎𝑎, radiation to the air,  𝑄𝑄𝑟𝑟𝑎𝑎, convection to the bulk water, 𝑄𝑄𝑣𝑣𝑣𝑣, 
and radiation to the bulk water 𝑄𝑄𝑟𝑟𝑣𝑣. The surface area of the film,  A , is assumed to be 0.3 m × 0.3 m. 
Convective heat losses are through natural convection 
mainly, and are calculated using Newton’s Law of cooling:  
𝑄𝑄𝑣𝑣𝑎𝑎 = 𝐴𝐴ℎ𝑎𝑎���(𝑇𝑇𝑓𝑓 − 𝑇𝑇𝑎𝑎) (1) 
𝑄𝑄𝑣𝑣𝑣𝑣 = 𝐴𝐴ℎ𝑣𝑣�����𝑇𝑇𝑓𝑓 − 𝑇𝑇𝑣𝑣0� (2) 
where ℎ𝑎𝑎���  and ℎ𝑣𝑣����  are the heat transfer coefficients for 
convection to the air and water, respectively, and are determined 
by the following empirical correlations: 
𝑅𝑅𝑅𝑅𝐿𝐿 = 𝑔𝑔𝑔𝑔∆𝑇𝑇𝐿𝐿𝑐𝑐3𝛼𝛼𝛼𝛼 (3) 
𝑁𝑁𝑁𝑁𝐿𝐿����� = �0.54𝑅𝑅𝑅𝑅𝐿𝐿1/4 (𝑁𝑁𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑠𝑠𝑁𝑁𝑢𝑢𝑠𝑠𝑅𝑅𝑠𝑠𝑢𝑢 107 ≤ 𝑅𝑅𝑅𝑅𝐿𝐿 ≤ 1011)0. 27𝑅𝑅𝑅𝑅𝐿𝐿1/4 (𝑙𝑙𝑙𝑙𝑙𝑙𝑢𝑢𝑢𝑢 𝑠𝑠𝑁𝑁𝑢𝑢𝑠𝑠𝑅𝑅𝑠𝑠𝑢𝑢 105 ≤ 𝑅𝑅𝑅𝑅𝐿𝐿 ≤ 1010) (4) 
ℎ� = 𝑘𝑘𝑁𝑁𝑁𝑁𝐿𝐿������
𝐿𝐿𝑐𝑐
(5) 
where ∆𝑇𝑇 is the relevant temperature difference. 
Radiative heat transfer losses are determined using the 
Stefan-Boltzmann Law: 
𝑄𝑄𝑟𝑟𝑎𝑎 = 𝐴𝐴𝐴𝐴𝐴𝐴(𝑇𝑇𝑓𝑓4 − 𝑇𝑇𝑎𝑎4) (6) 
𝑄𝑄𝑟𝑟𝑣𝑣 = 𝐴𝐴𝐴𝐴𝐴𝐴�𝑇𝑇𝑓𝑓4 − 𝑇𝑇𝑣𝑣04� (7) 
Thermal energy transferred from the film for evaporation 
consists of both the sensible and latent heat of water, and is given 
by the following formula: 
𝑄𝑄𝑒𝑒𝑣𝑣𝑎𝑎𝑒𝑒 = 𝐴𝐴?̇?𝑚[∆𝐻𝐻 + 𝐶𝐶(𝑇𝑇𝑓𝑓 − 𝑇𝑇𝑣𝑣0)] (8) 
The temperature of the vapor is assumed to be the same as that 
of the film, so the sensible heat for a rise of water temperature 
from the initial temperature 𝑇𝑇𝑣𝑣0  to 𝑇𝑇𝑓𝑓  is included in the 
calculation for 𝑄𝑄𝑒𝑒𝑣𝑣𝑎𝑎𝑒𝑒 . Methods used to determine the 
evaporation rate, ?̇?𝑚, are discussed in Section III with reference 
to Fig. 3. 
Figure 1.   (a) (b) Simplified heat transfer model for a solar interfacial heating model using a floating photo-thermal film.  
(c) Thermal resistance network for the floating photo-thermal film. 
(a) (b) (c) 
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C. Floating Photo-Thermal Film with an Insulation Layer 
In the second air-water interfacial solar heating 
configuration, an insulation layer (such as cellular glass or 
polystyrene foam with a low thermal conductivity of about 0.05 
W/m ∙K) with a thickness of δ  is inserted below the photo-
thermal film to reduce convective loss to the bulk water (Fig. 2 
(a) and Fig. 2 (b)).  
In this configuration, a structure similar to that of a cellulose 
wrap [16] is applied for replenishment during evaporation, i.e. 
water is driven by capillary forces from the bulk. A thin water 
layer (with a thickness of ~ 0.1 mm), herein referred to as the 
“heat-up zone” in Fig. 2 (a), is thus created and resides on top of 
the insulating layer, right below the photo-thermal film. It is 
assumed that the temperature of the heat-up zone is equal to that 
of the film, 𝑇𝑇𝑓𝑓.The amount of thermal energy transferred from 
the film downwards through the insulator is equal to the sum of 
the convective and radiative heat losses from the bottom of the 
insulation layer to the bulk water: 
𝑄𝑄𝑐𝑐𝑐𝑐 = 𝑄𝑄𝑣𝑣𝑣𝑣 + 𝑄𝑄𝑟𝑟𝑣𝑣  (9) 
Thus, it is assumed that the total heat loss from the photo-thermal 
film is the sum of three heat loss mechanisms: radiation and 
convection to the air, and conduction to the insulator. Equation 
(1) - (7) are used again to determine the heat losses in the second 
configuration, except the temperature at the insulating layer- 
bulk water interface, 𝑇𝑇𝑣𝑣, is used to calculate the radiative and 
convective heat losses to the water. 𝑇𝑇𝑣𝑣 is determined using (9). 
Conduction through the insulator is given by the following 
equation: 
𝑄𝑄𝑐𝑐𝑐𝑐 = A𝑘𝑘𝑖𝑖(𝑇𝑇𝑓𝑓−𝑇𝑇𝑤𝑤)𝛿𝛿 (10) 
where 𝑘𝑘𝑐𝑐 is the thermal conductivity of the insulator. 
III. RESULTS AND DISCUSSION
To determine the evaporation rate at the air-water interface 
as a function of the photo-thermal film temperature, 𝑇𝑇𝑓𝑓 , an 
empirical relationship has been determined using experimental 
data reported in the literature [17]–[21]. That is, based on 
evaporation rates reported for air-water interfacial solar heating 
employing various photo-thermal sheet-like carbon materials 
such as graphene, rGO (reduced graphene oxide) and graphite, 
an exponential curve fitting for the evaporation rate has been 
applied and the results are shown in Fig. 3 (a). The evaporation 
rates achieved are between 0.92 kg/m2∙h and 3.5 kg/m2∙h in most 
studies.  
Figure 2.   (a) (b) Simplified heat transfer model for solar interfacial heating model using photo-thermal film with an insulation layer underneath. 
(a) 
Figure 3.   (a) Exponential fitting of the data from previous work (𝑅𝑅2 = 0.8415) [17]–[21]. (b) Thermal energy transferred from the photo-thermal film due to 
water evaporation, convection and radiation to the water, and convection and radiation to ambient air in the floating film without an insulation layer configuration.  
(b) 
(a) (b) 
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For the first configuration, floating photo-thermal film 
without an insulation layer, thermal energy transferred through 
the different paths are plotted in Fig. 3 (b). Every heat transfer 
pathway steadily increases with increasing 𝑇𝑇𝑓𝑓 , as the 
temperature difference between the photo-thermal film and its 
surrounding environment increases. When the photo-thermal 
film is at a temperature of 340 K, the amount of energy used to 
evaporate water (𝑄𝑄𝑒𝑒𝑣𝑣𝑎𝑎𝑒𝑒 ) is ~ 9.6 ×  106 J/m2 ∙h, whereas the 
convective loss to the bulk water, 𝑄𝑄𝑣𝑣𝑣𝑣, is almost 7 times larger 
than 𝑄𝑄𝑒𝑒𝑣𝑣𝑎𝑎𝑒𝑒 , and dominates over other heat transfer processes. 
Thus, natural convection to the bulk water is the major heat loss 
mechanism, limiting the efficiency of air-water interfacial solar 
heating evaporation systems. It can be noted that the sum of the 
heat lost to the air (𝑄𝑄𝑟𝑟𝑎𝑎 and 𝑄𝑄𝑣𝑣𝑎𝑎) and radiation to the bulk water 
(𝑄𝑄𝑟𝑟𝑣𝑣) is only 4%. 
The effectiveness of placing an insulation layer beneath the 
photo-thermal film to mitigate convective heat losses from the 
film to the bulk water is analyzed in the second configuration, 
floating photo-thermal film with an insulation layer. The results 
show the addition of an insulating layer significantly alters the 
thermal energy loss distribution. As shown in Fig. 4 (a), for an 
insulating layer with a thickness of 0.001 m, the convective heat 
𝑄𝑄𝑣𝑣𝑣𝑣 is reduced dramatically because the thermal insulation layer 
reduces the heat transfer lost from the photo-thermal film to the 
underlying bulk water. For example, for a photo-thermal film 
temperature of  𝑇𝑇𝑓𝑓= 340 K, 𝑄𝑄𝑣𝑣𝑣𝑣 = 8.77 × 105 J/m2∙h, which is 
just 1.26% of its former value of 6.95 ×107 J/m2 ∙h for the 
configuration where the insulating layer is absent. Consequently, 
the percentage of heat used in evaporating water, 𝑄𝑄𝑒𝑒𝑣𝑣𝑎𝑎𝑒𝑒 , 
increases from 11% to 76% of the total energy transferred from 
the photo-thermal film. Moreover, the influence of the insulator 
layer thickness on 𝑄𝑄𝑣𝑣𝑣𝑣  is also shown in Fig. 4 (b). As the 
thickness of the insulating layer increases the convective heat 
transfer losses to the bulk water are further decreased. For the 
thickest insulator layer considered in this study, 𝛿𝛿  = 0.1 m, 
convective loss to the bulk water decreases below 9000 J/m2∙h, 
which is even lower than 𝑄𝑄𝑟𝑟𝑎𝑎 and 𝑄𝑄𝑣𝑣𝑎𝑎 when 300 K < 𝑇𝑇𝑓𝑓 < 340 
K. Thermal energy dissipations to the air, namely 𝑄𝑄𝑟𝑟𝑎𝑎 and 𝑄𝑄𝑣𝑣𝑎𝑎, 
stay unchanged because they only depend on 𝑇𝑇𝑓𝑓  and 𝑇𝑇𝑎𝑎 , 
regardless of the presence of  an insulation layer under the film. 
In conclusion, numerical analysis of the thermal energy 
losses in air-water interfacial solar heating systems shows that 
convection to the bulk water is the dominant loss mechanism, 
wasting up to over 80% of the available thermal energy. To 
improve the overall performance of interfacial air-water solar 
desalination systems, the application of an insulation layer 
beneath the photo-thermal film is recommended to effectively 
supress heat losses to the bulk of the reservoir.  
TABLE I.  PARAMETERS AND PHOTO-THERMAL FILM DIMENSIONS  
Nomenclature 
𝑇𝑇𝑓𝑓
Temperature of the photo-
thermal film σ Stefan-Boltzmann constant (W/m2⋅K4) 
𝑇𝑇𝑎𝑎 
Temperature of the air (296 
K) 𝑔𝑔 
Acceleration of gravity 
(N/m2∙s) 
Tw0 
Initial temperature of the 
water (288 K) 𝑁𝑁𝑁𝑁𝐿𝐿�����
Nusselt number 
𝑄𝑄𝑣𝑣𝑎𝑎 
Convective heat transfer to 
the air (J/m2∙s) 
ℎ𝑓𝑓𝑔𝑔 
Latent heat of water 
(kJ/kg) 
𝑄𝑄𝑣𝑣𝑣𝑣 
Convective heat transfer  to 
the bulk water (J/m2∙s) 𝐴𝐴 
Emissivity of the film (≈ 0.9) 
𝑄𝑄𝑟𝑟𝑎𝑎 
Radiative heat transfer to the 
air (J/m2∙s) 
β 
Volume thermal 
expansion coefficient 
(/K) 
𝑄𝑄𝑟𝑟𝑣𝑣 
Radiative heat transfer to the 
bulk water (J/m2∙s) α 
Thermal diffusivity 
(m2/s)  
𝑄𝑄𝑐𝑐𝑐𝑐  
Conductive heat transfer to 
the insulation layer (J/m2∙s) γ 
Kinetic viscosity (m2/s) 
δ 
Thickness of the insulation 
layer (m) ?̇?𝑚 
Evaporation rate or vapor 
flux close to film surface 
in the air (kg/m2∙h) 
Lc 
Characteristic length of the 
film (A/Perimeter = 0.075 m)  
k Thermal conductivity 
(W/m∙K)  
𝑅𝑅𝑅𝑅𝐿𝐿 Rayleigh number 𝐶𝐶 
Specific heat capacity of 
water (kJ/kg⋅K) 
Figure 4.   (a) Thermal energy transfer from the photo-thermal film as a function of its temperature due to water evaporation, convection and radiation to 
the water, and convection and radiation to the ambient air for the configuration with an insulating layer (δ=0.001 m).  (b) Convective heat losses to the 
bulk water as a function of the photo-thermal film temperature for different thicknesses, δ, of the insulating layer situated beneath the film. The inset 
shows that convective losses to the bulk water for the configuration with an insulation layer is almost two orders of magnitude less than that of the 
configuration without an insulation layer. 
(a) (b) 
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Abstract—The Archimedes screw is one of the oldest machines 
in the world, and has been used for various applications 
including hydroelectric power generation. This project 
investigated the effect of inlet conditions on a laboratory-scale 
Archimedes screw as a generator. The performance of the 
Archimedes screw was measured with both a narrow inlet 
channel and a wider inlet basin. The required inlet water depth 
was experimentally determined for both the channel and the 
basin, for a range of operating flow rates and screw rotation 
speeds. The tests with and without the channel were conducted 
at 9 different speeds and 9 different flows. The data was 
analyzed and plotted for efficiency, head, inlet depth, non-
dimensional inlet depth with the respective flow and speed 
associated to each data point. The experimental data was used 
to develop an inlet depth model. The data was analyzed and 
plotted for efficiency, head, inlet depth, non-dimensional inlet 
depth with the respective flow and speed associated to each data 
point. It was found that there was a notable efficiency difference 
between the basin and channel inlets only at low volume flow 
rates and high rotation speeds. 
Keywords-Archimedes screw; inlet channel; efficiency; head 
I.  INTRODUCTION
The Archimedes screw is an ancient machine that has been 
used continually for millennia. Initially the Archimedes screw 
was used for drainage and irrigation purposes [1]. Applications 
of the Archimedes screw today include, but are not limited to, 
wastewater treatment plant pumps, low-lying land pumping 
stations, irrigation systems, fish conveyors, and generators [2].  
An Archimedes screw consists of a set of helical planes, or 
flights, which are connected to a cylindrical central shaft, and 
supported on bearings that allow it turn within a close-fitting 
cylindrical trough or enclosure [3]. The design of the 
Archimedes screw is such that when the screw is tilted, the 
blades of the screw trap water discrete volumes of water called 
buckets [1]. The rotation of the screw allows the water to travel 
within the blades. The Archimedes screw can be used either as a 
pump or a generator. When water is moving from the bottom to 
the top, work is done turning the screw and it is being used as a 
pump. When water is moving from the top to the bottom, work 
is done by the rotating Archimedes screw and it can be used to 
turn a generator to produce electricity.  
In the 1930’s there were over 300 Archimedes screws in the 
Netherlands being used as drainage pumps in low-lying regions 
[4]. Use of the Archimedes screw for power generation began 
with experimental tests conducted at the University of Prague 
between 1993 and 1995 by Brada [2]. These experiments 
demonstrated that an Archimedes screw used for power 
generation could have more than 80% efficient converting 
hydraulic energy into mechanical energy [2]. It has been shown 
and proven that better conversion efficiencies can be attained by 
using larger screws as per Hellmann and Kleemann [2].  
Currently over 400 Archimedes screw generators (ASGs) 
have been installed in Europe, with the first being installed only 
in 1993 [5]. Archimedes screw generators remain rare outside 
Europe. The first connection of an Archimedes screw generator 
to a power grid in North America was in 2013 by Greenbug 
Energy near Waterford, Ontario, Canada [5]. Unlike most hydro 
turbines, fish can pass through an operating Archimedes screw 
unharmed [5]. Additional advantages of Archimedes screws 
include straightforward design, good efficiency at non-optimum 
flows, ease of use, and low environmental impacts [6].  
Water for an ASG is typically supplied by an inlet channel 
that conveys water from a reservoir or other source to the inlet 
of the screw. During design of an ASG installation, it is essential 
to ensure that the water depth that can be supplied at the inlet to 
the screw will be sufficient to provide the desired flow rate and 
amount of filling once the water enters the screw. If the inlet 
basin level is too low, for example, it will not be possible to fill 
the buckets in the operating screw.  
The required inlet water level will be a function of both the 
screw rotation speed and the volume flow rate of water to be 
supplied. For example, if the screw is turning very quickly, there 
will be insufficient time to fill each bucket of the operating 
screw, and the screw will be unable to produce the desired 
power. 
The goal of this project was to experimentally investigate the 
impact of volume flow rate and screw rotation speed on the inlet 
basin water depth. Two cases were tested to check the effect of 
inlet channel geometry on this relationship: one with a narrow 
inlet channel and the other with a much wider 
A range of cross-sections can be used in an inlet channel. The 
channel used for this experiment had a rectangular cross-section, 
with a flat bottom and vertical, parallel side walls.  
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The project involved the use of an inlet channel for the 
testing to develop a relationship of a non-dimensional model 
which can predict head, flow, and speed. The outlet channel 
losses were held constant for all tests during the experiment 
because the depth of the water at the screw outlet was always 
below the screw in the lower basin. The inlet channel losses 
depend upon the depth of water entering the screw and leaving 
the screw. It should be noted that the Borda-Carnot entrance loss 
technique can be used for calculating the inlet channel head loss 
and has been done by [2]. Kozyn found that the actual power 
loss at the entrance was small relative to other losses in an ASG. 
This project involved the construction of a rectangular cross 
section channel which was connected to the Archimedes screw 
generator. This connecting channel was used to develop 
relationships with respect to the flow, head, torque, and speed of 
an Archimedes screw generator. The objective of the project was 
to determine the required water depth to achieve a specific 
volume flow rate through the Archimedes screw generator over 
a range of screw speeds within the operating range of the 
Archimedes screw generator. 
II. EXPERIMENTAL METHODOLOGY
Experiments were conducted at the University of Guelph 
Archimedes screw testing facility with, and without the 
rectangular inlet channel installed within the upper supply basin 
to the Archimedes screw. Tests were conducted on a three-
bladed screw with a 31.6 cm outer diameter, 16.8 cm inner 
cylinder diameter, 31.8 cm pitch and 122 cm flighted length  
The setup of the testing facility involved an upper basin that 
fed the Archimedes screw with water and that water would 
output to a lower basin (Fig. 1). The water from the lower basin 
was fed to the upper basin through a pipe. There was a pump 
which allowed for the water to flow through the pipe to get to 
the upper basin. Upon completion of the experiments with just 
the Archimedes screw, a rectangular cross-section inlet channel 
was designed with width of 31.8 cm, length of 122 cm from 
upstream channel entrance to screw entrance. The sides of the 
channel entrance were designed with a radius of 2.5 cm to reduce 
channel entrance losses. The floor of the channel was aligned 
with the bottom-most edge of the screw inlet. This channel was 
machined by a local machining company in Guelph and installed 
in the Archimedes screw testing facility. The channel was 
installed and then tests were conducted at the 9 different flows 
and 9 different rotation speeds. The flows and speeds that were 
tested were the same with and without the channel in place. 
The screw was operated at an inclination angle β of 24.5°, at 
rotation speeds of RPM, 25 RPM, 30 RPM, 35 RPM, 40 RPM, 
50 RPM, 60 RPM, 70 RPM, and 80 RPM. At each rotation 
speed, torque and inlet basin depth were recorded for flows of 6 
L/s to 14 L/s in one L/s increments. These ranges of speed and 
flow were chosen to provide a range of results across the 
performance envelope of the screw. 
The Archimedes screw was operated in generator mode and 
the instruments which were available in the University of 
Guelph Archimedes screw testing facility were used for the 
measurements of flow, head, torque, and speed [3,8].  
The shaft power generated by the screw P was calculated 
from the angular rotation speed of the screw  and torque T:  
𝑃 = 𝜔𝑇 (1) 
The rotational speed of the screw was measured with a 
magnetic switch which was positioned just above the shaft at the 
inlet of the screw. A magnet secured on the screw shaft caused 
the magnetic switch to close once revolution [3]. The switch 
state was recorded by a National Instruments (NI) USB-6009 
Data Acquisition (DAQ) unit connected to a laptop computer 
running NI LabVIEW. The magnetic switch data was recorded 
at a frequency of 1000 Hz. 
It should be noted that ASGs rotate relatively slowly. In practice, 
most full-scale ASGs used for power generator rotate at a speed 
close to 
𝜔𝑚 =  
5𝜋
3𝐷𝑜
2 3⁄ (2) 
where D0 is the screw outer diameter in meters and m is 
rotation speed in radians per second.  
Screw torque was measured by an Omegadyne LC703-25 
load cell with one end fixed to an arm attached to a variable-
frequency drive that regulated rotation speed, and the other end 
fixed to a stationary point on the support frame of the screw [8]. 
Figure 1.  Archimedes screw (left) and inlet channel (right). 
Figure 2.  Upper basin with channel installed, with top of screw frame 
including gear motor and torque arm. 
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The load cell was installed so that the line of action through the 
cell was 26.5 cm from the screw axis of rotation.  
The maximum power available to the screw is 
𝑃𝑚𝑎𝑥  =   𝜌𝑔ℎ𝑄  (3) 
where  is water density, g is the gravitational constant (9.81 
m/s2), h is the height difference between the free surfaces in the 
upper and lower basin, and Q is volume flow rate of water. The 
screw was operated with the receiving basin water level below 
the outlet of the screw to ensure consistence, so h was taken as 
the vertical distance from the inlet basin free surface, to the 
lowermost point on the screw outlet. The heights of the screw as 
tested are shown in Fig. 3. The efficiency of the screw is then 
𝜂 =  
𝑃
𝑃𝑚𝑎𝑥
(4) 
The water level in the inlet basin was measured using a 
Keller Valueline depth gauge and visually confirmed. Volume 
flow rate was measured with an Omega FTB740 flow meter 
installed in the return pipe that through which water is pumped 
from the lower basin back to the inlet basin. All flow through the 
system also passes through the screw, so this measurement also 
reflects the flow rate through the screw.  
Non-dimensional inlet depth was calculated as 
𝜁 =  
ℎ𝑖
𝐷𝑜 cos 𝛽
(5) 
where hi is vertical distance between the inlet basin free 
surface, and the lowest point of the screw inlet opening (Fig. 3). 
III. ERROR ANALYSIS
An error analysis was performed in which observed sensor 
errors and uncertainties were propagated through the 
calculations to determine the uncertainty of calculated efficiency 
and power. Power generated by the screw is the product of 
torque and angular velocity. The magnetic switch observing 
rotation was recorded at a frequency of 1000 Hz, and rotation 
rate was based on the precise time between the series of full 
rotations within the one minute sampling period. This allowed 
for the uncertainty in angular velocity to be negligible relative to 
the torque measurement [3]. The uncertainty for the torque 
measurements was previously found to be 0.22 Nm [8]. The 
overall result was that under nominal conditions, the uncertainty 
of the calculated power was 1.0 W and efficiency uncertainty 
at nominal conditions is 0.015. 
IV. RESULTS AND DISSUCSION
The effect of supplying water to the screw through a narrow 
inlet channel, rather than directly from a wide supply basin, was 
Figure 3.  Heads and vertical distances as tested. 
Figure 4.  Efficiency vs Speed at Specified Flows 
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relatively minor. Figs. 4 and 5 show that across much of the 
tested range, the efficiency of the screw was effectively the same 
whether it was operating with a narrow inlet channel or the wider 
inlet basin. The effect of the inlet channel only becomes apparent 
at low volume flow rates and higher rotational speeds. Above 40 
RPM the efficiency of the screw is higher with the channel then 
without the channel for 6 L/s. A similar trend occurred at 7 L/s, 
while at all higher flow rates there were no significant 
differences in efficiency given the uncertainty in the calculated 
efficiency.  
Interestingly, in low flow, high rotation conditions, the 
efficiency of the screw was higher with the narrow channel in 
place than it was without the channel. This was not expected: it 
was anticipated that the presence of the channel would result in 
decreased overall efficiency. The overall head across the screw 
is measured in the upstream area of the basin, and so any channel 
losses with the inlet channel would be expected to produce 
additional head loss, reducing system efficiency relative to the 
case of operating with the screw being supplied directly from the 
wide inlet basin.  
It was determined that the efficiency difference was due to 
entrance effects when water enters the screw. Figs. 6 to 9 show 
the water surface at the entrance to the operating Archimedes 
screw. With the channel in place there is a relatively linear 
surface, and flow is relatively uniform into the screw. Without 
the channel, water enters the screw from the wide basin from 
both the front and sides of the inlet. Fig. 10 shows a notably 
variation in water level at the entrance, due to the flow from the 
basin sides turning around the sharp edged inlet and into the 
screw entrance. This was seen for both the 6 L/s and 7 L/s flows. 
This additional entrance loss without the channel in place results 
in an increased head loss. At higher flow rates, there was little 
apparent difference in the water surface at the entrance with and 
without the channel in place.  
Note that the data point with 8 L/s and 60 RPM may be 
subject to experimental error. It is believed that some air was 
drawn by the pump into the return pipe while this data point was 
taken, causing the flow meter to erroneously measure a slightly 
lower-than-actual flow.  
Considering inlet depth generally (with or without the 
narrow inlet channel present), it was found that higher inlet basin 
depth was required in order to increase flow rates or decrease 
rotation speeds. Fig. 5 graphically shows this relationship. 
Simple models of inlet depth were developed by first noting 
that screw rotation speed and volume flow rate would be the 
dominant dependent variables: 
ℎ𝑖  = 𝑓( 𝜔 , 𝑄 ) (6) 
𝜁 = 𝑓 (
𝜔
𝜔𝑚
,
𝑄
𝑄𝑚
) (7) 
where 
𝑄𝑚  =   [
𝜋
4
(𝐷𝑜
2 − 𝐷𝑖
2)] [
𝑆𝜔
2𝜋
]  (8) 
is a theoretical rate at which material would pass through the 
full cylindrical volume of the screw (excluding the inner 
cylinder) due to screw rotation only.  
Simple predictive models were then developed by fitting the 
measured data (e.g. Fig. 4) to Eqns. 6 and 7. The resulting model 
for the inlet depth in dimensional form is 
ℎ𝑖 =
𝑄
[15.51 L1m−1rad−1]×𝜔
(9) 
This equation gives a fairly accurate representation of the 
inlet depth with a mean absolute error of 3.3%. Similarly, a non-
dimensionalized relationship was found as 
𝜁 =  
𝜔𝑄
6.84(𝜔𝑚𝑄𝑚)
(10) 
The equation developed for the non-dimensional inlet depth 
with respect to the flow and speed was found by trial and error. 
This equation gives a representation of the non-dimensional inlet 
depth with a mean absolute error of 9.4%.  
It should be noted that scaling between lab ASGs and full 
scale ASGs has been identified as an issue in need of further 
study [3]. While Eqn. 10 is cast non-dimensionally, it should be 
noted that entrance Reynolds number and Froude number will 
Figure 5.  Contours of non-dimensional inlet depth vs. flow and rotation 
speed without channel installed (top) and with channel in place (bottom) 
No data 
No data 
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change with ASG scale, and effects such as the criticality of the 
entrance flow are not included in this simple model. Therefore, 
Eqn. 10 should be used with caution in differing situations.  
V. CONCLUSION
The Archimedes screw is a practical device that has been 
used for many years with various applications. There are still 
many things to learn about the Archimedes screw. This project 
investigated the inlet water depth to required achieve a specific 
volume flow rate through the Archimedes screw generator over 
a range of screw speeds. Tests were conducted with both a 
narrow inlet channel and wider inlet basin at the entrance to the 
screw. The measured efficiency was higher with the channel 
than without the channel for the 6 L/s and 7 L/s cases above 40 
RPM. Entrance effects at the screw were identified as a possible 
cause of the reduced efficiency without channel present. There 
can be other reasons which would require further research into 
this topic. Relationships were developed for both the 
dimensional and non-dimensional inlet depth required to provide 
a specified volume flow rate across a range of rotational speeds. 
Additional testing of these relationships with data from other 
Archimedes screws is needed to verify prediction accuracy and 
determine if the relationships are broadly applicable to all 
Archimedes screws. 
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Abstract — Proton exchange membrane (PEM) fuel cells have 
been progressively designed to become suitable for high-
temperature operation to achieve further performance 
improvements. However, the current state-of-the-art fuel cell 
materials, such as long-side-chain (LSC) ionomers and 
membranes, are not suitable for high-temperature operation, 
requiring development and investigation of alternative 
materials. In this study, short-side-chain (SSC) membrane and 
ionomer are considered as potential materials, and 
performance of a membrane-electrode assembly (MEA) 
manufactured with the SSC ionomer and membrane is 
experimentally investigated in a scaled-up fuel cell (45 cm2). 
Comparison is made with an MEA based on the LSC ionomer 
and membrane under identical preparation and testing 
conditions. The catalyst layers (CLs) made of either SSC or 
LSC ionomer are characterized through scanning electron 
microscopy (SEM) to understand their surface morphology 
and microstructure. Results show that the SSC ionomer 
embedded in the CL provides much more uniform surface 
morphology and well-proportioned microstructural 
characteristics than its LSC counterpart. Further, the MEA 
based on SSC ionomer and membrane demonstrates 
considerable performance superiorities under all the applied 
operating conditions. Furthermore, the performance of the 
MEA based on the SSC ionomer and membrane is found to be 
less sensitive to changes in operating conditions. 
Keywords- Proton exchange membrane fuel cell; Short-side-
chain ionomer; Short-side-chain membrane; High-temperature fuel 
cell operation 
I.  INTRODUCTION 
Proton exchange membrane (PEM) fuel cells are an 
energy-conversion device that converts the chemical energy of 
hydrogen and oxygen into electricity through electrochemical 
reactions. In recent years, PEM fuel cell technology has 
perceivably advanced and reached the early stage of 
commercialization, but along with remaining technical 
challenges to be overcome for further improvements in 
performance [1–3]. To overcome many of these challenges, 
fuel cells have been gradually designed to provide trouble-free 
performance at high operating temperatures.  
Fuel cells adopted for low-temperature operation are 
highly susceptible to carbon monoxide (CO) poisoning, since 
the adsorption of CO on the catalyst nanoparticles is favored at 
low temperatures [4]. Thus, high-temperature operation would 
certainly increase the CO tolerance, which can in turn 
eliminate prohibitive technological costs through catalyst 
loading reduction. Further, a fuel cell generates a considerable 
amount of heat due to electrochemical reactions and associated 
irreversibilities that needs to be effectively removed to 
maintain the operating temperature, requiring the development 
of effective cooling strategies. Thus, if the cell is adopted for 
high-temperature operation, there will be no necessity for 
well-planned cooling strategies. Besides, the overall system 
efficiency can be substantially boosted through recovering of 
excess heat as steam for direct heating or pressurized 
conditions. High-temperature operation can also substantially 
minimize the damage caused by fuel impurities [5], as it does 
not require high-level of humidification for pressurization, 
unlike low-temperature operation, and hence the problems 
associated with water management can also be mitigated. 
High-temperature operation can also simultaneously increase 
the diffusion rate of the reactants and simplify detachment of 
water molecules from the catalyst layer (CL) – which would 
consequently facilitate the diffusion of the reactants into the 
three-phase boundary. 
Although high-temperature operation provides the 
aforementioned promises, today’s fuel cells perform only well 
at low temperatures, typically 60-80°C [6]. This restriction 
originates from unsuitableness of the archetypal membranes 
and ionomers for high-temperature operation (i.e., long-side 
chain (LSC) membranes and ionomers), since they are 
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typically made of perfluorosulfonic acid. Dupont’s Nafion® 
can be given as a good example of these ionomers and 
membranes, in which proton transport is governed by 
“Vehicular” and “Grotthus” mechanisms [7,8] – the 
mechanisms function only well in the presence of adequate 
water, unlikely to be seen at high temperatures [9]. Recently, 
several alternatives, known as short-side chain (SSC) 
ionomers and membranes, have been introduced into the fuel 
cell market to make fuel cells viable for high-temperature 
operation (see [10], for example). The SSC ionomers and 
membranes can provide favorable thermal transition 
temperature and ion exchange capacity (EIC), without facing 
any swelling and/or dissolution [11]. These characteristics also 
enable them to absorb and retain water even at elevated 
temperatures. Even though the SSC ionomers and membranes 
are popular owing to their suitability for high-temperature 
operation, their cell performance characteristics are still under 
vehement investigations. 
The objective of the present work is therefore to 
investigate cell performances of the SSC ionomers and 
membranes under different cell conditions: varied cell 
temperatures, varied anode and cathode flow rates, and varied 
anode and cathode relative humidities (RHs). To understand 
the morphological and microstructural differences between the 
SSC and LSC ionomers, scanning electron microscopy (SEM) 
analyses of the CLs made of these ionomers are performed. 
For comparison, cell performances of the membrane-electrode 
assemblies (MEAs) with the SSC ionomer-based CLs and 
membranes are evaluated. Cell performances are compared 
with those of the MEAs based on the LSC-based ionomers and 
membranes under the same conditions. 
II. EXPERIMENTAL
The catalyst inks are prepared by using carbon-supported 
platinum (50% Pt to C ratio, Tanaka Kikinzoku Kogyo K.K.) 
as a catalyst, either short-side-chain ionomer (Aquivion® with 
equivalent weight of 790 g eq-1) or long side chain ionomer ( 
Nafion (EW) 1100 g eq-1) as a binding agent, and 2-proponal 
(IPA, 99.9%, Sigma®-Aldrich) as a solvent. Proper amount of 
these materials is mixed in a 20 ml vial, followed by 
mechanical mixing in an ultrasonic bath for 1 h. The Pt-
C/ionomer ratio in the electrodes is kept constant as 3.0/1.0. 
The ink prepared is deposited onto the selected membrane 
(either Aquivion E87-05S with equivalent weight of 890 g eq-1 
or Nafion 211) via catalyst-coated membrane (CCM) method. 
The CCM is then sandwiched between the anode and cathode 
gas diffusion layers (GDLs, Avcarb GDS 3250) to obtain the 
MEA. The electrode active areas of the MEAs are 45 cm2, and 
the Pt loadings in the anode and cathode electrodes are kept 
constant as 0.10 mg/cm2 and 0.40 mg/cm2, respectively. Cell 
performances of the MEAs based on different ionomers and 
membranes are obtained under the same conditions: a varied 
cell temperature, varied anode and cathode flow rates, and 
varied anode and cathode relative humidities. The polarization 
curves are obtained by potentiostatically reducing the cell 
voltage and recording the corresponding current values. Each 
polarization curve is the average of three polarization curves 
obtained on three different days, with a standard deviation no 
more than 5%.  
III. RESULTS AND DISCUSSION
A. Morphological and Microstructural Characteristics of the 
Catalyst Layers 
Figs. 1 (a) and (b) present the top view of the CLs made of 
the SSC and LSC ionomers. Both the CLs have similar 
compact and porous surface characteristics – such 
characteristics are quite common for the CLs made of Pt-C 
catalyst. Since the CLs are subjected to gold coating prior to 
SEM analyses, the cracks apparent on the surface could be 
associated with the gold deposition. Darker particles in the 
images show the Pt-C particles, while black holes represent 
the pores existing in the regions near the surface. Ionomer 
surrounding the Pt-C particles is shown by lighter contrast in 
the images. Clearly, both the CLs have homogeneous surface 
characteristics, but the SSC ionomer-based CL seems to have 
relatively more open pores, along with virtually no ionomer 
agglomeration (see Fig. 1(a)), clearly indicating the SSC 
ionomer’s compatibility with the Pt-C particles. Such 
compatibility could be related to inherent binding 
characteristics of the SSC ionomer. In contrast, in the LSC 
ionomer-based CL, the ionomer films are more prone to 
accumulate and build up bigger ionomer-ionomer 
agglomerates (see Fig. 1(b)), which is not so desirable, 
because such agglomerates shrink the available pores that are 
available for mass transport. Therefore, compared to the LSC 
ionomer-based CL, the SSC ionomer-based one has relatively 
more open pores. The pore characteristics of the electrodes 
based on these CLs are investigated by the Method of 
Standard Porosimetry (MSP) under identical testing 
conditions, and results are in good agreement with the SEM 
images. It is seen that the SSC ionomer-based CL has 
relatively a relatively higher porosity (73.10%) than the LSC 
ionomer-based one (68.80%). 
B. Fuel Cell Performance Testing 
Scaled-up single cell performance tests are conducted to 
provide practical insights into the differences between the CLs 
and membranes made of the SSC and LSC ionomers, under 
various operating conditions, i.e., different cell temperatures 
and different flow rates, and relative humidities (RHs) of air 
and hydrogen. For the virtue of repeatability, each polarization 
curve is obtained from measurements conducted on three 
different days under identical conditions. Figs. 2 (a) and (c) 
compare the polarization and power density curves of the 
MEAs with the CLs made of two different ionomers – SSC 
and LSC – as polymeric binders and membranes as a function 
of varying air and hydrogen flow rates. The other testing 
parameters are held constant, such that the cell temperature is 
set as 75°C, while the back pressures and RHs of the hydrogen 
and air streams are set as 35 kPag and 100%, respectively. 
Two different flow rates of hydrogen and air are applied. 
Fixed anode and cathode flow rates of 4.45 and 9.00 l/min 
applied is named as “high flow”, while the anode and cathode 
stoichiometries of 1.20/2.00 is named as “low flow”, 
throughout the rest of this paper. As evident from Fig. 2 (a), 
the MEA with the SSC-ionomer based CLs and membrane is 
relatively less sensitive to flow rates of the reactants. The open 
circuit voltages (OCVs) obtained from this MEA at the high- 
and low-flow rates are almost the same, while there is a slight 
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difference between the current densities when the cell voltage 
is decreased, such that the maximum power densities obtained 
under high- and low-flow conditions are 0.96 W/cm2 and 0.94 
W/cm2, respectively. On the other hand, the MEA with the 
LSC-based CLs and membrane shows almost the same 
performance at low current densities under both the high- and 
low-flow conditions, as seen in Fig. 2 (b). However, a 
noticeable reduction in cell performance is observed, as the 
cell is operated at high current densities, and the reactants are 
supplied under low-flow conditions. This trend indicates that 
the LSC-based CL and membrane provide condition-
dependent performance, further suggesting that the LSC-based 
components are highly sensitive to changes in operating 
conditions. This sensitivity probably originates from the 
dimensional changes in the LSC ionomer; the LSC ionomer 
potentially experiences severe swelling at high current 
densities, blocking the pores available for the mass transport. 
In contrast, the MEA with the SSC ionomer-based CLs and 
membrane shows almost the same performance, regardless of 
flow conditions, indicating the stability of this ionomer, which 
potentially experiences less swelling, as the current density is 
increased. Such behaviour probably preserves the porosity of 
the electrode, thus almost the same mass transport capability is 
Figure 1. Scanning electron microscopy (SEM) images of the 
catalyst layers (CLs) made of (a) short-side chain (SSC) 
ionomer and (b) long-side-chain (LSC) ionomer.   
Figure 2. Polarization and power curves of the MEAs with the 
catalyst layers (CLs) and membranes made of either (a) SSC 
or (b) LSC ionomers under low and high flow conditions.  
maintained, regardless of the flow conditions. By comparing 
Figs. 2 (a) and 2 (b), it can be concluded that the MEA with 
the SSC ionomer-based CLs and membrane yields better cell 
performance under high- and low-flow conditions than its LSC 
ionomer-based counterpart; such a performance superiority 
may be attributed to the SSC-based components’ higher 
stability, crystallinity, and proton-transport capability [11]. 
Cell temperature is another critical parameter affecting the 
capability of the constituents in dealing with mass, heat, and 
electron transport. Thus, performances of the MEAs with the 
CLs and membranes based on either SSC or LSC ionomers are 
investigated at two different cell temperatures, namely, at 
75°C and 95°C. These temperatures are specifically chosen, 
because the LSC-ionomers and membranes demonstrate the 
best performance at the cell temperature of 75°C; meanwhile, 
it is also known that their effective operation is limited to 
100°C. Hence, temperatures chosen are expected to provide a 
better understanding of the differences between the SSC and  
(a) 
(b) 
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Figure 3. Polarization and power curves of the MEAs with the 
catalyst layers (CLs) and membranes made of either (a) SSC 
or (b) LSC ionomers at 75° and 95°C. 
LSC ionomers and membranes. For a proper comparison, the 
other operating parameters are held constant during 
performance testing, such that the flow rates, back pressures, 
and RHs of the air and hydrogen streams are set to 4.45 and 
9.00 l/min, 35 kPag, and 100%, respectively. As seen from 
Fig. 3, the MEA with the SSC ionomer-based CLs and 
membrane shows virtually the same performance in 
activation-polarization and ohmic-polarization dominant 
regions, as the operating temperature is increased from 75°C 
to 95°C, while a slight drop in cell voltage is detected at high 
current densities. For example, at the constant current density 
of 2.50 A/cm2, the performance of the MEA with the SSC-
based ionomer and membrane drops almost 17%, as the cell 
temperature is increased from 75°C to 95°C. However, the 
MEA with the LSC ionomer-based CLs and membrane 
performs quite differently in activation-, ohmic-, and 
concentration-polarization dominant regions with increasing 
cell temperature (see Fig. 3(b)). The drop in cell voltage is 
even more substantial at high current densities, such that at the 
current density of 2.30 A/cm2, a voltage drop of about 68% is 
detected. The performance differences between the two MEAs 
may be better understood by taking a closer look at the 
maximum power densities obtained at the cell temperatures of 
75°C and 95°C. The MEA with the SSC ionomer-based CLs 
and membrane yields the maximum power densities of 0.96 
W/cm2 and 0.92 W/cm2 at the cell temperatures of 75°C and 
95°C, respectively. However, the maximum power densities 
obtained at the cell temperatures of 75°C and 95°C from the 
MEA with the LSC ionomer-based CLs and membrane are 
0.92 W/cm2 and 0.65 W/cm2, respectively. Clearly, increasing 
cell temperature results in severe deterioration in performance 
of the MEA with the LSC ionomer-based CLs and membrane, 
but only slight deterioration in performance of the MEA with 
the SSC ionomer-based CLs and membrane – a finding 
indicating that the SSC ionomer-based cell components are far 
less sensitive to changes in the operating temperature; or 
alternatively, the proton transport in the SSC ionomer and 
membrane is effectively maintained at elevated temperatures. 
This behaviour could be related to the high crystallinity and 
better proton transport capability of the SSC ionomer at 
elevated temperatures. Further, owing to their higher 
crystallinity and lower equivalent weight, the SSC ionomer 
and membrane experience less swelling, which is not only 
useful for preserving the interfacial characteristics at the three-
phase boundary but also for maintaining the electrode 
microstructural characteristics over a wide range of cell 
temperature. Furthermore, due to their lower equivalent 
weight, the SSC ionomer and membrane probably retain 
adequate water, which in turn enables them not to suffer from 
membrane dehydration, hence function well even at elevated 
temperatures. In the case of the MEA with the LSC ionomer-
based CLs and membrane, high-temperature operation 
probably leads to degradation in the LSC-ionomer based 
components, i.e., excessive swelling, and thus both the 
interfacial and microstructural characteristics may not be 
maintained at high cell temperatures. The joint effect of these 
changes in turn leads to significant deterioration in the cell 
performance in both ohmic- and concentration-polarization 
dominant regions (see Fig. 3).  
The effect of the RHs of the air and hydrogen streams on 
performances of the MEAs with the CLs and membranes 
made of either SSC or LSC ionomers are also investigated. 
Fig. 4 shows the power and polarization curves of the MEAs 
under the RHs of 55% and 100%. Clearly, a decrease in the 
RHs of the air and hydrogen streams negatively impacts 
performances of both the MEAs. However, the MEA with the 
SSC ionomer-based CLs and membrane seems to experience 
less performance drop with decreasing RHs, compared to the 
one with the LSC ionomer-based CLs and membrane. For 
example, the MEA with the SSC ionomer-based CLs and 
membrane experiences a cell voltage drop of 13% at the 
constant current density of 1.50 A/cm2, as the RHs are 
decreased from 100% to 55%, while drop in cell voltage of the 
MEA with the LSC-based CLs and membrane is almost 46%. 
The maximum power densities obtained for the SSC- and 
LSC-based MEAs at 55% RH are 0.76 W/cm2 and 0.55 
W/cm2, respectively. A noticeably better cell performance of 
the SSC-based MEA is probably due to the higher water-
retention capability of the SSC ionomer and membrane,  
(b) 
(a) 
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Figure 4. Power and polarization curves of the MEAs with the 
catalyst layers (CLs) and membranes made of either (a) SSC or 
(b) LSC ionomer under different RHs of air and hydrogen 
streams. 
compared to their LSC counterparts, since being able to 
operate well under low-humidity conditions requires effective 
proton-transport capability. This advanced proton-transport 
capability is probably due to its lower equivalent weight than 
the LSC ionomer, which provides relatively higher number of 
hydrophilic sulfonic acid groups. The presence of more 
sulfonic acid groups inside both the ionomer and membrane 
yields effective proton transport even when the cell is operated 
under low RHs, thus the cell suffers less from ohmic 
polarization and performs much better. 
IV. CONCLUSIONS
In this study, the effect of ionomer structure in the membrane 
and catalyst layer (CL) on the performance of proton exchange 
membrane (PEM) fuel cells is experimentally investigated in a 
scaled-up cell (45 cm2). Short-side-chain (SSC) ionomer and 
membrane are applied in a membrane-electrode assembly 
(MEA), and cell performance of this MEA is investigated over 
a wide range of operating conditions: different cell 
temperatures (75°C and 95°C), air and hydrogen flow rates 
(low- and high-flow conditions), and air and hydrogen relative 
humidities (100% RH and 55% RH). Comparison is made 
with an MEA based on long-side-chain (LSC) ionomer-based 
CLs and membrane. The morphological and microstructural 
characteristics of the SSC ionomer-based CLs are investigated, 
and comparison is made with the LSC ionomer-based CLs. 
The pore characteristics of the electrodes with these CLs are 
also investigated. Results indicate that the SSC ionomer not 
only offers more uniform surface morphology and 
microstructure, but also provides desirable coverage 
characteristics; adequate Pt-C coverage without blocking the 
pores. Thus, the SSC ionomer-based electrode has a relatively 
higher porosity (73.10%) than the LSC ionomer-based 
electrode (68.80%). The performance test indicates that the 
MEA with the SSC ionomer-based CLs and membrane shows 
superior performance than the one with the LSC ionomer-
based CLs and membrane under all the studied conditions. In 
particular, the SSC ionomer and membrane are found to be 
quite suitable for high-temperature operation, due to their 
favorable water-retention capability (hence proton-transport 
capability) at high temperatures. Lastly, the MEA based on 
SSC-ionomer and membrane is found to be less sensitive to 
variations in operating conditions. 
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Abstract— As an alternative fuel, compressed natural gas 
(CNG) plays an important role fueling transportation. Like 
driving other types of vehicles, drivers of CNG-powered 
vehicles prefer to refill on-board CNG tanks in a short time, 
which is referred to as fast refill. Accompanied by a fast 
pressure increase in the cylinder, temperature will also rise 
significantly due to re-compression work with limited time 
for the heat to dissipate. This phenomenon ends with a 
common problem referred to as under-refill, which means 
less mass filled than the standards. This article presents a 
summary of the research works to solve this problem and 
improve fill efficiency by thermal management. Two-
dimensional axisymmetric CFD (computational fluid 
dynamics) simulations of unsteady, compressible, turbulent 
flow in fast refill process are conducted. Three different 
types of thermal management concepts are discussed, 
including active cooling, pre-chilling and real-time chilling. 
The results show that thermal management is a promising 
way to mitigate the under-refill problem with a maximum of 
7% increase of fill efficiency achieved by active cooling. 
These provide guidelines for future research on improving 
fill efficiency through cooling strategies in which real-time 
chilling should be firstly focused on. 
Keywords- Compressed natural gas; Fast refill; Thermal 
management; Computational fluid dynamics 
I.  INTRODUCTION 
Natural gas [1] has become an important alternative fuel 
for transportation. The number of natural gas vehicles 
(NGVs) has escalated speedily at an annual rate of 24% since 
2005 [2] and now it powers roughly 22.4 million vehicles 
around the world [3]. Due to the comparatively low density, 
natural gas is carried either as liquefied low-temperature 
LNG (liquefied natural gas) or as high-pressure CNG 
(compressed natural gas) with the latter currently having 
higher market share [4].  
For CNG fuelled vehicles, a common problem is under-
refill when the on-car gas cylinder is fast filled (<5 mins) at 
CNG station. It is caused by temperature rise in the filling 
process followed by earlier reaching the standard pressure. 
This means less mass of CNG filled as the temperature inside 
finally recovers to ambient temperature and the pressure 
inside drops. The temperature rise is a result of the heat 
generated by recompression work and inadequate time for 
the heat to be removed out naturally through cylinder wall 
with material of low conductivity. It is at least about 10ºC 
above the ambient temperature at the end of fast refill [5]. 
Fill efficiency is thus typically only 80% for ambient 
temperature at 20 ºC when the efficiency is defined as the 
ratio of the actual filled mass to the capacity at the rated 
pressure and ambient temperature [6]. 
To mitigate the under-refill problem, the simplest idea is 
to over-pressurise the cylinder when refilling it, which has a 
risk of safety issues. The second way that has been 
considered is to develop good strategy with modified feeding 
conditions to minimize the re-compression heat. Farzaneh-
Gord et al. [7] showed that existing procedure proposed [8] 
requires appropriate controlling facilities, limiting the 
applicability. Compared to the above two methods, thermal 
management is a more promising way to achieve higher 
filling efficiency, in which cooling technique and strategies 
are introduced to lower the CNG cylinder’s temperature 
before or during the refilling process. Zhang et al. [9] 
numerically investigated an active cooling concept and 
achieved a 7% increase of fill efficiency at the expense of 
utilizing a simple cooling loop, which shows good prospect 
for thermal management in improving the fill efficiency of 
CNG. 
There are very few previous studies focusing on thermal 
management of efficient fast refill of CNGs. The article 
presents a summary of the work done on thermal 
management to improve fill efficiency of CNG cylinder, 
involving three types of thermal management method: active 
cooling, pre-chilling and real-time chilling.  The effects of 
these methods on thermal behaviour and fill efficiency of the 
CNG fast refill process are presented and discussed. 
II. NMERICAL MODEL AND THERMAL BEHAVIOUR OF THE
FAST REFILL PROCESS 
To quantify the temperature rise and its effect on the fill 
efficiency, a 2-D CFD model is built for the fast fill process, 
employing ANSYS Fluent®, a commercial CFD package. 
Gas inside the cylinder is modelled as an axisymmetric flow. 
For simplicity, the working fluid is pure methane with real 
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gas properties determined using the Redlich-Kwong equation 
of state [10]. The standard k-ε turbulence model with 
enhanced wall treatment is applied with modified 
coefficients (C1ε=1.52, C1ε=1.92, Cµ=0.09) [11].  As shown 
in Fig 1, model geometry is based on a type-III cylinder 
which is one of the four types of cylinder commonly used for 
natural gas vehicles. The type-III cylinder wall consists of 
the aluminum liner and the carbon fiber wrap. The 
dimensions of the cylinder follow the model used by 
Nahavandi [12]. The gas enters the cylinder through a 
converging nozzle that has an entrance diameter of 0.01 m 
and an exit diameter of 0.005 m. Figure 2 shows the 
unstructured mesh applied in conventional fast filling case. 
Mesh is refined near the inlet region where there expect big 
gas property changes and gradients. 
A convection boundary condition is imposed on the outer 
wall of the cylinder with a constant heat transfer coefficient 
of 10 W/m2·K, and the ambient air temperature is kept 
constant at 300 K throughout the filling process. At the inner 
wall, a no-slip boundary condition is imposed. The initial 
pressure of the gas inside the cylinder is 2 MPa. A constant 
total enthalpy boundary condition is applied corresponding to 
a total temperature of 300 K. A total pressure that linearly 
ramps from 4 to 20.6 MPa in the first 3 seconds of the fill 
process and then is maintained at 20.6 MPa for the remainder 
of the fill. The refill is considered to end at time t when the 
average gas pressure pg(t)  satisfies the following equation: 
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where ps  and pi  are the total supply pressure and initial 
pressure, respectively. 
Figure 1.  The computational domain for conventional fast filling process 
Figure 2.  The computational mesh used for fast refill process without 
cooling 
Figures 3-4 present the temporal variation of the average 
temperature and mass filled, respectively, within the cylinder 
during conventional fast refill process. The temperature rises 
quickly in the first 5 seconds, and after that, the temperature 
increase slows down and ends at a final temperature 29K 
higher than the ambient temperature. Totally, 3.35 kg natural 
gas is filled into the cylinder. Potential of reducing the final 
temperature and increasing the final mass can be seen related 
to different thermal management concepts. 
Figure 3.  Dynamic change in gas average temperature 
Figure 4.  Dynamic change in mass filled 
III. IMPROVING FILL EFFICIENCY BY ACTIVE COOLING
In the concept of active cooling, the natural gas is filled 
and cooled simultaneously in the filling process with coolant 
loop used to help remove heat to the ambient environment. 
There are two important features of the active cooling. The 
first is that the feeding flow rate of coolant can be adjusted so 
it can actively adjust the target temperature of the cooling, 
which is different from some passive heat removal device as 
heat pipes. The second feature is that the ultimate low 
temperature it can reach is the ambient temperature. 
The heat removal performance of active cooling is 
investigated by using 2-D axisymmetric CFD simulation on a 
simplified model with location effects considered. The 
cooling system is expected to be composed of cooling coils 
installed inside the cylinder (Fig 5) which are connected to a 
coolant pump and a heat exchanger, which are not displayed 
in Fig 5. For simplicity, only the inside cooling coils are 
considered in the model (Fig 6) and they are placed in the 
front or back part of the cylinder. A uniform and constant 
temperature 300 K is applied at the coil surface. It represents 
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the ideal extreme temperature that the cooling loop can reach 
assuming an ambient temperature of 300K.  
Figure 5.  Schematics on the active cooling concept 
Figure 6.  The computational domain for filling process with active 
cooling in the front and back 
Figures 7-8 present the temporal variation of the average 
gas temperature and mass within the cylinder during the fill, 
respectively, with active heat removal via the cooling coils in 
the front and the back. Comparison has been made with 
conventional fast refuelling without cooling. As shown in Fig 
7, different from the monotonic increase of the temperature 
for the case without cooling, the temperature for the active 
cooling cases starts to go down after the first 5 seconds’ 
increase. This results from a stronger effect of cooling than 
that of recompression heating. The maximum average 
temperatures are 313.3K and 310 K, respectively, for front 
cooling and back cooling, while the maximum value could 
be as high as 329K for no cooling. Through active cooling, 
7% more mass of gas is filled into a cylinder when cooling 
happens at the back part of the gas cylinder, while the fill 
efficiency only increases by 4.5% when the cooling coils are 
placed at the front. Apparently, fast refill is more efficient 
when active cooling is conducted in the back of the cylinder. 
These improvements are accompanied by longer fill time, 
which, however, is still comparable to that of conventional 
liquid fuel.  
Figure 7.  Dynamic change in gas average temperature 
Figure 8.  Dynamic change in the mass of gas filled 
IV. IMPROVING FILL EFFICIENCY BY PRE-CHILLING
Although active cooling can help improve the fill 
efficiency by 7%, there are still two limitations for this 
method. Firstly, the coolant temperature is no lower than the 
ambient temperature, leading to limited maximum cooling 
ability. Secondly, excessively high pressure difference across 
the coil wall requires material of high mechanical strength 
and possible leakage will reduce the fuel quality. A new 
concept named pre-chilling is then considered in this section. 
As displayed by Fig 9, a pre-chilled mass block made of 
aluminium alloy is designed to be placed in the back side of 
the cylinder. There is a coolant circulation to chill the mass 
to a temperature below the ambient temperature prior to the 
beginning of gas filling. The chilled mass is then responsible 
for cooling the gas filled in the filling process. The liquid 
refrigerant (R134a) from truck air conditioning system [13] 
can be used to cool down the aluminium mass prior to the 
filling process.  
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Figure 9.  Schematic diagram of pre-chilling achieved by refrigerant 
circulation 
The geometry of model used in simulation is designed 
with fins, as displayed in Fig 10. The pre-chilled mass takes 
5% of the gas volume. Saturated liquid refrigerant flow with 
temperature of -1.2°C and pressure of 275.79 kPa [14] is 
used to chill the mass with 4 different refrigerant mass flow 
rates tested ranging from 0.0035 kg/s to 0.014 kg/s. For 
comparison, another case is also simulated with a constant 
temperature boundary condition (-1.2°C) applied at the wall 
of the channel, which corresponds to infinite flow rate.  
Figure 10.  Dimension and location of the redesigned pre-chilled device 
The first step in simulation is to pre-chill the mass 
attached to the bottom before starting gas filling. The change 
of average temperature of the pre-chilled mass is plotted in 
Fig 11. The duration of the chilling is 30 minutes and 
increasing the refrigerant flow rate means lower temperature 
within a fixed time. For this ideal case with infinite flow rate, 
the heat sink can be chilled to 0°C in only 5 minutes, this is 
the shortest time that pre-chilling takes with current inlet 
conditions in the model. 
Figure 11.  Average temperature of the pre-chilled device vs. pre-chilling 
time 
Second step is to fill the CNG into the cylinder with 
refrigerant loop stopped. Two pre-chilled cases are presented 
in Fig. 12. In case (a), the heatsink has been pre-chilled by a 
refrigerant mass flow rate of 0.0035 kg/s for 30 minutes. 
Case (b) is pre-chilled by constant boundary temperature for 
5 minutes. At the end of the refill, compared with the case 
without cooling, pre-chilling achieved with constant 
boundary temperature increases the filled mass by 6.6%, 
while the number drops to 5% for case (a), for which a 
refrigerant flow rate of 0.0035kg/s is applied. This indicates 
that pre-chilling is also an effective way to improve fill 
efficiency. 
Figure 12.  Dynamic change in the mass of gas filled 
V. IMPROVING FILL EFFICIENCY WITH REAL-TIME 
CHILLING 
One disadvantage for pre-chilling is that the total filling 
time exceeds the fast refill regime. Increasing mass flow rate 
to a high enough value is a possible way to reduce the time, 
but mass flow rate can also be restricted by the power of 
coolant supplying system. A new concept called real-time 
chilling is proposed to avoid the long pre-chilling time. 
While the gas inside the cylinder is heated by compression 
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work done by the incoming gas flow, it is possible to utilize 
the expansion (the Joule–Thomson effect) of another  flow of 
CNG outside the cylinder to cool the gas inside the cylinder. 
As shown in Fig. 13, there is cavity at the outside of the rear 
heat sink. Another flow of natural gas only for chilling 
expands with gas temperature lowered. The low temperature 
expansion flow removes heat from the gas inside the cylinder 
actively. This chilling flow starts simultaneously with the 
filling flow into the cylinder. The low pressure chilling flow 
coming out of the cavity can be transported to other natural 
gas systems or re-compressed to the gas reservoir. This 
concept and related model still need to be investigated as a 
main future work to verify its effect on efficient fast refill. 
Figure 13.  The rear part of the cylinder model for real-time chilling 
VI. CONCLUSION
In this paper, in terms of improving the fill efficiency of 
CNG fast refill, three different thermal management methods 
are presented with some research results displayed, giving a 
whole map of cooling strategies including the effects on the 
thermal behaviour and fill efficiency of the CNG fast refill 
process.   
Some conclusions can be drawn from the results of 
research on active cooling and pre-chilling. Both methods 
can effectively increase the fill efficiency of the fast refill 
process for CNG. For active cooling, the best improvement 
that can be achieved with the current design is 7%, which is 
higher than 4.5% with active cooling conducted at the front 
part of the cylinder. This location effect indicates that it is 
better to apply cooling to the rear part of the cylinder. For 
pre-chilling, time spent and results from this method are 
dependent on the mass flow rate of supplying refrigerant 
flow when inlet conditions are fixed. For the ideal case with 
infinite flow rate, the pre-chilling can achieve a maximum 
improvement on fill efficiency by 6.6%, which is slightly 
lower than that of active cooling. Pre-chilling also takes 
much more time to cool the thermal mass before filling the 
cylinder, which is less time-economic than active cooling. 
Compared with the first two methods researched, the 
real-time chilling concept can balance the time efficiency 
and cooling effects. It presents good prospect and need 
further work to verify this idea. Among the three thermal 
management concepts discussed in this paper, each of them 
has its advantages and disadvantages. Proper thermal 
management method should be chosen based on 
comprehensive assessment of the compatibility and 
practicality of each method in a specific scenario.  
Current research has provided important guidelines for 
thermal management on efficient fast refill combining the 
advantage of acceptable computation time by using 2-D 
axisymmetric model. In the future, real-time chilling concept 
will be firstly examined based on current model. After that, 
as the 2-D model may cause abnormal shape of the coolant 
loop and the fins of the heat sink, a 3-D model will be built 
for better realization of the cooling strategies and better 
understanding of the thermal and flow field. Also, basic 
experiment will be done to verify certain thermal 
management concepts.  
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Abstract— When considering a net zero energy building, the 
transportation energy sector is often viewed as a separate 
entity. Currently, hydrocarbons are the main source of energy 
used in the transportation sector. In an effort to reduce 
greenhouse gas emissions, more automotive manufacturers are 
moving towards alternatively fueled vehicles that are electric 
or fuel cell powered. Electrochemical and other process 
industries frequently vent or flare hydrogen into the 
atmosphere and most community municipal waste is buried 
underground (landfill) or burned to generate electricity 
resulting in greenhouse gas emissions. Energy benefits and the 
methods of achieving net zero energy status for a solar 
building and reduction of greenhouse gas emissions through 
the integration of these waste streams and transportation 
energy are discussed. 
Keywords- Waste hydrogen, biogas, biodigestion, chlor-alkali, 
fuel cell, transportation energy integration, net zero energy 
building, building integrated photovoltaic/thermal, waste energy 
recovery 
I. INTRODUCTION
Hydrocarbon fuels that are responsible for a relatively large 
proportion of the overall greenhouse gas (GHG) emissions are 
the main source of energy used in the transportation sector. An 
overview of 2015 reported emissions by sector was published 
in 2017 by Environment and Climate Change Canada [1]. 
Emissions reported in 2014 by sector in the City of Toronto [2] 
indicate that the transportation sector contributes 35% of 
overall emissions while 53% of the overall emissions are 
produced by buildings. The City of Toronto has committed to 
reducing GHG emissions by 80% of 1990 levels by 2050, 
through increases of renewable and district power generation 
[2]. To this end the City of Toronto has developed a zero 
emissions building framework, which targets building 
performance to near-zero emissions level by the year 2030 [2].  
A net zero energy building (NZEB) is a building that 
offsets all of its energy consumption by using renewable 
energy sources within the building's built environment [3]. 
Most net zero energy buildings use the electrical grid as a 
buffer to avoid the need for energy storage. The building’s 
energy demand is typically generated on-site through a 
renewable energy source such as solar. A net zero energy 
building’s performance is increased through efficiency 
measures and waste energy recovery so that the balance of 
energy needed within the building, both thermal and electrical, 
is usually met by the renewable source of energy. However, 
solar energy is intermittent due to weather conditions and the 
balance is not met through the renewable source of energy; 
hence the building relies on the electrical grid for the energy 
demand. 
Climate change has become an important topic world-wide, 
as have reduction targets for GHG emissions. The transport 
sector is identified as one of the key sectors contributing to 
climate change [4,5]. Along with the growing gap between oil 
supply and demand globally, and the need to reduce GHG 
emissions, the use of alternative fuels and energy efficiency 
improvements are receiving increased attention [6]. 
In an effort to meet emission targets set out by each 
country, alternative methods of energy production must be 
considered such as solar power, wind energy, bio gasification, 
and waste energy recovery techniques. Although hydrogen 
energy technology has received much attention in the last 
decade with significant progress in performance, reliability, 
cost and efficiency, producing hydrogen from fossil fuels is not 
a clean, sustainable approach. There are also economic, 
intermittency and efficiency implications of hydrogen 
production from renewable energy sources. One method of 
addressing these implications is through the recovery of waste 
energy in a community.  
Electrochemical and other process industries such as chlor-
alkali plants frequently vent or flare hydrogen process gas into 
the atmosphere. The sodium chlorate used as a reactant for 
water purification and paper bleaching processes in a chlor-
alkali plant produces hydrogen as a by-product. This waste 
hydrogen can be captured and purified for use in a hydrogen 
proton exchange membrane (PEM) fuel cell for transportation 
or stationary power generation. 
A study of the economics of hydrogen production, storage 
and delivery was conducted by International Energy Agency 
(IEA) [7] for transportation use. The environmental benefits 
were outlined, with key points demonstrating the potential 
benefits of renewable hydrogen production, and utilization for 
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various modes of transportation. The Integrated Waste 
Hydrogen Utilization Project (IWHUP), the world's first waste-
hydrogen capture system for fuel cell applications, was 
installed at a chemical plant in North Vancouver, British 
Columbia [8]. Additional waste-hydrogen capture systems are 
in development.  
When considering a net zero energy building or 
community, the transportation energy sector is often viewed as 
independent from the building sector of the community. In this 
paper, the integration of transportation energy with a net zero 
energy building utilizing captured waste hydrogen from chlor-
alkali plants and biogas from various bio gasification processes 
is examined.  
Energy benefits and the methods of achieving net zero 
energy status for a solar building, and the reduction of 
greenhouse gas emissions through the integration of 
transportation energy are described. The objective of this paper 
is to demonstrate usable waste gas reduction and community 
waste energy recovery for use in the building and 
transportation sectors while utilizing a fuel cell vehicle’s 
energy storage and production capabilities.  
II. BACKGROUND
A. Net zero energy building 
A net zero energy building (NZEB) is a building that 
offsets all of its energy consumption by using renewable 
energy sources within the building's built environment [3]. Net 
zero energy performance may be achieved by a combination of 
reducing building energy demand and generating electricity 
through the increased use of renewables, efficiency measures, 
waste energy recovery methods and integration of 
transportation energy.  
Most net zero energy buildings use the electrical grid as a 
buffer to avoid the need for energy storage. The building’s 
energy demand is typically generated on-site through a 
renewable energy source such as solar. Because solar energy 
remains intermittent due to the weather conditions, it may not 
be considered as a dependable source of energy to meet the 
building’s energy demands.  
B. Solar energy 
In a photovoltaic (PV) module, a portion of the incident 
solar energy is converted into useful electricity, while the rest is 
either reflected or dissipated as heat.  There are two methods of 
installing PV modules on a building. A building added 
photovoltaic (BAPV) system has the PV modules installed as 
an addition to the building envelope. A building integrated 
photovoltaic (BIPV) system has the PV modules forming part 
of the building installation. When adding a heat recovery 
system for module cooling purposes and to capture generated 
waste heat by the BIPV solar module, the system is referred to 
as a building integrated photovoltaic/thermal (BIPV/T) system. 
The BIPV/T system not only generates electricity, but also 
provides useful heat that allows for a reduction in the building 
heating loads [9,10]. 
C. Electrochemical chlor-alkali industry plants 
In a chlor-alkali facility, chlorine (Cl2) and sodium 
hydroxide (NaOH) are manufactured by electrolysis of brine, a 
salt solution [11]. The main technologies applied for chlor-
alkali production are mercury cell, diaphragm and membrane 
cell electrolysis, mainly using sodium chloride (NaCl) as feed 
[11]. Each of these processes represents a different method of 
keeping the chlorine that is produced at the anode separate 
from the caustic soda and hydrogen that are produced at the 
cathode. 
The inputs are primarily salt and water; acids and chemical 
precipitants are used to remove impurities and output chlorine 
and caustic solution [11]. The main pollutant outputs are 
chlorine gas emissions to air, free oxidants to water, spent 
acids, cooling agents, and impurities removed from the input 
brine salt and hydrogen gas. 
D. Waste hydrogen gas 
The chlor-alkali industry produces chlorine and caustic 
solution (sodium or potassium hydroxide) simultaneously 
through decomposition of salt in water. The basic principle in 
the electrolysis of a sodium chloride solution occurs at the 
anode and cathode. At the anode, chloride ions are oxidized 
and chlorine (Cl2) is formed. At the cathode, hydrogen (H2) and 
hydroxide ions (OH-) are formed by the reaction of the sodium 
in the amalgam with water. 
During chlorine gas compression and cooling, most of the 
chlorine gas is condensed. However, by diluting the remaining 
chlorine gas with air, the concentration of non-condensable 
gases such as hydrogen can be kept below the explosion limit. 
The remaining gases after liquefaction have to be purged from 
the system and are led to a chlorine absorption unit. The 
remaining impurities in the gases in the chlorine absorption 
unit is absorbed and the remaining gas is 97.5–99.9% pure 
hydrogen [12].   
This pure hydrogen gas can be used in hydrogen proton 
exchange membrane (PEM) fuel cells for stationary or vehicle 
use applications. Often times the gas is either sold to merchants 
or vent/flared into the atmosphere. In this study, the focus is 
made on the vent/flared hydrogen gas into the atmosphere. 
In a chlor-alkali electrochemical plant, hydrogen is 
produced in a fixed ratio of 28 kg per tonne of chlorine used or 
approximately 1200 kg per day ranging up to approximately 
2700 kg per day [11].  
E. Biogasification processes 
There are a variety of ways to use wastes and to convert 
them into useful energy. Some of these include gasification 
processes that uses wood or coal, and anaerobic digesters that 
use biodegradable material such as municipal solid waste and 
sewage sludge to create a biogas that is useful for combustion 
to generate power. This useful gas can be further processed and 
converted to hydrogen to be used in fuel cells. 
Gasification is a process of converting organic materials 
into carbon monoxide (CO), hydrogen (H2), and carbon dioxide 
(CO2). The process involves burning of solid fuels like wood or 
coal to complete combustion with inadequate air supply, 
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creating an output gas called synthesis gas with potential for 
combustion. The power produced from gasification and 
combustion of the synthesis gas obtained from biomass is 
considered to be a source of renewable energy [13,14,15,16]. 
This synthesis gas can further be processed in a steam reformer 
for subsequent conversion to hydrogen.    
Some examples of demonstration projects include the 20 
MW synthesis gas from forest residues by GoBiGas project in 
Gothenburg, Sweden [18], a 2 MW electricity production 
facility in Gussing, Austria by the Renewable Energy Network 
Austria (RENA) [19] and the US Air Force in Hurlburt Field, 
Florida [17]. 
F. Integration of transportation and renewable sources of 
energy 
Several studies concerning the possibilities of integrating 
renewable sources of energy with the transportation sector have 
been pursued. Some of these studies include electricity 
produced by wind turbines in combination to plug-in hybrid 
vehicles (PHEVs) [20], leading to the potential of using electric 
vehicle battery storage as a medium for excess energy 
produced by wind power [21]. Similarly, solar photovoltaic 
(PV) systems have received attention in tandem with electric 
vehicles (EVs). A study conducted in Germany [22] 
demonstrated the potential of CO2 emissions reduction in the 
transportation sector when using EV’s paired with solar PV’s. 
The method of integrating transportation energy with a 
building is referred to as vehicle-2-grid (V2G) [23,24]. 
Although most of the research is based on EVs, attention is 
required for fuel cell vehicles (FCV) as well. A FCV can 
generate power using its onboard stored hydrogen as compared 
to an EV that can be seen simply as a storage medium that 
cannot produce electricity. An advantage to a FCV over an EV 
is the potential of storing a greater amount of energy in 
compressed gas form and generating electricity using the 
onboard fuel cell. FCVs can also be refueled much faster than 
EVs. 
There are several benefits when integrating transportation 
energy to achieve a net zero energy balance for a building. The 
integration using a FCV helps to eliminate the need for 
centralized large power generators, and provides a vector for 
the utilization of industrial waste hydrogen gas, synthesis gas 
and biogas from gasification and anaerobic digester processes 
converted to hydrogen during a steam reformation process.  
G. Fuel cell systems 
There are several types of fuel cells that can be used for 
stationary and vehicle applications. The proton exchange 
membrane fuel cell (PEMFC) capitalizes on the essential 
simplicity of the fuel cell. Most biogases have low heating 
values, due to the high levels of carbon oxides and nitrogen, 
which are not attractive for gas engines. The molten carbonate 
fuel cell (MCFC), solid oxide fuel cell (SOFC), and phosphoric 
acid fuel cell (PAFC) are able to handle very high 
concentrations of carbon oxides [25]. 
Although there are several fuel cell types that can be used 
for creating electrical power, the PEM fuel cell is considered 
more advantageous than MCFC, SOFC and PAFC types. This 
is due to the limitations MCFC, SOFC and PAFC have over the 
PEMFC. The limitations are that MCFC, SOFC and PAFC 
operate at higher temperatures and are not ideal for stop and go 
applications. But a PEMFC is not limited to the high operating 
temperatures and has the capability of stop and go operation, 
making it an advantageous fuel cell for vehicle application 
[25].   
III. ANALYSIS AND METHODOLOGY
Modelling community and transportation energy use can 
present several challenges, such as acquiring and generating 
appropriate input data based on highly variable energy usage 
patterns. How and when occupants exercise their energy needs 
is a key consideration for all green building planning, design, 
operations and decision-making.  
Fuel cell vehicles can be used as a new power generation 
source, supplying electricity to homes, and to the grid. The 
V2G mode helps implement this connection and uses the 
hydrogen fuel cell powertrain and the stored hydrogen on board 
the vehicle as a new power generation source supplying 
electricity. 
A. House electrical consupmtion 
A bungalow style house is chosen for this study, however 
the model can be applied to any size and type of house. It is 
assumed that all the appliances in the house are electrical 
including the domestic hot water tank. A list of common 
appliances and devices that use electricity are outlined in Table 
1.
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TABLE I. ELECTRICAL APPLIANCES IN THE HOUSE  
Appliance and 
Device 
Description 
Spot measurement (W) Model COP 
Electric furnace 4,600 NT14A018A 0.83 
Air conditioner 10,000 21ECM10 1.00 
Electric domestic 
hot water
3,500 RTEX-04 
Fridge 57.20 
LG 
LTCS24223 
Clothes washer 13.70 
LG 
WM9500H*
A 
Clothes dryer 7,200 
DLEX7600
VE 
LED television 70 LGUH6100 
Electric stove 3,800 
YWEE510S
0FS 
Dishwasher 27.30 
Samsung 
DW80K704
9 
Microwave 2.20 - 10 
Lighting (Candle 
light, A19, T8, 
MR16, PAR30) 
5, 10, 18, 5, 14 LED 
Coffee maker 70 – 1,000 
PC and monitor 6.4 – 75 
Laptop 2 – 25 
Stereo 30 
DVD player 3.8 – 17 
Video game 
consoles
3.6 – 36 
Chargers 4 – 13 
All in one printer 
and scanner
4.40 
Router 8 
Phone 2.80 
a. Usage and quantity is dependent on the number of occupants in the house
The heating and cooling electrical consumption from the 
electric heater and air conditioner used for this house depends 
on the wall insulation and the assumption of steady state heat 
loss and heat gain in the house. The heat loss and heat gain for 
the house is calculated as follows: 
 Q=UAΔT 
where Q is the heat loss during winter and heat gain during 
summer, U is the measure of the effectiveness of the total 
insulation, A is the area of the house, and ∆T is the outside air 
and house internal temperature. The comfortable indoor air 
temperature for winter according to a study is between 20°C 
and 23°C [26], while the comfortable indoor air temperature 
for summer is between 23°C and 25°C [26]. 
The effectiveness of the insulation of the house is 
calculated using the R-value of the insulating materials. The R 
value is the capacity of an insulating material that resists heat 
flow, and the higher the R-value, the greater the insulation for 
the application.  
The Utotal the measure of the effectiveness of an insulator 
for the house, is calculated from the total U values of the 
windows, doors, walls, floors, ceiling, and roof that comprises 
of the components of a house. The lower the U value, the better 
the material for heat insulation. The Utotal can be calculated as 
follows: 
 Utotal =Uwindow + Udoor + Uwall + Ufloor + Uceiling + Uroof 
The electric consumption of the electric heater and air 
conditioner is calculated for each hour of the year. Similarly 
the electrical usage of appliances, lighting apparatuses and 
other appliances in the house are quantified as follows: 
 EHouse_total =EAppliances + ELighting + EDevices 
where Eappliances is the total electricity used by the appliances for 
the duration of an hour, Elighting is the total electricity used by 
the lights in the house for an hour, and EDevices is the total 
electricity used by devices in the house that use electricity for 
an hour. The appliances, lighting and devices used for this 
study are listed in Table 1. 
B. Solar power generation
The number of solar panels that can be installed onto the
rooftop of the house can be written as: 
 NPV =(Aroof/4)*(1/APV) 
where NPV is the number of solar panels, Aroof is the area of the 
roof and APV is the area of the solar panel. The solar array area 
can be calculated as: 
 Aarray =APV*NPV 
The maximum power capacity of the total solar PVs 
installed on the rooftop can be calculated as follows: 
 PVtotal = Aarray *module 
where ηmodule is the solar module efficiency. 
By varying the area of the roof and calculating the 
maximum power capacity, the total solar PVs can also vary and 
this is can be used for various house sizes. Using the 
information calculated the electricity produced per hour (EPV) 
can be obtained from the NREL website [27]. 
C. Fuel cell vehicle fuel usage
There are several examples of development of hydrogen
vehicles in the past decade. The automotive sector is a good 
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candidate for using hydrogen to reduce CO2 emissions, as the 
quantity of vehicles exceeds the numbers of other modes of 
transportation. On board hydrogen storage is in the range of 
approximately 5 to 13 kg, a requirement to enable a driving 
range of more than 480 km (300 miles) for the full platform of 
light-duty automotive vehicles using fuel cells [28]. 
The fuel cell hydrogen usage can be made comparable to 
the house electricity usage and the solar panel power 
generation by using (7) to convert 1 kg of hydrogen to kWh. 
 kWh/1 kghydrogen *PEM fuel cell = Ehydrogen 
where the PEM fuel cell efficiency is assumed to be 60% and 
Ehydrogen is the useable kWh per kg of hydrogen. Equation (8) 
can be used to determine the kWh of energy on board a fuel 
cell vehicle: 
 Ehydrogen * Shydrogen storage = EFCV  
where Shydrogen storage is the fuel tank size in kg, and EFCV is the 
amount of energy on board measured in kWh. 
The electricity usage rate per kilometer is based on an 
assumption of combined city and highway driving. In this 
study it is assumed that the driving distance is constant with no 
road traffic or diversions of the path traveled between the 
workplace and the house.  
IV. RESULTS AND DISCUSSION
The data for the electrical consumption of the house, the 
power generated by the solar PV and the hydrogen usage by the 
FCV (and hence the amount potentially available for building 
operations) can be determined on an hourly basis for the 
duration of a year.  
In this case with the current solar panel installation, the sum 
of the electricity produced and the electricity used by the house 
makes this house a net negative energy building. The 
calculations show that a total of 17,650 kWh of electricity is 
used from the grid annually as shown in Figure 1. 
Figure 1.  Total summed electricity produced by the solar PV and the 
electricity used by the house (kWh) 
From this study it is observed that the electricity produced 
by the solar PV is not fully utilized during the day, while the 
occupants are away at work and most of the electricity 
consumption is during peak times when they have arrived back 
at the house from the workplace. To demonstrate this, day 1 is 
extracted from Figure 1 and shown in Figure 2 below. 
Figure 2.  Sum of electricity produced and electricity used for Day 1 (kWh) 
The FCV can be used to offset the net shortfall of the 
electricity produced by the solar PV throughout the day by 
using the hydrogen fuel cell on board the vehicle during high 
peak hours. The surplus electricity generated between 10am 
and 3pm is sent to the grid but is subsequently offset, during 
high peak times through the integration of FCV to the house. 
The integration of the FCV to the house for Day 1 can be 
observed in Figure 3, where the orange bar represents the sum 
of the electricity produced by the solar PV and the electricity 
used by the house compared to the green lines representing 
when electricity from the FCV was used. The house becomes a 
net positive energy building annually with 3,321 kWh provided 
by the integration of FCV. This indicates that approximately 
21,000 kWh of solar PV energy that was not fully used by the 
house may be sent to the grid. The integration of the FCV 
powered by waste gas streams indicates that the house is fully 
powered from zero emission sources maintaining its net zero 
energy status.  
Figure 3.  FCV integration to the zero energy building (kWh) 
V. CONCLUSIONS
The integration of the FCV with a net zero energy building 
can be beneficial. This is due to the solar PV energy not being 
fully used by the unoccupied house during the day. The fuel 
recovered from the waste streams, such as hydrogen from 
electrochemical plants, synthesis gas converted to hydrogen 
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using steam reformation from bio gasification and anaerobic 
digestion processes, is used by the FCVs. The FCV’s power 
generation capability allows the house to remain fully powered 
from zero emission sources and to utilize waste streams from 
the community.   
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Abstract—The stretched laminar flame model provides a 
convenient approach to embed realistic chemical kinetics 
when simulating turbulent premixed flames. When positive-
only periodic strain rates are applied to a laminar flame there 
is a notable phase lag and diminished amplitude in heat release 
rate. Similar results have been observed with respect to the 
other component of stretch rate, namely the unsteady motion 
of a curved flame front when the stretch rates are periodic 
about zero. Both cases showed that the heat release rate or 
consumption speed of these laminar premixed flames can vary 
significantly from the quasi-steady flamelet model. Deviation 
from quasi-steady behaviour increases for conditions further 
from stoichiometric such that unsteady time scales of the flow 
are of the same magnitude as the chemistry. A challenge 
remains in how to use such results predictively for local and 
instantaneous consumption speed for small segments of 
turbulent flames where their stretch history is not periodic. 
This paper uses a frequency response analysis as a 
characterization tool to simplify the complex non-linear 
behaviour of premixed methane air flames for equivalence 
ratios from 1.0 down to 0.7, and frequencies from quasi-steady 
up to 2000 Hz using flame transfer functions. Various linear 
and nonlinear models were studied to identify appropriate 
flame transfer functions for low and higher frequency regimes, 
as well as to extend the predictive capabilities of these models. 
Linear models were only able to accurately predict the flame 
behaviour below a threshold of when the fluid and chemistry 
time scales are the same order of magnitude. 
Keywords: Laminar Premixed Flames, Transient Response, 
Linear and Nonlinear Systems, Frequency Response Analysis 
I.  INTRODUCTION 
Understanding turbulent combustion is important due to 
industrial applications such as internal combustion engines and 
furnaces. The challenges related to predicting turbulent 
combustion behavior have been discussed extensively in terms 
of their time-dependent and multidimensional nature, as well as 
having a large range of hydrodynamic time and length scales 
interacting with the time and length scales of the chemistry [1]. 
In this regard,, the formulation of these problems is well-posed 
by a system of partial differential equations and algebraic 
constraints that represent the conservation of mass and energy, 
as well as considerations of momentum and individual species 
while being subjected to convection, diffusion, and chemical 
reaction. All these phenomena are captured in direct numerical 
simulations with appropriate boundary conditions, but their 
solutions, due to these equations being highly nonlinear and 
strongly coupled, come at a significant computational cost [2], 
and thereby creates the need for model-level understandings. 
A conceptual modeling approached that allows for 
estimation of local burning rates with pre-calculated complex 
chemistry is based on flamelets, which can collectively 
represent a turbulent flame. In their classical premixed form, 
flamelets provide a local consumption speed of the flame 
(referenced to their reactant state), and are generally assumed 
to be local planar structures subjected to a specified steady 
strain rate and of fixed reactant composition. This consumption 
speed, 𝑆𝐿 , is the rate mass is converted from reactants to
equilibrium products per unit area of flame and divided by the 
density of the reactants, and can readily be converted to the 
local heat release rate per unit flame area knowing the enthalpy 
of reaction. The validity of these assumptions has been 
challenged in terms of the response of laminar flames to 
changing positive strain rates [3], or mixture composition 
fluctuations [4]. Key observations for these planar flames 
included the flame responding in a quasi-steady manner at low 
frequencies, but at high frequencies the burning rate response 
becoming significantly attenuated, as well as having a phase 
lag. 
Sahafzadeh et al. [5] showed the same results occur when 
flame stretch was created through the motion of a curved flame 
where both positive and negative transient stretch rates were 
applied. As a result, within an unsteady flow, classical flamelet 
models would predict the wrong magnitude of local burning 
and any expected maxima or minima events would occur at the 
wrong time. Lastly, an alternate approach to reduce the 
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computational load of complex chemistry is to use reduced 
chemistry and simple transport properties. It has been found 
that the transient response of a stretched flame is not 
necessarily captured accurately due to the change in the 
internal flame structure [6].  
In the current work, the approach is to keep the full 
chemistry and then estimate the instantaneous local 
consumption speed by a frequency response analysis in the 
form of a flame transfer function using the local stretch history 
as the input. 
The focus of this paper is on premixed combustion in the 
Damköhler and Karlovitz regimes where reaction occurs in 
identifiable flame structures that are locally subjected to 
unsteadiness in the flow. The objective of this paper is to 
further develop a model of a flame for the practical purpose of 
capturing the impact of unsteadiness on the rates of conversion 
from reactants to products. To be explicit, no consideration is 
given here to spatial variations along a flame, which is another 
important characteristic of turbulent flames. 
II. FREQUENCY RESPONSE ANALYSIS
To create a useful transfer function from a frequency 
response analysis, consideration needs to be given to its input 
and output. Within the context of premixed turbulent flame 
modeling in the flamelet regime, a goal is often to represent the 
flame as an interface with burning rates that vary over the 
surface depending on local conditions. For example, basic 
flamelet libraries are used to assign a consumption speed to an 
element of the flame depending on its equivalence ratio and 
stretch rate. Since one of the goals of the current work is to 
better account for the unsteadiness in turbulent flames, which 
includes unsteadiness in stretch rate, the input to the transfer 
function was chosen to be the varying stretch rate and the 
output is the varying local consumption speed. By choosing 
stretch rate, the transfer function could be seen as independent 
of the geometry that creates it, and therefore applicable to 
flamelets of a turbulent flame. 
The numerically modeled flame used to produce the results 
for this frequency response analysis has been previously 
reported in the combustion literature [5], and is therefore only 
briefly described here. Reactants of methane and air of a 
specifiable equivalence ratio flow radially outward from the 
inlet boundary (r = 5 cm) and through the outlet boundary (r = 
11 cm). The mean and fluctuating components of the inlet mass 
flow rate were specified so that all the chemical reactions occur 
within the domain and are well removed from the boundaries. 
The model is based on a finite volume approach for solving the 
discretized equations for mass, momentum, energy, and 
species. The thermodynamic and transport properties come 
from CHEMKIN, and the reaction mechanism is based on GRI 
3.0 [7] involving 36 species and 219 reactions. 
For the simulations, the mass flow rate was changed 
sinusoidally with time (Eq. 1) at the inlet boundary. 
?̇?(𝑡) = ?̇?0 + 𝐵𝑆𝑖𝑛(𝜔𝑡)  (1) 
In Eq. 1, ?̇? is the mass flow rate at the inlet boundary, ?̇?0
the mean mass flow rate at steady state, B represents the 
amplitude of the oscillation, and 𝜔 is the angular frequency.
The frequency was varied between 20 Hz and 2000 Hz. The 
reason to consider frequencies up to 2000 Hz is for the 
relevance to turbulent flows. For example, in the middle of a 
premixed turbulent duct flame stabilized by a backward facing 
step, mean frequency of the flame motion across a fixed point 
was observed to be in this range [8]. In the present study, the 
equivalence ratio was varied from 1.0 to 0.7 in order to 
compare the stoichiometric condition to lean flames, which are 
usually of interest due to their applicability to low-emission 
combustion systems.  
The geometry studied herein has unique features of flame 
dynamics relative to the counter-flow configuration, which is 
usually used to generate flamelet libraries. The steady flame is 
unstretched due to the balance of curvature and flow 
divergence (i.e., strain). However, when the flame is exposed to 
a flow field fluctuation, the expanding flame is subjected to 
positive stretch, whereas the contracting flame generates 
negative stretch, which has generally been ignored in the 
literature. The magnitude of the stretch rate could be changed 
by varying mean flame curvature, amplitude and frequency of 
oscillations, equivalence ratio, and fuel type. The choice of the 
marker, usually associated with a scalar field, to convert a 
flame with internal structure spread over space to an interface 
affects the magnitude of the stretch rate. To reduce this 
sensitivity, it is common to choose a marker that is on the 
trailing edge of the flame structure [9]. The flame marker used 
in this work is an iso-therm based on the temperature field with 
a value of 90% of the maximum temperature. Once calculated, 
this changing stretch rate becomes the input for the response 
analysis to create the transfer function. 
The output for the response analysis is related to the total 
heat release, which is the chemical energy source term 
integrated for all species and in all control volumes in the 
domain, and is defined by Eq. 2. 
?̇?𝑏 = ∑ ∑ ℎ𝑘
𝑁𝑠𝑝
𝑘=1 ?̇?𝑘  𝕍(𝑖)
𝑁𝑐𝑣
𝑖=1  (2) 
In Eq. 2, ?̇?𝑏  is referred to here as the rate of enthalpy
conversion from chemical to sensible sources for the whole 
flame, otherwise known as the burning rate, 𝕍(𝑖) represents the 
volume of cell i,  ℎ𝑘 is the molar specific enthalpy of species k,
and ?̇?𝑘  is the molar rate of creation of species k per unit
volume. 
Fig. 1 shows this instantaneous consumption speed as a 
phase plot with respect to the corresponding instantaneous 
stretch rate. The quasi-steady response is a point (not shown in 
the figure) located on 𝜅 = 0 and 𝑆𝐿 = 0.2, which is essentially
the steady state value and would be referred to as 𝑆𝐿
𝑂. At very
low frequencies (20 Hz), the relationship between local flame 
speed and stretch rate is almost linear. By further increasing the 
frequency, the line becomes an ellipse. The slope of the ellipses 
are negative which has been shown in other works for 
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methane-air flames in the same range of equivalence ratio [1]. 
The sensitivity of the local flame speed to the stretch rate first 
increases (i.e., the vertical amplitude of the ellipse) in low the 
frequency regime and then decreases in the high frequency 
regime. For the case of 𝜑 = 0.8, this changing behaviour is 
seen in the variation from 100 to 200 Hz where the 
consumption speed increases, and from 200 to 500 Hz where 
the consumption speed decreases. Hence, there seems to be 
separate low and high frequency responses. 
Figure 1.  Local flame speed versus stretch rate for the equivalence ratio of 
φ=0.8 and quasi-steady response for the frequencies between 20 Hz and 2000 
Hz 
From this analysis, it is obvious that the flame response to a 
changing stretch rate depends on parameters such as 
equivalence ratio and the frequency of oscillation. Therefore, it 
would seem desirable to find a describing function to replace 
the cumbersome complex chemistry computations of transient 
response of turbulent and laminar premixed flames. 
III. LINEAR HIGHER ORDER ANALYSIS
In this section of the paper, in order to include flame 
behavior to a flow change upstream of the flame front, one 
needs to simulate each case for a wide range of frequencies and 
various input functions such as step, ramp, pulse, etc. This time 
consuming process can be replaced by one or more transfer 
functions to define the overall behavior of the flame. With 
regard to the application of this study, the input to the transfer 
functions are converted to stretch rate. The calculation of 
stretch rate is adopted from [5]. Therefore, the relationship 
between the stretch rate and local flame speed, which has been 
ignored in the current approach to flamelet modeling, reveals 
how flamelets respond to the time-dependent motion of a 
curved flame front. In order to have a better prediction of the 
transfer functions, a Polynomial Discrete-Time ARX 
(Autoregressive Exogenous) Model [10], which is a 
generalized transfer function, has been used. Equation (5) 
shows the general form of linear (due to the linear relationship 
between input and output) higher order (more than one term) 
transfer functions. 
𝐶(𝑧−1)𝑦(𝑡) = ∑ 𝐷𝑖(𝑧
−1)𝑢𝑖(𝑡 − 𝑛𝑘𝑖)
𝑛𝑢
𝑖=1  (3) 
In this equation, 𝑢(𝑡) is the input, 𝑦(𝑡) is the output, C and 
D are polynomials expressed in the time-shift operator 𝑧−1, 𝑢𝑖
is the 𝑖𝑡ℎ input, nu, the total number of inputs, and 𝑛𝑘𝑖, the 𝑖
𝑡ℎ
input delay that characterizes the transport delay. In the present 
study, the system is SISO (single input/single output), therefore 
the transfer function takes a more familiar form wherein i=1. A 
Z-transform (Time-Discrete Fourier Transformation) can be 
used to convert the discrete-time form of the transfer function 
(Eq. 3) into a complex frequency domain representation. 
This approach was first used to estimate the transfer 
function of the flame (with equivalence ratio of 0.8) response at 
20 Hz fluctuations in mass flow rate. Then, the flame response 
to higher frequencies has been predicted using this transfer 
function. It has been observed that the accuracy of predictions 
decreases with increasing frequency. Increasing error in 
prediction of the transient response in the low frequency 
regime confirms that nonlinearity of the system increases with 
increasing frequency at each equivalence ratio. However, it 
could be considered insignificant until the oscillation reaches 
the high frequency regime, where the intrinsic structure of the 
flame may be changed locally. In the next step, the whole range 
of low frequencies (frequencies less than 200 Hz, which is the 
cut-off frequency for equivalence ratio of 0.8) has been used to 
generate the transfer function (Eq. 6). Figure 5 shows that the 
average accuracy of the predictions is ~ 88% for frequencies up 
to 200 Hz; however, the flame response experiences a 
significant drop in accuracy after 200 Hz (not shown in the 
figure).  
𝐶(𝑧) = 1 + 0.9623𝑧−1 + 0.636𝑧−2 + 0.2826𝑧−3 +
0.122𝑧−4  (4)
𝐷(𝑧) = −0.6376𝑧−1 + 0.6915𝑧−2 + 0.5377𝑧−3  −
0.5923𝑧−4
C(z) and D(z) are the expressions represented in Eq. 3. The 
fourth order transfer function results indicate that a minimum 
of the first four terms on each side of Eq. 3 is required to have 
the most accurate predictions. It should be noted that C(z) and 
D(z) are usually referred to as the poles and zeros of a transfer 
function in the literature.    
Based on the higher order linear model, a transfer function 
(Eq. 5) is generated for predicting the high frequency regime 
transient response. Figure 3 illustrates the accuracy of this 
model for frequencies higher than 200 Hz. 
𝐶(𝑧) = 1 + 0.2641𝑧−1 − 0.2513𝑧−2 − 0.3054𝑧−3 −
0.2756𝑧−4  (5)
𝐷(𝑧) = 0.0012𝑧−1 − 0.0044𝑧−2 + 0.0051𝑧−3 −
0.0019𝑧−4  
In order to study the effect of the amplitude on flame 
behavior and the transfer function, the ratio of the oscillations 
to the mean value was doubled. The results depict a fourth 
order transfer function similar to the previous cases, which 
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predicts the high frequency responses (70% for 500 Hz, 84% 
for 1000 Hz, and 91% for 2000 Hz), with different coefficients. 
The fourth order equation is the effective transfer function 
for various equivalence ratios. For example, a stoichiometric 
flame was tested with different flame curvature and amplitude. 
The optimum transfer function has the same format as it does 
with the other cases. The accuracies for the high range of 
frequencies is 83% for 500 Hz, 93% for 1000 Hz, and 94% for 
2000 Hz. The higher accuracy at the same frequencies was 
expected due to the faster burning rate at the stoichiometric 
condition compared to the lean flames. 
As can be concluded from the recent results in this section, 
the whole range of frequencies is divided in two regimes based 
on the cut-off frequency obtained from numerical simulations 
of transient response of laminar premixed flames for each 
equivalence ratio, and a separate transfer function is defined for 
each section. Although the accuracies are in an acceptable 
range, there may be considerable improvement using nonlinear 
models to predict the output. Therefore, in order to study the 
capability of nonlinear models to predict the flame response 
more accurately, different nonlinear transfer functions were 
analyzed in the next section. 
IV. NONLINEAR SYSTEM ANALYSIS
As shown in the previous section, although linear transfer 
functions can achieve accurate prediction in the low frequency 
range of flame response to changes in stretch rate, they are not 
able to predict the response at some high frequencies. As 
mentioned in the introduction, in analyzing flame instabilities, 
flow velocity perturbations (as the input to the system) change 
the heat release rate (as the output) by influencing the flame 
surface area. Therefore, flame transfer functions are studied 
using the flame response to velocity fluctuations. The heat 
release rate modulations result in acoustic pressure 
perturbations, and could be linked to inlet flow velocity 
oscillations. Therefore, in order to capture the nonlinearities in 
the thermos-acoustic coupling, the flame transfer function has 
been replaced by the flame-describing function [11]. It has 
been reported that in premixed combustion systems, the 
relationship between velocity and heat release makes the 
system nonlinear, whereas gas dynamic processes generally 
stay in the linear regime [12]. 
Among these predictive models, using NARX (Nonlinear 
Autoregressive Exogenous) led to better results in estimating 
the transient response of the flame for the whole range of 
frequencies, including both low and high frequency regimes. 
Figure 3 illustrates the NARX predictions in comparison to the 
complex chemistry numerical results for the flame with an 
equivalence ratio of 0.8 at different frequencies. NARX models 
(which are an extension of ARX in polynomial transfer 
functions) are flexible nonlinear functions that are able to 
capture the complex behavior in nonlinear systems such as the 
current data set. Eq. (6) illustrates the structure of a linear 
Single Input/Single Output ARX model: 
𝑦(𝑡) + 𝑎1𝑦(𝑡 − 1) + 𝑎2𝑦(𝑡 − 2) + ⋯ + 𝑎𝑛𝑎𝑦(𝑡 − 𝑛𝑎) =
𝑏1𝑢(𝑡) + 𝑏2𝑢(𝑡 − 1) + ⋯ + 𝑏𝑛𝑏𝑢(𝑡 − 𝑛𝑏 + 1) + 𝑒(𝑡)  (6) 
Where 𝑢 , 𝑦  and 𝑒  are the input, output, and noise, 
respectively. This structure implies that the output 𝑦(𝑡) is 
predicted as a weighted sum of past output values and current 
and past input values. 𝑛𝑎 is the number of past output terms, 
and 𝑛𝑏 is the number of past input terms used to predict the 
current output. It has been shown that the surface wrinkling in 
turbulent flames at one location, in addition to the local 
velocity perturbation, also depends on the flame surface 
fluctuations at previous times upstream of the flame front [13]. 
Therefore, an ARX model could capture this memory effect 
occurring in turbulent flames by modifying the laminar 
flamelet response to a change in upstream flowrate. 
After applying the nonlinear ARX model to predict the 
flame response, the results need to be validated by comparing 
the estimations with time series datasets obtained from 
complex chemistry numerical simulations. The nonlinear ARX 
model has been applied to three different datasets including, the 
low frequency regime (nonlinear ARX 2 in Fig. 2), the high 
frequency regime (nonlinear ARX 2 in Fig. 3), and the whole 
range of frequencies (nonlinear ARX 1 in Fig. 2 and 3). 
Therefore, three different nonlinear transfer functions were 
generated and tested against the numerical computations. As 
can be concluded from Figs. 2 and 3, nonlinear ARX model 2 
based on two different frequency regimes, shows accurate 
predictions for each frequency compared to the linear higher 
order ARX model and nonlinear ARX model 1. It should be 
noted that these models are all capable of predicting the 
transient responses due to their storing of time histories in their 
structures. However, because of the nonlinear relationship 
between the input and output at high frequencies, nonlinear 
models are more accurate in general. 
Figure 2.  Estimation of transient response of a laminar premixed flame for 
φ=0.8 using a higher order linear ARX model and a nonlinear ARX model in 
the low frequency regime 
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Figure 3.  Estimation of transient response of a laminar premixed flame for 
φ=0.8 using the higher order linear ARX model and nonlinear ARX model in 
the high frequency regime 
V. CONCLUSIONS 
In this paper, the transient response data on the rate of 
conversion of chemical to sensible enthalpy, and the local 
flame speed for a laminar premixed flame that was exposed to 
periodic flow conditions, was analyzed in order to estimate a 
transfer function between these inputs and outputs. The study 
of the transient response analysis of a curved flame could be a 
potential modification to the quasi-steady assumption used in 
laminar flamelet libraries in order to improve premixed 
turbulent combustion modeling. The transient response dataset 
was taken from a previous study, which was a complex 
chemistry simulation of an inwardly burning laminar premixed 
(lean methane/air) flame in a cylindrically-symmetric geometry 
for different equivalence ratios (0.7 – 1.0) with cyclic exposure 
to positive and negative stretch rates at different frequencies (0 
– 2000 Hz). In this paper, the higher order linear and nonlinear
analyses have been performed for equivalence ratio of 0.8 only, 
to show the capability of transfer functions to capture the flame 
behavior when exposed to a flow perturbation upstream of the 
flame front. 
A linear first order model was applied to the data and it fit 
the low frequency results for each flame. However, the flame 
behavior deviates from that of a linear first order system as the 
frequency increased and approached conditions where the 
chemical and flow time scales were similar. Applying higher 
order linear transfer functions improved the predictions (except 
for in the high frequency regime) due to the capability of the 
transfer function to store the time histories in its structure.  
Nonlinear models, such as the nonlinear ARX model, could 
correctly predict the transient local flame speed over the whole 
range of frequencies and changing flow conditions. This 
transfer function could also reconstruct the local flame speed 
response for any arbitrary flow input, which enables the model 
to capture the transient effects of a flame in any conditions. 
Therefore, estimating a flame transfer function for laminar 
premixed flames could yield a better understanding of flame 
dynamics and could be used in order to modify the quasi-
steady assumption in laminar flamelet models of turbulent 
combustion. Using the generated transfer functions based on 
the simulation datasets, the transient complex chemistry results 
were predicted with an accuracy over 70%. 
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Abstract—The expansion of wind energy development has 
resulted in larger wind farms and closer placement of turbines 
to utilize the space available. Each turbine produces a wake 
that affects downstream turbines, which causes issues such as 
production loss, blade loading, and fluctuating electrical 
output. In order to minimize this impact, the wake produced 
by turbines must first be understood. Experimental methods 
were used in the exploration of the wake effects of wind 
turbines. Smoke visualization inside a controlled wind facility 
was used to determine the helical vortex wake distribution 
behind a 3.3 m diameter turbine as well as the tip vortex 
shedding on the blade. Wind Doppler Light Detection and 
Ranging (LiDAR) measurement devices are used to measure 
the velocity of aerosols to determine the wind velocity. This 
technique can be used to measure the airspeed in the wake of a 
wind turbine. The University of Waterloo Wind Energy Group 
has a ZephIR z150 LiDAR to use in this study. The LiDAR 
was verified for accuracy against a cup and vane anemometer. 
The results determined that the LiDAR was suitable to provide 
accurate measurements in further turbine wake experiments. 
The University of Waterloo’s facilities provide the advantage 
to study wake effects under controlled wind conditions as well 
as under realistic open-air conditions. 
Keywords-wind energy; wake effects; LiDAR; wind farm layout 
I.  INTRODUCTION 
Increasing energy demands and the need for cleaner 
electricity sources have fueled the development of renewable 
energy, especially wind energy [1]. More wind farms are being 
developed with increased density of turbine spacing to utilize 
areas with high wind conditions. Therefore, wind turbine 
interaction is becoming a greater concern when developing and 
operating wind farms. 
Wakes are produced by the wind turbines which affect 
other downstream turbines. This can cause blade loading 
problems, affect rotor performance, cause fluctuating electrical 
output, and reduce production [2]. It is important to study the 
wake effects of wind turbines to be able to design wind farms 
to reduce the effects on downstream turbines. 
Several methods have been explored to measure and 
simulate the behaviour of the wakes. Some key behaviour 
characteristics include wake recovery, meandering, and 
expansion [2]. Experimental methods include wind tunnel tests 
and field measurements. The University of Waterloo’s Wind 
Energy Group has the capability to test small-scale wind 
turbines in both wind tunnel and field conditions. The issue 
with most wind tunnel experiments is obtaining accurate results 
while scaling wind turbines to fit the wind tunnel 
specifications. The University of Waterloo’s Controlled Wind 
Facility is able to house a 3..3 m diameter wind turbine with the 
benefit of obtaining controlled wind conditions up to 13 m/s. 
Additionally, the University has a 10 m wind turbine located in 
the external environment to test actual field conditions that 
would be experienced by commercial wind turbines. 
With these two wind turbines, the characteristics of wind 
turbine wakes can be studied and compared to get an 
understanding of the theoretical and actual behaviour of the 
wake. Experimental analysis using smoke visualization gives a 
visual of the wake profile, while a Light Detection and Ranging 
(LiDAR) measurement device measures the air speed in the 
wake. Both methods are used to determine the wake effects of 
the turbines in controlled and external conditions. 
II. EXPERIMENTAL FACILITIES
 Experiments to determine the behaviour of wind turbine 
wakes were tested inside the University of Waterloo Controlled 
Wind Facility. The large-scale wind turbine testing facility uses 
six 75 kW variable speed fans to obtain consistent wind 
conditions up to 13 m/s in the test area [3]. Fig. 1 shows the 
Figure 1. Controlled Wind Facility fans 
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fans on the outside of the facility. 
A 3.3 m diameter wind turbine, shown in Fig. 2(a), was 
developed by the UW Wind Energy Group to operate inside the 
controlled wind facility. The wind turbine, called the UW 
WEG turbine, has an output of 3 kW under 11 m/s wind 
conditions. 
A small-scale, grid connected wind turbine is located in the 
Region of Waterloo and is used by the Wind Energy Group for 
open-air testing. The turbine, manufactured by Wenvor 
Technologies, has two blades with passive variable pitching 
and a diameter of 10 m. The hub height is 30 m and has a 
power rating of 35 kW. The Wenvor turbine is shown in Fig. 
2(b). 
III. FLOW VISUALIZATION
Smoke visualization was used inside the Controlled Wind 
Facility to gain a visual understanding of the wake behaviour as 
well as provide quantitative measurements. Two smoke 
visualization techniques exist to study the wake behaviour of 
turbines [4]. Each method was explored in the experiments. 
The first method attached smoke emitters to the tip of the one 
of the blades. This method was used to analyze the wake 
behind the turbine. The second method ignited smoke in front 
of the turbine directed at the tip of the blade sweep to analyze 
the tip vortices. 
Both experiments were performed at a wind speed of 6 m/s 
and constant rotational speed of 100 RPM with the UW WEG 
turbine, resulting in a tip speed ratio of approximately 3.9. The 
behaviour of the smoke was captured at various views.  
A view of the progression from the tip ejection experiment 
using method 1 can be seen in Fig. 3. As the smoke propagates 
downstream, a helical pattern can be seen. This shows a typical 
helical vortex wake distribution. As vortex cylinders are shed 
from the blades of the turbine, they follow a helical path due to 
the rotation of the blade. The wake expansion can also be 
determined from the smoke visualization experiment. As the 
smoke moves downstream, the diameter increases due to this 
expansion. 
A close up of the tip of the blade in Fig. 4 shows the angle 
at which the smoke leaves the blade tip. This is known as the 
helix angle, ϕ, or the flow angle at the blade tip [5]. This angle 
is used to determine the direction of the vortex cylinder parallel 
to the axis of rotation. As a result, the induced velocity at the 
rotor plan can be calculated using Biot-Savart law if the 
vorticity strength in known. The experiment resulted in a helix 
angle of 25º from the setup parameters. 
The second smoke emission method released smoke 
upstream of the turbine to visualize the vortices being shed 
from the blade tips. A tip vortex forms as the blade passes 
through the smoke. The vortex moves downstream and another 
is formed as the next blade passes. This effect is seen in the 
results of the experiment in Fig. 5, which shows a tip vortex 
being formed and vortex that has moved downstream with the 
flow. The distance between these vortices is related to the 
helical path of the vortex cylinders that was seen in the 
previous experiment. 
IV. LIDAR MEASUREMENTS
Wind Doppler LiDARs have the capability to measure the 
velocity of particulates in the air, which are used as seeding 
material to determine the wind speed [6]. The LiDAR achieves 
(a)  (b) 
Figure 2. University of Waterloo’s wind turbines: (a) UW WEG Turbine 
and (b) Wenvor Turbine 
Figure 3. Tip smoke visualization progression of the UW WEG turbine 
for 6 m/s wind speed and a blade rotaion of 100 RPM 
Figure 4. Helix Angle of the UW WEG turbine for 6 m/s wind speed and 
a blade rotaion of 100 RPM 
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this by the use of a laser, which uses the Doppler Effect from 
the scattered light reflected from the particulate to calculate the 
speed of that particle. 
Therefore, to measure the velocity of the air in the wake of 
the turbine, a ZephIR z150 LiDAR, shown in Fig. 6, is used. 
The LiDAR has the ability to measure various heights and uses 
a conical sweeping pattern to calculate the direction of the 
wind. Therefore, it can be used to get a representation of the 
velocity profile in the wake as it progresses downstream. 
Before using the LiDAR for wake measurements, it was 
first verified for accuracy [8]. A test was conducted to compare 
the LiDAR against a cup and vane anemometer, each at 
different heights in atmospheric conditions. The anemometers 
were attached to the Wenvor wind turbine tower and located at 
a vertical height of 10 m from ground level and a height of 20 
m for the cup and vane anemometers respectively. 
Due to constraints on the LiDAR, a minimum height of 12 
m was achieved to compare against the cup anemometer. The 
vane anemometer was used to verify the wind direction. The 
LiDAR was located 18 m away from the Wenvor tower to 
avoid interference due to the conical sweeping of the laser. The 
LiDAR was placed at a similar distance away from a nearby 
tree line and ensured that the ground level was consistent with 
the tower. A view of the setup is shown in Fig. 7. Data was 
collected in 10-minute averages over the span of one hour. 
The result of the velocity comparison for the LiDAR and 
cup anemometer is shown in Fig. 8. Due to the limitations of 
the LiDAR minimum measurable height, the measurements 
were scaled based on the power law to get equivalent values at 
10 m. Both measurements followed the same trend and were 
within the error of measurements. However, the data was 
skewed, which could be the result of the scaling or a bias in the 
cup anemometer measurements. 
Similar to the velocity comparison, the direction 
measurements also showed similar trends as seen in Fig. 9. 
Again, the comparison shows the measurements were with 
error. Therefore, it was concluded that the LiDAR 
measurements were within reasonable accuracy to use for wake 
measurements.  
In order to take measurements in the wake of a turbine, the 
LiDAR needs to be modified to convert the conical sweep of 
the laser to a single point line-of-sight laser [9]. This ensures 
that the measurement position can be placed at a single point 
and then traversed to gain a profile of the wake. 
V. CONCLUSION 
Understanding wake behaviour of wind turbines is 
important for the development of new wind farms and design 
of wind turbines. Understanding can be achieved through 
experiments using flow visualization and LiDAR 
measurements. 
The University of Waterloo Wind Energy Group uses two 
wind turbines to contribute to the study of wakes. The two 
turbines have the benefit to compare controlled wind versus 
open-air conditions. A controlled wind facility allows for the 
testing of a 3.3 m diameter wind turbine under steady wind 
conditions up to 13 m/s, while an external 10 m diameter 
turbine experiences realistic variable wind effects. 
Figure 7. LiDAR verification test setup 
Figure 5. Upstream smoke visualization of the UW WEG turbine 6 m/s 
wind speed and a blade rotaion of 100 RPM 
Figure 6. ZephIR z150 LiDAR [7] 
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Smoke visualization was used to determine the wake 
characteristics such as a helical vortex distribution, tip vortex 
shedding, and wake expansion inside the Controlled Wind 
Facility. This was completed with two smoke visualization 
techniques that emit smoke from the tip of a turbine blade and 
another to emit smoke upstream of the turbine directed at the 
sweeping blade tips. In the first method, the helix angle was 
able to be measured with a value of 25º. The second method 
showed the formation and downstream propagation of the tip 
vortices. 
Wind Doppler LiDAR measures the speed of aerosols in 
the wind to calculate the wind speed. A ZephIR z150 LiDAR 
was measured against a cup anemometer at a height of 10 m to 
verify the wind velocity measurements. The LiDAR was also 
measured against a vane anemometer with a 20 m height to 
verify wind direction measurements. The comparison between 
the LiDAR and both anemometers showed the same trend and 
were within error, resulting in the conclusion that the LiDAR 
had sufficient accuracy to use in the measurement of air speeds. 
Therefore, the LiDAR is able to be used to measure the 
velocity profile in the wakes of the turbines. 
The comparison between controlled and external conditions 
will allow for a better relation between the theoretical 
understanding of wake effects and the actual behaviour of a 
wind turbine. With this, better optimization of wind farms can 
lead to increased density while reducing production losses and 
turbine maintenance. 
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Figure 9. Vane anemometer and LiDAR wind direction comparison 
Figure 8. Cup anemometer and LiDAR velocity comparison 
Figure 8. Cup anemometer and LiDAR velocity comparison
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Abstract—Triboelectric nanogenerator (TENGs), based on the 
principles of triboelectrification and electrostatic induction, 
have recently been viewed as a promising approach to harvest 
mechanical energy, which would otherwise be wasted through 
dissipation to surrounding. Large contact area and large surface 
area have been identified as the basic design principles to 
promote the performances of TENGs. In this study, particulate 
leaching method was used to introduce and tailor the open-cell 
morphology of negative triboelectric layers in TENGs. The 
effects of material type, material geometry, open-cell 
morphology on the level of triboelectrification induced by 
mechanical motions were also investigated. Experimental 
results revealed that polyvinylidene fluoride (PVDF) performed 
better than high density polyethylene (HDPE) as the negative 
triboelectric layer of the TENG. Furthermore, increasing the 
contact area, reducing the thickness, and introducing fine pores 
would enhance the performances of TENGs.  
Keywords-energy harvesting; geometry; open-cell morphology; 
polymer; triboelectricification 
I.  INTRODUCTION 
Triboelectrification, in conjunction with electrostatic 
induction, has been developed into an innovative energy 
harvesting technology – triboelectric nanogenerators (TENGs) 
[1]. Although different types of technologies based on 
electrostatic, electromagnetism, and piezoelectricity exist to 
convert mechanical energy into electrical energy [2], TENGs 
have recently been drawing attentions. It is considered as a 
promising solution to harvest mechanical energy, which will 
otherwise be wasted, into useful energy. In addition, TENGs are 
also capable of powering sensors, portable electrics, and 
biomedical microsystems [1,3]. 
There are several different modes of TENGs. Among them, 
the contact-separation mode is one of the simplest ones. In this 
mode, two friction materials with different triboelectric 
properties contact and separate periodically. Each of them is 
attached to an electrode. During contact, electrons transfer from 
one material to the other because of their abilities to attract 
electrons. As a result, the material loses electrons would become 
positively charged while the other gains electrons would be 
negatively charged. Subsequently, the two oppositely charged 
materials separate and a potential difference will be generated 
between them. This will electrostatically induce a current flow 
along an external circuit connected to the two electrodes adhered 
by the two materials in order to compensate the potential 
difference. When the two materials are pressed again, the 
potential difference will decrease and a reverse current flow will 
be induced. This periodic action will in turn generate an 
alternating current [3]. 
Although triboelectrification is a well-known phenomenon, 
its fundamental is not fully understood yet.  Various parameters 
can affect the degree of triboelectrification of materials, and 
thereby the performances of TENGs. These factors include 
humidity, external force applied to induce the periodic contact 
and separation of friction materials, chemical composition of the 
friction layers, geometrical parameters (e.g., thickness and 
contact area), and morphological parameters (e.g., shape and 
surface area).  
Recently, researchers have conducted studies to investigate 
the effects of these governing factors on the degree of 
triboelectrification in order to optimize the performances of 
TENGs [1-3]. Wang revealed that microstructuring the surface 
of PDMS, which was used as the negative side of the friction 
materials, could influence the charge density accumulated on the 
material surfaces [4]. It is believed that the creation of pyramid-
based micro-patterns is effective to enhance the contact area and 
potentially the triboelectrification. Lee et al. suggested that the 
introduction of a film-covered pillar structure on PDMS would 
enhance the conformable contact and adhesion energy, which 
would in turn increase triboelectrication [5]. Another recent 
work fabricated a hydrophobic polydimethylsiloxane (PDMS) 
sponge to study the effect of pore size and humidity on TENG 
parameters [2]. They observed that TENG voltage and current 
density greatly increased when PDMS pore size reduced from 
10 µm to 0.5 µm. Furthermore, the developed voltage only 
slightly decreased when relative humidity increased from 20 to 
80%, which showed reasonable stability of hydrophobic 
structure under different humidity conditions. Chen et al. posed 
that matrix of high dielectric nanoparticles like strontium titanate 
(SrTiO3) in PDMS can enhance charge density of TENG and 
improve the power output of the device by five times [6]. 
287
This paper studied the effects of material type and material 
geometry (e.g., thickness and contact area) on the electrification 
of polymer-based TENGs. After identifying the appropriate 
material type, particulate leaching was used to introduce and 
tailor the open-cell structures of negative triboelectric layers. 
Parametric studies were conduct to elucidate how the open-cell 
morphology of the triboelectric layer influenced the output 
performances of TENGs. This work enhanced the understanding 
of material design on their triboelectriciation and provided new 
and effective strategy to enhance the performances of TENGs. 
II. EXPERIMENTAL
A. Materials 
Polyvinylidene fluoride (PVDF, Kynar 741, Arkema) and 
high density polyethylene (HDPE, Sclair® 2710, NOVA 
Chemicals) were used to fabricate the negative triboelectric 
layers of TENGs. Thermoplastic polyurethane (TPU, Estane® 
2103-70A, Lubrizol) was used to fabricate the positive 
triboelectric layers of TENGs. Table I summarizes the physical 
properties of PVDF, HDPE, and TPU. Sodium chloride (NaCl) 
was used as the leaching agent to fabricate porous negative 
triboelectric PVDF layers. The electrodes of TENGs were made 
by copper tapes with conductive adhesive. All materials were 
used as received without any modification. 
TABLE I. PHYSICAL PROPERTIES OF PVDF, HDPE, AND TPU 
Polymer 
Physical Properties 
Density Young’s Modulus 
HDPE 951 kg/m3 1000 MPa 
PVDF 1780 kg/m3 1700 MPa 
TPU 1060 kg/m3 2.1 – 5.2 MPa 
B. Sample Preparation 
Solid triboelectric negative layers were fabricated by 
compression molding (Craver Press, 4386 CH) PVDF powders 
or HDPE pellets at 185C and 140C, respectively, into samples 
with various thicknesses and areas. In the first step, the heat 
platens of the compression molding machine were brought into 
contact with the mold, which loaded with polymer powders or 
pellets, for 5 minutes to ensure the complete melting of the 
materials. Subsequently, the molding pressure was ramped up to 
27 MPa and was held at the set pressure for 5 minutes to fabricate 
the disc samples. Similar procedures were used to fabricate the 
solid TPU triboelectric positive layers, which were 0.5 mm 
thick. 
Porous PVDF triboelectric negative layers were fabricated 
by compression molding and particulate leaching process using 
the procedures indicated below: 
STEP 1. NaCl powders were sieved into different sizes (i.e., <53 
m and 53 – 250 m,). 
STEP 2. PVDF powders were dry-blended with 80 wt.% sieved 
NaCl powders. 
STEP 3. PVDF-NaCl mixtures were molded by a compression 
molding machine at 185C and 27 MPa into disc 
samples of desired thicknesses and areas. All porous 
samples are 0.50 mm in their thicknesses and 3.14 cm2 
in their areas. 
STEP 4. Molded samples were submerged under water at room 
temperature (i.e., 23C) for 72 hours to leach out the 
NaCl crystals. Water was changed regularly to avoid 
the saturation of NaCl. 
STEP 5. The open-cell PVDF samples were then dried in an 
oven at 50C for 24 hours. 
Table II summarizes the key parameters being studied in 
this work to elucidate the effects of material type, material 
geometry, and open-cell morphology of the negative 
triboelectric layer on the triboelectrification of the TENG. 
TABLE II. PHYSICAL PROPERTIES OF PVDF, HDPE, AND TPU 
Parameter Value  Unit 
Material Type PVDF and HDPE - 
Thickness 0.15, 0.22, and 0.50 mm 
Area 2.0, 4.0, 6.0, and 8.0 cm2 
Pore Size <53 and 53–250 m 
C. Sample Characterization 
The morphology and structure of the samples were 
characterized by a scanning electron microscope (SEM) (FEI 
Company Quanta 3D FEG. The cross-sections of porous PVDF 
samples were exposed by cryo-fracturing the samples under 
liquid nitrogen. The fractured surfaces were then sputter-coated 
with gold (Denton Vacuum, Desk V Sputter Coater).  
Open-cell contents of porous PVDF samples were measured 
by a gas pycnometer (Quantachrome, Ultrapyc 1200e). Nitrogen 
was used to determine to total volume of the solid part and the 
closed-cell (Vt) by employing Archimedes’ principle of fluid 
displacement, and Boyle’s Law of gas expansion. Then, the 
open-cell content (Oc) can be determined by Equation (1). 
 𝑂𝑐 =
𝑉𝑔−𝑉𝑡
𝑉𝑔
× 100% 
where Vg is the geometric volume of the open-cell foam sample. 
A simple contact-mode TENG, as illustrated in Figure 1, 
was constructed by using two pieces of cast acrylic plates as the 
substrates. Copper electrodes with conductive adhesive were 
adhered to the two plates. The positive and negative 
triboelectric layers were adhered to the two electrodes. 
Conducting wires were used to connect the two electrodes to an 
oscilloscope (Tektronix, TBS1052B-EDU) to measure the 
output voltage of the TENG during its operation. The 
measurement was obtained by averaging the output voltages 
generated by the mechanical vibration as a result of dropping 
the TENG’s top plate, which was attached with a 195 g mass, 
onto its bottom plate for at least 25 times from a height of 3 cm. 
All data points were obtained from the characterization of three 
samples and the error bars present the standard deviations of the 
data values. 
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Figure 1.  Schematic of Triboelectric Nanogenerator Setup 
III. RESULTS AND DISCUSSION
The performance of TENG was predominantly depending on 
the degrees of triboelectrification in both the positive and the 
negative triboelectric layer. In this context, parametric studies 
were conducted to study the effects of polymer type, triboelectric 
layer’s geometry, as well as foam morphology on the degrees of 
triboelectrification of these friction layers. 
A. Effect of Polymer Type on Triboelectricification 
The tendencies of materials to gain, lose, or hold electrons 
when contacting other materials depend on their chemical 
compositions. Literatures have reported different triboelectric 
series to organize materials according their ability to gain 
electrons. These data tables indicated that both PVDF and HDPE 
have higher tendencies than TPU to gain electrons. Therefore, 
when they are pairing up with TPU in a TENG, PVDF and 
HDPE will serve as the negative triboelectric layers while TPU 
will serve as the positive triboelectric layer. To compare their 
abilities to draw electrons away from TPU upon periodic contact 
and separation, solid PVDF and HDPE samples with the same 
contact area (i.e., 4 cm2) and varying thicknesses were used as 
the negative triboelectric layers of the TENG setup. Figure 2 
illustrate the average peak voltages generated by TENG 
consisted of PVDF and HDPE as the negative triboelectric 
layers. It can be observed that, regardless of the layer’s 
thickness, the peak voltages generated in the TENGs with PVDF 
negative triboelectric layers were ~2 times of those generated in 
the TENGs with HDPE negative triboelectric layers. 
Figure 2.  Comparison of PVDF and HDPE’s Performances on 
Triboelectrification for Contact Area of 4 cm2  
B. Effects of Sample Geometry on Triboelectricification 
The effects of triboelectric layer’s thicknesses and contact 
area on the degree of triboelectrification were investigated by 
measuring the changes in vibration-induced voltage generated as 
these two geometric factors of the negative triboelectric layer 
(i.e., PVDF and HDPE) were varied. Figures 3 and 4 illustrate 
the effects of the thickness and contact area of the PVDF layer 
and the HDPE layer, respectively, on the peak voltages 
generated during periodic contact and separation of the TENG. 
Likewise, regardless of the thickness and the contact area, the 
uses of PVDF as the negative triboelectric layer consistently 
resulted in higher degrees of triboelectrification than the uses of 
HDPE.  
Figure 3.  Effects of PVDF Layer’s Geometry (i.e., Thickness and Contact 
Area) on Triboelectrification 
Figure 4.  Effects of HDPE Layer’s Geometry (i.e., Thickness and Contact 
Area) on Triboelectrification 
For both PVDF and HDPE, it can also be observed that the 
peak output voltages of the TENG increased by increasing the 
triboelectric layer’s contact area or decreasing the triboelectric 
layer’s thickness. The effect of contact area on the degree of 
triboelectrification was intuitive. Increasing the contact area 
would result in the accumulation of more charges between the 
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opposite triboelectric layers, leading to a higher degree of 
electrification during the periodic contact and seperation 
between the two layers. In constrast, decreasing the thickness 
of the PVDF or HDPE layer increased the peak output voltage. 
This could be attribute to the higher  degree of electrostatic 
induction by the charged triboelectric layers and the electrodes. 
Experimental results confirmed the analytical model of the 
induced charge density (i.e., Equation (2)) derived by Wang et 
al. [7].  
 σ′ =
𝜎𝑑3𝜀𝑟1𝜀𝑟2
𝑑1𝜀𝑟1+𝑑3𝜀𝑟1𝜀𝑟2+𝑑2𝜀𝑟2
× 100% 
where ’ is the induced charge density;  is the triboelectric 
charge density r1 and r2 are the relative permittivity of the 
positive triboelectric layer and negative triboelectric layer, 
respectively; d1, d2, and d3 are the thicknesses of the positive 
triboelectric layer, negative triboelectric layer, and the air gap, 
respectively. 
C. Effects of Open-Cell Morphology on Triboelectricification 
Figure 5 illustrates an SEM micrograph of a representative 
open-cell PVDF sample prepared by using 80 wt% of NaCl with 
particle size of 53 m – 250 m. The individual cells resembled 
the cubic shape of NaCl crystals. It can be observed that the 
cubic pores were uniformly distributed and interconnected 
throughout the PVDF matrices. Figure 6 revealed the effect of 
NaCl particle size (i.e., pore size after the particulate leaching 
process) on the open-cell contents of porous PVDF foams 
fabricated by using 80 wt% NaCl.  
Figure 5.  SEM Micrograph of Porous PVDF Negative Triboelectric Layer 
Figure 6.  Effect of NaCl Particle Size on the Open-Cell Content of the 
Porous PVDF Layer 
It can be observed that smaller NaCl particle sizes would 
yielded porous PVDF foams with higher open-cell contents. 
The negative correlation between these two parameters could 
be attributed to the higher packing efficiency of smaller 
particles. Figure 6 show that smaller NaCl particle size would 
increase the open-cell content of the fabricated PVDF foams 
after the complete leaching of NaCl. The higher packing 
efficiency of smaller NaCl particles would promote the 
interconnectivity among the particles, increasing the opening 
among adjacent pores after the leaching process. 
Figure 7 revealed that open-cell PVDF layer led to a higher 
degree of triboelectrification than solid PVDF layer. 
Furthermore, the promoted performance became more 
significant as the pore size decreased. It is believed that the 
presence of pores in the PVDF layer would enhance the degree 
of triboelectrification in three-fold. On the one hand, the 
ominpresence of pores throughout the PVDF layer significantly 
increased the surface area of the triboelectric layer. This would 
increase the accumulation of charges during the periodic 
contact and seperation of the opposite layers. On the other hand, 
this also reduced the local thickness of the triboelectric layer. It 
is speculated that this would enhance the electrostatic induction 
and thereby increased the peak voltage generated. Finally, the 
promoted conformabiity of the contact surfaces introduced by 
the PVDF foam structures would enhance adhension energy, 
which would then promote the triboelectric output [5].  
200 m 
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Figure 7.  Effects of PVDF Layer’s Morohology (Porosity) on 
Triboelectrification 
IV. CONCLUSION
The study has investigated the importance of polymer type, 
contact area, triboelectric layer thickness, and porosity on the 
triboelectric output voltage of TENG. Experimental results 
revealed that PVDF was a more efficient negative triboelectric 
material than HDPE, which increased the peak voltage by ~2 
times. Furthermore, increasing the contact area and decreasing 
the triboelectric layer thickness positively influenced the degree 
of triboelectrification and/or electrostatic induction. Finally, 
particulate leaching, using NaCl as the leaching agent, could 
introduce open-cell structures within the PVDF layer. The 
presence of pores and the reduction in pore size were found to 
be effective strategies to promote the triboelectric output of 
TENG. 
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Abstract—In the present work, combined cycle power
generation configuration studies with natural gas as a primary 
fuel. Steam is injected in main combustion chamber and reheat 
combustion chamber individually and simultaneously to 
understand the performance of combined cycle work output and 
greenhouse gas emissions. The effect of pressure ratio, gas 
turbine inlet temperature on combined cycle work output, 
thermal efficiency and exergy efficiency carried out with and 
without steam injection. It is observed that the steam injection 
increases gas cycle efficiency and decreases the steam cycle 
efficiency. Ideal pressure ratio found to be 25 in all different 
combined cycle power generation system configurations. 
Maximum CO2 emission reduction (7.2%) occurs when steam 
injected in reheater combustion chamber. 
Keywords – combined cycle; steam; turbines; energy efficiency; 
exergy efficiency 
I.  INTRODUCTION 
This Research investigations are conducted to study the 
combined cycle power generation systems with various options 
to increase efficiency and to reduce carbon dioxide emissions. 
Srinivas et. al. [1] conducted parametric simulation of steam 
injected gas turbine combined cycle. Waldyr [2] compared the 
humid air turbine (HAT) cycle with simple gas turbine cycle, 
steam injected gas turbine and also with the combined cycle. 
Nishida et. al. [3] investigated the performance characteristics of 
the regenerative steam injected gas turbine system. Shukla and 
Singh [4] conducted thermodynamic analysis of steam injected 
gas turbine cycle power plant with inlet air cooling. Bahrami et. 
al., [5] conducted performance comparison between steam 
injected gas turbine and combined cycle during frequency drops. 
Korakianititis et. al. [6] conducted performance investigations 
for combine-cogeneration power plants with performance 
enhancements. In the present work the effect of steam injection 
in main and reheat gas turbine combustion chambers and the role 
of operating variables  for different natural gas fired combined 
cycle power generation systems are investigated.   
II. CONFRIGURATION AND METHODOLOGY
A. Natural gas combined cycle configuration 
Natural gas fired combined power generation systems are 
gaining popularity due to their higher combustion efficiency and 
reduced emission.  Different combined cycle power generation 
configurations are considered in the present work and are listed 
in Table 1. Fig.ure 1 shows the schematic diagram of these 
configurations. 
The topping cycle consists of air compressor (𝐶1) followed
by an intercooler (𝐼𝐶). Air is further compressed in second air
compressor (𝐶2). Compressed air is burned with methane in
combustion chamber (𝐶𝐶1). In case of configuration #2 and #3 
from Table 1, a fraction of a steam (𝜁) is injected in the first
combustion chamber. Products of first combustion chamber 
enters main gas turbine (𝐺𝑇1 ) and produced work output.
Exhaust gas from main gas turbine further burned with methane 
in second combustion chamber (𝐶𝐶2). In case of configuration
#3, a fraction of steam (𝜔) is injected in reheater combustion
chamber. Product of reheater combustion chamber enters the 
reheater gas turbine (𝐺𝑇2) to produce work output. Exhaust gas
from gas turbine enters heat recovery steam generator (𝐻𝑅𝑆𝐺)
which produces steam in the bottoming cycle. The Steam then 
enters the steam turbine (𝑆𝑇) and produces work output. Fraction
of steam (𝜁 and 𝜔) is taken out at particular pressure and used in
topping cycle for power augmentation. Water vapor from steam 
turbine is then condensed in condenser and recirculates in the 
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bottoming cycle through pump. It is assumed that system is 
operating at steam state steady flow conditions. 
TABLE I. CONFIGURATIONS 
Configuration Description of Study
1
Combustion of air and methane without stream 
injection 
2 
Combustion of air and methane with steam 
injection in main combustion chamber 
3 
Combustion of air and methane with steam 
injection in main combustion chamber and reheater 
combustion chamber 
Figure 1 shows the generalized schematic diagram for all 
configuration listed in Table 1. Air is compressed from ambient 
condition into air compressor (𝐶1) and (𝐶2). An intercooler (𝐼𝐶) 
is used between 𝐶1 and 𝐶2 to bring the air temperature down 
and to reduce overall compressor work. Compressed air [𝜙𝑂. +(𝜃 × 3.76)𝑁.] enters combustion chamber 1 (𝐶𝐶1) and burned 
with methane fuel (𝛼) at constant pressure. Combusted gas has 
high thermal energy and expanded partially into Gas Turbine 1 
(𝐺𝑇1) to obtain shaft work (?̇?<=>). Partially expanded gas enters 
combustion chamber 2 (𝐶𝐶2) and burned with methane fuel (𝛽) 
to elevate the thermal energy of the gas. Gas coming out of 𝐶𝐶2 
is expanded in Gas Turbine 2 (𝐺𝑇2) to obtain shaft work (?̇?<=.). 
Gas coming out of 𝐺𝑇2 is passed through Heat Recovery Steam 
Generator (HRSG) to generate more steam which passes through 
Steam Turbine (𝑆𝑇) to obtain shaft work (?̇?@=). Saturated water 
flows  through pump (P) in order to increase pressure and then 
passed through HRSG, which then completes the Rankine cycle.  
Figure 1.  Schematic diagram of configuration 1, 2 and 3 (Listen in Table-1) 
The configuration #2 has basic schematic same as 
configuration #1, except a fraction of steam (𝜁) is extracted from 𝑆𝑇 and injected inside combustion chamber 𝐶𝐶1 with air and 
fuel. The fraction of steam 𝜁  is percentage of air mass flow 
which enters combustion chamber 𝐶𝐶1 at state 4. The steam 𝜁 is 
then taken out from steam turbine at the stage where steam 
pressure is 5% higher than pressure of combustion chamber 1 
(𝐶𝐶1). The configuration #3 is an extension from configuration 
#2, where fraction of steam (𝜔) is injected inside of reheater 
combustion chamber (𝐶𝐶2). Steam is taken out of steam turbine 
at 5% higher pressure present inside combustion chamber 2 
(𝐶𝐶2). 
TABLE II. FUEL BALANCE ON 𝐶𝐶1 AND 𝐶𝐶2 FOR  CONFIGURATION #1. 
Theo air
 [%
] 
𝛼 [%] 𝜁 [%] 
T
IT
1 
 [
𝐶H ] 𝛽 [%] 𝜔 [%] 
T
IT
2 
 [
𝐶H ] 𝜂 JK [%]
 
𝑊 L [kW
] 
𝑊 MJ [kW
] 
𝑊 net [k
W
] 
200 40 0 1053 60 0 1222 43.38 250363 146469 348051 
200 42.22 0 1074 57.78 0 1217 44.01 250363 145701 353104 
200 44.44 0 1095 55.56 0 1213 44.64 250363 144921 358139 
200 46.67 0 1116 53.33 0 1208 45.26 250363 144128 363155 
200 48.89 0 1137 51.11 0 1204 45.89 250363 143321 368153 
200 51.11 0 1157 48.89 0 1199 46.51 250363 142502 373130 
200 53.33 0 1178 46.67 0 1194 47.13 250363 141670 378088 
200 55.56 0 1198 44.44 0 1189 47.74 250363 140824 383024 
200 57.78 0 1218 42.22 0 1184 48.35 250363 139966 387939 
200 60 0 1238 40 0 1179 48.96 250363 139094 392832 
B. Thermodynamic Analysis and Methodology 
For the considered configurations energy and exergy 
analyses are conducted with steam injection in gas turbine 
combustion chambers. Equations are developed for the 
configurations and the role of steam injection and effect of 
operating variables are simulated on performance and carbon 
dioxide emissions..  
TABLE III. FUEL BALANCE ON 𝐶𝐶1 AND 𝐶𝐶2 FOR  CONFIGURATION #3. 
Theo air
 [%
] 
𝜁 [%] 
T
IT
1 
 [
𝐶H ] 𝜔 [%] 
T
IT
2 
 [
𝐶H ] 𝜂 JK [%]
 
𝑊 L [kW
] 
𝑊 <= [k
W
] 
𝑊 MJ [kW
] 
𝑊 net [k
W
] 
200 1 1173 1 1169 46.93 250363 491503 136722 376533 
200 2 1162 2 1146 46.52 250363 492837 132014 373246 
200 3 1152 3 1123 46.08 250363 493950 127296 369729 
200 4 1142 4 1102 45.62 250363 494858 122566 365996 
200 5 1132 5 1081 45.13 250363 495575 117824 362060 
200 6 1122 6 1061 44.61 250363 496115 113068 357934 
200 7 1112 7 1042 44.08 250363 496490 108297 353627 
200 8 1103 8 1023 43.52 250363 496710 103510 349152 
200 9 1094 9 1005 42.94 250363 496787 98707 344516 
200 10 1085 10 987.5 42.34 250363 496729 93886 339730 
All simulations have been conducted using Engineering 
Equation Solver (EES). 
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III. RESULTS AND DISCUSSIONS
A. Effects of pressure ratio on combined performance with 
fraction of steam injection 
The effects of pressure ratio on combined cycle for both 
thermal and exergy efficiency is shown in Fig 2. It can be seen 
from Fig. 2 that there is a sharp increase in thermal efficiency 
for initial pressure ratio range from 5 to 25. For configuration 
#1, there is a reduction in thermal efficiency corresponding to 
pressure ratio of 25 to 40 whereas for configurations #2 and #3, 
there is no such noticeable reduction in thermal efficiency after 
optimum pressure ratio has reached. Furthermore it can be seen 
from Fig. 2 that there is an increase of 1.57% exergy efficiency 
corresponding to 5% steam injection in 𝐶𝐶1 and 𝐶𝐶2. 
Figure 2.  Effects of pressure ratio on combined cycle for both thermal (solid 
line) and exergy efficiency (broken line) 
Figure 3.  Effects of pressure ratio on the combined cycle work output 
B. Effects on 𝐶𝑂.  emission with fraction of steam injection 
Amount of fuel reduction with steam injection has direct 
impact on 𝐶𝑂.  emissions. The operating parameters of the 
combined system are set as pressure ratio = 25, Ambient 
temperature =  25 𝐶H , Ambient pressure = 1 bar, Steam 
temperature = 500 𝐶H  and Steam pressure = 100 bar. The effects 
of steam injection on 𝐶𝑂. emission is shown in Fig. 4. When 
steam 𝜁  is injected to 𝐶𝐶1 , a constant 𝑇𝐼𝑇1  is maintained 
through reduction on air mass flow, thus reduction in compressor 
work. At this flow rate, combined cycle net work output increase 
by 3.2%, because of increase in mass flow of the steam from 0% 
to 10% in 𝐺𝑇1. In order to maintain constant combined cycle 
work output, fuel (𝛼) consumption reduces. And when steam 𝜔 
is injected in 𝐶𝐶2 only, mass flow rate affects only 𝐺𝑇2 and 
through reduction of fuel 𝛽  in 𝐶𝐶2 , 7.2% of 𝐶𝑂.  emission 
reduction observed. However, when steam 𝜁  and 𝜔  were 
injected in 𝐶𝐶1 and 𝐶𝐶2 together, only 0.9% of 𝐶𝑂.  emission 
was observed. The results indicates that injecting steam in 𝐶𝐶2 
alone has greater effects on reduction of 𝐶𝑂. emissions. 
Figure 4.  Effects of steam injection in 𝐶𝐶1 and 𝐶𝐶2 on Carbon Dioxide 
Emission. 
C. Performance analysis on fuel ratio for combined cycle with 
fraction of steam injection 
Table II shows fuel supply ratio between 𝐶𝐶1 and 𝐶𝐶2.At 
pressure ratio of 25 and Theoair of 200%, ideal fuel supply is 𝛼 = 54% and 𝛽 = 46%. At this fuel supply 𝑇𝐼𝑇1 and 𝑇𝐼𝑇2 are 
very close to each other, which then becomes and important 
factor to gas turbine efficiency. Furthermore, Table III shows 
steam 𝜁 and 𝜔 injected at 𝐶𝐶1 and 𝐶𝐶2 respectively. As steam 𝜁 injected in 𝐶𝐶1, there is a reduction in TIT1 due to increased 
mass from the steam, which further resulting in reduction of 
flame temperature. There is a sharp reduction in TIT1 of 88 𝐶H  
with 10% steam injection in 𝐶𝐶1. Further addition of steam 𝜔 
in 𝐶𝐶2 resulting further reduction of TIT2. Work output of the 
gas turbines are increased about 5MW but sharp decline in the 
net work output (37MW) due to work output lost from the steam 
turbine. Furthermore Table III shows ideal theoretical air input 
at different steam injection to maintain the same net work output. 
Theoretical air is reduced by 32%. It is assumed that complete 
combustion takes place in both 𝐶𝐶1 and 𝐶𝐶2. Steam injection 
decreases the amount of excess air in the combustion chamber, 
which also supports in controlling the temperature. The amount 
of steam injection has a limit depending on the air quality on the 
compressor. As a result of decreased fuel mass, the flue gas from 
the combustion chamber decreases resulting reduction in 𝐶𝑂.  
and 𝑁𝑂. emission (Fig. 4). 
D. Exergy destruction in combined cycle system 
Figure 6 shows exergy destruction in each individual 
component in combined cycle compared to overall exergy 
destruction in the cycle. These results corresponds to fixed 
turbine inlet temperature of 1200 𝐶H  and pressure ratio of 25. 
The main source of exergy destruction in the combined cycle 
unit are the main combustion chamber (𝐶𝐶1), reheat combustor 
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(𝐶𝐶2) and heat recovery steam generator (HRSG) which are 
responsible for 37%, 20% and 16% respectively of the total 
exergy destruction. It can be seen from the Fig. 6 that the 
combustors of topping cycle have the highest exergy destruction. 
Moreover, reducing the destruction in the combustors of topping 
cycle will lead to a significant improvement in the exergetic 
efficiency and also reduced destruction in the combined cycle.  
Figure 5.  Effects o work output with steam injection for Configuration #1, #2 
and #3. 
TABLE IV. EFFECTS OF WORK OUTPUT WITH STEAM INJECTION FOR 
CONFIGURATION #1, #2 AND #3 (FIG. 5). 
Work Output Steam injection in: 
[A] Gas Cycle Work Output 𝐶𝐶1 
[B] Steam Cycle Work Output 𝐶𝐶1 
[C] Combined Cycle Work Output 𝐶𝐶1 
[D] Gas Cycle Work Output 𝐶𝐶2 
[E] Steam Cycle Work Output 𝐶𝐶2 
[F] Combined Cycle Work Output 𝐶𝐶2 
[G] Gas Cycle Work Output 𝐶𝐶1 and 𝐶𝐶2 
[H] Steam Cycle Work Output 𝐶𝐶1 and 𝐶𝐶2 
[I] Combined Cycle Work Output 𝐶𝐶1 and 𝐶𝐶2 
The exergy destruction in the combustion chamber is related 
to chemical reaction that occurs in combustion process. The 
exergy destruction ratios that associated with both turbines are 
less than 10% of total exergy destruction of the power plant. 
Although the rejected heat in the condenser is considered as 
tremendous amount from first law of thermodynamics 
perspective, the exergy destruction ratio associated with the 
condenser unit is low because the steam at condenser condition 
does not have potential power to produce useful work. As the 
fraction of steam (5%) injected in 𝐶𝐶1and 𝐶𝐶2, there is a drop 
of exergy destruction in 𝐶𝐶1  and 𝐶𝐶2  by 2.3% and 2% 
respectively. Steam injection adds more useful work and lowers 
the requirement of fuel amount in combustion chamber, that 
further reduces the destruction.  
Figure 6.  Percentage of exergy destruction in each component as compared to 
overall destruction on combined cycle with steam injection. 
IV. CONCLUSIONS
It is observed that the steam injection increases gas cycle 
efficiency and decreases the steam cycle efficiency. Ideal 
pressure ratio found to be 25 for considered combined cycle 
power generation configurations. Steam injection in main 
combustion chamber and reheat combustion chamber 
individually has more benefit than steam injection in both 
combustion chambers together. Maximum CO2 emission 
reduction (7.2%) occurs when steam injected in reheat 
combustion chamber Thermal efficiency of combined cycle 
system increased by 8.2% when 10% steam injection in both 
combustion chambers. The present results and trends on steam 
injection effect on work output and efficiency are in agreement 
with results reported in the literature. 
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Abstract—Liquid water management is still a critical issue in 
the improvement of proton exchange membrane fuel cell 
(PEMFC) performance. In this work, for the first time, the 
liquid water behavior and transport inside the cathode of a 
PEMFC with a stirred tank reactor (STR) design, rather than 
the conventional PEMFC flow channel design, are numerically 
studied. The volume of fluid (VOF) method is employed in the 
simulation to track the gas-liquid interface. The capability of 
STR-PEMFC to reduce the liquid water flooding is also 
investigated and verified from the simulation, showing the 
potential of this channel-less type fuel cell in the further 
development.   
Keywords-proton exchange membrane fuel cell; water 
management; volume of fluid; stirred tank reactor. 
I.  INTRODUCTION 
Generally, fuel cells can be classified into five major types 
according to the electrolyte used: the phosphoric acid fuel cell 
(PAFC), the solid-oxide fuel cell (SOFC), the alkaline fuel cell 
(AFC), the molten carbonate fuel cell (MCFC), and the proton 
exchange membrane fuel cell (PEMFC) [1]. Among these types 
of fuel cells, PEMFC has been considered as one of the best 
potential candidates for vehicle and distributed power 
applications, mainly because of their low operating 
temperature, high power density, and good start-stop cycling 
durability. However, PEMFCs suffer from a water management 
problem that may cause a decrease in power output. Because 
the operating temperature of a PEMFC is under 100°C (usually 
50–100°C), water generated from the electrochemical reaction 
easily condenses into liquid water and accumulates in the 
cathode. 
Channels in the bipolar plate of the PEMFC can distribute 
the gas flow and remove excess liquid water, which is an 
effective way to improve the water management [2]. Many 
different types of flow field channel designs have been 
developed so far and most of them can be classified into three 
categories: parallel, serpentine, and interdigitated. In 2004, an 
innovative PEMFC with a porous layer connected to a stirred 
tank reactor (STR) rather than conventional gas flow channels 
was developed by Benziger et al. [3]. This STR PEMFC 
provides ideally suitable approaches to examine the fuel cell 
dynamics in the reaction and transport processes. The further 
experiments and analysis of the operating STR fuel cell were 
also reported by Hogarth and Benziger [4]. The results showed 
that compared to the conventional PEMFC with serpentine 
channels under humidified feeds or dry feeds, the STR fuel cell 
with dry feeds can provide higher power density and voltage at 
high current density. The features of this channel-less PEMFC 
include “dry-feeding, auto-humidification and self-draining” 
[4]. These research works by Benziger et al. [3, 4] not only 
revealed a simplified method for the PEMFC design, operation 
and control, but also indicated the remarkable advantages of 
auto-humidification in the commercialization of PEMFCs. 
However, no research to date has investigated the liquid water 
behavior and transport inside the STR PEMFC.  
Comparing with other numerical models applied in the 
simulation of water management in PEMFCs such as the two-
fluid model [5–7] and the mixture model [8–10], the volume of 
fluid (VOF) model [11] has the advantage of simulating the 
liquid water removal process by tracking the interface between 
the liquid and gaseous phases. In recent years, VOF method 
has been recognized as the most popular approach in the 
simulation of gas-liquid two-phase flow in PEMFCs [12] and a 
series of numerical studies have been reported in this area [13-
19]. 
In this study, a three-dimensional, two-phase flow model is 
developed to study the gas-liquid dynamics in the cathode of a 
PEMFC with STR flow field design. The corresponding 
simulations are conducted by using the VOF method. The 
liquid water general transport and emerging process are 
presented and discussed. 
II. NUMERICAL MODEL DESCRIPTION
A. Computational Domain and Boundary Conditions 
The numerical simulation domain (Fig. 1) is an STR 
PEMFC cathode, having similar dimensions to Hogarth and 
Benziger’s model [4], consisting of a porous layer connected to 
a stirred tank reactor rather than conventional gas flow 
channels. 
The porous layer is 0.019 m × 0.019 m × 0.0003 m (in the 
X, Y and Z direction respectively). The attached STR is 0.015 
m × 0.015 m × 0.0017 m and has an open rectangular plenum 
1 Corresponding Author and Principal Investigator: Dr. Biao Zhou, 
bzhou@uwindsor.ca, 1-519-253-3000 ext. 2630 
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as the gas flow field, minus four distributed pillars at intervals 
of 0.003 m in the X-Y plane. The dimension of these pillars is 
0.003 m × 0.003 m × 0.0017 m. A gas inlet channel and an 
outlet channel with the same dimensions as the pillars are 
connected to the STR and distributed on the diagonal corners. 
Gravity acts along the diagonal of the plenum connecting the 
gas inlet and outlet channels and is directed toward the outlet. 
The porosity of the porous layer is 0.3. 
The no-slip boundary condition is applied to the walls in 
STR model. The liquid mass flow rate is set as 1.331×10-4 kgs-1 
and the gas mass flow rate is set as 6.615×10-5 kgs-1. The 
pressure outlet boundary condition is applied at the outlet. The 
contact angle for the side walls of plenum, upper walls of 
plenum and walls of porous layer are 53°, 43° and 130° 
respectively.   
Figure 1. Computational domain of STR model. 
B. Computational Methodology 
The VOF method is employed in the present study to track 
the gas-liquid flow interface. Air is considered as the gaseous 
phase and liquid water is considered as the liquid phase. The 
fluid flow is laminar because of the low flow velocity and the 
small size of the channels. Heat transfer and phase changes are 
not considered in this study to reduce the computation time. 
The simulations are conducted using the commercial software 
package ANSYS Fluent. The governing equations for VOF 
method are the same as those employed in our previous work 
by Wang and Zhou [15]. 
C. Grid Independency 
The computational domain of the STR model is meshed by 
167,400 cells with a total volume of 4.602×10-7 m3. The cell 
size is approximately 1.67×10-4 m in the X and Y directions, 
whereas the dimensions in the Z-direction are 1.4×10-4 m in 
the plenum domain and 5×10-5 m in the porous layer domain. 
This grid size has been validated for PEMFC-related 
simulations by Le et al. [14], and the grid independency check 
is achieved by increasing and decreasing certain percentages 
of grid cells.   
III. RESULTS AND DISCUSSION
A. General Process of Liquid Water Transport in STR Model 
(a)  (b) 
(c) (d) 
(e) (f) 
Figure 2. General liquid water transport in the STR model. 
Fig. 2 shows the general process of liquid water transport 
over time at several selected time instants, which can be 
divided into the following sub-processes: 
1) The liquid water generated from the electrochemical
reaction is supplied continuously from the liquid inlet
boundary, i.e., the back surface of the porous layer.
2) The liquid water migrating through the porous layer
reaches the interface between the porous layer and the
plenum, first at the four corners (Fig. 2(a)), then at the
peripheral edges of the plenum domain and the edges
of four pillars (Fig. 2(b)).
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3) Liquid water passes through the interface and emerges
along the sidewalls of the plenum domain and also at
the sidewalls of each pillar (Fig. 2(c)). Some liquid
water emerges from the circumjacent areas near the
pillars as well (Fig. 2(d)).
4) The liquid water emerging from the peripheral edges of
the plenum domain and from the edges of the pillars
merge together with the liquid water from the
circumjacent areas near the pillars, forming a “tooth
shape” (Fig. 2(e)).
5) As more water enters the plenum, the areas below the
pillars become flooded. With the force of gravity and
the gas flow, the liquid water drains out of the
computational domain through the outlet channel (Fig.
2(f)).
B. Liquid Water Distribution in Plenum 
(a)  (b) 
(c) (d) 
Figure 3. Liquid water distribution on plenum plane near interface (Z = 
0.00031 m) in the STR model. 
Fig. 3 shows the liquid water distribution on the X-Y plane 
extracted from the plenum domain at Z = 0.00031 m, which is 
very close to the interface of the porous layer. At first, liquid 
water emerges from the peripheral edges of the plenum domain 
and the edges of pillars (Fig. 3(a)), especially the lower edges. 
Subsequently, water emerges from the circumjacent areas near 
the lower sides of the four pillars and also the upper sides of 
the top pillar and gradually merges with the water from the 
edges of plenum (Fig. 3(b)), forming tooth-like shapes (Fig. 
3(c)). Finally, the lower areas near the pillars become flooded, 
as well as the areas near the peripheral edges of the plenum 
(Fig. 4(d)). It can be observed that the liquid water appears 
mainly in the lower part of the plenum, which is caused by the 
direction of gravity and the locations of the inlet and outlet 
channels. 
IV. CONCLUSIONS
In this study, the gas-liquid behavior inside an STR 
PEMFC is numerically investigated through the VOF method. 
The liquid water general transport process and liquid water 
distribution in the Plenum are presented and discussed. It is 
found that a PEMFC cathode with the STR design has a 
promising capability for water drainage, so that the fluid flow 
field in the STR model rarely becomes blocked or fully 
flooded, which weakens the reduction of the power density of 
fuel cell. These numerical results verify that self-draining 
liquid water is one of the merits of the STR PEMFC, which 
has been noted by Hogarth and Benziger [4]. 
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Abstract—Among the numerical studies on liquid water 
transport in Proton Exchange Membrane Fuel Cells 
(PEMFCs), the static contact angle (SCA) model is generally 
used, while the dynamic contact angle (DCA) model is only 
applied on the simulation of droplet behaviors with simple 
geometries like a single microchannel. In this study, the DCA 
model is employed to study the gas-liquid phenomena inside 
the cathode of PEMFC with parallel flow field design, i.e., 
Parallel-DCA model. The water emerging and transport 
processes are simulated based on this Parallel-DCA model 
using the volume of fluid (VOF) method. The numerical 
results are also compared to those from the Parallel-SCA 
model with the same computational domain and operating 
conditions.   
Keywords-proton exchange membrane fuel cell; volume of 
fluid; dynamic contact angle; parallel. 
I.  INTRODUCTION 
As the main product in the cathode, water plays an 
important role in the performance of a proton exchange 
membrane fuel cell (PEMFC). Too much or too little liquid 
water will result in an increase of voltage loss, which is 
considered to be a key point affecting the performance of 
PEMFCs. Therefore, water management, particularly liquid 
water management, is a significant technical issue in the 
optimization of the PEMFC performance, which has received 
further attention in this research area.  
Comparing with existing numerical models employed in the 
simulation of gas-liquid dynamics in PEMFCs, the volume of 
fluid (VOF) model, which was proposed by Quan et al. [1], has 
the advantage of tracking the interface between the liquid and 
the gas so that the liquid water distribution and transport can be 
described in detail. Recently, for the numerical studies on two-
phase flow in PEMFCs, the VOF method has been widely used 
and recognized as an effective tool in this area and a series of 
research works have been reported [2-9]. 
However, all the aforementioned numerical studies only 
considered static contact angle (SCA) as wall boundary 
condition. It is known that the geometric dimensions of 
PEMFCs are quite small, namely from a microscopic view, 
wall adhesion and surface tension significantly affect the 
gas/liquid distribution and transport, thus the contact angle is 
unlikely to stay at equilibrium. Djilali et al. [10, 11] noted that 
liquid water behavior on the GDL surface is affected by the 
contact angle when water emerges from a pore. Consequently, 
in the numerical models of PEMFCs (unsteady, two-phase flow 
model), it is not reliable to use static contact angle (SCA) as the 
wall boundary condition. Sikalo et al. [12] conducted 
experimental and numerical studies for droplet impact on 
horizontal surface, and it is revealed that there are obvious 
limitations using SCA as one of the boundary conditions and 
the DCA should be considered. The Hoffman function [13], an 
empirical correlation for DCA (also known as Kistler’s Law), 
was employed in [12] to predict the contact angle values: 
θd= fHoff[Ca+fHoff
 -1 (θs)]    (1) 
fHoff (x)=arccos {1-2tanh [5.16 (
x
1+1.31x0.99
)
0.706
]}     (2) 
In (1), Ca is the capillary number and fHoff
 -1 (θs) is the shift
factor obtained from the inverse of the Hoffman function under 
SCA [14]. Hoffman function is considered as one of the 
promising formulae in DCA simulations [15]. However, so far, 
nearly all the numerical models with DCAs are for simple 
geometries and use the DCA only for a single wall boundary 
[16-18]. Recently, Jiang et al. [15] found that the AR-DCA 
model, which is implemented with Hoffman function and 
considers both advancing and receding dynamic contact angles, 
can well simulate droplet behaviors and dynamic wetting 
behaviors. This AR-DCA model is validated against a series of 
experiments for droplet impact on horizontal and inclined 
surfaces from Sikalo et al. [19, 20], showing its potential to be 
applied in the simulation of gas-liquid phenomena in PEMFCs. 
In this study, we extend our previous work [4] by applying 
DCAs at multiple wall boundaries to investigate the gas-liquid 
phenomena inside the cathode of a parallel PEMFC, i.e., 
Parallel-DCA model. The general liquid water transport 
processes are presented and discussed, and also compared to 
those from Parallel-SCA model. 
1 Corresponding Author and Principal Investigator: Dr. Biao Zhou, 
bzhou@uwindsor.ca, 1-519-253-3000 ext. 2630 
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II. NUMERICAL MODEL DESCRIPTION 
A. Numerical Simulation Domain 
The numerical simulation domain for the parallel model 
represents the geometry of a full-scale cathode side of a single 
PEMFC, as shown in Fig. 1. The detailed dimensions and 
descriptions of this domain can be found in [4].   
 
Figure 1. Computational domain of Parallel model. 
B. Computational Methodology 
A three-dimensional PEMFC cathode model is developed 
in this study to investigate gas-liquid phenomena and water 
transport processes. Air is modeled in the gaseous phase and 
liquid water is modeled in the liquid phase; these two-phases 
are assumed to be immiscible. The VOF method is applied to 
track the liquid-gas flow interface. The governing equations 
and corresponding computational methodology were reported 
in our previous work by Wang and Zhou [4]. The method to 
implement DCA model was reported by Jiang and Zhou [15]. 
More details and descriptions can be found in [4] and [15].   
C. Boundary Conditions and Grid Independency  
The accelerated model [3] is employed in this study by 
adjusting the mass flow rate of air and liquid water, which can 
significantly save the computation time. The mass flow rate 
for the liquid water inlet and gas inlet is set as 1.7×10-4 kgs-1 
and 2.0×10-5 kgs-1 respectively. The initial contact angle for 
the side walls of channels, upper walls of channels and walls 
of porous layer are 40°, 43° and 140° respectively.  In Parallel-
SCA model, the contact angles are constant for the wall 
boundaries, whereas in the Parallel-DCA model, the contact 
angles vary with the change of the flow field and can be 
expressed as parameters associated with time and location. 
The Parallel-DCA model and Parallel-SCA model [4] 
share the same computational domain and the mesh set up and 
independency has also been reported in [4]. 
III. RESULTS AND DISCUSSION 
A. General Process of Liquid Water Transport in Parallel-
DCA Model 
The general process of liquid water transport in the Parallel-
DCA model, as shown in Fig. 2, can be summarized into 
several sub-processes: 
 
(a)  
 
(b) 
 
(c)  
 
(d)  
Figure 2. General liquid water transport in the Parallel-DCA model. 
1) Liquid water is supplied from the back surface of the 
porous layer with a constant mass flow rate to simulate 
the liquid water generation through the electrochemical 
reaction. 
2) The liquid water reaches the top surface of the porous 
layer, first accumulates at the four corners of the 
interface under the channels domain (Fig. 2(a)), and 
then the frame and the edges of each parallel channel 
(Fig. 2(b)). 
3) Liquid water from the porous layer emerges into the 
gas flow channels first from the interface under the 
frame of the channels domain, in the middle area of the 
channels (Fig. 3(c)). 
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4) More liquid water emerges into the channels. With 
time, channels become flooded and liquid water starts 
to drain out through the outlet channel, as shown in 
Fig. 2(d). 
In summary, the general process of water transport and 
removal in the Parallel-DCA model are similar to those of the 
Parallel-SCA model [4] in the early stage (Fig. 2(a) and (b)). 
However, some different phenomena can be observed: for the 
Parallel-DCA model, the liquid water emerges into the gas 
channels first from the middle area of the interface under the 
channels, whereas for the Parallel-SCA model, the liquid water 
emerges into the gas channels from the peripheral edges of the 
lands and the peripheral edges of the channels domain. The 
detailed comparisons are provided and illustrated in the 
following sections. 
B. Comparison of Emerging Process 
 
(a) Parallel-SCA model. 
 
(b) Parallel-DCA model. 
Figure 3. Comparison of the liquid water distribution near interface at Z = 
0.00031 m. 
Fig. 3 (a) and (b) show the liquid water emerging pattern in 
the gas flow channels from Parallel-SCA and Parallel-DCA 
models respectively, located at the plane extracted near the 
interface (Z = 0.00031m) from the channel domain. It can be 
further observed that for Parallel-SCA model, the liquid water 
enters into the gas flow channels from the peripheral edges of 
the channel domain and emerges from the land edges (Fig. 
3(a)); whereas for Parallel-DCA model, the liquid water mainly 
passes through the interface under the middle area, with only a 
small amount of water emerging from the edges of the lands 
and moving along the sidewalls (Fig. 3(b)). 
The detailed emergence and growth of liquid water from 
the porous layer into the channels is presented by Fig. 4, which 
shows the liquid water volume fraction with different reference 
velocity vectors located at the No. 7 parallel channel on the 
plane (extracted from the computational domain at Y = 0.012 
m as illustrated in Fig. 4(a)). For Parallel-SCA model, due to 
the uniform water generation rate on the back surface of the 
porous layer, the liquid water from the porous layer enters into 
the channels from the land edges; it can also be observed that 
there is a pair of vortices – an upper vortex and a lower one – 
in the cross-section of the parallel channels, referred to as Dean 
vortices, which normally occur in curved channels or pipes 
[21]. For Parallel-DCA model, the liquid water emerges from 
the porous layer enters into the channel at the middle area, and 
the pair of vortices has a left-right distribution. 
 
 
(a) Schematic of extracted plane. 
  
(b) Parallel-SCA model. (c) Parallel-DCA model. 
Figure 4. Comparison of liquid water emerging on plane at Y = 0.012 m 
(enlarged plane with velocity vectors). 
C. Comparison of Flow Pattern in the Draining Process 
The draining process in the Parallel-SCA and Parallel-
DCA models can be explained by Fig. 5, which shows the 
deformation of the draining liquid water in the outlet channel. 
For the Parallel-SCA model, valley-shaped water near the 
outlet joint will deform into a top–bottom stratified flow 
pattern while moving along the outlet channel to drain out, as 
shown in Fig. 5(a); whereas for the Parallel-DCA model, the 
deformation of the liquid water in the outlet channel is in a 
stratified-slug pattern, as shown in Fig. 5(b). Also, it can be 
observed that there are several splashed, small droplets in the 
outlet channel adhered to the sidewalls of the outlet channel, 
because their inertial force is not strong enough to overcome 
the friction or wall adhesion. 
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(a) Parallel-SCA model. 
(b) Parallel-DCA model. 
Figure 5. Comparison of the flow pattern in the draining process. 
IV. CONCLUSIONS
In this study, the Parallel-DCA model is proposed by 
applying DCA at multiple wall boundaries in a PEMFC 
cathode. The gas-liquid phenomena and water transport 
processes are simulated and investigated using the Parallel-
DCA model and VOF method. The numerical results are 
compared to those from the Parallel-SCA model [4]. It is 
indicated that although the general water transport processes 
from these two models are similar, there are several 
differences observed from the phenomena that can be 
summarized as follows: 
(1) Emerging pattern (SCA model: liquid water first 
emerges from the edges of the interface under the channels; 
DCA model: liquid water first emerges from the middle of the 
interface under the channels). 
(2) Dean vortices evolution (SCA model: upper-lower 
distribution; DCA model: left-right distribution). 
(3) Draining deformation (SCA model: top-bottom 
stratified flow; DCA model: stratified-slug flow).  
In the future, we will further investigate the potential of the 
DCA model to be applied in the simulation of gas-liquid 
phenomena in PEMFCs with other complex flow field 
designs. 
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Abstract— Lower cost, lighter weight, and higher electrical 
conductivity are among many advantages of using metallic 
bipolar plates (BPs) over the conventional graphitic materials 
in PEM fuel cell applications. In this study, diamond-like 
carbon (DLC) coatings are deposited on top surfaces of 
stainless steel (SS316) and Aluminum (Al5052) substrates via 
Plasma Enhanced Carbon Vapor Deposition (PECVD) in 
order to increase the durability. Further, the effect of different 
plasma power intensities and type of precursor gases, 
including methane (CH4) and acetylene (C2H2), on the growth 
of DLC films is studied. Various ex-situ characterization 
techniques have been used to examine the strength of 
adhesion, morphologies, structures/compositions, and 
wettability of the DLC coatings. It is found that coatings 
produced from CH4 gas show superior adhesion in comparison 
to those obtained from the C2H2 gas. Results indicate that 
higher deposition power intensity can produce more sp3 bonds 
than sp2 bonds. It is also determined that the type of the 
metallic substrates has predominant roles on the morphology 
of the DLC coatings. In addition, a moderate power intensity 
of 250 W results in desirable properties in DLC, including 
adhesion and wettability, compared to higher and lower 
plasma power intensities.
Keywords- Proton exchange membrane fuel cell; Bipolar 
plates; Diamond-like carbon. 
I.  INTRODUCTION 
Bipolar plates (BPs) are one of the crucial components in 
polymer electrolyte membrane (PEM) fuel cells. They conduct 
electrons between adjoining cells, distribute reactants, facilitate 
water and heat management, and provide mechanical support. 
To accomplish these functions, bipolar plates must exhibit a 
number of desirable mechanical and surface properties. 
However, most commercial bipolar plates are made of heavy-
graphite and are considered to be the bulkiest and the second 
most-expensive component in the manufacture of PEM fuel 
cell stacks [1]. Due to the technical and cost requirements of 
BPs [1-3], metallic bipolar plates have received considerable 
attention to replace conventional graphite materials, but their 
durability inside the acidic PEM fuel cell environment is a 
challenging issue. Various surface modifications and protective 
coatings have been investigated, including [4]: noble metals 
such as gold [5], metal nitrides, and metal carbides. In the last 
decade, diamond-like carbon (DLC) has been considered an 
innovative candidate as a coating material for metallic BPs in 
PEM Fuel Cells [6]. In general, DLC can be formed as a thin 
film at relatively low deposition temperatures on metallic 
substrates. One of the most suitable DLC deposition techniques 
is Plasma Enhanced Chemical Vapor Deposition (PECVD) [7-
9]. Carbon-based layer is deposited on stainless steel (SS304) 
via PECVD, and the coating sample presents the lower 
interfacial contact resistance in comparison to the SS304 
without coating [10]. In other work, a 1µm-thin layer of nickel 
is applied between the SS304 and carbon-base coating to 
improve adhesion [11]. The electrical conductivity of DLC film 
under different voltages is also reported [12]. Due to the 
potential advantages of using aluminum, different carbon-
composite coatings for aluminum-base bipolar plates have also 
been investigated [13] [14]. However, information about DLC 
coating on the aluminum surfaces is limited. Therefore, the 
objective of this work is to investigate the effect of deposition 
parameters on the DLC properties for metallic-base substrates 
(stainless steel SS316 and aluminum Al5052).     
II. EXPERIMENTAL AND CHARACTERIZATIONS 
The DLC coating is deposited on Al5052 and SS316 
substrates by using the fully automated INTLVAC’s 
AUTOSYS control system. CH4 and C2H2 are separately used 
as a precursor gas, and the carrier gas is argon. Different 
plasma power intensities of 70, 250, and 1000 W are applied in 
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order to investigate its impact of plasma power on the various 
characteristics of DLC coatings, whereas the argon gas 
percentage is fixed at 30% and the deposition time is a constant 
of 74 min. Various ex-situ characterization methods are 
employed to investigate the properties of the deposited films. 
Scanning electron microscopy is used to study the morphology 
of the prepared samples. Since the adhesion of the coating DLC 
films is one of the most challenging tasks of surface 
engineering, tape pull-off tests are used to check the coatings’ 
adhesion to the metallic substrates. The morphology of the 
coated film is investigated by field emission-scanning electron 
microscopy (FE-SEM). Further, X-ray photoelectron (XPS) 
spectroscopy is commonly used for quantitative comparison 
between the molecule compositions existing on the coated 
surface. The DLC surface wettability indicates the 
hydrophobicity behavior of the BP coatings in order to 
determine whether they are suitable for PEM Fuel cell 
applications. The surface wettabilities of the DLC coatings on 
different Al5052 and SS316 samples are evaluated by 
measuring the static contact angle (θ), a characterization 
technique that uses a Ramé-Hart contact angle apparatus.  
III. RESULTS 
A. Adhesion 
Table 1 summarizes the results of the adhesion tests 
between the DLC coatings on SS316 and Al5052 substrates, 
under the classifications as passed, failed, and partially failed. 
It shows the impact of varying the precursor gas between 
acetylene (C2H2) and methane (CH4), and the power intensities 
between 70 W and 250 W, then 1000 W on the adhesion of the 
DLC coatings with the constant carrier gas (argon) percentage 
of 30 % and deposition time of 74 min.  
TABLE 1. ADHESION TESTS OF DLC COATINGS ON SS316 AND AL5052 
SUBSTRATES:  
Deposition Parameters 
Substrate 
Materials 
SS316 
Substrate 
Materials Al5052 
Power 
(W) 
H/C 
gas 
Ar 
(%)
Time 
(min) 
Pass/Failed Pass/Failed 
70 C2H2 30 74 Failed Failed 
250 CH4 30 74 Passed Passed 
1000 CH4 30 74 Failed Passed 
It is observed that employing CH4 gas can result in higher 
adhesion than C2H2 gas, especially with a moderate plasma 
power intensity of 250 for both Al5052 and SS316 substrates. 
This adhesion enhancement can be attributed to the different 
growth mechanisms of carbon composites between CH4 gas 
and those produced from C2H2. This difference occurs because 
DLC generated by using CH4 produces more hydrogen in 
reaction, hence the etching reaction is developed during the 
deposition processes [15]. It is also noticed that increasing the 
plasma power intensity has a negative effect on the adhesion 
between the SS316 substrate and the coating. That is, a higher 
power intensity of 1000 W can result in poor DLC adhesion in 
comparison to 250 W. The poor adhesion at higher plasma 
power intensity is associated with a fast deposition rate as well 
as the growth of thicker DLC films. Consequently, the residual 
stress is higher inside the films due to the noticeable increase 
in sp3 bonding fraction, as will be discussed by the XPS 
analysis. On the other hand, varying the plasma power 
intensity has a negligible impact on the adhesion of the DLC 
coating on Al 5052 substrates. These results signify the roles 
of the metallic substrate on the adhesion property. 
B. Morphology 
Figure 1 (a-d) shows the surface morphologies of two 
different DLC coatings deposited on SS316 and Al5052 
substrates at two different power intensities of 250 W and 1000 
W. These images are taken from the top surface without using 
any gold coating.  Figure 1 (a and b) are obtained using SS316, 
while 30 % of carrier gas is applied. These images show 
homogenous coverage, with the presence of big island-shaped 
regions (see the images with high magnification on top of the 
SEM images). Both surfaces are covered with dark and light 
particles, and this contrast can be attributed to the accumulation 
of particles with different electrical-conductivity properties. 
The DLC structure is basically amorphous carbon coordinated 
with sp2 and sp3 structures with different conductivity. It is 
expected that the sp3 bond is responsible for the mechanical 
properties, while sp2 bond presents the electronic properties. It 
can be seen that Figure 1 (a) is covered with a higher amount of 
darker particles, in comparison to Figure 1 (b). These results 
may suggest that using higher power in the PECVD process 
leads to a higher sp3 structure. Further, Figure 1 (c and d) 
demonstrates the top surface of the coating on the Al5052 
substrate under identical deposition conditions as those for 
Figure 1 (a and b). It can be observed that the two images have 
uniform and homogenous coverages with a stripe-like 
structure, which is considerably different than island-shaped 
structure in the SS316 substrate. These images clearly suggest 
that the types of substrate are a predominant factor in the 
morphology of the DLC coating. However, the deposition 
conditions also play important roles. For instance, Figure 1 (a) 
and (c) are prepared under identical conditions using different 
substrates, but the morphology of the samples is completely 
different (island versus stripe). 
Figure 1.  SEM images of coated films of DLC deposited SS316 substrates 
with plasma power intensity of (a) 250 W and (b) 1000 W, whereas (c) and (d) 
for coated films of DLC deposited on Al5052 substrates with plasma 
intensities of 250 and 1000 W, respectively 
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C. X-ray Analysis 
Figures 1 (a) and (b) show the XPS spectra of DLC films 
deposited on SS316 substrates for plasma power intensities of 
250 W and 1000 W, respectively, with a fixed carrier gas 
(argon) ratio of 30 %. The coating films are obtained under a 
deposition time of 74 min. Since the surface properties of the 
DLC films are strongly influenced by the ratios between the sp3 
and sp2 of the carbon bonds, it can be expected that DLC with 
higher sp2 carbon bonds will show graphene-like properties. It 
can be observed from Figure 1 (a-d) that the curve peak of 
DLC film deposited is deconvoluted into two components, 
which indicate the existences of different carbon bonds 
including sp2 and sp3. It can be observed from Figure 1 (a) that 
about 81 % of the DLC coated film deposited on the SS316 is 
sp2 carbon bonds. However, increasing the deposition power 
intensity to 1000 W lowered the amount of graphene-like 
bonds in the coating films by 15%. Further, figure 1 (c) shows 
curve peaks at 284 corresponds to the sp2 binding energy on its 
spectrums, while the peak of DLC deposited with 1000 W has 
been shifted to the higher binding energy of 285 eV. It can be 
seen that the percentage of sp2 is 70.9 % in the coated samples 
produced with 250 W, while the DLC coatings obtained with 
1000 W contain 58.7 % sp3 bonds. On the other hand, the 
second peak components occur at 286 eV, indicating the C=O 
bond in the coating film due to contamination. This suggests 
that a higher power intensity of 1000 W can result in incensing 
of the sp3 bond in the DLC films. Further, these results may 
suggest that the metallic-substrate material and the deposition-
power intensity can impact the deposited-film properties. 
Figure 2.  XPS analysis spectra of coating films of DLC with different power 
intensities (a) 250 W and (b) 1000 W deposited on SS316 substrates. Whereas 
coatings deposited on Al5052 substrates with power intensity of (c) 250 W 
and (d) 1000 W. Deposition conditions: CH4 is a precursor gas, argon gas 
percentage of 30 %, time of 74 min, and voltage 120 V.
D.  Wettability 
Water management is a crucial issue inside operating PEM 
Fuel cells. The wettability and water repellency of the bipolar 
plates are important surface properties for water removal [16]. 
Therefore, the DLC coatings of the bipolar plate coatings 
surface must exhibit hydrophobicity behavior and water 
repellency. The surface wettabilities of the DLC coatings on 
different Al5052 and SS316 substrates are evaluated as in 
Table 2, showing the average values of the water contact angles 
(θ◦) for the coated surface of SS316 and Al5052 substrates. The 
angles vary from 80o to 82o for the SS316 substrate, and from 
76o to 91o for Al5052 under different plasma power intensities. 
Table 2 may suggest that the substrate material has a strong 
impact on the surface wettability characteristics. It 
demonstrates that increasing the deposition power intensity 
results in lowering the contact-angle values due to the 
diamond-like carbon structure [17]. This observation is found 
to be in good agreement with the XPS analysis discussed 
above, which showed that a higher percentage of sp3 bonds in 
the coating with a higher power intensity of 1000 W in 
comparison to 250 W. Further, it is seen that coated films 
deposited with a lower power intensity of 250 W results in a 
higher contact angle of 91˚.  
TABLE 2: STATIC CONTACT ANGLE (Θ) OF DLC DEPOSITED ON AL5052 AND 
SS316 SUBSTRATES 
Deposition Parameters 
Substrate 
Materials 
SS316 
Substrate 
Materials Al5052 
Power 
(W) 
H/C 
gas 
Ar 
(%)
Time 
(min) 
Contact angle 
(˚) 
Contact angle 
(˚) 
250 CH4 30 74 82 91 
1000 CH4 30 74 80 76 
IV. CONCLUSIONS
The effect of power intensity on the carbon composite 
coatings deposited on aluminum (Al5052) and stainless steel 
(SS316) substrates has been investigated. Adhesion, SEM, 
XPS, and wettability measurements have been conducted to 
understand the characteristics and the compositions of the 
deposited coatings. It has been observed that coatings 
generated from CH4 provide better adhesion than those 
coatings produced from C2H2 gas. Results suggest that the ratio 
between sp2 and sp3 bonds in the DLC coatings is strongly 
affected by the plasma power intensity. It has been found that a 
large percentage sp3 (diamond-like) in the coating is produced 
at a high power density at the cost of the sp2 bond (graphene-
like). Therefore, the surface morphology and composition of 
the DLC coatings are strongly influenced by the deposition 
parameters and material of the metallic substrates. The coatings 
generated under power intensity of 250 W shows stronger 
adhesion with the metallic Al5052 and SS316 substrates than 
those produced higher power of 1000 W. Further, the DLC 
coatings deposited on metallic substrates demonstration 
hydrophobicity properties with a contact angle of between 80˚ 
of 90˚.  
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Abstract—In the present work, natural gas combined cycle
power generation configurations are investigated with oxyfuel 
combustion. Steam is also injected in main combustion 
chamber and reheat combustion chamber to understand the 
performance of combined cycle work output and greenhouse 
gas emission. It is observed that the steam injection increases 
gas cycle efficiency and decreases the steam cycle efficiency. 
CO2 emission reduction of 3.2% when steam injection in both 
combustion chambers for oxyfuel cycle. In oxyfuel combustion, 
higher ratio of recycle flue gas brings higher thermal efficiency 
and highest thermal efficiency is achieved when steam is 
injected in gas turbine main combustion chamber only. 
Keywords – combined cycle; oxyfuel; turbines; energy efficiency; 
exergy efficiency 
I.  INTRODUCTION 
There is growing research investigations conducted on 
natural gas combined cycle power generation system with 
oxyfuel combustion approach due to the ability to capture carbon 
dioxide emissions and for carbon capture and storage. Mietzko 
et. al. [1] reported comparison of natural gas combined cycle 
power plants with post combustion and oxyfuel technology at 
different CO2 capture rates. Stanger et. al. [2] presented details 
on oxyfuel combustion for CO2 capture in power plants. They 
reported an overview of the current state of the art technology 
on the development of oxyfuel combustion systems for CO2 
capture. Sammak et. al., [3] reported conceptual mean-line 
design of single and two-shaft oxyfel gas turbine in a semi closed 
oxyfuel combustion combined cycle. Thorbergsson and 
Gronstedt [4] conducted thermodynamic analysis of two 
competing mid-sized oxyfuel combustion combined cycles. 
Jericha et. al., [5] presented gas turbine with CO2 retention for 
400MW oxyfuel system Graz Cycle. Woollatt and Franco [6] 
reported details on conceptual aerodynamic design of turbo-
machinery components for natural gas oxyfuel cycles. Mathieu 
and Bolland [7] presented results on comparison of costs for 
natural gas power generation with CO2 capture. In the present 
work, natural gas combined cycle power generation 
configurations are investigated with with oxy fuel combustion. 
Steam is also injected in main combustion chamber and reheat 
combustion chambers to understand the performance of 
combined cycle work output and greenhouse gas emissions.   
II. CONFRIGURATION AND METHODOLOGY
A. Natural gas combined cycle configuration 
Natural gas fired oxyfuel combustion combined power 
generation systems gaining popularity for carbon capture and 
storage. In the present work different oxyfuel combined cycle 
power generation configurations as listed in Table 1 are 
considered. Figure 1 shows the schematic diagram of these 
configurations. 
The topping cycle consists of air compressor (𝐶1) followed
by an intercooler (𝐼𝐶). Air is further compressed in second air
compressor (𝐶2). Compressed air is burned with methane in
combustion chamber (𝐶𝐶1). In case of configuration #2 and #3 
from Table 1, a fraction of a steam (𝜁) is injected in the first
combustion chamber. Products of first combustion chamber 
enters main gas turbine (𝐺𝑇1 ) and produced work output.
Exhaust gas from main gas turbine further burned with methane 
in second combustion chamber (𝐶𝐶2). In case of configuration
#3, a fraction of steam (𝜔) is injected in reheater combustion
chamber. Product of reheater combustion chamber enters the 
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reheater gas turbine (𝐺𝑇2) to produce work output. Exhaust gas
from gas turbine enters heat recovery steam generator (𝐻𝑅𝑆𝐺)
which produces steam in the bottoming cycle. The Steam then 
enters the steam turbine (𝑆𝑇) and produces work output. Fraction
of steam (𝜁 and 𝜔) is taken out at particular pressure and used in
topping cycle for power augmentation. Water vapor from steam 
turbine is then condensed in condenser and recirculates in the 
bottoming cycle through pump. It is assumed that system is 
operating at steam state steady flow conditions. 
In configuration #1, pure oxygen (𝜙 ) obtained from air
separator unit (𝐴𝑆𝑈) is used as oxidizing agent and burned in𝐶𝐶1  with main combustion chamber fuel 𝛼  and in 𝐶𝐶2  with 
fuel supply 𝛽. Expanded gas after 𝐺𝑇2 is passed through 𝐻𝑅𝑆𝐺
and steam is generated to operate bottoming Rankin cycle. 
Exhaust gas after 𝐻𝑅𝑆𝐺  contains only 𝐶𝑂2  and water vapor.
Water vapor is condensed through water separator (𝑊𝑆) and
removed from exhaust gas.  
Combustion of methane and pure oxygen produces very high 
flame temperature,  which is not suitable for turbine operation at 
this stage. A fraction of 𝐶𝑂2 , defined as 𝜆 is compressed in three
compressors (𝐶3 , 	𝐶4 , 𝐶5) coupled with intercooler between
each compression. Highly compressed 𝜆𝐶𝑂2  is removed from
the cycle for sequestration. Remaining part of 𝐶𝑂2  defined as (1 − 𝜆) is compressed in 𝐶1 and 𝐶2 and recycled back to 𝐶𝐶1
to bring the flame temperature down to suitable operative 
condition. 
TABLE I. CONFIGURATIONS 
Configuration Description of Study 
# 1
Combustion of oxygen and methane without stream 
injection 
# 2 
Combustion of oxygen and methane with steam 
injection in main combustion chamber 
# 3 
Combustion of oxygen and methane with steam 
injection in main combustion chamber and re-
heater combustion chamber 
Figure 1.  Schematic diagram of configuration 1, 2 and 3 (Listen in Table-1) 
Similar to configuration #1, in configuration #2, a fraction of 
steam 𝜁 is extracted from 𝑆𝑇 and injected inside 𝐶𝐶1 with pure
oxygen 𝜙 and fuel 𝛼. The 𝐶𝐶2 is not injected with steam, where
steam is taken from steam turbine at 5% higher pressure than 
pressure present inside the 𝐶𝐶1 . As an extension of
configuration #2, in configuration #3, additional steam 𝜔  is
taken from steam turbine and injected inside of 𝐶𝐶2. Pressure at
which 𝜔  is extracted from steam turbine is 5% higher than
pressure present at 𝐶𝐶2.
TABLE II. EFFECTS OF FLUE GAS RECYCLE ON TURBINE INLET 
TEMPERATURE IN COMBINED CYCLE STEAM – CONFIGURATION #1. 𝜆 [%] 90 80 60 40 20 0 𝑇𝐼𝑇1 [oC] 1552 1643 1871 2194 2687 3545 𝑇𝐼𝑇2 [oC] 1619 1697 1880 2105 2383 2710 
B. Thermodynamic Analysis and Methodology 
For the considered natural gas oxyfuel combined cycle 
power generation systems energy and exergy analyses are 
conducted. Equations are developed and simulations are 
conducted to investigate the role of flue gas recycle ratio and 
steam injection on thermal efficiency and CO2 reduction.  
All simulations have been conducted using Engineering 
Equation Solver (EES).  
Figure 2.  Effects of steam injection on TIT with fraction of flue gas recycle 
(Configuration #2) 
III. RESULTS AND DISCUSSIONS
A. Effects of flue gas recycle on turbine inlet temperatures 
When fuel is burned with pure oxygen, it produces very high 𝑇𝐼𝑇  (Turbine Inlet Temperature) which is not desirable for
current operational turbine blades.  
To bring 𝑇𝐼𝑇 to operable level, the flue gas 𝜆 is recycled to
the combustion chamber once all water vapor is isolated. Table 
2 shows the effects of 𝜆 on 𝑇𝐼𝑇1 and 𝑇𝐼𝑇2 when fuel supply is
maintained at 𝛼 = 54% and 𝛽 = 46%.
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B. Effects of steam injection on TIT with fraction of flue gas 
recycle 
Figure 2 shows the effects of steam injection (with 5% and 
10% respectively) only in the 𝐶𝐶1. Steam addition helps to
lower the 𝑇𝐼𝑇 as it adds mass of steam in combustion chamber.
As more steam in injected in 𝐶𝐶1, additional mass flow from
steam reduces the 𝑇𝐼𝑇 to the operational level of 1000@𝐶 −1400@𝐶  (i.e. configuration #3, figure not shown here). 
Furthermore fig. 3 shows combined cycle efficiency if 
maximum when steam injected only in 𝐶𝐶1  and minimum
when steam is injected in 𝐶𝐶1  and 𝐶𝐶2  together. Higher
efficiency can be obtained from configuration #2 and #3. 
Figure 3.  Effects of steam injection on combined cycle thermal efficiency 
with fractioin of flue gas recycle (Configuration #2 and #3) 
C. Effects of pressure ratio on combined cycle work output, 
efficiencies and 𝐶𝑂2  emission 
Various pressure ratio applied to the oxyfuel combustion 
system at fixed 𝑇𝐼𝑇1 and 𝑇𝐼𝑇2 of 1200@𝐶.  Figure 4 shows the
effects of pressure ratio on both the topping cycle work output 
and combined cycle work output for all configuration listed in 
Table 1.  
Figure 4.  Effects of pressure ratio on topping cycle work output (left axis) 
and on combined cycle work output (right axis dotted line) for Configuration 
#1, #2 and #3. 
It can be seen from Fig 4 that topping cycle increases work 
output up to pressure ratio of 25 and then remains constant at 
higher pressure ratio. Adding 5% steam injection at 𝐶𝐶1 further
increases the topping work output and 5% steam injection at 
𝐶𝐶1 and 𝐶𝐶2 brings topping cycle work slightly higher. There
is an increase of 2.3% work output when steam injected in 𝐶𝐶1
only and 0.3% further increase when steam is injected in both 
combustion chambers. 
Figure 5 shows the 𝐶𝑂2  emission for all configuration
considered here. It can be observed from Fig 5 that, the lowest 
emission accounts in configuration #3 with corresponding 
pressure ratio of 25 and steam injection of 5%. 
Figure 5.  Effects of pressure ratio on exergy efficiency (left axis) and on 𝐶𝑂2
emission (right axis dotted line) for Configuration #1, #2 and #3 
IV. CONCLUSIONS
CO2 emission reduction of 3.2% when steam injection in 
both combustion chambers for oxyfuel cycle. In oxyfuel 
combustion, higher ratio of recycle flue gas brings higher 
thermal efficiency and highest thermal efficiency is achieved 
when steam is injected in main combustion chamber only. More 
than 10% steam in combustion chamber brings combined cycle 
thermal efficiency down. The present results and trends on 
oxyfuel combustion work are in agreement with results reported 
in the literature.  
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Abstract—Increasing energy demand for air conditioning due 
to climate change is posing a continuous threat to the 
environment. Absorption air-conditioning systems driven by 
solar thermal or waste heat energy are an alternative for 
providing cooling comfort in a sustainable manner. The 
crystallization problem of high performance LiBr-H2O 
absorption cooling system hinders its small-scale applications. 
In this study, the potential of a 10 kW LiCl-H2O absorption 
refrigeration system is discussed and analyzed. The new 
concept of advanced exergy analysis is coupled with 
conventional thermodynamic analyses, which provides the 
available potential of each component for overall system 
performance improvement. The analyses uncovered that only 
45% of the total exergy loss is due to each component’s own 
internal irreversibilities, whereas the remaining is through the 
interaction of the irreversibilities of other components in the 
system. The analyses also reveal that 43% of the total exergy 
loss is unavoidable and 57% can be reduced by improving the 
overall system efficiency.   
Keywords- LiCl-H2O; vapor absorption refrigeration; exergy 
analysis; advanced exergy analysis  
I.  INTRODUCTION 
Global warming poses a continuous threat to the 
environment. At the same time, air-conditioning demand is 
increasing significantly on a global scale as a result of climate 
change, population growth, standard of living conditions and 
industrialization. Presently, air conditioning alone accounts for 
40% to 55% of the total building energy consumption [1], 
which is a major sector of the total world energy consumption 
and carbon emissions [2]. The traditional vapor compression 
air-conditioning system is usually used for providing this 
cooling comfort, but consumes a huge amount of electricity, 
triggering the construction of new fossil fuel power plants 
worldwide. Therefore, it is imperative to employ renewable 
energy technologies in order to minimize climate change while 
meeting the increased energy demand.  A vapor absorption air 
conditioning system, driven by solar thermal energy, can 
replace the traditional vapor compressor by a thermally-driven 
one by using an environmentally friendly refrigerant, without 
utilizing grid electricity. 
The most common absorbent-refrigerant working pairs for 
this cooling system are LiBr-H2O and NH3-H2O. The higher 
efficiency LiBr-H2O absorption system dominates in large 
scale air-conditioning applications. However, due to the 
crystallization problem, the LiBr-H2O absorption system 
cannot be scaled down for small residential applications. 
Meanwhile, the thermophysical properties of LiCl-H2O shows 
promise for small residential-scale applications. Many 
researchers have shown that LiCl-H2O has advantages over a 
LiBr-H2O system in terms of cycle performance as well as low 
energy consumption [3, 4-8]. Hence, it is important to perform 
a detailed thermodynamic analysis of a LiCl-H2O vapor 
absorption refrigeration system (VARS) in order to improve 
the cycle performance. 
To quantify the potential of useful energy in any system, 
exergy analysis identifies the irreversibilities of the system 
components through the exergy destruction and losses. This 
process determines the true inefficiencies in the system and 
where the losses are taking place. Exergy analysis measures the 
actual improvement potential of the system. Exergy signifies 
the maximum work potential of a system that can be produced 
when the system proceeds from initial state to final state in 
relation to the surrounding environment. In this study, the 
exergy analysis was performed for each component and the 
total exergy destruction of each component was divided into 
endogenous, exogenous, unavoidable, and avoidable exergies. 
This relatively new exergy analysis is known as advanced 
exergy analysis. Finally, a comparison of conventional and 
advanced exergy analyses was performed on the component(s) 
that need to be improved via reducing the exergy losses.      
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II. SYSTEM DESCIPTION
The schematic of a single-effect LiCl-H2O absorption 
cooling system is shown in Fig. 1. The core components of this 
cooling system are the absorber, generator, condenser and 
evaporator. Two expansion (throttle) valves are used for 
reducing the pressure. A solution heat exchanger is considered 
to preheat the weak solution of LiCl-H2O leaving the absorber 
with the heat of the high temperature strong solution that flows 
back from the generator to the absorber. 
Condenser
Evaporator
Throttle 
Valve
Generator
Absorber
Solution 
HEX
Throttle 
ValvePump
High pressure 
water
1
3
2
Low pressure 
water
High pressure 
water vapor
5
6
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Solution
Weak 
Solution 7 8
9
10
4
Low pressure 
water vapor
Figure 1: LiCl-H2O Vapor Absorption Refrigeration System (VARS) 
III. THERMODYNAMIC ANALYSIS
For a thermodynamic model of a vapor absorption 
refrigeration cycle, the principles of mass and energy 
conservation, and exergy balances was applied for each 
component of the system. The main components: generator, 
condenser, evaporator, absorber, and solution heat exchanger 
have been considered. To analyze the thermodynamic cycle, a 
control volume was applied to each component. All analyses 
were performed by considering the system under steady-state 
conditions.   
A. Conventional Exergy Analysis 
The mass and the energy balance of each component of the 
LiCl-H2O refrigeration cycle in a control volume can be written 
as 
Mass Conservation: 
  (1) 
Energy Conservation: 
(2) 
where  is the mass flow rate (kg/s),  is the heat transfer 
rate (kW),  is the specific enthalpy (kJ/kg) and  is the rate of 
work leaving the control volume (kW). 
The exergy balance in a control volume can be determined 
by [9] 
(3) 
where  represents the rate of exergy destruction (loss) in the 
system.  is the rate of exergy entering the control volume, 
 is the rate of exergy leaving the control volume,  
represents the rate of exergy destruction in terms of heat 
transfer, to/from the component, and  is the mechanical work 
done by or on the control volume. 
At any constant temperature (T), 
 (4) 
The overall exergy per unit mass of a fluid can be calculated by 
[10]   
 (5) 
where e is the specific exergy, h is the specific enthalpy and s 
is the entropy at a given temperature T, and ho is the enthalpy, 
and so is the entropy at the environmental temperature Tref. The 
reference temperature and pressure are Tref = 273.15 K and Pref 
= 101.325 kPa, respectively. The specific exergy, specific 
enthalpy and entropy of a LiCl-H2O solution at a given 
temperature and pressure were calculated by using EES 
software [11]. In conventional exergy analysis, the exergy 
destruction [12] and the exergy destruction ratio [13] can be 
written as  
(6) 
(7) 
In Equations (6) & (7),  is the exergy destruction rate of 
kth component,  and are the exergy 
entering/leaving to/from the kth component,  is the exergy 
destruction ratio of the kth component over the total exergy 
destruction of the system. The exergy destruction provides the 
thermodynamic inefficiency of each component of the system 
[14]. The energy and the exergy equations of each component 
of the LiCl-H2O absorption refrigeration system are shown in 
Table 1. 
B. Advanced Exergy Analysis 
The exergy destruction of each component can be split into 
endogenous/exogenous and unavoidable/avoidable exergy 
destruction parts [15]. Dividing exergy destruction of a 
component into endogenous and exogenous parts provides the 
actual exergy destruction caused by the component itself and 
the exergy destruction of that component caused by the 
remaining components of the system. As a result, it will 
provide information as to whether the focus to improve the 
system performance should be in the component itself or on the 
remaining components of the system. Alternatively, when the 
component operates at actual (real) and theoretical conditions, 
dividing the exergy destruction into unavoidable and avoidable 
parts determines the exergy destruction that cannot be 
eliminated. Table 2 shows the different operating conditions 
that were applied for this advanced exergy analysis. 
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TABLE 1: ENERGY AND EXERGY BALANCE EQUATIONS 
TABLE 2: ALGORITHM AND ASSUMPTION OF PARAMETERS FOR DIFFERENT 
OPERATING CONDITIONS 
Endogenous/Exogenous Exergy Destruction 
The total exergy destruction ( ) of a component (k) can 
be divided into endogenous ( )  and exogenous ( ) parts 
and can be written as [9] 
(8) 
The endogenous exergy destruction of a component is 
associated with the internal irreversibilities of that component 
only when the other components are without irreversibilities. 
This can be determined by considering the case where this 
component will work on real operating conditions while the 
other components of the system will work in ideal (theoretical) 
operating conditions. Therefore, the endogenous exergy 
destruction is only due to the inefficiency of the k component. 
The remaining exergy destruction is the exogenous exergy 
destruction in that component. This exergy destruction 
represents the inefficiency of the k component and the 
inefficiencies of the remaining components of the system.  
Unavoidable/Avoidable Exergy Destruction 
In real operating conditions, every component of a system 
works with some limitations such as technical and design 
limitations including material availability or cost of the 
materials etc. Therefore, some part of the total exergy 
destruction of a component cannot be reduced. This is called 
the unavoidable exergy destruction ( ). The rest of the total 
exergy destruction of the component is avoidable ( ), which 
is represented by Equation (9). The unavoidable exergy 
destruction of a component is calculated assuming that the 
component is isolated from the system. The most reasonable 
operating conditions for calculating the unavoidable exergy 
destruction are the lowest temperature difference and pressure 
losses [15-17]. The unavoidable conditions are determined 
based on the maximum improvement that can be achieved for 
the component.     
(9) 
Combination of Two Dimensions of Exergy Destruction 
The unavoidable exergy destruction of a component can be 
split again into endogenous unavoidable exergy destruction and 
exogenous unavoidable exergy destruction of that component. 
The exogenous unavoidable parts of a component cannot be 
reduced any more due to the technical limitations of the other 
components of the system for a given design and structure [17]. 
For a component, it can be determined by subtracting the 
endogenous unavoidable exergy destruction from the total 
unavoidable exergy destruction of that component and is 
defined by 
(10) 
The endogenous avoidable part of the exergy destruction of 
a component can be reduced by improving the efficiency of 
that component. It can be can be determined by   
(11) 
Likewise, the exogenous avoidable exergy destruction of a 
component can be reduced by the improving the design and 
structure of the overall system and also by improving the 
efficiency of the remaining components of the system. It is 
defined by   
(12) 
Therefore, the effect of the exergy destruction of each 
component on the overall system performance can be 
determined through this advanced exergy analysis. The total 
exergy destruction of a component is  
(13) 
C. Theoretical Considerations 
The following assumptions have been used for analyzing 
the thermodynamic cycle in this study: 
1. The system is operating under steady state conditions.
2. LiCl-H2O solutions are assumed to be in equilibrium in
the generator and in the absorber at their corresponding
pressures and temperatures.
3. The throttle valve is a constant enthalpy adiabatic process.
4. The vapor leaving the generator is 100% water vapor.
5. The refrigerant leaving the condenser is saturated water,
and leaves the evaporator as water vapor.
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6. The air cooling is considered for cooling of the condenser
and the absorber at an atmospheric temperature of 25oC.
IV. RESULTS AND ANALYSIS
The thermodynamic values of different states of a 10 
kW LiCl-H2O refrigeration cycle obtained from conventional 
exergy analysis under ideal (theoretical) and real operating 
conditions are summarized in Table 3. The exergy destruction 
(ED,K) and exergy destruction ratio (yD,K) of each component 
under ideal, real, and unavoidable operating conditions are 
shown in Table 4. Table 4 shows that the highest exergy 
destruction is in the absorber followed by the condenser, the 
generator and the evaporator for ideal and unavoidable 
operating conditions. However, the solution heat exchanger 
has the second highest exergy destruction after the absorber in 
real operating condition because of the heat exchanger 
effectiveness. These losses are due to high irreversibilities 
occurring in the absorber and the generator. This is because of 
the high temperature difference across the heat exchanger in 
the absorber, mass transfer between the two differently 
concentrated solutions and the mixing losses in the absorber 
and the generator [18]. Furthermore, the refrigerant (water) 
vapor is superheated when it leaves the generator/separator. 
As a result, a higher temperature is required under the same 
operating conditions, and this leads to higher thermodynamic 
losses in the generator. In addition, the condenser requires 
more cooling in order to cool the superheated water vapor that 
comes from the generator and this generates more exergy 
destruction in the condenser. This conventional exergy 
analysis suggests that the exergy loss in the absorber needs to 
be reduced first to improve the overall system efficiency. 
However, the irreversibilities of the other components in the 
system are partly responsible for the generator and condenser 
exergy destructions, and the extent of responsibility can be 
determined by advanced exergy analysis.  
In advanced exergy analysis, the exergy destruction of 
each component is split into four parts. The analyses have 
been performed based on the operating conditions in Table 2. 
The results of this analysis are shown in Table 5.  
TABLE 4: RESULTS OF CONVENTIONAL EXERGY ANALYSIS OF A 10 KW 
LiCl-H2O ABSORPTION REFRIGERATION CYCLE UNDER DIFFERENT 
OPERATING CONDITIONS 
It can be found from Table 5 that in a 10 kW LiCl-H2O 
absorption air conditioning system, the exogenous exergy 
destruction ( ) of the absorber and the solution heat 
exchanger is higher than the endogenous exergy destruction 
( ). This is opposite for generator, condenser and 
evaporator. This demonstrates that the other components’ 
irreversibilities have high impact on the absorber and the 
solution HEX performance. Whereas, the internal 
irreversibility of the generator, the condenser and the 
evaporator itself needs to be reduced. Therefore, to improve 
the overall system efficiency, the components themselves 
should be examined for design and performance improvement. 
TABLE 3: THERMODYNAMIC PROPERTIES AT DIFFERENT STATES IN LiCl-H2O ABSORPTION CYCLES UNDER IDEAL & REAL OPERATING CONDITIONS  
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The percentage of exogenous exergy destruction rate of the 
solution heat exchanger (87%), the absorber (63%), and the 
generator (42%) are higher than that of the evaporator (17%) 
and the condenser (2%).    
TABLE 5: RESULTS OF ADVANCED EXERGY ANALYSIS OF A LiCl-H2O 
ABSORPTION REFRIGERATION CYCLE 
It is also noted from Table 5 that the total unavoidable 
exergy destruction ( ) of the system is 33 kW which is 43% 
of the total exergy destruction rate. While  = 32 kW 
(42%) is due to the components themselves. Therefore, the 
minimum exergy destruction rate of the system is 33 kW and 
this cannot be reduced further. In practice, only the avoidable 
part of the total exergy destruction can be reduced. It is noticed 
that the avoidable part of the exergy destruction is 57% (44 
kW) of the total exergy destruction rate (  77 kW). 
However, only 3% (2.2 kW) of the total exergy destruction can 
be eliminated by improving the components’ own efficiencies, 
and 54.55% (42 kW) will be lowered by improving overall 
system efficiency. The value of   in Table 5 indicates 
only 6% of the exergy destruction of the absorber can be 
reduced by technological improvement. It is also noticed that 
the exogenous avoidable is much higher than the endogenous 
avoidable exergy destruction (  >> ) for all 
components. Therefore, the improvement of the efficiencies of 
other components plays a significant role in enhancing the 
overall system efficiency.    
To evaluate the overall system performance in 
advanced exergy analysis, the avoidable exergy destruction is 
the focus as this has the potential for improvement. However, 
it is shown in Fig. 2 that the endogenous exergy destruction of 
the overall system is 45%, out of which, 42% is unavoidable. 
Whereas, almost all of 55% of the exogenous exergy 
destruction is avoidable as shown in Fig 2. These results show 
the interaction between the components and how the internal 
irreversibilities of each component influence the overall 
system efficiencies. In this analysis, the higher unavoidable 
exergy destruction rate indicates that the system efficiency can 
be optimized by optimizing the operating conditions. The 
technological improvement of the system component, the size 
of the component, and the high heat and mass transfer 
mechanism can also have the positive impact to reduce the 
unavoidable exergy destruction rate.     
Figure 2: Exergy destruction ratio of the overall VAR system based on 
advanced exergy analysis. 
Furthermore, based on the conventional and advanced 
exergy analyses, the influence of each component on the 
overall exergy destruction is shown in Fig. 3. Conventional 
exergy analysis concludes that the highest potential for 
improvement is the absorber, followed by the solution HEX 
and the generator, in order to improve the overall system 
performance. However, the advanced exergy analysis suggests 
that 32% (10.47 kW) of the total exergy destruction in the 
absorber is unavoidable, and 6% is available by improving the 
absorber itself. Whereas, all avoidable exergy destruction of 
the generator (40%), the solution HEX (86%), and the 
evaporator (17%) are exogenous avoidable. This clearly 
indicates that the irreversibilities of the overall system should 
be reduced for the system performance improvement. 
Furthermore, it is also noticed that 98% of the condenser 
exergy destruction is due to its internal irreversibilities, of 
which, 97% are unavoidable and 1% can be improved by 
improving other components efficiency.  
Figure 3: Exergy destruction rate of each component of a LiCl-H2O absorption 
refrigeration cycle based on conventional exergy and advanced exergy 
analyses. 
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I. CONCLUSIONS 
The advanced exergy analysis of a 10 kW LiCl-H2O 
absorption air-conditioning system offers useful information in 
identifying the component that has the most potential for the 
overall system improvement. This information cannot be 
provided by a conventional exergy analysis. The avoidable 
exergy destruction identifies the potential of each component 
that can be improved by technological improvement. The 
endogenous avoidable and exogenous avoidable exergy 
destruction relate the interactions between the components’ 
irreversibilities and quantify the importance of the relative 
improvement of each component and the overall system. 
Finally, the analysis in this study is a very effective tool 
for the exergoeconomic optimization of energy conversion 
systems. It can provide useful information to the designer for 
investment in order to reduce the endogenous avoidable and 
exogenous avoidable parts of exergy destruction and to 
measure the potential improvement of the overall system 
structure.    
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Abstract—Due to rising global environmental issues, electric 
vehicles (EV) are growing in popularity and will eventually 
replace vehicles that use internal combustion engines (ICE). 
EVs draw their power from batteries. Batteries are highly 
nonlinear storage elements used in a constantly changing 
environment making them highly dynamic and mathematically 
complex. In order to approximate the driving range of an EV, 
the state of charge (SOC) of the battery, which cannot be 
directly measured, has to be estimated accurately. SOC is 
highly dependent on the following parameters: internal 
resistance, temperature, and open circuit voltage. In this paper, 
two battery equivalent circuit models (ECM) are analyzed in 
conjunction with a thermal model to track the inner 
temperature of the battery. The states of the battery are 
estimated using the popular Kalman filter (KF) and unscented 
Kalman filter (UKF), and the results are discussed.  
Keywords—electric vehicles; equivalent circuit models; Kalman 
filter; interactive multiple model; state of charge. 
I.  INTRODUCTION 
The effects of technology, and in particular automobiles, 
on the environment are a growing concern in society. 
Automobile technology is rapidly moving towards a relatively 
eco-friendlier solution in an attempt to minimize the output of 
harmful greenhouse gasses: electric vehicles (EV) [1]. When 
compared to petroleum-based vehicles using the internal 
combustion engine (ICE), EVs have a smaller footprint, of 
course depending on the energy source [2]. 
In an EV, batteries store the electrical energy in an 
electrochemical reaction for later use. There are several types 
of batteries in the industry. The most popular are lead-acid, 
nickel, alkaline and lithium-ion [1]. Lithium has become very 
popular because it is the lightest of all metals, has the greatest 
electrochemical potential and provides the largest specific 
energy per weight [1]. Current lithium-ion battery technology 
allows EV to cover about 180-350 km per battery charge [1, 2]. 
Unfortunately, batteries' full load capacity degrades over time 
as they are subject to charging cycles, resulting in a lower 
driving range throughout its lifetime [3]. In addition, the state 
of charge (SOC) and voltage measurement from the cell’s 
terminal is crucial information to determine the available 
energy in the battery, which can be used to determine the 
available driving range of the EV. It is not possible to have 
direct measurements of the SOC [2]. The main difficulties are 
as follows: 
 The battery packs of EVs have hundreds of cells
connected in series; the different accumulated potential of
each cell voltage is different to each other making it hard
to have unified compensation or elimination methods.
 Voltage measurements require high precision. Other
parameters are estimated according to voltage
measurements. Required voltage precision is around 1
mV to have low carried % errors [3].
The SOC of a battery can help estimate current driving 
range and prevent the battery pack from over charge and over 
discharge [3]. SOC is not easy to calculate for, as it would 
demand extensive computing times, expensive instrumentation 
or have the vehicle stopped preventing its application in real 
time [1, 4]. A solution is to generate estimates of the 
parameters, which requires a quality model, and good 
estimation strategy for the various scenarios: temperature, 
power demands, and state of function [3, 5].  
In this paper, two battery electrical equivalent circuit 
models (ECM) are analyzed in conjunction with a thermal 
model. The states of the battery are estimated using the 
Kalman filter (KF) and unscented Kalman filter (UKF) [6, 7]. 
In addition, an interacting multiple model (IMM) is 
implemented for fault detection. Section II presents different 
filter techniques for the state of charge estimation process. 
Section III shows equivalent model of thermal, Rint, and 
Thevenin model.  A numerical study and the simulated results 
are illustrated in Section IV. The paper is concluded in Section 
V. 
II. STATE OF CHARGE ESTIMATION
Three different estimation strategies, the Kalman filter 
(KF), unscented Kalman filter (UKF) and the interacting 
multiple model (IMM) method, are used to estimate the SOC, 
terminal voltage, and temperature behaviour of the battery. 
The following section briefly summarizes the filters and their 
algorithms. 
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A. Kalman Filter (KF) 
The Kalman filter (KF) was first introduced by R.E. 
Kalman in 1960 [8]. The KF provides the optimal solution, in 
terms of state estimation error, for known linear systems in the 
presence of white, Gaussian noise [8]. The system dynamic 
model and measurement model is described by the following 
two equations, respectively [6-8]: 
1k k k k k kx A x B u w    (1) 
1 1 1 1k k k kz C x v     (2) 
where ܣ is the system matrix, ܤ is the input matrix, ܥ is the 
output matrix, ݔ  is the system states, ݖ  is the measurement 
output, ݑ  is the input, ݓ  is the system noise, and ݒ  is the 
measurement noise. The following equations represent the KF 
estimation process [6]. 
Prediction stage: 
1| |k k k kk k kx A x B u
 
   (3) 
1| |
T
k k k k k k kP A P A Q   (4) 
Update stage: 
1
1 1| 1 1 1| 1 1
T T
k k k k k k k k kK P C C P C R

           (5) 
1| 1 1| 1|1 1 1k k k k k kk k kx x K z C x
  
     
      (6) 
 1| 1 1 1 1|1k k k k k kP K C P      (7) 
B. Unscented Kalman Filter (UKF) 
The UKF is a form of sigma point Kalman filter (SPKF) 
which is based on a statistical linear regression strategy which 
linearizes the nonlinear model statistically [7]. In simple steps, 
SPKF techniques generate a certain number of points referred 
as ‘sigma points’ from the projected probability distribution of 
the states. These points are then projected using the nonlinear 
system model, to obtain the ‘a posteriori’ estimate for 
probability distribution. The main difference characteristic of 
the SPKF is that it does not calculate the Jacobian matrices of 
the system in an attempt to linearize the system often yielding 
better results than other forms of the KF such as the Extended 
Kalman Filter (EKF). In the literature, one of the most popular 
type of SPKF is the UKF.  
The following is a summary of the UKF algorithm [8]: 
ܫ݊ݐ݈݅ܽ݅ݖܽݐ݅݋݊: 
ܺ଴,௞|௞ ൌ ݔො௞|௞ (1) 
଴ܹ ൌ ݇ሺ݊ ൅ ݇ሻ
(2) 
ݔො௞|௞ ൅ ൬ටሺ݊ ൅ ݇ሻ ௞ܲ|௞൰
௜
(3) 
௜ܹ ൌ 1ሾ2ሺ݊ ൅ ݇ሻሿ 
(4) 
௜ܺା௡,௞|௞ ൌ ݔො௞|௞ െ ൬ටሺ݊ ൅ ݇ሻ ௞ܲ|௞	൰
௜
(5) 
௜ܹ ൌ 1ሾ2ሺ݊ ൅ ݇ሻሿ 
(6) 
ܲݎ݁݀݅ܿݐ݅݋݊: 
෠ܺ௜,௞ାଵ|௞ ൌ ݂ሺ ௜ܺ, ݑ௞,ݓ௞ሻ (7) 
ݔො௞ାଵ|௞ ൌ 	෍ ௜ܹ,௞|௞, ݑ௞
ଶ௡
௜ୀ଴
 
(8) 
௞ܲାଵ|௞ ൌ 	෍ ௜ܹ൫ ෠ܺ௜,௞ାଵ|௞ െ ݔො௞ାଵ|௞൯൫ ෠ܺ௜,௞ାଵ|௞ െ ݔො௞ାଵ|௞൯்
ଶ௡
௜ୀ଴
(9) 
መܼ௜,௞ାଵ|௞ ൌ ݄൫ ෠ܺ௜,௞ାଵ|௞, ݑ௞൯ (10) 
መܼ௞ାଵ|௞ ൌ ෍ ௜ܹܼ௜,௞ାଵ|௞	
ଶ௡
௜ୀ଴
(11) 
ܷ݌݀ܽݐ݁: 
௭ܲ௭.௞ାଵ|௞ ൌ 	෍ ௜ܹ൫ መܼ௜,௞ାଵ|௞ െ ̂ݖ௞ାଵ|௞൯൫ መܼ௜,௞ାଵ|௞ െ ̂ݖ௞ାଵ|௞൯்
ଶ௡
௜ୀ଴
(12) 
௫ܲ௭.௞ାଵ|௞ ൌ 	෍ ௜ܹ൫ ෠ܺ௜,௞ାଵ|௞ െ ݔො௞ାଵ|௞൯൫ መܼ௜,௞ାଵ|௞ െ ̂ݖ௞ାଵ|௞൯்
ଶ௡
௜ୀ଴
(13) 
ܭ௞ାଵ ൌ ௫ܲ௭.௞ାଵ|௞ ௭ܲ௭.௞|௞ିଵ  (14) 
ݔො௞ାଵ|௞ାଵ ൌ ݔො௞ାଵ|௞ ൅ ܭ௞ାଵ൫ݖ௞ାଵ െ ̂ݖ௞ାଵ|௞൯ (15) 
௞ܲାଵ|௞ାଵ ൌ ௞ܲାଵ|௞ െ ܭ௞ାଵ ௭ܲ௭,௞ାଵ|௞ܭ௞ାଵ்  (16) 
C. Interacting Multiple Mode (IMM) 
The interacting multiple model (IMM) strategy is useful 
when a system behaves according to more than one mode of 
operation or regime. Most engineering systems perform 
according to a number of different models. The IMM utilizes a 
finite number of models that calculates likelihood values based 
on the state estimates and state error covariance. These 
likelihood values are used to determine operating mode 
probabilities, and can be used for fault detection [6, 9]. 
A summary of the IMM algorithm broken down into 5 
steps is shown below [8]: 
ܥ݈ܽܿݑ݈ܽݐ݅݋݊	݋݂	ݐ݄݁	݉݅ݔ݅݊݃	݌ݎ݋ܾܾ݈ܽ݅ݐ݅݁ݏ: 
ߤ௜|௝,௞|௞ ൌ 1ܿ௝̅ 	݌௜௝ߤ௜,௞
(1) 
ܿ௝̅ ൌ 	෍݌௜௝ߤ௜,௞
௥
௜ୀଵ
 
(2) 
ܯ݅ݔ݅݊݃	ݏݐܽ݃݁: 
ݔො଴௝,௞|௞ ൌ 	෍ݔො௜,௞|௞ߤ௜|௝,௞|௞
௥
௜ୀଵ
 
(3) 
଴ܲ௝,௞|௞ ൌ 	෍ߤ௜|௝,௞|௞ ቄ ௜ܲ,௞|௞ ൅ ൫ݔො௜,௞|௞ െ ݔො଴௝,௞|௞൯൫ݔො௜,௞|௞ െ 	ݔො଴௝,௞|௞൯்ቅ
௥
௜ୀଵ
 
(4) 
ܯ݋݀݁ െ݉ܽݐ݄ܿ݁݀	݂݈݅ݐ݁ݎ݅݊݃: 
Λ௝,௞ାଵ ൌ 	ࣨ൫ݖ௞ାଵ; ̂ݖ௝,௞ାଵ|௞, ௝ܵ,௞ାଵ൯ (5) 
߉௝,௞ାଵ ൌ 1
ටห2ߨ ௝ܵ,௞ାଵห஺௕௦
expቌെ
1
2	 ௝݁,௭,௞ାଵ் ௝݁,௭,௞ାଵ|௞
௝ܵ,௞ାଵ
ቍ	 
(6) 
ܯ݋݀݁	݌ݎ݋ܾܾ݈ܽ݅݅ݐݕ	ݑ݌݀ܽݐ݁: 
ߤ௝,௞ ൌ 1ܿ ߉௝,௞ାଵ෍݌௜௝ߤ௜,௞
௥
௜ୀଵ
(7) 
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ܿ ൌ 	෍߉௝,௞ାଵ
௥
௝ୀଵ
෍݌௜௝ߤ௜,௞
௥
௜ୀଵ
	
(8) 
ܵݐܽݐ݁	݁ݏݐ݅݉ܽݐ݁	ܽ݊݀	ܿ݋ݒܽݎ݅ܽ݊ܿ݁	ܿ݋ܾ݉݅݊ܽݐ݅݋݊: 
ݔො௞ାଵ|௞ାଵ ൌ 	෍ߤ௝,௞ାଵݔො௝,௞ାଵ|௞ାଵ
௥
௝ୀଵ
 
(9) 
௞ܲାଵ|௞ାଵ ൌ 	෍ߤ௝,௞ାଵ ቄ ௝ܲ,௞ାଵ|௞ାଵ
௥
௝ୀଵ
൅ ൫ݔො௝,௞ାଵ|௞ାଵ
െ	ݔො	௞ାଵ|௞ାଵ൯൫ݔො௝,௞ାଵ|௞ାଵ െ	ݔො	௞ାଵ|௞ାଵ൯்ቅ 
(10) 
III. ELECTRICAL EQUIVALENT CIRCUIT MODELS
ECM are models based on electrical components such as 
ideal voltage sources, resistors, and capacitors to simulate the 
behaviour of the battery. The vast majority of ECM models 
are semi-empirical models where the process of calculating 
your final outputs is based on two distinctive activities. First, 
the OCV with respect to SOC must be known beforehand by 
performing laboratory experiments where the battery is put 
through discharge and resting cycles. Second, the ECM 
parameters such as resistors and capacitors must be calibrated 
through I/O data using parameter identification techniques 
such as least square methods. ECM model design may be 
easily achieved, but depending on the output and accuracy, 
they can vary greatly [1]. Moreover, computational power and 
the simulation time needed to simulate the battery is low. 
These characteristics make ECM models more suitable for use 
and implementation in a battery management system (BMS) 
[12].  
A. Thermal Model 
Battery thermal management is critical for tracking and 
estimating parameters, as well as avoiding severe 
consequences. The thermal model used for determining the 
core temperature, ௖ܶ, and the surface temperature of the cell, 
௦ܶ, is shown in Figure 1, where the core and the surface of the 
cell are modeled as RC branches [13]. The core’s resistance, 
ܴ௖ , models the amount of heat flux leaving or entering the 
core and the capacitor, ܥ௖, models the core’s ability to store 
heat. The surface of the battery was modeled similarly, 
yielding four parameters. The two inputs to the model are 
demanded/supplied current, ܫ௦ , and forced convection to the 
skin of the cell, ௙ܶ. 
Figure 1.  Schematic diagram of the battery thermal model [13]. 
The two differential equations for a cylinder cell were 
previously analyzed by [14] and [4]: 
.
. .1 s c
c c
c c
T T
T s
C R
     
(8)
. 1 f s s c
c
s u c
T T T T
T
C R R
       
(9) 
where
.
( )r T ss OCV V I  , OCV is the open circuit voltage, VT 
is the terminal voltage. The following is the state space 
representation of the two differential equations: 
1 1
1 1 1 1 -
c c c c
c s s c s
R C R C
A
R C C R R
            
 (10) 
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c
s s
OCV V
C
B
C R
       
(11) 
/[ ]     s fu I T (12) 
This thermal model was used across all simulated ECMs. 
Furthermore, a value of 25 ºC was used for Tf to simulate the 
battery inside a laboratory with the air conditioner on. The 
values for the model’s parameters were taken from [13] and 
used to generate the simulation results. 
B. Rint Model 
The most basic and commonly used battery model is the 
Rint model. It consists of an ideal battery with an open-circuit 
voltage UOC and a constant equivalent internal series resistance 
RO. UL is the terminal voltage of the battery and IL is the load 
current with a negative value at charging and a positive value 
at discharging: 
L OC OU U R  (13) 
The equations for the state space representation of the Rint 
model are as follows: 
/[ , , ]core surfacex SOC T T (14) 
1 0
0
    
   thermal
A
A
     (15) 
1
0
0
 
   
battery
thermal
CB
B
      
(16) 
/[ ]     s fu I T (17) 
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The state space representation of the system was 
discretized for implementation purposes. Once the SOC was 
derived based on the state space, the algorithm would update 
the parameter values for that SOC level and calculate the 
corresponding VOC. The terminal voltage (VT) was derived 
using equation (13). The following section describes the 
corresponding output of the model based on Normal 
Conditions. 
Figure 2.  Schematic circuit diagram of  Rint Model [7]. 
C. Thevenin Model 
The Thevenin model is often referred to as a first order 
battery model. It consists of a parallel RC circuit in series with 
a resistance. As shown in Figure 3, it is mainly composed of 
three parts: open-circuit voltage source (UOC), internal 
resistance, and equivalent capacitances. The internal 
resistances include the ohmic resistance (RO) connected in 
series and the polarization resistance (RTh) connected in 
parallel. Polarization resistance is used so that the battery does 
not provide energy (or ‘drain’) right away to the system. The 
equivalent capacitance (CTh) is used to describe the transient 
response during charging and discharging. (UTh) is the 
Thevenin voltage across the (CTh), (ITh) is the outflow current 
of (CTh) and (UTh) is the terminal voltage. The electrical 
behavior (dynamics) of the Thevenin model can be expressed 
by Eq. 18 [11]. 
Figure 3.  Schematic circuit diagram of Thevenin Model [11]. 
.
Th L
Th
Th Th Th
U I
U
R C C
   (18) 
L OC Th L oU U U I R   (19) 
IV. NUMERICAL SIMULATION AND RESULTS
Figure 4 depicts the supplied current used across the 
different models in this numerical study. Positive current was 
assumed to demand from the battery, thus discharging the 
battery. The algorithm to simulate the battery was developed 
in MATLAB®. The SOC was estimated based on the 
following equation: 
0
1 t
o s
battery
SOC SOC I dt
C
   (11) 
where the ܥ௕௔௧௧௘௥௬ refers to the nominal cell or battery capacity. 
Figure 4.  UDDS current profile.
As mentioned earlier, due to their dependence on SOC 
levels, model parameters curves are often derived offline 
experimentally using constant current (CC), and constant 
voltage (CV) charge and discharge cycles under constant 
temperature by using a thermal chamber. Similar experiments 
are performed at different temperatures and lookup tables are 
created for the models. Afterwards, the data is processed using 
software such as MATLAB to match parameters to a desired 
transfer function [15]. Other parameter identification 
techniques use genetic algorithms (GA) [14]. 
In this paper, the MATLAB® Simulink model was 
obtained from [17] and modified for the corresponding models 
to optimize the values of the model parameters: UOC, RO, RTh, 
and CTh. Furthermore, the input current and output voltage 
shown on Figure 5 were used for optimizing the parameter 
values. 
Figure 5.  Input current Profile used across all models.
Figure 6 illustrates the resulting VOC-SOC curve from the 
optimization process. The VOC gradually increases with 
increasing SOC and reaches maximum at 4.2 V. This VOC-
SOC curve was used for both models. Figure 7 shows the 
resulting capacitance values for the Thevenin capacitance, ܥ௧௛ 
for all levels of SOC. The nonlinearity of ܥ௧௛ is inherited by 
the model; making it nonlinear and thus, resulting in the 
implementation of the UKF method. Figure 8 depicts the 
calibration results of the Simulink model using the input-
output data shown in Figure 5.  
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Lastly, the system and measurement noise covariance 
matrices were set to ܳ ൌ 10ିଽ݁ݕ݁ሺ4ሻ  and ܴ ൌ
݀݅ܽ݃ሺሾ10ିସ			0.00172				10ିସሿሻ . The initial state error 
covariance was set to ܲ ൌ 10ܳ  and the ܥ௕௔௧௧௘௥௬  was 27.625 
Ah. 
Figure 6.  Open circuit voltage with respect to percentage of SOC for Rint 
model. 
Figure 7.  ܥ௧௛ profile with respect to percentage of SOC for Thevenin model. 
Figure 8.  Calibrated Results of (a) terminal volatge and (b) SOC between 
Rint and Thevenin model. 
A. Rint Model 
The terminal voltage and the percentage of SOC for KF 
and IMM-KF of Rint model is presented in Fig. 10(a) and 
10(b), respectively. Both terminal voltage and percentage of 
SOC decrease as time passes and KF almost follows the true 
value. However, as before, the IMM-KF tries to follow the 
trajectory but is slightly off from the true value. From Fig. 
10(b), the KF follows the true SOC value and the IMM-KF is 
relatively close.  
Figure 9.  Simulated results of Rint model. (a) Terminal volatge and (b) SOC 
along with time for KF and IMM KF. 
Using Thermal model, the temperature effect for Rint 
model is also analyzed. Figure 11(a) and 11(b) show the core 
and surface temperature behavior with respect to time of Rint 
model, respectively. Both temperatures decrease with time. 
Moreover, the surface temperature exponentially deceases and 
approaches 6 ºC whereas the core temperature goes to nearly 
23 ºC. This is due to the thermal resistance between the core 
and surface, which is higher than the resistance between the 
surface and the air (e.g., natural cooling effect).  
Figure 10.  Simulated results of (a) core and (b) surface temperature for the KF 
and IMM-KF (Rint model). 
B. Thevenin Model 
The terminal voltage and SOC as a function of time are 
illustrated in Fig. 9(a) and 9(b), respectively. Terminal voltage 
shows the comparison between true values, UKF and IMM-
UKF. It can be clearly seen from Fig. 9(a) that with time, the 
terminal voltage decreases and UKF follows the true value. 
Whereas the IMM-UKF is a slightly off from the true value. In 
this scenario, the UKF obtains the best result. A similar trend 
can be identified from the SOC curve in Fig. 9(b). 
Figure 11.  Simulated results of Thevenin model. (a) Terminal volatge and (b) 
SOC for the KF and IMM-KF. 
V. CONCLUSIONS 
An analysis on two ECM battery models, as well as a 
popular thermal model, was presented in this paper. Moreover, 
states such as SOC, VT, Tc, and Ts of the battery were estimated 
using the KF, UKF and IMM-KF estimation strategies. 
Parameter identification was performed using a modified 
MATLAB® Simulink model to calibrate battery models to a 
corresponding set of input-output data. Finally, the IMM was 
implemented for successful fault detection were the battery 
was aged and the thermal core resistance parameter was 
increased. Future work involves the development of an 
experimental testbed and implementation and comparison of 
other nonlinear battery models. 
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Abstract—Lithium ion batteries play important roles as energy 
storage solutions in electric vehicle, portable devices, and 
renewable energy systems. There are many issues facing 
lithium ion batteries. One of them is the long charging time 
due to the slow electrochemical dynamics. Fast charging is 
one of the most difficult techniques that affect the acceptance 
of the electric vehicles. This paper presents a single particle 
battery model for charging optimization. The single particle 
model is enhanced with electrolyte dynamics. An optimal 
charging problem is formulated based on the electrolyte 
enhanced single particle model. Safety constraints are 
identified and imposed on the optimal charging problem. 
Multiple techniques have been developed to reduce the 
computational load. The fast charging strategy is developed. 
The results show that the fast charging strategy includes 
multiple phases and is able to reduce the charge time 
significantly.  
Keywords-fast charging; single particle model; Li-ion battery 
I.  INTRODUCTION 
 Limited fossil fuel reserve and global warming provide a 
strong driving force for transportation electrification and clean 
energy technology. Lithium ion batteries play an important role 
as the most widely used energy storage system, and therefore 
are essential to the sustainable development of our society. 
There are still many issues facing lithium ion batteries. One of 
them is the long charging time due to the slow electrochemical 
dynamics. Compared with conventional vehicle which refuels 
in couple minutes, electric vehicle takes several hours to 
recharge. Battery recharge also requires meticulous control due 
to complex electrochemical reactions, immeasurable internal 
states, and serious safety concerns. It is thus important and also 
the focus of this article to develop a systematic approach 
solving for the optimal charging strategy while ensuring the 
safety during the charging process. 
There are many charging protocols in the literature, such as 
constant-current / constant-voltage (CC/CV), pulse current 
charging, multi-stage charging [4], constant power charging, 
pulse voltage charging [1], [2], [3], neural networks[5], and 
fuzzy logic[6, 7]. The most widely used charging protocol is 
the constant-current / constant-voltage (CC/CV). These 
approaches use predefined charging profiles with fixed current, 
voltage, or power constraints. Therefore, they are simple to 
implement. Most of them are based on the basic knowledge or 
experience of battery dynamics. These charging methods don’t 
provide the best achievable performance determined by the 
electrochemistry.  
This paper aims to develop a systematical approach for 
solving the optimal charging strategy based on a single particle 
model with electrolyte dynamics. An optimal control problem 
is mathematically formulated. The fast charging strategy is 
investigated. Multiple techniques, including time to SOC 
domain conversion and electrolyte dynamics approximation, 
have been developed in this paper to reduce the computational 
burden while maintaining the accuracy.  
The rest of the paper is structured as follows. In section II, 
the physics-based single particle model is presented, and the 
electrolyte dynamics is simplified and added to the single 
particle model. The model is validated against experimental 
data. In section III, the optimal charging problem is formulated, 
and the fast charging strategy is then derived and investigated. 
In section IV, the optimized fast charging strategy is discussed 
in details. Section V concludes the presented work.  
II. EELECTROLYTE ENHANCED SINGLE PARTICLE MODEL
In the following we describe in detail the single particle 
model with electrolyte dynamics.  
A graphite/LiFePO4 cell with 400mAh is considered in this 
study. The single particle approach is used here. In the SP 
model, electrodes are assumed to consist of spherical 
intercalation particles with identical size. The surface of the 
spherical particle is scaled to that of the porous electrode. The 
key assumption in the single particle model is that the current 
323
distribution is taken to be uniform along the thickness of the 
electrode. Figure 1 provides a schematic of the SP model with 
electrolyte dynamics. 
The mass balance of lithium ions in an intercalation particle 
of electrode active material is described by Fick’s second law 
in a spherical coordinate system. Here the diffusion equation is 
simplified by using two-term polynomial approximation [8-10] 
as follows: 
Cathode: 
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Anode: 
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(4) 
where       , electrode’s SOC, is the ratio of the solid average 
concentration to the maximum solid concentration       for 
each electrode.    is the current density for each electrode.    is 
the electroactive surface area for each electrode.      is the 
applied current.    is the particle radius.         is the ratio of 
the solid surface concentration to the maximum solid 
concentration.      is the solid phase diffusion coefficient.   is 
the Faraday constant.  
Figure 1. Electrolyte enhanced single particle model
The rate of lithium intercalation and deintercalation 
reactions is related to the surface SOC and over potential, and 
is expressed through the Butler-Volmer equation as follows.  
     [   (
     
  
  )     (
      
  
  )] (5) 
where    is the over-potential for lithium ion 
deintercalation/intercalation reactions.      and      are the 
anodic transfer coefficient and cathodic transfer coefficient 
respectively.   is the gas constant.   is the temperature.    is 
the reaction rate coefficient.  
   and    can be estimated as[11] 
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where 
   
  
   
(7) 
The over-potentials are calculated by the following 
equations  
        
 (8) 
        
 (9) 
where    is the electrode’s potential.   
  is the open circuit 
potential in the appendix.  
The cell voltage equals to the difference of solid phase 
potential between the positive and negative electrodes plus the 
voltage loss due to the internal resistance. 
                     (10) 
where       is the internal resistance. 
The material balance for the binary electrolyte in the liquid 
phase is given by [12] 
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where    is the lithium ion concentration,    is the electrolyte 
phase volume fraction,   
    is the effective electrolyte phase 
Li diffusion coefficient.   
  is the transference number.  
Figure 2. (a) Equilibrium Li+ concentration at different charge rates. (b) 
Comparison of Li+ concentration responses between full order model and 
transfer function. (c) Input current profile to both full order model and transfer 
function. 
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During charging, the longer the diffusion distance of the Li+ 
ions, the greater the decrease of the Li+ concentration in the 
electrolyte. The lowest electrolyte phase lithium ion 
concentration occurs near the anode current collector (the 
diffusion distance is longest from the cathode). Therefore, the 
lithium depletion could occur near the anode current collector. 
Based on the full-order model in our previous work [12], a 
static map is generated to predict the equilibrium Li+ 
concentration at the anode current collector surface (here the 
diffusion distance is longest) at different charging rates as 
shown in Figure 2. The Li+ concentration decreases at the 
anode current collector as the charge rate increases. It reaches 0 
      when charge rate reaches about 2.9C as shown in 
Figure 2. When the charge current continues to increase 
beyond 2.9C, the equilibrium Li+ concentration decreases to 
negative values. This is impossible and meaningless in reality. 
However, it’s possible in the simulation, because the 
concentration is just a continuous variable. Although the 
negative equilibrium Li+ concentration beyond 2.9C is 
meaningless in reality, it is actually very useful for predicting 
concentration decreasing rate at high charge rates. The lower 
the negative equilibrium lithium concentration at a charging 
rate, the greater the decreasing rate of the current lithium 
concentration at that charging rate.  
TABLE I. BATTERY MODEL PARAMTERS 
Parameter 
Negative 
electrode 
Separator 
Positive 
electrode 
Electrode thickness (m)                      
Particle radius    (m)     
          
Electroactive surface area    (m
2) 0.8458 12.6641 
Active material volume fraction   0. 5384 0. 4179 
Filler volume fraction  0.172 0.172 
electrolyte phase volume fraction    0. 2896 1 0. 4101 
Max. concentration      (mol m
-3) 26390 22806 
Initial electrode’s SOC,       0.017 0.7862 
Li diffusion coefficient     (m
2s-1)                   
Initial electrolyte concentration (mol m-3) 1200 1200 1200 
Charge transfers coefficient   ,   0.5 0.5 
Reaction rate coefficient   (Am
-2)                   
Time constant for diffusion dynamics   
(s) 
60 60 60 
ad: adjusted 
The nonlinear electrolyte diffusion equation has high 
fidelity. However, it’s very computationally costly due to its 
PDE nature. Therefore, a first-order transfer function is used to 
approximate the Li concentration dynamics at anode current 
collector. The first-transfer function is given as follows. 
     
     
        
 
 
     
(13) 
where       is the instantaneous lithium concentration (in 
Laplace domain) at anode current collector.          is the 
equilibrium lithium concentration at a given charge rate.    is 
the time constant for the diffusion dynamics.  
The transfer function in Laplace domain can be converted 
into time domain as follows 
   
  
 
 
   
          (14) 
The above first-order equation is able to accurately predict 
the lithium concentration evolution at the anode current 
collector. In this equation, lower negative       will lead to 
lower negative value of 
   
  
 , which means greater lithium ion 
decreasing rate. Therefore, a negative value beyond 2.9C in 
Figure 2 indicates a high decreasing rate of   .  A comparison 
between transfer function prediction and the full-order 
model[12] prediction is shown in Figure 2. A charging current 
profile is input into both transfer function and full-order model. 
And the resultant Li+ concentration profiles at anode current 
collector are compared. As shown in Figure 2, the transfer 
function has a very high accuracy (almost 100%) of predicting 
the Li+ concentration compared with full-order model. 
Therefore the diffusion dynamics of electrolyte can be 
simplified by using a static map of equilibrium lithium 
concentration at different charge rates and a first-order transfer 
function. This technique developed in this paper significantly 
reduces the computational cost, and also the states needed in 
the optimal charging problem. 
The battery model parameters are summarized in Table I 
and more details can be found in [12-14].  
The single particle model with electrolyte dynamics is 
validated against experiment data. The battery cells used are 
graphite/LiFePO4 cells with 400mAh nominal capacity. As 
shown in Figure 3, a current profile is applied to both the single 
particle model and the real battery cell. Voltage responses from 
both simulation and experiment are compared. The RMSE of 
voltage is about 41mV.   
Figure 3. Experiment results for fast charging strategy. 
III. CHARGING STRATEGY OPTIMIZATION
Based on the validated single particle model, an optimal 
charging problem is formulated with the aim to reduce the 
charge time while ensuring the safety constraints. The cost 
function is given by 
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(15) 
where          is the charge time. The optimization variables 
are the input current      and final time    , with the state 
variables,       (electrode’s SOC) and    (electrolyte 
concentration). 
The above optimal charging problem is formulated over 
time domain. The final time is a variable. To further reduce the 
state variables and optimization variables, the problem is 
converted from time domain into SOC domain.  In this paper, 
the anode electrode SOC,       , is used to represent the SOC 
for the battery cell.  When the battery is being charged, the 
anode SOC starts at a very low level (close to 0), and increases 
to a target high level. Therefore, we can formulate the cost 
function over anode SOC domain instead of time domain. 
Anode SOC is first divided in to many small segments     . 
Over each      segment, the charging time can be calculated 
by the following equation. 
      
                  
       
(16) 
where       is the charge time for the segment     . 
Therefore, the new cost function in anode SOC domain 
becomes 
   
     
∫      
     
     
(17) 
where anode electrode             (fully discharged) and 
           (fully charged). After the time to SOC 
conversion, the state variable SOC is eliminated, and 
optimization variable     is also eliminated. The optimization 
variable is now the input current        only. The only state 
variable is the electrolyte concentration    at anode current 
collector. The above time to SOC conversion technique 
simplifies the optimal control problem, and reduces the states 
and control inputs.  
The optimal control problem has the following constraints 
for model dynamics, inputs, and states.  
           (18) 
     (19) 
           (20) 
           (21) 
         (22) 
These constrains protect the active particle from overcharge 
(saturation on anode and depletion on cathode), electrolyte 
from depletion and cell voltage from overvoltage. 
Dynamic Programming (DP) is a very powerful, general 
tool for solving sequential decision making problems. DP as an 
extremely powerful approach has been extensively applied to 
real-world optimal control problems, including hybrid vehicle 
control system[15], path planning for autonomous vehicles[16], 
hydroelectric generation scheduling[17], etc… 
IV. OPTIMIZATION RESULTS
In this section, the optimal charging problem is solved by 
dynamic programming. The optimized charging strategy is 
studied and discussed in details.  
Figure 4. Optimization results for fast charging strategy. 
The charging strategy pursued by this work aims to charge 
a battery as fast as possible. Dynamic programming is applied 
to find the optimal charging strategy which achieves the 
minimum charging time. The optimized charging current 
trajectory is shown in Figure 4. It takes about 19 minutes 18 
seconds to achieve a target anode SOC of 61% (fully charged) 
from an initial anode SOC 1.7% (fully discharged).   
As shown in Figure 4, the optimized charging process can 
be divided into three stages. In the first stage, a high maximum 
current is applied until the Li+ concentration in the electrolyte 
at the anode current collector depletes. In the second stage, the 
current is lowered to a level to avoid lithium depletion in the 
electrolyte and maintain a constant and small Li+ concentration 
in the electrolyte at the anode current collector. In the third 
stage (close to the end of charge), the lithium concentration on 
the cathode surface decreases and gets close to zero, the charge 
current is gradually lowered to avoid the lithium depletion on 
the cathode surface. The whole charging process follows 
constant-current / constant-electrolyte-concentration / constant-
cathode-concentration (CC/CEC/CCC).  
V. CONCLUSION 
This paper enhances the single particle model with 
electrolyte dynamics. Based on the enhanced model, the fast 
charging strategy is investigated. An optimal charging problem 
is formulated to solve for the fast charging strategy that 
achieves the minimum charging time. Dynamic programming 
as an extremely powerful approach has been used to find the 
optimal fast charging strategy. Multiple techniques, including 
electrolyte dynamics approximation and time to SOC domain 
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conversion, have been used in this paper to reduce the 
computational cost and dimensions of the problem for the 
dynamic programming. Fast charging strategy is investigated 
and discussed in details. This charging strategy takes the 
shortest time to charge the battery, about 19 minutes 18 
seconds in this study. The fast charging strategy can be divided 
into three stages and follows constant-current / constant-
electrolyte-concentration / constant-cathode-concentration 
(CC/CEC/CCC).  
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APPENDIX 
The equilibrium potentials are obtained by C/50 charge 
and discharge, as shown in Figure A1. 
Figure A1. Equilibrium potentials for anode and cathode
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Abstract—The ground topography effect on the wind flow is 
significant. The knowledge of the flow behavior near ground 
is crucial in the development of wind power, especially in the 
choice of suitable sites and for estimation of energy 
production. In this paper, the numerical prediction of the flow 
over a three-dimensional hill model and the analysis of 
placement of Savonius turbines on top of the hill are 
presented. The numerical analysis is based on the finite 
volume method implemented in the ANSYS CFX 15 Software 
using the Shear-Stress Transport (SST) turbulence model. The 
numerical results for a conventional Savonius rotor and a 
vertical-axis spiral wind rotor are both satisfactory compared 
with experimental data. The performances of these turbines, 
installed on the hilltop, are studied for different height 
positions. Furthermore, the influence of the hill size on the 
extracted power is investigated. At TSR=1, the power 
coefficient of a conventional rotor is increased from 0.15 to 
0.32 when the rotor is installed at a height of 0.25 m above the 
top of the hill, while it reaches 0.40 when the hill is two to 
three times higher. The helical Savonius rotor tested gives 
even higher power coefficient of 0.44.  
Keywords-component; Savonius wind turbine; 3D 
Computational Fluid Dynamics; SST turbulence model; Power 
Coefficient; hill mounted turbine  
I. INTRODUCTION
The ground topography affects the velocity, direction and 
turbulence intensity of the wind and can be used 
advantageously to increase energy extraction from wind. In this 
work, a hill topology is considered. Flow separation at the lee 
side of a hill is still an unresolved issue where the field 
measurements show a rapid decrease in speed-up ratio. 
Different explanations are available regarding the issue; for 
instance: [1] conjectured that this three dimensional flow 
separation at the lee slope is due to the blockage effect of 
neighboring hills, but according to [2] the presence of the 
nearby topography does not affect the flow neither at the top 
nor at the downstream of the hill. For [2], hills have a 
significant influence on the wind speed. A smooth and not too 
steep hill causes acceleration of the wind and makes the wind 
accelerate when flowing towards the hilltop. The resultant 
increase in energy content is called hill impact. [2] and [3], find 
a good agreement between the experimental results and the 
computational results both at windward slope and at the lee 
side of the hill. [4] Investigate two-dimensional numerical 
simulations of flow over two common types of topographic 
features (a cliff and a hill) and three types of turbulence 
models.  The standard k–ε, Durbin’s model and Shin's model 
are tested for predicting flow over this topographic. In this 
study, Shin's model gave better results compared to other 
models. 
The wind flow over terrains can provide an important 
advantage when installing wind turbines. An appropriate 
selection of a suitable land for wind turbines can lead to an 
increased output of energy. However, understanding the many 
factors to be taken into account and the interaction with the 
turbine is needed. In this study, the interaction of the flow over 
the hill and the helical Savonius vertical axial wind turbine is 
analysed to increase the energy extraction. 
The main objective of this paper is to analysis the 
improvement of the power output when the helical Savonius 
wind rotor developed by [5] and [6] are placed on top of a hill. 
The paper will show that a significant improvement of the 
power coefficient (Cp) can be achieved. In this study, the 
Savonius rotor is placed at different vertical locations on top of 
the hill and for different heights of the hill. 
II. HILL AND SAVONIUS WIND TURBINE GEOMETRIES
The hill geometry employed in this work is shown in Fig. 1. 
It is a three-dimensional axisymmetric defined by [7] as 
follows: 
z(x, y) =
Hcos2π(x2+y2)
1
2
2S
(1)
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The specific height used in the comparison with 
experimental data is H=40 mm and length S=100 mm. It gives 
a maximum slope of about 32˚. For the turbine mounted 
simulations, H = 2 m and S = 5 m.  Fig. 1 shows the details of 
the side view of the three dimensional hill and the coordinate 
system.  
Figure 1.  Topographic features [7]  
The placement of turbines in complex land topology is 
becoming more and more common, although these areas are 
not always ideal sites, due to the high shear and turbulence 
levels in the wind flow. In this context, for a systematic 
analysis, the Savonius rotor is placed at a distance (L) above 
the hill. The Savonius rotor has an “S-shaped” cross-section 
constructed by two semicircular buckets. [6] conducted 
experimental investigations on a single stage helical Savonius 
rotor placed between end plates but without shaft.  The helical 
rotor has a 90° twist angle of the two blades evenly distributed 
around the vertical axis. The three-dimensional geometrical 
model of each blade can be approximately created by sweeping 
a base profile at 90° along a spirally ascending curve, as shown 
in Fig. 2 and Table 1. 
Figure 2.  Schematic representations for a helical Savonius rotor .  
TABLE I. BASIC PARAMETERS OF THE CONVENTIONAL SAVONIUS 
ROTOR [5] [6]. 
Parameter Value (m) 
D 0.33 
d 0.184 
e 0.038 
hr 0.23 
Dh 0.23 
 hh  0.202 
2. ANALYSIS PARAMETERS
Savonius turbines are mainly drag-driven devices made up 
of two or multiple blades. The difference in the drag forces 
acting on the rotor blades causes the Savonius turbine to rotate. 
The performance is defined by [5] as the power coefficient that 
is a function of power P, rotor swept area As, and free stream 
speed U0 as follows: 
𝐶𝑃 =
𝑃
1
2
𝜌𝐴𝑠𝑈0
3
 (2) 
The moment coefficient (Cm) of a Savonius turbine is 
determined as a function of torque T. It is defined by [5] as 
follows: 
𝐶𝑚 =
𝑇
1
4
𝜌𝐴𝑠𝐷𝑈0
2
(3) 
The Tip Speed Ratio TSR or λ is the ratio between the 
rotational speed at the tip of the blade and the velocity of the 
wind. It is defined by [5] as follows: 
𝜆 =
𝜔𝐷
2𝑈0
 (4) 
The Reynolds number, Re, based on the rotor diameter is 
calculated as follows:  
𝑅𝑒 =
𝜌𝑈0𝐷
𝜇
 (5) 
where µ is the dynamic viscosity of atmospheric air. 
3. NUMERICAL SIMULATION
A hexahedral mesh is used for the stationary domain as 
shown in Fig. 3, and a tetrahedral mesh is used for the rotating 
domain containing the turbine as shown in Fig. 4. The total 
number of grid cells equals to 1.5 106. Note that the number of 
cells for both the conventional and helical rotors is almost the 
same. The meshes are generated using the ICEM CFD code. 
The grid node density in the rotating domain is higher than in 
the stationary domain. The prism layer of grid elements were 
extruded from the edges of the blade and the surface of the hill 
to improve the grid quality and to capture with sufficient 
precision the boundary layer flow. The height of the first prism 
layer above the surface was set such that the y+ value for the 
first layer of elements from the wall is below 2, depending on 
the rotation velocity of the rotor. There were nine layers in 
total, and a layer growth rate of 1.2 was chosen.   
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Figure 3.  The grid mesh around the hill Schematic. 
Figure 4.  The grid mesh around the blades. 
Fig. 5 shows the boundary conditions and the 
computational domain. The inlet boundary condition is applied 
on to three faces [8]: the front and sides. The inlet boundary 
condition uses an atmospheric boundary layer profile as 
presented in equation (6) [9], with a horizontal velocity of 9 
m/s value at the height of the hilltop. The atmospheric 
boundary layer profile is defined as follows: 
𝑈(𝑧) =
𝑢∗
𝑘
ln (
𝑧
𝑧0
)  (6) 
          
where: 
u∗: Frictional velocity.
 k : Von Karman coefficient (k=0.4). 
 z0 : Roughness parameter (Z0=0.01mm).
Figure 5.  Computational Domain and Boundary Condition. 
4. GRID AND TIME STEP INDEPENDENCE ANALYSIS
A mesh independence test is conducted in order to select 
the mesh needed to be in the converged spatial discretization 
regime for the moment coefficient value. The computational 
domain meshes are progressively refined until the observed 
physical quantities are stabilized. The grid refinement is 
performed using three types of meshes consisting of 1.0, 1.5, 
and 2 million grids. The convergence of each case needed more 
than 6 cycles. Fig. 6 shows the moment coefficient during the 
last two rotations of the conventional turbine rotor versus the 
total number of cells used. The computed moment coefficient 
does not show a significant difference when the total number of 
cells used is more than 1 million.  The difference in moment 
coefficients between the grids of 1.0 and 1.5 million is in the 
order of 4%, and this difference decrease to 0.4% between grid 
of 1.5 and 2 million grids. Based on these results, the following 
computations were carried out using a mesh consisting of 1.5 
million cells. 
Several studies also present a temporal discretization 
analysis: [10] uses 1 degrees/step, [11] reports 0.25 
degree/step, while [12] uses 0.12 degrees/step, and [13]  uses 
0.02s. Based in these results, a verification study was 
performed using time steps ranging from 0.5 degrees/step to 
1.5 degrees/step at a tip speed ratio of 1.0 and a free stream 
speed of 9 m/s. Periodic convergence of the rotor torque output 
was then evaluated by monitoring the dynamic torque for the 
selected time steps over the last two revolutions. Fig. 6 
demonstrates that time step independence is achieved with a 
time step of 1 degree/step as for 0.5 degrees/step only a slight 
change in the torque is observed. The maximum difference is 
3.13%. Therefore, to reduce the time of calculation, the 
conservative choice in this study is to select a time step of 1 
degree/step. 
Figure 6.  Torque variation during the last two revolutions at λ = 1.0 and 9 
m/s for different time steps (conventional rotor).  
5. VALIDATIONS OF THE NUMERICAL METHODOLOGY
 In this part, two validations are performed to evaluate the 
proposed numerical methodology. The simulation results of the 
flow around a helical wind turbine Savonius with two blades 
using the SST turbulence model, were compared with the 
experimental results from [6]. Fig. 7 shows the comparison of 
the predicted average power coefficients with the measured 
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data for various tip speed ratios (TSRs). A maximum power 
coefficient for conventional rotor CPmax of 0.155 is computed 
for the tip speed ratio of 0.8, and a maximum power coefficient 
for the helical rotor CPmax of 0.169 was found at around 0.70 tip 
speed ratio. The computational results have a good agreement 
with experimental data for both cases. 
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Figure 7.  Comparison of the power coefficients from numerical and 
experimental results. 
The second validation is related to the numerical 
simulation of the flow over the three-dimensional hill. The 
experimental data is obtained from a wind tunnel investigation 
by [13]. Fig. 10 shows the good agreement of the vertical 
profiles of the normalized velocity component of (U) at various 
positions on the centerline of the hill. 
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Figure 8.  Comparison of the vertical profiles of mean velocity component (U 
/Uref). 
6. RESULTS AND DISCUSSION
A. Effect of different height positions (L)
Numerical simulations of the flow over the hill mounted 
wind turbine were conducted for different placement height L: 
L =0.25 m, L =0.5 m and L =1 m above the hill. The results of 
the average power coefficient extracted from both wind 
turbines, as a function of the tip speed ratio, for a wind velocity 
inlet of 9 m/s are presented in Fig. 9.  
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Figure 9.  Average power coefficient at different vertical locations of the 
rotor. 
In order to evaluate the power coefficient obtained from 
an isolated wind turbine both experimental and numerical cases 
are also reported. One can observe that the maximum values of 
the average power coefficient is obtained at a height of L =0.25 
m from the top of the hill. The position closet to the hill 
provides the higher power coefficient as the velocity is highest 
when measured close to the surface of the hill. The increase in 
maximum Cp is more than double than for an undisturbed flow. 
The maximum also occurs at a higher TSR as the effective 
wind reaching the turbine is higher. In fact, the ratio of 
maximum velocities squared (12.372/92=1.89) is almost 
double and is close to the observed Cp increase. Taking this 
best position (L = 0.25) obtained for the conventional rotor, and 
calculating the Cp for the vertical-axis helical wind rotor gives 
an even higher maximum Cp. The maximum value of power 
coefficient for helical rotor is approximately 0.37 while, it is 
0.32 for the conventional rotor in the tip speed ratio of 1. This 
increase in power coefficient is due to the generation of 
swirling flow generated inside the wind turbine, these 
observations are also reported by [6] and [14]. This increase is 
also about twice the difference between the two turbines in an 
unperturbed flow. 
B. Effect of hill height
In this section, the effect of the hill size on the power 
production is analyzed for the best position of the turbine rotor 
found previously. Numerical simulations were performed for 
the turbine position at L=0.25 m for different hill heights. 
Three cases are studied: hill height =1H, hill height =2H and 
hill height =3H. Note that H is the standard height of the hill 
used in the previous section. The atmospheric boundary layer is 
set such that it has 9 m/s velocity at the respective height, i.e. 
H, 2H or 3H. A very important increase of the power 
coefficient was obtained, as shown in Fig. 10.  
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Figure 10.  Variation of average power coefficient at different hill heights. 
This figure illustrates the influence of the hill height on 
the performances up to a certain height. The cases of hill height 
=2H and 3H give approximately the same maximum power 
coefficient which is close to 0.4. The same boundary conditions 
and the hill height are applied to simulate the helical rotor. 
Again, the power coefficient of this newer design is higher than 
that obtained by the conventional rotor at the same conditions. 
A Cp=0.44 is reached which is very high for a Savonius 
turbine. The difference between the three cases is quite clear in 
Fig. 11; the velocity in the case of 1H arrives at 18 m/s, while it 
is reaches 25 m/s in the case of 2H and 3H, which explain that 
the velocity is growing by 25% when the height is doubled.  
Figure 11.  Velocity and pressure contours at different plane with different hill 
heights (Conventional rotor). a) Longitudinal plan (XZ), b) Transversal plan 
(YZ). 
These planes are vertical to the rotor axis to display the 
turbulent features around the helical rotor as indicated in 
Fig.12. The pressure distribution and contours of the velocity at 
the maximum power coefficient are presented and compared in 
Fig. 13 for different sections. The flow fields at each horizontal 
section are not identical due to its helical geometry along the 
rotor axis. At this angle, plan 4 and 5 report that this part of the 
blade contributes significantly to the creation of clockwise 
torque. These results show that the wind did not directly 
influence the concave surface of the blade. Instead, it impacted 
on the convex surface of blade 2, and then hit the concave 
surface of blade 1 
Figure 12.  Fig. 18. Vertical sections of blades. 
Figure 13.  Velocity and pressure contours at different section vertical of 
helical rotor. 
C. Influence of wind velocity
The main factor affecting the power output of wind 
turbine is the incoming wind velocity. The importance of wind 
speed is that the power is directly proportional to the cube of 
wind speed according to equation 2. The power coefficient 
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represents the aerodynamic efficiency of the wind turbine, 
which differs from one turbine to another. Three simulations 
are performed for different incoming wind velocities using the 
same computational domain and boundaries conditions as well 
as the best position from the previous cases (L=0.25m and hill 
height =3H). The objective is to analyze the effect of the 
velocity on the coefficient of power.  
Fig. 14 shows the numerical results of the average 
power coefficients at different Reynolds numbers calculated by 
equation (5) for three speeds (6, 9, 12, 15 m/s). The difference 
between the three cases is clearly illustrated in this figure, there 
is a proportional relation between wind velocity and power 
coefficient, it can be noted that the average power coefficient 
increases slightly with increasing wind velocity. The maximum 
value of the power coefficient appears in the range of the tip 
speed ratio of (λ = 0.8 to λ= 1.2), which agree with the previous 
studies [5]. 
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Figure 14.  Power coefficient as a function of tip speed ratio at different wind 
velocity. 
6. CONCLUSION
In this study, the flow analysis over a three-dimensional 
hill with a one-stage Savonius turbine is carried out 
numerically. Results obtained by the SST turbulence model are 
analyzed and compared with experimental data. The proposed 
methodology indicates that the numerical predictions of the 
flow field as well as power coefficient calculations are in 
reasonable agreement with experiment data. The flow around a 
three dimensional hill is characterized by an acceleration of the 
wind towards the hilltop and deceleration on the leeward side. 
It is demonstrated that it is possible to improve the low 
performance of the Savonius turbine by placing them at the top 
of a hill, which is clearly the best position. The extracted power 
increases significantly, more than doubles, when placed on top 
of a hill. The study of the aspect ratio of the Savonius turbine 
indicates that the optimum aspect ratio is different when the 
turbine is placed on the hill. The paper also shows that a 
Savonius rotor with a helical geometry always performs better 
than the conventional Savonius turbine.  
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Abstract—. The main purpose of using cutting fluid during
machining processes is to reduce the cutting temperature and 
friction, and to wash away chips from the cutting zone. 
However, excessive use of conventional cutting fluid 
negatively influences human health and environment. 
Therefore, much research has attempted to improve cutting 
fluid performance with superior tribological and thermal 
properties, and to reduce the amount of cutting fluid to 
minimize machining cost and impact on environment. 
Recently, Minimum Quantity Lubrication (MQL) technique 
has been widely investigated as a good alternative to flood 
coolant. Although MQL improves machining results, its 
removal heat capability still needs to improve. In this paper, in 
order to enhance the thermal conductive and viscosity of 
MQL, nanoparticles were dispersed to make nanofluid 
coolant. Nanofluids have attracted the attention of 
investigators due to their good high thermal conductivity and 
ability to remove heat. In this study, the effect of the cutting 
speed, feed rate, and nanoparticle concentrations on machining 
titanium Ti-Al6-V4 alloy were investigated by performing 
ANOVA analysis. The nanofluid coolant was prepared by 
adding Aluminum Oxide (Al2O3) nanoparticles to base fluid 
(vegetable oil) at different weight concentrations (0, 2, and 
4%wt). 
      The ANOVA analysis found that the nanoparticle 
concentrations and feed rate had a significant influence on 
surface roughness. The tool wear was also observed to be 
affected by nanoparticle concentration significantly. The 
nanoparticles concentration had a significant impact on the 
flank wear as it could improve the thermal conductivity and 
lubrication properties of the cutting fluid and reduce the 
coefficient of friction between the tool- workpiece and tool-
chip. In terms of the effect of nanoparticle concentrations, 4% 
wt provided better improvements in both surface roughness 
and tool wear compared to 2% wt concentration and the pure 
MQL.  
Keywords-component; Titanium Ti-Al6-V4 alloy, Tool wear, 
Surface roughness, Minimum Quantity Lubrication (MQL), Nano-
cutting fluid 
I. INTRODUCTION
     The effectiveness of machining processes is greatly 
dependent on the use of cutting fluid to reduce cutting forces 
and cutting temperature. However, such cutting fluids have 
negative effects on environment and health. In an effort to 
eliminate these contrary impacts, many experiments have been 
conducted using minimum quantity lubrication (MQL) as the 
main cooling technique. MQL can be also identified as near-
dry machining (NDM) or micro-lubrication [1, 2]. Klocke et al. 
[3] identified the MQL as a cooling technique that uses only a
small amount of lubricant, about 3 to 4 orders of magnitude
less than flood coolant, at the flow rate of 50 to 500 ml/h. As a
result of the lubricant penetration ability into the chip/tool
interface, MQL reduces cutting temperature and friction, and
extends tool life. Therefore, MQL improves the surface finish
of the product. Several investigations have revealed that the
MQL technique is a viable alternative to the flood coolant
under similar performance parameters [4, 5, 6]. In addition,
from the environmental perspective, the MQL method has been
shown to be suitable for green machining.
     Spraying cutting fluid during machining difficult-to-cut 
materials, such as titanium, is crucial to reduce the high 
generated temperature at the cutting zone, thus extending tool 
life. The MQL technique provides relatively effective 
machining results, but enhancing its heat removal capacity is 
still required. MQL with nanoparticles has been suggested to be 
an effective method for reducing environmental and machine 
operator hazards due to its good tribological property and anti-
bacterial feature [7, 8]. 
     At present, efforts have been made to develop advanced 
machining processes utilizing less lubrication [10]. For further 
enhancement, adding nanoparticles into MQL (better known as 
MQL-nanofluid) may provide much better product quality due 
to the rolling action of nanoparticles, which could remarkably 
minimize cutting forces. Also, dispersing nanoparticles into 
base fluid of MQL would enhance the thermal conductivity and 
viscosity of the coolant [10, 11]. Nano-cutting fluids make an 
important contribution toward meeting the heat dissipation 
challenge during machining processes as they provide a high 
practical thermal conductivity value compared to the base fluid 
[12]. This value can be attributed to the outstanding properties 
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of the added nanoparticles (e.g. high heat convection 
coefficient and thermal conductivity). Moreover, the 
appropriate dispersion of nanoparticles into the base fluid 
provides a promising advantage in cutting processes as it helps 
to reduce the coefficient of friction in the tool-chip interface 
zone [13]. It has also been revealed that nano-cutting fluids 
have superior cooling properties due to their effective heat 
extraction properties [14].  
     Generally, most research agrees that nanofluids provide 
higher thermal conductivity in comparison with base fluid; 
however, determining the appropriate concentration of the 
nanoparticles is a big challenge. The addition of excessive 
nanoparticles could result in nanoparticle agglomeration which 
reduces the lubrication property. Lee et al. [7] stated that the 
physical parameters such as size and shape of nanoparticles 
affect their tribological properties. The study was found that 
determining the appropriate concentration of nanoparticles in 
base fluid is important to achieve better surface quality and 
lubrication. Sharma et al. [15] have also observed that an 
increase of nanoparticle concentration improves the thermal 
conductivity and viscosity of the nanofluid.  Zhang et al. [16] 
carried out grinding experiments on 45 steel under the jet MQL 
nanofluid (soybean oil + MoS2) with different mass fraction 
concentrations (2, 4, 6, 8, and 10 %) of MoS2 nanoparticles. It 
was noted that increasing mass fraction nanoparticle 
concentration from 2 % to 6 % noticeably reduces the specific 
grinding energy, grinding forces, and friction coefficient. With 
further increases in nanoparticle concentration (above than 
6%), grinding forces, specific grinding energy, and friction 
coefficient increased. This increase can be attributed to the 
agglomeration of nanoparticles which cannot lubricate the 
grinding zone, thus negatively affecting the surface finish. It 
was concluded that 6% mass fraction concentration of 
nanoparticles provided the lowest specific grinding energy, 
tangential grinding forces, and friction coefficient. Vasu et al. 
[17] performed turning machining on Inconel 600 alloy under
MQL with different volume fractions of Al2O3 (aluminum
oxide) and regular MQL vegetable oil. It was reported that the
MQL with 6% nanoparticle concentration resulted considerable
improvement in the surface roughness, tool wear, cutting
forces, and cutting temperature compared to MQL with 4%
volume fraction and regular MQL.
II. EXPERIMENTATION AND METHODOLOGY 
         Experiments were conducted by turning titanium Ti-Al6-
V4 alloy in order to investigate the effects of cutting speed, 
feed rate, and concentration of nanofluid on tool wear and 
surface roughness. The tests were performed on a CNC lathe 
machine using standard coated carbide turning inserts 
(CNMG120416MR) with a 1.6 mm nose radius. The 
machining tests were carried out using MQL nanofluid with 
different concentrations of volume fraction (0, 2, and 4 wt %), 
at different levels of cutting speed (120, 170, and 220 m/min), 
and feed rate (0.1, 0.15, and 0.2 mm/rev) as shown in Table 1. 
The depth of cut for each cutting pass was 0.5 mm with 
cutting length of 50 mm. Each test was repeated twice for 
more reliable data, and findings were recorded for maximum 
flank wear (VB) and surface finish (Ra). 
      The air-oil mixture of the MQL system was supplied by 
the stand-alone booster system (Eco-Lubric) with a nominal oil 
flow rate of 80 ml/min and air pressure of 0.5 MPa. In addition, 
the vegetable oil ECOLUBRIC E200 was used as a base 
cutting fluid. This fluid, rapeseed, is environmentally harmless, 
suitable for industrial application, and has a biodegradability of 
90% in 28 days [18]. The position and the angle of the MQL 
nozzle were adjusted by experimental observation to avoid 
being blocked by chips. 
     For the preparations of the nano-cutting fluid, Aluminum 
Oxide gamma nanoparticles (Al2O3) were used as nano-
additives. Al2O3 nanoparticles were selected because of their 
superior tribological property and anti-toxic aspect. It has 20 
nm average diameter, 95% purity, and 138 m2/g specific 
surface areas. Dispersion of nanoparticles into the base fluid 
vegetable oil is an important aspect, which effects on thermal 
conductivity and viscosity of resultant nano-cutting fluid. An 
ultrasonic machine (AQUASONIC-50HT) was used for 3 
hours at 60oC to disperse nanoparticles into the base cutting 
fluid. However, the dispersion of nanoparticles into the base 
fluid is considered as challenge, due to the strong van der 
Waals interactions which result in nanoparticle agglomeration, 
clogging, and sedimentation. Thus, using a physical or 
chemical treatment such as surfactants is recommended to 
ensure sufficient dispersion of nanoparticles [19, 20]. Sodium 
Dodecyl Sulfate (SDS) was used as a surfactant (i.e. 0.2 gm). 
Surfactants are believed to make the nanoparticles performance 
more hydrophilic, and to increase the nanoparticles surface 
charges, thereby increasing the repulsive forces between the 
nanoparticles. 
     In this work, experiments and analysis of variance 
(ANOVA) analysis was conducted for each of the design 
parameters and labelled as A (cutting speed), B (feed rate), and 
C (nanoparticles concentration) as in Table 2. MINTAB 17 
software was used to do design of ANOVA, which was 
performed to investigate the effect of design parameters on 
tool wear and machined surface quality. Using the ANOVA, 
the importance of cutting parameters and nanoparticle 
concentration with respect to surface roughness and tool wear 
was studied in order to find out the optimum combination of 
cutting parameters. All ANOVA analysis were conducted with 
confidence level of 95% (α = 0.5).
TABLE 1.  SCHEME OF EXPERIMENT 
Experiment 
No. 
Speed 
(m/min ) 
Feed rate 
(mm/rev) 
Nanoparticles 
(wt %) 
1 120 0.1 0 
2 120 0.15 2 
3 120 0.2 4 
4 170 0.1 2 
5 170 0.15 4 
6 170 0.2 0 
7 220 0.1 4 
8 220 0.15 0 
9 220 0.2 2 
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III. RESULTS AND DISCUSSION
  In the current paper, the findings were recorded for max 
flank tool wear (VB) and surface roughness (Ra). Table 2 
describes the max flank wear and surface roughness 
determined on the cutting tool and machined surface of ADI 
respectively. The flank wear varied from 0.162 to 0.721 mm, 
and surface roughness varied from 0.512 to 2.81µm. The main 
effects plots for Ra and VB are shown in Figures 1 and 2 
respectively. Based on the analysis, low surface roughness was 
obtained at a feed rate of 0.1 mm/rev, a cutting speed of 170 
m/min, and a nanoparticle concentration of 2 wt%. Feed rate 
and nanoparticles wt % were found to have the greatest impact 
on surface roughness quality (Figure 1), contributing 46.55% 
and 40.75% respectively (Table 3). As known in machining 
process, the feed rate has a significant effect on the surface 
roughness. In addition, the impact of the increase in 
nanoparticle concentration can be attributed to the increase in 
nanoparticles which can penetrate in the chip and workpiece 
surface and settle in any micro-grooves or slits in the 
workpiece surface.  
TABLE 2. THE MACHINING PARAMETER LEVELS AND THE OUTPUT 
MEASUREMENTS 
Experiment 
No. 
A B C Surface 
roughness 
(µm) 
Maximum 
flank 
wear 
(mm) 
1 1 1 1 0.891 0.481 
2 1 2 2 0.852 0.241 
3 1 3 3 1.692 0.162 
4 2 1 2 0.512 0.192 
5 2 2 3 1.421 0.171 
6 2 3 1 2.812 0.721 
7 3 1 3 0.563 0.211 
8 3 2 1 1.890 0.561 
9 3 3 2 0.951 0.242 
 In terms of tool wear, the lowest max flank wear (VB) was 
obtained at a cutting speed of 120 m/min, a feed of 0.2 mm/rev, 
and a nanoparticle concentration of 4 wt%. Generally, the 
cutting speed significantly affects the tool wear due to the high 
heat generation at the cutting zone. However, in Figure 2, it can 
be seen that nanoparticle concentration was found to be the 
most significant factor, at 90% contribution (Table 4), with 
regard to the tool wear. This effect on tool wear behavior was 
likely because of the good thermal conductivity of the 
nanoparticle and its ability to penetrate into the chip/workpiece 
zone, which improve the machining performance, viscous 
property, and heat removal ability of the nanofluid.  
Figure 1. The main effects plot for surface roughness (Ra) 
TABLE 3 ANALYSIS OF VARIANCE FOR SURFACE ROUGHNESS. 
Source Degrees 
of 
freedom 
Sum of 
squares 
Mean of 
squares 
% of 
contribution  
Speed 2 0.373 0.186 8.45 
Feed 2 2.0551 1.027 46.55 
Nanoparticles 
% 
2 1.799 0.899 40.75 
Error 2 0.187 0.093 4.24 
Total 8 4.414 100 
Figure 2. The main effects for the max flank wear (VB) 
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TABLE 4. ANALYSIS OF VARIANCE FOR MAX FLANK WEAR 
Source Degrees 
of 
freedom 
Sum of 
squares 
Mean of 
squares 
% of 
contribution 
Speed 2 0.006 0.003 2.04 
Feed 2 0.009 0.004 3.00 
Nanoparticles 
% 
2 0.298 0.149 90.0 
Error 2 0.016 0.008 4.85 
Total 8 0.331 100 
IV. CONCLUSION
In this study, cutting speed, feed rate, and different 
nanoparticle concentrations (wt %) in MQL were selected as 
cutting parameters. According to ANOVA, the feed rate (40.75 
% contribution) and nanoparticle concentration (46.55 % 
contribution) were the most significant parameters that 
determined the surface roughness on the titanium Ti-6Al-4V 
alloy. The ANOVA analysis also showed that the nano-fluid at 
2 and 4 wt% concertation of Al2O3 provided better results than 
regular MQL in determining surface roughness. The tool wear 
was also found to be affected by nanoparticle concentration. 
The analysis indicated that the nanoparticles concentration had 
a significant influence on the flank wear, at 90 % contribution, 
as it could enhance the thermal conductivity and lubrication 
properties of the cutting fluid and minimize the coefficient of 
friction between the tool- workpiece and tool-chip. Ultimately, 
it can be concluded that the nano-fluid improves the surface 
finish and tool life as a coolant during machining titanium Ti-
Al6-V4 alloy. Furthermore, Al2O3 nanoparticles are improved 
the machining performance of MQL. However, determining the 
appropriate nanoparticle concentration needs more 
investigations.  
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Abstract—Several properties make titanium and its alloy the 
primary candidate to attain weight and functional advantages 
because of its promising properties such as high strength to 
weight ratio, high corrosion resistivity, and high yield stress. 
Although titanium alloys have superior properties, some 
inherent characteristics such as high chemical reactivity and 
low thermal conductivity lead to poor machinability and result 
in premature tool failure and shortened tool life.  In order to 
overcome the heat dissipation challenge during machining of 
titanium alloys, nano-cutting fluids are utilized as they offer 
higher observed thermal conductivity values compared to the 
base oil. Thus, in the current work, multi-walled-carbon 
nanotubes (MWCNTs) cutting fluids along with minimum 
quantity lubrication (MQL) have been employed during 
machining Ti-6Al-4V. On the other hand, developing a multi-
objective optimization model for machining titanium alloys is a 
promising step in order to minimize machining cost, achieve 
excellent surface quality, and increase the cutting tool life by 
selecting the optimal cutting conditions (i.e. cutting speed, feed 
rate, depth of cut). In this study, response surface methodology 
(RSM), and genetic algorithm (GA) are employed to model and 
optimize three main machining responses: tool wear, surface 
quality, and power consumption. Three main independent 
processes parameters are considered when machining titanium 
alloys, namely; cutting speed, feed rate, and percentage of 
added nano-additives. 
Keywords-machining; optimization; modeling; response surface 
methodology (RSM); nano-cutting fluid; genetic algorithm (GA), 
NSGA-II 
I. INTRODUCTION
Titanium alloys are broadly used in various industrial 
applications in military, aerospace, power generation, 
automotive, and other fields due to their promising  mechanical, 
physical, and chemical characteristics; such as, high yield 
strength, high strength to weight ratio, high toughness and high 
creep, corrosion, and wear resistance [1]. These materials also 
retain their hardness and strength at high temperatures [2] which 
make them one of the primary candidates for aerospace, nuclear, 
power generation, and automotive applications.     
However, despite the above-mentioned superior 
characteristics, titanium alloys are inherently difficult to cut due 
to their high stresses and high cutting temperatures generated 
when they are being machined. This is mainly attributed to low 
thermal conductivity of titanium which adversely affects the tool 
life and can lead to a premature tool failure. Because of their low 
thermal conductivity, the generated heat during machining 
titanium alloys is mainly dissipated through the cutting tool and 
cooling media other than the workpiece or chip.  In addition, 
titanium alloys become chemically reactive at a high cutting 
temperature and react with some tool materials which also 
deteriorate the cutting tool and accelerate the tool failure. 
Moreover, the resultant chip shape in titanium machining is 
serrated or saw-toothed as localized adiabatic shear bending and 
intense shear strain rate exist in the primary shear zone due to 
the high temperature at the chip–tool interface. Some other 
properties, which make titanium alloys difficult to cut and 
impose barriers towards their widespread applications, are low 
elastic modulus, strain hardening, tendency to adhesion, and 
forming built-up edges [3, 4].   
A promising technology in the application of cutting fluid is 
known as minimum quantity lubricant (MQL). MQL is a 
cooling/lubrication method in which an optimal amount of 
cutting fluid is forced to penetrate into the cutting zone by means 
of compressed air.  Among the available lubrication techniques, 
the MQL technique with vegetable oil offers the best 
environmental friendly solution.  Not only does this technique 
provide the optimum amount of lubricant, utilizing vegetable oil 
presents a promising alternative to overcoming harmful 
environmental impacts of commercial cutting fluids, such as 
mineral oil.  The major important factor to improve the cooling 
and lubricant functions in the MQL method is utilizing certain 
cutting fluids such nano-fluids which can develop its wettability 
aspects [5, 6].  Carbon nanotubes (CNTs) are among the nano-
additives that have superior properties.  The diameters of these 
nano-additives vary from few nanometers to hundreds of 
nanometers, and their lengths range between tens of nanometers 
to several centimeters [7]. Proposing new nano-cutting fluids is 
contributing to overcome the heat dissipation challenge during 
the cutting processes as it offers a highly observed thermal 
conductivity value in comparison with the base lubricants. 
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Additionally, it is shown that nano-cutting fluids have superior 
cooling properties due to its good heat extraction capabilities [8]. 
Nano-cutting fluids have shown promising effects on the cutting 
performance characteristics through different cutting operations 
such as turning, milling and grinding as has been presented in 
some previous studies [9-14, 22-26]. Also, a previous work 
introduced a detailed model to assess the sustainability aspects 
(including cutting fluids application) for machining processes 
[27]. The proper dispersion of nano-additives into the base 
cutting fluid shows a promising advantage in cutting processes 
as it helps to reduce the induced friction between the workpiece 
and cutting tool [15]. Also, nano-cutting fluids can contribute in 
facing the heat dissipation challenge during cutting processes. 
The main objective of this paper is to model and optimize the 
machining process of Ti-6Al-4V with MQL-nano-fluids using 
RSM and multi-objective evolution algorithm (i.e., NSGA-II). 
Three main machining responses are tool wear, surface quality, 
and power consumption, while three main independent process 
parameters, as decision variables, are considered during 
machining titanium alloys as follows: cutting speed, feed rate, 
and percentage of added nano-additives. The experimental 
design and methodology will be discussed in the next section, 
while section 3 will discuss the experimental results, machining 
responses modeling and multi-objective optimization results. 
Finally, section 4 will discuss the study conclusions.  
II. EXPERIMENTATION
In order to investigate the effects of dispersed MWCNTs-
nano-fluid on the cutting quality performance, experiments are 
carried out by turning of Ti-6Al-4V.  Ti-6Al-4V (UNS R56400) 
is utilized as the experiments workpiece.  The tests are 
performed on CNC lathe machine using standard carbide turning 
inserts CNMG 432MMH13A (ANSI standard).  Cutting tests are 
performed under MQL strategy, using different levels of cutting 
speed, feed rate, and weight percentages of added nano- 
additives.  The depth of cut for each cutting pass is 0.2 mm.  The 
cutting tool information is listed in the Table I.  Regarding the 
MQL system, the air-oil mixture was supplied by the stand-alone 
booster system (Eco-Lubric) installed on the machine tool with 
a nominal oil flow rate of 40 ml/hr and air pressure of 0.5 MPa. 
The average surface roughness parameter has been used to 
evaluate the machined surface quality using a surface roughness 
tester (i.e., Mitutoyo SJ.201). Through the use of a toolmaker’s 
microscope, flank wear was measured subsequent to each 
cutting pass. In addition, a Power Sight Manager was employed 
throughout the machining process in effort to assist with logging 
power consumption.   
TABLE I. THE USED CUTTING INSERT AND TOOL HOLDER DURING 
MACHINING Ti-6Al-4V 
Cutting tool information during machining 
Ti-6Al-4V 
Cutting tool Coated carbide insert (CNMG 120416MR (ISO)) 
Tool holder SANDVICK SCLCR-2525M12 with clearance angle 5o and 
rake angle 0o, nose radius of 1.58 mm 
Multi-walled carbon nanotubes (MWCNTs) with 13-20 nm 
average diameter, 95% purity, 10-30 µm length, and 110 m2/g 
specific surface area were used for nano-cutting fluid 
preparations. Dispersion of MWCNTs into the base cutting fluid 
is an important factor which affects the resultant nano-cutting 
fluid thermal conductivity and viscosity. The dispersion of 
MWCNTs into the base cutting fluid is performed using an 
ultrasonic device (AQUASONIC-50HT) over the course of 3 
hours at 60oC, which is then followed by a step that offers 
thorough mixture, using a magnetic stirrer (Hot Plate Stirrer-
3073-21) for 30 minutes to ensure full dispersion of MWCNTs 
into the resultant nano-cutting fluid. 
In this work, three design variables (i.e., cutting speed, 
cutting feed, and added nano-additives percentage) are used at 
three levels each. Table II indicates the design variables studied 
and the assignment of the corresponding levels.  L9 orthogonal 
array (L9OA) based on the Taguchi method is employed in 
Table III [16]. Tests are replicated three times and average 
response values are calculated.  The full factorial array in this 
work is L27OA (33); however, fractional factorial array L9OA 
based on the design of experiments methodology has been 
employed to save time and cost.
TABLE II. THE  LEVELS ASSIGNMENT TO DESIGN VARIABLE  
Design variables Symbol Level 1 Level 2 Level 3 
Cutting speed 
(m/min) 
A 120 170 220 
Feed Rate 
(mm/rev) 
B 0.1 0.15 0.2 
Nano-additives 
(wt. %) 
C 0% 2% 4% 
TABLE III. THE STUDIED PARAMETER LEVELS AND THE PLAN OF 
EXPERIMENTS 
Cutting 
test # 
The studied design variables 
A: Cutting speed 
(m/min) 
B: Feed rate 
(mm/rev) 
C: Added 
MWCNT 
(wt. %) 
1 120 0.1 0  
2 120 0.15 2  
3 120 0.2 4 
4 170 0.1 2  
5 170 0.15 4  
6 170 0.2 0  
7 220 0.1 4  
8 220 0.15 0  
9 220 0.2 2  
III. RESULTS AND DISCUSSIONS
A. Cutting tests results
The flank wear, surface roughness, and power consumption
results are listed as shown in Table IV. Regarding the flank wear 
results, a maximum flank wear of 0.4 mm [17] is used as the tool 
life criteria otherwise, in case of not reaching the end of tool life 
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criteria, the cutting stopped after nine cutting passes. Test 3 
showed the lowest flank wear value. The cutting conditions at 
test 3 are cutting speed of 120 m/min, feed rate of 0.15 mm/rev 
and 4 wt. % of added MWCNTs.  The highest wear value was 
found after test 8 (after 6 cutting passes) and after test 6 (after 5 
cutting passes). Both of cutting tests 8 and 6 have been 
performed without using nano-additives.  
When 2 wt. % of added MWCNs is utilized, the results 
showed that cutting test 2 offered the lowest power consumption. 
The cutting conditions at this test are cutting speed of 120 m/min 
and feed rate of 0.15 mm/rev.  While the highest power 
consumption value has been obtained at cutting test 8 which has 
been performed using classical MQL without nano-additives. In 
general, MWCNTs nano-fluid has shown better performance in 
reducing the power consumption compared to the tests 
performed without any nano-additives. For surface roughness 
results, it is clear that MWCNTs nano-fluid showed promising 
results to improve the induced surface quality; however, cutting 
tests 3 and 9 didn’t show effective results compared to the other 
tests performed using nano-additives as these tests have been 
performed at the higher value of feed rate level (i.e. 0.4 mm/rev). 
Cutting test 4 showed the best surface quality. The cutting 
conditions of this test include cutting speed of 170 m/min, feed 
rate of 0.1 mm/rev and 2 wt. % of added MWCNTs. The 
obtained results will be used in the next step to build three 
different mathematical models for the studied machining 
responses.  
TABLE IV. THE MACHINING OUTPUTS RESULTS 
Cutting 
test # 
The studied machining responses 
F1: Flank wear 
 (mm) 
F2: Surface 
roughness 
(µm) 
F3: Power 
consumption 
(Watt. h) 
1 0.44 0.89 2325 
2 0.18 0.85 2084 
3 0.16 1.85 2192 
4 0.29 0.51 2138 
5 0.21 1.063 2230 
6 0.62 2.8 2454 
7 0.45 0.55 2410 
8 0.56 1.89 2634 
9 0.42 1.43 2344 
B. Cutting processes modeling 
The modeling of the studied cutting processes is 
implemented using response surface methodology (RSM) to 
study the effects of the studied design variables on the measured 
responses. RSM has been employed in previous studies to 
optimize the machining parameters effects on different 
machining characteristics [18]. The developed models are used 
to express; the generated power consumption, surface 
roughness, and flank wear. It should be stated that all studied 
responses have “lower-the-better” criteria. The purpose of 
mathematical models relates the process responses to ease the 
optimization of the process. The model's validation is 
demonstrated using the average percentage of deviation (Δ) 
which can be calculated as shown in equations (1-2) where Rm 
is the measured response, Rp is the predicted response, n is the 
number of runs, and Δi is the percentage of deviation per run (i). 
The developed models using MWCNTs nano-fluid for flank 
wear, power consumption, and surface roughness are provided 
as shown in equations (3-5), respectively. The design variables 
quadratic and interaction effects are used to express the 
developed model as all studied design variables have three levels 
(2nd degree of freedom).  The average model accuracy for the 
flank wear under using MWCNTs nano-fluid is about 89.31%., 
while 98.6% average model accuracy is calculated for the power 
consumption model, and the surface roughness model provides 
an average model accuracy of 93.71%. It should be stated that 
all mathematical models are valid within the studied the range 
for the independent process parameters   
ΔI = ABS (
RM − RP
RM
) ∗ 100%   (1) 
Δ =
∑ ΔI
N
I=1
N
(2) 
VB1 = 7.2 ∗ 10
−6 A2 + 10.96 B2 + 188.6 C2 − 7 ∗
 10−3 AB − 2.2 ∗ 10−3  AC − 94 BC + 0.22
(3) 
PC1 = 0.01 A
2 − 2579.76 B2 + 399783 C2 −
  0.35 AB − 75.26 A − 52343 BC + 2071.63
(4) 
RA1 = 8.6 ∗ 10
−6 A2 + 58.32 B2 + 1480.65 C2 −
  0.002 AB − 0.21 AC − 268.55 BC + 0.27 
(5) 
Subjected to the following constraints: 
 120 ≤ A ≤ 220
0.1 ≤ B ≤ 0.2
0 ≤ C ≤ 0.04
A, B, C ≥ 0
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C. Cutting processes optimization 
In the current study, the non-dominated sorting genetic 
algorithm (NSGA-II) has been utilized to solve the current 
multi-objective problem. The NSGA-II [19, 20] is one of the 
popularly used evolutionary multi-objective optimization 
algorithm which attempt to find optimal Pareto-front solutions. 
This technique is mainly based on using an elitist principle, and 
explicit diversity preserving mechanism, called crowding 
distance. The evolutionary operators of the NSGA-II are based 
on genetic algorithm’s, which are namely cross-over, mutation, 
and selection. The three mathematical models developed using 
RSM have been used in the optimization stage.  
A constant population size of 50 has been used in this work, 
while the cross-over rate was 0.8, and the mutation probability 
was 0.01. Tournament selection scheme has been used. Also, an 
example for the solution converges stages for objective functions 
1 and 2 is provided as shown in Figure 2, and The Pareto-front 
for the three objectives with same GA parameters is provided as 
shown in Figure 3. The Pareto-front progress is provided as 
shown in Figure 1.  In addition, different values for population 
number (Np), and cross-over probability (Cp) have been applied 
to check the results sensitivity, and no significant changes have 
been observed. Also, a partial consistency between the Pareto-
front results using different values of population size, and cross-
over probability with the experimental data has been noticed. 
The chart for the corresponding design variables with its Pareto-
front values for each case has been created, and the last case with 
Np=200, and Cp=0.6 has been presented as shown in Figure 1 
and Table V.  Depending on the literature review of selecting the 
optimal machining parameters, and the obtained results from the 
multi-objective optimization algorithm (i.e., NSGA-II), the 
optimal machining settings have been chosen.  
The optimal levels for cutting speed, feed rate, and the 
percentage of added nano-additives are obtained at index #13 
(see Table V), which were; 136.5 m/min, 0.123 mm/rev, and 
2.82 wt.%. Regarding the optimal levels of the nano-additives 
concertation, it has been found that lowest flank wear has been 
observed when using 4wt. % MWCNTs, while the lowest power 
consumption and surface roughness have been obtained when 
using 2wt. %. On the other hand, the multi-objective algorithm 
(NSG-II) results showed that the optimal nano-additives 
concertation was 2.82 wt. %. The selected optimal level (nano- 
additives weight percentage) obtained from optimization 
procedure provides more physical sense as the highest 
percentage of nano-additive (4 wt. %) could cause more 
deteriorations to the cutting processes because of the highest 
occurrence possibility of the drastic ploughing effects which 
could increase the induced nano-additives wear and accordingly 
increase the overall tool wear. When there is an abundance of 
nano-additives in the resultant nano-fluid, they collide with and 
are impeded by the asperities on the work surface and hence 
stronger cutting forces are generated.  As a result, the nano-
additive induced wear is increased with increasing the nano-
additives concretion as similarly discussed in a previous work 
[21] (see Figure 3).  On the other hand, decreasing the nano-
additives concentration would decrease the resultant nano-fluid 
thermal conductivity and would affect the heat dissipation 
performance.  In addition, decreasing the nano-additives 
concentration means less nano-additives in the workpiece-
interface area, and therefore the induced friction would increase 
as can be seen in Figure 3. Based on the above explanations, it 
can be concluded that 2.82 wt. % MWCNTs provides more 
physical sense as it strikes a balance between achieving 
reasonable heat transfer performance, and avoiding the drastic 
ploughing effects. 
Figure 1.  Design variables crosspdoing to the Pareto-front values at Np=200, 
and Cp=0.6 
TABLE V. THE PARETO-FRONT OPTIMAL SOLUTIONS (OPTIMAL 
SOLUTION VALUES AND CORRESPONDING OPTIMAL DECISION 
VARIABLES) 
# F1 F2 F3 A B C 
1 0.2538 1.609 1872.583 120.0165 0.1976 2.28 
2 0.1343 1.8509 1972.339 120.0091 0.1969 3.99 
3 0.3865 0.3354 2220.757 216.428 0.1007 2.33 
4 0.3306 0.4136 2162.84 195.3334 0.1055 2.71 
5 0.2014 1.3933 1915.211 156.6597 0.1933 3.1 
6 0.3014 0.4721 2122.888 183.7243 0.1146 2.34 
7 0.1437 1.7749 1943.891 120.0743 0.1976 3.76 
8 0.3664 0.3601 2197.254 209.7226 0.1024 2.64 
9 0.2089 1.1313 2147.599 125.4769 0.1254 3.77 
10 0.1767 1.1828 2023.023 137.7389 0.1599 3.51 
11 0.2645 0.5666 2090.814 169.2304 0.1203 2.69 
12 0.16 1.6703 1916.766 120.6147 0.1967 3.45 
13 0.2178 0.7171 2059.01 136.5118 0.1232 2.82 
14 0.2149 0.9247 1981.948 130.0624 0.1505 2.41 
15 0.225 1.4476 1895.653 141.7001 0.1936 2.65 
16 0.227 1.2574 1926.464 139.7971 0.1798 2.5 
17 0.2214 0.8655 1992.583 133.2566 0.146 2.32 
18 0.1343 1.8509 1972.339 120.0091 0.1969 3.99 
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Figure 2.  The solution converges stages for objective functions 1 and 2 
Figure 3.  The Pareto-front for the three studied objectives 
Figure 4.  The induced nano-additives wear versus nano-additives 
concentration [21] 
IV. CONCLUSIONS
In the current work, multi-walled-carbon nanotubes 
(MWCNTs) cutting fluids along with minimum quantity 
lubrication (MQL) have been employed during machining Ti-
6Al-4V. On the other hand, a multi-objective optimization 
model has been utilized for machining titanium alloys, which is 
a promising step in order to minimize machining cost, achieve 
excellent surface quality, and increase the cutting tool life by 
selecting the optimal cutting conditions such as cutting speed, 
feed rate, depth of cut. In this work, MWCNTs nano-fluid 
showed promising results in enhancing the machining 
performance during cutting Ti-6Al-4V. It is mainly attributed to 
the improved heat transfer and tribological characteristics of the 
employed oil. Also, response surface methodology (RSM), and 
multi-objective genetic algorithm (NSGA-II) are employed to 
model and optimize three main machining responses, namely, 
tool wear, surface quality, and power consumption. Different 
values for population number, and cross-over probability have 
been applied to check the results sensitivity; however, no 
significant changes have been observed. Also, the results 
showed a partial agreement between Pareto-front solutions using 
different values of population size, and cross-over probability 
with the experimental data. Depending on the literature review 
of selecting the optimal machining parameters, and the obtained 
results from the multi-objective algorithm, the optimal 
machining settings have been chosen, as selected solution form 
Pareto-front set. The optimal levels for cutting speed, feed rate, 
and the percentage of added nano-additives are obtained at index 
#13, which are 136.5 m/min, 0.123 mm/rev, and 2.82 wt.%, 
respectively. The selected optimal level (nano- additives weight 
percentage) obtained from optimization procedure provides 
more physical sense as it strikes a balance between achieving 
reasonable heat transfer performance, and avoiding the drastic 
ploughing effects. Finally, studying and analyzing the MQL-
nano-fluid tribological and heat transfer mechanisms is still 
required in order physically obtain the nano- additives size and 
percentage effects on the cutting processes performance. 
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Abstract—This research work presents the results of a 
comparative study conducted to compare the coatings 
properties of WC-10Co-4Cr coats produced by two different 
Oxy-fuel coating process; high velocity oxy-gas fuel (HVOF) 
and high velocity oxy-liquid fuel (HVOLF) thermal spraying 
techniques. The coats were deposited directly on low carbon 
steel substrate without bonding coats. Scanning electron 
microscopy (SEM) was performed to study microstructural 
analysis and to quantify the porosity and cross-sectional coat 
thickness. Furthermore, the mechanical properties of both 
coating processes were defined in terms of bond strength and 
micro hardness. The results show that the liquid fuel sprayed 
coatings (HVOLF) produced higher adhesion strength coats (~ 
73 MPa) compared to (~ 68 MPa) for HVOF. Similar results 
observed for micro-hardness of 1255 VHN and 1032 VHN, 
respectively. The surface roughness and porosity were less for 
HVOLF 4.32µm/0.85% compared to HVOF results of 
5.26µm/1.29% porosity. This superior result in coats 
properties of HVOLF compared to HVOF was attributed due 
to less decarburization in HVOLF and hence less production 
of hard secondary phases of W2C. 
Keywords-component; HVOF; HVOLF, WC-10Co-4Cr; 
Coating properties 
I. INTRODUCTION
Engineering components in service under sever operational 
conditions i.e. erosive, corrosive and wear requires continuous 
maintenance using coated alloy materials  [1,2].  
Thermal spraying techniques such as HVOF and HVOLF 
can be utilized to produce a variety of wear/erosion resistance 
coatings onto a wide range of substrate material with numerous 
possibility of coating powders [3]. Semi-molten material state 
is deposited onto the substrate through the acceleration of 
powder particles to high velocity through the coating nozzle 
while physical interlocking occurred at substrate surface and 
splat deformation occurred due to high kinetic energy hence the 
process produces dense coat with superior wear and corrosion 
resistance [3–7].  
Ceremet coating of WC-CoCr composed of hard WC phase 
and relatively softer Co and Cr have been developed and 
studied extensively by many researchers [8] and resulted in 
dense, good toughness and high corrosive resistance coatings 
[9,10].  
In this paper, the effect of fuel type either gaseous 
(propane) in HVOF compared to liquids aviation turbine fuel 
(ATF) in HVOLF is studied on the produced coats in terms of 
hardness, adhesion strength, porosity, thickness and 
microstructure.  
II. METHODOLOGY
Commercial feedstock powder of WC-10Co-4Cr was 
sprayed by two techniques HVOF and HVOLF, Fig.1 shows 
the SEM micrograph of feedstock powder. As shown in the 
figure the shape and morphology of the powder particles are 
not uniformed for the WC-10Co-4Cr powder. 
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Figure 1. SEM micrograph of WC-10Co-4Cr feedstock 
powder 
The grain size of the powder was measured as 15-45µm of 
agglomerated grains. Round specimen of 30 mm diameter and 
10 mm high were prepared by blasting with alumina powder 
(Al2O3) and air blown for cleaning. The HVOF and HVOLF 
spraying process was carried out at the laboratories of 
Metallizing Equipment Company Pvt. Ltd. a Nobal accredited 
laboratory (CERT. No. T-3514). Adhesion test was carried out 
at universal testing machine UTM Instron USA - Model 5969 
(50 kN Capacity) according to ASTM C-633:2013 standards. A 
Shimadzu HVM-G Vickers micro-hardness tester was used to 
measure micro hardness according to ASTM E384-2011 where 
five measurements are taken for each sample with test force of 
HV0.3 and 8 seconds dwell time. Carl-Ziess (UK) scanning 
electron microscopy (SEM) model EVO-18 was utilized to 
measure porosity as per ASTM E-2109:2007 standards cross 
sectional thickness as per EN ISO 1463:2003 standards, and for 
microstructural analysis.   
III. RESULTS AND DISCUSSION
A. Microstructural and surface analysis
The microstructure of the coatings were examined using the
SEM, and the micrographs of the WC-10Co-4Cr HVOF and 
HVOLF are shown in Fig.2 a & b, respectively. 
Figure 2. SEM micrograph for WC-10Co-4Cr (a) HVOF 
and (b) HVOLF sprayed coating 
It can be seen that the coatings produced by both processes 
HVOF and HVOLF resulted in a homogenous coats.  The 
microstructural analysis showed that HVOF coating contained 
higher percentage porosity of 1.29% at a total magnification of 
200X compared to 0.85% for HVOLF coating under same total 
magnification.  
Furthermore, the produced coating thickness were higher 
for HVOLF coatings compared to HVOF under same spraying 
conditions for both processes. The Fig. 3 below shows the 
average coating thickness measured on a diagonal of the cross 
section for both samples.  
The surface roughness of the as sprayed coatings (Ra) were 
lower for HVOLF compared to HVOF, which indicates 
smoother surface finish produced by HVOLF, Fig. 4 shows the 
average surface finish for both processes in the as sprayed 
condition.  
Figure 3. Average coat thickness measured on the cross 
section for HVOF and HVOLF 
b 
a 
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Figure 4. Average surface roughness measured for HVOF 
and HVOLF 
B. Microhardness measurments
The average microhardness value for the HVOF was 1032 
VHN and a higher average hardness value of 1255 VHN was 
obtained for the HVOLF process. The coatings in both 
processes showed a uniform hardness profile by the five 
hardness measurements taken at different locations at the 
coatings through the entire thickness of the coatings confirming 
the homogeneity of the produced coatings.  
Table 1. Microhardness measurements at coatings 
produced by HVOF and HVOLF 
1 2 3 4 5 
HVOF 955 1026 989 1087 1102 
HVOLF 1286 1324 1166 1206 1292 
The higher coating density in HVOLF using the liquid fuel 
can explain this increase in microhardness.  
C. Adhesion strength
The strength tests were performed in order to compare the 
bondability and adhesion of the coatings to substrate. In both 
HVOF and HVOLF a failure in glue were observed, Fig. 5 
shows the bond strength results of both coatings in MPa. 
In thermal spray, processing of WC a decarburization 
occurs during the spraying producing reaction products W2C, 
W and C. It was reported by Saha et al. that W and C may 
dissolve in the Co matrix and promote the formation of 
amorphous Co matrix [11]. In the current research work, it is 
expected that less decarburization occurred in case of HVOLF. 
Less formation of hard phases W2C may explain the higher 
bond strength of HVOLF compared to HVOF as W2C may 
work as a stress raiser within the coating matrix and resulted in 
coat failure.  
Figure 5. Average bond strength for HVOF and HVOLF 
IV. CONCLUSIONS
In this study, two thermal spraying processes of HVOF and 
HVOLF deposited WC-10Co-4Cr successfully. The results 
showed that liquid fuel process (HVOLF) sprayed coatings 
have less porosity (0.85% compared to 1.29% in HVOF), 
higher coating thickness (341µm compared to 288µm), higher 
microhardness of 1255 VHN, and higher bond strength with 73 
MPa in HVOLF compared to 68 MPa in HVOF). 
The increase in the mechanical properties of the coatings 
and therefore the performance was attributed to the formation 
of less hard phases due to less decarburization effect of WC 
and formation of amorphous Co matrix. 
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Abstract—Lightweight structures directly contribute to the sus-
tainability of aviation, as their use reduces the structural weight
of aircraft which in turn reduces fuel burned during flight. One
family of lightweight structures are metal-coated polymers. Hybrid
nanocrystalline microtrusses are a member of this family. These
structures are fabricated by 3D printing complex truss-like structures
out of polymer material, and electrodepositing nanocrystalline metal
onto the polymer. Recent work has shown that buckling instabilities
govern the strength of these systems. Hence this study focuses on
modelling local shell buckling, one of the critical buckling mecha-
nisms. This paper briefly reviews existing models for filled-shell local
shell buckling, and outlines the development of an improved model.
Index Terms—compression; buckling; filled-shell; microtruss;
nanocrystalline; instability
I. INTRODUCTION
Electrodepositing nanocrystalline metals onto 3D printed
polymers creates hybrid materials with exceptional properties,
including high strength and stiffness-to-density as well as
nearly limitless geometric control. These hybrid materials can
be used to reduce the weight of aircraft and other transporta-
tion vehicles, directly decreasing fuel consumption, cost and
environmental impact. To achieve this, accurate models of the
mechanical behaviour of hybrid nanometal-polymer materials
and structures must be developed. This paper will explore
the compressive properties of polymer struts enhanced with
nanocrystalline metal coatings.
A nanometal polymer hybrid structure is produced by crea-
ting a polymer preform through 3D printing and subsequently
coating the preform with nanocrystalline metal [1], as seen
in Fig. 1. The reduced grain sizes of nanocrystalline metals
relative to conventional metals allow for increased strength
as per the Hall-Petch effect [2]. While other properties of
nanocrystalline metals, such as wear resistance, also benefit
by reducing grain size [3], ductility and modulus tend to
decrease. Truss-like structures are very appealing because of
their high ratio of stiffness-to-mass. These structures exhibit
mass-efficiency and low-weight while combining the high-
strength benefits of nanocrystalline metals.
The production methods of nanometal-polymer hybrids also
support the goals of sustainability. 3D printing of polymer
structures yields less material waste than typical subtractive
techniques, while also allowing for the manufacturing of
complex geometries with ease. Furthermore, the use of electro-
deposition techniques is cost-efficient and is relatively benign
environmentally [3]. Elecrotrodeposition also allows for con-
trolling the deposited nanometal crystal sizes [3, 4]. Together
Fig. 1: Various scales of a nanocoated microtruss structure. Clockwise from
upper left: coated microtrus structure, truss unit cells, individual struts, atoms
at the material level [image modified from [4]]
with control over the geometry of the struts (r, l and t in Fig
1), this provides four length scales over which the behaviour
of the nanocoated microtruss structure can be controlled.
Previous studies on nanocoated microtrusses have shown
that their failure mechanisms are driven by compressive insta-
bilities of the struts [4]. As the truss elements of nanocoated
microtrusses are metal-coated polymer cylinders (as seen in
Fig. 1), the present research explores the compressive instabi-
lities associated with metal coated polymer cylinders.
II. LITERATURE REVIEW
The two compressive instabilities of interest for metal-
coated polymer cylinders are local shell buckling and global
(or Euler) buckling, as seen in Fig. 2. Local shell buckling
is characterized by the appearance of waves on the surface
of the cylindrical shell [5, 6], while global buckling results
in the lateral deflection of a column relative to its original
undeformed axis.
For a nanometal-polymer hybrid, the nanometal coating
provides all of the structural strength, and hence failure of
the hybrid is governed by failure of the nanometal coating.
Past investigations of metal-coated microtrusses assumed that
the failure mechanisms of the struts only depended on the
geometry and material properties of the metal shell [4], and
that the polymer core provided no structural contribution.
However, for thinly coated microtruss structures, where the
cross-sectional area of the polymer is much more than that of
the shell, the polymer contributes to the load-bearing capacity
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Fig. 2: Appearance of global buckling (left) and local shell buckling (right)
of the struts, while increasing their resistance to buckling [7–
9].
A. Hollow Shell Buckling
Local shell buckling of filled cylindrical shells – or simply
filled-shell buckling – is closely related to local buckling
of hollow shells. The local shell buckling load for a thin
cylindrical shell in axial compression was found independently
[10] by Lorenz [11], Timoshenko [6], and von Karman and
Tsien [12]. At the inception of buckling, the strain energy
of the shell consists only of the direct compressive stress
and strain. Buckling occurs when it is more energy efficient
to deform the shell in sinusoidal waves than to continue to
deform the shell by direct compression. For a thin cylindrical
shell in axial compression, the buckling stress is found to be
[6, 11, 13–15]:
σ =
E√
3(1− ν2)
t
r
, (1)
where E is the Young’s modulus of the shell’s material, ν is
its Poisson’s ratio, and t and r are the thickness and inner
radius of the shell, respectively.
Various derivations of (1) have shown that the buckled shape
of the shell – be it axisymmetric or non-axisymmetric – is not a
factor in determining its buckling load [6, 12]. In addition, the
end conditions also do not affect the buckling load provided
that the cylinder is sufficiently long [6, 12, 13, 15].
Experimental investigations of hollow-shell buckling have
shown that buckling loads in practice are strongly affected
by geometric imperfections, material imperfections, and load-
ing asymmetry [13, 16]. This was confirmed through the
experiments of Tennyson [17], who manufactured nearly
imperfection-free cylinders and ensured careful axial load
distributions around the circumferences of the cylinders.
B. Filled shell buckling
Filled-shell buckling models utilize separate treatments of
the shell and core behaviours. Most models for filled-shell
buckling are intended for foam-filled metal or polymer tubes
and experiments to validate them have used these material
combinations.
The problem of local shell buckling of filled cylindrical
shells was driven by the need to understand buckling of solid
propellant rockets under axial loads [7, 8, 18]. The earliest
attempt at a filled-shell buckling model by Myint [8] emulated
the approach used by von Karman and Tsien [12]. Uniquely,
the Myint model assumed that a shear interaction between
the shell and core was important. Later studies showed that
the shear interactions between the shell and the core were
negligible [7, 9]. More recently, Karam and Gibson [7] utilized
a foundation model derived by Gough et al. [16], which was
originally intended for buckling of face sheets on sandwich
panels subject to axial compression.
A variety of experimental investigations were also under-
taken to investigate the phenomena of filled shell buckling.
The majority of the experiments were performed using metal
tubes filled with polymer or polymer-like foams [18, 19],
intended to mimic the structure of solid propellant rockets or
natural materials like plant stems. Through these experiments,
it was reported that the filler material prevented or hindered
the formation of some buckling deformations. It was also
found that a better agreement between theory and experiment
occurred with shells when the thickness-to-radius ratios were
large [18, 19], due to the fact that buckling loads for thick
shells are less prone to imperfection sensitivity.
While the Karam and Gibson model is currently the best
available model for filled-shell buckling, there are several
drawbacks. The Karam and Gibson model utilizes a stress
function originally intended for buckling of face sheets on
composite sandwich beams [16, 20], and is thus not axisym-
metric. Moreover, their model becomes less accurate when
the coating thickness is large [20] as the core shear stresses
become too large to properly capture using their model.
III. CORE MODEL
The development of a core model requires an understanding
of the behaviour of a solid polymer cylinder. During local
shell buckling of a filled cylinder under an axial load, the
core is subject to radial sinusoidal displacements which are the
consequence of buckling, as shown in Fig. 3. The following
assumptions are utilized:
• the shell and core are perfectly bonded;
• both the shell and core materials behave elastically;
• the buckling displacements are sinusoidal;
• there are many waves that form when the shell buckles;
• the core conforms to the buckled shape of the shell; and
• the shell is very thin compared to the radius (i.e.
t/r < 0.1).
The Southwell model employs stress functions to calculate
the stress field in an axysymmetrically-loaded isotropic cylin-
der [21]. This describes the stress state of a thick hollow or
solid cylinder, depending upon the boundary conditions. Fig.
4 shows the generalized geometry and appropriate boundary
conditions for which the Southwell model is valid. The solu-
tion to this domain using the Southwell model provides the
complete stress state of the axisymmetric section, and hence
the entire cylinder.
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Fig. 3: A metal-coated polymer cylinder prior to buckling deformations (left)
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thickness t while the buckle wavelengths have amplitude A and wavelength
λ caused by the axial load F
While commercial finite element packages are effective in
determining the stress state of many geometries quite readily,
the use of a custom-written program developed solely for
analysing this geometry is a more efficient solution. The
solution of the Southwell model is tailored to represent the
specific stress states of an axisymmetric domain, allowing the
use of coarser meshes to achieve an accurate solution. The
governing equations for the Southwell model are [21]:
∂2φ
∂r2
− 1
r
∂φ
∂r
+
∂2φ
∂z2
= 0
∂2ψ
∂r2
− 1
r
∂ψ
∂r
+
∂2ψ
∂z2
=
∂2φ
∂z2
,
(2)
where r is the radial ordinate direction, z is the axial ordinate
direction, and φ and ψ are stress functions which must be
determined. Once φ and ψ are obtained, the individual stress
components can be calculated using their equations written in
terms of φ and ψ [21]:
σr =
1
r
(
∂φ
∂r
+
∂ψ
∂r
)
− 1
r2
[ψ + (1− ν)φ]
σθ =
ν
r
∂φ
∂r
+
1
r2
[ψ + (1− ν)φ]
σz = −ν
r
∂ψ
∂r
τzr =
1
r
∂φ
∂z
,
(3)
where σr is the radial stress, σθ is the circumferential stress,
σz is the axial stress and τzr is the shear stress as seen in Fig.
4. It is to be noted that the Karam and Gibson model does not
account for the circumferential stress [7, 20].
A general analytical solution is not obtainable for (2). A
finite differencing solution was developed by Allen et al. [21]
which utilizes second-order central differencing throughout the
domain. Since the stress components are written in terms of
φ and ψ (i.e. (3)) the governing equations of these stress
functions (i.e. (2)) are discretized. Details of the discretization
can be found in Allen [21]. With the stress distributions known
σr = fn(z)
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Fig. 4: Cylinder geometry (left) and axisymmetric domain (right) for
Southwell model. The cylinder has length l, inner radius ri and outer radius
ro. Boundary conditions for the domain extremeties are given in terms of the
values of the shear stress τzr , axial stress σz and radial stress σr
for the axisymmetric domain of Fig. 4, the internal energy of
the cylinder can be readily calculated.
A modified domain is used in conjunction with the
Southwell model in order to determine the stress state in
the core of a filled cylindrical shell undergoing buckling
deformations. A sinosoidal stress loading is utilized because
buckling deformations are sinusoidal [6–9, 12, 14, 15, 19],
and these lead to sinusoidal stress fields. A section of the
core undergoing buckling deflections is analysed using the
Southwell model, as shown in Fig. 5. Comparing Fig. 4
and Fig. 5, the new domain makes use of periodic boundary
conditions, while a sinosoidal radial stress loading acts on the
cylinder and the axisymmetric section. The periodic boundary
conditions ensure that a calculation done for one buckle
wavelength λ can be reused when many waves are present
[6, 7, 12]. The sinusoidal radial stress field is of the form:
σr = σ0 cos
(mpiz
l
)
(4)
where σ0 is a given load magnitude, m is the number of half
waves, and l is the length of the cylinder. Since the loading
configuration represents one full wavelength, m is set to 2. The
application of the radial stress field (i.e. (4)) leads to sinusoidal
radial deflections with a magnitude of A as seen in Fig 3.
Analyses using the Southwell model, as well as finite
element analyses, reveals that for small wavelengths to radius
ratios (i.e. small λ/r) the value of the internal energy, U , is
insensitive to the buckle wavelength λ. This implies that one
calculation using the Southwell model for a given core material
will provide the fitting constant K using:
K =
2U
mA2pir
, (5)
where K is the fitting constant. Once K is determined, the
expression for the core energy Up is found for any core radius
r and number of buckle wavelengths m/2:
U = Up =
m
2
KA2pir. (6)
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Fig. 5: Geometry, boundary conditions, and load for modified Southwell
domain corresponding to buckling deflections of a filled cylindrical shell
This surrogate model is required for the core behaviour
so that the core energy can be calculated for various core
geometries, while also providing a differentiable function for
the internal energy. The value of K is dependant only on the
material properties of the core, and must be recalculated when
a new core material is used. The core energy expression (Eqn.
6) is used together with the shell energy terms to determine
the buckling load for the filled shell system.
IV. BUCKLING LOAD DERIVATION
While undergoing buckling, the energy sinks of a hollow
cylindrical shell include the bending energy (Ub) and the
circumferential stretching energy (Uc). The geometry and
relevant material properties of a filled shell system are shown
in Fig. 3 and Fig. 5.
The shell bending energy refers to the energy associated
with the bending action of the shell sections as they undergo
sinusoidal buckling deformations. It takes the form [6]:
Ub =
∫ l
0
[
A2m4pi4
l2
sin2
(mpix
l
)] [ pirEt3
6(1− ν2)
]
dx
=
piErt3
24(1− ν2)
m4pi4
l4
A2l,
(7)
where t is the shell thickness, E is the Young’s Modulus of
the shell material, l is the length of the shell, r is the shell’s
radius, and ν is the shell material Poisson’s ratio.
The energy resulting from the circumferential tension or
compression of the shell hoop sections is defined as [6]:
Uc =
∫ 2pi
0
∫ r+t
r
∫ l
0
∫ rc
0
E
r
A sin
(mpiz
l
)
rddzdrdθ
=
piEtA2l
2r
.
(8)
During buckling, the total internal energy (Ui) of a filled
cylinder is the sum of the shell bending energy (7), the shell
circumferential stretching energy (8), and the core energy (6).
The external energy (Ue) arises due to the applied axial force,
F (see Fig. 3). These two energy terms, respectively, are:
Ui = Ub + Uc + Up (9)
and
Ue =
Fm2pi2A2
4l
(10)
At the inception of buckling, the following differential
relation holds:
∂Ue
∂A
=
∂Ui
∂A
. (11)
This is known as the bifurcation point: a further increase
in F will either lead to buckling or continued axial loading
without buckling. While in perfect systems buckling will not
take place, imperfections will always cause real systems to
buckle [13].
Equating (9) and (10) and applying the operation as in (11),
the elastic buckling load of a metal-coated polymer cylinder
in axial compression is found. Adding on the load-bearing
capacity of the core gives an expression of the form:
F =
(
1 +
Ec
E
r
2t
)[
2pi3rEt3
3(1− ν2)
1
λ2
+
Et
2rpi
λ2 +
Kr
pi
λ
]
. (12)
Equation (12) applies for any λ, but only one critical λ value
exists for a given cylinder with known material properties. This
critical λ value is found by finding the positive real root of the
polynomial expression ∂F/∂λ = 0. Once found, the critical
λ value is substituted into (12) to give the critical load for the
filled shell system of interest.
V. FINITE ELEMENT VERIFICATION
Buckling analysis was undertaken in Abaqus to verify the
predicted loads. This was done for ranges of cylinder length-
to-radius (l/r) ratios and thickness-to-radius (t/r) ratios. Many
l/r ratios were used to ensure that the buckling load was
insensitive to cylinder length. All geometries were represented
axisymmetrically, and the subspace algorithm was used to
solve for the eigenvalues and corresponding buckled shapes. A
perturbation was applied in the form of an axial displacement
at one end of each cylinder, while keeping the opposing end
fixed and allowing both ends to expand radially. There were at
least 5 elements through the coating thicknesses after meshing
was carried out. The lowest eigenvalue calculated by the solver
was taken to be the buckling load.
The t/r ratios studied ranged between 0.005 and 0.1. Ratios
below 0.005 indicate very low thicknesses which are not
practical for nanocoated microtruss structures, while those
above 0.1 correspond to very thick coatings which are outside
of the range of thin-shell buckling assumptions.
Fig. 6 shows a graph of the non-dimensional buckling loads
as predicted by Abaqus along with the theoretical buckling
loads predicted by both the new elastic theory (i.e. (12)) and
the Karam and Gibson theory [7]. The theoretical curves and
Abaqus results were found for Ec/E = 0.01, this value being
typical for metal-coated polymer cylinders where the polymer
material is ABS or a similar 3D printed material. The buckling
loads for different l/r values (overlapping points at each t/r
value in Fig. 6) are not identical due to slight differences
in mesh characteristics. However, the are sufficiently close
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Fig. 6: Non-dimensional loads calculated for the new elastic model and
the Karam and Gibson model, with Abaqus modal analyses results included
(Ec/E = 0.01, ν = 0.3 and νc = 0.35)
to indicate no dependence of the buckling load on cylinder
length.
As seen in Fig. 6, both the Karam and Gibson theory and
the new elastic theory predict lower loads than the Abaqus
results. The Karam and Gibson theory predicts loads that are
up to 10% lower than those predicted by Abaqus, while the
new theory predicts loads that are no less than 3% of the
values. The agreement between the Abaqus results and the
new model theory improves at higher t/r values.
A. Discussion
The improved predictions of the new elastic model are
in accordance with the increased energy that the this model
predicts. The circumferential stress component found using
the Southwell model is not accounted for in the Karam and
Gibson model, leading to lower energy predictions and lower
predicted buckling loads. While the Southwell model is a
more complete description of the stress state of a core subject
to buckling deformations, the Karam and Gibson theory is
simpler to implement in practice.
Though the Southwell model involves more steps to find
the behaviour of the elastic core (i.e. finding the fitting, K),
the loading configuration can be changed for several other
situations involving filled shell buckling. This can include
hollowing out the core or assuming no adhesion between the
shell and the core. These cases have not been studied in the
existing literature.
While the present model predicts the buckling strength of
metal-coated polymer cylinders, adapting it for use with hybrid
microtruss structures will require topological information of a
given microtruss.
VI. CONCLUDING REMARKS
A new model has been developed that accurately accounts
for the energy state in the polymer core of a metal-coated
polymer cylinder as the cylinder undergoes sinusoidal buckling
deformations. The model utilizes the Southwell stress model,
which describes the stress state in cylindrical geometries under
axisymmetric loads. This model has been used to represent the
core behaviour of a filled-shell system undergoing buckling,
and agrees more closely with finite element results. Although
the model is more complex to implement than existing the-
ories, such as the Karam and Gibson method, it is more
adaptable to different cylinder geometries or adverse shell-
core adhesion situations.
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Abstract—Automated Fiber Placement (AFP) offers valuable 
advantages which make this technology a suitable candidate 
for producing high-quality parts in the aerospace industry. 
However, there are limitations: number of defects may arise 
during the fiber placement including wrinkles at the inside 
edge, and blisters in the middle of the prepreg tows. These 
defects have severe effects on the layup quality and 
consequently, on the performance and quality of the final part. 
Therefore, efforts shall be pointed to avoid them. A deeper 
understanding of the defect formation processes as well as 
tools and techniques for modeling them is indispensable for 
fully harnessing the potential of AFP technology. In the 
present study, a physics-based modeling approach is presented 
for the global modeling of defects in AFP. The application of 
this approach for detecting and modeling the blisters and out-
of-plane wrinkles that appear during fiber steering, is 
discussed, although it should be noted that the application is 
not limited to the case of fiber steering and can be expanded to 
different scenarios. Preliminary results of the simulations are 
presented. AFP trials are performed to validate the model. The 
trends and patterns of both wrinkles and blisters are found to 
be in good agreement with experimental results. 
Keywords - Automated Fiber Placement; layup defect; 
simulation; manufacturing. 
I. INTRODUCTION
Automated Fiber Placement has been increasingly used in 
the aerospace industry to manufacture high-quality aerospace 
parts. Manufacturing objectives including increasing 
productivity and reproducibility as well as decreasing labor 
intensity and minimizing the number of parts can be 
accomplished using this technology. One of the unique features 
of AFP is its ability to deliver up to 32 prepreg tows in a course 
with different speeds. This feature namely, the differential tow 
pay-out is what enables the AFP machines to laminate complex 
geometries and Variable Stiffness Composites (VSC). In 
complex geometries, steering the fiber path away from the 
geodesic path of the mold to maintain the desired fiber 
orientation is inescapable. Moreover, differential tow pay-out 
allows engineers to design a family of composites with 
curvilinear fiber paths, called VSCs. A more efficient load path 
between supports and load points is formed by curvilinear 
fibers which allows exploiting the full potential of the 
directionality of composite laminae [1]. 
Despite its numerous advantages and capabilities, AFP 
comes with its own limitations. The productivity of the 
lamination process and the quality of final parts are 
significantly influenced by the complexity of the part, as well 
as the process parameters such as lay-up temperature and 
speed, compaction force and fiber tension. Several different 
defects may appear in AFP (especially during fiber steering) 
such as out-of-plane wrinkles at the inside edge of the tow, 
blisters (circular delaminations in form of a blister) in the 
middle of the tow, tow pull ups and shearing effects. These 
defects will cause lower part quality with reduced 
reproducibility by deviating the fibers from the original 
prescribed path, increasing resin rich areas, etc. Consequently, 
efforts must be aimed at avoiding them [1, 2]. 
The key mechanism resisting against the formation of most 
layup defects is prepreg tack [3-5]. Tack is a complex systemic 
property of prepreg-tool interface that can be reasonably 
controlled by process parameters. Experimental trials 
performed during this study as well as a review of the literature 
demonstrated that tack levels as a function of process 
parameters can be generally understood considering the 
formation of strong Intimate Contact (IC), stress relaxation 
effects in the prepreg resin and the resin’s cohesive strength. 
Perhaps layup temperature is the most sensitive process 
parameter that affects the prepreg tack and layup quality. By 
increasing the temperature, the resin viscosity decreases and a 
better IC is achieved, resulting in higher tack. Experimental 
observations, however, have reported a peak in the tack of 
prepregs and pressure sensitive adhesives as a function of 
temperature. This is due to the fact that reduction of resin 
viscosity (with increasing temperatures) is accompanied by the 
decline of resin strength. Consequently, at very high 
temperatures, a good contact is formed, whereas the lower 
strength of the resin results in cohesive failure within the 
prepreg (as opposed to interfacial failure at the prepreg-tool 
interface for lower temperatures). Layup speed in the AFP is 
inversely proportional to the contact time. As such, the lower 
speed means more time for IC formation, lower strain rates and 
more time for relaxation of stresses in the prepreg resin, all of 
which result in higher tack levels. Increasing compaction force, 
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again, helps to establish a good IC and increases the prepreg 
tack. A peak is also observed for the tack as a function of 
compaction force, since the further increase of the force will 
result in redistribution of resin content and a contraction after 
the loading is released. Both these effects help the prepreg to 
detach from the tool surface (lower tack). Tack also has a peak 
around moderate values of relative humidity (50–60%), which 
is generally attributed to the changes in resin viscosity and 
strength. Another important factor is the age of prepreg. As the 
material ages, crosslinking reaction occurs in the resin and the 
degree of cure increases. This will result in a stiffer material 
with lower tack. Using fresh prepregs within their shelf life 
helps in having a better quality layup. Other parameters such as 
tool’s surface roughness, and, resin and tool surface energies 
also play a role in both establishing the IC and the amount of 
work of adhesion, however, their macroscopic effects on tack is 
not very well understood at the moment and further 
investigation is required. 
The formation of wrinkles at the inside edge of the prepreg 
tow has been studied from both experimental [7-10] and 
modeling [11-13] perspectives. These approaches usually state 
a steering limit as the minimum radius that results in a defect-
free layup. Experimental approaches are expensive, time-
consuming and increase material wastage since they are based 
on trial and error. On the other hand, modeling approaches take 
advantage of the incremental deposition of prepreg tows in the 
AFP, and assume that wrinkles are formed individually, in 
isolation from each other [12]. It has been noted that the 
assumption employed in the local modeling approach does not 
always follow the experimental observations [11]. Although 
these methods have gained some success, they both have 
limitations as stated. Recently, Hörmann [11] has 
recommended changing the modeling strategy for the future 
work by considering the global behavior of the prepreg tow, 
instead of using the local approach’s assumption. 
In the present paper, a framework for simulating the layup 
defects in the AFP is presented in the finite element software 
ABAQUS. The application of this approach for modeling the 
out-of-plane wrinkles at the inside edge of the steered prepreg 
tows is presented. The cohesive zone modeling technique with 
a bilinear traction-separation law is used to represent the 
prepreg tack at the prepreg-tool interface. In addition, it is 
found that the location of blister sites can be found using the 
simulations, which can be used to further explore the causes 
behind the blister formation. Preliminary results of the 
simulations are presented. Automated Fiber Placement trials 
are performed to validate the model. The trends and patterns of 
both wrinkles and blisters are found to be in very good 
agreement with experimental results. 
II. MODELING STRATEGY
A. Prepreg feeding and steering mechanisms 
The ABAQUS [14] model constitutes five parts: A rigid 
tool, a rigid bar which simulates the steering path, a 
compaction roller, a guide for the movement of prepreg tow, 
and finally the prepreg tow. The assembled model with the 
used boundary conditions are presented in Fig. 1. Appropriate 
boundary conditions and kinematic coupling constraints are 
created between the free end of the prepreg tow and the guide, 
to simulate the prepreg feeding mechanism. A light pressure 
simulating the compaction force is applied on top of the rigid 
bar, and a light force is applied to the free end of the tow to 
simulate the fiber tension which keeps the tows straight. A 
constant angular speed is applied to the free end of the rigid 
bar, such that it simulates the linear speed of the AFP head 
during the experiments. 
B. Prepreg tack 
Several different approaches are available for modeling 
fracture and delamination including continuum mechanics, 
fracture mechanics, XFEM and damage mechanics. For 
modeling the prepreg tack, an especial approach in the damage 
mechanics, called Cohesive Zone Modelling (CZM) is utilized 
[15]. Tack is merely intended to be modeled as an interfacial 
property; the delamination surface is known in the AFP process 
(at the prepreg-tool interface); and finally, since the location of 
out-of-plane wrinkles (and more generally, layup defects) are 
not known, the approaches requiring specification of an initial 
crack cannot be employed. Since CZM complies with all of the 
modeling requirements of prepreg tack, it has been chosen for 
the present study. CZM is well established in commercial finite 
element codes and more importantly, effective methods are 
available for characterizing the cohesive zone properties. They 
can be introduced into the ABAQUS model with the surface-
based cohesive zone modeling technique as a contact property. 
The cohesive contact is defined such that any node on the 
prepreg that comes into contact with the tool surface 
experiences the cohesive interactions. This modeling technique 
employs a bilinear traction-separation law to define the traction 
between the surfaces as a function of the separation between 
the surfaces. It is worthwhile to mention that in addition to the 
aforementioned desirable properties, viscoelastic material 
properties can be defined for the first part of the traction-
separation law which in conjunction with an exponential 
softening (damage evolution) can account for the rate-
dependent viscoelastic properties of prepreg tack. 
Here, a bilinear traction-separation law for the CZM is 
employed which constitutes two linear sections (Fig. 2). The 
first section (elastic section) is defined through the slope of the 
line while the second part, corresponding to the damage 
evolution, requires a damage initiation criterion and a second 
Figure 1. The assembled model. 
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measure, for controlling the damage. Maximum nominal stress 
is chosen to establish the damage initiation and total fracture 
energy with linear softening is used to define the damage 
evolution. 
From the fact that the maximum separation is, obviously, 
bigger than the separation at which the damage initiates, a 
simple relation should hold between the fracture energy (i.e. 
work of adhesion/tack), G, the maximum traction, Tmax, and 
stiffness (or the slope of the damage initiation part), k: 
 k > Tmax / 2G 
C. Solution method 
Several models with different mesh sizes were studied to 
find the appropriate trade-off between the computation time 
and resolution of the models. Abaqus / Explicit solver with full 
geometric nonlinearities was used to solve the model. The 
explicit solver can handle the nonlinearities that arise as a result 
of large deformations in the prepreg tow and material 
degradation in the traction-separation law, very well. It should 
be noted that on the contrary to the Standard solver, the value 
of stiffness, k, does matter in the Explicit solver. It is known 
that in order to avoid convergence problems, Standard solver 
treats the stiffness of the CZ in a manner similar to the penalty 
method, therefore the stiffness value should be large and it does 
not affect the final results significantly [14]. 
III. MATERIAL CHARACTERIZATION
The mechanical properties (except for the transverse 
modulus) of the uncured prepreg are experimentally measured 
in the previous work [13], using the tensile tests and bias 
extension tests. The transverse modulus was calculated using 
Puck’s formula. These values are used in the present study 
since the same material was used in the AFP experimental 
trials. The material properties are summarized in table 1. 
A commonly used method for measuring the unknown 
parameters required to fully characterize the prepreg tack using 
bilinear traction-separation laws is probe tack test method [4, 
6]. This method was initially introduced in the Pressure 
Sensitive Adhesives industry to quantitatively measure the 
tackiness of adhesives and later was adopted to be used for 
measuring prepreg tack. In this testing method usually, a 
circular probe comes into contact with the prepreg at a 
controlled temperature and relative humidity, until a specified 
force is reached. Then it remains in contact with the prepreg for 
a given amount of time (dwell time), and subsequently, it is 
pulled away. During the retraction stage, force and 
displacement data are recorded to be further analyzed. 
Generally, the maximum recorded stress or the work of 
adhesion can be used to represent the quantitative value for 
tack. 
Fig. 3 shows a typical normalized stress-displacement data 
obtained from the probe tack test (figure is reproduced from 
previous work [13]). As can be seen in this figure, the stiffness 
and maximum traction can be directly measured using probe 
test. The fracture energy (i.e. work of adhesion) can also be 
easily obtained by calculating the area under the traction data. 
These three parameters are sufficient for fully defining the 
bilinear CZ traction-separation law. 
It should be noted that, although probe tack test provides a 
straightforward method for finding the required information for 
the model, its results might be hard to be related to the actual 
process parameters. The correlation between the AFP head’s 
speed, on one hand, and the dwell time and probe speed (during 
both compression and retraction stages of probe test), on the 
other hand, is not clear. Moreover, the effects of temperature 
on the prepreg tack that is measured through probe test might 
be contrary to what actually occurs during the AFP. Increasing 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
N
o
rm
a
li
ze
d
 S
tr
e
ss
Normalized Separation
Figure 3. Typical data from probe tack test (reproduced from [13]), 
Data points: experimentally measured data, 
Red line: fitted bilinear traction-separation law. 
TABLE I. PREPREG MECHANICAL PROPERTIES 
E1  (GPa) E2  (MPa) G12  (MPa) 
31 0.046 3.025 0.2 
Figure 2. Bilinear traction separation law: 
(1) Damage initiation (elastic), (2) Damage propagation (softening), 
 (3) Damage initiation criterion. 
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the temperature (which results in lowering the resin viscosity) 
in the probe test generally causes the resin to flows away from 
the probe surface. Consequently, lower tack results are usually 
recorded for increasing temperatures, while increasing 
temperature in the AFP clearly strengthens the interface (at 
least in the practical process range). Developing a more 
realistic approach for measuring prepreg tack with regards to 
AFP will remain for the future investigation. Here, available 
data in the literature [6, 13] that are in a close range of the 
experimental process parameters are used. 
IV. RESULTS AND DISCUSSION
AFP trials were performed using the 0.2 mm-thick and 6.35 
mm-wide prepreg tows with the material properties presented 
in table 1. Tows are steered with the radius of 558.8 mm (22”). 
Results of the experiments and simulations are presented in this 
section. 
In addition to the in-plane fiber waviness (Fig. 4) which is 
the most primitive result of length discrepancies between the 
inside and outside edges of a steered tow, a very commonly 
observed defects were blisters in the middle of the prepreg tows 
(Fig. 4 and 5). Initially, it was postulated that the blisters are 
occurring due to the high flow rate of the hot Nitrogen gas 
(heating system of the AFP). However, decreasing the flow rate 
proved to be ineffective in preventing their formation. During 
the simulations, it was found that in configurations similar to 
those in which blisters have appeared, several small zones are 
formed that have reached the damage initiation criterion but the 
damage has not progressed much. The results of the 
corresponding simulation are presented in Fig. 6. The red color 
represents the areas where the damage initiation criterion of the 
traction-separation law is met. Those areas that have not 
completely buckled yet (i.e. the damage has not evolved 100% 
and consequently, wrinkles have not been formed) correspond 
to the blister zones and are marked with yellow circles. It can 
be observed from this figure that the wrinkles are clearly 
distinguished by the large deformation of the tow while the 
blister zones look intact (although they have a damaged 
interface which causes the blisters to appear in practice). 
 A qualitative comparison of Fig. 6 with the experimental 
results (Fig. 5) shows an excellent agreement, meaning that 
blisters are in fact mainly originating from the stress 
distribution resulted from fiber steering, and interface failure 
(i.e. not sufficient levels of tack) rather than other physical 
factors. Moreover, the pattern and frequency of appearance of 
out-of-plane wrinkles are also in good agreement between the 
simulation and experiments. 
A commonplace result of the simulations is presented in 
Fig. 7. As it is demonstrated in this figure, the outside edge of 
the prepreg tow is under sever tensile stress. This tensile stress 
has two origins: the fiber tension force that is exerted on the 
free end of the tow which partly helps in keeping the loose tow 
straight (in reality this load is indeed induced in the prepreg 
tow in the delivery system), and the tensile stress that is 
induced as a result of fiber steering (bending stress). In the 
viewpoint of Fig. 7, two wrinkles are appeared. It is evident 
that compressive stress is built up at the inside edge of the tow 
Figure 4. Blisters and in-plane waviness are appeared in the steered tows. 
Figure 5. Blisters and out-of-plane wrinkles are appeared in the steered tows. 
Figure 6. Simluation results: the damage initiation criteria. 
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between the two wrinkles. More importantly, small low-stress 
zones are visible in the vicinity of both wrinkles indicating that 
wrinkles are indeed acting as a stress relief mechanism. 
V. CONCLUSION
A new global defect modelling approach for the layup 
process of Automated Fiber Placement is presented in the 
present work. A simple mechanism is created to simulate the 
feeding mechanism of the prepreg tow. The surface-based 
cohesive zone modelling technique using a bilinear traction-
separation law is used to model the prepreg tack. Application 
of the proposed approach for the challenging and commonplace 
case of fiber steering which is one of the major defective layup 
scenarios in AFP is discussed. Experimental AFP trials were 
performed and a very good agreement between the simulations 
and experimental results is found. It is shown that using the 
index representing the damage initiation criterion and the 
deformed shape of the prepreg tow, two of the major defects 
occurring during the tow steering namely, out-of-plane 
wrinkles and blisters, can be predicted and identified. 
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Abstract— Radiofrequency ablation (RFA) is a technique used
to treat cardiac arrhythmias. It creates lesions in the heart by
creating thermal damage. Due to limitations associated with in 
vivo as well as in vitro studies, computational methods assist in
further analysis of the problem by allowing for quicker and
more diverse parametric studies and hence, a more thorough
understanding of the physics involved. These computational
models have been proven to be good representations of the
process by accurately modelling the catheter with simplified
geometry and boundary conditions. Although these studies have
inconsistencies in material properties (due to the variation of
thermal and mechanical properties in biological tissue) as well
as different methods of creating the geometry and applying the
boundary conditions, overall they are quite similar. The effects 
of esophageal cooling were investigated to understand its effect
on the process. It was determined that using the standard model
found within the literature, the esophageal cooling changed the
lesion depth by less than 18%, while changing the maximum
tissue temperature by as much as 13.4%.
Keywords: Biomedical, simulation, computational fluid 
dynamics 
I.  INTRODUCTION
Radiofrequency ablation (RFA) is used in patients to treat
cardiac arrhythmias (a cardiovascular disorder involving
irregular heart rhythm). Atrial fibrillation, the most common
type of cardiac arrhythmia, is where the atrial electrical signal is
chaotic. This condition can be life threatening and must be
treated [1]. For the past decade RFA has been the most common
and effective method for treating atrial fibrillation that is 
resistant to drug treatment [2]. In this procedure, the tissue
surrounding the pulmonary arteries is heated by a
radiofrequency current (causing joule heating in the tissue) until
the tissue is permanently damaged and a lesion is formed. This
process isolates the incorrect electrical signals that originate
there, so normal heart electrical function can resume [3,4]. One
of the risks of this process is the development of an atrial-
esophageal fistula. This is a rare (it only occurs in less than 1%
of patients after RF procedures) but serious condition that can
potentially result in a patient’s death [5]. Atrial-esophageal
fistula is caused by thermal damage to the esophagus; however,
the exact mechanism of injury is not yet well understood [6].
Studies have been conducted, both experimentally and
computationally, to further understand the heat transfer in RF
ablation, but there are still many unknowns regarding how
thermal damage to the esophagus occurs and how it can be
prevented.
II. LITERATURE REVIEW
The first RFA study [7] employed a 2-D axially symmetric
mathematical model but no computational simulations were
conducted. The first models with a geometric domain that
discretized the equations for voltage and temperature
distribution (that were solved by a computer program) were
based on 2-D geometry [8-10]. Experiments were conducted in
these studies to determine convective heat transfer coefficients
in the heart as well as the heart tissue properties [8-10]. Much of
the subsequent research drew heavily on this initial work for
geometry, tissue properties and convection coefficients for
blood flow in the heart, notably Berjano and co-workers [4, 11-
14]. A proven computational model strategy has emerged from
the research and several aspects of that model will be considered
in detail here.
A. Geometry 
The geometry of these models varies, as each study
considers a different situation, or models a specific experiment.
Most studies model the catheter as a cylinder with a
hemispherical tip. The catheter diameter is specified in French
(where 1 Fr = 1/3 mm), ranging from 6-8 Fr, whilst the length
ranges from 3-5 mm. The catheter is modelled partially
embedded into the tissue in almost every scenario, with only
one study accounting for tissue deformation [15]. Above the
tissue is the blood, which is sometimes modelled and sometimes
excluded (see blood modeling section for more information).
The overall size of the model is determined through a Cauchy
independence test which involves seeking the smallest domain
possible without affecting the results. For most studies, the
overall size of the domain is less than a cube with 80 mm sides.
Studies often use axial symmetry or face symmetry. Axial
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symmetry cases cannot model blood flow and must use
convection coefficients, but computation time is reduced
significantly.
Most studies consider the orientation of the catheter to be
perpendicular or parallel to the tissue. One study has considered
the effect of catheter angle on lesion size and found that the
parallel orientation produces smaller lesions [16], and so, for
the purposes of finding the maximal lesion size, the
perpendicular orientation is recommended. When the catheter
is perpendicular to the tissue, the depth of the catheter into the
tissue must be considered. In most studies, the depth used
comes from previous research or is obtained from experimental
measurements of ablated tissue. Currently, there is one
experimental study relating catheter force to tissue depth [17].
The final parameter that varies in the model geometries is
tissue thickness. In humans, the myocardium thickness in the
posterior wall of left atrium is not uniform and varies from
patient to patient. Therefore, it would be expected to vary in
models as well. Many studies use very thick and unrealistic
myocardial thicknesses to ensure that the bottom boundary
condition does not affect the lesion size. For example, one
recent study uses 20 mm thickness [4] in place of modelling
multiple layers of tissue which would complicate the model.
Some studies do include other layers, such as fat and esophageal
layers, instead of using an unrealistically thick myocardium
thickness [5,18].
B. Governing Equations 
The governing equations are consistent across all of the
literature. The Bioheat equation is used in conjunction with
Laplace’s equation to take into account joule heating in the
tissue and to give accurate temperature distributions. Fluid flow
(if included) is governed by the continuity equation and the
laminar, incompressible Navier-Stokes equations. For several
studies, the vaporization of tissue is included. To account for
the vaporization, the latent heat is included as the latent heat of
water and there are different properties for the liquid and
gaseous forms of tissue. It has been noted by some researchers
that this method is inaccurate and should not be used. Instead,
the focus should be on keeping the temperatures below the
vaporization temperature of water, 100°C [19]. For most studies
heat loss caused by blood perfusion and the metabolic heat
generation terms in the Bioheat equation are negligible and,
hence, neglected [7].
C. Catheter Boundary Conditions 
The boundary conditions on the tip of the electrode vary in
the present models. The types of boundary conditions used are:
constant temperature, constant temperature through voltage
regulation, constant voltage, constant power through voltage
regulation, and constant maximum tissue temperature through
voltage regulation. In addition to these five boundary
conditions, the catheter may be modeled with or without saline
irrigation (depending on the type of catheter modelled). The
irrigated catheters slightly change the geometry of the model
but leave most parameters and boundary conditions unchanged
as they simply add another inlet to the blood flow. Irrigated
catheters are more clinically relevant at the present time [4].
Applying a constant voltage boundary condition to model a
constant power ablation is shown to be an acceptable
approximation with a relatively high accuracy. However, if
constant voltage is used, then other parameters are in a state of
flux which affects how the lesion develops over time. For this
reason, a constant voltage boundary condition is not always
used. The next most common boundary condition is using
voltage regulation to hold either temperature or power constant.
In order to model these boundary conditions, the voltage
applied at the active electrode must be regulated through a
control feedback loop. These changing boundary conditions are
implemented through the use of software modifications such as
MATLAB integration into the program ANSYS, user defined
functions (udfs) within the program, or other program macros
[4].
D. Modelling The Effect of Blood 
Most of the modelling research uses experimental
measurement to determine the convective coefficient in the
myocardium. Then, they apply a convective boundary condition
to the tissue surface rather than modelling actual blood flow.
The main methods to model blood flow in RFA include: using
convection coefficients excluding the blood from the model;
using convective coefficients with the blood included in the
model (stagnant); the same as the previous method but with
temperature-dependent blood conductivity; and, finally,
modelling the blood flow itself. Interestingly, no study has yet
included pulsating or turbulent blood flow (or both) in their
model. The studies that use convection coefficients do take into
account these parameters, often averaging the high and low
turbulent blood flow conditions [8]. Most papers use a similar
method. In future work, it is recommended to investigate a more
accurate representation of the actual blood flow in the heart by
studying the effects of pulsatile flow and turbulence.
E. Other Boundary Conditions 
For all models, the boundary conditions other than the
electrode and blood boundary condition are the same. There is
a specified temperature at all surfaces far away from the
electrode, which varies from 37.5°C to 36°C. There, zero
electrical flux is specified on all the walls and surfaces. The
bottom surface is the only one that is different with a specified
temperature and a specified voltage of 0 V to mimic the effect
of the grounding pad. All of the studies for RFA in the heart that
were reviewed here, used these boundary conditions except for
one, which studied the effect of using a cooling balloon in the
esophagus to prevent thermal injury [5]. This study applied a
convective boundary condition to the bottom face (where the
esophagus is located) rather than a prescribed temperature. This
is the only study of that kind and is a potential method of
preventing atrial-esophageal fistula. The aspect of esophageal
cooling is one that needs further investigation. Overall, one may
trust that these standard boundary conditions are justified in
their use and produce accurate lesion sizes.
F. Material Properties 
The material properties, like density, viscosity and thermal
conductivity, used in these models represent one of the greatest
differences between the different models [20]. Tissue properties
are very variable and inconsistent and so any material property
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introduces error in the results. There have been several studies
examining the effect of material properties on the results
obtained [21-25], including changing thermal and electrical
conductivity as well as determining how those conductivities
should be changed as temperature changes in the model.
Material properties, such as myocardial density, and blood
properties, including density, viscosity, electrical conductivity,
and thermal conductivity, are important, but they can be taken
from previous studies or reliable sources as they do not greatly
affect lesion size [22]. Some models have also included tissue
vaporization while others have ignored it, or limited the tissue
temperatures to below the vaporization point of 100°C. In two
recent cardiac studies [4,26] the vaporization is taken into
account with the following equation.
!(#$)!& = !(!& ∙ * 𝜌,𝑐,	,	 	0 ≤ 𝑇 ≤ 99℃	𝐻67𝐶,							99 < 𝑇 ≤ 100℃	𝜌7𝑐7	,	 	𝑇 > 100℃ (1)
ρi = density of tissue phase (kgm-3)
ci = specific heat (Jkg-1K-1)
Hfg = latent heat (Jkg-1)
C = tissue water content (%)
i = l corresponds to the liquid tissue phase
i = g corresponds to the gaseous tissue phase
It was found that the equations chosen to model material
properties do not affect lesion diameter significantly [22]. To
achieve accurate results the thermal and electrical tissue
conductivities must be temperature-dependent, following one
of the equations in the in Table 1 in [22]. The tissue properties
vary across studies, but the effect on the results appears to be
minimal so long as the tissue properties are made temperature-
dependent in some way [22]. A 3.5% maximum difference in
final lesion size was found between identical models with
different material properties [22].
G. Lesion Size Measurement 
In the beginning of RFA modelling the Arrhenius thermal
damage equation was used to calculate the lesion size [7,9,27].
This equation suggests, for heart tissue, a thermal damage
temperature of greater than 48.9°C [28]. After this general
temperature limit had been established and confirmed [7,9,27],
most papers merely used an arbitrarily selected isotherm to
measure lesion size because of its simplicity. The majority of
studies use a 50°C isotherm. The 50°C isotherm has been tested
many times and is shown to be a consistent and accurate
measurement for the lesion size created.
Having reviewed the literature concerning RFA modelling,
the present work seeks to use the best available strategy to
examine the influence of key parameters on the performance of
a non-irrigated RFA catheter and investigate the effect of
esophageal cooling.
III. NON-IRRIGATED CATHETER ABLATION MODEL
In the present work an improved model was created to
examine effect of esophageal cooling. The geometry of
González-Suárez and Berjano [26] was replicated, the same
governing equations and material properties were used and, at
first, all the same boundary conditions were implemented so
that the present model could be validated. Following this the
effect of convective cooling was studied on the bottom face.
This study was then repeated with subsequent models that had
the same geometry as the first, except for a smaller myocardial
thickness to better represent the real-life situation.
A. Geometry 
The geometry, shown in Fig. 1, consists of a 7 Fr – 4 mm (d
= 2.33 mm, L = 4 mm) cylindrical catheter with a hemispherical
tip embedded 1.25 mm into myocardial tissue whose thickness,
H, was varied from 20 mm to 10 mm and then 5 mm. The
overall domain of the model was the same as González-Suárez
and Berjano’s [26] who obtained those dimensions by means of
a convergence test. Symmetry was used to reduce computation
time. The model by González-Suárez and Berjano [26] included
a thermistor embedded in the catheter to measure the overall
temperature of the catheter and regulate the voltage to maintain
constant temperature, but this was excluded from the present
model as it was an unnecessary complication.
B. Governing Equations and Material Properties 
The governing equations for this model are as discussed
above and the material properties in Table I were used. For this
tissue, Hfg = 2.162 Jm-3, C = 75%, and ρl = 958 kgm-3 (at 100°C)
[26], so the vaporization latent heat is 2257 kJkg-1. The
equations were implemented in ANSYS Fluent v18.2 by udfs.
The viscosity of blood was set to 0.0021 kgm-1s-1.
TABLE I. MATERIAL PROPERTIES USED IN NON-IRRIGATED MODEL 
Density, ρ
(kgm-3)
Specific
Heat, c
(Jkg-1K-1) 
Thermal 
Cond., k
(Wm-1K-1) 
Elec. 
Cond., σ
(Sm-1)
Catheter 70 1045 0.026 1 x 10-5 
Electrode 21500 132 71 4.6 x 106 
Blood 1000 4180 0.541 0.667 
Tissue l - 1060
g - 370.44 
l - 3111
g - 2155.92 
See
Equation 2 
See
Equation 3 
𝑘(𝑇) = =0.531 + 0.0012(𝑇 − 37),				0 < 𝑇 ≤ 100℃0.606,																																	𝑇 > 100℃ (2)
𝜎(𝑇) = * 0.541𝑒I.IJK((LMN),					0 < 𝑇	 ≤ 100℃	1.3 − 0.274(𝑇 − 100),					100 < 𝑇 ≤ 105℃1.371 × 10LP	,					𝑇 > 105℃ (3)
Figure 1.  Geometry for non-irrigated catheter model. Dimension not 
shown is the depth which is 40 mm. 
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C. Boundary Conditions 
The voltage boundary condition on the catheter was set to
25 V for a RF duration of 60 s. The bottom face had a specified
voltage of 0 V. All remaining walls and interfaces were
specified with zero electrical flux. Thermal boundary
conditions were only specified on outside walls and on the
bottom face. All outside walls were set at 37°C. The bottom
face was tested with a variety of boundary conditions including
a constant temperature of 37°C and then various convective
boundary conditions. All walls for the fluid domain were no-
slip and coupled with the adjoining material. The blood had a 
perpendicular laminar flow with an inlet velocity of 8.5 cm∙s-1,
and a zero-pressure outlet.
D. Results 
Mesh convergence and time convergence were performed
until the results were independent of both. The final step size
was 0.05 s for 60 s and the final mesh had 419,362 elements
with maximum and minimum face sizes of 1 mm and         
4.99 x 10-2 mm, respectively. The lesion size was calculated
using the 50°C isotherm for all models. Lesion depth is the
maximum depth from the top of the tissue reached by the lesion
and lesion width is the width of the isotherm at its widest point.
All studies were run for sixty seconds. The key results can be
seen in Table II and Fig. 2.
For the 20 mm thick tissue the cooling had very little impact
on lesion size due to the thickness of the tissue. The 37°C case
was compared with that in González-Suárez and Berjano [26]
for validation purposes in Table III. Maximal blood temperature
is the only value that is significantly different, which is most
likely due to a coarser mesh in the blood domain in the present
model. The 10 mm thick tissue allowed for cooling to be much
more effective in reducing lesion size. The lesion depth was
reduced by a maximum of 18.4%, the maximum tissue
temperature was reduced by about 3°C, and the bottom
boundary temperature was reduced by 69.4%. The 5 mm tissue
was affected the most by cooling as the lesion size was 
decreased by as much as 16.4%.
IV. CONCLUSIONS AND SUMMARY
Previous models are, for the most part, experimentally
validated; however, they do have some shortcomings. Most
notably, the force applied to the catheter and the depth are only
related in one published study. Another shortcoming is the lack
of accurate blood flow modelling. To obtain an accurate
representation of the real system, blood flow should be
modelled as pulsatile and turbulent, and not by constant laminar
flow or a convection coefficient.
TABLE II. COMPARISON OF RESULTS OBTAINED WITH VARIOUS BOTTOM 
BOUNDARY CONDITIONS 
Boundary
Condition On
Bottom Face 
Lesion 
Depth 
(mm)
Lesion 
Width 
(mm)
Max
Blood 
Temp 
(°C)
Max
Tissue
Temp 
(°C)
Bottom
Boundary
Temp 
(°C)
20 mm Thick Tissue
T = 37°C 7.53 11.18 65.65 99.85 37.00 
T = 15°C, h=1000 
Wm-2K-1 
7.47 11.10 68.55 99.95 17.37 
T= 15°C, 
h=2000 Wm-2K-1 
7.44 11.11 64.15 99.95 16.28 
10 mm Thick Tissue
T = 37°C 8.012 12.01 65.35 104.45 37.00 
T = 15°C, h=1000 
Wm-2K-1 
6.767 11.24 64.25 101.95 20.38 
T= 15°C, 
h=2000 Wm-2K-1 
6.665 11.15 64.15 101.75 17.93 
5 mm Thick Tissue
T = 37°C 4.54 10.20 66.95 112.35 37.00 
T= 5°C, 
h=2000 Wm-2K-1 
4.07 8.54 65.35 116.35 16.78 
T= 5°C,  
h=20,000 Wm-2K-1 
3.85 8.29 65.75 127.55 6.95 
T= -5°C, 
h=2000 Wm-2K-1 
3.99 8.10 60.15 116.85 8.85 
T= -5°C,  
h=20,000 Wm-2K-1 
3.91 7.23 55.95 98.25 -2.04 
TABLE III.    COMPARING PRESENT RESULTS TO PREVIOUS EXPERIMENTAL 
WORK BY GONZÁLEZ-SUÁREZ AND BERJANO [26], 20 MM THICK TISSUE 
Previous
Work [26] 
Present
Results
Percent
Difference (%)
Depth (mm) 7.53 7.53 0
Width (mm) 11.92 11.18 6.41 
Tmax,tissue (°C) 102.4 99.85 2.52 
Tmax,blood (°C) 79.9 65.65 19.58 
Figure 2.  Results for 10 mm thick tissue. (a) T = 37°C (b) T = 15°C, h =
1000 Wm-2K-1 (c) T = 15°C, h = 2000 Wm-2K-1 
(a)
(b) 
(c) 
(b)
(c)
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The computational results match previous data which have
been verified using experimental data. The 5 mm thickness is
representative of the total distance from catheter tip to inner
esophageal wall [18] meaning the esophagus tissue and heart
tissue layers were combined in this model. In future studies
these two layers could be separated and have distinct properties
as has been done in previous models [5]. The non-irrigated
model demonstrates that regardless of tissue thickness cooling
the esophageal wall has less than a 19% effect on the depth of
the lesion, and as much as a 13.4% lowering of the temperature
on the esophageal wall. This means that cooling on the
esophageal wall can be used to effectively lower the damage to
the esophagus without adversely affecting the procedure when
a non-irrigated catheter is used. This model has temperatures
that are too cool and would damage the esophagus, but the
temperature of the cooling fluid or the convection coefficient
can be easily changed. These results are in agreement with
Berjano and Hornero [5], who also examined the effect of
esophageal cooling. The present study demonstrates that
cooling can be effectively added to the esophagus without
comprising the RFA procedure.
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Abstract— It is easier to numerically model the machining 
process assuming the orthogonal cutting conditions, however 
the realistic industrial machining arrangements are closer to 
the oblique machining conditions. In oblique machining the 
cutting edge is located at a certain inclination angle resulting 
in a third radial force component. The inclination angle in 
oblique machining arrangement has a controlling influence 
over the chip curling and resulting plastic deformation is more 
complex as compared to the orthogonal machining 
arrangements.  The current study has incorporated a three-
dimensional finite element model to predict the machining of 
Inconel 718 using SIALON cutting tool materials under 
oblique machining conditions. The study incorporates 
different cutting edge-based inclination angles and resulting 
simulated machining performance has been reported. The 
machining performance has been evaluated by observing the 
simulated cutting forces, cutting temperature, and chip curling. 
Keywords-component; chip curling, oblique machining, FEM 
I. INTRODUCTION
As compared to the orthogonal machining setup, oblique 
machining provides more realistic cutting scenario with respect 
to the practical application in the metal cutting sector. The 
predictions about the machining performance under oblique 
machining arrangement is more reliable and closer to the 
practical application. Machining performance of a cutting 
process can be predicted using either analytical or numerical 
approaches. Numerical approaches are easier to deal with 
complex geometries and boundary conditions but at the 
expense of higher computational cost and time. When it comes 
to the oblique machining performance prediction most of the 
literature is based on the analytical modelling and very limited 
studies are available using numerical modeling approaches 
especially for difficult-to-machine materials such as Inconel 
718. 
Several researchers have focused their research work to 
utilize numerical modeling techniques for the prediction of 
different machining performance indicators. Shaw et al. [1] 
initially introduced the concept about the normal rake angle. 
The concept was further evolved in the work conducted by 
researchers such as Stabler [2,3], Brown and Armarego [4], and 
Russell and Brown [5] etc. Luk [6] investigated the chip flow 
under oblique machining setup. The study was conducted using 
analytical solution method considering mechanistic approach. 
Lin et al. [7] explored the orthogonal plane strain machining 
theory to predict the cutting forces under oblique machining 
conditions. The study revealed that cutting forces can be 
predicted using the combined knowledge of cutting parameters, 
materials flow stress and thermal behavior. Arsecularatne et al. 
[8] investigated the tool life under oblique cutting. The study
utilized the theory of tool life using cutting temperature and
investigated the tool life for oblique conditions. The
experimental validation of predicted results was performed
using the plain carbon steel with different tool geometries and
cutting conditions.
 Lazoglu and Islam [9] utilized finite difference based 
numerical method to explore the cutting temperature related 3D 
simulations under oblique cutting arrangements. The predicted 
results were found to be in good agreement with the 
experimental findings. Komanduri et al. [10] investigated the 
influence of both normal rake and inclination angles for the 
oblique machining of single crystal aluminum using 3D 
molecular dynamics simulations. The study measured cutting 
force components, cutting force ratio and specific energy. The 
study revealed that normal rake angle has controlling influence 
over the cutting force components and specific cutting energy. 
Feng and Zang [11] studied oblique machining process using a 
thermo-elastic–plastic coupled finite element (FE) model. The 
study was conducted using high speed steel (H11) and 
ANSI1045 steel as cutting tool and workpiece materials 
respectively. The study monitored cutting forces, stresses and 
cutting temperatures at the cutting interface and chips. The 
study revealed that role of inclination angle in decreasing 
cutting forces is very minor.  
Song et al. [12] developed a model to predict the cutting 
forces using the vector transformation method and basic 
mechanistic approach towards the friction at tool – chip 
interface. The study considered that friction at interface is same 
in the orthogonal cutting as well as with different inclination 
angles. The simulated results were found to be in good 
agreement with experimental data. Grzesik and Zak [13] 
investigated the surface integrity of different iron-based 
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materials such as carbon, low-alloyed, stainless steel and 
spheroidal iron under oblique machining conditions. The study 
has incorporated carbide and Al2O3–TiC ceramic cutting tools 
using inclination angle of 55°. The study revealed the potential 
of oblique machining to replace conventional finish turning and 
grinding operations as at higher feed rates oblique turning 
provides higher surface finish. The study also revealed that 
maximum value of compressive stress was produced closer to 
the machined surface, and sensitive to the strain hardening 
exponent of the workpiece material.  
Moufki et al. [14] conducted a study to develop a 
thermomechanical modelling approach for the oblique 
machining and simulated results were validated experimentally 
as well. The study utilized an analytical method based on 
materials strain rate sensitivity, strain hardening and thermal 
softening. The model provided predictions for the cutting 
forces and chip flow. The model was developed for the 
continuous chip conditions. The model provided predictions in 
close agreement with the experimental readings. Abdellaoui 
and Bouzid [15] developed a thermo-mechanical methodology 
to model the oblique machining. The study developed a 
computational algorithm and controlled the oblique machining 
parameters using a ratio of tool-chip contact length and chip 
ratio. The predicted results were found in good agreement with 
the experimental findings.  
Grzesik and Zak [16] in another study performed friction 
quantification under oblique machining arrangements using 
CBN chamfered cutting tools. The study developed an 
analytical-empirical model of friction. The study incorporated 
the effect of equivalent rake face and associated equivalent 
rake angle. The study was conducted on spheroidal cast iron. 
The study revealed that at large negative rake angles, friction 
was highly influenced by the inclination angles.  Llanos et al. 
[17] conducted a study where machining performance of AISI-
4140 steel was investigated using uncoated cemented carbide
cutting tools. The study utilized finite element (FE) based
model using Arbitrary Lagrangian Eulerian (ALE) formulation.
The study revealed that accurate chip formation is linked with
the proper identification of frictional behavior at the tool - chip
interface. Pawade et al. [18] conducted an analytical study to
predict the specific shear energy for Inconel 718 under oblique
machining conditions. The study incorporated the Inconel 718
material behavior using Johnson-Cook (JC) material model. JC
model can incorporate strain hardening, strain rate sensitivity
and thermal softening. The study revealed that shear band
spacing linearly increases by increasing the feed rate. The
specific shear energy model also revealed that it is more
sensitive to thermal softening, strain hardening and shearing
strain. The predictions were found in very good agreement with
the experimental findings.
  It is well understood by the metal cutting community that 
oblique machining arrangements are more practical than the 
orthogonal cutting arrangements. However, it has been 
observed that there is very limited finite element based 
numerical studies available in literature when comes to the 
oblique machining. It is even more rare to find in literature that 
such numerical models are developed for difficult-to-cut 
materials using modern cutting tool materials. The aim of this 
study is to utilize a finite element (FE) based numerical 
approach to predict the machining performance of Inconel 718 
under oblique machining conditions. 
(a) 
(b) 
Figure 1. Schematic illustration of oblique machining (a) Inclination angle (i), 
and (b) Chip flow angle (Ƞc) (redrawn from [10], [19]) 
II. OBLIQUE MACHINING VIEW
In literature it is very frequent to find the numerical models 
for orthogonal cutting (2D) arrangements. Oblique cutting (3D) 
is different to orthogonal cutting due to the presence of 
inclination angle (i) as shown in Fig. 1a and 1b. 
Inclination angle (i) is the angle that tool cutting edge 
makes with the normal to the cutting velocity vector. Due to the 
presence of inclination angle, chip flow is also at an angle other 
than the right angle as seen in orthogonal cutting case.  
III. FINITE ELEMENT MODELING
Finite element (FE) model was prepared by  using a 
customized software for machining application known as 
Thirdwave AdvantEdge [20]. In Thirdwave AdvantEdge 
software, chip formation is simulated by utilizing dynamic 
explicit lagrangian formulation. The software can execute 
coupled thermo-mechanical transient analysis and adaptive 
remeshing techniques. The software was first presented by 
Marusich and Ortiz [21]. Thirdwave AdvantEdge has built in 
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material library for the cutting tools and workpieces. Fig. 2 
represents the schematic illustration from Thirdwave 
AdvantEdge. 
To utilize different engineering materials for different 
applications, there is a built-in material library in the software 
package. These material models can mimic the materials 
behavior by simulating flow stresses, strain rate sensitivity and 
temperature-based effects (thermal softening). The current 
study was based on the oblique machining (3D) setup, where 
cutting tool material was selected to be SIALON and 
workpiece material was selected to be Inconel 718. By default, 
AdvantEdge software utilizes power law to model the 
constitutive behavior of the Inconel 718. The constitutive 
power law can incorporate the effects related to strain 
hardening, strain rate sensitivity and thermal softening. The 
power law is mentioned in Eq. 1.  
  = (1)
In Eq. 1, ,  and  represent strain hardening, 
strain rate sensitivity and thermal softening respectively, and 
the functions are further elaborated in equations 2, 3 and 4 [22]. 
1/n (2)  
1/m (3)  
(4) 
In Eqs. 2, 3 and 4,  represents initial yield stress,
represents plastic strain,  represents reference plastic strain, 
represents strain rate,  is reference plastic strain rate, C0-C5 
represents coefficients for the polynomial fit, T is temperature, 
n represents strain hardening exponent, and m represents strain 
rate sensitivity coefficient [20]. 
Figure 2. Schematic illustration of oblique machining in Thirdwave 
AdvantEdge 
TABLE 1. PARAMETERS USED FOR NUMERICAL SIMULATIONS. 
Simulation Parameters Values 
Cutting Tools SAILON 
Workpiece Materials Inconel 718 
Normal Rake angle (°) 10 
Cutting Speed (m/ min) 300 
Feed rate (mm/ rev) 0.15 
Depth of Cut (mm) 1 
Length of Cut (mm) 3 
Friction Co-efficient 0.5 
Lead angle (°) 0 
Initial Temperature (°) 20 
Relief Angle (°) 5 
Inclination Angle (°) 0, 5, 10, 15, 20, 25 
Cutting Environment Dry 
Like other FE codes, AdvantEdge software employs a 
damage model to integrate damage into the material model. 
The damage function D is stated in Eq. 5 [20]. 
(5) 
To have a precise cutting simulation, it is very important 
that proper friction should be modelled at the cutting tool-chip 
interface. In Thirdwave AdvantEdge friction at tool-chip 
interface is simulated using Coulomb law as represented in the 
Eq. 6 [20]. Coulomb law associates shear stresses by taking 
them proportional to the normal stresses and constant of 
proportionality is frictional coefficient (µ).  
(6) 
Selection of frictional constant is a difficult task because of 
complex sliding behavior at tool-chip interface. It is also 
reported that chip hardness is different and generally harder 
than the workpiece hardness, and hardness variation can lead to 
variation in friction coefficient [23,24]. Table 1 provides the 
information about the cutting parameters utilized for numerical 
simulations. In the current study the numerical simulations 
were limited to five different values of inclination angles 
ranging from 0 - 25°. The 0° inclination angle leads to the 
orthogonal setup and acts like a reference for other values of 
inclination angles. 
IV. SIMULATED RESULTS AND DISCUSSION
The 3D simulated outcomes were studied for the different 
machining performance indicators such as cutting, thrust and 
oblique force components, cutting temperature and chip flow. 
A. Simulated Cutting Forces
Cutting force components are very important machining
performance indicators. These components have very 
significant role as they reveal the power consumption and 
vibrational effects in the machining process. They also play an 
important role towards the machine tool construction and 
fixture designing/ requirements. In this sub-section, simulated 
cutting forces at different inclination angles ranging from 0° – 
25° were compared. The sample cutting force signals from the 
Thirdwave AdvantEdge softwares have been reported in 
Figures 3a and 3b.  
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(a) 
(b) 
(c) 
Figure 3. Simulated cutting force components (a) 0° Inclination Angle, (b) 25° 
Inclination Angle, (c) Simulated average cutting force components, 0° - 25° 
inclination angles 
The cutting force trends for all three cutting force 
components at all inclination angles have been reported in 
Figure 3c. It can be observed that minor fluctuation has been 
reported for the cutting and thrust force components. The Fz- 
oblique force component was majorly affected by the 
inclination angle. 
B. Simulated Cutting Temperature
Cutting temperature has been attributed as one of the major
machining performance indicators in the metal cutting sector. 
It is the deciding factor towards the cutting tool life, and many 
wear mechanisms such as diffusion and adhesion are linked 
with the cutting temperature. The sample cutting temperature 
signals from the Thirdwave AdvantEdge softwares have been 
reported in Figures 4a and 4b.  
The average cutting temperature trends for all inclination 
angles has been reported in Figure 4c. The trend reveals that 
cutting temperature decreases slightly by increasing inclination 
angle. 
C. Simulated Chip Flow
Simulated chip flow is another important machining
parameter that has an important role in overall machining 
performance. Simulated results of chip flow for different 
inclination angles 0°-25° have been reported in Figures 5 and 
6. Simulated chip flow observations revealed that increasing
the inclination angles results in increasing the chip flow angle
(Ƞc) as shown in Figure 6.
(a) 
(b) 
Figure 4. Simulated cutting temperatures (a) 0° Inclination Angle, (b) 25° 
Inclination Angle, (c) Simulated average cutting temperatures 0°-25° 
inclination angles 
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V. CONCLUSIONS
The conclusions drawn from this study have been reported 
as under. 
Inclination angle has negligible influence over the cutting 
force component which represents that it has negligible role 
towards power consumption. Thrust force component was 
found little sensitive to the inclination angle. Oblique force 
component was highly influenced by the inclination angle. 
The results were found in agreement with experimental and 
analytical studies present in the available literature. The 
cutting temperature slightly decreased by the introduction of 
inclination angles.  
Figure 5. Simulations of chip flow, 0°-25° inclination angles 
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Figure 6. Front view of chip flow, 0°-25° inclination angles 
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Abstract—A green metallic ink is developed for 3D printing 
of metallic structures featuring high mechanical and electrical 
performances. The metallic ink consists of steel micro 
powders and a water-based chitosan/acetic acid polymer 
solution which replaces the previously used toxic polylactic 
acid (PLA)/dichloromethane (DCM) polymer solution. The 
optimized ink is printed at room temperature to build a 
metal/polymer hybrid structure. While printing, a fan is used 
to blow air over the ink filament upon extrusion to accelerate 
the solvent evaporation and shorten the solidification time, 
which significantly reduces the sagging and deformation. 
After a drying period at ambient conditions, the as-printed 
structure is then thermally treated using a furnace. The 
polymer binder is decomposed and the metal powders are 
sintered, resulting in a strong metallic structure. Melted copper 
is infiltrated into the sintered structure to achieve a fully dense 
metal/metal hybrid structure. The sintered structure exhibits 
high stiffness (205 GPa), electrical conductivity (9 × 105 S/m) 
and low filament porosity (7%). 
Keywords: 3D printing, metallic ink, environment-friendly, 
metallic structures, secondary metal infiltration 
I. INTRODUCTION
Recently, 3D printing approaches have been developed to 
fabricate diverse metallic structures.[1-3] They offer many 
advantages such as more design flexibility, time efficient and 
less material waste over traditional metal manufacturing 
methods (e.g., machining). 3D printed metallic structures are 
applied in many fields such as medical [4-5], energy storage[6-7], 
sensors[8-9], and microelectronics[10-11]. Powder-bed approaches 
like selective laser sintering/melting (SLS/SLM) are mature, 
commercialized and progressively more widely used. These 
approaches are based on fine metal micro powders that are 
evenly spread out in a powder bed. A high-intensity laser is 
used to selectively fuse them to build layer-by-layer 3D 
structures.[12] However, the intense laser system is very costly 
and is a potential safety issue for the operator. In addition, the 
repeated scanning of the laser beam results in excessive 
material powder oxidation, loss of alloying elements and 
dramatical temperature change (which causes residual stresses 
and defects).[13-14] 
To overcome these shortcomings, solvent-cast 3D printing 
(SC-3DP) is proposed, which combines room-temperature 3D 
printing and subsequent thermal treatments. This extrusion-
based printing method employs an viscous metallic suspension 
consisting of metal powders, polymer binder and volatile 
solvent, referred as the ink.[15] Under applied pressure, the 
metallic ink is extruded from a fine nozzle and deposited on a 
substrate in a layer-by-layer fashion. Post the filament 
extrusion, the volatile solvent quickly evaporates and the ink 
turns into solid state. The as-printed object is a metal/polymer 
hybrid structure which is then thermally treated to burn the 
polymer binder and to sinter the metal powders, resulting in a 
fully metallic structure.[15] Many researchers adapted this 
approach to fabricate various 3D metallic structures featuring 
complex 3D geometries and high mechanical and electrical 
performances. [15-17] Although this type of process is simple 
and practical, it generally uses a volatile and toxic solvent 
(e.g., dichloromethane (DCM)), as the polymer binder solvent. 
We developed a nontoxic metallic ink consisting of chitosan, 
acetic acid, deionized water and metal powders. Chitosan is a 
biocompatible polymer which is dissolved in acetic acid 
aqueous solution as a viscous hydrogel. The metal powders are 
evenly dispersed in the hydrogel, resulting in a metallic 
suspension (Fig.1a). The metallic ink is extruded under a 
certain pressure and deposited on a substrate using a 3-axis 
deposition robot. After extrusion, the solvent (acetic acid and 
water) evaporates, whereas the chitosan and metal powders are 
left in the ink filament. Fig. 1b shows the schematic of 
subsequent thermal treatments. The as-printed sample is first 
sintered at 1165°C in order to thermally decompose the 
chitosan and sinter the metal powder. The sintered sample is a 
slightly porous metallic structure. To obtain a fully dense 
metallic structure, the sintered sample can be heated at 1120°C 
with a piece of copper placed on top of it. At this temperature, 
the melted copper can infiltrate the sintered structure to 
achieve a metal/metal hybrid structure.  
II. RESULTS AND DISCUSSION
Fig. 2 shows an optical image and SEM images of the as-
printed, sintered and copper infiltrated scaffolds printed with a 
tapered nozzle (tip inner diameter = 50 μm) at a printing speed  
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Fig. 1. Schematic of the fabrication process of a 3D metallic scaffold combining the following steps. (a) Solvent-cast 3D printing of a metallic ink consisting of 
steel microparticles and chitosan/acetic acid polymer solution. The metallic ink is loaded in a syringe and extruded through a micro nozzle under a certain pressure 
at room temperature. The solvent content evaporates upon extrusion assisted by an airflow. (b) Subsequent thermal treatments: the dried as-printed sample is 
thermally treated. The polymer is decomposed and the steel particles are sintered. Melted copper is infiltrated into the sintered structures to achieve a fully dense 
metallic structure. 
of 7 mm/s. The three types of scaffolds are placed on a 
Canadian dollar. The as-printed scaffold has a dark gray color 
because the steel powders are covered by chitosan. After 
sintering, chitosan is removed and steel powders are brought 
closer. The sintered scaffold turns into light grey and shrinks 
in size. The copper infiltrated scaffold turns to brown red due 
to the appearance of copper. There are no significant shape 
distortion or oxidation occurred to the sintered and copper 
infiltrated scaffolds. The SEM images of the as-printed 
scaffold shows that steel powders are covered and bound by 
the polymer binder, chitosan (Fig. 2a). Before sintering, a 
debinding step is performed to remove the chitosan within the 
structure. After debinding, the structure integrity is held by the 
friction forces between the steel powders. The steel powders 
are sintered at a temperature slightly lower than their melting 
point. The powders are connected through the appearance of 
necks between them. The size and amount of the necks 
increase gradually, which densifies the sintered structure and 
reduces the pores. In the sintered scaffold (Fig. 2b), the 
chitosan is completely removed and the steel powders are 
directly connected with each other through the necks. For the 
copper infiltration, a piece of copper is placed on top of the 
sintered structures inside the oven. The sample is heated at 
1120 ℃. This temperature is higher than the melting point of 
copper (1085 ℃), but lower than the previously used sintering 
temperature. Mainly driven by capillary forces, the melted 
copper fills the pores within the filaments of the structure (Fig. 
2c). 
Fig. 2. Optical and SEM images of the scaffolds printed using a tapered nozzle (tip inner diameter = 50 μm) at a printing speed of 7 mm/s, (a) as-printed, (b) 
sintered, (c) copper infiltrated, and their close-up views. 
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The linear size reduction, filament porosity, electrical 
conductivity and mechanical properties of as-printed, sintered 
and copper infiltrated samples are characterized (Fig. 3). The 
samples have size variations in every stage compared to the 
designed size. It is caused by the swelling upon extrusion, 
solvent evaporation, debinding, sintering and copper 
infiltration. The linear size reduction is studied and the result 
is shown in Fig. 3a. The extruded ink filament swells due to 
the pressure drop and then shrinks as a result of the solvent 
evaporation. The dried as-printed sample has similar size as 
the designed one (>1% linear expansion). After debinding and 
sintering, the sintered structure shrinks by around 12% 
compared to designed size. The copper infiltrated sample 
exhibits less size reduction (~ 9% linear reduction) than the 
sintered one. The filament porosity of sintered samples is 
around 7% (Fig. 3b). After copper infiltration, the majority of 
the pores are filled by melted copper. The filament porosity of 
copper infiltrated samples is lower than 1%. The conductivity 
of sintered samples is around 9 × 105 S/m, which is 64% of 
that of the bulk material (Fig. 3c). As copper is more 
conductive than steel, the copper infiltrated sample presents an 
even higher conductivity of ~ 1.3 × 106 S/m. Fully dense 
sintered and copper infiltrated tensile bars, of which the cross 
section of the narrow part is ≈ 3.6 × 1.6 mm, are prepared 
for tensile test. It is carried out on a MTS Insight machine with 
a 50 kN load cell (MTS 569332-01) at a crosshead speed of 1 
mm/min and using an extensometer (gauge length = 8 mm, 
MTS 632.26, C-20). Five specimens for each sample type are 
tested. The Young’s modulus of sintered samples is around 
205 GPa, which equals 95% of that of bulk material (Fig. 3d). 
After copper infiltration, the stiffness is slightly decreased, but 
the ductility and the ultimate tensile strength are significantly 
improved.  
Fig. 3. (a) Linear size reduction, (b) filament porosity, (c) electrical conductivity and (d) mechanical properties of the as-printed, sintered and copper infiltrated 
samples
III. CONCLUSION
We developed an environmental metallic ink for SC-3D 
printing of highly dense metallic structures. The ink contains 
metal powders, biocompatible polymer binder and a nontoxic 
volatile solvent. Metallic and metal/metal hybrid structures are 
fabricated by subsequent thermal treatments. The linear size 
reduction, filament porosity, electrical conductivity and 
mechanical properties of the fabricated structures are 
characterized. The sintered structure has a Young’s modulus 
close to that of the bulk material. The copper infiltrated 
structure exhibits less filament porosity, higher electrical 
conductivity and better ductility. The reported ink can replace 
the commonly used toxic ink to create 3D metallic structures 
for higher performances, lower environmental impact and 
more effective utilization of metallic materials.  
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Abstract— Crosslinked high-density polyethylene (XHDPE) 
is used to manufacture large and rigid products, such as fuel 
tanks, using a rotomolding process. Currently, defective and 
post-consumer parts are not recycled and sent to landfills. 
Hence, reuse of this material, through compression molding is 
the objective of this study. Thermal characterization indicated 
that the recycled XHDPE, in pulverized powder form, could 
melt although the heat of fusion was less than that of virgin 
material. However, while the virgin XHDPE could be 
compression molded at the melting temperature, the recycled 
XHDPE required higher temperature. The recycled XHDPE 
started to degrade at lower temperature than virgin XHDPE. 
Based on this data, optimal compression molding process 
conditions were chosen to prepare dense tensile test coupons. 
Both materials exhibited similar tensile properties 
demonstrating the recyclability of XHDPE. 
Rotomolding; compression molding; recycled XHDPE. 
I. INTRODUCTION
Rotomolding is a common manufacturing process used to 
produce large and strong parts with a uniform thickness. One of 
the main plastics used is the High-Density polyethylene 
(HDPE). For some applications, the HDPE must be crosslinked 
to make the parts stronger and increase the barrier resistance 
HDPE is a thermoplastic with a density of 0.940-
0.965g/cm3[1] and melting between 128°C and 138°C [2]. 
These properties are slightly changed after crosslinking. The 
crosslinking process results in bonding of the chain to itself and 
to other chains [3].  
The crosslinked polyethylene is prepared using either a 
crosslinking agent (peroxide or silane) or electron beam 
radiation. During rotomolding, the crosslinking caused by the 
peroxide initiator increases the gel content (>80% as claimed 
by rotomolder using this materials), which reduces the flow of 
the material when heated above the melting temperature. 
Due to this characteristic, XHDPE cannot be recycled and 
the industrial and post-consumer waste is currently sent to the 
landfill. Published studies on recycling this material include 
energy recovery [4], use of the ground material as a filler [5], 
degradation to low molecular weight polyethylene using solid 
state shearing [6], molten state shearing [7], ultrasonic process 
[8], and supercritical process [9]. The degraded material was 
subsequently blended with other thermoplastic polymers to 
manufacture parts. 
This research is focused on reuse of this material, without 
blends, through compression molding. The thermal behavior of 
the recycled XDPE is characterized and compared with the 
virgin XDPE to understand the issues in reusing this material. 
Based on this, the compression molding conditions are chosen 
to mold tensile specimens. The tensile properties of recycled 
XHDPE are compared with virgin XHDPE to evaluate 
former’s recyclability. Preliminary results are presented and 
discussed here. 
II. EXPERIMENTAL
A. Materials and Methods
Exxon Mobil’s Paxton 7000 Series XHDPE was used in
this study. Pulverized powder of the virgin and recycled 
material was supplied by a rotomolder in Manitoba. The 
melting characteristics of these two materials were studied 
using TA Instruments’ Q2000 DSC (Differential Scanning 
Calorimeter). Samples were ramped at a rate of 10oC/min from 
-50oC to 250oC under nitrogen atmosphere. The degradation
characteristics was studied using TA Instruments’ Q500 TGA
(Thermogravimetric Analyzer). Samples were ramped at a rate
of 10oC/min from 25oC to 550oC using nitrogen and air as the
purge gas. Based on these test results, compression molding
temperature was chosen. Molding pressure was chosen based
on preliminary trials. ASTM standard tensile test coupons were
molded using these conditions and tested as per ASTM 638
using MTS Insight test machine.
III. RESULTS AND DISCUSSION
A. Differential Scanning Calorimeter Results
The results from DSC experiments, shown in Fig. 1,
indicate that both materials melt around 130°C. A completely 
crosslinked material would not melt. The results suggest that 
XHDPE either did not completely crosslink during the 
rotomolding process or was de-crosslinked by the 
pulverization process. 
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Figure 1.  DSC test results for virgin  and recycled XHDPE 
The lower heat of fusion for recycled XHDPE than the 
virgin XHDPE suggests that there is residual crosslinking in 
the pulverized powders of recycled XHDPE. This result 
confirms that the recycled XHDPE, in pulverized powder form, 
can melt and hence is recyclable 
B. Thermogravimetric Analysis
The results from TGA experiments shown in the Fig. 2
(purge gas – nitrogen) indicate that both the virgin and the 
recycled XDPE degrade similarly. 
The decomposition initiation and completion temperatures 
as well as the weight loss are similar for both materials. These 
temperatures are much higher than the molding temperatures. 
Depending of the molding conditions, the XHDPE may or 
may not come in contact with air. Hence, TGA test was 
repeated using air as a purge gas (Fig. 3). 
Figure 2.  TGA test results for virgin and  recycled XHDPE (Nitrogen) 
Figure 3.  TGA test results for virgin and  recycled XHDPE (Air) 
The TGA results in Fig. 3 indicate that the recycled 
XHDPE is affected by the presence of air resulting in the 
formation of different products, suggested by the various slopes 
of the curve.  Hence, the molding temperature was limited to 
250°C. 
C. Compression molding
Initial trials indicated that while virgin XHDPE could be
melted and molded at the melting temperature, recycled 
XHDPE had to be molded at a considerably higher temperature 
and pressure. Tab. I presents the final compression molding 
conditions that resulted in a dense product without defects. 
D. Mechanical properties
The tensile test results for both materials are presented in
Fig. 4. The results show that the recycled XHDPE has a very 
similar stress versus strain curve when compared with the 
virgin material.  
The tensile strengths of the virgin and recycled XHDPE are 
20.25 MPa and 20.5 MPa respectively. The fracture strain of 
the virgin and recycled material are 344.5% and 273.6% 
respectively. While there is a slight decrease in the strain to 
failure of the recycled XHDPE, the tensile strength and 
modulus for both materials were similar.  
TABLE I. COMPRESSION MOLDING SETTINGS 
Material 
Parameters 
Temperature Pressure Time 
Virgin XHDPE 150°C 0.286 MPa 30 min 
Recycled XHDPE 230°C 2.86 MPa 30 min 
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Figure 4.  Tensile test results for virgin and recycled XHDPE 
IV. SUMMARY
The thermal properties of Virgin and recycled XHDPE 
were investigated using DSC and TGA. Both materials 
exhibited melting around 130°C, although the heat of fusion for 
recycled material was less than that for the virgin material. The 
recycled material was successfully compression molded at a 
temperature and pressure higher than that used for the virgin 
material. Both materials exhibited similar tensile properties 
with the exception of strain to failure, which was slightly less 
for the recycled material. These results suggest that XHDPE 
can be reused through compression molding. Further studies 
are underway to study the mechanism of fusion of recycled 
XHDPE powder and the effect of pulverization on its 
recyclability. 
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Abstract— Thin flexible parts are widely used in the aerospace 
industry and require a more precise surface finish. The main 
problem in achieving high-quality product is the vibration 
induced during machining of thin-walled parts. Clamping these 
thin parts or using rigid supports for parts, such as for propeller 
blades, lead to distortion. This issue may be solved using a non-
contact auxiliary fixture. The new fixture developed in this 
research is an eddy current damper for passive control of 
vibrations in electrically conducting workpieces, using 
neodymium permanent magnets without any external power 
source. Two thin aluminum beams with different cross-section 
and same length were used to test the developed fixture. To 
increase the overall damping, conducting sheets were attached 
at the free end of beams. Impact and machining tests were 
conducted to validate the new fixture. The results showed 
higher damping and better machining stability leading to 
enhanced surface quality of the workpiece.  
Keywords- Thin-flexible parts; vibration;  fixture; eddy current 
damper; passive damping 
I.  INTRODUCTION 
Machining of thin-walled workpieces is required in several 
industries, most notably the aerospace industry. During 
machining of thin parts, vibration is the main factor affecting the 
surface finish and tolerance. Milling is one of the most common 
processes used for thin workpieces. To improve the stability of 
the workpiece, i.e. to damp the vibrations, various methods are 
applied including choosing optimized machining parameters or 
using primary or auxiliary contacting or non-contacting fixtures 
[1]. In recent studies, distinct theoretical models have been 
created, and systems have been analyzed for damping of 
vibration, mainly in the cantilever beams. This research analyzes 
and controls the vibrations during machining of cantilever beam-
like workpieces for better stability and surface finish.  
In the aerospace industry, accuracy and precision of the 
machining process and the manufactured parts, along with the 
production rate and the tool life, are the primary areas for 
research. The parts that are more flexible, such as, the impellers, 
propeller blades etc., need much higher accuracy and a smooth 
surface finish. Chatter is widely studied in the literature. Lai et 
al. [2] studied chatter characteristics of a cylindrical thin-walled 
workpiece. The relation of the wall thickness and the inner 
diameter was analyzed to study machining vibration 
characteristics. Numerical and experimental methods were used 
to investigate the dynamic characteristics of the workpiece. 
Campa et al. [3] came up with a method to damp the vibrations 
in thin-floor milling using a bull-nose end mill. A mathematical 
model was created to predict the behavior of workpiece during 
the milling process and to generate a stability lobe diagram for 
selecting the optimal spindle speed for better stability during 
machining. Junjin et al. [4] worked on the use of 
magnetorheological (MR) fluid, which can be tuned using a 
magnetic field by changing its state from liquid to solid by 
aligning the magnetic particles in a single direction, to damp the 
vibrations in a thin cantilever beam and found a considerable 
change in the vibrations.  
II. EDDY CURRENT DAMPER
Damping of vibrations in thin-walled electrically conducting 
workpieces can be achieved using magnetism. The use of eddy 
currents to oppose the motion of the workpiece utilizes the basic 
principle of using a magnetic field for vibration damping.  
When a conductor moves in a magnetic field, electrical currents 
are induced in it, known as eddy currents. These currents 
generate a counter magnetic field with an opposing force, 
known as the Lorentz force. This Lorentz force (F) is directly 
opposite to the direction of movement of the conductor moving 
with a velocity (v) with respect to the magnetic field (B), as 
shown in Figure 1. When the movement of the conductor is 
perpendicular to the polar axis of the magnet, the radial 
component of magnetic field does not contribute to the damping 
effect due to lack of much interaction with the conductor. On 
the other hand, when the conductor moves parallel to the axis 
of poles of magnet, only the radial component of magnetic flux 
is responsible for inducing eddy currents and creating damping 
forces.   
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  (a) 
(b) 
Figure 1:  (a) Damping force using radial magnetic flux, and (b) Damping 
using axial magnetic flux 
The induced current density (𝐽) can be obtained as,
𝐽 = 𝜎(?⃗? × ?⃗⃗?)        (1)
In the above equation, the conductor has conductivity σ, 
velocity ?⃗? w.r.t the magnetic field and magnetic flux density ?⃗⃗?.
     The damping force of the system due to the magnetic field 
can be determined analytically. The damping force depends on 
the magnetic flux density (B), the relative velocity of the 
vibrations (v), and the properties of the conductor used, which 
includes a thickness (δ) and conductivity (σ ). 
     From the relation given, the damping force due to axial 
magnetic field lines, as used by Bae et al., [5], is given as 
𝐹 = −(𝜎𝛿𝐵2𝑆(𝛼1 + 𝛼2))𝑣          (2) 
     Where S is the area of pole projection, and α1 and α2 are the 
conducting sheet’s effect on damping force. 
The case of a radial magnetic flux, as studied by Sodano et al. 
[6] is given as: 
𝐹 = ∫ 𝐽 × 𝐵𝑑𝑣 = −2𝑘𝜋𝜎𝛿 ∫ 𝑦𝐵𝑦
2(𝑦, 𝑙𝑔)𝑑𝑦
𝑟𝑐
0𝑣
          (3) 
With k as the spring coefficient of the system, 𝑟𝑐  as the
equivalent radius of conducting sheet, and 𝑙𝑔 as the air gap
between the magnet and the conducting sheet. 
     This eddy current creates an opposing field and force which 
opposes the motion of the conductor. This damping effect can 
be used for a thin-walled cantilever beam using a strong 
magnetic field around it such that the oscillation of the beam in 
the magnetic field induces a Lorentz force or damping force. 
For better results and more control, electromagnets can be used 
in this vibration damping methods [7]. The eddy current 
damping process is contact-less, wear-free, fast and safe. Also, 
with the electromagnets, the magnetic field or the force can be 
controlled using different input current or coil turns, making it 
more adjustable for different work conditions [8].   
Sodano with Jae-Sung Bae [6] developed a passive eddy current 
damper which used radial components of magnetic flux for 
vibration damping, using permanent magnets. The damper 
showed an increase in damping ratio up to 150 times for a thin 
cantilever beam, when fixed at the free end. The above study 
was continued by Sodano et al. [9] to change the passive current 
damper to an active eddy current damper by using 
electromagnets instead of permanent magnets. With this active 
system, the magnetic field strength can be varied actively so as 
to induce eddy currents even without much movement of the 
conductor. This system is effective when the movement of the 
conductor in a magnetic field is not enough to induce significant 
eddy currents. 
      Another study was performed by Cheng et al. [10] using a 
permanent magnet for damping of vibrations. In their work, a 
conduction coil was attached to the cantilever beam to vary the 
resistance during induction of eddy currents using a permanent 
magnet. Ebrahimi et al. [11] worked on passive eddy current 
damper and developed an analytical model to select the 
permanent magnets of optimum strength and size. 
III. EXPERIMENTAL SETUP AND METHODOLOGY
This research was conducted to develop a non-contacting 
auxiliary fixture, as shown in Figure 2, for machining stability 
of cantilever-like workpieces, such as propeller and impeller 
blades, to suppress machining vibrations and enhance the 
surface finish of the end-product. The fixture developed has an 
aluminum frame to limit interaction with the magnetic field. The 
‘magnet holder’ holds the neodymium magnet and can be moved 
to change the gap between the magnet and the workpiece. Allen 
bolts are used to lock the ‘magnet holders’ at any point. Use of 
permanent magnets on either side of the workpiece is an ideal 
option when the workpiece moves perpendicular to the polar-
axis of the magnets for maximum interaction of magnetic field 
lines.  
Figure 2: Developed experimental setup 
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Two Aluminum beams (6061-T6), one of dimensions 170 
mm x 25 mm x 6 mm (referred as ‘thick beam’) and the other of 
dimensions 170 mm x 38.5 mm x 3.58 mm (referred as ‘thin 
beam’), were selected as the workpiece because of resemblance 
to a propeller blade. Permanent magnets (Neodymium N-48), of 
diameter 25.4 mm and thickness 6.35 mm each, were used to 
induce the eddy currents in the workpiece to produce the 
damping effect whenever there is a motion in the workpiece due 
to induced vibrations. The beams were secured on one end in a 
vise and the eddy current fixture was placed at the free end, as 
shown in Figure 3. Aluminum sheets (50 mm x 37 mm x 1.5 
mm) were glued at the free ends of both beams (as in Figure 3(b) 
and 3(c)). 
 (a) 
 (b) 
 (c) 
Figure 3. Different setups of the test workpiece (a) Beam 1 (without additional 
conducting element), (b) Beam 2 (thick beam with aluminum sheet), and (c) 
Beam 3 (thin beam with aluminum sheet element) 
The three beam arrangements (Beam-1 i.e. thick beam 
without the additional aluminum sheet, Beam-2 i.e. thick beam 
with the aluminum sheet glued and Beam-3 i.e. thin beam with 
the aluminum sheet glued) used are given in Figure 3, with a 
constant gap of 0.8 mm between the magnet and the beam for 
each arrangement. The natural frequencies and the modes of 
each beam, with and without the fixture, were obtained using 
impact hammer test through LMS Test.lab by Siemens (as 
shown in Figure 4). The frequency response functions were then 
obtained from the LMS Test-lab software to get the average 
damping ratios and damping ratios for each mode for all the 
beams. The results of Test-lab, for natural frequencies and 
modes, were confirmed using ANSYS modal analysis. ANSYS 
Maxwell was used to simulate the magnets to see the maximum 
magnetic flux on the beam.  
Figure 4: Impact test setup schematic 
Observing the damping effect, Beam-2 and Beam-3 were 
machined in HAAS 3-axis milling machine at 2400 rpm of 
spindle speed with a feed rate of 15 inches per minute to measure 
the acceleration during machining and to observe the surface 
finish of the machined workpiece. A 4 flute 3/8-inch HSS flat 
end mill tool was used for machining of the workpiece to create 
a 3-inch slot of 20 thou depth from the free end inwards, at the 
center of beams with aluminum sheets attached.  Siemens 
Test.lab ‘Signature’ module was used to measure the online 
acceleration signals. A profilometer was used to measure the 
surface roughness of the workpiece.  
IV. RESULTS AND DISCUSSION
The permanent magnets were simulated using the ANSYS 
Maxwell software and it was observed that the magnetic flux 
density increases as the distance between the magnets decreases. 
Thus, as per the magnetic flux density results, the air gap 
between the cantilever beam and the magnets on either side was 
kept constant at 0.8 mm. The damping effect can be clearly seen 
in the frequency response function plots in Figure 5.  
 (a) 
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 (b)  (c) 
 Figure 5: Frequency response function plots for (a) Beam-1, (b) Beam-2, and (c) Beam-3. 
IV.I.      MODAL ANALYSIS
The frequency response function (FRF) plots for the three 
cases of the beams (with and without aluminum sheet) were 
obtained from LMS Test.lab software, given in Figure 5. For 
Beam-1, as from the FRF plot in Figure 5(a), there is not much 
effect of the damper on the amplitude and damping ratio by the 
use of damper. 
The average damping ratio (ζ%) for Beam-1 increased from 
2.95% to 3.41% with the use of damper. However, for Beam-2, 
it changed from 3.51% to 12.26% and for Beam-3, it moved 
from 6.66% to 40.38%. Table-1 and Table-2 shows the change 
in natural frequency, amplitude and damping ratio for the first 
three modes of Beam-2 and Beam-3, which were considered for 
this research. The maximum damping ratio and minimum 
amplitude for Beam-2 and Beam-3 were observed at mode 1 of 
each beam arrangement where the damping ratio increased more 
than 7 times for the Beam-2 and 12 times for Beam-3 and the  
amplitude decreased by more than 10 times, when the damper 
was placed at the free end of the beams.  
      The Beam-2 and Beam-3, with a conducting sheet attached 
to the free end, experienced the maximum damping because of 
use of the axial component of the magnetic field and the close-
proximity of the magnets, providing a higher magnetic flux for 
more eddy currents. The closely packed magnetic field lines 
passing through the beam had the maximum interaction with the 
beam, even with minimum movements. The thicker beam with 
conducting sheet has higher stiffness making it less affected by 
the eddy currents than the thin beam. The damping force also 
depends on the thickness of the conducting sheet attached. 
Making the sheet thicker will increase the eddy current’s density 
but can also make the system unstable. 
TABLE 1: Modal testing results for Beam-2 
Parameter 
Modes 
Without Damper With Damper 
Natural frequency 
(Hz) 
Amplitude (g/N) Damping ratio (ζ%) Natural frequency (Hz) Amplitude (g/N) Damping ratio (ζ%) 
Mode 1 165.6 146.72 1.06 146.8 11.87 7.79 
Mode 2 1040.2 293.22 1.00 893.5 104.88 2.25 
Mode 3 2930.2 493.46 1.45 2406 72.24 1.56 
TABLE 2: Modal testing results for Beam-3  
Parameter 
Modes 
Without Damper With Damper 
Natural frequency 
(Hz) 
Amplitude (g/N) Damping ratio (ζ%) Natural frequency (Hz) Amplitude (g/N) Damping ratio (ζ%) 
Mode 1 68.7 15.27 1.73 71.8 1.47 21.53 
Mode 2 415.6 45.13 1.09 490 4.42 5.48 
Mode 3 1232 14.42 1.73 1330 7.01 10.16 
381
 IV.II.  MACHINING TEST 
The machining tests were performed for Beam-2 and Beam-
3 only, because of the significant damping observed during 
modal analysis. The machining tests showed a reduction in the 
acceleration of both the beams during machining. For Beam-2, 
the maximum positive acceleration reduced from 415 to 180 g. 
For thin beam with aluminum sheet, the maximum acceleration 
dropped from 368 g to 164 g, as shown in the Figure 6. This 
change in the acceleration can be related to the damping shown 
in the modal testing. However, Beam-3 has lower stiffness 
which causes it to bend a bit when the cutting tool makes a 
contact, making the beam in less contact with the tool, as can be 
seen in the machined surface without the damping fixture. This 
causes undercutting of the beam. When the damping fixture was 
applied at the end of the beam, the damping force resisted the 
motion of the beam, making a better contact with the cutting 
tool. Also, the irregular pattern of the acceleration was caused 
by continuously changing of overhung mass when the cutting 
tool moves toward the clamped end of the beam.  
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Figure 6: Machining results at 2400 rpm spindle speed, 15 inches per minute of 
feed and 20 thousandth-of-an-inch cutting depth for (a) Beam-2 without damper, 
(b) Beam-2 with damper, (c) Beam-3 without damper, and (d) Beam-3 with 
damper. 
The average surface roughness of the beams was measured 
using a profilometer and Beam-2 showed a better surface finish, 
with average roughness values (Ra) changing from 3.52 µm to 
2.17 µm, while for Beam-3 the initial impact causes deflection 
of the beam making it difficult to compare the surface roughness, 
but a higher material removal rate was observed (undercutting 
was prevented by the damper).  
V. CONCLUSIONS 
      Machining of thin-walled parts is considered a challenge 
because of the chatter induced due to lower stiffness of 
workpieces. To counter this issue, an auxiliary fixture, based on 
eddy currents, was developed to damp the vibrations in a 
cantilever beam and to improve the surface finish of the product. 
The fixture developed is a passive eddy current damper which is 
simple to use and does not need a power supply for its operation. 
      The damping force (Lorentz force) applied by the eddy 
current damper reduced the vibrations in the workpiece when 
there is an interaction of a conductor with the magnetic field. 
The damping force was increased by attaching a conducting 
sheet to the workpiece to increase the magnetic flux density with 
respect to the conductor sheet.  The damping force was observed 
as maximum when the cantilever beam workpiece has low 
stiffness, a conducting sheet is attached to the free end and the 
gap between the magnets is kept small. The fixture proposed 
highly damps the first three modes of the tested beams. 
     The modal testing and the machining tests validated the 
usability of eddy current dampers for better machining stability, 
by suppressing chatter. Better surface finish and high material 
removal rate was observed by using the proposed auxiliary 
fixture. Future work will focus on optimizing the thickness of 
the conducting sheet attached and also on using it as a tuned 
mass damper.  
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Abstract— The vibration and damping characteristics of 
epoxy composites reinforced with pristine and functionalized 
multi-walled carbon nanotubes (MWCNTs) were investigated 
experimentally with potential use as integral passive damping 
elements in structural composite applications. The MWCNTs 
were introduced into the acetone solvent and then mixed with 
epoxy resin through a sonication process and mechanical 
stirring. The solvent was evaporated by means of magnetic hot 
plate and the hardener was added to the mixture once it was 
cooled down to room temperature. The MWCMTs/epoxy 
mixture was then injected into a mold to form the 
nanocomposite specimen. Nanocomposite specimens were 
fabricated for six different MWCNT loadings (0.02, 0.041, 
0.061, 0.123, 0.25 and 0.37 wt%). Microstructural analysis, 
tensile and bending tests were carried out to examine the 
effects of pristine multi-walled carbon nanotubes (p-
MWCNTs) and functionalized multi-walled carbon nanotubes 
(f-MWCNTs). The frequency response functions (FRFs), 
coherence and phase diagrams of nanocomposites were 
measured using a shaker vibration technique. The periodic up-
chirp signal was generated by a shaker to excite the cantilever 
nanocomposite specimen at the base. The damped natural 
frequencies and damping ratios were obtained for different 
loadings of MWCNTs. The experimental results indicated that 
the damped natural frequencies of p-MWCNTs/epoxy and f-
MWCNTs/epoxy composites increased by adding MWCNTs 
up to 0.12 wt.% and, after that, decreased with higher 
MWCNT content. Another finding was that p-MWCNTs were 
beneficial to improve the damping ratio of nanocomposites. 
While the damping ratios of f-MWCNTs with loadings of 
0.02-0.06 wt.% were higher than p-MWCNTs ones, they did 
not increase at higher CNTs contents for the first mode of 
vibration. 
Keywords-experimental vibration, carbon nanotubes, polymer 
composite; vibration damping; functionalize CNTs; epoxy 
nanocomposite. 
I.  INTRODUCTION 
Carbon nanotubes-reinforced polymers have attracted 
considerable interest due to their potential to exhibit 
physicochemical properties, such as mechanical, electrical, and 
thermal properties, that are improved compared to those of 
their hosting polymers[1–4].  
In addition, the investigation of the vibration and damping 
behavior of composites is an important issue in mechanical and 
aerospace engineering. Many researchers have studied them 
both experimentally [5–7] and theoretically [1,7]. A review of 
state-of-the-art in vibration of composite beams and blades was 
presented by Rafiee et al. [2]. Studies in the recent years have 
shown that carbon nanotubes can introduce damping to 
attenuate the vibrations and noise of two-phase and three-phase 
epoxy nanocomposites by dissipating substantial amounts of 
vibration energy [5–7]. However, no study has been reported 
on the vibration and damping characteristics of functionalized 
MWCNTs-reinforced epoxy composites.  
The present research aimed to understand the practical 
aspects related to the vibration and damping behavior of 
pristine and functionalized MWCNTs/epoxy composites with 
potential use as integral passive damping elements in structural 
composite applications. In addition, th study also focused on 
evaluating the effect of MWCNT functionalization on 
mechanical properties of two-phase epoxy resin composites. 
II. MATERIALS, PROCESSING AND FABRICATION
A. Materials 
The pristine multi-wall carbon nanotube (NC7000) and 
amine functionalized multi-wall carbon nanotube (NC7000-
NH2) were received from Nanocyl S.A., Belgium, with an 
average diameter and length of 9.5 nm and 1.5 µm, 
respectively. MWCNTs were produced via the Catalytic 
Chemical Vapor Deposition (CCVD) process with carbon 
purity of 90%. Low viscosity diglycidyl ether of bisphenol-A 
(DGEBA) epoxy resin PT-2712 Part A and 
diethyltoluenediamine (DETDA) curing agent PT-2712 Part B1 
produced by PTM&W Industries, Inc., USA were used. Epoxy 
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resin Part A and B mixing weight ratio was 100/22 as per 
manufacturer recommendation. 
B. Processing and fabrication of MWCNTs/polymer 
nanocomposites 
The two-phase polymer matrix composites reinforced by 
pristine multi-wall carbon nanotube (p-MWCNTs) or 
functionalized multi-wall carbon nanotube (f-MWCNTs) were 
prepared with nanotube loadings of 0.025, 0.050, 0.075, 0.15, 
0.3 and 0.45 of DGEBA wt%. The equivalent nanotube 
loadings with respect to total weight (DGEBA+DETDA) were 
0.020, 0.041, 0.061, 0.123, 0.246 and 0.369 wt%, respectively. 
Figure 1 shows a schematic of the method for the preparation 
of the MWCNTs/epoxy nanocomposites. 
Figure 1. Fabrication process of MWCNTs/epoxy two-phase composites. 
The samples were cured at room temperature for 15 hours 
followed by a post cure of 1°C/min ramp rate, held every 20°C 
for an hour, then continued until a final hold of three hours at 
100°C to remove the possible thermal history. 
III. EXPERIMENTAL SETUP
The shaker vibration test was used to measure the natural 
frequencies and damping factors of nanocomposites specimens 
in the form of cantilever beams. The clamped-free beam was 
excited by a vibration shaker (Brüel & Kjær Sound & 
Vibration Measurement A/S, Denmark) at the clamped end, 
and the response of the beam was tracked by means of 
accelerometers. The computed frequency response functions 
(FRFs) gave information about the natural frequencies of the 
composite beam. 
Fig. 2. Schematic diagram of the experimental procedure for vibration testing 
of MWCNTs- reinforced composites. 
Rectangular specimens 12.7 mm (0.5 in) wide, 3.175 mm 
thick (1/8 in) and 152.4 mm long (6 in) were prepared for 
vibration tests according to ASTM E756. The free beam 
length is defined as the distance between the clamp and the 
specimen tip and was measured as 130 mm. Figure 2 
illustrates the instrumentation used for the vibration test. 
Acceleration was measured at five locations by means of 
miniature lightweight accelerometers. A piezoelectric crystal 
force transducer (Quartz ICP® Force Ring, PCB® Model 
201B03, measurement range of 2.224 kN ) was used to 
measure the excitation force exerted by the electrodynamic 
shaker. A power amplifier was required to drive the shaker. 
Periodic chirp excitation signals were used with a frequency 
bandwidth of 0–1024 Hz to guarantee the highest quality 
measurements. The tests were performed using the LMS 
Test.Lab by Siemens®, which is an integrated solution for 
experimental vibrational analysis including tools for data 
acquisition (LMS SCADAS III with eight measurement 
channels and two output channels), test execution and data 
processing (LMS Testing Solution Software). The LMS 
SCADAS III was used to acquire the signals from the force 
sensor and the piezoelectric accelerometers and to control the 
amplifier connected to the shaker, by means of a digital-analog 
converter output. Spectral Testing module of LMS Testing 
Solution Software was used for shaker test. The Modal 
Analysis module was then used to analyze the power spectral 
density (PSD) of the excitation signal, the FRFs and the 
coherence functions, and to calculate FRF sum functions (i.e. 
the sum of the five FRFs). Finally, the PolyMAX frequency 
domain identification method [27], which is based on a least 
squares fit, was used to identify the natural frequencies, 
damping ratios and vibration modes of MWCNTs/epoxy 
nanocomposites. All measurements were acquired in the 
frequency range 10–1024 Hz, with a resolution of 0.125 Hz. 
Each measurement was averaged over 20 acquisitions. 
Fig. 3. Experimental set-up with (a) neat epoxy specimen, (b) nanocomposite 
specimen. 
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IV. RESULTS AND DISCUSSION
Damped natural frequencies, frequency-response functions 
(FRFs), phase diagram, coherence, and damping ratios about 
the first three vibration modes were obtained and shown in 
Figures 4 through 7. 
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Fig. 4. FRFs, coherence and phase diagrams for neat epoxy and p-MWCNTs 
(0.025, 0.050 and 0.075 DGEBA wt.%) reinforced composites 
As can be seen, the damped natural frequencies of p-
MWCNTs/epoxy and f-MWCNTs/epoxy composites increased 
by adding CNTs up to 0.12 wt.%, and decreased after that with 
higher MWCNTs content. The maximum damping 
improvement of 9.4% happened at 0.02 wt% of f-
MWCNTs/epoxy composites while it was 7.2% with the 
equivalent pristine MWCNTs. The improvement in damping of 
the fundamental natural frequency was more significant than 
that at higher natural frequencies. For instance, addition of 
0.02% of f-MWCNTs improved the damping of the 
fundamental, second and third natural frequencies by 9.4%, 
7.5% and 6.3%, respectively.  
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Fig. 5. FRFs, coherence and phase diagrams for neat epoxy and f-MWCNTs 
(0.025, 0.050 and 0.075 DGEBA wt.%) reinforced composites 
The relative effects of pristine vs. functionalized carbon 
nanotubes on the damping ratios of epoxy-based composite 
beams were investigated and are depicted in Fig. 6 and 7, 
respectively. As one can observe from Fig. 6, the damping 
ratios dropped by 18% till loading of 0.06 wt.% and then 
improved by adding p-MWCNTs in the composites for the first 
vibration mode. A 46% improvement in damping ratio of p-
MWCNTs/epoxy composite was observed  with a loading of 
0.37 wt.%. For f-MWCNTs/epoxy composites, a decrease in 
damping ratio can be observed over the whole range of 
loadings While the damping ratios with f-MWCNTs at 
loadings of 0.02-0.06 wt.% were still higher than those with p-
MWCNTs, they did not increase with higher CNT contents for 
the first mode of vibration.  
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Fig. 6. Damping ratio of p-MWCNTs-reinforced composites with different 
loadings. 
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Fig. 7. Damping ratio of f-MWCNTs-reinforced composites with different 
loadings. 
For the second mode of vibration, both pristine and 
functionalized multiwalled carbon nanotubes improved the 
damping characteristics of nanocomposite beams. There was 
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over 40% improvement in damping ratio in p-MWCNTs/epoxy 
composites at 0.25 wt.% loading. The maximum improvement 
in damping ratio in f-MWCNTs/epoxy composites was 
observed at the 0.37 wt.% loading and reached 36.5%. 
Damping ratio results for the third mode of vibration showed 
no significant improvements.  
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V. CONCLUSION 
The experimental vibration and damping analyses of p-
MWCNTs/epoxy and f-MWCNTs/epoxy nanocomposites were 
completed. Nanocomposite specimens were fabricated for six 
different MWCNT loadings (0.02, 0.041, 0.061, 0.123, 0.25 
and 0.37 wt%). Microstructural analyses and tensile and 
bending tests were carried out to examine the effects of p-
MWCNTs and f-MWCNTs. The frequency response functions, 
coherence and phase diagrams of nanocomposites were 
obtained using a periodic up-chirp forced vibration technique. 
The damped natural frequencies and damping ratios were 
obtained for different loadings of MWCNTs. The experimental 
results indicated that the damped natural frequencies of p-
MWCNTs/epoxy and f-MWCNTs/epoxy composites increased 
by adding CNTs up to 0.12 wt.% and decreased with higher 
MWCNTs content. Another finding was that the improvement 
in fundamental natural frequency was more significant 
compared than that at higher natural frequencies. The forced 
vibration test also confirmed the beneficial effect of p-
MWCNTs in improving the damping ratio of nanocomposites 
for the first and second vibration modes. However, a decrease 
in damping ratio was observed in f-MWCNTs/epoxy 
composites. For instance, a 46% improvement in damping ratio 
associated with fundamental vibration mode  was observed at 
loadings of 0.37 wt.% in p-MWCNTs/epoxy composites. 
While the damping ratios with f-MWCNTs at loadings of 0.02-
0.06 wt.% were still higher than with p-MWCNTs, they were 
not increasing at higher CNTs contents for the first mode of 
vibration. 
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Abstract — This paper describes the piezoresistive properties 
of a nanocomposite made of polydimethylsiloxane and multi- 
walled carbon nanotubes that is subjected to high strain rate. 
We highlight the production process of the composite, the 
testing protocol, and the results obtained. 
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I. INTRODUCTION 
Over the past decade, smart materials have become 
increasingly popular owing to their intrinsic functional 
properties that allow for fast, easy, and inexpensive sensing and 
actuating. 
Composites based on nanoscale fillers such as carbon 
nanotubes (CNTs) are considered the new generation of smart 
materials. Since their discovery in 1991, CNTs have had a 
significant impact on the field of material science. They are 
cylindrical in shape and consist of carbon molecules covalently 
bonded together to form a tube-shaped lattice, lending them 
their unique properties — superior electrical and magnetic 
conductivity, lightness, and strength. Polydimethylsiloxane 
(PDMS) is the simplest member of the silicone polymer family 
and is characterized by its attractive mechanical properties and 
translucency. 
Much work has been done on developing highly sensitive 
strain sensors made from CNT–polymer nanocomposites. This 
paper investigates the potential of PDMS mixed with CNTs in 
the development of high strain rate (impact) sensors. 
II. METHODOLOGY
A. Composite Production Process 
The material in question is an elastomeric composite made 
from PDMS as the matrix and multi-walled carbon nanotubes 
(MWCNTs) as the phase. The production of this composite 
was a complex, time-consuming, and dangerous process. First, 
there is the issue of avoiding exposure, since CNTs are 
considered hazardous and not enough research has been done 
on the risks they pose to human health. Second, the dispersion 
of CNTs in PDMS was difficult to achieve. The reason for that 
is the tendency of CNTs to agglomerate over time when mixed 
in liquids. To prevent these agglomerations, chloroform was 
used as a solvent to aid the dispersion [1], and the material was 
sonicated repeatedly throughout the process. Third, the curing 
time of PDMS at room temperature is unfavorably long at 48 to 
72 h. This creates a wide window in which CNTs can 
agglomerate. To remedy this problem, the PDMS was cured at 
110 °C, which reduced curing time to 30 min. Last, to cure the 
material at high temperature, a custom press-casting heated 
mold was developed. 
The mold was made from two blocks of aluminum cut 
using computer numerical control (CNC). The bottom part 
(drag) contained the PDMS, while the top part (cope) had an 
emboss that forced the PDMS on the surface out of the cast 
area and into channels on all four sides of the mold that 
contained the excess material. The cope was hinged to the drag 
of the mold and closed with a mechanism resembling that of a 
waffle maker. This design prevents imperfections caused by air 
pockets and bubbles that would otherwise get trapped during 
assembly below the cope and inside the cast. Moreover, three 
though-all holes were drilled in the cope below the surface of 
the cast to house two cartridge heaters and one thermocouple. 
The heaters were connected to a relay, a thermocouple, and a 
PID controller in a circuit that controls the temperature inside 
the mold according to the user’s selection. 
Figure 1. Heated Press-casting Mold 
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Figure 2. PDMS/CNT Solution - Chloroform Expulsion 
Our primary objective was to study the effect of CNT 
concentration in PDMS on the electrical resistivity when the 
material was subjected to high strain rates. Therefore, three 
different CNT concentrations were studied, ranging from 1wt. 
% to 2wt. %, with 0.5wt. % increments. 
Dispersion is a spatial quality that represents how evenly 
distributed CNTs are in the PDMS matrix. Manually mixing 
CNTs in PDMS does not generate enough shear forces to 
overcome the inter-tube Van der Waals forces and separate the 
tubes from their aggregations [1]. On the other hand, more 
advanced techniques such as mechanical stirring and sonication 
were found to deliver better results in dispersing nanoparticles 
in solutions. However, the efficiency of these methods is 
greatly reduced with the use of highly viscous liquids such as 
PDMS. Therefore, a solvent was used to dissolve the PDMS, 
thereby reducing its viscosity. Chloroform was chosen for two 
reasons. One, CNTs were found to disperse well in chloroform 
compared with their dispersion in other reagents like toluene 
[1]. Two, chloroform dissolved PDMS without chemically 
reacting with it, unlike other reagents that might provide better 
dispersibility. Once the dispersion process was complete, the 
solution was heated to evaporate the chloroform and expel it 
from the solution. To speed up the process, a vacuum was 
introduced to encourage the chloroform’s evaporation as shown 
in Fig. 2. Finally, the solution was cast in the mold to produce a 
3 mm × 120 mm × 120 mm sheet of the composite. 
The production process1 of the material is summarized in 
the following eight steps: 
1. Chloroform was mixed with MWCNTs at a ratio of
1/15 g.mL–1 (MWCNT:CHCl3) in a beaker and
sonicated for 1 h.
2. Chloroform was mixed with PDMS part A at a ratio of
2/3 g.mL–1 (PDMS:CHCl3).
3. The solutions from steps 1 and 2 were mixed and
sonicated for 3 h.
4. The solution from step 3 was heated in an Erlenmeyer
flask under vacuum at 62 °C while mechanically
stirring at 1200 r.min–1 for 3 h to expel the chloroform.
1 Applicable to 1wt. % of CNTs. For 1.5wt. % and 2wt. %, the 
concentration of CNTs in PDMS was adjusted accordingly. 
Figure 3. Sample Shape 
Figure 4. Probe Insertion Guide Housing 
5. Part B was added to the solution from step 4, and this
solution was manually mixed for 10 min.
6. The solution from step 5 was put in a vacuum chamber
to remove any air bubbles trapped under the surface.
7. After degassing, the solution was carefully cast in the
mold at a controlled temperature of 110 °C for 30 min.
8. The mold was carefully opened, and the sheet casting
was removed from it.
To prepare the material for testing, samples were laser cut 
from the sheets produced using an Epilog Laser Fusion M2 
cutter in the shape shown in Fig. 3. 
To measure the electrical resistance of the material, a four- 
wire connection [2] was used to control current through the 
sample and measure the voltage change along the sample. The 
distance between the probes was controlled for all samples, 
since it impacts measured potential significantly. A fixed 
distance was achieved by the design and fused deposition 
modelling of a small housing for the samples that guide the 
insertion of the probes, as shown in Fig. 4. 
B. Testing 
Testing the material’s electrical resistance response to high 
strain rate was performed using a Kolsky (Split-Hopkinson) 
(Fig. 5). The Kolsky bar was manufactured in house [3] and 
was used to subject the material to high strain rates. MATLAB 
was used for system control, and a National Instruments USB- 
6351 DAQ device was used for data acquisition. 
After the probes were inserted in the sample and connected 
to current and voltage source meters following the four-wire 
connection, the sample was sandwiched between the incident 
and transmitted bars of the Kolsky bar, as shown in Fig. 4. 
Figure 5. Kolsky (Split-Hopkinson) Bar Schematic 
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Figure 6. Sample Setup on Kolsky Apparatus 
The air-gun pressure was kept constant at 100 psi for all 
tests to approach reproducibility of results. The DAQ was 
synced with the trigger through a MATLAB code such that it 
started collecting data from the strain gauges and the sample 
the moment the trigger on the Kolsky bar was pulled. The data 
sampling went on for 5 s from the moment the trigger was 
pulled. 
III. RESULTS AND OBSERVATIONS
A. Composite Production 
The sheets of composite produced were checked  for 
quality to ensure samples were as uniform as possible. First, 
the surface of the sheet was inspected for cavities caused by 
trapped air. Second, the sheets were cut in different areas, and 
the cross-section was inspected for cavities as well. Since the 
material is black, imperfections within each sample were hard 
to detect nondestructively. However, a method used to test the 
uniformity of the sample ensured that the initial resistance of 
the samples was within the same range. In that way, samples 
with significant imperfections were eliminated. 
We faced several challenges during the production process. 
First, the chloroform had to be completely evaporated from the 
material before it was cast. Any remaining chloroform would 
threaten the chemical purity of the composite, leading to 
incorrect results. Excess chloroform also affects the physical 
structure of the final composite. If chloroform exists in the 
material casted, it will quickly evaporate inside the mold 
because of the high curing temperature. This creates cavities at 
the surface of the casting and affects its physical structure, as 
shown in Fig. 7(a). 
Achieving good results depended on trial and error. It took 
three attempts to finally arrive at a reliable process that 
produced good-quality sheets of PDMS with CNTs. The 
sheets produced were free from surface and body 
imperfections according to our visual inspections. Fig. 7(b) 
shows a successfully produced sample. Samples were laser cut 
from these sheets for testing. 
Figure 7. (a) Incomplete Chloroform Evaporation. (b) Complete Chloroform 
Evaporation. 
B. Test Results and Observations 
Dynamic tests were conducted on five samples for each 
concentration of CNTs in PDMS. The results obtained were 
found to be consistent and exhibited similar trends. However, 
only data from one representative set of samples are presented 
here. 
Fig. 8 shows the voltage measured from the sample during 
the initial moments of impact. The normalized voltage from the 
strain gauges on the incident and transmitted bars is also shown 
and represents the stress waves propagating through the 
system. Early observation of the CNT–PDMS plot shows a 
spike in voltage reaching up to 2.5 times the initial voltage. 
Moreover, the voltage was found to rise in steps that are synced 
with the propagating stress waves in the system. Furthermore, 
the sample voltage was observed to lag half a period behind the 
incident wave and was in phase with the transmitted wave. 
Figure 8. Transmitted and incident voltage output. (1wt. % sample) 
Fig. 9 shows the resistance change within the sample 
plotted against the strain. The stress–strain curve of the 
material is also plotted on the graph to emphasize the observed 
correlation. The change in resistance aligned with the 
stress/strain curve of the sample, indicating a strong 
correlation between electrical resistance and applied stress on 
the material. 
(a) (b) 
I 
I V 
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Figure 9. Strain Gauge and Resistance Change vs. Strain at Initial Contact 
Fig. 10 shows the change in resistance within samples of 
different CNT concentration plotted against time. The 
observed rise in resistance was consistent at all three 
concentrations. However, we observed that increasing the 
CNT concentration in samples led to smaller resistance 
changes within them. The rate at which the resistance of the 
composite changed decreased when CNT concentration in the 
PDMS increased. 
IV. CONCLUSION
The effect of high strain rate on the piezoresistive properties 
of elastomeric composites shows promise in the potential 
development of high strain rate sensors. The results show a 
strong correlation between high strain rate and electrical 
resistance, indicating piezoresistive behavior in the material. 
The elastomeric composite was prepared using Sylgard 184 
PDMS and MWCNTs. The material was sonicated to break 
down the CNT chains and agglomerations. Our results show 
that chloroform functioned well as a solvent for the purposes 
of dispersing CNTs in PDMS. A custom press casting mold 
was developed to efficiently cast sheets of the material that 
were then laser cut to produce the samples for dynamic testing 
using the Kolsky bar. During tests, the current through the 
material was controlled, and the voltage and strain were 
measured. 
The electrical resistance was found to spike upon loading 
with a lag of half a period relative to the incident wave and in- 
phase relative to the transmitted wave. The slow recovery of 
voltage indicates viscoelastic behavior in the material [4]. The 
magnitude of the peak resistance was found to be 2.5 times the 
initial resistance, which represents the signal to be detected. 
The peak value was found to be directly related to the strain 
rate (as further research will show). By detecting this peak, we 
hope to determine the strain rate through means of statistical 
analysis. This research has proven the potential of CNT- 
impregnated elastomers for the development of impact force 
sensors. Future work includes further testing on the material to 
confirm preliminary results and gather enough data to build a 
robust statistical model. The goal of the model is to generate 
stress values from the input, the measured electrical resistance 
across the material. 
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Abstract— This paper presents a methodology for designing 
hard compaction rollers for an automated fiber placement 
(AFP) head with a hot gas torch heating system for laying 
thermoplastic carbon fiber reinforced plastic (CFRP) tapes. 
Some manufacturing defects and alternative designs are 
reviewed to highlight the importance of AFP compaction 
roller conformity and surface adhesion. The formulation of a 
general parametric description of the design challenge is 
derived and adequately addresses the problem on a tow-to-tow 
basis.   
Keywords:  Automated Fiber Placement; CFRP; compaction 
roller 
I.  INTRODUCTION 
Manufacturers of aircrafts widely use CFRP to 
produce large parts, such as airfoil covers and fuselages. An 
example of such is the use of automated fiber placement 
manufacturing to produce Boeing’s 787 Dreamliner’s fuselage 
[3]. AFP is a highly flexible and effective process for 
manufacturing parts at a high rate of production. However, 
with parts of increasing geometrical complexity, there are 
difficulties for a single roller with fixed geometry to provide 
uniform pressure to compact the tape onto the surface of the 
part.  It is necessary either to have a conformable roller that 
can adjust its geometry to fit the geometry of the surface of the 
part, or to have multiple rollers with different geometries that 
correspond to the geometries at different locations of the part. 
The objective of this paper is to introduce a methodology for 
designing hard AFP compaction rollers. 
II. THERMOPLASTICS MANUFACTURING DEFECTS AND
LITERAUTRE SURVEY 
The quality of the final product is highly dependent 
on a number of manufacturing parameters, such as 
temperature, pressure and lay-up speed (see Fig. 1). Within the 
context of this study, pressure and consolidation during the 
manufacturing process are the primary concerns.   
Figure 1.  Fiber Placement Illustration (photo courtesy of Automated 
Dynamics) 
During the manufacturing process pressure is applied 
after temperature is increased. The sustained pressure during 
the solidification phase of the process prevents the fiber 
network from springing back [1]. Under adequate pressure, 
suppressing fiber spring back minimizes voids that exist 
between individual layers. Pressure also plays a critical role in 
the development of intimate contact between plies, which in 
turn is an important parameter for autohesion. In the most 
severe case, inadequate conformity between the AFP 
compaction roller and the mandrel’s surface can dramatically 
reduce pressure applied to the CFRP tape and localize the 
force (see Fig. 2).  
Figure 2. Illustration of lack of roller and mandrel curvature conformity 
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Denkena, Schmidt, and Weber introduced a modular 
AFP laying head in 2016, which includes a unique set of 
height adjustable compaction rollers that are pneumatically 
controlled, thus increasing the flexibility of the design (see 
Fig. 3) [2]. The compaction rollers used are made of a flexible 
material, as it is best suited for thermoset CFRP 
manufacturing, and heating is done with a laser. Qualitatively, 
experiments conducted have validated the effectiveness of the 
compaction unit both on flat and contoured surfaces. For 
thermoplastic manufacturing that employs a hot gas torch 
heating element, hard rollers are better suited to perform the 
task.   
NASA’s Phase II SBIR program led to the 
development of a number of innovative conformable 
compactors [4]. Research published by Lamontia, Gruber, 
Waibel, Cope, and Hulcher included a study on defects caused 
by poor compactor to surface conformity as well as the design 
of a highly conformable compaction system. This study 
highlights that when compactors lack sufficient conformity 
with the tool surface, the time/temperature/pressure 
requirements for high-quality laminates are not fulfilled due to 
the concentration of forces exerted on high points of the tape 
[4]. An example of one of the high conformity compactor 
designs can be seen in Figure 4. This design features 76 heated 
segments that are covered in shims, which protect the fibers 
during manufacturing. The compactors were constructed and 
tested, however the authors did not report the results of those 
experiments in their study.  
Figure 3. Modular Compaction Unit [2] 
Figure 4. Hot line compactor featuring 76 heated segments [4] 
To the best of the author’s knowledge there exists very little 
research describing an approach to designing hard compaction 
rollers for thermoplastic CFRP manufacturing; this is the 
motivation behind the study. 
III. METHODOLOGY
A cylindrical mandrel with a radius of Rs and a 
compaction roller with a profile radius of Ri was used to 
formulate a general equation to describe the adherence of the 
two components: with Ri > Rs. A local coordinate system was 
positioned at the center of the cylinder. However, in Fig. 5 the 
axes are translated onto the surface of the tape to better 
describe their directions: x (normal to the surface), y 
(transverse to the layup direction) and z (in the layup 
direction).   
Figure 5. Coordinate System (shifted) 
Figure 6. Concentric circles in design space 
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In the XY plane, the roller’s profile and instantaneous 
curvature at the tool’s surface was represented by two 
concentric circles centered at the origin (see Fig. 6). 
Compression of the tape during manufacturing can be modeled 
by translating the circle of smaller curvature, Rs, by ΔX. The 
value of ΔX is such that the tape is at its minimum thickness 
under compression, C. The aforementioned variable can be 
determined experimentally. Δ" = $%-$' -(           (1) 
With reference to Fig. 7, a number of variables are 
needed in order to fully describe the distance of the gap that 
lies between the roller and the mandrel, at the edge of the tape. 
These are given in Table 1. The angle !	  (either for the roller 
or for the surface) is given by,  ! = sin-' ()*           (2) 
The coordinates of the contact point between the roller and the 
edge of the tape can be described as, !"#" = %" &'(	(+")-.∙01         (3a) 
The coordinates of the contact point between the mandrel 
surface and the edge of the tape are, !"#" = %" cos	(+")-.∙01        (3b) 
As previously mentioned Rs has to be translated by ΔX, the 
result is a new set of variables (xs’ and ys’). !"'$"' = !"$" + Δ(0          (4) 
The gap between the roller and the surface of the mandrel at 
the edge of the tape is, ! = #$-#&'          (5a) ! = #$%& ' ($    − !"#$ " %" + !'-!"-)            (5b) 
)cos1()cos1( iiss RRCt θθ −−−=−                 (6) 
The quantity (t-C) represents the lack of desired 
compaction. The condition t/C = 1 represents optimal 
compaction, while t/h = 1 represents no compaction. If an 
allowable minimum compaction (say t/ h = α) is specified, 
then the profile of the roller can be designed such that C < t < 
α⋅h. 
Figure 7. Boundary conditions of roller curvature 
IV. EXPERIMENTAL INVESTIGATION
The set up used for preliminary experimental 
investigations is seen in Fig. 7. The mandrel’s surface is 
divided into 5 segments, each with a unique range of surface 
curvature, and 6 compaction rollers were manufactured. An 
extruded T slot bar was fixed onto a tripod and the assembly 
was positioned such that the camera’s lens is parallel to the 
subject being captured.  
Images were then processed using ImageJ. Fig. 8 
depicts an area of 16,362 pixels which serves as a reference 
when calculating the percentage of the total area occupied by 
the gap, if any exits. The aforementioned gap area was 
calculated by drawing a perimeter encapsulating the gap using 
ImageJ’s polygon tool, see Fig. 9.  
The results recorded in table II highlights the 
successful application of equation 6, since the rollers conform 
well within their intended range of surface curvatures, e.g. 
roller 1 conforms to segment 1. In addition, it was observed 
that even in the least severe case, when the gap area was only 
1.5% of the reference area, the gap distance, t, measured in 
ImageJ exceeded the thickness of the CFRP tape (0.127mm).  
V. CONCLUSION 
A methodology for calculating an appropriate hard 
compaction roller profile curvature for a given tool surface 
curvature, used during thermoplastic AFP processing, has 
been presented. Equation 6 can be used to guide the design of 
compaction rollers for geometries of varying curvatures.  
Initial experimental investigations validate equation 6 
based on the conformity study that was performed in section 
IV. Future investigations include using the rollers to
manufacture a CFRP component on the same mandrel and 
study manufacturing defects. The manufacturing process will 
consist of stopping the AFP head when a particular roller no 
longer adequately conforms to the tool surface and changing it 
for a more appropriate compaction roller.    
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Figure 8. Reference Area 
Figure 9. Calculating Gap Area (yellow polygon) 
Figure10. Boundary conditions of roller curvature 
TABLE I. VARIABLES USED 
Variable Description 
C Minimum allowable thickness under compression 
w Width of one tow 
t Gap between roller and mandrel surface et edge of tape 
h Thickness of one tow / tape 
Rs Radius of curvature of surface 
Ri Radius of curvature of compaction roller 
xs x coordinate corresponding to position on surface at w /2 
xi x coordinate corresponding to position on roller at w /2 
TABLE II. PERCENTAGE AREA OCCUPIED BY GAP 
Roller I.D 
1 2 3 4 5 6 
Zone 
1 0.0 % 0.0 % 5.2 % 2.5 % 3.2 % 20.7 % 
2 0.0 % 0.0 % 3.2 % 6.6 % 52.4 % 34.3 % 
3 3.1 % 1.5 % 0.0 % 7.1 % 40.5 % 38.9 % 
4 7.3 % 2.8 % 0.0 % 0.0 % 25.0 % 33.9 % 
5 8.0 % 3.6 % 5.6 % 0.0 % 0.0 % 0.0 % 
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Abstract—The effect of Minimum Quantity Lubrication 
(MQL) on performance of Friction Stir Welding (FSW) 
process for Aluminum Alloy 6061-T651 plates was 
investigated. MQL was used as a cooling and lubrication 
medium. Five different levels of rotational speed and three 
feed speed ranges with and without MQL were tested. The 
effect of MQL on the mechanical properties of the weld joints 
was studied throughout means of Ultimate Tensile Strength 
(UTS) tests. Statistical analyses were run to study the 
relationship between certain process parameters and response. 
The results showed that the average UTS of the welds is 
improved when MQL was applied to most of the process 
variables. The highest UTS was achieved at spindle speed with 
1600 rpm and with feed rate 180 mm/min due to improvement 
of the grain growth. 
Keywords-component; FSW; friction stir welding; MQL; 
Aluminum Alloys; AA6061-T651; statistical analysis 
I.  INTRODUCTION 
Over the past decade, manufacturing companies have been 
forced to consider the environmental and social effects of their 
products instead of only focusing on economic benefits. 
Sustainability implies dealing with more than simply analyzing 
and modifying the performance of manufacturing processes as 
related to the environment. Aluminum is promising for the 
automotive industry because of its high strength/weight ratio, 
emissions, safety, corrosion resistance, and sustainability [1]. 
Unfortunately, high thermal and electrical conductivity of 
aluminum alloys are problematic in fusion and resistance 
welding [2]. The researchers have investigated relevant aspects, 
such as FSW method mechanics, metallurgical evolution of the 
material, the material flow, and bonding conditions. They have 
focused on finding effective welding variables for various 
materials to optimize the performance of the joints [3].  
The friction stir welding process (FSW) avoids the 
usual problems that occur when using conventional welding to 
join low melting point materials or dissimilar materials. In 
FSW, metals are welded without attaining the melting 
temperature of the metals. During the FSW processes, the 
rotating probe slowly moves into a butt joint line between two 
rigidly clamped plates or sheet metals as shown in Figure 1. 
FIGURE. 1: SCHEMATIC ILLUSTRATION OF FRICTION STIR WELDING
FSW processes were first applied on aluminum alloys 
because of their low melting temperatures, and were found to 
be an effective technique. Improvement of the strength of 
common friction stir welded joints is possible through careful 
control of temperature. In several solid-state welding 
techniques, external liquid cooling has been used to improve 
weld performance. Frictional contact between the workpiece 
and the tool shoulder, while the tool is traveling, will generate 
heat; usually, the temperature is about 80 to 90% of the melting 
temperature of the materials [4]. 
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There are several parameters in FSW that can be employed 
to control the process. These include spindle speed, feed speed, 
tool geometry, and tilting angle of the tool. Cooling strategies 
are one of several possible techniques to enhance the properties 
of the friction stir welding process. Several studies have 
investigated the effect of cooling strategies on the properties of 
friction stirring tools and the FSW joints. 
As a new and sustainable method of lubrication and 
cooling, MQL optimizes the use of metalworking fluids [5]. 
The MQL process replaces regular lubrication methods, 
resulting in more sustainable manufacturing processes, thus 
acting as an achievement-oriented technology. This process has 
been widely verified as a near-dry process with respect to 
human health, cost, and environmental friendliness. The MQL 
process uses a small quantity of oil and sprays of compressed 
air. As a cooling system it is used for many manufacturing 
processes, but has not previously been used for FSW. Because 
MQL uses small amounts of highly biodegradable and 
environmentally friendly oils, it has promise as a sustainable 
manufacturing process.  
The main objective of this research is to study the effect of 
the MQL scheme on the FSW process and the joints of AA 
6061-T651 within appropriate process parameters. 
II. METHODOLOGY
A.  Experimental Design 
The present study uses a full factorial experimental design 
(FFD) to achieve the response measurements.  A statistical 
analysis of variance (ANOVA) test is conducted to determine 
the corresponding importance value of the input variables. 
Straightforwardly, the objective of the ANOVA test in this 
study is to distinguish which process variables are significant, 
and to determine the contribution of each variable.  To compare 
pairs of treatment means and to find which process variable has 
a significant effect, the Fisher Least Significant Difference 
(LSD) method is used with 95% confidence. For analyzing the 
results, Minitab software was utilized to investigate the 
statistical analysis. Five different levels of rotational speed and 
three feed speed ranges are applied in this study, in addition to 
the coolant lubrication strategies in two levels as shown in 
Table (1). 
TABLE I. : FSW PROCESS CONDITIONS 
Spindle Speed (rpm): 1000    1300   1600    1900    2200 
Feed rate (mm/min):   100    180    260 
Coolant Lubrication Strategies:  Dry       MQL system 
B.  Experimental Setup 
The FSW processes in this study will use 3.175 mm plate 
sample thickness of AA 6061-T651 cut into 65.5 × 56.5 mm 
workpieces. Table 2 shows the typical mechanical properties of 
AA 6061-T651.  
TABLE 2: THE MECHANICAL PROPERTIES OF AA 6061-T6 [6] 
FIGURE (2) DEMONSTRATES THE GEOMETRICAL DIMENSIONS OF THIS TOOL. 
FIG. 3: MQL SYSTEM 
Elongation 
(%)
Yield strength 
(MPa)
Tensile strength 
(MPa)
Ultimate Tensile 
strength (MPa) 
10-11.62 193-262 228-283 260-310 
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In this study, the tools are manufactured from A2 tool 
steel due to its resistance to thermal fatigue, cracking, and high 
toughness. The pin is a smooth trapezoidal cylinder, containing 
no threads, tapers, or other welding enhancement designs as 
shown in Figure (2).  
To enhance the FSW process characteristics, the 
MQL process is applied in this study. Figure (3) explains the 
micro lubricating MQL system that is used with different 
variables. This system using a micro-pump which deliver too 
small amounts of oil. The vegetable oil that will be used is 
rapeseed oil, and ECOLUBRIC E200.  
The specimens are machined from each welded plate 
subjected to tensile testing with geometry according to ASTM 
standards, using a dog bone shape in a sample of 32 mm gauge 
length. Tensile testing is applied to each weld at room 
temperature and perpendicular to the weld direction using an 
Instron-type tensile testing machine. Three samples are 
machined from each welded plate. For each sample prepared, 
ultimate tensile strength and efficiency are calculated, and the 
results are averaged. 
III. DATA ANALYSIS
Table (6) shows the ANOVA test for the UTS of the 
welded metals. This analysis is conducted at a confidence 
interval of 95%. As the P-value is zero for the spindle speed 
and the feed rate factors, they have significant effects on UTS 
results. As shown in the table, the lubricant factor is not 
independently significant. This might be because it has only 
two levels, while it is observed that the interaction of the 
lubricant factor with the spindle speed factor and feed rate 
factor has a significant effect. This reflects the importance of 
the types of the lubricant on the spindle speed and feed rate. 
Additionally, there is a significant effect of the triple 
interaction between the spindle speed, feed rate, and the 
lubricant.    
TABLE (6): ANOVA TEST RESULTS FOR TENSILE STRENGTH  
Source  DF Adj SS AdjMS F-value    P-Value P-Value 
Spindle Speed  4 110916 27729 601.09    0 0 
Feed Rate  2 9524 4762.1 103.23    0 0 
Lubricant  1 18 17.7 0.38    0.537 0.537 
Spindle 
Speed*Feed rate  8 7993 999.1 21.66    0 0 
Spindle 
Speed*Lubricant  4 3902 975.5 21.15    0 0 
Feed 
Rate*Lubricant  2 2209 1104.4 23.94    0 
   
0 
Spindle Speed 
*Feed 
Rate*Lubricant  8 4609 576.1 12.49    0 0 
Error 90 4152 46.1 
 
Total 119 143322    
Note: DF: The total Degree of Freedom, Adj SS: Adjusted sums of 
squares, Adj MS: Adjusted mean squares. 
Table (7) shows the Fisher pairwise comparisons of the 
effect of the spindle speed levels on UTS. The spindle speed 
with 1600 rpm records the highest UTS, which significantly 
differs from 1900, 2200, and 1000 rpm respectively; while 
there is no significant difference between 1600 and 1300 rpm. 
Also, the levels of 1300 and 1900 rpm are significantly 
different from 2200 and 1000 rpm. As tool spindle speed 
increases more than 1600 rpm, the resulting higher temperature 
cause to wider Heat Affected Zone, that leading to reduction in 
tensile strength at the jointed area. Also, the friction produces 
progressively more intensive stirring and mixing of the metal 
workpiece from lower to upper surface, thus decreasing the 
tensile strength. This means that any future study can rely on 
these levels for optimization or economic concept. 
  TABLE (7): FISHER TEST RESULTS FOR SPINDLE SPEED OF UTS 
Levels (rpm) N Mean Grouping 
1600 24 205.19 A 
1300 24 196.85 AB 
1900 24 187.38 B 
2200 24 160.34 C 
1000 24 121.46 D 
The feed rate factor has recorded the highest effect on the 
UTS at 180 mm/min as shown in Table (8), which presents the 
Fisher pairwise comparisons of the feed rate levels on UTS. As 
Fisher test of the feed rate factor, 180 mm/min has a significant 
effect on the tensile strength. The heat generated is reduced 
when the feed rate becomes higher because the interaction time 
between the material and FSW tool is decreased; that the 
reduced heat generation might produce the formation of a 
tunnel defect inside the insufficient metal flow of the bottom 
region. Thus, when the feed rate is increased, correspondingly, 
the tensile strength properties also increase to a maximum at 
180 mm/min. 
   TABLE (8): FISHER TEST RESULTS FOR FEED RATES OF UTS  
Levels(mm/min) N Mean Grouping 
180 40 186.60 A 
100 40 170.18 B 
260 40 165.94 B 
 
IV. CONCLUSIONS:
This study investigated the effect of MQL on the welding 
properties of AA 6061-T651. Statistical analysis is conducted 
to achieve the influence of controlled factors on the tensile 
strength. According to the ANOVA results, the following 
conclusions may be drawn: 
1. The controlled parameters, spindle speed and the feed
rate, have a significant effect on weld joint strength.
2. The interaction of lubricant factor has a significant
effect with the spindle speed factor and feed rate factor,
which means that the lubricant depends on the value
of these factors.
3.The spindle speed with 1600 rpm records the highest 
UTS, it might be because of finer grain size produced at this 
spindle speed. 
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4. The feed rate factor has recorded the highest effect on the
UTS at 180 mm/min. 
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Abstract—The transformation is happening through digital 
manufacturing and design (DM&D) – a shift from paper-based 
processes to digital processes in the manufacturing industry.as 
technology is having a huge impact on the ways products or 
services are designed & manufactured. Ever increasing 
customer demands for newer products with better features is 
transforming the dynamic of manufacturing towards embracing 
digital technology. Mass customization of products and services 
is preferred over mass production. There is an increased 
pressure upon businesses to serve an individual customer at a 
competitive cost comparable to the mass production cost, with 
shortest possible development time and production by focusing 
on levels of customization, quality and performance along with 
competitive price and value. With the advancements made in 
Information Technology, Material Science, Production 
Technologies and Supply Chain Strategies for the past 50 years’ 
manufacturers are well positioned to challenge the traditional 
methods the products are designed and manufactured. Digital 
manufacturing and design encompasses visualization, 
manufacturing simulation, ergonomic and human factor 
analyses, holistic view of product and process design, 
development and product design sensitive to the process 
constraints and capabilities. The next stages of the new era and 
next Industrial Revolution termed as INDUSTRY 4.0. This 
article is all about defining a transformational shift from 
conventional methods of manufacturing to Digital 
Manufacturing adopting factors like Digital Thread, Advanced 
Analysis, Intelligent Machining, Security in Manufacturing, 
Model based system Engineering and reconfigurability in 
manufacturing systems etc 
Keywords- Digital Manufacturing & Design, Digital Thread, 
Intelligent Machining, Digital Manufacturing Security, Cyber 
Security, Model Based System Engineering 
I. INTRODUCTION 
The manufacturing environment radically changed 
over the last decades as manufacturing companies strived 
to improve their performance in a globalized, 
interconnected and volatile market environment. 
Manufacturing companies in the 21st century face 
increasingly frequent and unpredictable market changes 
driven by global competition, including the rapid 
introduction of new products and constantly varying 
product demand. Traditional approaches of dedicated 
production lines, although still in use/practice, are 
becoming irrelevant with changing market requirements 
such as; increases in product demand, product changes, 
such as the introduction of a new product in the line, and 
system failures, such as a machine breakdown, in a cost 
effective or timely manner. In a highly competitive 
market and high volume manufacturing, such as 
automotive, the introduction of automation and 
information and communication technologies (ICT) on 
the shop floor, supported by digital manufacturing tools, 
has led to more flexible production systems which are 
capable of dealing with the volatile market demands and 
having a mixed product flow Digital Manufacturing & 
Design is a platform for exploring new methods for 
manufacturing product. Digital manufacturing evolved 
from manufacturing practices such as design for 
manufacturing(DFM), flexible manufacturing (FM), 
lean manufacturing (LM) and computer-integrated 
manufacturing (CIM) which requires the collaboration 
across process and product design. The first Industrial 
Revolution, began in mid-1800s represented the 
transition from manual production to mechanical 
production, empowered by outfitting of water and steam 
power control [1]. The Second Industrial Revolution 
came at the beginning of the 20th century with the 
advancement of methodologies that empowered large 
scale manufacturing, including the mechanical 
production system [2]. The Third Industrial Revolution, 
otherwise called Digital Revolution, represented the 
advances made conceivable via robotization as 
mechanical and simple advances offered approach to 
computerized gadgets between the 1950s and the 1970s. 
The Fourth Industrial Revolution which is also called 
Industry 4.0 is the succeeding stage in the development 
of manufacturing. 
The cyber capabilities resulting from advances in 
computing combined with physical systems to have 
enabled a highly intelligent, SMART (Sustainable 
Manufacturing and Advanced Robotics Technologies) 
machines that integrates design, and produces robotized 
manufacturing ecosystem [3]. The Formal definition of 
Manufacturing is the way towards changing over the 
crude materials, segments, or parts into completed 
products that meet a client's desires. Manufacturing is the 
most tangible part of the product lifecycle because it 
results in a clear outcome [4]. 
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In recent years, industrial nations around the globe 
have invested heavily in new technologies, software, and 
services to advance digital design and manufacturing 
using cyber-physical systems, data analytics, and high-
performance computing for optimum product and 
process design. In product life cycle stages, design 
begins in an abstract fashion with conceptual design and 
concludes with detail design, where final detailed part 
specifications are created. The subsequent step of the 
process is to take the product from a design and develop 
it. This stage includes defining the items that need to be 
manufactured and how they will be created and 
assembled. In product design and development process, 
production prototypes are created and checked to see if 
they meet performance and cost requirements. As well as 
long term production capabilities are established [5]. 
Next stage is support stage where once produced and 
purchased by the customer, the product must still be 
supported. The support stage of the lifecycle is where 
you provide the customer with information to assist in 
the effective use of the product and maintain the 
operational performance of the product. Product’s 
lifecycle ends with disposal and recycling. The dispose 
state of the lifecycle draws on information from the 
design and build phases to understand the composition 
and what portions of a product can be recycled into future 
applications [6]. The dispose stage may also play a 
crucial role in iterating the design to further develop a 
product that meets performance expectations and that 
can be disassembled at the end of life. With the 
possibilities of many iterations, multiple opportunities 
for improvement have been identified for traditional 
design and manufacturing processes over the time. In a 
product's lifecycle, many iterations may be required 
before customer approval is received. 
There are various challenges associated with 
traditional paper bases processes as in paper based 
processes, information sharing can consume valuable 
time and delay the development process. In traditional 
processes, there is also a lag during and in- between 
stages in the lifecycle as necessary approvals are sought 
[7]. Sometimes, this can even result in losing first-to-
market competitive advantage. Another challenge in 
paper based processes is that maintaining a single source 
of true information for product and process definitions is 
very difficult and can limit the capabilities for data 
analysis and evidence based decision-making. Frequent 
communication gaps can result when planned changes 
are made during design and development process, as well 
as after the production launch. To address all these issues 
a new approach called digital manufacturing is most 
appropriate. The concept of digital manufacturing is an 
integrated suite of tools that work with product definition 
data to support tool design, manufacturing process 
design, visualization, modelling and simulation, data 
analytics, and other analyses necessary to optimize the 
manufacturing process as this approach uses advanced 
computing power to optimize the product lifecycle. [8]. 
Digital manufacturing allows you to more efficiently and 
commandingly share information in the design process. 
The term Digital thread refers to the communication 
framework that allows a connected data flow and 
integrated view of the asset’s data throughout its 
lifecycle across traditionally siloed functional 
perspectives can be used to create a computer based 
digital twin which is an integrated system of data, 
models, and analyses that can be used in design, 
manufacturing, support, and disposal. The concept of 
digital thread is very useful in designing smart 
manufacturing which strives to orchestrate and optimize 
business, digital and physical processes across factories 
and the entire product value chain. The digital thread also 
provides a formal framework for controlled interplay of 
authoritative technical and as-built data with the ability 
to access, integrate, transform and analyze data from 
disparate systems throughout the product lifecycle into 
actionable information. This whole idea is called as the 
Fourth Industrial Revolution, Industry 4.0 [9].  
II. PRODUCT LIFECYCLE & CHANGE TRANSITIONED
Product lifecycle refers to all the stages of a product 
concept design to disposal and recovery. Product 
lifecycle can be seen from different points of view. All 
in all, item lifecycle covers three primary stages: start of 
life, including outline and assembling; center of life, 
including use, administration, and upkeep; at last the end 
of life, these products are re-collected, arranged, 
dismantled, re-manufactured, reused, & disposed [10]. 
Different organization have different motivations to 
collect product lifecycle data. A couple of them are 
transparency, business assessment, change, and 
estimating. Full transparency empowers both the 
purchasers and producers to settle on better educated 
choices [11]. Cases of transparency incorporate the 
arrival of the nourishment data on sustenance items and 
the arrival of natural effects data on products to 
customers. With a specific end goal to have 
transparency, we have to gather and offer information of 
various parts of an item or venture. Another motivation 
to collect product lifecycle data is to use data for business 
evaluation and improvement [12]. Continuous 
improvement requires continuous evaluation of the 
business process from different aspects. Continuous 
evaluations require continuous collection of data to 
evaluate [13]. By collecting data, the enterprise 
management is able to forecast valuable information. An 
example of this is when an enterprise collects the market 
trends to predict future market demands. Another is 
when an enterprise collects the energy usage of an 
industrial machine to predict its failure. As we just 
learned, the product life-cycle covers three main phases: 
beginning of life, middle of life, and end of life. The 
information flow during the beginning of life is quite 
complete and is collected using different information 
management systems, such as computer-aided design, or 
CAD models, computer-aided manufacturing, or CAM 
systems, and product data management or PDM systems 
[14]. The information flow becomes less complete after 
the beginning of life cycle. In fact, the information flow 
is stopped after product is delivered to a consumer for the 
majority of today's consumer products such as household 
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appliances and vehicles. This is because after products 
are delivered to consumers, the ownership of product is 
no longer with companies and is transferred to 
customers, therefore, it is not easy for companies to track 
product usage data generated by consumers. As a result, 
decision makers involved in each phase of a product 
lifecycle make decision based on an incomplete and 
inaccurate product lifecycle data from other phases, 
which in many cases result into inefficient decisions. 
Product lifecycle data can be categorized under static 
data and dynamic data [15]. Static data is mainly 
generated at the beginning of life phase and rarely 
changes during the lifetime of the product. Examples of 
static data are bill of materials, material content, take 
back information, disassembly instruction, return 
policies, and recycling information. Static data is fairly 
complete and can be collected through existing data 
management systems. The dynamic information 
incorporates mainly the information created during 
usage phase. Cases of progression information which 
utilize designs, natural conditions, and adjusting 
activities [16]. Dynamic information is regularly lost and 
is hard to acquire during product lifecycle. Product 
lifecycle have numerous applications. Assume that 
organizations can track and follow product utilization 
information produced by buyers & consumers [17]. 
Companies could gain substantial business advantages if 
they use product usage data to improve their products 
and optimize relevant operations [18]. For example, 
lifecycle acquisition can be used to enable product-
related services. Product lifecycle data is valuable and 
can be used to facilitate the service delivery such as 
maintenance, repair, and after-sales services. It is 
particularly important in the aviation industry. In 
aviation industry, capital equipment, and products have 
long service lives and complex configurations [19]. The 
productivity of the business is not just from the offers of 
capital gear and flying machines, yet from keeping up 
them for an expected 30 or more-year life expectancy. 
Along these lines, upkeep and repair organizations mean 
to limit support cost and turnaround time to boost 
income. Because of the many-sided quality of the 
framework, robotized data recovery and item structure 
data can help organizations effortlessly recognize their 
potential disappointments and acquire the data 
essentially for part repair and tooling plan. Gathering 
item lifecycle information is a spine for an incorporated 
enterprise. 
Data standards are very useful to establish a 
relationship between two different datasets to create 
information or connect machines from different 
manufacturers. They specify a consistent data format so 
that the data can be shared and transformed into usable 
information. Some examples are, STEP and IGES, are 
data standards for sharing product design data like 
geometry [20]. MT Connect is a standard that supports 
the capture and sharing of information from machining 
equipment. Mil Standard 31000A and A SME 1441 
define ways to share product model information using a 
technical data package to support the product life cycle. 
III. DIGITAL THREAD
From the initial concept, products evolve through a 
regular sequence of plan, design, build, support, and 
dispose. During each of these stages, a colossal measure 
of information is produced. Although traditionally, much 
of it has not been captured, it can be processed into very 
valuable information that can impact the product life 
cycle in many different ways. A name's been given to 
describe all of the data generated in every part of a 
product's life cycle- the digital thread. The digital thread 
concept seamlessly integrates information through the 
value chain from requirements gathering through 
feasibility reviews, design, manufacturing, testing, and 
on to final sustainment and disposal phases. This means 
specialists, throughout the process, can work on the 
product, and process definitions simultaneously to 
inform decisions, through the life of a system or product. 
While promising, adoption of the digital thread was 
initially limited, but has continued to gain momentum. 
Like any paradigm shift, the digital thread approach is 
potentially disruptive, especially to organizations that do 
not have in house information technology resources [21]. 
For example, the information technology foundation for 
the digital thread has typically been viewed as overhead, 
simply a cost of doing business that needs to be 
shortened.
The digital thread paradigm views the IT 
infrastructure as an investment that will generate a return 
in increased effectiveness and responsiveness. A second 
challenge, facing the digital thread, is the transitioning 
profile of manufacturing jobs from skilled to smart or 
information workers that combine their expertise with 
physical systems, and the ability to work with the data 
generated in the production process [22]. This change 
will more tightly link production staff with the design 
process. Giving them more opportunities to impact the 
design of a product that they create. A third challenge 
facing the digital thread implementation is natural. How 
do we keep the information secure? Traditional 
processes used physical documents that could be 
controlled and locked up. There's a natural resistance to 
putting valuable intellectual property in digital form, 
especially as retailers seemingly report intrusions on a 
regular basis. Information security is a key component of 
the digital thread, and as we all see, is incorporated from 
the beginning [23]. Sharing data and information 
between different functions and systems of the product 
life cycle can add significant value to the entire 
development process. Some examples are, faster product 
launches, clearer communication between suppliers and 
manufacturers, resulting in fewer errors, reduced rework 
and scrap. Reduced inventory in the supply chain. 
Reduced unit product cost which increases profit margin. 
And even the expansion to additional markets.All 
around, the techniques by which products are composed 
and fabricated are progressing at a quick pace just 
directly in front of us. Traditionally processes, checked 
and controlled by people, are presently being controlled 
and observed by brilliant sensors and actuators in this 
new era of manufacturing [24]. 
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        Intelligence of a system can be perceived 
as the capability of the system to achieve a goal or to 
sustain desired behavior in business of uncertain 
conditions. In context of manufacturing, intelligent 
machining is a criterion in which machine tools can 
identify their own states and the environment in which 
they are operating, and can execute start, control, and 
terminate machine activities [25]. In other words, 
intelligent machines are self-worth and can make 
decisions related to assembling processes. The intelligent 
machining worldview is empowered to the coordination 
of keen sensors and controls. Advances in sensor 
technologies and automated data systems, provide new 
opportunities for real time collection of valuable 
measurements that can be converted into actionable data 
to make smart decisions [26]. 
The data acquisition and management module is 
comprised of the data aggregator component, a data post 
processor, and a data buffer component. The data 
aggregator component collects time synchronized raw 
data from external sensors. Since the data generated from 
different sensors can be in different formats, they need to 
be transformed into single format to enable it to be 
processed into information. Data aggregators allow for 
this interoperability [27]. Empty connect, is an example 
of industry standard data aggregation agent that allows 
for data aggregation. Data processor processes the 
collected data into suitable data formats that can be used 
by machine learning algorithms to make smarter 
decisions. Whereas, data buffer allows for data buffering 
so that the unwanted data can be erased at this point. The 
data buffer stores only relevant data that could be used 
by machine learning algorithms to generate actionable 
intelligence. Data buffers act where in between the data 
processing and machine learning algorithms and allows 
for efficient storage [28]. The data dividend machine 
learning and knowledge discovery module, uses the 
processed monitoring data to construct a data dividend 
prediction model for the target machine. The prediction 
model is used in conjunction with the data from past 
experiences to monitor and control the machining tool. 
IV. ADVANCED MANUFACTURING ENTERPRISE
According to the National Institute of Standards and 
Technology, advanced manufacturing is an entity that 
makes extensive use of computer, high precision and 
data innovation incorporated with a superior workforce 
in a creation framework equipped for outfitting a 
heterogeneous mixture of products in little or huge 
volumes with both the productivity of large scale 
manufacturing and the adaptability of custom 
assembling so as to react quickly to client demands. 
Anderson Economy Group has defined has defined 
advanced manufacturing as, operations that create 
advanced products, use innovative techniques in their 
manufacturing, and are inventing new processes and 
technologies for future manufacturing [29]. Advanced 
Manufacturing is not quite recently the work of robots 
and cutting-edge forms yet in addition incorporates the 
assembling of imaginative items and utilization of 
innovative standards. Components of cutting edge 
producing are arranged under two primary classes, 
tangible and intangible components. Tangible elements 
of manufacturing systems include manufacturing 
processes, industrial control systems, industrial robotics, 
assembly systems, material transportation systems and 
storage systems. Intangible elements of assembling 
frameworks incorporate all arranging and administration 
part of the assembling firm, cases of cutting edge 
innovations incorporate Nano-fabricating, 
semiconductor, additive manufacturing and bio-
producing. 
V. DIGITAL MANUFACTURING  SECURITY 
Digital manufacturing via the digital thread requires 
the consideration of security in all domains including 
network, desktop, hardware, and software applications. 
Security is, in fact, an integral part of the overall digital 
manufacturing design since it involves various valuable 
intellectual property resources, which we call IP 
throughout this course [30]. And should not be confused 
with IP, an acronym used in computer networks to mean 
Internet protocols. These IP resources are mostly 
information such as hardware designs, machine control 
instructions, payroll transactions, or business deals. The 
leak of IP information can cause huge loss to your 
company. And therefore, IP needs primary attention while 
designing system security. Threats to IP, come from 
various sources that includes business competitors and 
state affiliated actors. The biggest threats to IP is the 
insider threat. Since insiders are the people with legitimate 
access to important information and hence, such threats 
are hard to detect. Therefore, in DMD security, we need 
different levels of security to provide restricted access to 
the information. Such access control will allow only 
certain authorities in the organization to access the IP 
information. Recent developments in digital 
manufacturing may be categorized into two major 
groups. The developments of the first group have 
followed a bottom-up approach considering digital 
manufacturing, and extending its concepts, within a 
wider framework e.g. the digital factory or 
enterprise. The developments of the second group 
have followed a top- down approach considering the 
technologies in sup- port of individual aspects of 
digital manufacturing, e.g. e-collaboration and 
simulation. The digital factory includes models, 
methods, and tools for the sustainable support of 
factory planning and factory operations. It includes 
processes based on linked digital models connected 
with the product model. At a theoretical level, 
several researchers have contributed to the 
definition of the digital factory vision and suggested 
how this vision could be implemented in reality. 
From a technological point of view, new frame-
works for distributed digital manufacturing have 
appeared on the scene. Recent developments focus 
on a new generation of decentralized factory control 
algorithms known as ‘agent based’. A software 
agent, first, is a self-directed object, second, has its 
own value systems and a means of communicating 
with other such objects, and, third, continuously 
acts on 
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its own initiative. A system of such agents, called a 
multi-agent system, consists of a group of identical 
or complementary agents that act together. Agent- 
based systems encompassing real-time and decen- 
tralized manufacturing decision-making capabilities 
have been reported. 
The vision of the digital factory 
: 
VI. MODEL BASED SYSTEM ENGINEERING
The INCOSE systems engineering handbook points 
to three meaningful definitions of systems engineering 
[31]. A complete definition - Systems Engineering is an 
integrative approach which intends to empower the 
recognition of acknowledged systems. It focuses on 
characterizing client needs and required outputs, in the 
development cycle. Documenting stipulations and then 
proceeding with design composites and system 
demonstration while considering the complete problem 
[32]. Operations, cost and schedule, performance, 
training and support, test, manufacturing and disposal 
[33]. It accommodates all the disciplines and specialty 
groups into a team effort framing a structure 
advancement process that proceeds from idea, to 
production, to operation. It additionally considers both 
the business and industrial needs of all clients with the 
goal providing a quality product that meets the consumer 
needs. 
Systems engineering is a reiterative process of top 
down synthesis, reinforcement, and operation of a real-
world system that satisfies, in near optimal manner, the 
full range of requirements for the system. From an 
operational perspective, System engineering is a 
development engineering that scrutinize on the design 
and operation of the entire framework as particular from 
the parts.  
A. System Engineering & Lifecycle 
A system progresses through its life cycle as the 
result of actions. Performed and managed by people in 
organizations, using processes for execution of their 
actions. The life cycle stages used the standard are 
concept, development, creation, usage, support and 
retirement. Different models have emerged for managing 
the processes within and across life cycle stages [34]. 
The first life cycle model for systems engineering that is 
the waterfall model. The waterfall model is a specified, 
sequential process that follows a predetermined 
sequence. Waterfall is easily converted into schedules 
with deliverables, where the process flows downwards 
through all the stages that are required, concept, 
development, production, utilization, support and 
retirement. By its nature, in waterfall there is an 
embedded assumption that requirements are well 
understood and not likely to change during the execution 
of a project. The second approach is actually a class of 
methods. Incremental and iterative methods. Incremental 
and iterative methods have proven to be successful for 
small, simpler systems or elements of a system due to 
their focus on flexibility and judicious risk taking.  
B. Model-Based Definition 
According to INCOSE, model-based systems 
engineering, also known as MBSE, is the formalized 
application of modeling to support system requirements, 
design, investigation, confirmation, and approval 
exercises starting in the reasonable outline stage and 
proceeding through advancement and later life cycle 
stages. Model-based systems engineering is still in a 
dynamic state of development and is a vast topic to fully 
address. As a result, this course is offering a broad 
perspective with connections throughout the course that 
give you the opportunity to learn more about a topic of 
interest. A key component of model-based systems 
engineering is the model-based definition, or MBD. 
Model-based definition embodies the concept of moving 
away from paper-based documentation and drawings to 
digital, 3D CAD representation, manufacturing data, and 
performance models. An example of the dynamic state 
of MBSE, the definition of MBD is still evolving and 
converging. Standards, like ASME Y 14.41, ISO 16792, 
and MIL-STD-31000, can provide guidance on how to 
annotate drawings. But multiple perspectives exist in 
regards to what makes up a model. The framework to use 
a model-based system a framework is required provides 
the guiding structure to implement analysis throughout 
the lifecycle of the product. An analysis framework 
connects a variety of simulation tools -- for example, 
Ansys, Nastran, MATLAB, and tools built in-house-in 
such a way that outputs of one analysis provide the input 
for subsequent analyses without human intervention. The 
Model-Based Systems Engineering (MBSE) framework 
is Siemens offering HEEDs. HEEDs provide a means of 
computationally exploring possible design alternatives in 
search of specific performance goals. 
VII. Cloud-based Design and Manufacturing
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Cloud-based design and manufacturing (CBDM) refers to a 
service-oriented networked product development model in 
which service consumers are able to configure products or 
services and reconfigure manufacturing systems through 
Infrastructure-as-a-Service (IaaS), Platform-as-a-Service 
(PaaS), Hardware-as-a-Service (HaaS), and Software-as-a-
Service (SaaS) [35]. In the IaaS model, cloud service providers 
offer on-demand access to computing resources such as virtual 
machines and cloud storage. In the PaaS model, cloud service 
providers deliver computing platforms such as social 
collaboration platforms, programming and execution 4 
environments for cloud computing. In the HaaS model, cloud 
service providers and consumers are enabled to rent and lease 
manufacturing equipment such as milling machines and 3D 
printers. In the SaaS model, cloud service consumers are 
enabled to run computationally expensive application software 
such as AutoCAD remotely without installing and running the 
software on their local computers [36]. Cloud-Based Design 
(CBD) refers to a networked design model that leverages cloud 
computing, service-oriented architecture (SOA), Web 2.0 (e.g., 
social network sites), and semantic web technologies to support 
cloud-based engineering design services in distributed and 
collaborative environments. Cloud-Based Manufacturing 
(CBM) refers to a networked manufacturing model that exploits 
on-demand access to a shared collection of diversified and 
distributed manufacturing resources to form temporary, 
reconfigurable production lines which enhance efficiency, 
reduce product lifecycle costs, and allow for optimal resource 
allocation in response to variable-demand customer generated 
tasking  
VIII. CONCLUSIONS
Digital Manufacturing & Design creates a product at 
speed beyond human imagination. The DMD domain is 
inspired by a detailed thread of product, handled 
information and data, which brings about significant 
protected innovation. Industries can reduce their paper 
based processes to digital process which at last will lead 
in increase in productivity. When development of 
product was made initially in 8 to 9 months now had been 
reduced to 20 to 30 days and this is digital 
manufacturing. DMC will become a platform used by 
millions of people daily. Users can easily add their own 
manufacturing recipes and examine their works in their 
own web browsers. The digital thread is networked at 
several functions and levels in order to enhance 
efficiency and effectiveness. 
      DMD reduces the effects on the supply chain 
by transparently sharing efficiency information, whether 
man, machine, materials, or methods, throughout the 
supply chain. Increasing supply chain confidence 
between tiers, reducing excess inventory that's contained 
within the supply chain, and allowing for realizing more 
efficient and agile supply chain models. Data analytics 
ideas have taken into account the development of new 
assembling ideal models including the smart 
manufacturing, social assembling and cloud based 
manufacturing. Digital manufacturing incorporates 
technologies for the virtual representation of factories, 
buildings, resources, machine systems equipment, labor 
staff and their skills, as well as for the closer integration 
of product and process development through modelling 
and simulation Closing the gap between the product 
definition and the actual manufacturing production 
activities within the enterprise, fully transforming tacit 
manufacturing knowledge into tangible, and, finally, 
digital knowledge, optimizing data management, and 
developing standard models are some key priorities. 
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Abstract—A novel three-dimensional finite strain visco-
hyperelastic constitutive model is proposed to capture the strain rate
dependency of rubber-like materials. The overall material behavior
is defined by cumulative description of hyperelasticity and non-
linear viscoelasticity. The hyperelastic part is based on exponential
logarithmic Hart-Smith strain energy function and the viscous part
comprises of a fading integral which links the current stresses to the
applied strain history. The derived analytical framework is verified
with respect to experimental data. The potential of the proposed
model has been constituted by an excellent fit between proposed
model and considered test data.
Keywords—Rubber-like materials, Strain rate, Visco-hyper-
elasticity, Constitutive modeling
I. INTRODUCTION
Rubber-like materials undergo large deformations at rel-
atively low stresses and recover their initial shape upon
removal of the load. This exceptional ability makes them
suitable and without a doubt irreplaceable materials in vital
engineering applications. This uncommon behavior is caused
by the underlying coiled long chain polymer molecules. These
chains straighten when the material is stretched and recoil
upon removal of the load. This substantial aspect contributes
towards their extraordinary mechanical behavior and makes
rubbers a strain rate dependent material. This rate dependency
is associated with the rearrangement of the molecular chains
[1].
Rubber viscoelasticity can be described by two distinct the-
ories: a) Linear viscoelasticity b) Non-linear viscoelasticity.
To summaries, linear viscoelasticity models are constituted
by considering parallel and/or series arrangements of elas-
tic springs and linear viscous dash-pots. These rheological
analogies are superimposed by Boltzman’s principle and
the relaxation function is approximated with a prony series
formulation[2], [3], [4]. Whereas, the non-linear viscoelastic
constitutive relations are formulated by employing generalized
fading history integral function [5], [6]. In this approach, an
approximation of matrix stress functional defines the strain
history on stresses.
In order to prescribe time dependent response of the
elastomers, quasi-linear viscoelastic frame work requires to
be represented by 4-6 term prony series approximations.
As a result, large number of material constants are needed
to be determined [7], [8], [9]. In contrast, the number of
material constants can be reduced by articulating nonlinear
viscoelasticity. Moreover, numerical implementation of such
formulations is a straightforward procedure and the material
parameter identification is comparatively less time consuming
task. For that reason, a novel power-exponential strain history
functional has been proposed in the nonlinear finite strain
visco-hyperelastic framework to capture rate dependency in
various types of elastomers. For the purpose of validation,
derived constitutive relations are compared with the literature
based high strain rate experimental data for polyurea [10].
II. CONSTITUTIVE MODEL DEVELOPMENT
A. Hyperelasticity
Hyperelastic constitutive laws are derived from strain en-
ergy density W . It expresses the stored elastic strain energy
in material per unit reference volume as a function of the
principle strain or stretch invariants.
W = f(I1, I2, I3), (1)
Where I1, I2 and I3 are the invariants of left Cauchy-Green
tensor (B = FFT ) defined as:
I1 = tr(B) = λ
2
1 + λ
2
2 + λ
2
3
I2 = (trB)
2 − trB2 = λ21λ22 + λ22λ23 + λ23λ21
I3 = J =
√
det(F ) =
√
(λ21λ
2
2λ
2
3)
(2)
Cauchy stress in an incompressible hyperelastic continua is
given by[11]:
σe = −peI + 2
[(
∂W
∂I1
+ I1
∂W
∂I2
)
B − ∂W
∂I2
B2
]
(3)
where where pe is a hydrostatic pressure term which needs to
be determined from boundary conditions and I is an identity
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tensor. Time independent behavior of elastomers is charac-
terized using Hart-Smith strain energy [12] as it provides
distinctive advantages in modeling finite strain hyperelastic
materials due to its exponential form[13], [14], [15], [16].
WHS = C1
∫
exp
(
C3(I1 − 3)2) dI1 + 3C2lnI2
3
(4)
Here C1, C2 and C3 are model parameters and need to be
determined from experiments.
Let us consider an in-compressible {i.e. J = 1 in eq.(3)}
material deformation under uniaxial extension mode. If the
stretch in the loading direction is denoted by λ then the
deformation gradient F for this loading becomes:
F =

λ 0 0
0 λ−0.5 0
0 0 λ−0.5
 (5)
Consequently the invariants are depicted as:
I1 = λ
2 + 2λ−1, I2 = λ−2 + 2λ (6)
From eq. (3) and (4), we arrived to uniaxial stress-stretch
relation as:
σe11 = −pe + 2λ2
(
I1C2
I2
+ C1 expC3 (I1−3)
2 − C2λ
2
I2
)
(7)
Then after, the hydrostatic pressure term pe is calculated
by applying uniaxial loading condition σe22 = σ
e
33 = 0
σe22 = 0 = −pe +
2
λ
(
I1C2
I2
+ C1 expC3 (I1−3)
2 − C2
λ I2
)
(8)
Finally, by substituting the expression for pe into eq(7);
the we derived incompressible uniaxial hart-smith stress-strain
law as:
σe11 = 2 (λ
2 − λ−1)
[
I1C2
I2
+ C1 expC3 (I1−3)
2
− (λ
2 + λ−1)C2
λ I2
] (9)
B. Viscoelasticity
The generalized constitutive relation for non-linear incom-
pressible viscoelastic material behavior is given by[17]:
σv = −pvI + F (t) ·
t∏
τ=−∞
{C(τ)}·F (t)t (10)
where σv is time dependent cauchy stress tensor, p is the
hydro-static pressure term also called Lagrange Multiplier and∏
is a strain history function given by:
t∏
τ=−∞
{C(τ)}=∫ t−∞Φ(I1, I2)m(t− τ) ˙E(τ)dτ (11)
In equation (11), Φ(I1, I2) is the function depending on
invariants of strain tensor C and the strain rate ˙E(τ) is defined
as:
E˙ =
1
2
(F˙TF + FT F˙ ) (12)
m(t) is a relaxation function which is represented by a series
of exponential series functions as
m(t) =
N∑
i=1
exp
(
− t− τ
θi
)
(13)
where θi is the relaxation time. Several researchers have
assigned N values greater than/equal to 2 in their work[18]. In
order to reduce the number of material constants with single
relaxation time scheme i.e. N = 1, we are proposing a novel
suitable representation of the function Φ(I1, I2) as:
Φ(I1, I2) = ˙E(τ)
A1 ·A2 · exp(I2 − 3)A3 (14)
The starting point for the time integration is at the instant
when loading commences. It is assumed that the effect of
deformation history for τ < 0 on the stress at time t > 0 is
negligible. Thus, the period of deformation history which is
considered to effect the stress response and hence the limits
of integration in the second term on the right-hand side of
Eq.11 becomes [0, t] rather than [−∞, t].
Substituting Eqs. 14 and 13 with N=1 into Eq. 11 results
in the following proposed integral approximation for
∏
∏
=
∫ t
0
E˙A1 ·A2 · exp(I2 − 3)A3exp
(
− t− τ
θ1
)
E˙dτ
(15)
Substitution of eq.(15) into eq.(10) yields a finite strain
viscoelastic model for incompressible materials as
σv = −pvI + F ·
[∫ t
0
E˙A1 ·A2 · exp(I2 − 3)A3 ·
exp
(
− t− τ
θ1
)
˙E(τ)dτ
]
· F t
(16)
C. Visco-hyperelasticity
Visco-hyperelastic behavior is generally introduced by ag-
gregating hyperelasticity and viscocity i.e. σ = σe +σv [18],
[19].
σ = −pI + 2
[(
∂W
∂I1
+ I1
∂W
∂I2
)
B − ∂W
∂I2
B2
]
+ F ·[∫ t
0
E˙A1 ·A2 · exp(I2 − 3)A3 · exp
(
− t− τ
θ1
)
˙E(τ)dτ
]
· F t
(17)
where σ is the total stress and p is the total hydrostatic
pressure incorporating static and viscoelastic components.
Inserting E˙11 = λλ˙ into eq.(17) concludes the uniaxial stress
as:
σ11 = −pv + σe11+
λ3
∫ t
0
(λλ˙)A1 ·A2 · exp(I2 − 3)A3 · exp
(
− t− τ
θ1
)
λ˙dτ
(18)
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By applying uniaxial loading condition that σ11 = 0 into
eq.(18), pv is formulated as:
pv = −λ
−1
2
[ ∫ t
0
λ−2(λλ˙)A1 ·A2 · exp(I2 − 3)A3 ·
exp
(
− t− τ
θ1
)
λ˙dτ
] (19)
Replacing pv in eq(18), we derived the uniaxial stress-
deformation expression as:
σ11 = σ
e
11 + λ
3
∫ t
0
(λλ˙)A1 ·A2 · exp(I2 − 3)A3 ·
exp
(
− t− τ
θ1
)
λ˙dτ +−λ
−1
2
[ ∫ t
0
λ−2(λλ˙)A1 ·A2·
exp(I2 − 3)A3 · exp
(
− t− τ
θ1
)
λ˙dτ
] (20)
III. VERIFICATION OF PROPOSED MODEL
We have considered experimental data reported by Roland
et. al [10] for verifying derived analytical results. They have
performed uniaxial tensile test on polyurea from moderate to
high strain rates using drop weight apparatus. The hyperelastic
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Fig. 1: Comparison of Roland et. al [10] data with proposed
model
Hart-Smith material parameters are determined with respect
to quasi-static (in this case 0.15 S−1 ) experimental data. The
detailed procedure for parameter identification is described in
[13]. Where as the material parameters for the viscoelastic
part has been derived by considering test data for the strain
rates of 14 S−1 and 573 S−1. These required material
constants have been optimized using non-linear least square
function "Fmincon" in MATLAB (see Table I). Fig. (??)
demonstrates an excellent agreement between the proposed
model results and the experimental data. Notably, the model
is adequate to predict the material response for the rates of
327 S−1 and 408 S−1 accurately even though the relevant
experimental data have not been considered for the material
parameters identification.
TABLE I: Optimized material parameters
Hyperelastic model Viscoelastic model
C1 C2 C3 θ1 A1 A2 A3
0.4474 12.79 8.1E-4 5.4E-3 -0.7355 259.89 0.05
IV. CONCLUSION AND FUTURE WORK
To summarize, a novel visco-hyperelastc material law has
been proposed to capture rate dependency in elastomers
by adopting generalized non-linear viscoelasticity. Analyt-
ical stress-strain relations are derived for uniaxial tension
mode. An excellent agreement between numerical results and
experimental data reported by Roland et. al [10] has been
obtained. Also, the predictive capability of the model has
been demonstrated. Following the promising findings, the
conducted work will be extended by considering broader
spectrum of experimental data. The developed model will be
implemented in commercial finite element code via user de-
fined subroutine to analyze complex geometries and ladings.
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Abstract—In this paper we review different definitions of 
Modal Participation Factor (MPF) available in the literature and 
propose a simple classification and unified concept for their 
application with particular focus in aerospace engineering. A 
case study is presented to aid the reader understand under what 
conditions each definition of MPF applies, its physical 
interpretation and which definitions have the potential to act as 
response tracking mechanisms during design optimization. 
Keywords: modal participation factor, modal contribution 
factors, dynamic analysis, mode tracking  
I.  INTRODUCTION 
In practice, complex structures must be analyzed under a 
large set of dynamic operating conditions to ensure that the 
design will meet prescribed functional requirement.  
During design optimization, a relatively small number of 
such operating conditions are selected as critical and are used to 
minimize or maximize the objective function. However, the 
dynamic response is strongly dependent on the physical 
characteristics of the structure and thus the use of a deterministic 
set of critical operating conditions may lead to unexpected 
behaviors. To monitor inexpensively the behavior of the design 
space during optimization, a response tracking mechanism based 
on MPFs could lead to large computational savings and improve 
the optimization process by considering the variations of the 
response of the design space as the design evolves. 
MPFs have been used in the past as response tracking 
mechanisms in several engineering disciplines. For instance, 
Keong et al. [1] tracked a targeted mode during the design 
optimization of a head suspension assembly by defining a 
participation factor that resembled the most to the mode of 
interest. In the field of civil engineering, MPFs have been widely 
used to approximate the dynamic response of buildings without 
performing any dynamic analysis [2-13]; this procedure was 
later on applied in aerospace for the case of a cantilever wing 
model [14].  
The concept of MPF, however, seems to be ambiguous. A 
simple search of the words “modal participation factor” in the 
open literature quickly reveals that several variants of this 
concept exist. For instance, in electrical engineering [15-18] the 
term MPF refers to the product between the left and the right 
eigenvectors; other researchers [19-22] used simple definitions 
for MPF such as the same term to refer to the components of the 
eigenvector matrix. On the other hand, [23-28] defined different 
convenient mathematical forms as modal participation factor 
suitable to their specific applications.  
This significant variation in the definitions of MPFs is also 
conveys into a wide range of applications. For instance, 
Wallrapp &Wiedemann [29] computed a quasi-static modal 
solution and a corresponding participation factor to assess the 
importance of each mode retained in the solution; Chung-Band 
and Young Bahng [30] utilized a participation factor based on 
modal strain energy to identify dominant modes; Van 
Lagenhove &Brughmans [31] reviewed three kinds of MPFs as 
methods to identify the best location for sensors to correlate a 
Finite Element Model (FEM) with experimental results. 
Similarly, other researchers [32, 33] used different definitions of 
MPFs to correlate experimental with numerical results. 
In this paper, we propose a unified concept and a simple 
classification of the different mathematical definitions of modal 
participation factors found in the literature. A case study is 
presented to aid the reader to understand under what conditions 
each definition applies, its physical interpretation and which 
definitions have the potential to act as response tracking 
mechanisms during design optimization. 
II. MODAL CONTRIBUTION FACTORS 
The complex behavior of a dynamic structure can be 
decomposed into a set of simple harmonic motions qi(t), also 
known as modal responses, linearly coupled with amplitude 
ratios. This transformation is achieved by finding the so-called 
natural frequencies, I, and mode shapes, I,that satisfy the 
characteristic equation (i.e., the undamped free vibration 
problem) and applying the following variable change:  
u(t) = Φq(t) (1) 
Where u(t) is the nodal vector of physical displacements, and 
 is the matrix of eigenvectors. Expanding (1) in a summation 
form we obtain: 
412
un(t) = n,1q1(t) + … +n,iqi(t) (2) 
From (2), the modal contribution can be defined as the 
quantity of movement that each mode contributes to the total 
nodal response [34-37]. In other words, it is the product between 
the modal response qi(t) and the amplitude ratio n,i, denoted here 
with the Greek letter gamma (). 
n,i(t) n,iqi(t)  (3) 
All definitions of modal participation factors aim to rank the 
relative importance of n,i,, nevertheless,  these definitions can be 
subdivided in two classes. The first class (Class I) is derived 
from the equations of motion and it’s commonly known as static 
modal participation factors (SMPF). SMPFs have the potential 
to be used as a reanalysis tool since they predict the magnitude 
of qi [42-51]. The second class (Class II) is intended solely to 
assess the relative importance of a mode within the solution of a 
system response. 
We should make emphasis on the term “relative importance 
of a mode”, since the interpretation of the results obtained from 
the second class of participation factors is dependent on its 
mathematical definition, as discussed below in section IV. 
III. CLASS I
The amplitude of a modal response can be expressed as the 
product of a constant called modal participation factor iand a 
time dependent term Di(t) [7,14,36,37]. 
 qi(t) = i Di(t)  (4) 
Though in general the time history of the response may be of 
interest, it is the value of the maximum displacement that will be 
used to designing or optimizing a structure. The maximum value 
of the response u0 is directly proportional to the maximum 
dynamic response D0. 
u0= ΦD0  (5)
Where u0 is the vector of maximum nodal displacements, D0 
is the dynamic amplification vector and is the diagonal matrix 
of modal participation factors. To find appropriate expressions 
for  and D0 we resort to the definition of the SMPF. 
We begin by decomposing the vector of external forces into 
two components: a time invariant vector f and a time dependent 
expression p(t).  
F(t)= fp(t) (6) 
The vector f can be expanded into a matrix of static forces fst 
acting at node j in the mode i; where the sum of the columns of 
fst is equal to the magnitude of the j-th component of the vector f 
[14, 37]. 
f	j,ist =Γi,iϕj,i  ൜
 for i=1,2,…, N
for j=1,2,…, n  (7) 
where: 
ΓൌdiagሺΦTfሻ  (8)
When the eigenvectors are mass normalized, the vector of 
total static displacement can be found by the use of Hooke’s law. 
uj
st=∑ ୻i,i
ωi
2 ߶j,iNi=1  for i=1,2,…, N (9) 
The vector of total static displacement can then be related to 
the vector of total dynamic displacements by introducing (9) into 
(2). 
uj
o=uj
stωi
2 Di
o (10)
Depending on the form of the excitation force p(t), a 
particular method can be selected to find an analytical solution 
for D0, as explained below. 
A. Steady-state 
From [36], a dynamic amplification factor Ri is defined as 
the ratio between the amplitude of the dynamic response Di
o and 
the amplitude of the static response Di
st. 
Ri=
Di
o
Di
st (11)
Where the amplitude of the static response can be found by 
neglecting the contribution of the acceleration and the velocity 
terms in the well-known mass-normalized modal equations of 
motion.  
Di
st=
1
ωi
2 (12)
And the dynamic amplification factor for an undamped 
single degree of freedom (SDOF) system is given by (13), when 
the unitary periodic function p(t) is equal to 1.  
Ri=
1
(ωi
2-ω2)
(13)
By introducing (11-13) into (10) we find an inexpensive 
expression that allows to estimate the maximum amplitude of 
the nodal physical displacements during steady-state vibration.    
uo=ustR  (14) 
To compare the output of this method with respect to others, 
a steady-state modal participation fraction Li
st is defined in (15). 
This fractional number allows to compare the relative 
amplitudes of the modal responses qi for a given design and 
loading condition. 
Li
st=
หΓiDioห
∑ หΓiDioหNi
=
หΓi (ωi2(ωi2-ω2))⁄ ห
∑ ቚหΓi (ωi2(ωi2-ω2))⁄ หቚNi
(15) 
B. Transient  
The steady participation factors neglect the contribution of 
the transient components of the time domain solution. When the 
global maximum is of particular interest, we aim to estimate the 
maximum dynamic amplitude response.    
Di
max=max൫Dሺtሻ൯  (16) 
The transient participation fraction ܮ௜௧௦ can then be defined 
similarly to the steady participation fraction as the ratio between 
the maximum amplitude of the harmonic solution and the sum 
of the maximum amplitude of all the modes retained. 
Li
ts=
หΓiDimaxห
∑ หΓiDimaxหNi
(17)
C. Internal loads Participation Factor 
For point loads, the element internal force is computed as the 
product of the element stiffness matrix and the corresponding 
413
displacement vector of the nodes that conform the element in the 
global coordinate system. 
When the element and global coordinate systems do not 
coincide a rotation matrix, CT, is necessary to ensure that the 
internal forces computed, Ne , are expressed in the element 
coordinate system.  
Ne(t)=CTKeUe(t) (18) 
Where Ke and Ue(t) are the element stiffness matrix and the 
vector of nodal displacements in the global coordinate system, 
respectively. 
We can expand (18) into its modal components as: 
Ne(t) = CTKeΦeq(t) = CTKeΦeD(t) (19) 
 The magnitude of D(t), determines the dominance of a 
mode in the solution, whereas the product eCTKeΦe 
determines the impact of such mode in the r component of the 
element load where rϵ{1:6}. A participation factor can then be 
defined as:
Lr,i
load=
ቚΣer,iΓi Diቚ
∑ ቚΣer,iΓi DiቚNi=1
 (20) 
IV. CLASS II
The following definitions intend to assess inexpensively the 
relative importance of a mode and to ensure that a sufficient 
number of eigenvalues are retained to recover the solution in the 
physical domain. The most widely used definition is that of the 
modal mass participation factor, in practice modes with 
negligible modal effective mass are removed from the equations 
of motion, since its participation to the overall response is small 
[20,38]. 
 However other definitions have been proposed, for instance, 
Wilson [25] used a mode participation factor similar to (8) to 
estimate which modes should be retained in a subsequent mode 
superposition analysis. Carlbom et al. [26] presented four criteria 
to select important modes during the dynamic analysis of rail 
vehicles, and recently, Kammer, et.al. [39] proposed a new 
definition to select important elastic modes in free-free systems. 
In the following subsections we present most common 
definitions found in literature relevant to structural analysis. 
A. Modal Mass Participation Factor 
 The modal effective mass was initially derived for a single 
degree of freedom system subject to an enforced motion through 
the base. The reaction force at the base Fbase due to the enforced 
acceleration Uሷ o in the frequency domain is given by: 
Fbase(ω)=m ൤1+ ቀ ωωnቁ
2
H ቀ ω
ωn
ቁ൨  Uሷ o(ω) (21) 
In this context the effective mass of the system is m and it is 
directly proportional to the reaction force at the base. Thus, a 
large modal effective mass indicates a large inertial force. 
The above analysis has been generalized to unconstrained 
multi-degree of freedom systems (MDOF) through a Craig-
Brampton transformation matrix [9, 38], and the resulting 
equation is (22), where M is the mass matrix. This equation, 
relates the rigid-body (or unconstrained) modes Φr  with the 
elastic modes Φe. 
 ΓmmT=ΦrTMΦe (22) 
We can prove that the product of the modal mass 
participation factors  Γmm  divided by the modal mass ܯ௤  is 
identical to the mass matrix of unconstrained degrees of 
freedom. This, expressed in component form is the so called 
modal effective mass Meff. 
Mp,i
eff=
Γmmp,i
T
Γmmi,p
Mi,q
(23) 
Where the subscript p indicates the number of unconstrained 
elastic degrees of freedom (DoF) and i is the number of modes 
retained in the analysis. 
Though the definition of the modal effective mass has been 
derived using a free-free MDOF system, an important point 
should be kept in mind: the modal characteristics of the elastic 
degrees of freedom must be computed with respect to a boundary 
DoF, which should be constrained for the analysis [6, 8, 38]. 
Otherwise, the results extracted using the method described 
above are ill-founded and the participation of the elastic DoF’s 
will tend to be zero. 
Finally, for comparison purposes with other methods we can 
define an effective modal mass fraction Lp,i
mmas the ratio between 
the effective modal mass and the total mass of the system: 
Lp,i
mm=
Mp,i
eff
∑ Mjnj=1
(24)
B. Free-Free Participation Factor 
Recently [39], presented a new definition to estimate the 
relative importance of each mode for a free-free system, based 
on the concept of Effective Interface Mass (EIM), commonly 
used in the dynamic analysis of subsystems that will be attached 
to larger assemblies. 
The equations of motion for a dynamic free-free system in 
matrix form are described as: 
qሷ ሺtሻ+ωi2qሺtሻ =ΦTfpሺtሻ  (25) 
Using equation (1) to recover the physical displacements 
from (25) and solving for the physical acceleration, we obtain: 
uሷ ሺtሻ=Φqሷ ሺtሻ=ΦΦTfpሺtሻ-Φωi2qሺtሻ  (26) 
In (26), the modes that are strongly excited by the external 
force vector are, in consequence, expected to contribute strongly 
to the physical acceleration at the nodes. Thus, we can define a 
free-free modal participation factor Γi
free  as the trace of the 
product between two eigenvectors. 
Γi
free=tr൫ΦiΦiT൯ (27) 
Since our interest lies in evaluating the relative importance 
of the elastic modes, the free-free participation factor L௜௙௥௘௘
should be compared against the elastic degrees of freedom only. 
Γelas=tr ቀΦelasΦelasTቁ  (28) 
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Thus, the free effective mass is defined as the fraction 
between the free-free modal participation factors and the trace of 
the product of the matrix of elastic eigenvectors. 
Li
free=
Γi
free
Γelas
(29)
C. Modal Strain Energy Participation Factor 
Several authors [40-41] have proposed the use of the element 
modal strain energy MSEei as assessment criteria. The element 
modal strain energy is evaluated at each element stiffness 
submatrix Ke in the global coordinate system. 
MSEei= 
1
2
Φe,i
T KeΦe,i (30) 
Furthermore, the authors in [40] defined a modal strain 
participation fraction as the ratio between the strain energy and 
the kinetic energy of the system in free vibration. 
Lei
MSE= 
Φi
TKeΦi
Φi
TMΦiωi
2  (31) 
A large modal strain fraction at the element e, at the i-th 
mode indicates that the element is a major load carrying 
component for such mode. Thus, any structural modifications in 
that element will produce significant changes in the modal 
characteristics of the structure and vice versa. 
V. CASE STUDY 
A simple 5-degree of freedom model was created to assess 
the performance of each of the methods described above. As 
shown in figure (1), the model consists of a five DOFs cantilever 
beam. Each beam element has a stiffness of 8700 [N/m] and a 
5% modal critical damping is also considered.  
The model is excited by a force f of magnitude 100 N applied 
at the 5th node with a periodic function and an excitation 
frequency of 5 rad/s as shown in (32). This analysis can be seen 
as a simplified aircraft wing under windmilling incident. 
The modal equation of motion is solved in the time domain 
using Runge-Kutta’s numerical method [52] and the result is 
presented in figure 2.  
Figure 1.  Case study: cantinlever beam 
p(t)= sin(t) (32) 
The modal steady-state Li
st , transition L௜௧௦ , modal effective 
mass L௜௠௠ and free-free	L௜௙௙ participation fractions are compute
using equations (15), (17), (24) and (29), respectively, and the 
results are shown in figure 3. This figure gives an idea of the 
difference in magnitude obtained with each method, however the 
results should be interpreted independently. 
Both, the steady-state Li
st and the transition	L௜௧௦participation 
fractions are estimates of the amplitude of the modal response, 
therefore the percentage of participation is well in agreement 
with figure 2: the amplitude of the first mode is very large in 
comparison to that of the fifth mode for the given excitation 
frequency. 
Figure 2.  Modal response. 
Figure 3.  Modal participation factors. 
The modal effective mass participation factor is also in 
agreement with figure 2, a large modal effective mass indicates 
that a particular mode has a large modal inertial component, and 
thus it is easier to excite.  
The estimated free-free participation fractions are mostly in 
disagreement with the rest of the participation fractions 
computed, since its magnitude reveals that the participation of 
all modes is almost identical. Note that the definition of 	ܮ௜௙௙is
simply the trace of the modal residues, i.e. how the node i-th 
responds to an excitation applied at the j-th node. 
Using both, the steady-state and transition modal response 
participation factors, the contribution of each mode to the 
internal load was estimated using equation (20). The modal 
strain energy was also computed using equation (31).  In order 
to compare the three sets of results, the values of each matrix 
were normalized with respect to the component with the largest 
magnitude and the results are displayed in figure 4. 
Take for example figure 6 (d), according to the modal strain 
energy, it appears that the second mode becomes more relevant 
to the response of element 4, thus, any structural modification 
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that could impact the behavior of the second mode would also 
have a major impact in the magnitude of the load experienced by 
element 4. However, the results obtained using equation (32) are 
in disagreement with those of the modal strain energy, which 
indicates that the internal load is dominated by the first elastic 
mode.  
Figure 4.  Internal load modal participation factors. 
Using the steady and the transient modal response 
participation factors, the peak in plane shear force was recovered 
using equation (19) with (15) and (17), respectively. Table I 
shows a comparison and percentage error between the recovered 
load and the actual peak load computed using MSC NASTRAN 
[53]. 
TABLE I. PEAK SHEAR FORCE PER ELEMENT 
Peak shear force per element 
Element 
Actual 
Peak 
Load 
Load 
Γ௜	ܦ௜௦௧ %error 
Load 
Γ௜	ܦ௜௧௦ %error 
1 55.8422 51.9211 7.02% 60.3657 8.10% 
2 55.2437 51.7904 6.25% 47.0600 -14.81% 
3 54.1775 51.5293 4.89% 52.3115 -3.44% 
4 52.6880 51.1385 2.94% 67.5420 28.19% 
5 50.8545 50.6189 0.46% 37.18662 -26.88% 
The percentage error of the steady-state modal response 
participation factors Li
st  is due to the omission of the transient 
terms. Since the peak load occurs during the transition period, 
the load recovered corresponds in fact to the actual steady-state 
in-plane shear force. 
On the other hand, error of the peak load recovered using the 
transient modal response participation factor	L௜௧௦ was found to be 
significantly larger. This is due to an implicit assumption in (16): 
the peak of all the modal responses are in phase, thus the method 
tends to either over or underestimate the value of the peak load. 
VI. CONCLUSIONS
The first class of modal response participation factors have 
the potential to be used as reanalysis tools. When the excitation 
force is periodic and the interest lies in solving for the steady-
state response, the Li
st fraction provides accurate results.  
The second class of modal response participation factors are 
independent of the excitation and depend solely on the mass and 
stiffness distribution, in this sense, this type of factors should not 
be used as a measure of the relative amplitude of the modal 
responses. Instead, their application should be restricted, for 
example, in the case of the modal effective mass fraction, to 
determine the number of modes to be retained in the analysis 
(except when the model has an enforced acceleration through the 
base [2, 3]). Such methodology can serve as an inexpensive 
response tracking mechanism in complex structures during 
design optimization. 
The modal strain energy, on the other hand, is an inexpensive 
expression that relates the mass and stiffness distribution of the 
structure to its modal characteristics. This expression can be 
useful to visualize and correlate how modifying the physical 
properties at element level can impact the behavior of a specific 
mode. 
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Abstract— Modeling of hypervelocity impact (HVI) on 
materials and structures is often associated with high 
computational expenses, especially when inhomogeneous 
materials are involved. To reduce computational cost, complex 
materials are often represented in modeling as homogeneous 
substances with the effective properties similar to those of the 
real materials. Although this approach has been successfully 
used in modeling of HVI on different materials with complex 
architecture, there are applications where it may not be 
applicable due to significant influence of materials’ meso-
scale features on resulting HVI damage. Two of such 
applications are considered in this study, and include 
simulation of HVI on sandwich panels with metallic foam-
cores, and composites fabricated by filament winding. In the 
former case, adequate modeling of the multi-shock action of 
the foam ligaments on hypervelocity fragment cloud 
propagating through the foam core requires an explicit 
representation of the foam geometry in numerical model. In 
the latter case, the meso-scale modeling is required due to 
experimentally observed dependence of HVI damage of the 
composite on the particular filament winding pattern used in 
its fabrication. The study presents numerical models 
developed for both of these applications and compares 
numerical results with obtained experimental data. 
Hypervelocity impact, orbital debris, advanced materials 
I.  INTRODUCTION (HEADING 1) 
Models for the simulation of impact behavior of different 
inhomogeneous materials have been described in the literature 
and implemented in commercial software packages, such as 
Autodyn, LS-Dyna etc. These models are often based on the 
homogenization of advanced materials with complex micro- 
and meso-structure, and their representation in the modeling as 
a macroscopically homogeneous media with effective 
properties equivalent to those of the real materials. Although 
computationally efficient, this approach may be too simplistic 
for some materials with meso-scale inhomogeneities. This 
paper considers two problems, where simulation of damage of 
inhomogeneous materials required meso-scale representation of 
the materials’ architecture. These examples are modeling of 
hypervelocity impact on a foam-core sandwich panel and 
simulation of HVI-induced damage in CFRP composites 
fabricated by filament winding. 
Open-cell foam-core sandwich panels are considered by 
many researchers as a promising alternative to honeycomb-core 
panels in MMOD protection applications. For instance, in an 
experimental study presented by NASA [1], foam-core 
sandwich panels (FCSPs) with 25–30% lower areal density 
than HCSPs demonstrated better ballistic performance. In [2], it 
was determined that, depending on impact conditions, double-
layer foam shields provided from 3 to 15% improvement in 
critical projectile diameter as compared to double-layer 
honeycomb shields of similar weight. The performance 
improvement in case of using the foams was not explained only 
as a result of the simple absence of cells that “channel” the 
fragment cloud. Rather, the radial expansion of fragment cloud 
and repeated impact of fragments on individual foam cell 
ligaments induced further fragmentation, melt, and 
vaporization of fragments [3]. 
Figure 1. Open-cell aluminum foam (left) and a fragment of a 
foam-core sandwich panel (right) 
Material models implemented in commercial hydrocodes 
and recommended for simulation of impact on foams are 
represented, for example, by the LS-DYNA's *MAT_057 
(*MAT_LOW_DENSITY_FOAM), *MAT_063
(*MAT_CRUSHABLE_FOAM), and a set of equations of 
state for porous materials in AUTODYN (Crushable foam 
EOS, Compaction EOS, P-Alpha EOS). These and other 
available material models treat the foams as homogeneous 
materials and, therefore, a priori unable to represent multi-
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shock interactions of foam ligaments with fragments of debris 
cloud propagating through the foam. 
Composite fabricated by filament winding is another 
example of a material with the meso-scale inhomogeneity. This 
feature results from multiple interweavings of filament bands 
forming a filament-wound composite part. In space, these 
materials can be used in spacecraft propellant tanks (so-called 
composite overwrapped pressure vessels) and remote 
manipulator systems (e.g., Canadarm). Behavior of composites 
under HVI has been studied experimentally and numerically by 
many researchers, e.g. [4, 5]. However, most of the reported 
work was confined to the standard laminated composites and 
homogenization-based simulation techniques, whereas less 
attention has been paid to the filament-wound materials. 
Figure 2. Filament winding 
In filament winding, the carriage unit of a winding machine 
moves back and forth relative to the rotating mandrel and lays 
down on it the resin-impregnated fibers (towpreg) at a specific 
angle. Fibers are placed onto a mandrel in the form of filament 
bands, each containing few thousands of fibers. Fig. 2 
illustrates the initial stages of filament winding. At each circuit 
(one back and forth pass of the carriage unit along a mandrel), 
filament bands are laid on a mandrel at “+” (forward motion) 
and “−” (back motion) angle. Each circuit results in crossovers 
between filament bands of “+” and “−” angle. The presence of 
crossovers is intrinsic to filament winding and forms its well 
recognizable patterns. The choice of a particular winding 
pattern is often up to a manufacturing engineer, as different 
patterns can be easily programmed using software supplied 
with the filament winding equipment (Fig. 3). 
Figure 3. CFRP weaves of different winding patterns 
Also, filament-wound composites contain two types of 
voids: voids internal to filament bands, and voids at the 
filament bands’ crossover regions (Fig. 4). Voids of the latter 
type represent additional meso-scale feature of filament-wound 
composites. It is believed that they may result in stress 
concentration at crossovers leading to formation of cracks and 
preliminary disintegration of the filament wound composite 
when subjected to static or impact loading. 
Figure 4. Voids in the filament-wound composite: intra-band 
voids (left) and voids at the crossovers (right) 
II. MODELING OF OPEN-CELL FOAM
A mesoscale approach to the modeling of open-cell foam 
geometry must be used in the HVI simulations to represent 
multi-shock interactions of the foam ligaments and 
hypervelocity fragment cloud propagating through the foam. 
The original structure that forms metallic foam is a three-
dimensional array of bubbles having a maximum volume for 
the minimal surface area and surface energy. During the 
fabrication process, membranes of the bubbles are being 
removed, leaving an interconnected network of solid struts. A 
common approach to geometric modeling of open-cell foams is 
based on Wearie–Phelan idealization [6]. It represents a 
structure consisting of equal-volume bubbles of two different 
shapes: namely, the 14-sided tetrakaidecahedron (Fig. 5a) and 
the 12-sided dodecahedron (Fig. 5b). It is believed that 
Wearie–Phelan packing provides a minimal surface area for a 
given volume of cells/bubbles. The periodic domain 
(translation unit) of the Wearie–Phelan tessellation is shown in 
Fig. 5c. 
Figure 5. Wearie–Phelan packing 
Figure 6. Mesoscale geometric modeling of aluminum foam: 
from structured frame to randomized solid model 
It should be noted that the use of Wearie–Phelan 
idealization suggests a regular array of bubbles; however, real 
foams are random structures. To increase the realism of the 
modeling, therefore, a foam randomization mechanism is 
implemented. The overall algorithm for the geometric 
modeling can be described as follows: 1) generation of the 
representative volume element of aluminum foam with the 
specified dimensions based on Wearie–Phelan idealization [at 
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this stage, the geometric model consists of multiple lines 
connected with each other at nodal points (see Fig. 6a)]; 2) 
randomization of the foam using node perturbation (see Fig. 
6b); and 3) development of a solid geometric model using the 
randomized line-based geometry (see Fig. 6c). 
The foam modeling algorithm has been implemented in the 
form of a script written in ANSYS Parametric Design 
Language. The SPH model of the foam-core sandwich panel is 
depicted in Fig. 7. It consists of approximately two million 
SPH particles. To represent thin ligaments of aluminum foam 
with a satisfactory accuracy, a smoothing length of 
0.015mmhas been used. The model exploited the idea of 
quarter-symmetry. Although aluminum foam has a random 
structure and is not exactly symmetrical relative to any cutting 
plane, isotropy of its effective properties allows for such an 
assumption. The foam in the model is present only in the 
central region of the panel, where the most energetic fragments 
with the greatest damage potential will propagate. Additional 
lateral extension of the foam model was found to be 
impractical, as it was associated with high computational 
expenses. 
Figure 7. Numerical model of the open cell foam-core 
sandwich panel 
Results of the conducted simulation are presented in Fig. 8, 
which demonstrates three consequent moments of time when 
the debris cloud propagates through the aluminum foam. It can 
be seen in the figure that multi-shock action of the foam 
effectively breaks up fragments of the projectile and the front 
bumper, converting them into a cloud of small, disperse 
particles. No perforation of the rear wall was detected during 
the numerical experiment. 
In view of the novelty of the foam modeling approach (i.e., 
its mesoscale representation in HVI analysis), the numerical 
prediction was verified by means of a physical experiment. The 
experiment was carried out using a two-stage light gas gun at 
the HIT Dynamics, Ltd., impact testing facility (Canada). The 
tested panel consisted of two Al6061-T6 facesheets and 16-
mm-thick 3% 40 ppi aluminum foam from ERG Aerospace. It 
should be noted that the tested panel had a slightly lower 
facesheet thickness (0.4 mm instead of 0.5 mm, as used in the 
numerical tests. 
Figure 8. Results for the foam-core sandwich panel: a) t = 1.5 
μs; b) t = 3.5 μs; and c) t = 8.5 μs 
The panel was impacted by a 1 mm aluminum projectile at 
6.965 km∕s, and the resulting damage to the panel is shown in 
Fig. 9. Rear-wall damage was represented by discoloration and 
barely noticeable bulging. No perforation of the rear wall was 
detected, which supported the results of the numerical 
simulation.  
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Figure 9. Experimental results for the foam-core sandwich 
panel 
Figure 10. Shapes of ejecta clouds and cone angle 
measurements 
Also, debris expansion angles (also referred to as “cone 
angles”) were procured for both cases. For the model, this 
angle could be measured directly, as shown in Fig. 10, and this 
was found to be equal to 48 deg. To measure the experimental 
value of this angle, it was assumed that the debris cloud 
expanded within a cone, with one base having the diameter of 
the perforation hole in the front facesheet (∼3 mm) and the 
second base with the diameter of the damaged region on the 
rear wall. As the damaged area on the rear facesheet had a 
slightly elliptical shape (possibly because of the randomness of 
the foam; see Fig. 10), the corresponding cone base was 
represented in the calculations by a circle with the same area as 
the ellipse (indicated by the dashed line in Fig. 10). With this 
approximation, the debris expansion angle in the experiment 
was equal to 57 deg. The observed 9 deg difference was most 
likely the result of the different facesheet thicknesses of the 
modeled panel (0.5 mm) and the panel used in the experiment 
(0.4 mm). The model, therefore, was deemed to provide a good 
approximation of the physical phenomenon.  
III. MODELING OF FILAMENT-WOUND COMPOSITES
Numerical techniques for the modeling of composite 
behavior under hypervelocity impact loading have been 
described in the literature [5, 7] and implemented in 
commercial software packages. These techniques are designed 
for the standard laminated composites. They are based on the 
homogenization of a composite laminate, which is represented 
in the modeling as a macroscopically homogeneous orthotropic 
media with effective properties equivalent to those of the real 
material.  
Figure 11. HVI damage to a HDI composite (top) and a 
LDI composite material (bottom) 
[impact conditions: 7 km/s; 4.76 mm aluminum projectile; 0.8 
mm-thick aluminum bumper in front of the composite] 
Conducted physical experiments revealed dependence of 
HVI damage of filament-wound composites on the particular 
winding pattern used in fabrication, as shown in Fig.11 In the 
case of pattern with the high density of interweaving (HDI) of 
filament bands, a specimen inspection revealed a 
“containment” of the impact damage within the region 
restricted by 2x2 weave units adjacent to the perforated hole. In 
case of low density of interweaving (LDI), the specimen 
damage propagates outwards along the direction of the fibers, 
especially in the bottom left and bottom right directions. 
Correspondingly, the homogenization-based techniques are 
inapplicable to this class of materials. Instead, in this study, a 
meso-scale modeling approach was used to represent the 
material structure in HVI simulations. 
The meso-scale representation of the composite materials 
included explicit modeling of fiber-reinforced filament bands 
with ultrathin resin-rich regions between them. The following 
assumptions regarding the behavior of the materials of filament 
bands and resin-rich regions were made: 
1. The material of a filament band is homogeneous,
orthotropic, and linearly elastic until failure. The intra-band 
failure is assumed to be brittle, which is the case for most 
CFRP systems. 
2. The material of the resin-rich regions is homogeneous,
isotropic, and linearly elastic until failure. The linear elasticity 
assumption fits well for the thermoset-resin composites, as 
thermosets typically do not undergo a significant amount of 
plastic deformation prior to an initiation of failure.  
3. Assumingly, the inter-band damage of the composite,
such as delamination, is completely confined to the resin-rich 
region. The behavior in the resin-rich regions after a failure 
initiation is determined by such macro-scale parameters as 
fracture toughness, which allows for the consideration of both 
adhesive and cohesive types of inter-band fracture. 
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4. Fracture toughness of thermoset-resin composites does
not reveal strain-rate dependence, which is supported by 
several investigations by previous researchers [8 - 9].  
As materials of filament bands and resin rich-regions are 
assumed to be linearly elastic until failure, their strength 
models only require the input of elastic constants. Pressure – 
volume response was modeled using nonlinear EOS for 
composite filament bands, and the Gruneisen EOS for isotropic 
resin-rich layers. Failure within the filament bands and resin 
reach layers was modeled using a continuum damage 
mechanics model available in AUTODYN. 
Figure 12. Geometrical modeling of HDI (left) and LDI (right) 
composites 
The modeling approach employed in this study is based on 
simultaneous utilization of both SPH and FEM in each 
numerical simulation. The SPH method was used to represent 
the behavior of parts that exhibited fragmentation, namely 
aluminum projectile projectiles and bumpers. At the same time, 
composite panels with a meso-scale representation of filament 
winding patterns, which contained multiple interfaces between 
filament bands and resin-rich regions, were modeled using 
FEM in the Lagrangian formulation combined with the erosion 
mechanism. The use of erosion helped to avoid excessive mesh 
distortions and tangling at high deformations. 
Figure 13. Meso-scale modeling of the filament-wound 
composite 
The detailed meso-scale representation of filament winding 
was used only in the region of interest to minimize the 
computational cost. Around that region, the composite was 
represented by a homogeneous orthotropic material with 
effective properties equivalent to those of the real material. The 
geometrical models of the HDI and LDI panels compared with 
the real specimens are represented in Fig. 12. 
HDI: superposition of all damaged surfaces 
HDI: rear surface damage only 
LDI: superposition of all damaged surfaces 
LDI: rear surface damage only 
Figure 14. Composite damage: comparison of experimental 
results and numerical predictions 
Fig. 13 represents the main features of the numerical 
models, including: a macro-scale appearance of the specimen 
model; a translational unit of the filament winding pattern 
model; a pair of interweaving filament bands; and a cross-
section of a filament band with an adjacent resin-rich region. 
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Voids at crossover points were represented explicitly in the 
meso-scale model. 
Fig. 14 represents comparison of experimental and 
modeling results in terms of the damage to composite panels. It 
reveals the following: 
 Simulations tend to somewhat underpredict the damaged
area as compared to the damage detected by C-Scan. The
exact reason for the underprediction is unknown, but may
be attributed to the presence of a strain-rate dependence of
the composite fracture toughness that was ignored in the
modeling.
 For the HDI specimen, the simulation predicts a
“containment” of the HVI damage within the region
restricted by 2x2 HDI units adjacent to the perforated hole,
which is the same damage pattern observed in the
experiment.
 For the LDI specimen, the simulation predicts further
propagation of the damage outwards along the fiber
direction, which is also consistent with the experimental
results. It should be noted, however, that the simulation
also predicts the propagation of damage in the top-right
corner of the specimen (encircled in Fig. 14) that was not
observed on the C-Scan image.
 Damage patterns on the rear surface predicted by
simulations for both HDI and LDI specimens are
qualitatively in very good agreement with the experiment,
as shown in Fig. 14.
IV. CONCLUSIONS
For the foam-core sandwich panels, the meso-scale 
representation of the foam geometry is essential in HVI 
simulations, as it accounts for multi-shock interactions of the 
foam ligaments and hypervelocity fragment cloud propagating 
through the foam. The modelling approach considered in this 
study can be used in simulations estimating ballistic limit of 
foam core sandwich panels under hypervelocity impact. 
Hypervelocity impact damage of a filament-wound 
composite is significantly dependent on the filament winding 
pattern used in its fabrication.  In the presence of the winding 
pattern dependence, adequate simulation of HVI damage 
requires the utilization of a relatively high level of detail in 
representing a filament-wound composite. In this regard, the 
introduced meso-scale modeling approach was found to be 
suitable for capturing the main features of the HVI damage in 
the composites with different winding patterns. This approach 
can be used in the design of spacecraft filament-wound 
components, in order to determine the critical level of damage 
that is sustained due to orbital debris impacts.  
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Abstract— Strain has been used extensively in enhancing the 
electron mobility for high speed and low power transistors. As 
stretching the silicon atoms away beyond their normal atomic 
space has a significant influence on the carrier mobility. In this 
paper, to study the effect of strained silicon on piezoresistivity, 
the strained silicon will be integrated into a ten element 
sensing rosette, that utilizes the unique properties of 
crystalline silicon over the (111) plane to fully extract the six 
stress components in fully temperature compensated manner. 
Two chips were designed and fabricated, where the pre-strain 
state was induced onto the silicon substrate during 
microfabrication. In the first design, a highly compressive film 
(stressor layer) was utilized to globally produce a tensile strain 
at the front side of the substrate where the sensing elements 
were fabricated. While in the second design, the stressor layer 
was patterned in a way allowing for inducing both local tensile 
and compressive transverse uniaxial pre-strain onto the 
substrate. In another word, stressor strip with intrinsic 
compressive stress will cause a tensile pre-strain underneath it 
and compressive stress on both sides. This allows for applying 
different local strain using the same stressor rather than using 
nitride capping for tensile or silicon germanium for 
compressive as used on strained based transistors. To evaluate 
the effect of the pre-strain on the piezoresistive coefficients, 
uniaxial, thermal, and hydrostatic loading will be utilized to 
calibrate both designs.   
Keywords-component; Strain Engineering; MEMS; 
Piezoresistivity, local stressor, biaxial pre-strain, uniaxial pre-
strain, intrinsic stress. 
I. INTRODUCTION 
STRAIN ENGINEERING is a cutting edge technology that is 
being employed mainly to enhance the performance of many 
CMOS devices [1] as shown in Figure 1. To continue Moore’s 
law without scaling, strain technology has been utilized in 
many high volume production, such as Intel [2], [3] , IBM [4], 
Freescale [5], and Texas Instruments [6]. For decades, thermal 
mismatches [7], lattice mismatches [8], and non-equilibrium 
deposition [9] have been utilized extensively in producing pre-
strain state globally and locally. For instance, stress 
accompanying with silicide and nitride layers were used on 
integrating strain with the CMOS devices as pictured in Figure 
1. Since 1992, biaxial [10] [11] [12], uniaxial [13] [14], and
three dimensional stress [15] were induced onto different
transistors to allow for higher performance and speed without
going smaller. Many techniques have been employed to apply
different controlled strain, such as silicide [16], nitride capping
[17], dual stress linear [18], shallow trenches isolation [15],
stress memorization technique [13], and selective epitaxial Si-
Ge/Si-C layer [3] [19] [20].
As mobility is directly related to the piezoresistive 
coefficients, these coefficients were utilized to evaluate the 
influence of strained silicon on the electron and hole mobility. 
Accordingly, strain engineering has high influence on the 
piezoresistive coefficients. Hence, strain would have a 
tremendous impact on the piezoresistive based sensing rosette. 
For instance, strain engineering could improve the sensitivity 
of piezoresistive based stress sensors by 30 percent [21]. In this 
work, a biaxial and transverse strain will be produced and 
integrated with a piezoresistive sensing rosette, which will 
allow for quantifying the effect of strain on the piezoresistive 
coefficients.  Tensile and compressive transverse local strains 
are  applied using the same stressing layer rather than using 
nitride capping for tensile or silicon germanium for 
compressive strain [2], [3]. Unlike other type of stress, 
transverse uniaxial stress has the same effect on both electron 
and hole mobility [16]. 
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Figure 1.  MOSFET structure changes in the past 30 years [2] 
II. STRESSOR DESIGN
A ten-elements sensing rosette, which was developed by the 
author’s group, was utilized to study both global biaxial and 
local uniaxial strain. This chip was fabricated on (111) silicon 
to develop a set of independent linear equations that yield the 
six stress components with full-temperature compensation 
[22], [23]. The strained silicon technology has been integrated 
during microfabrication via deposition of highly compressive 
plasma enhanced chemical vapor deposition (PECVD) nitride 
film that bends the substrate as plotted in Figure 2. This will 
produce a tensile biaxial strain at the top side of the substrate, 
where the sensing rosette is located. Considering that the in-
plane stresses are equal on all directions and the (111) plane 
has isotropic elastic properties [24], the biaxial elastic 
modulus can be utilized to calculate the pre-stain.  A 
compressive nitride film stress of 600 MPa was measured via 
the wafer curvature, however the finite element analysis for 
the stress distribution shows large stress losses up to 70% 
between the film and substrate. 
The same stressing layer was patterned in a way allowing 
for producing uniaxial local strain onto the silicon substrate as 
shown in Figure 3. Both tensile and compressive strains were 
applied using the same layer. Also the shallow trenches 
technique was used to maximize the strain produced at the 
piezoresistors’ area. The shallow trenches were etched on both 
sides of the piezoresistors using reactive ion etching. The effect 
of the stressors and the trenches was numerically studied 
extensively via ANSYS finite element software package. The 
result shows that nitride stressor would generate uniaxial 
tensile and compressive transverse stress around 50 MPa. The 
simulation indicates a dominant influence of film thickness on 
the stress transmitted to the silicon, which can reach up to 150 
and -200 for tensile and compressive stress respectively, as 
presented in Figure 4. While the shallow trenches introduce 
more strain up to 200 and -250 MPa for tensile and 
compressive stress respectively. 
Figure 2.  Curvature caused by highly compressive film 
Figure 3.  The mechanism of producing tensile and compressive pre-strain 
Figure 4.  Stress transferred to the silicon versus the film thickness 
III. MICROFABRICATION
Two different designs have been fabricated in the nanoFAB 
and the MEMS/NEMS Advanced Design Laboratory (ADL) at 
the University of Alberta. In the first design, a biaxial tensile 
pre-strain was induced at the front side of the substrate. While 
both tensile and compressive uniaxial stresses were integrated 
in the second chip. Both recipes were fabricated on a p-type 
(111) prime silicon wafers which were initially cleaned using
piranha and buffered-oxide etches (BOE). The main fabrication
steps are creating the piezoresistive sensing elements and
applying the pre-stress state as represented in Figure 5. A
highly compressive layer of PECVD silicon nitride was locally
deposited to induce tensile and compressive strain onto the
sensing elements rather than straining the whole wafer. Finally,
prior to the metallization, an additional predeposition diffusion
step was carried out to create n+ region at the contact vias to
obtain ohmic contact behavior between Al and Si. The
fabricated chips were experimentally characterized to assess
the piezoresistors functionality. The concentration profile was
measured using a time-of-flight secondary ion mass
spectrometry (ToF-SIMS). Photomicrographs of both designs
are shown in Figure 6 and Figure 7.
Canadian Microsystems Corporation (CMC). 
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Figure 5.  Microfabrication process flow of strained ten-element sensing rosette 
Figure 6.  Photomicrograph of the microfabrication biaxial strained based 
sensing rosette 
Figure 7.  Photomicrograph of the microfabrication uniaxial strained based 
sensing rosette 
250 µm 
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IV. CALIBRATION
A full calibration of the piezoresistive coefficients over 
(111) (B1, B2, B3) were carried out to quantify the influence of
strained silicon on piezoresistive coefficients. The typical
calibration results would be used to calculate the piezoresistive
coefficients. This test was carried out using  a four-point
bending (4PB) setup, environmental chamber, and hydrostatic
test [21]. Applying known uniaxial stress on the current
fabricated sensing chip will give B1 and B2 directly, while
hydrostatic load will measure B3. This calibration  setup does
not require packaging of the sensing die, where the calibration
die is a part of a rectangular beam cut from the wafer, and is
connected to a zero-insertion force (ZIF) connector using
aluminum traces as shown in Figure 8. These aluminum traces
are connected to voltmeter to provide six bias voltages which
are enough for fully calibrating the piezoresistive coefficients.
The resistance changes from the 0° sensing elements (R1, R5,
and R9) are used to determine the B1 parameters, while B2 was
calibrated via the sensing elements oriented at 90° (R3, R7, and
R10) as shown in (1). Unlike the B1 and B2, B3 can be
calculated from 0° or 90°sensing elements using the
hydrostatic test.
(1) 
The test procedure started with measuring the nominal 
resistance of the six piezoresistors at no load. Then the load 
was increased incrementally and measured. At each load 
increment, the resistances were measured again to calculate the 
change in resistance. Figures 9-11 show the typical results 
came from the calibration, where the slopes represent the B1, B2 
and B3.  
Figure 8.  The silicon beam that used in calibration 
V. CONCLUSION
In the frame of employing strain engineering on enhancing the 
performance of a MEMS 3D stress sensor, a strained based 
piezoresistive sensing rosette was developed for studying the 
effect of strain on the piezoresistive coefficients. The intrinsic 
stress accompanied with PECVD silicon nitride was utilized to 
induce a pre-strain into the silicon substrate during 
microfabrication. Both biaxial global and uniaxial transverse 
local strain was produced using the same stressing layer. A 
full study including design, fabrication, and calibration was 
carried out to build a chip that can be used to quantify the 
strain effect. 
Figure 9.  Typical 4PB results for R1, R5, and R9  
Figure 10.  Typical 4PB results for R3, R7, and R10 
Figure 11.  Adjusted hydrostatic calibration data 
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Abstract—In this paper, the transient heat conduction in a 
layered composite with an insulated interface crack parallel to 
the boundaries is investigated by using the dual phase lag 
(DPL) model. Fourier and Laplace transforms are applied and 
the mixed boundary value problem for the cracked structure 
under temperature impact is reduced to solving a singular 
integral equation. The temperature field in time domain is 
obtained and the intensity factor of temperature gradient is 
defined. Numerical studies show that overshoot phenomenon 
may occur due to the combined effect of the insulated crack 
and application of the DPL heat conduction model. The 
thermal conductivity and the phase lag parameters have strong 
influence on the dynamic intensity factor of temperature 
gradients. The results obtained by the dual phase lag model 
can be reduced to that by the hyperbolic model and that by the 
parabolic model. 
Keywords- transient heat conduction; dual-phase lag model; 
non-Fourier heat conduction; Singular integral equation 
I. INTRODUCTION
  High-rate heat transfer has become a major concern in 
modern industries and accurate heat conduction analysis is of 
great importance for the material and structural integrity. For 
applications involving high power density, extremely short 
times or cryogenic temperatures, the classical parabolic heat 
diffusion theory as stipulated by Fourier’s law of heat 
conduction becomes ineffective [1]. A unified heat conduction 
model that accounts for spatial and temporal effects in macro- 
and micro-scale heat transfer in a one temperature formulation 
has been proposed and was experimentally supported [2], 
namely the dual-phase-lag (DPL) model.  
Inherent defects in materials such as dislocations and 
cracks may disturb the temperature distribution when thermal 
loading is applied to the material, and singularities may be 
developed in the neighborhood of discontinuities. Heat 
conduction problems of cracked materials using the classical 
Fourier heat conduction model have been investigated by 
some researchers [3, 4]. Some investigations on crack 
problems in thermo-elastic materials have been made using the 
hyperbolic heat conduction model. Transient temperature field 
around a thermally insulated crack in a substrate bonded to a 
coating has been obtained by Chen and Hu [5] using the 
hyperbolic heat conduction model; and based on the same 
theory, Hu and Chen [6] obtained the transient temperature 
and thermal stress distributions around a partially insulated 
crack in a thermo-elastic strip. The problem of a finite crack in 
a material layer under the theory of non-Fourier heat 
conduction has been investigated by Wang and Han [7]. By 
applying the DPL model to a cracked half-plane under 
transient thermal loading, the dynamic temperature field 
around a partially insulated crack has been obtained [8]. 
To the author’s knowledge, the transient interface crack 
problem in a layered composite under thermal loading by 
applying the dual phase lag model has not yet been reported in 
the literature. In this paper, we analyze the transient 
temperature field around an insulated interface crack in a 
layered composite under temperature impact using the dual 
phase lag model. The effect of the parameters of the dual 
phase lag model and the geometric size of the cracked body on 
the temperature disturbance field are investigated. 
II. PROBLEM DESCRIPTION 
Consider a thermo-elastic, double-layered structure 
containing an interface crack of length 2c parallel to the 
boundaries of the structure, as shown in Fig. 1. The thicknesses 
of the upper and lower layers are 1h  and 2h , respectively. The
layered structure is initially at the uniform temperature of zero, 
and is suddenly heated to a temperature, 1T and 2T on the upper
and the lower boundaries, respectively, and )(tH denotes the 
Heaviside step function. The crack surfaces are assumed to be 
thermally insulated, which indicates that the thermal transfer 
across the crack faces vanishes. 
In order to account the effects of finite heat propagation 
and micro-structural interaction, the Fourier’s law of heat 
conduction is modified to the DPL model [2], 
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where q  is the heat flux, T  is the temperature, k  is the 
thermal conductivity of the material,   is the spatial gradient 
operator, t  is the physical time at which observation on heat 
transport is made, q and T are the phase lags of the heat
flux and temperature gradient, respectively, which are two 
intrinsic thermal properties of the material. The heat flux 
precedes the temperature gradient for Tq   , and the 
temperature gradient precedes the heat flux for Tq   . 
Conservation of the local energy with vanishing heat 
source applies [9]: 
t
T
Cq p


   (2) 
where   and pC are the mass density and the specific heat 
capacity, respectively. 
Figure 1. Geometry of cracked double-layered structure under transient 
thermal impact on the upper and lower surfaces  
Incorporating (1) with (2) leads to the heat conduction 
equations in the following form 
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where Lca  is a characteristic length parameter of the
material, the superscript “(1), (2)” represent the variables in 
the upper layer and the lower layer, respectively. It is noted 
that the following dimensionless variables have been used for 
simplicity: 
)()(
1
)()2(
1
)()1( ,, Iq
IIII LTTTTTT     (6) 
and the time have been normalized as )(Iqt  .
The heat conduction equations are subjected to the 
following boundary and initial conditions in the dimensionless 
form as 
1),,( 1
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III. METHOD OF THE PROBLEM
   Application of Laplace transforms to (3, 4) leads to: 
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where the superscript “*” denotes the quantities in the Laplace 
domain and Br stands for the Bromwich path of integration. 
By considering the initial conditions and boundary 
conditions, we can obtain the appropriate temperature field in 
the Laplace domain by using Fourier transforms as 
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where ),(),,( pEpD jj   ( 2,1j ) are unknowns to be 
determined and ),(),,(,, 21 pyWpyWnm  are known 
functions. 
    Introduce the temperature density function as 
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It is clear from the boundary conditions (10) that
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    The satisfaction of the mixed boundary value problem on 
the crack face plane leads to the singular integral equation for 
),( px  as follows 
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where ),,( ptxH  is the kernel function  and its expression is 
omitted here. 
    The solution of the singular integral equation (18) under the 
single-valuedness condition (17) may be expressed as [10]: 
21),(),( xpxpcx  .      (19) 
where ),( px  is bounded and continuous on the interval 
]1,1[ . From the properties of symmetry and the condition 
(17), it is seen that ),( px  is an odd function of x , i.e., 
),(),( pxpx  . 
By using the numerical method of Erdogan [10], Singular
integral equations (17) and (18) can be solved at discrete 
points as 
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Once the function ),( pt  is obtained, the function 
),(2 pD  can be obtained by applying the Chebyshev 
quadrature for integration as 
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   The functions ),(1 pD  , ),( pE j   ( 2,1j ) can be expressed
in terms of ),(2 pD  as 
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IV. TEMPERATURE FIELD
    The substitution of (21, 22) into (14, 15) can give the 
temperature in the Laplace domain, and the temperature in 
time domain can be obtained by applying the Laplace inverse 
transform.  
    Of particular interest are the temperature gradients in the 
cracked media under thermal loadings. A temperature gradient 
is a physical quantity that describes in which direction and at 
how much rate the temperature changes the most rapidly 
around a particular location. The temperature gradients in the 
Laplace domain can be obtained as 
    The singular temperature gradients near the right crack tip 
in the Laplace domain can be obtained as 
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    The temperature gradients near the crack tip in the radial 
direction in the Laplace domain can be obtained as 
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where the subscript “ j, ” ( ryxj ,, ) denote the 
temperature gradient in x , y  and radial direction, 
respectively; ),( r  are the polar coordinates measured from 
the crack tip defined by 
)()tan(,)( 222 cxyycxr   .    (26) 
    In front of the crack tip at   , the temperature gradient 
reaches the maximum value and the intensity factor of the 
temperature gradient (IFTG) near the crack tip can be defined 
as [11], 
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and the radial intensity factor of the temperature gradient 
(RIFTG) near the crack tip can be defined as 
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    By applying the inverse Laplace transform, the near crack-
tip temperature gradients in time domain can be obtained as 
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where the intensity factor of temperature gradient (IFTG) in 
the time domain, )()( tK jT  ( 2,1j ) is given as 
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and the radial intensity factor of temperature gradient (RIFTG) 
near the crack tip in time domain is 
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It can be seen from (33) that the dynamic temperature 
gradients possess a 21r  singularity near the crack tip, which 
is in agreement with the corresponding static thermal crack 
problem [3, 11]. The dynamic effect is merely introduced by 
the IFTGs, which are time-dependent as shown in (34, 35). It 
can be observed that the maximum temperature gradient 
appears at the angle   , which corresponds to the lower 
and the upper crack surfaces near the crack tip; this conclusion 
is in agreement of the physical intuition that abrupt 
temperature changes occur near the crack tip. The effect of the 
geometric size 1h  and 2h  on the radial intensity factor of 
temperature gradient (RIFTG) is through the function ),1( p , 
and the geometric size does not affect the angular function of 
the temperature gradient. 
V. NUMERICAL RESULTS AND DISCUSSION
    The temperature field in the time domain can be obtained by 
applying the numerical inversion of Laplace transform, as 
detailed in Miller and Guy [12]. The geometric size of the 
composite is chosen as 1,2,1 21  Lchch , without 
loss of generality. 
The temperature distribution in the cracked layers is shown 
in Figs. 2 and Figs. 3 for the cases of 5.021 kk  and 
221 kk , respectively. Other related material parameters of 
the two layers are assumed to be sqq
9)2()1( 10 , 
sT
9)1( 100.2  , sT
9)2( 105.0  . The normalized
temperature applied on the boundaries of the layers are 
assumed to be 2,1 21  TT .  
For the case of 5.021 kk , the disturbance of the 
thermally insulated crack on the temperature field can be 
observed from the iso-temperature lines in Fig. 2, and there is 
a temperature jump across the crack faces. The interference of 
the insulated crack results in the higher temperature in the 
inner region of the heat conduction medium than that on the 
boundary, this is called temperature overshooting 
phenomenon, as shown in Fig. 2, which corresponds to the 
normalized time 0.2t . This temperature overshooting 
phenomenon is of great importance in thermal engineering 
applications such as safety design of the electronic or 
mechanical devices under severe thermal loadings [13]. Fig. 3 
display the temperature distribution in the cracked layers for 
the case of 221 kk , temperature overshooting phenomenon 
is observed and there is a temperature gap across the crack. 
Comparing to Fig. 2, it can be seen that the temperature 
intensification around the crack varies as the thermal 
conductivity parameters changes.  
Of much interest is the temperature distribution on the 
crack faces as the insulated crack interrupt the temperature in 
the cracked composite. The temperature on the crack faces and 
crack face extended lines is shown in Fig. 4 for different time 
points. It is observed that there is temperature jump across the 
insulated crack on the interface of the bonded layers, while 
outside the crack region the temperature on the interface is 
continuous. As the time changes, the temperature on crack 
faces and the extended lines changes accordingly. It can be 
seen that the temperature on part of the upper face may exceed 
the temperature on the boundary. 
Figure 2. Temperature distribution in cracked layers when 5.021 kk at 
0.2t . 
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Figure 3. Temperature distribution in cracked layers when 221 kk at 
0.2t . 
 
Figure 4. Temperature distribution on crack faces and extended lines when 
5.021 kk . 
VI. CONCLUSIONS
The transient temperature distribution in a layered 
composite with an interface crack under temperature impact 
loading has been studied using the dual phase lag model. The 
crack lies parallel to the boundary and is assumed to be 
thermally insulated. Fourier and Laplace transforms are 
applied to solve the temperature field, and the mixed boundary 
problem is reduced to solving a singular integral equation. An 
asymptotic analysis and inverse Laplace transform are applied 
to obtain the temperature field in the time domain and the 
intensity factor of temperature gradient is defined. Numerical 
studies show that overshoot phenomenon may occur due to the 
combined effect of the insulated crack and application of the 
DPL heat conduction model. The thermal conductivity and the 
phase lag parameters have strong influence on the dynamic 
intensity factor of temperature gradients. 
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Abstract—Turbulent flow inside the urban roughness sublayer, 
despite its complexities, plays a crucial role in the microclimate 
of the built environment. The parameterization of flow in the 
urban roughness sublayer provides a better understanding of 
turbulent exchange process leading to accurate weather 
forecasting. This study focused on developing relationships 
between turbulent quantities, including momentum and heat 
fluxes, and mean quantities such as mean wind speeds. Field 
data, including wind directions, wind speeds, and thermal 
stability conditions, were collected from an urban canopy in 
Guelph, Ontario, Canada during the summer 2017. 
Comparative data was obtained from a nearby rural station. A 
systematic scaling analysis was performed to identify a range 
of quantities highly related to turbulent fluxes. All 
combinations of quantities leading to dimensionless groups 
were evaluated. Linear and nonlinear correlation coefficients 
between different groups of variables identified when mean and 
turbulent quantities were related. Significant improvement in 
correlation coefficients was observed using high order 
polynomial regression, revealing the challenge of developing a 
robust model for predicting nonlinear behavior of turbulence. 
This study also used artificial neural networks (ANNs) to find 
nonlinear relationships between turbulent and mean quantities. 
As used here, an ANN is a multivariable function which 
attempts to approach the exact value of turbulent flux based on 
independent variables, properly chosen from dimensionless 
groups. Results showed that these approaches can successfully 
relate most, but not all, turbulent quantities to mean quantities. 
Keywords-component; microclimate, urban canopy; turbulence; 
artificial neural network; scaling 
I. INTRODUCTION
Flow interactions between near-surface regions and the 
atmosphere in built-up areas cause spatial and temporal flow 
complexity leading to phenomena such as channeling flow, 
secondary vortices, complex three-dimensional patterns and 
turbulence. Within the lower level of the urban atmosphere, 
which is the region from the surface up to the top of the 
atmospheric roughness sublayer, net transport of energy and 
pollutants is greatly influenced by the turbulent flow. Therefore, 
a general understanding of turbulent exchange processes in the 
lower urban atmosphere can give insight into underlying flow 
features. Numerous studies have investigated flow 
characteristics in mesoscale models that characterize large 
spatial and temporal scales. Three-dimensional effects, which 
are significant up to two or more times building heights, and the 
methods used for approximating the atmospheric roughness 
sublayer, can considerably change modeled flow and dispersion 
processes. Another important feature of flow is the formation of 
shear layers at roof level, which oscillate at dominant 
frequencies due to instabilities. Turbulence transport into the 
canopy is driven by these shear layers and turbulence 
characteristics vary by any change in the upwind conditions. 
More flow complexity arises in canopies with unequal building 
heights. Side separation layers, jetting flow from the windward 
face of downstream buildings, and channeling flow in a finite 
street length, can all cause additional difficulties when 
investigating in-canyon flows in these environments [1-4]. 
Analytical and numerical studies focused on the UCL are not 
developed enough to capture all of the important features of flow 
in these regions. It has been suggested that empirical 
relationships can be developed for the variables of interest. 
Turbulent exchange processes are usually investigated by 
measuring momentum and heat fluxes. Similarity theory is used 
to parameterize variables and guide the design of experiments to 
record the most desirable information [5]. Successful use of 
similarity theory requires guessing relevant variables that can be 
determined from measureable parameters, and ensuring these 
are relevant to predicting the unknown variables of interest. 
Numerous studies have employed Monin-Obukhov similarity 
theory to estimate wind, temperature, and turbulence statistics 
profiles as functions of friction velocity and length scales [6]. 
Additionally, accurate and reliable measurements of 
meteorological quantities, which can be obtained from field 
measurements or approximated from wind tunnel studies, are 
required to relate turbulent fluxes to other known quantities in 
the flow such as mean velocity or temperature. There have been 
many attempts to parametrize and describe turbulent transport in 
rough but horizontally homogenous environments. However, 
turbulence characteristics are still not well understood in 
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horizontally inhomogeneous urban areas and further 
investigations are required. The pioneering efforts of Roth and 
Oke [7], followed by many others, have shown how to 
parametrize turbulent fluxes in horizontally inhomogeneous 
built areas.  Most of these studies attempted to find or modify 
correlations between turbulent quantities and Monin-Obukhov 
length over the canopy. It has been found that there can be strong 
nonlinear relationships between different quantities within the 
canyon [8]. 
II. OBJECTIVE
This study investigated the relationships among different 
turbulent and mean quantities within and above an urban canyon 
under all wind directions, wind speeds, and thermal stability 
conditions. Scaling analyses were completed to identify 
relationships between variables. The study used measured 
microclimate data collected around an urban canyon in Guelph, 
Ontario, Canada during the summer 2018. The canyon has an 
aspect ratio of unity and is located on the University of Guelph 
campus. Strong nonlinear relationships between turbulent and 
mean quantities were observed. These were investigated by 
fitting high order polynomial equations to the data set. Artificial 
neural networks (ANNs) were also employed to find how 
turbulent fluxes can be related to groups of known variables to 
allow investigation of non-linear relationships. The approach 
presented here can be extended to turbulent flow in other 
canopies with different morphologies and climates.  
III. OBSERVATION SITE
Data was collected from an urban microclimate field 
campaign held at the University of Guelph, Guelph, Ontario, 
Canada from 13th to 25th of August 2017 (Fig. 1). 
Meteorological conditions, including fluctuating velocity, 
surface and atmospheric temperature values, were measured 
within the urban canyon and on the roof-top of the building 
situated at the southwest canyon wall, using RM Young 81000 
three-dimensional sonic anemometers recording at 4 and 32 Hz. 
Data was also collected from the Guelph Turfgrass Institute, an 
open-field station representative of rural conditions located 1.9 
km northeast of the canyon site [9]. Since local wind direction 
can significantly affect turbulence quantities and flow patterns 
within and above the urban canopy, the field data were collected 
and analyzed under all wind directions and thermal stability 
conditions.  
Figure 1: Top view of urban site  
IV. METHODOLOGY
Most variables will be considered to have mean and 
fluctuating components: ! = ! + $  where $  is the turbulent 
fluctuating component and the overbar notation signifies a 30-
minute time average of a variable. Lowercases are used to 
expresses variances and fluxes, e.g. %&  represents velocity 
variance in the x direction. Subscripts ', ( and ) denote roof-
level, street-level, and rural area measurements.  ANNs, which 
can discover nonlinear relationships between various 
parameters, were employed to relate turbulent quantities  
TABLE I. SCALING OF TURBULENT FLUXES AT STREET (LEFT) AND ROOF (RIGHT) LEVELS 
T
ur
bu
le
nt
 f
lu
xe
s Urban Flow Variables 
Correlation Coefficient (Co) 
Street level Roof level 
*+ ,&- ,.- /-& , 01&, %∗1& ,.1  , .&1  , (1& (3&, %&1  , ,&1  , 4561 Co = 0.90 Co = 0.96 0.2 < Co < 0.4 0.4 < Co < 0.5 
*A B-&, (-& 0-&,%∗-&, %&-.&- , 456- B1&, /1&, (3& B-&, (-&, ,&- /-&, ,&1  , 4561 %∗1&,%&1 ,.&1 0.8 < Co < 0.9 0.9 < Co < 1.0 0.2 < Co < 0.4 0.4 < Co < 0.5 0.5 < Co < 0.6 
+A ,&-, %,- ,.1  , (-&,,&- /1&, 01&%&1  , .&1 (1
&
, (3&,&1  , 4561 %∗1&0.9 < Co < 1.0 0.2 < Co < 0.4 0.5 < Co < 0.6 0.6 < Co < 0.7 0.7 < Co < 0.8 
*F ,)1 .)- .)1 Co = −0.21 Co = −0.99 Co = 0.22 
+F .)1  ,	%)- , .)- 0.2 < Co < 0.4 
AF ,)1 %)- ,)1  , %)1 Co = 0.21 Co = −0.99 0.2 < Co < 0.4 
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to mean variables or those that can be measured conveniently. 
Properly scaled mean quantities form the input layers and 
turbulent fluxes are predicted at the output layer. Multilayer 
feedforward backpropagation network was used to find 
relationships between inputs and outputs while minimizing 
errors. The backpropagation algorithm is an iterative procedure 
that tries to modify weights based upon errors determined for all 
layers. Problems such as overfitting may arise in training a 
network, resulting in a poor generalization [10]. To avoid this, a 
simple optimization procedure was used to find a suitable 
network architecture containing an optimum number of hidden 
layers and neurons. It was speculated that in cases where the 
underlying relationships between variables are relatively simple, 
linear regression can outperform neural networks for relating 
turbulent and mean quantities. Therefore, it was necessary to 
understand the strength of linear or nonlinear correlations 
between different quantities before seeking complex 
relationships. Before creating a neural network, a systematic 
dimensional analysis was performed. All possible dimensionless 
groups containing two or three variables were built. Then, this 
analysis was used to distinguish between existing linear and 
nonlinear relationships. Moreover, high order polynomial 
functions were fit to the measured data to understand the severity 
of nonlinear relationships. This procedure provided us with a 
selection of quantities with known strong linear or nonlinear 
relationships. 
V. RESULTS AND DISCUSSION
A. Two-variable Diemsionless Groups
A systematic dimensional analysis identified all of the
relevant two-variable dimensionless groups in table I. Those 
groups with linear correlation coefficients higher than 0.2 
between turbulent fluxes and other quantities are shown. Some 
strong linear correlations were found at street level that were 
mostly related to other turbulent quantities such as variances 
along the street axis, ,&- . Significant linear correlation 
coefficients between different turbulent fluxes at street level, e.g. %,- and ,.-, provide an opportunity to find turbulent fluxes of 
interest by knowing the value of other fluxes, which may be 
accessible to determine. Among all momentum and heat fluxes, 
those with components in the vertical direction, i.e. %. and .), 
play important roles in the correct representation of the urban 
boundary layer. It is evident that there is a significant correlation 
between the momentum flux in the vertical direction,	%.-, and 
other mean quantities including B-&  and 0-& . Unlike at street 
level, the roof level turbulent fluxes did not exhibit high linear 
correlations with other variables. It is worth noting that there are 
still some linear relationships between vertical momentum 
fluxes, ,.1  and %.1 , and mean quantities with correlation 
coefficients of 0.4 to 0.6. In comparison with flow within the 
canyon, wind speed and wind direction at roof-level are more 
likely to follow the flow patterns in the rural area. Linear 
correlations between rural wind speed, (3& , and momentum
fluxes at roof level are shown in table I. Some other important 
correlations were also found, including relationships between %,1 , %.1  and ,.1 , and squared mean velocity components 
within the canyon, /-&  and B-& . It is revealed that turbulent 
quantities at street level can be determined indirectly through 
mean quantities at the roof level and the rural site. Among all 
two-variable dimensionless groups, heat fluxes at roof-level 
only correlated with other heat fluxes at roof and street level. 
Higher order polynomial fits were also used to attempt to 
correlate the measured data for each two-variable dimensionless 
group. An example of the corresponding correlation coefficients 
is shown in Fig. 3. Comparing the value of correlation 
coefficients of linear and higher order polynomial functions, 
particularly groups containing B1& , B-& and 0-& , shows the 
existence of strong nonlinear relationships. For example, using 
a second order polynomial function to relate %.1  to B1&
increases the correlation coefficient by 178 percent. Fig. 4 shows 
how using the second order polynomial can improve the 
prediction of the relationship between %.1 and B1&. However, 
there was no significant change in correlation coefficients for 
groups containing /-&  or /1& . Likewise, using nonlinear 
functions for other vertical turbulent fluxes did not produce 
noticeable changes in correlation coefficient (not shown here). It 
can be concluded that nonlinear regression can significantly 
improve relationships between turbulent and some mean 
quantities. This highlights the importance of developing a proper 
nonlinear function which can describe nonlinear behavior of 
turbulent fluxes.  
Figure 3: Correlation coefficient (Co) for different order polynomial 
regressions of the momentum flux 
Figure 4: Comparison of linear and high order polynomial regression of 
momentum of flux 
B. Three-variable Diemsionless Group
The same algorithm used above was also applied to three-
variable dimensionless groups. Fig. 5 shows how higher order 
polynomial regressions can modify correlation coefficients. 
Vertical heat flux at roof level, .)1 , had a strong nonlinear 
relationship with temperature differences between surface and 
adjacent atmosphere multiplied by vertical velocity (solid line). 
There are poor linear and nonlinear relationships between other 
heat flux (horizontal heat fluxes are not shown) and mean 
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quantities. In this figure, 4IJ1  and 4IJ-  represents surface 
temperature at roof and street levels. 
Figure 5: Correlation coefficient (Co) for different polynomial regressions of 
vertical heat flux; primary axis (solid lines) and secondary axis (dash lines) 
C. Developing a Multivariable Function
The scaling studies provided insight into what mean
quantities can be related to turbulent quantities. The unsteady 
and, to some extent, unpredictable nature of turbulent flows, 
particularly within a canyon, make turbulence modeling difficult 
and it seems unreliable to try to predict most features of 
turbulence using only one quantity. It has been suggested that 
multivariable functions can limit duplicity of solutions for a 
turbulence problem [11]. Thus, multivariable functions were 
developed using ANNs. Among all two and three-variable 
groups, those which exhibited high linear correlation 
coefficients between turbulent and mean quantities were chosen 
as candidates in the search for multivariable functions. The 
capability of an ANN to restrict and predict turbulent fluxes was 
evaluated by performing statistical  
TABLE II.  COMPARISON OF MULTIVARIABLE FUNCTIONS WITH SINGLE-VARIBLE FUNCTION OF TURBULENT FLUXES WITHIN CANYON
Case 
Study
Group of Variables Multivariable Function 
NMSE FB NMSE FB 
KLM 
1 %∗- )&- B-(4IJ − 41) 0-(4IJ − 41) P(%∗- )&-, B-(4IJ − 41)	,0-(4IJ − 41)) 
0.0012 0.0000 0.0371 0.0000 0.0369 -0.0000 0.0382 0.3333 
2 %∗- )&- B- )&- 0- )&- P(%∗- )&-, B- )&-	,0- )&-) 
0.0012 -0.0000 0.0017 0.0000 0.0012 -0.0000 0.00017 -0.0144
3 %∗- )&-	 (1 )&-	 (3 )&-	 P(%∗- )&-, (1 )&-	, (3 )&-)	
0.0012 0.0000 0.0112 -0.0000 0.0170 0.0000 0.0003738 0.0285 
RKM 
4 
%∗-& 0-%∗- B-%∗- P(%∗-&,0-%∗-	, B-%∗-)	
0.00073 -0.0000 0.0011 0.0000 0.0014 0.0000 0.000062 0.00069 
5 
%&- 0-%∗- B-%∗- P(%&-,0-%∗-	, B-%∗-)		
0.00057 0.0000 0.0011 0.0000 0.0014 0.0000 0.0039 -0.0904
6 
.)-& )&- 0-%∗- B-%∗- P(.)-& )&- ,0-%∗-	, B-%∗-)
0.00076 0.0000 0.0011 0.0000 0.0014 0.0000 0.0026 -0.0301
7 
%∗-& (1%∗- (-%∗- P(%∗-&, (1%∗-	, (-%∗-)		
0.00073 -0.0000 0.0082 0.0000 0.0013 0.0000 0.00090 0.0057 
8 
%∗-& (1%∗- (3%∗- P(%∗-&, (1%∗-	, (3%∗-)	
0.00073 -0.0000 0.0082 0.0000 0.0129 0.0000 0.00049 0.0299 
TABLE III. COMPARISON OF MULTIVARIABLE FUNCTIONS WITH   SINGLE-VARIBLE FUNCTION OF TURBULENT FLUXE AT ROOF-LEVEL 
Case 
Study
Group of Variables Multivariable Function 
NMSE FB NMSE FB 
RKS 9 %∗1
& B1%∗1  B-%∗1  P(%∗1&, B1%∗1	, B-%∗1) 
0.0081 -0.0000 0.0022 0.0000 0.0054 0.0000 0.00036 -0.0121
10 
.)1& )&1  %)1& )&1  B1%∗1  P(.)1& )&1 , %)1& )&1 , B1%∗1	)
0.0082 -0.0000 0.0082 0.0000 0.0022 0.0000 0.0011 0.0400 
analysis. Two metrics fractional bias (FB) and normalized mean 
square error (NMSE) were employed [12]. NMSE represents the 
overall scatter between observed and predicted quantities while 
FB quantifies the overall under- or over-estimation of measured 
quantities. Tables II and III show how efficiently and precisely 
ANNs can predict vertical turbulent fluxes. FB and NMSE were 
calculated for single-variable functions obtained from linear 
regressions of each induvial group of variables, and 
multivariable functions generated by ANN containing each 
group as an independent variable. Friction velocity, %∗- =
(%.-& + ,.-&)T U , played an important role in scaling mean 
quantities leading to proper prediction of the turbulent fluxes. In 
comparison with linear regressions for the same case, an ANN 
often reduced NMSE by one order of magnitude. An ANN with 
input variables of %∗- )&- , (1 )&- , (3 )&-  showed 68 to 98 
percent improvement in prediction of vertical heat flux at street 
level, .)-  compared to linear correlations. Employing ANNs 
also provided an opportunity to directly relate turbulent fluxes to 
horizontal rural velocity, (3 , with an acceptable accuracy. 
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Notable improvements also occurred in ANN predictions of %.-
and %.1  with P(%∗-&,0-%∗-	, B-%∗-)  and P(%∗1&, B1%∗1	, B-%∗1)
as multivariable functions, respectively. On the other hand, FB 
deteriorated when an ANN was used to predict fluxes, but the 
results were still considered acceptable, meeting the range of 
acceptance criteria [13]. Figs. 6 and 7 compare predictions of 
hourly time series of turbulent fluxes using ANN and field 
measurements. These figures are based on case studies 3 and 9, 
as referred to in Tables II and III, which represented significant 
improvement in prediction of relevant turbulent fluxes. Field 
data were collected at all wind speeds and directions, so no clear 
trend was expected for hourly flux time series. The level of 
agreement between observations and the ANN predictions is 
remarkable. This suggests that a well-trained ANN, such as built 
herein, can ingest, the inherently chaotic flow behavior within 
and above the canopy. However, ANNs failed to predict other 
turbulent fluxes, such as %,- and .)1 ,  using mean quantities. 
Additionally, as depicted in Tables II and III, linear regressions 
in cases 1 and 5 outperformed nonlinear multivariable functions. 
Figure 6: Comaprison of ANN results with measurement data of vertical 
heat flux within the canyon 
Figure 7: Comaprison of ANN results with measurement data of vertical 
momentum flux at roof-level 
VI. CONCLUSIONS
Systematic scaling analysis was performed to find 
relationships between turbulent and mean quantities within and 
above the urban canopy. Field data was collected under all wind 
directions, wind speeds, and thermal stability conditions from a 
street canyon within an urban canopy, and also a rural area, in 
Guelph, Ontario, Canada. Several approaches were used to 
establish relationships between turbulent and mean quantities. 
The significance of nonlinear behavior and relationships 
between quantities was evaluated by creating dimensionless 
groups of variables containing two or three quantities. High 
linear correlations for vertical momentum flux at both roof and 
street levels were found with mean wind speeds. This linear 
behavior is much more profound at street-level. Applying higher 
order polynomial functions to the field data revealed some 
strong nonlinear relationships. It was observed that using 
nonlinear functions can improve correlation coefficients 
significantly, for example, enhancing correlation coefficient by 
178 percent for the relationship between %.1 and B1&. Similar 
results were found for the vertical heat flux. Additionally, it was 
found that artificial neural networks (ANNs) can be generated to 
predict such strong nonlinear relationships. The predictive 
capability of ANNs was evaluated for the current dataset by 
comparing NMSE and FB calculated by ANN and linear 
regressions. It was found that a well-trained ANN accurately 
predicted vertical momentum and heat fluxes within and above 
the canyon. However, in some cases linear regression 
outperformed ANN predictions. The different approaches are 
complementary to one another, and can be used in combination 
to further develop robust optimization algorithms for predicting 
turbulence quantities from mean meteorological values. 
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Abstract — In this study, the concept of multi-directional 
functionally graded cellular material (FGCM) is introduced. 
FGCMs consist of two spatially-varying engineered phases: 
solid and void. Different parameters, such as relative density, 
cell topology, cell orientation, and cell elongation, can be 
tailored in multiple directions to optimize their mechanical 
performance. We implement a homogenization technique to 
evaluate the structural response of plates made by advanced 
cellular solids. The homogenized effective properties are used 
in a third-order shear deformation theory (TSDT) formulation. 
The governing differential equations are solved by a finite 
element method to predict the mechanical response of FGCM 
plates. The numerical results reveal that it is possible to increase 
the buckling load as much as 115% and decrease the maximum 
deflection about 60% by using an FGC structure. 
Keywords - Architected advanced materials, Functionally graded 
cellular materials, Homogenization, FDM 3D prining 
I.  INTRODUCTION
Over the last 50 years, several investigations revealed that 
cellular materials may replace fully dense solids in many 
different applications [1, 2]. Opposed to conventional materials 
which gain their properties merely from their material 
composition, cellular solids gain their properties mainly from 
their underlying architectures [3]. Several investigations have 
been performed to study the mechanical behavior of cellular 
materials. The majority of these early investigations on the 
mechanical properties of advanced porous materials was 
summarized by Gibson and Ashby in their textbook on “Cellular 
Solids, Structures and Properties” [1]. Furthermore, application 
of cellular materials as mechanical elements was first introduced 
in the design of structural sandwich panels in 1969 when 
periodic honeycomb sheets were used as the core of sandwich 
panels [4]. These studies and many others [5-9], shed some light 
on the properties and possible applications of cellular materials.  
The characteristic properties of the representative cell 
(relative density and void (pore) topology), were uniform across 
the lightweight structure in all the initial studies mentioned 
above. However, recent technical developments in advanced 
manufacturing techniques, like additive manufacturing [10] and 
powder metallurgy [11], lead to new opportunities to design and 
manufacture architected cellular structures, in which the 
geometrical features and material composition of their 
constituent unit cells can vary in a specified direction. The 
cellular structures in which the cell’ relative density and 
topology vary across the lightweight structures with a pre-
defined distribution function are called “Functionally Graded 
Cellular (FGC)” structures. This idea is inspired by natural and 
biological materials such as bamboo, plants and Humboldt beak. 
A few studies are available in the literature implementing the 
idea of graded cellular properties in the structural mechanical 
design. One of the earliest research in the field of FGC structures 
was performed to apply the idea of graded honeycomb structures 
to obtain a Poisson-curving structure; i.e. a structure which 
experiences a significant change in its thickness as a result of a 
prescribed curvature [12]. Afterwards, a finite element based 
micromechanical model was proposed to predict the fracture 
toughness of FGC foams [13]. Moreover, FGC structures were 
shown to be suitable for practical applications such as orthopedic 
hip implants [14] and cores of aero-engine fan blade [15]. 
In the present article, we perform a comprehensive study on 
the architected multi-directional FGCMs with a focus on 
architected cellular plates. The cell topology is modelled by a 
superellipse function [16], and the effective properties are 
obtained by using standard mechanics homogenization [17]. A 
generalized power-law function is proposed to model the 
variation of cell characteristics in multiple directions. The 
governing equations for the structural analysis of FGC plates are 
obtained by using Reddy’s third-order shear deformation theory 
[18], and solved by a finite element model. The advantages of 
FGC structures over regular cellular structures are illustrated 
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through various examples and the effect of different distribution 
functions are investigated. 
II. MODELLING OF FUNCTIONALLY GRADED CELLULAR 
PLATES 
A. Formulation of Cell Geometry
In this work, an FGC plate with length 𝐿𝑡𝑜𝑡, width 𝑊𝑡𝑜𝑡, and
thickness 𝑇𝑡𝑜𝑡 is considered in the 𝑥𝑦 −plane as shown in Fig. 1.
The plate consists of 𝑁𝑥  cells in 𝑥 − direction, 𝑁𝑦  cells in
𝑦 −direction, and 𝑁𝑧 cells in 𝑧 −direction, where (𝑥, 𝑦, 𝑧) refer
to the global Cartesian coordinate system also shown in Fig. 1. 
The properties of cellular materials depend on their relative 
density and void topology. Here, a focus is made on extruded 
two-dimensional square cells in which the void topology of each 
cell is introduced according to the following superellipse 
function [16]:  
[
?̃?
?̃?
] = [
𝑟𝑥 cos
𝑛 ∅
𝑟𝑦 sin
𝑛 ∅
] 𝑅(𝜃)  (1) 
where 0 ≤ ∅ ≤ 2𝜋 , ?̃?  and ?̃?  are the local coordinate system
whose origin is at the center of the unit cell. Three parameters 
(𝑟𝑥, 𝑟𝑦, 𝑛) have been introduced to control and optimize the void
size and topology. Equation (1) simplifies to a circular cell with 
radius 𝑟0  for the case of 𝑛 = 1 and 𝑟𝑥 = 𝑟𝑦 = 𝑟0 . Moreover,
𝑅(𝜃) = [
cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃
]  is the rotation matrix enabling to
rotate the void topology within each cell. To allow a systematic 
study for the effect of void topology and void orientation on the 
mechanical responses of FGC structures, four independent 
parameters are considered: shape parameter (𝑛) , aspect ratio 
(𝐴. 𝑅. =
𝑟𝑦
𝑟𝑥
), relative density (ρ
𝑟𝑒𝑙
), and orientation angle (𝜃). In
this study, these four parameters are assumed to vary in the range 
of [0.01,3] , [1,3] , [0.01,1]  and [0, 𝜋] , respectively. Fig. 2
presents the effect of 𝑛  and 𝐴. 𝑅.  on the void topology of 
periodic cellular materials. It should be mentioned that cell 
topologies for which the void geometry intersect with cell 
boundaries has been marked as “Geometrically Inadmissible” in 
Fig. 2. 
Fig. 1- Homogenous cellular plate 
Fig. 2- Achievable cell topologies by a 2D superellipse function as a function 
of the shape parameter (n) for 𝝆𝒓𝒆𝒍 = 𝟎. 𝟗 and different aspect ratios (A.R.) 
B. Formulation of Cell Topology Variation in FGCMs
A general power-law function is introduced here to represent
any property distribution throughout the length, width and 
thickness of the material as: 
𝑃(?̅?, ?̅?, 𝑧̅) = 𝑃1 + (𝑃0 − 𝑃1) (1 −
?̅?
?̅?0𝑃
)
𝑚𝑥𝑃
(1 −
?̅?
?̅?0𝑃
)
𝑚𝑦𝑃
(1 −
?̅?
?̅?0𝑃
)
𝑚𝑧𝑃
       (2) 
where 𝑃 represents any of the four void topology parameters (𝑛, 
𝐴. 𝑅., ρ
𝑟𝑒𝑙
, and 𝜃), 𝑃0  is its value at the origin (𝑥 = 0, 𝑦 = 0,
𝑧 = 0) and 𝑃1 is its extreme value at 𝑥 = ?̅?0𝑃, 𝑦 = ?̅?0𝑃 and 𝑧 =
𝑧0̅𝑃. In all cases, an overbar indicates dimensionless coordinates
defined as: 
?̅? =
𝑥
𝐿𝑡𝑜𝑡
, ?̅? =
𝑦
𝑊𝑡𝑜𝑡
, ?̅? =
𝑧
𝑇𝑡𝑜𝑡
(3) 
Moreover, 𝑚𝑥𝑃, 𝑚𝑦𝑃 and 𝑚𝑧𝑃 , introduced in Eq. (3), are even
integers indicating the distribution profile function. If 𝑚𝑥𝑃 ,
𝑚𝑦
𝑃
 or 𝑚𝑧𝑃 equals zero, the property in the 𝑥, 𝑦 or 𝑧 direction
results in a constant value, respectively; i.e. a homogenous 
distribution of cellular materials in the respective direction. If 
𝑃0 = 𝑃1 , the property  has a constant value 𝑃0  all over the
domain. 
C. Formulation of Functionally Graded Cellular Plates
In this study, the effective elastic properties of all the cells
modelled by the superellipse formulation are obtained by 
standard mechanics homogenization [17]. The material property 
chart, or so-called Ashby chart [1], is an effective presentation 
giving an overview of solid materials properties lying in a certain 
characteristic range. As a result, Fig. 3 presents the Ashby chart 
for well-known solid materials along with 2D extruder cellular 
materials with superellipse topologies. Fig. 3 shows that the 
range of Young’s modulus for cellular materials can be extended 
to regions which cannot be achieved by fully dense solid 
materials. 
To develop a methodology which can be implemented for 
thin and relativity-thick cellular plates, Reddy’s third-order 
shear deformation theory (TSDT) [18] was used. According to 
TSDT, the transverse shear stresses are presented as a quadratic 
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function through the plate thickness. Therefore, unlike the first-
order shear deformation theory (FSDT), it is not necessary to 
introduce any shear correction factor in the formulation. 
Based on the abovementioned assumptions and by applying 
Hamilton’s approach [18], the governing equations for the 
present problem, in which the cell topology and subsequently 
elastic properties are varying in multiple directions, will be 
obtained as: 
𝑁𝑥𝑥,𝑥 + 𝑁𝑥𝑦,𝑦 = 𝐼0?̈?0 + 𝐽1?̈?𝑥 − 𝑐1𝐼3?̈?0,𝑥 (4) 
𝑁𝑦𝑦,𝑦 + 𝑁𝑥𝑦,𝑥 = 𝐼0?̈?0 + 𝐽1?̈?𝑦 − 𝑐1𝐼3?̈?0,𝑦 (5) 
𝑐1𝑃𝑥𝑥,𝑥𝑥 + 2𝑐1𝑃𝑥𝑦,𝑥𝑦 + 𝑐1𝑃𝑦𝑦,𝑦𝑦 + 𝑄𝑥,𝑥 + 𝑄𝑦,𝑦 −
3𝑐1(𝑅𝑥,𝑥 + 𝑅𝑦,𝑦) +  𝑞 = 𝑐1(𝐼3?̈?0 + 𝐽4?̈?𝑥 −
𝑐1𝐼6?̈?0,𝑥),𝑥 + 𝑐1(𝐼3?̈?0 + 𝐽4?̈?𝑦 − 𝑐1𝐼6?̈?0,𝑦),𝑦 + 𝐼0?̈?0
(6) 
𝑀𝑥𝑥,𝑥 + 𝑀𝑥𝑦,𝑦 − 𝑐1(𝑃𝑥𝑥,𝑥 + 𝑃𝑥𝑦,𝑦) − 𝑄𝑥 + 3𝑐1𝑅𝑥 =
𝐽1?̈?0 + 𝐽2?̈?𝑥 − 𝑐1𝐽4(?̈?𝑥 + ?̈?0,𝑥)
(7) 
𝑀𝑦𝑦,𝑦 + 𝑀𝑥𝑦,𝑥 − 𝑐1(𝑃𝑦𝑦,𝑦 + 𝑃𝑥𝑦,𝑥) − 𝑄𝑦 + 3𝑐1𝑅𝑦 =
𝐽1?̇?0 + 𝐽2?̈?𝑦 − 𝑐1𝐽4(?̈?𝑦 + ?̈?0,𝑦)
(8) 
where comma represents partial differentiation with respect to 
𝑥 or 𝑦, dots denotes differentiation with respect to time and 𝑢0,
𝑣0 , 𝑤0 , 𝜑𝑥  and 𝜑𝑦 are the displacements and rotations of the
transverse normal on the plane 𝑧 = 0. Moreover, 𝑐1 =
4
3𝑇𝑡𝑜𝑡
2  and 
𝑁𝛼𝛽, 𝑀𝛼𝛽, 𝑃𝛼𝛽, 𝑄𝛼𝛽 and 𝑅𝛼𝛽 are stress resultants, 𝐼𝑖 and 𝐽𝑖 are
moments of inertia and 𝑞 is the transverse mechanical load. 
Equations 4-8 are discretized and solved using rectangular 
conforming element combined with Lagrangian and Hermitian 
interpolation functions as presented in reference [18]. 
Fig. 3- Ashby chart for cellular materials of superellipse cell topology 
III. RESULTS AND DISCUSSION
In this section, the numerical results are presented for 
homogenous and functionally graded cellular materials. The 
non-dimensional parameters used to represent the mechanical 
responses of FGC plates are defined as: 
?̅?𝑚𝑎𝑥 = 100 𝑊𝑚𝑎𝑥
𝐸𝑠𝑊𝑡𝑜𝑡
3
𝐹𝐿𝑡𝑜𝑡
2    (9) 
Ω̅ = Ω
𝐿𝑡𝑜𝑡
2
𝑊𝑡𝑜𝑡
√
𝜌𝑠
𝐸𝑠
 (10) 
?̅?𝑐𝑟
𝑥𝑥 =
104?̂?𝑥𝑥𝜆𝐿𝑡𝑜𝑡
2
𝑊𝑡𝑜𝑡
3  (11) 
where 𝐹  is the resultant of the uniform transverse load (𝐹 =
𝑞𝐴𝑠𝑜𝑙𝑖𝑑), while 𝑊𝑚𝑎𝑥 , Ω and ?̂?𝑥𝑥  are the maximum deflection
of the plate, natural frequency and in-plane compressive load, 
respectively. Moreover, the size of each constituent unit cell is 
considered to be the same. Therefore, the total relative density 
of the cellular plate can be written as: 
𝜌𝑟𝑒𝑙,𝑝𝑙𝑎𝑡𝑒 =
∑ 𝜌𝑟𝑒𝑙,𝑖
𝑁
𝑖=1
𝑁
(12) 
where 𝜌𝑟𝑒𝑙,𝑖  is the relative density of 𝑖th cell and 𝑁 is the total
number of cells in a cellular plate. 
A. Structural Response of Homogenouos Cellular Plates
An optimized structural design requires lightweight but stiff
structural elements with minimum deflection, maximum 
mechanical buckling load, and maximum fundamental 
frequency. The variation of maximum bending deflection as a 
function of relative density is shown in Fig. 4. The highest 
stiffness among all the topologies studied in this article is 
associated with square void. Consequently, it is observed that the 
maximum deflection of a plate made of square shape voids is the 
lowest. 
Fig. 4- Non-dimensional maximum deflection of a SSSS cellular plate with 
𝑳𝒕𝒐𝒕
𝑻𝒕𝒐𝒕
= 𝟏𝟎 made of 𝟏𝟎 × 𝟏𝟎 cells of super ellipsoidal void
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Fig. 5- Decrease of the maximum deflection of alternative multi-directional 
FGC square plates made by square void shape as a function of the relative 
density for SSSS plate with 
𝑳𝒕𝒐𝒕
𝑻𝒕𝒐𝒕
= 𝟏𝟎 
B. Structureal Response of Multi-Directional FGC Plates
The effect of density variation in different directions on the
stiffening of FGC plates subjected to a uniformly distributed 
load is presented in Fig. 5. It can be observed that density 
gradient in the z-direction has the most dominant effect on the 
maximum deflection variation, while directional density 
variation in the x- and z-directions can decrease the maximum 
deflection by 26%, the maximum improvement attainable by one 
directional density variation in the z-direction can be up to 56% 
for the maximum deflection of architected FGC plates. It is 
important to note that our conclusion here is only limited to the 
proposed variation formula defined in Eq. (2) for multi-
directional graded cellular materials and for SSSS plates. 
To gain insight into the most effective density gradient, the 
percentage of increase in the critical buckling load is plotted in 
Fig. 6 as a function of (𝜌𝑟𝑒𝑙1 − 𝜌𝑟𝑒𝑙0), where 𝜌𝑟𝑒𝑙1 is the relative
density at ?̅?0𝜌 = ?̅?0𝜌 = 𝑧0̅𝜌 = 0.5  and 𝜌𝑟𝑒𝑙0  represents the
relative density at the origin. Figure 9 shows that for a density 
gradient in the 𝑧 −direction, the maximum improvement occurs 
when (𝜌𝑟𝑒𝑙1 − 𝜌𝑟𝑒𝑙0) < 0; i.e. when the center of the FGC plate
is more porous than the origin at the FGC plate edges. When the 
density varies in the x-direction or y-direction, the conclusion is 
reversed. Fig. 6 implies that a 𝑧 −directional FGC plate can have 
a maximum buckling load when the density at the center of the 
thickness (mid-plane) is higher at the top and bottom of the plate. 
For the 𝑥 −directional and 𝑦 −directional FGC plates, higher 
relative densities at the sides than in the center is more desirable 
for increasing the critical buckling load. It is also concluded that 
for all one-directional FGC plates, a higher difference between 
the side and center density |𝜌𝑟𝑒𝑙1 − 𝜌𝑟𝑒𝑙0|, usually leads to a
higher critical buckling load increase. It must be noted that the 
effect of local buckling is not taken into account in the buckling 
results. 
Fig. 6- Effect of the difference between the extreme values of relative density 
gradient (𝝆𝒓𝒆𝒍𝟏 − 𝝆𝒓𝒆𝒍𝟐) on the critical buckling load (x-direction) achievable 
by FGC design for SSSS plate with 
𝑳𝒕𝒐𝒕
𝑻𝒕𝒐𝒕
= 𝟏𝟎 
IV. CONCLUSION 
In this work, the concept of multi-directional functionally 
graded cellular materials was used to produce architected 
advanced materials. In particular, the mechanical and structural 
performance of FGCMs were investigated to be used as 
constitutive elements for lightweight plates. The results showed 
their important advantages compared to homogenous cellular 
materials. The superellipse formula was implemented to model 
the topology of the architected cells and a general power-law 
function was introduced to control the cell distribution attributes 
in three different orthogonal directions. The effective cells 
properties were predicted by standard mechanics 
homogenization and the functionally graded cellular plate was 
modeled based on TSDT. The governing equations were solved 
by using a finite element method. The results clearly showed that 
architected cellular materials, in the form of superellipsoidal 
voids, can significantly expand the range of elastic and structural 
properties leading to lightweight but stiff solutions for advanced 
materials and structures. Moreover, it was shown that tailoring 
the topological features of cellular materials through the graded 
cellular plates thickness more significantly affected their 
structural response than changing the corresponding features in 
planar directions. 
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Abstract—A model for the deformation of an elastic solid 
reinforced by embedded fibers is presented in which elastic 
resistance of the fibers to bending is incorporated. We 
developed the equilibrium equations and necessary boundary 
conditions, Within the framework of strain-gradient elasticity, 
which describe the finite plane deformations of fiber-reinforced 
composite materials. The resulting nonlinear coupled 4th order 
partial differential equations are numerically solved by using 
the FEM. Within the limitation of superposed incremental 
deformations, a complete analytical solution is also obtained. 
Finite elasticity; strain gradient theory; fiber-reinforced 
materials; flexure; superposed incremental deformations; finite 
element method; finite plane deformations 
I. INTRODUCTION
The mechanics of fiber-reinforced materials is a well-
established subject [1–4] that has significantly advanced our 
knowledge on and practices in the development of composite 
materials. One way of addressing this problem is to examine the 
local behavior of an individual microstructure-matrix system 
including the interfacial region. Such investigations are 
essential to extracting the mechanical properties of those 
materials, yet rather inefficient at predicting the general 
behavior of the composite materials under prescribed forces 
and/or displacements. Within this prescription, much 
theoretical work has been developed based on the simple 
concept of an anisotropic material where the material response 
function depends on the classical deformation gradient with the 
augmented constraints of bulk incompressibility and fiber 
inextensibility. A general theory for an elastic solid with fibers 
resistant to flexure, stretch and twist is presented in [4].  
In the present work, we develop a continuum model in which 
the fibers accommodate elastic resistance to flexure. The fibers 
are treated as continuously distributed spatial rods of the 
Kirchhoff type where the kinematics are based on their position 
field and a director field. We seek a complete model describing 
the finite plane deformation of fiber composites which offers 
fiber resistance to flexure loading. The basic kinematics and 
constitutive framework are presented in Section II. Via the 
computation of variational derivatives and the virtual-work 
statement, in Section II the corresponding equilibrium equation 
is derived in which the bulk incompressibility condition is 
augmented in a weak sense. In section III, we also consider an 
example in the case of Neo-Hookean materials with necessary 
boundary conditions. In section IV, a set of numerical solutions 
is obtained via a finite element analysis. In Section V, a 
complete analytical solution of the linearized system is obtained 
for the case when the fiber composite is subjected to uniform 
bending moment at its edge. It is good to mention that the 
presented model can serve as an alternative 2D Cosserat theory 
of nonlinear elasticity. 
II. KINEMATICS AND EQUILIBRIUM EQUATIONS
We propose that the mechanical response of the fiber 
material is governed by the following strain energy function: 
W(F,G)=W� (F)+W(G), 
W(G)= 1
2
C(F)|g|2.  (1) 
where F and G are the gradient of the deformation and the 
second gradient of the deformation, respectively. Further, C 
refers to the material property of fibers which, in general, 
independent of the deformation gradient. The orientation of a 
particular fiber is given by 
λ=|d|, 
 τ=λ-1d.  (2) 
Where 
d=FD  (3) 
in which D is the unit tangent to the fiber trajectory in the 
reference configuration. Equation (3) can be derived by taking 
the derivative of r(s) = χ (X(s)), upon making the identifications D = X'(s) and d =𝑟𝑟′(s). The expression for geodesic curvature 
of an arc (r (s)) is then obtained from (3) as 
g=𝐫𝐫′′= d(𝐫𝐫′)ds = ∂(𝐅𝐅.𝐃𝐃)∂𝐗𝐗 d𝐗𝐗ds =∇|FD|D  (4) 
To accommodate the bulk incompressibility condition, we 
consider the following energy functional 
NSERC of Canada via Grant #RGPIN 04742 and U of A start-up grant. 
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E=�U(F,G, p)dA,
w
 
 U(F,G, p)=W(F,G) – p(J – 1).  (6) 
where J is determinant of F and p is a Lagrange-multiplier field. 
The induced variation of the energy is then evaluated as 
Ė=∫ Ẇ(F,G)dA w   (7) 
Where 
U̇(F,G, p)=WF.?̇?𝐅–WG.𝐆𝐆 ̇ – p𝐽𝐽̇  (8) 
So we have 
PiA=
∂W
∂FiA
– pFiA*  – Cgi,BDBDA  (9) 
Therefore, the corresponding Euler equation can be obtained as 
PiA,A=0 or Div(P)=0  (10) 
III. NEO–HOOKEAN MATERIALS
In the case of incompressible Neo-Hookean materials, the 
energy density function is given by  
W� (F)= μ
2
tr(C)= μ
2
tr�FTF�=
μ
2
F.F
W(F,G)= μ
2
F.F+ 1
2
C|g|2  (11) 
where μ and C are the material constant of the matrix and fiber, 
respectively. Accordingly, the corresponding Euler equation 
can be obtained as 
PiA,A=μFiA,A – p,AFiA*  – Cgi,ABDADB=0  (12) 
where εi j is the 2-D permutation; ε12 = −ε21 = 1, ε11 = −ε22 = 0. 
Equation (12) together with the incompressibility condition 
furnishes a coupled PDE system for χ1, χ2 and p. i.e. 
μ �χ1,11+χ1,22� – p,1χ2,2+p,2χ2,1– Cχ1,1111=0, 
μ �χ2,11+χ2,22� +p,1χ1,2– p,2χ1,1– Cχ2,1111=0, 
χ1,1χ2,2– χ2,1=1.  (13) 
When the fiber’s directions are either normal or tangential to the 
boundary, we have 
t=PiANA, 
mi=CgiDANADBNB, 
fi=0 .  (14) 
where 
PiA=μFiA– pFiA
* – gi,BDADB,
 gi=FiA,BDADB.  (15) 
IV. FINITE ELEMENT ANALYSIS OF THE 4TH ORDER COUPLED 
PDE 
It is not trivial to demonstrate numerical analysis procedures 
for coupled PDE systems, especially for those with high order 
terms, since the piece wise linear function adopted in FE analysis 
has limited differentiability up to second order. For 
preprocessing, Equation (13) can be recast as 
μ �R + χ1,22� – p,1χ2,2+ p,2χ2,1– Cχ1,1111=0, 
μ �Q + χ2,22� +p,1χ1,2– p,2χ1,1– Cχ2,1111=0, 
Q – χ1,11=0, 
R – χ2,11=0, 
A – μ �χ1,11+ χ1,22� – CR,11=0, 
A– μ �χ2,11+ χ2,22� – CQ,11=0.  (16) 
where Q = χ1,11 and R = χ2,11. By employing the Picard 
iterative process, the nonlinear terms in the above can be treated 
as 
–Ainitialχ2,2
initial+ Binitialχ2,1initial⟹ –A0χ2,20 +B0χ2,10
Ainitialχ1,2
initial– Binitialχ1,1
initial⟹A0χ1,2
0 – B0χ1,1
0  (17) 
Thus, we write 
–AN–1χ2,2N–1+ BN–1χ2,1N–1⟹ –ANχ2,2N +BNχ2,1N
AN–1χ1,2
N–1– BN–1χ1,1
N–1⟹ANχ1,2
N – BNχ1,1
N  (18) 
where the values of A and B continue to be refreshed based 
on their previous estimations as iteration progresses. The weak 
form of Eq. (16)1 is given by  
0=∫ w1(μ(R + χ1,22) Ω – Aχ2,2+ Bχ2,1– CR,11)dΩ  (19) 
where Ω, ∂Γ and N are the domain of interest, the associated 
boundary, and the rightward unit normal to the boundary ∂Γ in 
the sense of the Green–Stoke’s theorem, respectively. The 
unknowns, χ1, χ2, Q, R, A and B can be written in the form of 
Lagrangean polynomial. Finally, we assemble the local stiffness 
matrices and obtain the following systems of equations in the 
Global form. 
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For demonstration purpose, we consider a rectangular fiber 
composite where one end is fixed and the other end is subjected 
to uniform bending in order to examine fibers’ reinforcing 
effects against to flexure. We also note here that data are 
obtained under the normalized setting. The convergence criteria 
are set for both nonlinear terms (i.e. A and B) and the deformed 
profiles at y = 0. |An+1–An|= e1 ≤ ε, |Bn+1–Bn|= e2 ≤ ε, 
ε=Maximum error.  (20) 
It is clear from Fig. 1 that the adopted numerical method 
demonstrates fast convergence within 20 iterations. The 
deformation profile and contour show smooth transitions as they 
approach the boundary (Figs. 2, 3).  
Figure 1.  Convergence of the numerical solutions at y = 0 
Figure 2.  Deformed configurations with respect to M/μ when C/μ = 150 
Figure 3.  Deformation contour when C/μ = 150 and M/μ = 8 
V. SOLUTION TO THE LINEARIZED PROBLEM
We introduce scalar field ϕ as 
u=k × ∇ϕ,  k(unit normal),  ui=ελiϕ,λ,  (21) 
The linearized Euler equation can be rewritten as 
Ṗ,i=μελi�ϕ,λ11+ ϕ,λ22� – Cελiϕ,λ1111  (22) 
So the final equation will be 
∆H – αH,1111=0,  
H=∆ϕ and α=
C
μ
> 0.  (23) 
Figure 4.  Schematic of problem 
The general solution for the above equation can be found as 
ϕ=∑ �
�
eamx(Am cos bmx +Bm sin bmx)+
e-amx(Cm cos bmx +Dm sin bmx) �
×(Em cos my +Fm sin my) �+K∞m=1  (24) 
where K is a solution of Laplace’s equation given by 
K=∑ [(Gn cosh nx+Hn sinh nx)(In cos ny+Jn sin ny)]∞n=1  (25) 
In above equations am and bm are 
am=
�2m√α+1
2√α
, bm= �2m√α-12√α . (25)
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Figure 5.  Solutions of the bending problem with C/μ = 150. Nonlinear 
solution (dashed line), linear solution (solid line) 
The analytical (linear) solution shows good agreement with 
nonlinear solution (FEM) for the small deformation regime, 
while larger values of M induce a significant discrepancy 
between the linear and nonlinear solution (see, Fig. 5). As a 
result, the obtained analytical solution has limitations in large 
deformation analysis. However, it can still be used in the design 
and analysis of fiber composites, particularly for CNC-
reinforced composites, where the deformations of the systems 
are expected to be relatively ‘small’. 
VI. CONCLUSION
A continuum-based model is developed in finite plane elasto-
statics in which fibers resistant to flexure is taken into account. 
The fibers are regarded as continuously distributed spatial rods 
of the Kirchhoff type in which the kinematics are based on a 
position field and a director field. The equilibrium equation of 
the fiber-reinforced composite materials is derived by the 
variational computation and method of virtual work. 
These constitute a highly nonlinear coupled PDE system which 
is treated numerically via the FEM. Within the prescription of 
superposed incremental deformations, a complete linear theory 
is developed through which an analytical solution of the 
corresponding linearized PDE system is obtained. The obtained 
analytical solution demonstrates good agreement with nonlinear 
solution for the small deformation regime, yet has limited 
predictions for large deformation analysis.  
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Abstract— Many of 2D mechanical models have been devel-
oped to simulate liquid sloshing of a partially filled tank with 
different shapes. However, those models didn’t represent 
properly the complex liquid motion, especially in the case of 
portable tanks. Indeed, forces exerted on the liquid can be lat-
eral, longitudinal and vertical. Then, liquid displacement and 
pressure forces applied to the tank walls are undervalued and 
may cause design flaws. In this case, 2D mechanical models are 
ineffective for liquid motion simulation. In previous studies, a 
3D equivalent mechanical model has been developed. This dy-
namical model is used to simulate different liquid motion in a 
partially filled tank that consider any sort of excitement forces 
and get more accurate results in terms of displacements and 
pressure forces. In this study, a brief description of the new dy-
namical model is given, including the liquid discretization pro-
cess, stiffness and damping coefficients computing method and 
equations of motion. Afterward, the model is applied to an el-
liptical cross section tank to obtain displacement and pressure 
forces of the liquid. Finally, the results are compared to the lit-
erature. 
Keywords: liquid sloshing, tank truck, equivalent model, 
elliptical tank, 3D simulation. 
I. INTRODUCTION
There are several equivalent mechanical models that 
simulate 2D liquid movement in a partially filled tank with 
different shapes such as spring-mass and simple pendulum 
models [1-4]. The use of such models in the liquid simulation 
provides convincing results when it comes to lateral sloshing. 
However, they didn’t represent the global liquid motion in a 
tank. On the other hand, 3D mechanical models as spring-mass 
lattice are used for modeling complex motions of deformable 
bodies. Especially in computer graphical animation, spring-
mass systems are often used for their simplicity and rapid 
implementation [5-7]. Moreover, the use of these models in the 
simulation of deformable bodies provides both geometrical and 
physical aspects. In a previous study, a new equivalent 3D 
dynamical model was developed to simulate the global motion 
of the liquid in a horizontal tank [8]. A mathematical method for 
liquid discretization showed that liquid splits in multiple 
particles along each axis. Then, the masse and coordinates of 
the center of mass of each particle are computed. The movement 
of each particle is simulated by the displacement of its center of 
mass. All centers of mass constitute the nodes of the mesh. Each 
two adjacent nodes are linked by flexible edges having a parallel 
spring and damper. To adapt the model to all used forms of 
tanks, the generic tank cross-section, developed by Kang [9], 
was employed. In another study [10], we showed how to obtain 
stiffness and damping coefficient depending on the liquid and 
the tank design. Afterward, equations of motion were obtained 
and solved using a computation software program, namely 
Maple 16 [11]. In this study, the 3D dynamical model is applied 
to simulate liquid motion and pressure forces in a partially filled 
tank with an elliptical cross-section. Indeed, this tank shape is 
one of the most used shapes. Many researches have been 
dedicated to study this tank geometry. It allows a lower center 
of mass comparing to a cylindrical tank. We show a brief 
description of the dynamical model. Afterward, some results are 
generated and compared to the literature. 
II. 3D DYNAMICAL MODEL
A. Liquid discratization
In this study, the tank lateral walls are assumed to be straight
without any camber. The liquid discretization is made by 
dividing the length 𝑋 of the tank by 𝑀 parts, the height 𝑍ℎ of
the free surface by 𝑃 parts and each portion between two heights 
𝑘. 𝑍ℎ/𝑃 and (𝑘 − 1). 𝑍ℎ/𝑃 by 𝑁 parts in each direction of the
𝑂𝑌⃗⃗⃗⃗  ⃗ axis (left side and right side of the 𝑂𝑍⃗⃗⃗⃗  ⃗ axis), with 1 ≤ 𝑘 ≤
𝑃 and 𝑀,𝑁, 𝑃 ∈ ℕ∗. Thus, we obtain 𝑀. 2𝑁. 𝑃 particles, noted
𝑝𝑖,𝑗,𝑘 with 1 ≤ 𝑖 ≤ 𝑀, 1 ≤ 𝑗 ≤ 2𝑁 and 1 ≤ 𝑘 ≤ 𝑃. Note that
the positions of each couple of particles 𝑝𝑖,𝑁−(𝑙−1),𝑘 and
𝑝𝑖,(𝑁+1)+(𝑙−1),𝑘 are symmetric with respect to the 𝑂𝑍⃗⃗⃗⃗  ⃗ axis (1 ≤
𝑙 ≤ 𝑁). Each particle is represented by its center of mass, noted 
𝐺𝑖,𝑗,𝑘, which are the nodes of the model. Mass 𝑚𝑖,𝑗,𝑘 and
coordinates 𝑝 𝑖,𝑗,𝑘 of each node are computed depending on its
location [8]. The following figures show an example of the 
liquid discretization for a half full elliptical tank with 𝑀 = 12, 
𝑁 = 4 and 𝑃 = 5: 
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Figure 1: Example of liquid discretization in 3D 
Figure 2 : 2D view of the liquid discretization.  
      In this example, the model contains of 480 nodes. Then, we 
will obtain 1440 equations of motion, three equations for each 
node.  
B. Stiffness and damping coefficient 
      Each node 𝐺𝑖,𝑗,𝑘 is linked to six links: two links 𝐴1,𝑖,𝑗,𝑘 and 
𝐴1,𝑖+1,𝑗,𝑘 along the 𝑂𝑋⃗⃗ ⃗⃗  ⃗ axis, two links 𝐴2,𝑖,𝑗,𝑘 and 𝐴2,𝑖,𝑗+1,𝑘 along 
the 𝑂𝑌⃗⃗⃗⃗  ⃗ axis and two links 𝐴3,𝑖,𝑗,𝑘 and 𝐴3,𝑖,𝑗,𝑘+1 along the 𝑂𝑍⃗⃗⃗⃗  ⃗ axis 
as shown in the following scheme: 
Figure 3: Links between a node 𝑮𝒊,𝒋,𝒌 and its adjacent nodes. 
     Each link 𝐴𝑞,𝑖,𝑗,𝑘, with 𝑞 = 1, 2 ,3, contains a parallel linear 
spring with a stiffness 𝐾𝑞,𝑖,𝑗,𝑘 and linear damper with a damping 
coefficient 𝑐𝑞,𝑖,𝑗,𝑘 as shown in the figure below: 
Figure 4: composition of the flexible link. 
       The nodes contacting the tank walls 𝐺1,𝑗,𝑘, 𝐺𝑀,𝑗,𝑘, 𝐺𝑖,1,𝑘, 
𝐺𝑖,𝑁,𝑘 and 𝐺𝑖,𝑗,1 are attached to the structure by the same type of 
the links. Another special case of the nodes 𝐺𝑖,𝑗,𝑃, that represent 
the free surface of the liquid, are linked by only 5 links because 
they have no contact with the tank structure. The methodology 
used to compute stiffness and damping coefficient of the model 
is discussed as follows:   
 Firstly, stiffness 𝐾1,𝑖,𝑗,𝑘 along the 𝑂𝑋⃗⃗ ⃗⃗  ⃗ axis is computed. It is 
supposed that the liquid is divided along the 𝑂𝑍⃗⃗⃗⃗  ⃗ axis. Each part 
of the liquid between two heights 𝑍𝑘−1 and 𝑍𝑘 represents a 
vibration mode. The following formula is used to compute the 
natural frequency 𝜔𝑛 of each vibration mode 𝑛 of the liquid in 
rectangular tank [12]: 
𝜔𝑛
2 = 𝜋(2𝑛 − 1)
𝑔
𝑎
tanh [𝜋(2𝑛 − 1) (
ℎ
𝑎
)] (1) 
Where 𝑎 is the width of the tank, ℎ is the height of the liquid 
and 𝑔 = 9.81𝑚. 𝑠−2 is the gravity acceleration. This formula is 
adapted to our model and becomes: 
𝜔𝑥𝑘
2 = 𝜋(2𝑛 − 1)
𝑔
𝐿
tanh [𝜋(2𝑛 − 1) (
𝑍ℎ
𝐿
)] (2) 
Where 𝑛 = 𝑃 − 𝑘 + 1. Indeed, when the cylinder is placed 
horizontally, the tank may be considered as rectangular [1]. 
Then, stiffness 𝐾𝑥𝑘 of each spring that simulate each mode 𝑘 is 
computed by: 
𝐾𝑥𝑘 = 𝑚𝑥𝑘 . 𝜔𝑦𝑘
2 (3) 
Where 𝑚𝑥𝑘 is the mass of the liquid between two heights 𝑍𝑘−1 
and 𝑍𝑘. Afterward, it is supposed that each spring 𝐾𝑥𝑘 is a set of 
𝑀 + 1 springs in series with equal stiffness 𝐾𝑥𝑘,𝑖 computed by 
the following formula: 
𝐾𝑥𝑘,𝑖 = (𝑀 + 1). 𝐾𝑥𝑘  (4) 
Then, it is supposed that each spring 𝐾𝑥𝑘,𝑖 is a set of parallel 
springs with the same stiffness 𝐾1,𝑖,𝑗,𝑘 such as: 
𝐾1,𝑖,𝑗,𝑘 =
𝐾𝑥𝑘,𝑖
2𝑁
   𝑤𝑖𝑡ℎ   1 ≤ 𝑗 ≤ 2𝑁 (5) 
Finally, proceeding by the same way for each part of the liquid 
between two heights 𝑍𝑘−1 and 𝑍𝑘, all stiffness along the 𝑂𝑋⃗⃗ ⃗⃗  ⃗ axis 
are obtained. 
       Secondly, stiffness 𝐾2,𝑖,𝑗,𝑘, along the 𝑂𝑌⃗⃗⃗⃗  ⃗, axis are 
computed. The method is identical to the one used previously 
for stiffness along the 𝑂𝑋⃗⃗ ⃗⃗  ⃗ axis. It is supposed that the liquid is 
divided along the 𝑂𝑍⃗⃗⃗⃗  ⃗ axis. The formula (1) that compute natural 
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frequencies of each part of the liquid between 𝑍𝑘−1 and 𝑍𝑘 is 
adapted as follows: 
𝜔𝑦𝑘
2 = 𝜋(2𝑛 − 1)
𝑔
𝑌𝑘−1 + 𝑌𝑘
tanh [𝜋(2𝑛 − 1) (
𝑍ℎ
𝑌𝑘−1 + 𝑌𝑘
)] (6) 
Where 𝑌𝑘 is the half width of the tank corresponding to the height 
𝑍𝑘. In fact, the width of the tank along the 𝑂𝑌⃗⃗⃗⃗  ⃗ axis varies 
depending on the height of the studied liquid part. Therefore, 
the value of width 𝑎 in the formula (1) is replaced by the 
average width between to the heights 𝑍𝑘−1 and 𝑍𝑘. The stiffness 
𝐾𝑦𝑘 describing each mode is computed by: 
𝐾𝑦𝑘 = 𝑚𝑦𝑘. 𝜔𝑦𝑘
2 (7) 
Where 𝑚𝑦𝑘 is the mass of the liquid between 𝑍𝑘−1 and 𝑍𝑘. It is 
supposed that the spring 𝐾𝑦𝑘 is a set of 𝑀 parallel springs with 
the same stiffness: 
𝐾𝑦𝑘,𝑖 =
𝐾𝑦𝑘
𝑀
  𝑤𝑖𝑡ℎ   1 ≤ 𝑖 ≤ 𝑀 (8) 
 Afterward, we split each stiffness 𝐾𝑦𝑘,𝑖 in 2𝑁 + 1 springs in 
series with equal stiffness, noted 𝐾2,𝑖,𝑗,𝑘, with: 
𝐾2,𝑖,𝑗,𝑘 = (2𝑁 + 1). 𝐾𝑦𝑘,𝑖  (9) 
All stiffness 𝐾2,𝑖,𝑗,𝑘  values along the 𝑂𝑌⃗⃗⃗⃗  ⃗ axis are then obtained 
by the proposed computational procedures.   
      Thirdly, the stiffness 𝐾3,𝑖,𝑗,𝑘  of springs along the 𝑂𝑍⃗⃗⃗⃗  ⃗ axis is 
computed. In this case, there is no formula in the literature that 
can be used to compute natural frequencies of vertical sloshing. 
For this, an important assumption is considered. Indeed, the 
vertical displacement of the liquid is usually limited. For 
conventional shapes of the tank, vertical displacement Δ𝑧 of the 
liquid center of mass is 0.04 𝑚 on average [9]. Considering this 
assumption, first, it is supposed that there is only one spring, 
namely 𝐾𝑧, attached to the center of mass of the liquid. The 
maximum stretch of this spring should be Δ𝑧. Assuming that the 
mass of the center of mass is the total liquid mass 𝑚𝑡, then, 
stiffness 𝐾𝑧 is computed as follows: 
𝐾𝑧 =
𝑚𝑡 . 𝑔
Δ𝑧
(10) 
Then, the spring 𝐾𝑧 is considered as a set of 𝑃 springs in series 
with equal stiffness, noted 𝐾𝑧𝑘 with 1 ≤ 𝑘 ≤ 𝑃. Each stiffness 
𝐾𝑧𝑘 to be calculated by the formula: 
𝐾𝑧𝑘 = 𝑃.𝐾𝑧𝑧 (11) 
Afterwards, each spring 𝐾𝑧𝑘 is considered to be a set of 2𝑀𝑁 
parallel springs 𝐾3,𝑖,𝑗,𝑘 computed as follows: 
𝐾3,𝑖,𝑗,𝑘 = 𝐾𝑧𝑘/2𝑀𝑁 (12) 
 Stiffness of each spring 𝐾3,𝑖,𝑗,𝑘 along the 𝑂𝑍⃗⃗⃗⃗  ⃗ axis is then 
obtained. 
       Finally, the damping coefficients 𝑐𝑞,𝑖,𝑗,𝑘 with 𝑞 = 1, 2 ,3 are 
assumed to be equal to 100 times the dynamical viscosity 
coefficient 𝜂 of the liquid multiplied by the corresponding link 
length. For example, the damping coefficient of a link between 
two nodes 𝐺𝑖,𝑗,𝑘 and 𝐺𝑖+1,𝑗,𝑘 along the 𝑂𝑋⃗⃗ ⃗⃗  ⃗ axis 
𝑐1,𝑖,𝑗,𝑘 = 100. 𝜂. ‖𝑝 𝑖,𝑗,𝑘 − 𝑝 𝑖−1,𝑗,𝑘‖ (13) 
Where ‖𝑥 ‖ is the Euclidian norm of the vector 𝑥 . To obtain 
consistent results, a calibration factor is added to the model such 
that all the values of stiffness along 𝑂𝑋⃗⃗ ⃗⃗  ⃗ axis and 𝑂𝑌⃗⃗⃗⃗  ⃗ axis to be 
multiplied by this factor. The value of this factor is used 
depending on the number of nodes in the model. Virtually, as 
the number of nodes decreases extremely, the calibration factor 
increases. This factor can be explained by the lack of precision 
when the mesh is less refined. In this case, parameters of the 
links are underestimated and should be corrected. 
C. Equations of motion 
      Displacement, velocity and acceleration vectors of a node 
𝐺𝑖,𝑗,𝑘 are noted respectively 𝑟 𝑖,𝑗,𝑘(𝑡), 𝑣 𝑖,𝑗,𝑘(𝑡) and 𝑎 𝑖,𝑗,𝑘(𝑡). The 
forces applied on each node are: stress force ?⃗? 𝑖,𝑗,𝑘 of the springs 
attached to the nodes, damping force 𝐴 𝑖,𝑗,𝑘 and input force 𝐹 𝑖,𝑗,𝑘. 
Stress force ?⃗? 𝑖,𝑗,𝑘 is calculated by the following formula: 
?⃗? 𝑖,𝑗,𝑘 = ?⃗? 1,𝑖,𝑗,𝑘 + ?⃗? 1,𝑖+1,𝑗,𝑘 + ?⃗? 2,𝑖,𝑗,𝑘 + ?⃗? 2,𝑖,𝑗+1,𝑘 + ?⃗? 3,𝑖,𝑗,𝑘
+ ?⃗? 3,𝑖,𝑗,𝑘+1 
(14) 
Where the stress force of each spring attached to the node is 
computed by the Hook law. For example: 
?⃗? 1,𝑖,𝑗,𝑘 = −𝐾1,𝑖,𝑗,𝑘(‖𝑟 𝑖,𝑗,𝑘 − 𝑟 𝑖−1,𝑗,𝑘‖
− ‖𝑝 𝑖,𝑗,𝑘 − 𝑝 𝑖−1,𝑗,𝑘‖).
𝑟 𝑖,𝑗,𝑘 − 𝑟 𝑖−1,𝑗,𝑘
‖𝑟 𝑖,𝑗,𝑘 − 𝑟 𝑖−1,𝑗,𝑘‖
(15) 
Damping force 𝐴 𝑖,𝑗,𝑘 of each node is computed by: 
𝐴 𝑖,𝑗,𝑘 = 𝐴 1,𝑖,𝑗,𝑘 + 𝐴 1,𝑖+1,𝑗,𝑘 + 𝐴 2,𝑖,𝑗,𝑘 + 𝐴 2,𝑖,𝑗+1,𝑘
+ 𝐴 3,𝑖,𝑗,𝑘 + 𝐴 3,𝑖,𝑗,𝑘+1 
(16) 
Where the damping forces applied by each attached damper is 
computed by the viscosity law. For example: 
𝐴 1,𝑖,𝑗,𝑘 = −𝑐1,𝑖,𝑗,𝑘. (𝑣 𝑖,𝑗,𝑘 − 𝑣 𝑖−1,𝑗,𝑘) (17) 
The input force 𝐹 𝑖,𝑗,𝑘 is calculated by the formula below: 
𝐹 𝑖,𝑗,𝑘 = 𝑚𝑖,𝑗,𝑘[𝑎𝑥 𝑎𝑦 𝑎𝑧]
𝑡 (18) 
Where 𝑎𝑥, 𝑎𝑦 and 𝑎𝑧 are respectively the longitudinal, lateral 
and vertical accelerations applied on the tank. Using the Newton 
second law, we obtain for each node 𝐺𝑖,𝑗,𝑘 the following 
equations of motion: 
?⃗? 𝑖,𝑗,𝑘 + 𝐴 𝑖,𝑗,𝑘 + 𝐹 𝑖,𝑗,𝑘 = 𝑚𝑖,𝑗,𝑘. 𝑎 𝑖,𝑗,𝑘 (19) 
      To obtain the global system of motion equations, the global 
displacement vector is computed by 𝑟 , the global velocity vector 
by 𝑣 = ?̇?  and the global acceleration vector by 𝑎 = ?̈? . These 3 
vectors contain 3𝑀𝑁𝑃 components. Moreover, note by [ℳ] the 
3𝑀𝑁𝑃 × 3𝑀𝑁𝑃 diagonal mass matrix such as each mass 𝑚𝑖,𝑗,𝑘 
is repeated 3 times. The global input forces vector is then given 
by: 
𝐹 =  [ℳ]. 𝑎𝑒𝑥𝑡⃗⃗ ⃗⃗ ⃗⃗  ⃗ (20) 
 where 𝑎𝑒𝑥𝑡⃗⃗ ⃗⃗ ⃗⃗  ⃗ is given by: 
𝑎𝑒𝑥𝑡⃗⃗ ⃗⃗ ⃗⃗  ⃗ = [𝑎𝑥 𝑎𝑦 𝑎𝑧 … 𝑎𝑥 𝑎𝑦 𝑎𝑧]
𝑡 (21) 
The global stress forces 3𝑀𝑁𝑃-vector ?⃗?  is equal to: 
?⃗? = [𝑇𝑥,1,1,1 𝑇𝑦,1,1,1 𝑇𝑧,1,1,1 … 𝑇𝑥,𝑀,𝑁,𝑃 𝑇𝑦,𝑀,𝑁,𝑃 𝑇𝑧,𝑀,𝑁,𝑃]𝑡 (22) 
    Similarly, global damping forces 3𝑀𝑁𝑃-vector 𝐴  is obtained 
by the same manner. Finally, the global system of equations of 
motion is given as follows: 
[ℳ](?̈? − 𝑎𝑒𝑥𝑡⃗⃗ ⃗⃗ ⃗⃗  ⃗) + 𝐴  − ?⃗? = 0 (23) 
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III. RESULTS AND DISCUSSION
      In this section, the new 3D dynamical model is used to 
simulate liquid sloshing in a partially filled elliptical tank that 
is one of the most used geometry of portable tanks. The purpose 
of this simulation is to compare liquid displacement and 
pressure forces obtained by this model to the results obtained in 
the literature by two different methods [13]. The first model is 
an analytical model considering the liquid as a rigid body. 
Liquid motion is simulated by the movement of center of mass 
of the body. The second method is obtained by using a 
numerical simulation software. We compare maximum, both 
lateral and vertical, displacements of the center of mass of the 
liquid and maximum pressure forces generated by liquid 
sloshing. 
To obtain lateral displacement 𝑌𝑔 and vertical displacement
𝑍𝑔 of the center of mass of the liquid using the 3D model
developed in this study, the following formulas are used: 
𝑌𝑔 =
1
𝑚𝑇
∑ 𝑚𝑖,𝑗,𝑘 .  𝑦𝑖,𝑗,𝑘
𝑀,2𝑁,𝑃
𝑖=1,𝑗=1,𝑘=1
 
𝑍𝑔 =
1
𝑚𝑇
∑ 𝑚𝑖,𝑗,𝑘 .  𝑧𝑖,𝑗,𝑘
𝑀,2𝑁,𝑃
𝑖=1,𝑗=1,𝑘=1
(24) 
Where 𝑚𝑇 is the total mass of the liquid, 𝑦𝑖,𝑗,𝑘 and 𝑧𝑖,𝑗,𝑘 are
respectively lateral and vertical displacement of the node 𝐺𝑖,𝑗,𝑘.
Using the forth order numerical derivation, lateral acceleration 
is computed to obtain lateral pressure force 𝐹𝑦.
     A 50% filled elliptical tank is considered in this simulation 
with 𝑋 = 7.5 𝑚, 𝑎 = 1.2 𝑚 and 𝑏 = 1 𝑚. The liquid is 
supposed to be a domestic oil with a density 𝜌 = 966 𝑘𝑔.𝑚−3
and a dynamic viscosity 𝜂 = 0.048 𝑘𝑔.𝑚−1. 𝑠−1. The selected
values for the discretizing model are 𝑀 = 12, 𝑁 = 4 and 𝑃 =
5. Therefore, the dynamical model consists of 480 nodes and
585 links (Figure 1). Firstly, a vehicle engagement in a curve
maneuver is used as an input force with maximum lateral
acceleration 𝐴 = 3 𝑚. 𝑠−2. The following table shows
maximum displacements and lateral pressure forces obtained by
three different models.
TABLE I.  COMPARING RESULTS OF LIQUID DISPLACEMENTS AND 
PRESSURE FORCES ACCORDING TO THE NEW 3D MODEL AND THE LITERATURE.
Literature 
New 3D 
Model Analytical 
Model 
Numerical 
Model 
Lateral displacement (𝑚) 0.18 0.27 0.246 
Vertical displacement (𝑚) 0.023 0.073 0.111 
Lateral pressure force (KN) 40.5 52 51.05 
     The table above shows accurate results in term of 
displacements and lateral pressure forces. Indeed, the numerical 
model using the simulation software is supposed to be the most 
accurate with respect to real displacements and lateral pressure 
forces. Note that the results obtained by the new 3D model are 
closer to the numerical model than the analytical model of the 
literature [13]. We can also notice that the lateral pressure forces 
are undervalued by the analytical model while the new 3D 
model developed in this study is more accurate. Thus, these 
results validate the new 3D model and it is possible to use it for 
tank design and for the study of vehicle stability. Note also that 
for the simulation of the center of mass motion for a duration of 
12 seconds, the computer required approximately one hour of 
computation time. Which is much shorter than the computation 
time of a numerical simulation software which requires hours, 
or even days of computation. Then we can show the real results 
obtained by the new model by evaluating displacement of each 
node of the mesh. The figure below shows the displacement of 
the liquid after one second of motion in a curve: 
Figure 5: liquid displacement after 1 s of the vehicle engagement in a curve. 
Figure 6 shows displacement of each node representing the 
liquid after two seconds of the vehicle movement in a curve: 
Figure 6: liquid displacement after 2 s of the vehicle engagement in a curve. 
The two figures above show that not only does the new model 
provide accurate values of displacement of the center of mass 
and pressure forces generated by the liquid motion, but it is also 
possible to visualize the global liquid motion by evaluating 
displacement of each node. In addition, it is also possible to find 
an approximation of the shape of the liquid free surface by 
linking the adjacent nodes that represent the free surface. 
453
IV. CONCLUSION
      In this study, a new 3D-dynamical model is described and 
used to simulate liquid sloshing in an elliptical tank. Firstly, we 
showed a brief description of the dynamical model. This model 
is based on the idea of modeling the liquid as a deformable body 
using a spring-mass lattice. A special method is used for liquid 
discretization. Each mass of the liquid is simulated by a node of 
the mesh that represents its center of mass. The adjacent nodes 
are linked by a flexible link containing a parallel spring and 
damper. Afterwards, stiffness and damping coefficient of each 
link are computed using some assumptions. The equations of 
motion of each node are then calculated and compiled to obtain 
the global system of equations of the 3D model. All formulas 
and equations are programmed and solved using Maple 16 
software. To compare the results of the model with the 
literature, identical dimensions of an elliptical tank are used as 
well as the filling rate, the external force applied and the liquid 
properties. Comparing the results with the literature allows to 
conclude that the new model provide results closer to the 
numerical models that require a longer computation time. 
Moreover, the new model allows a visualization of the global 
movement of the liquid by evaluating displacement of each 
node of the mesh.  Future works will focus on generating more 
results for other tank geometries, filling rates and other vehicle 
maneuver. It will be possible to compare results generated by 
this new model with other researches. 
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Abstract— As an industrial practice, complex structures are 
analyzed under a large set of dynamic operating conditions from 
which design load cases are selected. During design 
optimization, response tracking mechanisms based on modal 
participation factors could lead to large computational savings. 
In this paper we review the use of static modal participation 
factors as an inexpensive method to approximate the modal 
response of a dynamic system and extend the analysis to 
estimate the peak modal response when the structure is subject 
to a shock or pulse disturbances. A case study is presented as a 
proof of concept where the derived approximate peak loads are 
also estimated. 
Keywords: modal contribution factor, modal contribution 
factors, dynamic analysis, static modal decomposition  
I.  INTRODUCTION 
In practice, complex structures must be analyzed under a 
large set of dynamic operating conditions to ensure that the 
design will meet prescribed requirement.  
During optimization, a relatively small number of such 
operating conditions are selected as critical and are used to 
minimize or maximize the objective function. However, the 
dynamic response is strongly dependent on the physical 
characteristics of the structure and thus the use of a deterministic 
set may lead to unexpected dynamic behaviors during different 
stages of design optimization. 
To alleviate some of this issues, constraints such as 
frequency range, displacement and stresses were sometimes 
imposed in the optimization algorithms to tailor the structures 
dynamic response [1-3]; other approach was to specify a certain 
amount of material to attain a specific natural frequency [4]. 
These approaches relay heavily on a deterministic set of 
dynamic responses and could often lead to conservative and 
even off-optimal-performance designs.  
Alternatively, several researchers [5-7] considered the 
inclusion of the dynamic behavior within the optimization 
problem through equivalent static load (ESL) sets that were 
computed using the solution of the transient analysis or 
approximated using modal analysis.  
In the same spirit as [5-7], the dynamic behavior of any 
multi-degree of freedom system can be approximated through 
static modal participation factors (SMPF) as shown in [8]. The 
SMPF are inexpensive to compute and allow to assess the 
importance of a mode in the solution. Changes in modes with 
large participation factors, will then, induce large changes in the 
dynamic response. Thus, a response tracking mechanism based 
on static modal participation factors could lead to large 
computational savings and improve the optimization process by 
monitoring the dynamic response and the internal peak load of 
elements.   
In this paper, an improved method based on SMPF is 
presented to approximate the modal peak responses when the 
structure is subjected to a shock or pulse disturbances. A case 
study is presented as a proof of concept, where the approximated 
peak out of plane bending moment at the wing root of an aircraft 
is approximated using SMPF. 
II. MODAL CONTRIBTION FACTORS 
The complex response of a dynamic structural system can be 
deconstructed into a set of simple harmonic motions qi(t), also 
known as modal responses, linearly coupled with amplitude 
ratios. This transformation is achieved by finding the system 
modal pairs in the form of natural frequencies i and mode 
shapes ithat satisfy the characteristic equation of undamped 
free vibration system which are employed to find the system 
response as the following variable change:  
u(t) = Φq(t)  (1)
Where u(t) is the nodal vector of physical displacements, and 
 is the modal matrix of column concatenated eigenvectors.  
Expanding (1) in a summation form we obtain: 
un(t) = n,1q1(t) + … +n,iqi(t)  (2) 
From (2), the modal contribution can be defined as the 
quantity of movement that each mode contributes to the total 
nodal response [9, 10]. In other words, it is the product between 
455
the modal response qi(t) and the amplitude ratio n,i, denoted here 
with the Greek letter gamma () as: 
n,i(t) n,iqi(t)   (3) 
The amplitude of each modal response can be expressed as 
the product of a constant called modal participation factor iand 
a time dependent term Di(t) [9-11] which is expressed as: 
 qi(t) = i Di(t)  (4) 
Though in general the time history of the response may be of 
interest, it is the value of the maximum displacement that will be 
used for the sizing or the design optimization of a structure. 
Thus, from (5), the maximum value of the response is directly 
proportional to the maximum dynamic response which is 
expressed as: 
u0= ΦD0  (5) 
Where u0 is the vector of maximum nodal displacements, D0 
is the dynamic modal response vector subjected to a unitary load 
and is the diagonal matrix of modal participation factors.  
Appropriate expressions for  and D0 can be found through 
static modal decomposition as addressed in the next section. 
III. STATIC MODAL PARTICIPATION FACTORS
The distribution of external forces acting on the structure can 
be expressed as a time invariant vector f and a time dependent 
expression p(t).  
F(t)= f p(t)  (6)
Since the vector f is independent of time we can try to 
estimate a static modal deflection caused by the distribution of 
the forces by expanding f into a matrix of static forces fst acting 
at each node j and within each mode i; where the sum of the 
columns of fst is equal to the magnitude of the j-th component of 
the vector f [8-11] which is expressed as: 
f	j,ist =Γi,iϕj,i           ൜
 for i=1,2,…, N
for j=1,2,…, n   (7) 
Where n and N are the number of nodes and number of 
modes retained in the solution, respectively 
ΓൌdiagሺΦTfሻ  (8)
When the eigenvectors are normalized with respect to mass, 
the vector of total static displacement can be found by the use of 
Hooke’s law, which yields to: 
uj
st=∑ ୻i,i
ωi
2 ߶j,iNi=1   for i=1,2,…, N              (9) 
The vector of total static displacement can then be related to 
the vector of total dynamic displacements by introducing (9) into 
(5) which results in: 
uj
o=uj
stωi
2 Di
o  (10)
To derive an appropriate expression for D0, we begin by 
recalling the classical equation of motion in the modal 
coordinates, where the eigenvectors have been mass-
normalized: 
qሷ ሺtሻ+ωi2qሺtሻ =ΦTf pሺtሻ  (11) 
Where the operator (..) denotes the second derivative with 
respect to time. 
By introducing (4) and (8) into (11), we obtain (12), where 
the term is factored out of the resulting expression resulting in: 
Dሷ ሺtሻ+ωi2Dሺtሻ = p(t)  (12) 
Equation (12) is simply the modal equations of motion 
subjected to a unit dynamic load; thus, depending on the form 
of the excitation force p(t), a particular method can be selected 
to find an analytical solution to (12)  and consequently D0. 
A. Steady-state Response 
When p(t) is a periodic function, a dynamic amplification 
factor Ri can be defined as the ratio between the amplitudes of 
the dynamic response Di
o  and the static response Di
st  [9] 
expressed as: 
Ri=
Di
o
Di
st  (13)
The amplitude of the static response is found by neglecting 
the contribution of the acceleration term in the well-known 
mass-normalized modal equations of motion, yielding to (14).  
Di
st=
1
ωi
2  (14)
The dynamic amplification factor is the steady-state 
amplitude of an undamped system subjected to a unit periodic 
function which is expressed as: 
Ri=
1
(ωi
2-ω2)
  (15)
By introducing (13-15) into (10), we find the inexpensive 
expression, i.e. (16) that allows to estimate the maximum 
amplitude of the nodal physical displacements during steady-
state vibration, which is expressed as:    
uo=ustR  (16)
To compare the output of this method with respect to the 
proposed methodology, a steady-state modal participation 
fraction Li
st is defined in (17).  This fractional number allows to 
compare the relative amplitudes of the modal responses qi for a 
given design and loading condition. 
Li
st=
หΓiDioห
∑ หΓiDioหNi
=
หΓi (ωi2(ωi2-ω2))⁄ ห
∑ ቚหΓi (ωi2(ωi2-ω2))⁄ หቚNi
(17) 
B. Transient Response I  
The steady participation factors neglect the contribution of 
the transient components of the time domain solution. When the 
global maximum is of particular interest, we aim here to estimate 
the maximum dynamic amplitude of system response computed 
as:    
Di
max=max൫Dሺtሻ൯  (18)
The transient participation fraction ܮ௜௧௦ can then be defined 
similarly to the steady participation fraction as the ratio between 
the maximum amplitude of the harmonic solution and the sum 
of the maximum amplitude of all the modes retained in the 
system which is expressed as: 
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Li
ts=
หΓiDimaxห
∑ หΓiDimaxหNi
(19) 
C. Transient Response II – Analytical solutions 
To obtain (19) the solution of the modal equations of motion, 
necessary for (18) calculations, is required a priori. As shown in 
[12] the solution of (18) was approximated using a quasi-static 
solution. Here we introduce a new participation factor based on 
the closed form solution of a Single Degree of Freedom System 
(SDOF).  
Since this method requires the analytical solution of the 
modal equations of motion in the time domain, we use here the 
definition given in (20) as an example of an excitation signal 
which represent the analytical model of Tuned Discreet Gust 
(TDG) of an aero structure. However the methodology is 
applicable for any forcing function where a closed form solution 
exists. 
p(t) =1-cos(t) (20) 
where  is the forcing frequency. 
The analytical solution in the time domain for an undamped 
SDOF system subjected to a unitary pulse, as shown in (20), is 
given by: 
	ܦ௜ ൌ
ە
ۖۖ
۔
ۖۖ
ۓ 1
ωi
2 ሺ1-cos(ωit)ሻ-
2
ω2-ωi
2 sinቆ
ሺωi+ωሻt
2
ቇ sinቆሺωi-ωሻt
2
ቇ       0≤t≤τ
1
ωi
2 ൣcos൫ωiሺt-τሻ൯ - cosሺωitሻ൧+
1
2ωiሺω-ωiሻ ൣcos൫ሺω-ωiሻτ+ωit൯ - cosሺωitሻ൧ -  
… 
1
2ωiሺω+ωiሻ ൣcos൫ሺω+ωiሻτ-ωit൯ - cosሺωitሻ൧		 				τ≤t
(21) 
Where τ is the pulse length. From the classical theory of 
shock, the maximum response will occur during the application 
of the pulse whenever the forcing frequency is smaller than twice 
the natural frequency of the system [13]. Thus, the solution for 
the maximum amplitude of the dominant elastic mode and the 
time ݐଵ௠௔௫ at which it occurs can be estimated by differentiating 
(21) with respect to time during the application of the pulse and 
finding the roots of the derivative; alternatively, computing the 
complete time response of the dominant mode using (21) and 
extracting the peak values. 
Then, the rest of the dynamic responses can be estimated by 
computing (20) at ݐଵ௠௔௫, that is: 
ܦ௜௠௔௫ ൌ ܦ௜ሺݐଵ௠௔௫ሻ  (22) 
The transient response II participation fraction is defined 
similar to equations (17) and (19) as: 
Li
tsII=
หΓiDimaxห
∑ หΓiDimaxหNi
 (23)
D. Internal load Participation Factor 
For point loads, the element internal forces are computed as 
the product of the element stiffness matrix Ke and the 
corresponding displacement vector Ue(t) of the nodes that 
conform the element in the global coordinate system. 
When the element and global coordinate systems do not 
coincide a rotation matrix CT is necessary to ensure that the 
internal forces computed, Ne(t), are expressed in the element 
coordinate system as:  
Ne(t)=CTKeUe(t)  (24)
Where Ke and Ue(t) are the element stiffness matrix and the 
vector of nodal displacements in the global coordinate system., 
respectively. 
We can expand equation (24) into its modal components as: 
Ne(t) = CTKeΦeq(t) = CTKeΦeD(t) (25) 
Equation (23) gives an important insight into the variables 
that affect the internal loads sustained by each element. The term 
 is constant for a given loading conditions and its magnitude 
depends on the matrix of eigenvectors. On the other hand, the 
magnitude of D(t) is strongly dependent on the initial conditions 
and the ration between the forcing and the natural frequencies of 
the system. The magnitude of D(t), thus, determines the 
dominance of a mode in the solution, whereas the product 
eCTKeΦe determines the impact of such mode in the r 
component of the element load where rϵ{1:6}. A participation 
factor can then be defined as:
Lr,i
load=
ቚΣer,iΓi Diቚ
∑ ቚΣer,iΓi DiቚNi=1
 (26)
IV. CASE STUDY
An aircraft stick model based on a Bombardier Aircraft 
platform was created to assess the performance of each of the 
methods described herein. The model is excited by a forcing 
vector f with a linear distribution of a 1000 N on the wing root 
and 480 N on the wing tip of the form given in equation (20). 
The modal responses were calculated in MSC Nastran [14] and 
the normalized results are displayed in Figure 2. 
Figure 1.  Case study: airplane stick model. 
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Figure 2.  Normalized modal responses. 
The modal participation factors of the free-free airplane 
model were computed using (17), (19) and (23) and the results 
are presented in Table I. 
The results are well in agreement with the transient response 
of Figure 1; the first elastic mode dominates entirely the 
response, followed by the elastic modes 7, 8 and 10. The peak 
out of plane bending moment of the wing root was estimated also 
in MSC Nastran, and approximated using (25) with (17), (19) 
and (23). The percentage of error is shown in figure 3.  
TABLE I. MODAL PARTICIPATION FACTORS 
Modal Participation Fractions 
Elastic mode ܮ௜௧௦  LitsII List
1 94.67% 95.41% 95.93%
2 0.00% 0.00% 0.00%
3 0.00% 0.00% 0.00%
4 0.00% 0.00% 0.00%
5 0.00% 0.00% 0.00%
6 0.00% 0.00% 0.00%
7 0.21% 0.18% 0.16%
8 0.27% 0.22% 0.20%
9 0.00% 0.00% 0.00%
10 0.31% 0.27% 0.24%
Both of the transient approximations present better results 
than that of the steady-state participation factor, which has an 
error of 32%. This result is expected since the modal amplitude 
computed using (17) treats the excitation as a periodic function. 
That is, even though the participation factor obtained using 
Li
st is well in agreement with Figure 1, the actual magnitude of 
the modal response is not. This large variation is reflected in the 
large error of the estimated out of plane bending moment. 
The static modal participation factor ܮ௜௧௦ was computed using 
the time domain solution of the modal response extracted from 
Nastran; its associated error is due an implicit assumption of 
equation (18): the modal responses are considered to be in phase. 
This means that the recovered amplitudes are not time 
consistent, thus the method tends to either over or underestimate 
the value of the internal load, even when the exact solution is 
known. 
Figure 3.  Normalized modal responses. 
In the case of  Li
tsII the approximation could be improve by 
considering modal damping in the derivation of the analytical 
solution (23). 
Finally, the modal participation fraction of the out of plane 
bending moment at the wing root were computed using (26) with 
(17), (19) and (23). The results are shown and compared in Table 
II.  
TABLE II. ELEMENT INTERNAL LOAD MODAL PARTICIPATION FACTORS 
Once again, the first elastic mode dominates entirely the 
response. However, it is noticed that the participation of the 
modes shown in Table II decrease. This means that term e from 
equation (25) increased the participation of higher order modes. 
V. CONCLUSIONS AND FUTURE WORK 
Static modal participation factors have the potential to be used 
as response tracking mechanisms during structural design 
optimization, since they are inexpensive to compute and allow 
Out of Plane Bending Moment at wing root contribution fractions 
Elastic mode ܮ௜௧௦  LitsII List
1 92.449% 93.444% 94.263%
2 0.000% 0.000% 0.000%
3 0.000% 0.000% 0.000%
4 0.000% 0.000% 0.000%
5 0.000% 0.000% 0.000%
6 0.000% 0.000% 0.000%
7 0.196% 0.168% 0.152%
8 0.195% 0.159% 0.150%
9 0.000% 0.000% 0.000%
10 0.056% 0.049% 0.043%
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to estimate the peak internal load of the elements. Thus, large 
design spaces could be easily updated without the need to run 
any dynamic analysis.   
The methodology presented herein is applicable for systems 
with concentrated nodal forces, however, in aerospace 
applications we mostly encounter distributed loads such as 
aerodynamic and inertia loads. The extension of this 
methodology for aeroelastic response analysis is of particular 
interest and will be addressed in our future work. 
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Abstract—A higher order theory for beams based on 
expansion of the two dimensional (2-D) equations of elasticity 
into Legendre’s polynomials series has been developed. The 
2-D equations of elasticity have been expanded into
Legendre’s polynomials series in terms of a thickness
coordinate.. Cases of the first and second approximations have
been considered in details. For obtained boundary-value
problems, a finite element method (FEM) has been used and
numerical calculations have been done with MATLAB.
Developed theory has been applied for study stress-strain state
of the electrostatically and thermally actuated MEMS/NEM.
  Keywords- higher order beam theory; MEMS; NEMS; actuators 
I. INTRODUCTION
Micro-Electro-Mechanical Systems (MEMS) are 
microscale devices or miniature embedded systems involving 
one or more components that enable higher-level functionality. 
MEMS have a characteristic length scale between 1 mm and 1 
µm. Similarly Nano-Electro-Mechanical Systems (NEMS) 
nanoscale devices. NEMS have a characteristic length scale 
between 1 nm and 100 µm [3]. The MEMS and NEMS are 
widely used in engineering industries, communications, 
defense systems, health care, information technology, 
environmental monitoring, etc. [3].  Fabrication of the MEMS 
and NEMS rapidly increase from year to year. Therefore 
modeling, simulation and mathematical analysis are very 
important for optimizing process of their fabrication and 
further safety exploration.  
Many MEMS and NEMS structures and devices can be 
considered as thin-walled structures that are exposed to 
mechanical loading, high temperature and electromagnetic 
fields and are in mechanical and thermal contact with other 
structural elements and massive bases through thin heat 
conducting layers.  Often in the analysis and simulation of 
such devices classic models based in Euler-Bernoulli or 
Timoshenko hypothesis give an inaccurate result [1]. For 
accurate analysis and simulation of such structures and devices 
higher order theories may be more preferable. These theories 
are based on expansion of the stress-strain and temperature 
field components into polynomial Legendre’s series in term of 
thickness [5]. Such an approach has significant advantages 
because of Legendre’s polynomials are orthogonal and as 
result obtained equations are simpler. This approach was 
extended and applied to thermally actuated MEMS and NEMS 
in [6, 7].  
In this presentation high order, models of beams based on 
nonlocal theory of elasticity have been developed and applied 
for MEMS and NEMS modeling and computer simulations.  
II. 2-D NONLOCAL THEORY OF ELASTICITY
We consider a curved elastic rod in a 2-D Euclidian space, 
which occupies the domain [ , ]V h h= Ω× −  with a smooth 
boundary V∂ . Here 2h  is thickness, [ , ]l lΩ = −  is the middle 
line of the rod and 2l  is its length. The boundary of the rod 
V∂  can be presented in the form V S + −∂ = ∪ Ω ∪ Ω , where 
+Ω  and −Ω  are the upper and lower sides and S  denotes 
lateral sides.  
According to the theory of nonlocal elasticity [2], the basic 
equations for linear, homogeneous, isotropic, nonlocal elastic 
solid are given in the form of the following system of 
differential equations. 
The equations of motion have the form 
ρ∇ ⋅ + =σ b u             (1) 
Here b is a vector of body forces, ρ is a density of 
material, u is the acceleration vector. 
Kinematic relations simplify and have the form 
( )( )T= ∇ + ∇ε u u    (2) 
Here u  is a displacements vector and ε  is a tensor of small 
deformations.  
According to Eringen’s nonlocal elasticity theory [1] the 
stress at a point x  in a body is functional of the strain field at 
every point of the body. In differential form nonlocal 
constitutive relations are presented as  
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2 2
0(1 ( ) ) ( ) 2ije a trλ δ µ− ∇ = +σ ε I ε          (3) 
Here 
2
2
µ
λ λ
λ µ
=
+
, λ  and µ are Lamè constants of classical 
elasticity, 0e  is the constant of material, a  is a parameter 
describes internal characteristic length. 
The differential equations of motion in the form of 
displacements can be represented as the following 
2 2
0(1 ( ) )( ) 0u ue a ρ⋅ + − ∇ − ⋅ =L u b I u     (4) 
where uI  is the matrix operator that has on the main diagonal 
elements equal to one and 
2 ( ) ( )u µ λ µ⋅ = ∇ + + ∇ ∇ ⋅L u u u      (5)  
Differential operator of Hamilton and its combina-tions in 
orthogonal system of coordinates related to the middle line of 
the beam are presented in [5].   
III. 1-D FORMULATION 
In order to reduce the 2-D problem for the couple stress 
theory of elastic curved beams to a 1-D one, we expand the 
physical parameters, that describe the stress-strain state of the 
beam into the Legendre polynomials series along the 
coordinate 2x . Then any continuous function ( )f p  can be 
represented by Legendre’s polynomial series according to 
formula 
0
2 2( ) (
2 1
( ), ( )
2
)
h
k k n k
k h
k
a P xx fa df Pϖϖ ϖ
∞
= −
+
= =∑ ∫    (6) 
where 2 /x hϖ = . 
By expanding all functions contained in the equations (1)-
(3) in the Legendre’s polynomial series one can obtain
differential equations of motion for Legendre’s polynomial
series coefficients of the  displacements in the form (4).
For the first order approximation theory we have 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
0 1
1 2 1 0 1 1
0 1
1 2 1 0 1 1
0 1
1 2 1 0 1 1
, ,
,
,
u x x u x P u x P
x x x P x P
x x x P x P
α α α
αβ αβ αβ
αβ αβ αβ
ω ω
ε ε ω ε ω
σ σ ω σ ω
= +
= +
= +
      (7) 
The matrix differential operator uL  vectors of displacements 
and body forces have the form  
00 00 01 01 0 0
11 12 11 12 1 1
00 00 01 01 0 0
21 22 12 22 2 2
10 01 11 11 1 1
11 12 11 12 1 1
10 10 11 11 1 1
21 22 21 22 2 2
, ,u
L L L L u b
L L L L u b
L L L L u b
L L L L u b
= = =L u b  (8) 
For the second order approximation theory we have 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
0 1 2
1 2 1 0 1 1 1 2
0 1 2
1 2 1 0 1 1 1 2
0 1 2
1 2 1 0 1 1 1 2
, ,
, ,
, .
u x x u x P u x P u x P
x x x P x P x P
x x x P x P x P
α α α α
αβ αβ αβ αβ
αβ αβ αβ αβ
ω ω ω
ε ε ω ε ω ε ω
σ σ ω σ ω σ ω
= + +
= + +
= + +
(9) 
The matrix differential operator uL  vectors of displacements 
and body forces have the form  
00 00 01 01 02 02 0
11 12 11 12 11 12 1
00 00 01 01 02 02 0
21 22 21 22 21 22 2
10 10 11 11 12 12 1
11 12 11 12 11 12 1
10 10 11 11 12 12 1
21 22 21 22 12 22 2
20 20 21 21 22 22
11 12 11 12 11 12
20 20 21 12 22 22
21 22 21 21 21 22
,u
L L L L L L u
L L L L L L u
L L L L L L u
L L L L L L u
L L L L L L u
L L L L L L
= = ⋅L u
0
1
0
2
1
1
1
2
2 2
1 1
2 2
2 2
,
f
f
f
f
f
u f
= ⋅f    (10) 
Explicit expressions for differential operators in the matrix 
differential operators (8) for the beams are presented in [3].  
The equations presented here can be used for modeling and 
stress-strain calculations of the beams by considering nonlocal 
effects at micro- and nanoscales  
IV. APPLICATION TO MODELING OF THE
ELECTROSTATICALLY ACTUATED MICRO AND NANO BEAMS 
Let us consider an elastic beam of the length l , width 
b and thickness 2h   which is suspended above the rigid 
foundation with an initial gap 0h  in the electromagnetic field. 
The beam and foundation are perfect conductors and separated 
by a dielectric medium of permittivity 0 rε ε , where 
12
0 8.854 10 /F mε
−= ⋅  is the vacuum permittivity and rε  is 
the relative permittivity. A positive potential difference V
between the two conductors causes the beam to electrostatically 
deflect downwards. We assume that the gap 0h  is 
commensurable with the beam displacements which are 
assumed to be small. There is an electro conducting medium in 
the gap between the foundation and the beam, which does not 
resist the beam deformation.  
From an electrical point of view, the system behaves as a 
variable gap capacitor. We do not consider fringing fields in 
the present work. Therefore a distributed force on the 
deformable beam due to the electric field depends on the 
potential difference between the two conductors and on their 
geometries. Because of we consider that 0 / 1h l  , it is 
reasonable to assume that at every point the electrostatic force 
per unit length depends only on the local deflection and equals 
the force per unit length acting on an infinitely long straight 
beam separated by a distance 0 2 1( )h u x+  from a ground 
plane. Then the magnitude of the electrostatic force eF  acting 
on the deformable electrode along its normal is given by 
2
0
2
0 22( )
e
V
F
h u
ε
=
−
 (11) 
Thus the expression for the electrostatic force at a point on 
the plate depends only on the local gap 0h  and the validity of 
the analysis is limited to those variable gap capacitors which 
are locally parallel to each other. 
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For convenience we introduce the nondimensional 
parameters of the beam deformation 0ˆ /
k ku u hα α= and the 
nondimensional coordinate 1 1ˆ /x x l= . Then the electrostatic
force (11) can be presented in the form 
22
0
2 2 2
2 0
3
,
ˆ(1 ) 4e
lV
F
u bh h
εα
α
µ
= =
−
(12) 
An applied direct current (DC) voltage V  between the beam 
and foundation results in the deflection of the beam and a 
consequent change in the system capacitance. The applied 
voltage has an upper limit beyond which the electrostatic force 
is not balanced by the elastic restoring force in the deformable 
conductor. Beyond this critical voltage the deformable 
conductor snaps and touches the lower rigid foundation. As it 
was mentioned in introduction, this phenomenon is called pull-
in instability. We study static response of beam till pull-in 
instability using high order models developed here for fixed-
fixed and simply supported beams.  
For solution of the system of differential equation (4) with 
operators (8)  we used simple iterative algorithm as it have 
been proposed in [4]. Algorithm consists in the following. We 
start from the initial value of 0 1( )xu , for example and
calculate next value form the equation  
1n n+ = ⋅u T u (13) 
where is the operator that act in the Banach space, which 
properties depend on used model. In our case it is the operator 
inverse to (8).   
Algorithm (13) is not always convergent, and for its 
convergence operator T has to be a contraction in 
corresponding Banach space. In that case T has a fixed point 
which is a solution of the system of differential equations (4)  
and can be obtained from the initial value 
0
1( )xu using
iterative algorithm (13), as the limit of the iterative sequence. 
We do not study here conditions for convergence of the 
algorithm, it can be done mathematically using methods of 
functional analysis. 
This approach we explore for investigation of the pull-in 
instability of the beams using first order and second order 
theories developed here. On each step of iteration we calculate 
displacements using differential equations (4) with differential 
operators (8)for first and second order theories respectively. 
Corresponding differential equations we solve numerically 
using finite element method (FEM). All calculations and post 
processing analysis have been done using commercial 
software MATLAB. We performed finite element analysis 
with MATLAB. We used PDE mode with coefficient form 
impute module. The differential equations (4)are presented in 
the form convenient for MATLAB input. In 1-D PDE 
coefficient module are used finite elements of Lagrange type 
from linear to quantic order. Also in MATLAB there is option 
for mesh refinement. For details we refer to the corresponding 
software manuals. Our numerical experiments show that for 
the problem under consideration FEM has good convergence 
and use quadratic elements with one mesh refinement gives 
accurate results.  
We calculated dimensionless vertical displacements of the 
beam using first order and second order and Euler-Bernoulli 
theories. Calculations have been done using iteration algorithm 
(13) defined above. The algorithm demonstrates good
convergence for inV V< , where inV  is the critical value of the
applied voltage  V , that corresponds to pull-in instability of
the beam and called pull-in voltage. In the vicinity of inV  
convergence of the algorithm becomes worse and worse and 
finally is broken down for value of V close to inV .  We define
approximate value of inV using that convergence property of 
the algorithm. For fixed-fixed beam all considered theories 
give the same result 81 VinV ≈ .  Results of calculation of the 
displacements at the middle point 1 / 2x l=  for various values 
of the applied voltage V , up to point of pull-in instability are 
presented. The results obtained using different theories are in a 
good correspondence. 
V. APPLICATION TO MODELING OF THE THERMALLY 
ACTUATED MICRO AND NANO BEAMS 
Let us consider an elastic beam of the length l , width 
b and thickness 2h , which is settled above the rigid 
foundation with an initial gap 0h  in the thermal field. There is a 
heat-conducting medium in the gap between the foundation and 
the beam. The medium does not resist the beam deformation, 
and heat exchange between the foundation and the beam is due 
to the thermal conductivity of the medium. We assume that the 
gap 0h  is commensurable with the beam displacements which 
are assumed to be small. 
With taking into account temperature field the 1-D 
differential equations of thermoelasticity and head conductivity 
of the beam can be presented in the form  
0,
0
u θ
θθ
⋅ + ⋅ + =
⋅ + + =
L u L θ f
L θ Q χ
   (14) 
The matrix differential operator uL  and vectors u and f
have the forms (8) and (10) for first and second order 
approximations, respectively. The differential operators θθL  
and θL  and vectors  θ , Q ,  and χ  can be presented in the 
following forms. 
For the first order approximation theory 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
0 1
1 0 1 1
0 1
1 0 1 1
,i i i
i i i
x P x P
x P x P
θ θ ω θ ω
χ χ ω χ ω
= +
= +
x
x
(15)
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= = =L Q χ (16) 
For the second order approximation theory 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
0 1 2
1 0 1 1 1 2
0 1 2
1 0 1 1 1 2
,i i i i
i i i i
x P x P x P
x P x P x P
θ θ ω θ ω θ ω
χ χ ω χ ω χ ω
= + +
= + +
x
x
  (17) 
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L
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L
L
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θ
θ
θ
θ
θ
θ
θ
= ⋅ =L E θ ,  
0 0 0
2
1 1 1
2
2 2 2
2
0 0
0 0 , ,
0 0
L Q
L Q
L Q
θθ
χ
χ
χ
= = =L Q χ (18) 
In some cases under action of mechanical load and 
temperature filed lower side  −Ω  of the beam can be in 
unilateral mechanical contact with the rigid foundation.  In this 
case the area of close mechanical contact eV∂  and contact 
forces are not known in advance. Therefore unilateral 
mechanical contact conditions have the form of inequalities 
( )0 0  , 0 , 0,  n n n n eu h q u h q V= ≥ ≥ − = ∀ ∈∂x (19)  
For the case if temperature set on upper side of the beam 
1( )xθ
+ and on the foundation 1( )xθ
−  respectively, then
contact conditions through heat conduction layer we have  
( )( )
( )
0 1 *
0 2
*
0 2
3 6 10
9
T T
k
T T
h u h
T
h u h
λ θ θ θ λ θ
λ λ
+ −− + − +
=
− +
        (20) 
Here 2 1( )u x  is calculated using representation (7) and (9) 
for the first and second order approximation theories, 
respectively. 
It is important to mention, that systems of differential 
equations of thermoelasticity an heat conductivity (14) are 
coupled. Their connectedness is not the one usually related to 
dynamical thermoelasticity. We consider stationary problem 
and here the connectedness of the corresponding equations 
caused by change of the heat conducting conditions during the 
microbeam deformations. One can see that in the equations of 
heat is presented function 2 1( )u x that is deflection of the 
beam. Presence of the function 2 1( )u x  in the equation (20) 
turns the problem into nonlinear one.  
For solution of the problem we use iterative algorism 
developed in [51, 53]. In the first step of iteration we assume 
that deflection of the beam 2 1( ) 0u x = . In this case we have 
traditional uncoupled problem of thermoelasticity and heat 
conductivity. For that uncoupled problem any analytical or 
numerical method can be used and corresponding equations of 
thermoelasticity and heat conductivity can be solved 
independently. We refer below to this case as uncoupled or 
traditional formulation. In the next steps of iterations we 
substitute in (20) deflection 2 1( )u x obtained from the solution 
of the problem in previous step of iteration. Our previous and 
fulfilled here researches show that in the problems under 
consideration algorithm is convergent and convergence is fast 
enough. 
In this study the differential equations of thermoelasticity 
and heat conductivity (14) we solve numerically using finite 
element method (FEM). All calculations and post processing 
analysis have been done using commercial software 
MATLAB and COMSOL Multiphysics. We performed finite 
element analysis with COMSOL Multiphysics. We used PDE 
mode with coefficient form impute module. The differential 
equations (14) are presented in the form convenient for 
MATLAB input. In 1-D PDE coefficient module are used 
finite elements of Lagrange type from linear to quantic order. 
Also in MATLAB there is option for mesh refinement. For 
details we refer to the corresponding software manuals. Our 
numerical experiments show that for the problem under 
consideration FEM has good convergence and use quadratic 
elements with one mesh refinement gives accurate results. 
Obtained with MATLAB results of the finite element analysis 
then have been further analyzed and compared with results 
obtained by Euler-Bernoulli theory.        
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Abstract—This paper studies the dynamic characteristics of an 
electric solar wind propulsion system. To study the coupled 
interaction of the orbital and self-spinning motions of an 
electric solar wind propulsion system, a high-fidelity model is 
built up by using the nodal position finite element method, 
where the axial elastic and transverse dynamic motions of 
tether with the electric effects are considered. The coupling 
effects between the orbital and self-spinning motions are 
identified and explained, its results show that they have a 
significant impact on the system dynamics. 
Keywords-Dynamic characteristic; Electric solar wind sail; 
High-fidelity; Nodal position finite element method; Coupling 
I.  INTRODUCTION 
The electric solar wind sail (E-sail) is an innovative 
propulsion system to extract momentum from the high-speed 
plasma streams in the solar wind [1, 2]. The E-sail consists of 
a main spacecraft connected with a multiple of long and thin 
conductive tethers that are positively charged by a solar-
powered electron gun on the spacecraft. Each tether contains a 
remote unit at its end, which comprises a small gas or ion 
thruster to control the main tether’s angular velocity [3, 4].  
The precise dynamics of E-sail requires a high-fidelity 
model of the tethers. Since the length of main tethers is several 
orders of magnitude larger than dimension of the main 
spacecraft/remote units, the attitude dynamics of the main 
spacecraft and remote the units can be safely omitted. Thus, 
the E-sail model consists of inter-connected tethers with 
lumped masses at the center of E-sail and the tips of main 
tethers. Many efforts have been devoted to the modelling of E-
sail [3]. Initially, the E-sail was simplified as a spherical rigid 
pendulum model to investigate dynamic behavior of the 
sailplane attitude dynamics subjected to the tether voltage [5, 
6]. The complicated dynamic behavior of E-sail caused by the 
tether dynamics is completely omitted. Then, the initial study 
was expanded by modeling each main tether as a rigid bar to 
study the coupled orbital-attitude dynamics of E-sail in a 
heliocentric transfer mission [6-8]. However, the rigid bar 
model ignores the influence of spring effect of tether on the 
configuration and attitude of E-sail, which is critical for its 
application in space exploration. To address the challenge, the 
main tethers are modeled by elastic catenary theory, and the 
shape of the main tether is parameterized by the ratios of the 
E-sail force over the centrifugal force and the spin plane 
orientation over the solar wind direction [9]. Although 
effective, both the rigid bar and elastic catenary models cannot 
describe the slack phenomenon of tethers that may happen 
dynamically. Furthermore, the analytical solution of elastic 
catenary model exists in very limited cases, which is problem 
specific. To address the problem, the discretized model of 
tether has been proposed. A typical approach is to discretize 
tethers into a series of lumped mass connected by massless 
springs and dampers [4, 10]. It transforms the nonlinear partial 
differential equations of a tether into a set of ordinary 
differential equations, and it is actually a special case of the 
finite element method [11]. The finite element method is 
probably the most appealing technique among all numerical 
methods. It discretizes the continuous tether into a finite 
number of elements to approximate the solution within each 
element. The main advantage of the finite element method 
over the lumped method is its capability to handle the complex 
geometries with different tether properties along the tether 
length in an algorithmic fashion [11, 12].  
Once the high-fidelity model of the E-sail is developed, the 
coupled dynamics of the E-sail should be investigated, such as 
the coupling effect between the orbital motion and the self-
spinning motion around the principal axis of the E-sail [9, 10] 
II. FINITE ELEMENT FORMULATION OF ELECTRIC SOLAR
WIND SAIL 
A. Coordinate Systems 
Consider an E-sail as shown in Fig. 1, where the main and 
auxiliary tethers are divided into finite number of elements. 
Each element is assumed to resist tensile load only. Both main 
spacecraft and remote units are modeled as lumped masses 
without attitude dynamics. The dynamic motion of the E-sail 
can be described by three generalized coordinate systems: the 
global heliocentric-ecliptic inertial coordinate system 
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( g g g gO X Y Z ) and the orbital coordinate system ( o o o oO X Y Z )as 
shown in Fig.1. The origin of the heliocentric-ecliptic inertial 
coordinate system Og is at the center of the Sun, where the 
positive Xg-axis points in the vernal equinox direction, the 
positive Yg-axis is along the normal direction of the ecliptic 
plane, and the positive Zg-axis completes a right-hand 
coordinate system. The origin of the orbital coordinate system 
Oo is at the center of mass (CM) of the E-sail, where the 
positive Zo-axis points from the Sun to the CM of E-sail, the 
positive Xo-axis is perpendicular to the Zg-axis and Zo-axis, 
and the positive Yo-axis completes a right-hand coordinate 
system. 
B. Modeling of E-sail by the nodal position coordinates 
formulation 
The nodal position finite element method is applied to 
model the complex E-sail due to its advantages in handling 
large rigid-body motion coupled with small elastic deformation 
in a simple and accurate formulation
Considering a two-node straight element in the global 
heliocentric-ecliptic coordinate system. Taking the k-th 
element as an example, an arbitrary position inside the element 
can be expressed as, 
 ,k e k X N X  
where  , ,
T
X Y ZX  is the position vector inside the 
element in the global inertial coordinate system, and 
 , 1 1 1, , , , ,
T
e k k k k k k kX Y Z X Y Z  X  is the nodal coordinate 
vector with subscripts referring to the node numbers of the k-
th element, Nk is the shape function matrix defined in [11, 12] 
Figure. 1 Coordinate systems for E-sail 
From the Hooke’s law, the elastic stress of k-th element 
can be written as, 

,
, , ,
0,
0,
e k
k k l k k k e k e k k
e k
e k
E E E E
L L
L
 
 
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 
 

 B X  
where the subscript k denotes k-th element, ,l k  is the 
longitudinal strain of element, Le0,k is the unstretched length of 
the element. Ek is the Young’s modulus of tether material, and 
Be,k is the element strain matrix defined in [11, 12]. 
The element mass matrix ,e kM  can be derived from the 
kinetic energy, such as, 

,
, , , , , ,0
1 1
2 2
e kL T T
e k k k e k e k e k e k e kT A ds  X X X M X  
where ρk and Ak are the material density and cross-section area 
of the tether with the subscript k indicating the k-th element. 
The symbol  
.
 denotes the first order derivative with respect 
to time, and element mass matrix ,e kM  is given in. It should 
be noted that the mass matrix is constant in the global inertial 
coordinate system. 
The strain energy due to the longitudinal deformation can 
be written as,  
, 2
, , , , , , ,0
,
1 1
2 2
1
2
e kL T T
e k k k l k e k e k e k e k k k
k k e k
U E A ds
E A L
    X K X X F
(4) 
where Ke,k is the nonlinear element stiffness matrix and ,k kF  is 
the generalized nodal force vector resulting from the elasticity 
of element in the global inertial coordinate system[11, 12]. 
The virtual work done by external forces including the 
gravitational and Coulomb forces can be written as, 

,
, ,0,
e kL T T
k c k e k g kg k A dsW      X g X F  

,
, ,0,
e kL T T
c e k c kc k dsW     X f X F  
where Fg,k and Fc,k are the vectors of equivalent nodal 
gravitational and Coulomb forces, respectively. 
Accordingly, the Hamilton’s principle for the E-sail from 
t1 to t2 can be obtained as, 
  2
1
, , , , 0
t
e k e kt g k c k
T U dtW W           
Equation (7) yields the dynamic equation as, 
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 , , ,
, ,
, , ,
e k e k e k
g k c kT T T
e k e k e k
T T Ud
dt
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        
F F
X X X
 
Substituting Eqs. (3) and (4) into Eq. (8) and rearranging 
them into the matrix form yield the following dynamic 
equation for the k-th element, 
 , , , , , , ,e k e k e k e k k k g k c kX    M K X F F F  
The dynamic equations of E-sail can be obtained by 
assembling Eq. (9) with the standard assembly procedure in 
the finite element method [12, 13]. It is worth pointing out that 
the primary variables in the NPFEM are the nodal position 
coordinates instead of the nodal displacements in the 
conventional finite element method. It should be noted the 
internal damping of the tether is not considered in the flight 
dynamics due to the lack of experimental data in space. 
Nonetheless, the damping effect generally stabilizes the 
disturbance to the E-sail system. Thus, the neglect of damping 
will not affect the validation of current investigation. 
III. RESULTS AND DISCUSSIONLI
In the current paper, the E-sail is assumed fully deployed and 
spinning. The dynamic equations of the E-sail are solved 
numerically by an implicit 4th order Runge-Kutta Gaussian-
Legendre scheme with a Symplectic property that is suitable 
for the long-term numerical integration [12]. The maximum 
iteration number and error tolerance of each iteration step are 
set to 10 and 10-9, respectively. The physical properties of the 
E-sail are listed in Table. I.  
TABLE I. PHYSICAL PROPERTIES OF E-SAIL 
Parameters Values 
Mass of main satellite (kg) 100 
Number of main tethers (auxiliary tethers) 10 
Length of each main tether (km) 10 
Material type of main/auxiliary tether Aluminum/Kapton 
Material density of main tether (kg/m3) 2700 
Material density of auxiliary tether (kg/m3) 1420 
Elastic modulus of main tether (109N/m2) 70 
Diameter of main tether (m) 7.3810-5
Elastic modulus of the auxiliary tether (109N/m2) 2.5 
Width of auxiliary tether (m) 0.03 
A. The steady state of self-spinning E-sail 
The initial equilibrium conditions, such as the tension of 
tether, for the given initial position and velocity of E-sail are 
unknown. Consequently, a special start-up procedure is 
developed with very small numerical damping to damp out the 
initial transient oscillation until the steady state of spinning E-
sail is obtained. In this case, the main and auxiliary tethers of 
E-sail are modeled by one truss element respectively. The 
tethers are assumed spinning and subjected to a central 
gravitational field, but the center of E-sail is stationary in the 
space. The numerical damping is removed after 500 s and then 
the simulation continued for another 5,900 s. The results of the 
steady state of a spinning E-sail are shown in Fig. 5. As shown 
in Fig. 2(a), the numerical damping successfully damps out the 
transient oscillation in the first 500 s. Then, the system state 
maintains constant as expected. The same phenomenon can be 
observed in the tensions of the main and auxiliary tethers, and 
the angular velocities of the remote units, seen in Figs. 2(b)-
2(c). 
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Figure. 2.  Steady state of a self-spinning E-sail (a) energy (b) tension in main 
and auxiliary tethers (c) angular velocity of remote unit. 
B. The coupled orbital and attitude dynamics of E-sail 
The coupling effect between the orbital and spinning 
motions of E-sail is investigated. The E-sail is temporally 
assumed to move in a circular orbit with a radius of R = 1 AU. 
Accordingly, the orbital angular velocity Ω of E-sail can be 
calculated by 3s R  , where s  and R are the 
gravitational constant and orbital radius, respectively. In this 
case, the main and auxiliary tethers are modeled with one truss 
element respectively. The initial spin rate ω and the time step 
in the simulation are set as 0.24 deg/s and 0.01 s, respectively. 
Figure.3.  The results of the orbital dynamic motion of E-sail 
The characteristics of the coupled motion between the orbital 
and spinning motions of E-sail is analyzed for a period of 
36,000 s. The simulation results are shown in Figs. 3 to 4, 
where the time scale is changed from seconds to the number of 
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period of self-spinning, 0 / (2 )t  . First, it can be found in Fig. 
3 that the orbital radius and angular velocity of E-sail subject 
to the gravity are constant as expected. It shows that the 
assumption of constant orbital radius R and orbital angular 
velocity Ω is reasonable. Second, Fig. 4 shows that the spin 
rate, the length of main tether, and the tension in the main and 
auxiliary tethers change periodically at the frequency of spin 
rate of E-sail, which is corresponding to the term of  L Ω ω
for the spin rate. Fig. 4(a-b) shows the variations of main 
tether length and its rate vs the time. They are all very small. 
Thus, the induced Coriolis effects 2 ω L  and 2 Ω L  are 
negligible in the short term. Fig. 4(c) shows the spin rate 
changes from the maximum to minimum in every period. This 
phenomenon is caused by the coupling between the orbital and 
spinning motions of E-sail as presented in section 2.3. 
Moreover, it is seen that the tension variation in the auxiliary 
tether is in phase with the spin rate, while it is out of phase 
with the tension in the main tether, see Fig. 4(d). The reason is 
that the periodic motion of the spin rate induces the periodic 
motion of the auxiliary tether and remote unit within one 
period. Furthermore, the centrifugal force  ω ω L  causes
periodical variation of tension in the main tether. Finally, three 
conclusions can be drawn from the above results: (i) the 
coupling effect between the orbital and spinning motions of E-
sail will induce a periodic oscillation of the spin rate. Then, 
the oscillation of spin rate induces the oscillation of tension in 
the main and auxiliary tethers. This phenomenon is not 
observed in previous references [5, 10]. (ii) for the short-term 
analysis, the assumption of constant value of orbital radius and 
angular velocity is reasonable. (iii) the Coriolis effects 
2 ω L  and 2 Ω L  are the long-term effect [5]. 
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Figure.4.  The results of spinning of E-sail. (a) Spin rate (b)-(c) Tether 
length and rate of length changing of Main tether (1st) (d) Tension in the 
main (1st) and auxiliary tethers (1st). 
CONCLUSION 
A high-fidelity model of an electric solar wind sail is 
developed by using the nodal position finite element method. 
The coupling effects between the orbital and self-spinning 
motion are analyzed when the system subjects to the 
gravitational force only, and major coupling terms are 
identified and examined. The numerical simulations show that 
the coupling effect between the orbital and self-spinning 
motions causes a periodic variation of the spin rate and tension 
in the tethers.  
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Abstract— This is the first of two companion papers that 
examine the elastic buckling and post-buckling behavior of thin 
unsymmetric cross-ply laminates. When cured in a flat mold 
these panels possess two cylindrical equilibrium configurations. 
From stability perspective this problem is identified as a 
bifurcation buckling problem. As explained in literature thermal 
mismatch between plies and existing geometric imperfections 
triggered this behavior.  Therefore, and according to Koiter it is 
necessary to measure and account for these geometric 
imperfections to accurately predict the cured shapes. Since 
imperfection measurement is challenging and cannot be 
possible in the stage of design. This work applies a unified finite 
element methodology based on Koiter’s theory to predict the 
cured shapes. This methodology is consistently applied in 
commonly used finite element computer codes, ABAQUS, 
ANSYS and LS-DYNA, and their predictions are compared.
Keywords- bistable, unsymmetric, cross-ply, curing, buckling, 
post-buckling. 
I. INTRODUCTION
When thin unsymmetric composite laminate is cured in a press 
or an autoclave, it will develop out-of-plane deformations at 
room temperature. These deformations are due to mismatch in 
thermal expansion behavior and elastic properties of laminae 
within the laminate. Hyer [1] reported the shapes of several 
families of unsymmetric laminates and observed that the room-
temperature shapes do not always conform to the predictions of 
classical lamination theory. To justify this mismatch Hamamoto 
and Hyer [2] measured the cured laminate and reported its lack 
of thickness uniformity, i.e., thicker in the middle than it is near 
the edges. The reason for such non-uniform thickness was 
explained to be caused by resin flow during curing resulting in 
differences in fiber volume faction from one location to the next 
within the laminate. Some other factors were also suggested to 
be responsible for geometric imperfections, such as the hand-
layup technique in which it is impossible to precisely orient or 
stack different laminae. 
Several solutions reported in literature focused on predicting 
the cured shapes of unsymmetric cross-ply laminates [3]. The 
first solution among these was developed by Hyer [4] 
presenting the extended classical lamination (ECLT) theory 
based on the Principal of Minimum Total Potential Energy 
(PMTPE). Predictions obtained from ECLT was limited to 
unsymmetric square laminates with straight edges. The first 
finite element solution was originally proposed by Schlecht and 
Schulte [5] in which they added a subroutine in finite element 
(FE) code MARC applying so-called backward method to 
obtain the cured shapes of unsymmetric square cross-ply 
laminates. Their finite element analysis (FEA) predictions 
agreed with Hyer’s measurements and analysis [1, 4]. The first 
analytically correct FEA methodology using Abaqus finite 
element code was initially presented then published by Tawfik 
et al. [6, 7]. Their methodology was based on Koiter’s theory 
[8] and their predictions of room temperature cured shapes were
in good agreement with Hyer’s measurements and analysis [1,
4]. Giddings et al. [8] developed an improved FE model in
ANSYS V11.0 to predict the cured shapes of thin unsymmetric
laminates. They developed two FE models, the first model was
based on ‘idealised’ nominal ply-thickness which required a
temporary force during the initial curing simulation to allow
convergence. While the second ‘improved model’ used optical
microscopy, data obtained post curing to account for resin rich
areas in the FE simulation. Giddings et al. [8] reported excellent
predictions using the ‘improved model’ and acceptable
predictions by the model based on idealised ply-thickness. In
summary, to enable FEA to accurately predict the cured shapes
of thin unsymmetric laminates one must account for deviations
in geometry such as resin rich areas. Meanwhile measuring the
specific to certain laminate deviation may not be possible prior
to manufacturing. Therefore, an analytical solution based on
Koiter’s theory provides the potential for accurate predictions
prior to manufacturing, e.g. during the design stages.
To this end the current work aimed at providing a general 
applicability of the proposed methodology of Tawfik et al.  [6, 
7]. Their proposed methodology which they developed in 
Abaqus was consistently applied in Ansys and LS-Dyna. Cured 
shapes of thin unsymmetric laminated as predicted by all FE 
codes, ABAQUS, ANSYS and LS-DYNA were compared, and 
conclusions were provided. 
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II. METHODOLGY
A. Problem definition 
Tawfik [10] and Tawfik et al. [6, 7, 11] were pioneers in 
investigating the shapes of unsymmetric cross-ply laminate 
under thermal curing stresses using FEA. Based Koiter’s theory 
[8], considering the effect of the geometric imperfections, they 
developed a FE based methodology for predicting such cured 
shapes. 
Tawfik et al. [6, 7, 11] implemented their FE methodology 
in ABAQUS and proved that without geometric imperfection 
cured shape of an unsymmertic laminate cannot be predicted by 
FEA accurately. They did an extensive study regarding shape 
prediction using their FE methodology and finally came up with 
two distinct useful relations which they named as the 
temperature-curvature relationship and the design curve. 
This current work is focused on presenting a generalized FE 
based methodology to predict the shapes of unsymmetric cross-
ply laminates under thermal curing load by replicating Tawfik’s 
ABAQUS model in two other commercial FE codes, ANSYS 
and LS-DYNA, and finally comparing the ANSYS and LS-
DYNA results with the ABAQUS results. 
B. Description of basic FEA model 
The cross-ply unsymmetric laminate used in this model has 
square geometric configuration and it is a [0n 90n⁄ ] laminate of 
Hexcel IM7/8551-7 graphite/epoxy prepreg with mechanical 
properties provided in Table I. 
Tawfik [10] conducted the convergence study with all the 
shell elements available in Abaqus element library and ended 
with the selection of  S4R as the element type and 20 × 20 as 
the mesh size for optimal modeling of this problem in 
ABAQUS. 
For the present work uses shell elements and 20 × 20 mesh for 
modeling. Table II documents the details about the element 
types used in three different FE codes. 
The centre point of the laminate geometry is fixed in all 
degrees of freedom during the curing cycle. The applied load 
during curing cycle is a temperature drop with a magnitude of 
156 oC. Fig. 1 shows the basic ABAQUS model used for this 
curing cycle problem. 
TABLE I. MECHANICAL PROPERTIES OF MATERIAL AS REPORTED BY TAWFIK 
[10] 
Material 
𝑬𝟏𝟏
(𝐆𝐏𝐚) 
𝑬𝟐𝟐
(𝐆𝐏𝐚) 
𝑮𝟏𝟐
(𝐆𝐏𝐚) 
𝝂𝟏𝟐
𝜶𝟏
(𝟏𝟎−𝟔/𝐨𝐂) 
𝜶𝟐
(𝟏𝟎−𝟔/𝐨𝐂) 
𝒕 
(𝛍𝐦) 
IM7/8551-7 
graphite/epo
xy prepreg 
141.18 7.20 4.45 0.30 0.30 30.98 138.75 
TABLE II.  ELEMENT TYPES IN DIFFERENT FE CODES 
FE code 
Element 
name 
Element 
type 
Number 
of DOF* 
Description 
ABAQUS 
[12] 
S4R 
Shell 
element 
6 
A four-node general-
purpose finite-membrane-
strain shell with reduced 
integration for hourglass 
control 
ANSYS 
[13] 
Shell 181 
Shell 
element 
6 
A four-node thin to 
moderately-thick shell 
with both full and reduced 
integration schemes 
LS-DYNA 
[14] 
Type 16 
Shell 
element 
6 
A four-node fully 
integrated thin shell with 
assumed strain 
interpolation and available 
hourglass control option 
*Degrees of freedom
Figure 1. Image of basic model from ABAQUS 
C. Equation and curves presented by Tawfik and Tawfik et al. 
1) The temperature-curvature relationship
Utilizing the concept of geometric imperfection, Tawfik et al. 
[6, 7, 11] used their ABAQUS model to predict the bifurcation 
point or the tendency of retaining cylindrical-like. Two 
curvatures of two adjacent sides of the square unsymmetric 
cross-ply laminate ware plotted in a temperature vs. curvature 
graph, keeping the cure cycle relative temperature along the 
abscissas and curvatures along the ordinates. The point from 
which the two curvatures start deviating from each other is the 
bifurcation point and the graph was named as temperature-
curvature relationship. This deviation of two curvatures of two 
adjacent sides indicates the tendency of a unsymmetric cross-
ply laminate to retain two different curvatures with bistable 
behavior while curing. Their ABAQUS analysis predicted the
bifurcation point to occur at a relative temperature of 140.60 oC 
with a laminate curvature of  0.290 m−1 . Curvatures were 
approximate using (1). 
𝜅 =
1
𝑅
≅
8𝑑
𝐶2 + 4𝑑2
(1) 
where 𝜅 is the approximated curvature, 𝑅 is the radius, 𝑑 is the 
out-of-plane displacement and 𝐶 is the chord length as shown 
in Fig. 2. 
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Figure 2. Curvature of laminate 
2) The design curve
Tawfik [10] and Tawfik et al. [6, 7, 11] predicted the out-of-
plane deformation and expressed it as the effect of laminate side 
length-to-thickness ratio. This relationship was named as the 
design curve while keeping the non-dimensional curvature 
along the abscissas and non-dimensional side length along the 
ordinates. This design curve shows that the relative side length-
to-thickness ratio is one of the parameters controlling the 
panel’s bistable behavior and there is a critical value of side 
length in units of thickness that makes the laminate to have 
cylindrical-like shape. This non-dimensional critical side length 
for square [0𝑛 90𝑛⁄ ] laminate was documented as 𝐿𝐶
∗ = 82.8, 
below which the cured panel assumes a saddle shape and above 
it the panel is bistable with cylindrical-like equilibrium shapes. 
They defined the non-dimensional side length and non-
dimensional curvature as respectively (2) and (3). 
𝐿∗ =
𝐿
𝑡
(2) 
𝜅∗ = 𝜅 × 𝐿 ×
180
𝜋
(3) 
where 𝐿∗  and 𝜅∗  are non-dimensional side length and non-
dimensional curvature respectively. While 𝐿, 𝑡  and 𝜅  are the 
side length, thickness and curvature of the laminate 
respectively. 
D.  Modelling curing cycle in ABAQUS 
Tawfik [10] and Tawfik et al. [6, 7, 11] presented, in 
ABAQUS the cylindrical-like cured shapes of an unsymmetric 
laminate can be easily obtained through three major steps as 
follows 
 Eigenvalue buckling analysis of the perfect geometry
using the *BUCKLE option which is also known as
buckling analysis.
 Introducing geometric imperfections as a linear
superposition of buckling eigenmodes of the perfect
geometry using *IMPERFECTION option.
 A geometrically non-linear load-displacement analysis
of the imperfect structure using the *STATIC,
STABILIZE method which is one kind of post
buckling analysis.
Tawfik [10] and Tawfik et al. [6, 7, 11] stated, one of the 
major step of their methodology is accounting for geometric 
imperfection. So, they studied the influence of imperfection size 
on predicting the bifurcation point and figured out that 
imperfection in a must for predicting cylindrical-like cured 
shape and the most suitable imperfection size for this problem 
is one tenth of the laminate thickness. This current work will 
also use the same size of imperfection. 
Tawfik [10] mentioned about two different procedures 
available in ABAQUS for solving non-linear systems of 
equations and among those two, the one which can introduce an 
artificial damping into the solution is more suitable for 
problems with local instability and hence enables to capture the 
cylindrical shape during the curing cycle and in ABAQUS it is 
available in the name of STABILIZE. 
Further for modeling the curing cycle in LS-DYNA and 
ANSYS Tawfik’s three-step methodology will be followed as 
guideline. 
E. Modelling curing cycle in LS-DYNA 
With LS-DYNA cylindrical-like cured shapes of an 
unsymmetric laminate can be predicted as follows.  
 Eigenvalue buckling analysis of the perfect geometry
using the *CONTROL_IMPLICIT_EIGENVALUE
[14] option.
 Introducing geometric imperfection as a linear
superposition of buckling eigenmodes of the perfect
geometry using *PERTURBATION_NODE [14]
option.
 A geometrically non-linear load-displacement analysis
of the imperfect structure using the
*CONTROL_IMPLICIT_STABILIZATION [14]
option. 
ABAQUS creates the buckling results in normalized form 
but in LS-DYNA eigen buckling analysis results are not 
normalized. So, this should be taken into consideration while 
selecting the value of the scale factor. 
F. Modelling curing cycle in ANSYS 
Unlike ABAQUS and LS-DYNA solving this current 
problem in ANSYS requires following four steps: 
 Static analysis step to get an initial deformation that is
going to be used in the Eigen buckling analysis.
 Eigen buckling analysis step is used to generate the
Eigen modes for the model based on the applied
thermal load in the static analysis step using any
available eigen solver i.e.; SUBOPT [13].
 Based on extracted Eigen mode shapes the geometry
of the model is to be perturbed using a required
imperfection value. The command UPCOORD [13] is
used by multiplying a scale factor of imperfections to
a specified step results.
 The last step is to solve a non-linear analysis for the
imperfect geometry obtained from the previous step
using STABILIZE [13] command.
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Like LS-DYNA eigen buckling analysis results in ANSYS 
are not normalized by default. So, this should be taken into 
consideration while selecting the value of the scale factor. 
G. A unified Finite Element Analysis methodology 
Curing of a laminate is a locally instable nonlinear problem 
which is highly imperfection sensitive. So, modeling the curing 
cycle in FEA requires solving a linear perturbation associated 
with geometric imperfection and a nonlinear load-displacement 
analysis in a row [10]. Implementation of modeling technique 
proposed by Tawfik in these three FE codes can be summarized 
as: 
 Modeling a curing cycle in any FEA code requires three 
available options. 
 An eigenvalue solver for buckling analysis to get the
eigenmodes. 
 An option to introduce a geometric imperfection into
the structure. 
 An implicit non-linear solver that can introduce an
artificial damping into the solution to make this locally 
instable problem to capture the cylindrical-like shape. 
Tawfik [10] first came up with this three-step Finite Element 
Analysis methodology and can be used as a unified guideline 
for modelling curing cycle in any FEA as LS-DYNA and 
ANSYS.   
III. RESULTS AND DISCUSSION
Tawfik [10] did an extensive study to figure out the effect of 
geometric imperfection on predicting the cured shapes of 
unsymmetric laminates and proved using ABAQUS that 
without any imposed geometric imperfection FEA cannot 
capture the cylindrical-like shape and predicts the saddle shape. 
Fig. 3 is the predicted saddle shape by ABAQUS in absence of 
imperfection and Fig. 4 is the cylindrical-like shape in the 
presence of imperfection.  
Figure 3. Saddle shape predicted by ABAQUS in absence of geometric 
imperfection 
Figure 4. Cylindrical-like shape predicted by ABAQUS in presence of 
geometric imperfection 
 With the same size of imperfection suggested by Tawfik 
[10] and without imperfection LS-DYNA and ANSYS both 
predict cylindrical-like and saddle shape respectively as 
ABAQUS does. Fig. 5 is the predicted saddle shape by LS-
DYNA in absence of imperfection and Fig. 6 is the predicted 
cylindrical-like shape in presence of imperfection. Fig. 7 and 
Fig. 8 respectively represents the saddle and cylindrical-like 
shape predicted by ANSYS. 
Figure 5. Saddle shape predicted by LS-DYNA in absence of geometric 
imperfection 
Figure 6. Cylindrical-like shape predicted by LS-DYNA in presence of 
geometric imperfection 
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Figure 7. Saddle shape predicted by ANSYS in absence of geometric 
imperfection 
Figure 8. Cylindrical-like shape predicted by ANSYS in presence of 
geometric imperfection 
To compare the ABAQUS, ANSYS and LS-DYNA results, 
both the temperature-curvature relationship and the design 
curve from these three codes have been plotted and compared 
with each other. 
To plot the temperature-curvature relation Tawfik’s [10] 
results in ABAQUS were reiterated in ABAQUS, ANSYS and 
LS-DYNA while recording curvatures of both sides and thermal 
load at every time increment. Fig. 9 shows the temperature 
curvature relation from ABAQUS, ANSYS and LS-DYNA for 
square [0n 90n⁄ ]T  laminate of Hexcel IM7/8551-7
graphite/epoxy prepreg in the same graph. The figure also 
shows the results from ABAQUS, ANSYS and LS-DYNA are 
in an excellent agreement and the bifurcation temperature 
prediction from these three FE codes is almost the same. 
To plot the design curve the side length of the square 
[0n 90n⁄ ]T  laminates was varied from 0.01 m  to 0.15 m
keeping the laminate thickness and layup unchanged while 
recording the corresponding curvatures of the two sides of the 
laminate at the end of the curing cycle. Fig. 9 Shows the design 
curve from ABAQUS, ANSYS and LS-DYNA for square 
[0n 90n⁄ ]T  laminate of Hexcel IM7/8551-7 graphite/epoxy
prepreg in the same graph and it also shows the results from 
ABAQUS, ANSYS and LS-DYNA are in an excellent 
agreement and the critical side length prediction from these 
three FEA codes is almost the same. 
A good agreement of ANSYS and LS-DYNA results with 
the ABAQUS result makes Tawfik’s three-step FE based 
methodology unified. 
Figure 9. Comparisin of the temperature curvature relationship for square  
[0n 90n⁄ ]T laminate of Hexcel IM7/8551-7 graphite/epoxy prepreg from
ABAQUS, ANSYS and LS-DYNA. 
Figure 10. Comparison of the design curve for square  [0n 90n⁄ ]T laminate 
from ABAQUS, ANSYS and LS-DYNA 
IV. CONCLUSION
This work addressed the buckling behavior of thin unsymmetric 
laminates and their out-of-plane cured shapes. An analytically 
correct methodology is obtained from literature and applied in 
commonly used finite element computer codes, Abaqus, Ansys 
and LS-Dyna. Predicted out-of-plane cured shapes of thin 
unsymmetric cross-ply laminated were compared and results 
from all FE codes were found in excellent agreement. 
Therefore, the currently used analytically correct methodology 
proved its generality and applicability in commonly used FE 
software codes. 
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Abstract— This is the second of two companion papers that 
examine the elastic buckling and post buckling behavior of 
unsymmetric cross-ply laminates. The existence of geometric 
imperfection and thermal mismatch between plies result in 
these panels to retain two equilibrium configurations despite 
being cured in a flat mold. These equilibrium configurations 
conform to cylindrical shapes of orthogonal and opposite 
curvatures. Under externally applied load a panel undergoes 
snap-through behavior from one equilibrium shape to the other. 
The unified finite element methodology based on Koiter’s 
theory and presented in the first companion paper is extended 
to predict the required force responsible for snap-through 
behavior.  Accordingly, ABAQUS, ANSYS and LS-DYNA 
finite element codes are used to predict the critical snap-through 
forces and their predictions are compared.  
Keywords-stability; bistable; snap-through; snap-back; finite 
element; post buckling 
II. INTRODUCTION
It was observed that a cured thin unsymmetric cross-ply 
laminate will possess two equilibrium configurations. These 
equilibrium configurations conform to two cylindrical shapes of 
equal and opposite curvatures which was initially reported by 
Hyer [1].  The cured panel when triggered it undergoes snap-
through behavior from one equilibrium shape to the other, 
hence called bistable. A panel exhibit this post buckling 
response if it originally possessed large out-of-plane at room 
temperature caused by thermal stresses in its layers. The effect 
of thermal stresses and the existence was originally explained 
and documented by Hamamoto and Hyer [2]. 
Bistable panels found many applications in morphing and 
energy harvesting as discussed in Emam and Inman [3].  It is 
credited to Hyer to present the first analytical solution to predict 
the out of plane deformations of these panels [4]. Based on the 
Principal of Minimum Total Potential Energy PMTPE, Hyer 
developed the extended classical lamination theory (ECLT). 
Later Hyer’s colleagues Dano [5] and Schultz [6] extended the 
ECLT to predict the requirements to trigger snap-through 
behavior using shape memory alloys (SMA) and piezoelectric 
actuators, respectively. Tawfik [7] extended his ABAQUS 
finite element (FE) methodology to predict the force required to 
trigger snap-through behavior in panels with various planforms. 
This methodology was based on Koiter’s theory [8] in 
accounting for geometric imperfections and originally proposed 
by Tawfik et al. [9, 10]. ABAQUS based FE predictions of 
snap-through loads and test results reported in [7] were in good 
agreement. Therefore, the proposed ABAQUS based FE 
methodology proved to be successful predicting post buckling 
behavior. As reported by Emam and Inman [3] many 
researchers worked on the same problem, i.e. triggering snap-
through behavior in bistable panels. Meanwhile, the ABAQUS 
FE methodology proposed by Tawfik [7] proved successful 
application in predicting mechanical force or piezoelectric 
actuators requirements. Moreover, this methodology is 
analytically correct and do not require obtaining any 
measurement of actual imperfection in the manufactured panel. 
Therefore, this methodology possesses potential to be used 
during the design stages of morphing applications.  
The current work targeted generalizing the proposed 
methodology of Tawfik [7] and investigating the applicability 
in wide variety of FE computer codes. Therefore, this proposed 
methodology was consistently applied in commonly used FE 
codes ANSYS and LS-DYNA. The force required to trigger 
snap-through behavior in thin unsymmetric cross-ply laminates 
was predicted by ABAQUS, ANSYS and LS-DYNA. 
Predictions obtained from FE analysis were compared with test 
values and proved to be consistent and in good agreement. 
III. METHODOLGY
A. Problem definition 
Tawfik [7] and Tawfik et al. [9, 10, 11] were the pioneer in 
investigating the stability of unsymmetric cross-ply laminates 
using Finite Element Analysis (FEA). Utilizing two back to 
back non-linear load-displacement analysis they developed a 
FE based methodology to examine the bistable characteristics 
of thin unsymmetric cross-ply laminates using ABAQUS, a 
commercial FE code, and presented their analysis outcome as a 
load-displacement curve to show that a cured unsymmetric 
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cross-ply laminate is stable in its both equilibrium positions 
which is termed as the bistable behavior. For different 
geometries, forces required to trigger snap-through of such 
bistable laminates were also predicted and compared with test 
measurements. 
This current work is focused on presenting a generalized FE 
based methodology to capture the bistable characteristics of a 
unsymmetric cross-ply laminate under thermal load by 
replicating Tawfik’s ABAQUS [9, 10] work in two other 
commercial FE codes, ANSYS and LS-DYNA, and finally 
comparing their results with Tawfik’s ABAQUS and test 
results. 
B. Description of basic FEA model 
The unsymmetric cross-ply laminate used in this problem 
has a square geometric configuration and it is a thin 
[02 902⁄ ]T laminate of Hexcel IM7/8551-7 graphite/epoxy
prepreg with mechanical properties provided in Table I. Tawfik 
[7] conducted the convergence study with all the shell elements 
available in ABAQUS element library and ended with the 
selection of S4R as the element type and 20×20 as the mesh 
size for optimal modeling of this problem in ABAQUS. This 
present work will use the same mesh size and the similar types 
of elements in two other FE codes. Table II documents the 
details about the element types used in three different FE codes. 
Tawfik [7] mention that investigation of stability 
characteristics is a subsequent analysis of curing and in FEA 
bistable behavior of a thermally cured unsymmetric cross-ply 
laminate can easily be captured by performing an extra non-
linear load-displacement analysis right after the curing cycle. 
Only the boundary conditions and loading need to be changed 
during this extra step. During the first step, the curing cycle, 
center point of the laminate geometry is kept fixed in all degrees 
of freedom and the applied load is a temperature drop with a 
magnitude of  156 oC. During the second step,  for analyzing
stability characteristics, temperature of the cured shape is kept 
constant at  -156 oC and the center point of the cured shape is 
kept free only in z-direction while the four corners are kept free 
in all degrees other than the z-direction.  A concentrated force, 
P, with a value higher than the snap-through load is applied 
along the z-direction at the center point as displayed in Fig. 1. 
Figure 1. ABAQUS model at different stages of analysis showing the 
corresponding shapes, boundary conditions and applied load; a) at 
the beginning of first step b) at the beginning of the second step c) at 
the end of the second step. 
TABLE I. MECHANICAL PROPERTIES OF MATERIAL AS REPORTED IN KIM 
[12] AND ALSO USED BY TAWFIK [7]. 
Material 
E11 
(GPa) 
E22 
(GPa) 
G12 
(GPa) 
ν12 
α1 
(10-6/oC) 
α2 
(10-6/oC) 
t 
(μm) 
IM7/8551-7 
graphite/epoxy 
prepreg 
146.1
4 
8.472 3.879 0.341 0.30 30.98 138.75 
TABLE II.  ELEMENT TYPES IN FE CODES. 
FEA code 
Element 
name 
Element 
type 
Number 
of DOF* 
Description 
ABAQUS 
[13] 
S4R 
Shell 
element 
6 
A four-node general-
purpose finite-membrane-
strain shell with reduced 
integration for hourglass 
control 
ANSYS 
[14] 
Shell 181 
Shell 
element 
6 
A four-node thin to 
moderately-thick shell 
with both full and reduced 
integration schemes 
LS-DYNA 
[15] 
Type 16 
Shell 
element 
6 
A four-node fully 
integrated thin shell with 
assumed strain 
interpolation and available 
hourglass control option 
*Degrees of freedom
Fig. 1 shows the ABAQUS model and its geometric shapes at 
different stages of the stability analysis. It also illustrates the 
corresponding boundary conditions and applied loads 
associated with those stages. 
C. Notations ued by Tawfik and Tawfik et al. 
Tawfik [7] and Tawfik et al. [11] used some important notations 
to describe the stability characteristics of a thermally cured 
bistable unsymmetric cross-ply laminate. 
 First equilibrium shape: Laminate’s shape when the
larger curvature is along the x-axis, Fig. 2a.
 Second equilibrium shape: Laminate’s shape when the
larger curvature is along the y-axis, Fig. 2b.
 Snap-through: Forcing a laminate to snap from first
equilibrium shape to the second equilibrium shape,
Fig. 2a.
 Snap-back: Forcing a laminate to snap from the second
equilibrium shape to the first equilibrium shape, Fig.
2b.
Figure 2. Triggering snap-through in cylindrical panel via concentrated 
force [7, 11]. 
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D.  Snap-through and snap-back analysis with ABAQUS 
Tawfik [7] and Tawfik et al. [9, 10] showed that snap-
through and snap-back can be captured in ABAQUS using 
following steps 
 Eigenvalue buckling analysis of the perfect geometry
using the *BUCKLE keyword to get the eigenmodes.
 Introduce imperfections into the geometry using
*IMPERFECTION keyword.
 Non-linear load-displacement analysis of the
imperfect geometry using the *STATIC, STABILIZE
keyword to get the cured shape.
 A second non-linear load displacement analysis of the
cured shape using *STATIC, STABILIZE keyword to
capture the snap-through and snap-back.
Among these four steps, first three are for obtaining the 
cured shape while the fourth step is for snap-through and snap-
back of that cured shape [7, 9, 10]. 
The second non-linear load-displacement analysis in 
Tawfik’s [7, 9] two-step FE methodology was pursued by 
performing the following sub steps 
 Boundary condition of the cured shape was reset such
that the center point of the panel was free only in z-
direction and the four corner points were free in all
degrees other than the z-direction.
 A concentrated force, P, higher than the snap-through
load was applied at the center point along the z-
direction such that it tended to switch the curved
laminate to its second equilibrium shape.
 As the laminate switched to its second equilibrium
shape the applied load was removed to make sure that
the retained shape was stable.
 After the second equilibrium position was found force,
P, was applied again along the z-direction such that it
tended to switch the panel to its first equilibrium
shape. Boundary conditions were kept unchanged.
 As the laminate switched back to its first equilibrium
shape the load was removed once again to make sure
that this retained shape was stable.
Further, for modeling of the snap behavior in LS-DYNA 
and ANSYS Tawfik’s two-step methodology will be followed 
as a guideline. 
E. Snap-through and snap-back analysis with LS-DYNA 
With LS-DYNA snap behavior of cured bistable 
unsymmetric laminate can easily be captured as follows 
 Eigenvalue buckling analysis of the perfect geometry
using the *CONTROL_INPLICIT_EIGENVALUE
[15] keyword.
 Introduce imperfections into the geometry using
*PERTURBATION_NODE [15] keyword.
 Non-linear load-displacement analysis of the
imperfect geometry to capture the cured shape using
the *CONTROL_IMPLICIT_STABILIZATION [15]
keyword.
 A second non-linear load displacement analysis of the
cured shape to capture the snap-through and snap-back
using *CONTROL_IMPLICIT_STABILIZATION
keyword.
Like ABAQUS the first three steps are for obtaining the 
cured shape and the fourth one is for snap-through and snap-
back of that cured shape. 
F. Snap-through and snap-back analysis with ANSYS 
Unlike ABAQUS and LS-DYNA solving snap-through and 
snap-back in ANSYS require following steps 
 Static analysis step to get an initial deformation that is
going to be used in the Eigen buckling analysis.
 Following is the eigen buckling analysis to generate
the 1st eigenmode under thermal loading using any
available eigensolver.
 Based on extracted eigenmode shape, the geometry of
the model is to be perturbed using a required
imperfection size. The command UPCOORD [14] is
used to introduce the imperfection.
 The next step is to solve a non-linear analysis of the
imperfect geometry using STABILIZE [14] command
to get the cured shape.
 A second non-linear load displacement analysis of that
cured shape using STABILIZE [14] command.
First four steps are for obtaining the cured shape and the 
fifth one is for snap-through and snap-back of that cured shape. 
G. A unified Finite Element Analysis methodology 
Successful implementation of Tawfik’s ABAQUS based FE 
methodology in ANSYS and LS-DYNA can be summarized as 
follows 
 Modeling snap-through and snap-back to investigate the 
stability characteristics of a bistable unsymmetric cross-ply 
laminate in any FE code requires two back to back analysis 
 1st analysis is for obtaining the cured shape of that
unsymmetric cross-ply laminate.
 2nd analysis is the non-linear load displacement
analysis of that cured shape to obtain the snap-through
and snap-back.
Tawfik [7] and Tawfik et al. [9, 10,11] first came up with this 
two-step FE methodology and can be used as a unified guideline 
for studying stability characteristics of a bistable unsymmetric 
cross-ply laminate in any FE code, like LS-DYNA or ANSYS. 
IV. RESULTS AND DISCUSSION
Fig. 3 shows the comparison of load-displacement curves 
extracted from ABAQUS, ANSYS and LS-DYNA illustrating 
that they are in good agreement. 
Fig. 4 shows the two equilibrium shapes of a bistable 
laminate extracted from ABAQUS, while Fig. 5 and Fig. 6 
display the equilibrium shapes solved by ANSYS and LS-
DYNA respectively. 
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Figure 3. Load-displacement curve for a 150×150 mm2 cured laminate 
made of Hexcel IM7/8551-7 graphite/epoxy prepreg with  [02 902⁄ ]T
stacking. 
Figure 4. a) First equilibrium shape and b) Second equilibrium shape 
extracted from ABAQUS. 
Figure 5. a) First equilibrium shape and b) Second equilibrium shape 
extracted from ANSYS. 
Figure 6. a) First equlibrium shape and b) Second equilibrium shape 
extracted from LS-DYNA. 
TABLE III. EXPERIMENTAL AND FE SNAP-THROUGH LOADS OF SQUARE 
SPECIMENS 
Sidelength [7] 
(𝐦𝐦 × 𝐦𝐦) 
Test [7] 
P (N) 
ABAQUS [7]  LS-DYNA ANSYS 
P (N) % P (N) % P (N) % 
151×150 9.61 8.72 -9.29 8.69 -9.50 8.76 -8.84 
123×125.5 8.90 8.15 -8.46 8.19 -7.87 8.06 -9.44 
100×101 8.09 7.54 -6.76 7.49 -7.29 7.20 -11.00 
87×88 5.11 4.93 -3.46 5.09 -0.21 4.82 -5.68 
67×67 2.75 2.7 -1.81 2.69 -1.84 2.68 -2.55 
TABLE IV. EXPERIMENTAL AND FE SNAP-BACK LOADS OF SQUARE 
SPECIMENS 
Sidelength [7] 
(𝐦𝐦 × 𝐦𝐦) 
Test [7] 
P (N) 
ABAQUS [7]  LS-DYNA ANSYS 
P (N) % P (N) % P(N) % 
151×150 10.39 9.42 -9.36 9.49 -8.63 9.48 -8.76 
123×125.5 10.06 9.25 -8.02 9.29 -7.61 9.50 -5.57 
100×101 8.27 7.75 -6.35 7.69 -6.89 7.68 -7.13 
87×88 6.12 5.37 -12.27 5.53 -9.61 5.22 -14.71 
67×67 4.45 2.97 -33.26 3.05 -31.37 2.78 -37.53 
Tawfik [7] also studied the effect of geometry on the stability 
characteristics by changing the sidelength of thin [02 902⁄ ]T
square laminate and documented the snap-through and snap-
back loads comparing the ABAQUS predictions with the test 
measurements. Table III shows the snap-through loads 
predicted in this present work by LS-DYNA and ANSYS while 
table IV shows the snap-back loads. These two tables also 
illustrate the percentage differences in predictions from these 
three FE codes while compared with the test measurements, 
where all the test measurements and ABAQUS results are from 
Tawfik [7]. ABAQUS, ANSYS and LS-DYNA all are in good 
agreement with the test measurements which proves the 
generality of that two-step FE methodology developed by 
Tawfik [7] and Tawfik et al. [9, 10, 11]. 
V. CONCLUSION 
The current work addressed post buckling behavior in thin 
unsymmetric cross-ply laminates and stability characteristics. 
An analytically correct methodology is obtained from literature 
and applied in commonly used finite element computer codes, 
ABAQUS, ANSYS and LS-DYNA. Critical forces required to 
trigger snap-through behaviour in thin unsymmetric cross-ply 
laminated were compared with test measurement and found to 
be in good agreement. Therefore, the adopted analytically 
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correct methodology proved generality and recommended for 
analysis and design of unsymmetric composites morphing 
applications. 
REFERENCES 
[1] M. W. Hyer, "Some observations on the cured shapes of thin unsymmetric 
laminates," J. Compos. Mater., vol. 15, no. 2, pp. 175-194, 1981. 
doi: 10.1177/002199838101500207.
[2] A. Hamamoto and M. W. Hyer, "Non-linear temperature-curvature 
relationships for unsymmetric graphite-epoxy laminates," Int. J. Solids Struct., 
vol. 23, no. 7, pp. 919-935, 1987. doi:10.1016/0020-7683(87)90087-4.
[3] S. A. Emam and D. J. Inman, "A review on bistable composite laminates 
for morphing and energy harvesting," Appl. Mech. Rev., vol. 67, no. 6, pp. 
060803, Dec. 2015. doi: 10.1115/1.4032037.
[4] M .W. Hyer, "Calculations of the room-temperature shapes of 
unsymmetric laminates," J. Compos. Mater., vol. 15, no. 4, pp. 296-310, 
July 1981. doi: 10.1177/002199838101500401.
[5] M. Dano, "SMA-induced deformations in general unsymmetric 
laminates," Ph.D. dissertation, Eng. Sci. Mech., Virginia Polytechnic Univ., 
Blacksburg, Virginia, 1997.
[6] M. R. Schultz, "Use of piezoelectric actuators to effect snap-through 
behavior of unsymmetric composite laminates," Ph.D. dissertation, Eng. Sci. 
Mech., Virginia Polytechnic Univ., Blacksburg, Virginia, 2003.
[7] S. Tawfik, "Stability and morphing characteristics of bi-stable laminates," 
Ph.D. dissertation, Georgia Technol., Aerosp. Eng., Atlanta, Georgia, 2008. 
[8] W. T. Koiter, "On the stability of elastic equilibrium," Ph.D. 
dissertation, Polytechnic Institute Delft, Delft, Netherlands, NASA 
TTF-10833, 1945.
[9] S. Tawfik et al., "Modeling of anticlastic stability in elastically tailored 
composites," in Proc. 20th Annu. Tech. ASC Conf., Drexel Univ., 
Philadelphia, PA, 2005.
[10] S. Tawfik et al., "Anticlastic stability modeling for cross-ply 
composites," J. Compos. Mater., vol. 41, no. 11, pp. 1325-1338, 
2006. doi: 10.1177/0021998306068073.
[11] S. Tawfik, D. S. Dancila, and E. Armanios, "Planform effects upon the 
bistable response of cross-ply composite shells," Composites, Part A, vol. 
42, no. 7, pp. 825–833, 2011. doi: 10.1016/j.compositesa.2011.03.012.
[12] I. Kim,  "Development and analysis of elastically tailored composite star 
shapedbeam sections," Ph.D. dissertation, Aerosp. Eng., Georgia Technol., 
Atlanta, Georgia, 2003
[13] Abaqus 6.14 user manual. DS SIMULIA Corp., Providence, RI, 2004.
[14] ANSYS manual, Version 16.2, ANSYS Inc., Canonsburg, USA, 2015.
[15] LS-DYNA Manual: Volume I, Version 971, 7374. Livermore 
Software Technol. Corp., Livermore, CA, 2013.
479
Inclusion of Aerodynamic Effects in Multibody Dynamics
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Abstract— The Equations of Motion (EoM) software, devel-
oped by University of Windsor Vehicle Dynamics and Control
Research Group, can be used to generate linear or linearized
equations of motion for mechanical systems, and is particularly
well suited to vehicle dynamics. This paper describes an effort
to extend its capability to include the effects of wings on the
motion of multibody systems.
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I. INTRODUCTION
This paper discusses the Equations of Motion (EoM) multi-
body dynamics software developed by University of Windsor
Vehicle Dynamics and Control Research Group, and an attempt
to extend its capability to include the effects of wings on the
motion of multibody systems.
The EoM software can be used to generate linear or lin-
earized equations of motion for multibody mechanical sys-
tems. The software is entirely open source and runs within the
MATLAB R© framework, or in the syntax compatible open source
alternative, Octave. It has also recently been ported to Julia,
a new open source high performance programming language
optimized for numerical computing. It is freely available online
at the software hosting site www.github.com.
The input of the software is a simple function file describing
the system in question, and the output is the state space form of
the equations, and optionally, a report tabulating the results of
a linear analysis in a .pdf format, and animations of the mode
shapes that can be viewed using any virtual reality modelling
language (VRML) viewer.
When analyzing a multibody system, EoM will first read
the information from the input data, and build the necessary
stiffness and constraint Jacobian matrices required to find all the
preload and constraint forces. Once these are known, the stiff-
ness matrices are updated with the tangent stiffness terms. The
kinematic differential equations relating position and velocity
†corresponding author
are then combined with the Newton-Euler equations of motion,
reduced to a minimal coordinate set, and cast in the following
form: [
E 0
0 I
]{
x˙
y
}
=
[
A B
C D
]{
x
u
}
(1)
A careful examination will show that this system, known as
the descriptor form of the state space, can be further reduced
to standard state space form, if the E matrix is non-singular.
If it is singular, then the system becomes a set of differential-
algebraic equations. Nevertheless, a singular value decomposi-
tion approach can be used to reduce the system to an equivalent
lower dimensional standard state space form. From this state
matrix form, EoM will perform a number of linear analyses, e.g.,
calculate the eigenvalue of each mode to determine the stability,
compute the frequency response between any inputs or outputs
that have been defined, and determine the minimal realization
(the minimum dimensional system with equivalent input-output
behaviour).
II. EXTENSION TO INCLUDE AERODYNAMIC EFFECTS
The intention of the work described in this paper is to extend
the capabilities of the EoM software to include aerodynamic
effects. The EoM software is primarily used to model vehicle
dynamics; there are many cases where aerodynamic effects
could have significant influence on vehicle behaviour. The
addition of aerodynamic items to EoM would enable automated
construction of multibody dynamic models of a number of
systems, e.g, a vehicle ride (bounce-pitch) model with front and
rear wings, a motorcycle with an aerodynamic fairing, or an
aircraft with discrete flexible model elements (e.g. a torsionally
flexible fuselage). More elaborate examples might include an
aircraft during lift-off or landing, where both the tires and
the aero surfaces are contributing to the motion, or an aircraft
towing a second aircraft with a cable, as is commonly used when
launching gliders.
A. Basic wing example
To illustrate the inclusion of aero effects on a dynamic
vibrating system, consider the equations of motion for the
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spring mass system, with a single wing attached, as depicted in
Fig. 1. The development begins with the breakdown of the net
aerodynamic force into lift and drag. The equations for lift force
L and drag force D are written as a function of the dynamic
pressure q, where ρ represents the air density, V the airstream
velocity, and S the wing area.
q=
1
2
ρV 2 (2)
L= qSCL (3)
D= qSCD (4)
The nondimensional coefficients of lift and drag are CL and CD,
respectively.
Note that the lift and drag forces are assumed to remain
parallel and perpendicular to the airflow direction respectively,
measured in a reference frame that moves with the wing. If the
wing is moving vertically downward, the airflow appears to have
an upward velocity component, quantified by the angle of attack.
The angle of attack can be written in terms of the vertical speed
of the wing, and simplified by assuming small angles.
α ≈ α0− z˙V (5)
In effect, the directions of the aero forces as defined above
change relative to the ground fixed reference frame. Taking the
vertical component of the aero forces gives:
Z = Lcos(α−α0)+Dsin(α−α0) (6)
To linearize, a truncated Taylor series is used.
Z ≈ Z0+ ∂Z∂α
∣∣∣∣
α=α0
(α−α0) (7)
The lift and drag coefficients are assumed to be functions of the
angle of attack.
∂Z
∂α
=
∂L
∂α
cos(α−α0)−Lsin(α−α0)
+
∂D
∂α
sin(α−α0)+Dcos(α−α0)
(8)
∂Z
∂α
∣∣∣∣
α=α0
=
∂L
∂α
+D= qS
(
∂cL
∂α
+ cD
)
(9)
As a result:
Z = Z0+qS
(
∂cL
∂α
+ cD
)
(α−α0) (10)
Noting that α−α0 =−z˙/V
Z = Z0− qSV
(
∂cL
∂α
+ cD
)
z˙ (11)
Combining the sum of the aerodynamic and spring forces,
and equating to mass times acceleration gives the familiar
second order linear differential equation of motion. Note that
the deflection z is measured from equilibrium, where any static
lift forces Z0 are offset by the spring preload kz0, (weight force
is neglected, but would have no effect in this example).
mz¨= Z− k(z+ z0) = Z0− 1V
∂Z
∂α
z˙− k(z+ z0) (12)
Simplifying:
mz¨+
qS
V
(cLα + cD)z˙+ kz= 0 (13)
The dynamic pressure q is parabolic in V , so the wing
behaves effectively as a damper whose coefficient increases
linearly with airspeed. This is noteworthy in a vehicle dynamics
context, as it is in contrast to a typical slip-based tire model,
where the tire is effectively a damper whose coefficient varies as
the inverse of forward speed.
k
L
z
V
D
m
α0
Figure 1. Spring mass wing model. Note that the lift and drag forces are
assumed to remain parallel and perpendicular to the airflow direction
respectively, measured in a reference frame that moves with the wing.
While the example illustrates the development of the equa-
tion of motion for a simple system, in fully three dimensional
motion, the effective damping term becomes a full 6×6 matrix,
where the three forces and three moments are written as linear
functions of linear and angular speed. A typical vehicle based
coordinate system is used, where the x axis is the vehicle’s
direction of travel, and the z axis is vertical. Symmetry in the xz
plane is assumed; the effect is that fully half of the 36 damping
terms go to zero. In this notation, the components of force in
the three coordinate axes are X , Y , Z, while L, M, N are the
corresponding moments. The linear and angular velocities are
represented as u, v, w, and p, q, r, respectively. The wingspan
is denoted as b, and c is the chord (i.e., S = bc for a rectangular
planform wing). These 6×6 matrices can be easily incorporated
into the EoM generated equations of motion.
The full equation is written as:
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
X
Y
Z
L/b
M/c
N/b

=−qS
V

CXu 0 CXw 0 CXq 0
0 CYv 0 CY p 0 CYr
CZu 0 CZw 0 CZq 0
0 CLv 0 CLp 0 CLr
CMu 0 CMw 0 CMq 0
0 CNv 0 CNp 0 CNr


u
v
w
b
2 p
c
2q
b
2 r

(14)
or: 
X
Y
Z
L
M
N

= [L]

u
v
w
p
q
r

(15)
where:
L=−qS
V

CXu 0 CXw 0 12cCXq 0
0 CYv 0 12bCY p 0
1
2bCYr
CZu 0 CZw 0 12cCZq 0
0 bCLv 0 12b
2CLp 0 12b
2CLr
cCMu 0 cCMw 0 12c
2CMq 0
0 bCNv 0 12b
2CNp 0 12b
2CNr
 (16)
B. EoM system elements
In EoM, each component of a system is defined as an ‘item’.
The most basic type of item is a ‘body’, which defines a rigid
body. The other types of items define either rigid or flexible
connectors that are attached to one or more rigid bodies. All
the available types of items are listed in Table I.
TABLE I. Types of items in EoM
Type of item Definition
body a rigid body
spring a two point elastic spring, with linear or torsional stiffness
and damping, non-zero free length
link a two point massless rigid link
rigid point a generic point constraint with a variable number of
constraint forces and moments
flex point a point spring with translational and/or rotational
stiffness and damping
nh point a non-holonomic constraint to prevent velocity but not
displacement
beam a zero mass beam spring with bi-directional bending
and shear stiffness
load constant forces or moments applied to the system
actuator applied force or moment, proportional to an input signal
sensor used to measure displacement, velocity, or acceleration
A typical vehicle model in EoM will consist of rigid bodies,
both rigid and flexible connectors, and other items like static
loads (to include the effect of preloads), actuators to apply
time varying forces, and sensors to measure the resulting mo-
tion. Joints constrain bodies together while allowing certain
degrees of freedom; ball joints (spherical joints) and hinges
(revolute joints) are both typical. Both are modelled in EoM
as ‘rigid point’ type items, where the appropriate number of
constraints can be specified in each case, along with an axis to
define the associated directions. Suspension springs and shock
absorbers are modelled as uni-directional two-point springs, and
tires as ‘flex point’ items, i.e., springs with zero free length.
As the aerodynamic forces described above are expressed
using a linear dependency on the velocities, they are included as
a special case of the ‘flex point’ item, where the full 6×6 matrix
is supplied, as opposed to a typical point spring damper where a
single coefficient and a direction vector suffice. It is noteworthy
that the terms generated by traditional mechanical damper will
always result in a symmetric damping matrix. Because the
wing behaviour requires a potentially asymmetric matrix, there
is no possible combination of dampers that would provide an
equivalent motion response. In order to properly capture the
wing behaviour, the full matrix must be supplied.
III. FORMULATION OF THE EQUATIONS OF MOTION
The linearized equations of motion of the model are au-
tomatically generated by EoM. A detailed description of the
method is given in Minaker and Rieveley[1], and expanded in
Minaker[2]. The set of differential equations are written asI 0 00 M −G
0 0 0
 p˙w˙
u˙
+
V −I 0K L −F
0 0 I
pw
u
=
 0fc
u

(17)
where the mass matrix M results from the Newton-Euler equa-
tions, and is tri-diagonal as is typical. The stiffness matrix K is
the sum of terms resulting from deflection of elastic elements,
and additional tangent stiffness matrix terms resulting from
preload in the connectors. The L matrix contains the traditional
viscous damping matrix, plus terms due to the inertia forces, i.e.,
centripetal forces and gyroscopic moments. It is in this L matrix
that the aero terms are included. The V matrix results from the
linearization of the kinematic differential equations, and is non-
zero only in the event of a non-zero velocity reference condition.
The F and G matrices are used to allow the inclusion of
rate dependency in the input forces, i.e., the applied forces are
written as
fa = Fu+Gu˙
whereu is the input. The p vector represents the global locations
and small angle orientations, and the w vector represents the
body fixed linear and angular velocities. The constraint forces
fc are still present in the intermediate formulation, but are elim-
inated through a coordinate reduction process. The linearized
constraint equations are written as Jh 0 0−JhV Jh 0
0 Jnh 0
 p˙ pw˙ w
u˙ u
=
0 00 0
0 0
 (18)
where the Jh and Jnh matrices represent holonomic and non-
holonomic constraint equations, respectively. An orthogonal
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complement of the Jacobian is used to reduce the number of
coordinates.
IV. WING ANALYSIS
In order to generate the wing properties used to fill the
associated damping matrix, a numerical approach is required.
Luckily, a well-developed solution already exists.
A. Athena Vortex Lattice
Athena Vortex Lattice (AVL) is an open source software tool
developed at MIT by Mark Drela and Harold Youngren[3]. It has
numerous capabilities related to the flight-dynamic analysis of
rigid aircraft of arbitrary configuration. While AVL can already
produce a linearized aerodynamic model to predict aircraft
stability, its models are limited to treating the aircraft as a single
rigid body.
However, individual lifting and control surfaces can also
be modelled in AVL (rather than full aircraft), and the full
aerodynamic properties can be output in a format suitable for
inclusion in other codes, such as EoM.
The relevant functionality of AVL for this paper is its ability
to produce stability derivatives (the elements of the system
matrix relating state derivatives to the state values) at any flight
condition. By definition, vortex lattice codes work in three
dimensions; it is not possible to carry out two-dimensional
analysis using AVL. AVL can be expected to produce accurate
results when the lifting surfaces are thin and angles of attack
(and sideslip) are small ( 1 rad). In a vortex lattice code,
the surfaces and the wakes that trail them downstream are
represented with vortex sheets of infinitesimal thickness. By
discretizing the aerodynamic surface(s) of interest with horse-
shoe vortices distributed along the span and chord, a numerical
solution for the aerodynamic forces and moments along the
surface(s) can be obtained. A full description of vortex lattice
methods is beyond the scope of this paper, but see for example
Lan[4], Lamar and Gloss[5], and Miranda, Elliot, and Baker[6]
for the foundational work that underpins AVL. An important
limitation of AVL is the assumption of quasi-steady flow[3].
This means that oscillatory motions must be sufficiently slow
so that the period of oscillation is long compared to the time it
takes for the flow to travel the length of the wing chord. This can
be quantified using the reduced frequency β , where
β =
ωc
V
 1 (19)
For typical aircraft in flight this is almost always true, but
in alternative applications of AVL for use in EoM such as
ground vehicles, this condition should be checked. Finally, the
angular velocities (roll, pitch, and yaw rates) must be slow
enough to ensure that small angle assumptions continue to hold.
Quantitatively, this means:
|pb/2V |< 0.10 (20)
|qc/2V |< 0.03 (21)
|rb/2V |< 0.25 (22)
Again, while this is normally not an issue for aircraft, if AVL
analysis is used for other applications, these should be checked
to ensure solution validity.
V. EXAMPLE PROBLEM
In order to demonstrate the capabilities of the combined
EoM/AVL software tool, a test model was developed. It is
an expansion of the swivel wheel problem, as presented by
Schwab and Meijaard[7], and before them by Den Hartog[8].
The model is used to predict the shimmy phenomenon, as
sometimes observed in aircraft nose wheel landing gear, or more
commonly on the front wheels of a grocery cart. The model
consists of a single rigid body, constrained to planar motion,
and travelling at a fixed forward speed. The motion of the body
is reacted by a lateral spring placed at the front, to represent the
lateral stiffness of the wheel carrier or support, and a no-slip
tire (modelled as a nonholonomic constraint) at the rear. The
wheel shimmy problem is noteworthy, as it can predict unstable
behaviour. The response is strongly dependent on the location of
the mass centre; when it is near the midway point between the
tire and the lateral spring, the system is stable, while locations
near either end result in an unstable motion. The instability is
oscillatory; the amplitude grows with time.
In this example, the shimmy problem is repeated with an
aerodynamic surface is added to the model. A symmetric generic
thin surface model is used for the airfoil. The reference point of
the airfoil is taken at one quarter of the chord from the leading
edge. The wing is fixed such that its reference point is located
at the front of the body at the same location where the lateral
stiffness acts. It is noteworthy that shifting the longitudinal
location of the wing does have an effect on its influence. As the
wing is moved closer to the zero-slip tire, its angle of attack is
reduced. In fact, the tire constraint forces the angle of attack to
be zero at that point, minimizing the influence of the wing on the
overall motion. A schematic diagram of the problem is shown in
Figure 2.
In order to establish a baseline result, the model is run first
with no wing present. The default properties of the mechanical
system are: m= 5.0 kg, l= 1.0 m, Iz = 1.05 kgm2, k= 1.5 N/m,
and u = 10.0 m/s. The location of the mass centre is varied
from the front to the rear of the model. The results are then
repeated with the wing present. The resulting aerodynamic
properties are: L2,2 = 7.59895 Ns/m, L2,6 =−2.05293 Ns/rad,
L6,2 = 0.153319 Ns, L6,6 = 0.224167 Nms/rad, b= 1.0 m, and
c= 0.5 m.
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Figure 2. Swivel wheel example problem, with added aerodynamic effect. The
swivel wheel exhibits the shimmy phenomenon, with potential instability, as a
function of the location of the mass centre.
A. Results
Once the EoM software has generated the equations of mo-
tion, a number of linear analyses are automatically conducted.
By analyzing the eigenvalues, the stability and natural frequen-
cies of the motion can be found. The resulting eigenvalues
govern the form of the motion. The eigenvalue can be expressed
in the form of s= a±bi, i.e., it is frequently a complex number.
If the real part is positive, the motion will be unstable; if the real
part is negative, the motion is stable as it gradually approaches
zero with time. The imaginary part controls the oscillatory
frequency of the motion. If the imaginary part is equal to zero,
there will be no oscillation in the unforced motion.
The results are plotted in Figures 3 and 4. Figure 3 shows
both eigenvalues. Note that the slow eigenvalue is complex,
while the fast eigenvalue, i.e., the more negative, is real. Figure 4
shows the real part of the slow eigenvalue, which is unstable
in some cases, with a much tighter zoom, to better illustrate
the zero crossings. Note that if the centre of mass is located in
the range 0.3l < a < 0.7l, then the system without the wing is
stable. When the wing is added, the stability range increases to
0.12l < a< 0.88l.
VI. CONCLUSIONS
The paper outlines the development of an open source
multibody code for the analysis of the dynamics of mechanical
systems, including aerodynamic effects. An example illustrates
how mechanical system behaviour can be influenced by the ad-
dition of aerodynamic effects. The example shown is relatively
simple in scope when compared to the type of problems that
could be analyzed using the combined EoM and AVL software,
but serves to illustrate the concept. Future work will expand
this approach to more extensive applications, such as ground
vehicles with multiple aerodynamic surfaces or flexible aircraft.
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Figure 3. Eigenvalues vs centre of mass location. The effect of the addition of
the wing on the eigenvalues is a significant increase in stability, and decrease in
the shimmy frequency in the cases where the centre of mass is shifted rearward.
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Figure 4. Slow eigenvalues vs centre of mass location, zoomed. Note that if the
centre of mass is located in the range 0.3l < a< 0.7l then the system without
the wing is stable. When the wing is added the range is expanded.
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Abstract—In this study, the numerical simulation of liquid 
water behaviors inside a single straight microchannel is 
conducted using Volume of fluid (VOF) method and dynamic 
contact angle (DCA) model. Two different gas inlet velocities 
are considered in the simulation to investigate the gas velocity 
effects on the droplet behaviors. The general process of the 
liquid water evolvement inside the channel are presented and 
discussed. The results indicate that the water droplet will form 
into long slug flow under lower gas inlet velocity and thin film 
flow under higher gas inlet velocity.  
Keywords-droplet behaviors; microchannel; volume of fluid 
method; dynamic contact angle. 
I.  INTRODUCTION 
Proton exchange membrane fuel cells (PEMFCs) are 
energy conversion devices that can produce electrical power 
from hydrogen and air, releasing only water and heat. PEMFC 
is one of the promising energy power sources for next-
generation vehicles and distributed power applications, mainly 
because of their advantages such as zero-emission, low 
operation temperature, high power density and quietness. 
However, water management is still one of the most critical 
challenges for fuel cell commercialization. Thoroughly 
understanding the gas-liquid dynamics inside PEMFCs will 
help researchers to optimize the PEMFC designs. Numerical 
simulation using volume of fluid (VOF) method has been 
recognized as an effective approach to investigate the liquid 
water behaviors inside the gas channels. So far, for PEMFC-
related simulations, the static contact angle (SCA) model is 
generally used [1-7] while the dynamic contact angle (SCA) 
model is still under development. Recently, several researchers 
have applied DCA model to simulate the droplet dynamics and 
evolvement [8-11] and it is indicated that DCA model is more 
applicable than SCA model in the prediction of droplet 
behaviors. Zhou’s group proposed the AR-DCA model [12] 
implemented with Hoffman function [13], which is able to 
simulate both advancing and receding dynamic contact angles. 
This AR-DCA model has been successfully validated against a 
series of experiments for droplet impact on horizontal and 
inclined surfaces from Sikalo et al. [14, 15], showing its 
potential to be applied in the simulation of gas-liquid two-
phase in microchannels. 
However, only a few of the researchers reported the 
simulations of droplet behaviors in microchannels using DCA 
model: Fang et al. [16] employed a contact angle hysteresis 
model to simulate gas-liquid flows and the results showed that 
the contact angle distribution in the microchannel will 
significantly affect the slug elongation and instability; Miller 
[17] and Wu [18] implemented DCA model with Hoffman 
function to simulate the liquid water transport and behaviors in 
gas channel, and it is indicated that the dynamic contact line 
treatment is very crucial in the simulation of gas-liquid 
dynamics. 
In this study, as one part of the progress for the DCA model 
development, we further extend our research to the simulation 
of droplet behaviors in a single straight microchannel. The 
numerical results under different gas inlet velocity will be 
presented and discussed. 
II. NUMERICAL MODEL DESCRIPTION
A. Computational Domain 
Figure 1. Schematic of computational domain in this study. 
In this study, a three-dimensional single straight channel 
with rectangular cross section is built up as the computational 
domain. The dimensions of the channel are 0.05 mm in depth, 
0.5 mm in width and 5 mm in length. The liquid water enters 
into the channel through a 0.02 mm rectangular slot on the 
bottom wall, which is located at 1.65 mm away from the inlet 
boundary. 
B. Computational Methodology 
In the simulation, the VOF method is used to track the gas-
liquid flow interface. The governing equations are as follows: 
1 Corresponding Author and Principal Investigator: Dr. Biao Zhou, 
bzhou@uwindsor.ca, 1-519-253-3000 ext. 2630 
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The mass conservation equation: 
∂(ρ)
∂t
+∇∙(ρu⃑ )=0  (1) 
The mixture density and viscosity in each computational 
cell can be calculated by: 
ρ=sl ρl+sg ρg  (2) 
μ=slμl+sgμg  (3) 
where sl and sg are the liquid and gas volume fraction 
respectively, and the sum of the volume fraction is: 
sl+sg=1    (4) 
Then the continuity equation for the liquid phase can be 
expressed as the following form: 
∂(slρl)
∂t
+∇∙(slρlu⃑ )=0 (5) 
The momentum equation is: 
∂
∂t
(ρu⃑ )+∇∙(ρu⃑ u⃑ )=-∇p+∇∙[μ(∇u⃑ + ∇u⃑ T)]+Sm    (6)
The surface normal n̂ is determined by: 
n̂=n̂w cos θd  + t̂w sin θd  (7) 
where n̂w  and  t̂w  represent the unit vectors normal and
tangential to the wall respectively. Dynamic contact angle θd is 
applied at the wall boundaries through a user defined function 
(UDF) code. The methodology to calculate and implement θd 
has been reported in our previous work [12] and more details 
can be found in [12]. 
C. Boundary Conditions and Mesh Set Up 
In the numerical simulation, the no-slip boundary 
condition is applied at channel walls. The DCA is considered 
on both side wall and bottom wall. The initial contact angle 
(i.e., SCA) for all the boundary walls is 108°. The volume 
flow rate of liquid water is set as 50 µL/min; the gas inlet 
velocities Vinlet are set as 4.8 m/s and 21.9 m/s respectively to 
investigate the effects of different gas inlet velocities on the 
droplet behaviors and evolvement. 
The whole computational domain is meshed by 
approximately 125500 cells, with minimum cell volume of 
2×10-7 mm3 and maximum cell volume of 1.4×10-6 mm3. The 
grid size is approximately 0.01 mm in X-, Y- and Z- direction 
with a grid refinement applied near the bottom wall. 
III. RESULTS AND DISCUSSION
Fig. 2 presents the water droplet evolvement process in the 
single straight microchannel under relative low velocity (Vinlet = 
4.8 m/s), with the liquid water volume fraction contours. The 
dark blue area represents the gas phase while the red area 
represents the liquid water. From this series of figure under 
selected time instances, the main process of droplet evolvement 
can be described as follows: 
1) At the very beginning, the water enters into the channel
with a constant volume flow rate, as shown in Fig.
2(a).
2) The liquid water continues to emerge and form the
droplet with time (from t = 0.2 ms to 10 ms, as shown
in Fig. 2(b-c)).
3) When it comes to about 16.4 ms, the droplet almost
blocks the channel (Fig. 2(d)) and reaches a critical
point; then the droplet is blown away towards the
outlet direction due to the force exerted at the
windward side from the inlet gas, as shown in Fig.
2(e).
4) From t = 16.6 ms to 18.0 ms (Fig. 2(e-g)), the droplet
significantly deforms from “tall-standing” shaped slug
to “long-lying” shaped slug, mainly due to the
continuous pressure from the inlet gas and the
interactions among the pressure, surface tension and
shear stress.
5) After 18.0 ms, the deformation and evolvement of the
water slug become stable, as shown in Fig. 2(g-h).
(a) t = 0.2ms 
(b) t = 5.0 ms 
(c) t = 10.0 ms 
(d) t = 16.4 ms 
(e) t = 16.6 ms 
(f) t = 16.8 ms 
(g) t = 18.0 ms 
(h) t = 20.0 ms
Figure 2. Liquid water droplet evolvement under Vinlet = 4.8 m/s. 
When the air inlet velocity is increased to 21.9 m/s, the 
remarkably different phenomena for the droplet behaviors and 
evolvement can be observed, as shown in Fig. 3. 
1) At the beginning of the simulation, the water enters
into the channel with a constant volume flow rate, as
shown in Fig. 3(a).
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2) From t = 2.0 ms to 4.4 ms, the droplet continues to
grow in the microchannel. Due to the higher gas inlet
velocity, the droplet starts to deform at the early stage
and tends to form small liquid film at the trailing side,
as shown in Fig. 3(c).
3) From t = 4.4 ms, when the deformation reaches a
critical point, the upper part of the droplet is blown
away, as shown in Fig. 3(d-e).
4) After 4.6 ms, the water droplet deforms into film flow
and moves along the bottom wall. Some small splashed
water droplet can also be observed in the channel, as
shown in Fig. 3(f). This is mainly caused by the high
pressure and strong air flow between the upper wall
and the top side of droplet.
5) With time, the water accumulates at the leading side
and forms a new droplet, as shown in Fig. 3(g), and the
rest remains in the regime of film flow.
6) As shown in Fig. 3(h), the droplet further elongates and
forms a long, thin and continuous film flow with
waves. The liquid water will also drain out through the
outlet.
(a) t = 0.2ms 
(b) t = 2.0 ms 
(c) t = 4.0 ms 
(d) t = 4.4 ms 
(e) t = 4.6 ms 
(f) t = 4.8 ms 
(g) t = 8.0 ms 
(h) t = 20.0 ms
Figure 3. Liquid water droplet evolvement under Vinlet = 21.9 m/s. 
IV. CONCLUSIONS
This paper presents the numerical study of droplet 
behavior and evolvement in a single straight microchannel. 
The effects of gas inlet velocity are investigated by 
considering two different conditions (4.8 m/s and 21.9 m/s). 
Dynamic contact angle is considered as one of the wall 
boundary conditions instead of static contact angle.  
From the numerical results, it can be found that the two 
cases in this study (one with lower gas inlet velocity and 
another with higher velocity) share some similar droplet 
evolvement phenomena: the droplet first emerge and grow 
inside the channel near the liquid inlet area; with time, the 
droplet will reach a critical point and then be blown away 
towards the channel outlet side.  
Also, several significantly different phenomena can also be 
captured: under lower gas inlet velocity (4.8 m/s), the liquid 
water can remain in a droplet much longer than that of the 
higher inlet velocity condition (21.9 m/s); within the same 
time period (20 ms), the liquid water will form into long slug 
flow under lower inlet velocity, while the continuous long film 
flow can be observed under higher inlet velocity. It can be 
concluded that the gas inlet velocity has remarkable effects on 
the droplet deformation and evolvement in the microchannel, 
mainly reflected in the flow regime.  
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Abstract—This study focuses on a common problem in 
suspension plasma spraying called clogging. Different 
mechanisms causing that issue are described and a technique 
called visco-plastic lubrication is introduced as a solution to this 
problem. Numerical modelling has been done using mentioned 
technique and effect of viscosity ratio of the fluids on the flow 
are investigated. 
Keywords; clogging; suspension plasma spraying; visco-plastic 
lubrication; numerical modelling 
I.  INTRODUCTION  AND BACKGROUND 
Coating plays an important role in surface engineering 
industries. The aim of coating is to enhance physical and 
mechanical properties of the material surface [1]. Among 
different spraying processes, suspension plasma spraying (SPS) 
is common and popular. In SPS, suspension which carries the 
material particles that we desire to coat them on top of a 
substrate, is injected into a plasma torch. These particles melt 
and stick to the substrate and then they are solidified and adhered 
to the surface.  
Typical suspensions used in SPS have concentration of about 
20 %wt. which means only 20 % of the mass of the suspension 
is composed of particles. This relatively low concentration 
consumes a lot of energy and time in spraying. One way to 
reduce the spraying time is to increase the concentration of the 
particles. For instance, if we use 50 %wt. suspension instead of 
20%wt., we save time and energy with a factor of 2.5 which is 
significant. However, the chance of agglomeration and clogging 
that is a common issue in SPS is also raised. 
Different ways of clogging occurrence are investigated and 
a technique called visco-plastic lubrication is introduced and 
modelled numerically as a solution to the clogging issue. In 
suspensions, when the concentration of particles is increased, the 
interaction between particles and the tube wall grows. There are 
two general ways that cause clogging.  
Fig. 1 Schematic of (a) Particle-Particle interactions and (b) Particle-Wall 
interactions for high concentration suspension inside the tube 
Firstly, when the solid particles in the suspension interact 
with each other, they may adhere together and make bigger 
agglomerates. These agglomerated parts can be trapped in the 
carrying tube or injector and cause clogging. A visual 
representation of this phenomena is shown in Fig. 1(a). 
 Secondly, when these particles interact with the tube wall 
and injector, they can be attached to the tube and decrease the 
passing area gradually to a point that suspension couldn’t flow 
throw the tube and clogging would be the result. Fig. 1(b) shows 
this phenomena schematically. 
For clarifying the problem, possibility of clogging due to the 
particle-particle interaction was focused. Suspensions of 
Titanium Dioxide (TiO2) with different concentrations of 20, 
30, 40 and 50 %wt. were made and analyzed using laser 
diffraction system (Malvern Spraytec, UK). Measurement tests 
presented in Fig. 3 and Table 1 show no considerable difference. 
If the suspension is prepared properly, for concentration up to 
50%, there will be no significant change in particle size 
distribution. The test indicates the main reason behind the 
clogging is interaction of particles with the tube wall which is 
shown in Fig 1(b). This conclusion motivates us to implement a 
technique for preventing contact of suspension with the tube 
wall.  
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Fig. 2 Particle size distribution for TiO2 suspensions with concentrations of 
(a) 20%wt. (b) 30%wt. (c) 40%wt. and (d) 50 %wt. 
Table 1. Distribution parameters of suspended particles 
D (10) 
µm 
D (50) 
µm 
D (90) 
µm 
20% 0.1793 0.3549 0.7391 
30% 0.1784 0.3512 0.7266 
40% 0.1782 0.3503 0.7243 
50% 0.1798 0.3736 0.8196 
Proposed solution to this problem is visco-plastic 
lubrication. In this technique, we have a core annular flow where 
the core fluid is high concentration suspension and it is 
lubricated with a yield stress fluid. The outstanding character of 
yield stress fluids is that they are able to flow only if they are 
submitted to a stress above a critical value called yield stress of 
the material. Otherwise they deform like solids [2]. Utilizing 
yield stress fluid prevents the core fluid to get in contact with the 
tube wall by preserving an unyielded plug around the core fluid 
[3]. Fig.  3 shows a schematic of visco-plastic lubrication. 
Fig. 3 Schematic of visco-plastic lubrication of suspension in (a) side view, 
(b) front view and (c) velocity profile of the flow 
In this research, 0.3% Carbomer gel used as lubricating fluid 
which is a yield stress fluid.  Result of the rheology test on the 
gel and the fitted curves are shown in Fig. 4. The curves 
generated using MATLAB Curve Fitting tool and the equations 
of the curves are as follows: 
Herschel-Bulkley Model: 
𝜏 = 44.18 + 13.84 × ?̇?0.2986 (1) 
Bingham Model: 
𝜏 = 55.12 + 0.80 × ?̇?        (2) 
Where τ is the stress and ?̇? is strain rate. According to (1) and 
(2), the yield stresses predicted by Herschel-Bulkley and 
Bingham models are 44.18 Pa and 55.12 Pa, respectively. As it 
can be understood from Fig. 4, the Herschel-Bulkley model can 
predict the behavior of the yield stress fluid more accurately. For 
calculation of effective viscosity, slope of predicted curve by 
Bingham model is used when the flow begins [4]. Therefore, 
0.80 Pa.s considered as the effective viscosity of the 0.3% 
Carbomer Gel. 
II. MECTHODOLOGY:
A. Numerical model 
All simulations were performed by ANSYS Fluent package. 
For modelling the multiphase flow, the mixture model was used. 
This model can be used to model multiphase flows where the 
phases move at different velocities. The mixture model can 
model n phases by solving the momentum, continuity, volume 
fraction equations for the secondary phases, and algebraic 
expressions for the relative velocities [5]. The governing 
equations are as follow: 
1) Continuity Equation
𝜕(𝜌𝑚)
𝜕𝑡
+ 𝛻. (𝜌𝑚?⃗?𝑚) = 0 (3) 
Where  𝜌𝑚 is the mixture density according to (4) and ?⃗?m is the
mass-averaged velocity according to (5):  
𝜌𝑚 = ∑ 𝛼𝑘
𝑛
𝑘=1 𝜌𝑘 (4) 
?⃗?𝑚 =
∑ 𝛼𝑘
𝑛
𝑘=1 𝜌𝑘?⃗?𝑘
𝜌𝑚
(5) 
Where n is number of phases. Current numerical study is for 
a flow of 2 phases. 𝛼𝑘 , 𝜌𝑘and ?⃗?𝑘 are volume fraction, density
and velocity of phase k, respectively. k=1 is representing the 
lubricating fluid and k=2 is the core fluid. 
2) Momentum Equation
𝜕
𝜕𝑡
(𝜌𝑚?⃗?𝑚) + 𝛻. (𝜌𝑚?⃗?𝑚?⃗?𝑚) = −𝛻𝑃 + 𝛻. [𝜇𝑚 (𝛻?⃗?𝑚 + 𝑣𝑚𝑇⃗⃗⃗⃗⃗⃗ )]
 +𝜌𝑚?⃗? + ?⃗? + 𝛻. (∑ 𝛼𝑘
𝑛
𝑘=1 𝜌𝑘?⃗?𝑑𝑟,𝑘?⃗?𝑑𝑟,𝑘)  (6)
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Fig. 4 Flow curve of 0.3% Carbomer Gel and fitted curves of Bingham and 
Herschel-Bulkley models 
Where ?⃗?  is the body force, and 𝜇𝑚  is the viscosity of the
mixture: 
𝜇𝑚 = ∑ 𝛼𝑘
𝑛
𝑘=1
𝜇𝑘 (7) 
And ?⃗?𝑑𝑟,𝑘 is the drift velocity for secondary phase 𝑘:
?⃗?𝑑𝑟,𝑘 = ?⃗?𝑘 − ?⃗?𝑚 (8) 
3) Volume Fraction Equation for the Secondary Phase
From the continuity equation for secondary phase (k=2), the 
volume fraction equation for secondary phase 2 can be obtained: 
𝜕
𝜕𝑡
(𝛼2𝜌2) + 𝛻. (𝛼2𝜌2?⃗?𝑚) 
= −𝛻. (𝛼2𝜌2?⃗?𝑑𝑟,2) + (?̇?12 − ?̇?21) 
(9) 
Where ?̇?12 is the mass transfer from phase 1 to phase 2 and
?̇?21 is the mass transfer from phase 2 to phase 1.
B. Dimensional analysis 
According to The Buckingham Pi theorem, groups of 
dimensionless numbers are presented in Table 2. This study 
concentrates on investigating the effect of viscosity ratio of core 
fluid to lubricating fluid on the flow. 
Core fluid and lubricating fluid have viscosities of 
𝜇𝑐𝑜𝑟𝑒  𝑎𝑛𝑑 𝜇𝑙𝑢𝑏 , densities of 𝜌𝑐𝑜𝑟𝑒  𝑎𝑛𝑑 𝜌𝑙𝑢𝑏  and average
velocities  of 𝑉𝑐𝑜𝑟𝑒  𝑎𝑛𝑑 𝑉𝑙𝑢𝑏 , respectively . L and D are the
length and diameter of the tube and 𝑑𝑖 is the interface diameter
of developed flow. 𝜏𝑦 is the yield stress for lubricating fluid and
𝛥𝑃 is the pressure drop alongside the tube. 
Table 2. Dimensionless groups 
𝛱1 =
𝜌𝑐𝑜𝑟𝑒𝑉𝑐𝑜𝑟𝑒𝑑𝑖
𝜇𝑐𝑜𝑟𝑒
𝛱2 =
𝜏𝑦𝐷
𝑉𝑙𝑢𝑏𝜇𝑙𝑢𝑏
𝛱3 =
𝛥𝑃
𝜌𝑐𝑜𝑟𝑒𝑉𝑐𝑜𝑟𝑒2
𝛱4 =
𝜇𝑐𝑜𝑟𝑒
𝜇𝑙𝑢𝑏
𝛱5 =
𝑉𝑐𝑜𝑟𝑒
𝑉𝑙𝑢𝑏
𝛱6 =
𝜌𝑐𝑜𝑟𝑒
𝜌𝑙𝑢𝑏
𝛱7 =
𝐿
𝐷
𝛱8 =
𝑑𝑖
𝐷
According to table 2, 𝛱1 is the Reynolds number based on
the core fluid properties. 𝛱2  is the Bingham number for
lubricating fluid which is the ratio of yield stress to a typical 
viscous stress of the flow [4]. 𝛱3 is dimensionless pressure drop
based on the core fluid properties, 𝛱4, 𝛱5 and 𝛱6are the ratios of
core fluid to lubricating fluid properties. 𝛱7 and 𝛱8 are groups
of the normalized length and interface diameter. 
C. Geometry and computational domain 
The domain inside the tube that is modeled is a cylinder with 
diameter of D and length of L. The grid is made up of 
quadrilateral cells. ICEM CFD 14.0 was used for generating the 
mesh. Number of cells used in this study is 211,167 and a grid 
dependency study has been done to ensure the results are 
independent from the mesh. 
D. Boundary Conditions: 
This study aims to reveal the relation of viscosity ratio to the 
flow parameters. Both fluids are injected co-axially to the 
domain. The velocity inlet boundary condition is assigned for 
inlets of core and lubricating fluids. Core fluid is injected from 
the center of cylinder. Pressure outlet used as the boundary 
condition at the exit of the flow. The wall boundary condition 
with no-slip is assigned to the tube wall. 
In the modelling, the flow rate of each fluid kept at a constant 
value which results a stable core annular flow. Then, different 
values were set to the viscosity of the core fluid. By keeping the 
lubricating fluid parameters constant in all the simulations and 
just changing the viscosity of the core fluid, different viscosity 
ratios obtained and simulation repeated for each of those ratios. 
E. Simulation results 
Effects of changing the viscosity ratio over dimensionless 
groups are demonstrated in Fig. 6. Velocity profiles of the flow 
are also presented in Fig. 7. Note that the velocity and position 
are normalized by average velocity of lubricating fluid (𝑉𝑙𝑢𝑏)
and diameter of the pipe (D), respectively.  
Contours of volume fraction of core fluid in a cut plane 
alongside the modelled tube for different viscosity ratios are 
shown in Fig. 8. The tube is long enough to ensure the flow is 
fully developed. 
Fig. 5 (a) Geometry and (b) Generated grid 
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III. SUMMARY AND CONCLUSION
The simulation results showed that using the visco-plastic 
lubrication technique can prevent suspension to get in contact 
with the tube wall by forming a solid-like annulus around the 
core fluid which in fact it can solve the clogging issue. 
Investigating different viscosity ratios of core fluid to lubricating 
fluid showed us as the ratio increases, the interface diameter rises 
which means there is more core fluid in each cross section of the 
tube. 
Fig. 6  Effects of changing the viscosity ratio on (a) dimensionless pressure drop 
(b) Bingham number, (c) normalized thickness of unyielded plug (tunyielded/D) 
around the core fluid and (d) normalized interface diameter (di/D) for L=200 
mm, D=38.1 mm and Reynolds number of 1392, 110, 6.9, 0.41, 0.03 for 
viscosity ratio of 0.00125, 0.0125, 0.125, 1.25 and 12.5, respectively. 
Fig. 7 Velocity profiles for different viscosity ratios 
Fig. 8 Contours of volume fraction of core fluid for viscosity ratio of 
(a) 0.00125, (b) 0.0125, (c) 0.125, (d) 1.25, (e) 12.5 
In all the cases, an unyielded plug was formed around the 
core suspension. When the viscosity ratio increased, reduction 
in the thickness of the plug was observed. As long as there is an 
annulus plug around the core, the interfacial instabilities cannot 
grow which means the flow is stable. Similar to our expectation, 
increasing the viscosity of the core fluid resulted in increasing 
the dimensionless pressure drop (𝛱3). In addition, increasing the 
viscosity ratio caused reduction of Bingham number. 
 Since we are interested in maximizing the flow rate ratio of 
core fluid to lubricating fluid, the future work of this study will 
focus on assigning different flow rates for each fluid in order to 
obtain maximum possible flow rate ratio. In addition, 
performing experiment in parallel is planned to confirm the 
simulation results. 
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Abstract—This work presents a finite element model of a cable-
sheave system constructed to model cable vibrations due to
vortex shedding in low-tension cases. The study assesses the
potential for vortex shedding to lead to detachment of the cable
from the sheave. The absolute nodal coordinate formulation is
utilized to define the cable structural dynamics. Vortex shed-
ding forces are incorporated by coupling the cable’s equations
of motion to a Van der Pol equation, also known as a wake-
oscillator and the cable-sheave interaction is described using a
contact penalty method. The study examines the contribution
of vortex shedding occurring at the cable’s natural frequency to
the cable motion. For the cases studied the model demonstrates
that vortex shedding alone results in very small vibration
amplitudes and thus is unlikely to result in cable detachment.
Keywords—finite element method; absolute nodal coordinate
formulation; cable-sheave interaction; vortex-induced vibration
I. INTRODUCTION
Cable-sheave systems are commonly used in marine appli-
cations for towing and lifting. The cable is subjected to highly
dynamic loading due to the ship motion, hydrodynamic forces
and wind loading which can result in the cable falling off
the sheave. Cables exposed to external fluid flow experience
vortex induced vibrations (VIV) resulting from the periodic
shedding of vortices in the cables wake. The vortex shedding
produces oscillating lifting and drag forces on the cable, which
can excite a resonance response in the cable if the shedding
frequency matches the fundamental frequency of the cable.
Excessive cable vibrations can result in wear of both the cable
and the sheave and possible detachment of the cable from a
sheave. It is thus useful to quantify the vibration amplitudes
due to wind loading using a dynamic model and assess the
potential for vortex shedding to lead to cable detachment.
Gabbai and Benaraoya [1] give an overview of the various
modeling approaches used to predict the response of cylinders
to the vortex shedding forces. One modelling approach known
as a wake-oscillator model utilizes a second order differential
equation, such as the Van der Pol equation, to represent the
flow in the wake. The oscillator is coupled with the structural
dynamics of the cable using forcing terms in both equations.
This modelling approach does not require numerical modeling
of the flow field and can be easily incorporated into existing
dynamic cable models. Existing studies of cable vibrations
using wake oscillator models typically utilize continuous
equations to represent the cable structural dynamics. The
contribution of the current research is the coupling of a
wake-oscillator model and a finite element cable model,
which has not been extensively studied.
This paper presents the construction of a finite ele-
ment model using the absolute nodal coordinate formulation
(ANCF). The model, used for a planar cable-pulley system
in the researchers previous work [2], has been extended to
include three dimension contact with the sheave grooves.
Additionally, oscillating lift and drag forces using an existing
wake-oscillator model [3] have been incorporated. Cases of
low cable tension are considered as cable detachment is more
likely to occur when the cable is slack. High sustained wind
velocities are neglected in the study and only the contribution
of vortex shedding at the cable’s natural frequency is consid-
ered. Section 2 of the paper describes the cable model and the
formulation of the external forces. Case studies examining the
potential for VIV to lead to cable detachment are presented in
Section 3. The paper ends with concluding remarks in Section
4.
II. FINITE ELEMENT AND EXTERNAL LOAD MODEL
The finite element model is comprised of N two node cable
elements. Each node has 6 degrees of freedom consisting of
a position vector and a vector tangent to the cable centerline.
All degrees of freedom are defined in the absolute coordinate
frame. An additional parameter p ∈ [0, l] is used to interpolate
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between nodes. The absolute coordinates r of a point on the
cable is defined using a vector of generalized coordinate q
and a cubic shape function S(p) which interpolates between
the nodes of each element:
r(p) = S(p)q =
[
x y z
]T
. (1)
For a fully parameterized ANCF beam element of un-
stretched length l, the generalized coordinates consist of the
Cartesian coordinates r and the parametric slopes ∂r/∂p at
each node:
q =
[
r1
T (∂r/∂p)1
T
r2
T (∂r/∂p)2
T
]T
(2)
where subscripts 1 and 2 represent the respective nodes of the
element or parameter values of p = 0 and p = l, respectively.
The shape function representing a cubic spline is
S(p) =

(
1− 3(p/l)2 + 2(p/l)3) I(
(p/l)− 2(p/l)2 + (p/l)3) I(
3(p/l)2 − 2(p/l)3) I(
(p/l)2 − (p/l)3) I

T
(3)
where I is a 3x3 identity matrix.
The standard form of the Newton-Euler equations are given
for a single element as
Mq¨+ Kq+ Cq˙−Q = 0, (4)
where M is the mass matrix, K is the elastic stiffness matrix,
C is the damping matrix, Q is an external force vector, and
q is the vector of generalized coordinates defined in Equation
2. The equations of motion for the full system are formulated
from Equation 4 using the embedding technique described in
[4]. The Newton-Euler equations are solved using a numerical
ODE integrator to determine the cable motion over time. The
matrices M, K and C and force vector Q will be defined in
the following sections.
A. Mass Matrix
Using a variational mass lumping approach the mass matrix
is derived directly from the element kinetic energy [5] and is
given by
M =
∂2ET
∂q˙∂q˙
=
∫ l
0
ρAS(p)
T
S(p)dp (5)
where ET is the kinetic energy of the element, ρ is the cable
density and A is the cable cross-sectional area.
B. Stiffness
Similarly, the stiffness matrix is derived from the strain
energy ES of the element given by [6]:
ES =
1
2
∫ l
0
[
EA2l (p) + EIκ
2(p)
]
dp (6)
where E is the Young’s modulus of the cable material, A is
the cross-sectional area, I is the second moment of area, l is
the longitudinal strain, and κ is the curvature of the element.
The internal stiffness force is then given by the derivative of
the strain energy with respect to the coordinate vector q. The
force vector can by separated into longitudinal and transverse
components, Ql and Qt. In order to simplify the computation
of these forces it is assumed that the longitudinal strain l is
small and also constant throughout the element. The forces
can then be derived as shown by Berzeri et al. [6]:
Ql =
[
EAl
∫ l
0
S′TS′dp
]
q (7)
where S′ is the derivative of S with respect to the parameter
p. The longitudinal strain is determined from the arc length s
of the element [2]:
l(q) =
s(q)− l
l
(8)
where s is the arc length and l is the unstretched element
length. The arc length is defined by integrating the norm of
∂r/∂p with respect to p over the length of the element [7].
The arc length s is approximated using a numerical quadrature
s(q) =
NI∑
i=1
wi
√
r′(pi)T r′(pi)
l
NI
(9)
where i denotes the integration point, NI is the total number of
integration points, wi is the quadrature weight. The trapezoidal
rule is used with quadrature weights defined
wi =
{
0.5, i = 1, NI
1, i = 2, 3, . . . , NI − 1
(10)
The transverse stiffness force Qt is defined [6]
Qt =
[∫ l
0
EIS′′TS′′dp
]
q (11)
where I is the second moment of area. The general stiffness
matrix K from Equation 4 is then given by
K =
∫ l
0
EIS′′TS′′dp+ l(q)EA
∫ l
0
S′TS′dp. (12)
C. Damping
The damping matrix C from Equation 4 serves both to
include energy dissipation and attenuate high frequency vi-
brational modes. The cable model uses the Rayleigh-damping
approach [8], wherein the damping matrix is defined as a linear
combination of the mass and stiffness matrices:
C = αM + βK (13)
where α and β are scalar damping coefficients. The mass-
proportional damping term represents external viscous damp-
ing while the stiffness-proportional damping term represents
internal frictional damping. Since the external fluid damping
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can be incorporated into the aerodynamic drag force, the mass-
proportional term will be neglected by setting α equal to zero.
Given a specified damping ratio ξ, the corresponding value
of the remaining coefficient β is given by [9]
β = 2ξ
1
ωn
(14)
where ωn is the natural frequency of the cable.
D. External Forces
The vector of external forces Q includes the gravitational
body force, the normal contact forces along the sheave surfaces
and the aerodynamic loading. The formulation of the forces is
provided in the following sections.
1) Contact Force: In order to model the cable-sheave
interaction, a contact penalty is used. The cable is allowed
to “penetrate” the sheave surface and the normal force os
defined as a function of the of the relative penetration δ. The
normal force per unit length fN acting at a single point on the
element is defined using the Hunt-Crossley model [10], which
represents the surface as a non-linear spring-damper:
fN = kNδ
n(1 +Dδ˙)un (15)
where un is the unit vector normal to the sheave surface at the
point of contact, kN is the contact stiffness, δ is the relative
“penetration” of the node into the surface, D is a damping
coefficient and n is a positive constant with a value between
1 and 1.5 from the Hertz contact theory [11]. In the present
analysis, a contact stiffness of 1.5×107 N/m and a value of
n of 1.5 is used based on the values used by Bulin et al [12]
and the researchers’ previous work [2].
The radius of curvature of the groove is assumed to be
equal to the radius of the cable. Two surfaces are defined
that are parallel to the straight walls of the sheave groove
and intersect at the center of curvature of the groove. In the
cross-section shown in Figure 1, the two surfaces are straight
solid lines and the sheave groove is a dotted line. If the cable
centerline lies below either of the solid lines, a penalty force
is produced proportional to the penetration of the cable node
into the surface. If the cable node lies above both lines, no
normal force is applied. The contact penalty is illustrated in
Figure 1. The normal force per unit length is evaluated at NI
discrete points points per element. The distributed force in the
element coordinates is then calculated from the discrete force
distribution that will be discussed in Section II-D4.
2) Drag Force: The drag force per unit length acting at a
given point on the cable is given by [13]
fD = −1
2
CDρwd|Vn|Vn (16)
where CD is the drag coefficient, d is the cable diameter, Vn
is the normal component of the relative velocity V , and µ is
the dynamic viscosity of the fluid. The relative velocity and
its normal component are calculated as follows:
V = r˙−U (17a)
Vt = (V · ut)ut (17b)
Vn = V −Vt (17c)
where U is the velocity of the free stream, r˙ is the velocity
of the point on cable centerline. The unit vector tangent to the
cable centerline ut is equivalent to r
′
|r′| . The drag coefficient
CD is given by
CD = 1.1 + 4Re0.8, 30 < Re < 105 (18)
where Re is the Reynolds number.
3) Wake Oscillator Model: A two-degree of freedom wake-
oscillator developed by Bai and Qin [3] is used to describe
the vortex shedding forces on the cable. The variable w(t)
is introduced, with the function d2w˙(t), where d is the cable
diameter, corresponding to the vortex strength of the wake.
The evolution of w over time satisfies a van der Pol equation
of the form
w¨ + a1ωst
[
1− a2(w˙)
2
ω2st
]
w˙ + ωstw =
a3ωst
d
Y˙ (19)
where a1, a2 and a3 are empirical parameters, ωst is the
Strouhal frequency in rad/s, and Y is the displacement of the
cable in the cross-flow direction. Typical values for a1, a2 and
a3, proposed by Facchinetti [14] and Bai and Qin [3] are 0.3,
0.2 and 12, respectively.
The forces acting on the structure due to the vortex shedding
are then evaluated:
fSW = − CD0ρd
4
32pi3St3U
w˙w¨ (20a)
fCF =
CL0ρUd
2
8piSt
w˙ (20b)
where fSW is the force per unit length acting in the stream-
wise direction, fCF is the force per unit length acting in
the cross-flow direction, CD0 and CL0 are the drag and lift
coefficients associated with the vortex shedding, with assumed
values of 0.2 and 0.3, respectively. In the absolute coordinate
frame, the cross-flow direction corresponds to the y-axis, while
the stream-wise direction corresponds to the z-axis.
Fig. 1: Sheave Groove Cross-Section
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For each node on the cable exposed to the wind, a degree
of freedom representing the wake variable w is added to
the system equations of motion. The wake coefficients are
interpolated linearly to provide the discrete force distributions
along each element.
4) Total Distributed Force: The force distributions deter-
mined for the normal contact, stationary drag and oscillating
drag and lift are added together to give the total force dis-
tribution f . The force acting on the element in the element
coordinates Q is then found by integrating over the length of
the cable element:
Q =
∫ l
0
S(p)T fdp. (21)
Again, a numerical quadrature is used to approximate the
integral:
Q =
NI∑
i=1
wiS(p)
T fi
l
NI
(22)
where i denotes the integration point, NI is the total number
of integration points and wi is the quadrature weight. Ten
integration points per element were used for all simulations
described in this report.
The gravitational body forces are defined similarly with f =[
0 −ρAg 0]T where ρ is the cable density and g is the
acceleration due to gravity. Since the gravitational force is
constant, the integration can be performed symbolically using
Equation 21 prior to the simulation.
III. CASE STUDIES
A. Model Parameters
The system consists of a cable suspended by two identical
sheaves. Each cable end is attached to a point mass as shown in
Fig. 2. The wind vector is aligned with the z-axis. Static drag
and oscillating lift and drag are applied only to the portion of
the cable suspended between the two sheaves. A number of
case studies were performed. The system properties used for
the simulations are listed in Table I. The cable properties used
are for a wire rope with 6x37 construction, commonly used
for marine lifting and hoisting applications [15]. The sheave
diameters are calculated using the minimum recommended
sheave-to-rope diameter ratio of 18 [15].
Values for the cable bending stiffness EI and damping
ratio ξ are not readily available, thus conservative values were
used. A minimum bending stiffness value can be calculated by
neglecting the friction between individual wires and assuming
the total bending stiffness is the sum of the bending stiffnesses
of the individual wires [16]. Using the average diameter davg
and assuming the lay angle θ is small, the bending stiffness
becomes
EI = E
∑ pidw4
64
cosθ = ENw
pidavg
4
64
(23)
where Nw is the number of wires. Based on the parameters
listed in Table I, the bending stiffness is estimated to be 0.73
TABLE I: Model parameters.
Cable diameter, d 20 mm
Cable mass per unit length, µ 1.38 kg/m
Damping ratio, ξ 0.10
Cable elastic modulus, E 75.8 GPa
Cable bending stiffness, EI 0.73 Nm2
Cable metallic area, A 1.64× 10−4 m2
Sheave radius at root, R 0.18 m
Sheave groove angle 30 degrees
Sheave groove depth 30 mm
TABLE II: Case study parameters.
Case 1 2 3 4
Span length (m) 2 5 5 5
Cable Tension (N) 200 200 500 1000
Natural frequency (rad/s) 19.9 7.57 12.0 16.9
Wind velocity (m/s) 0.302 0.121 0.190 0.269
Nm2. Damping ratios for wire ropes undergoing bending vary
with cable tension and have been shown to be as high as 37%
for slack cables [17]. A conservative damping ratio of 10%
was used for the simulations.
The natural frequency of the catenary is estimated by
treating the cable as a thin Euler-Bernoulli beam pinned at
both ends and is given by [18]
ωn =
(pi
L
)2√√√√EI
m
[
1 +
T
EI
(
L
pi
)2]
(24)
where L is the beam length, m is the mass per unit length,
T is the axial tension, and EI is the bending stiffness. The
vortex shedding frequency can be calculated using the Strouhal
relation [3]:
fSt =
StU
d
=
ωSt
2pi
(25)
where St is the Strouhal number, assumed to have a value
of 0.2 [14], U is the free stream velocity and d is the cable
diameter.
Simulations were performed for three cases; the model
parameters specific to each case are given in Table II. In each
case, the wind velocity was chosen such that the shedding
frequency matches the estimated natural frequency of the
cable.
B. Mesh Convergence
Fig. 2 shows how the cable was divided into five segments:
the two free cable ends with point masses, the two segments in
contact with the sheaves and the catenary suspended between
the sheaves. The wind load is applied only to the catenary,
segment 3. Each segment was further divided into elements.
A smaller element length is desirable for the elements in
contact with the sheave as the curvature is greater. A mesh
convergence was performed by allowing the system to reach
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Fig. 2: Diagram of cable-sheave system. Air flow is along the
z-axis.
equilibrium with no wind load applied and iteratively reducing
the length of the elements in the contact arc and comparing the
contact force at the top of the sheave. The number of elements
was found to have a minimal effect on the contact force.
For segment 3, the convergence is determined by simulat-
ing 20 seconds of motion with the wind load applied. The
maximum amplitudes of the motion at the mid-point of the
span were compared. Convergence was considered to occur
when the change in the output was less than 1%. Fig. 3 plots
the mesh convergence for the vertical amplitudes of the 2 and
5m spans. For the final simulations, 5 elements were used
for each of the contact segments while 12 and 16 elements
were used for the 2 and 5 m cable spans. The free cable ends
were assumed not to undergo significant transverse motion,
thus only 2 elements were used for each.
C. Results
For each case in Table II, the motion was simulated until
a steady oscillation was obtained. Fig. 4 displays the vertical
motion at midpoint of the span the for Case 4. The results for
each test case are shown in Table III. The maximum amplitude
at the midpoint of the span was 4.5× 10−6 m for Case 4. At
the sheave, the maximum amplitude was 3.3 × 10−6 m. The
amplitude of the motion is much smaller than the 30 mm
sheave groove depth.
Fig. 3: Convergence curves for segment 3
TABLE III: Simulated vibration amplitudes.
Case 1 2 3 4
Vertical, Mid-span (10−6 m) 4.1 3.8 4.4 4.5
Streamwise, Mid-span (10−6 m) 0.30 0.35 0.30 0.30
Vertical, Sheave (10−6 m) 0.48 1.38 3.3 2.3
Fig. 4: Mid-span vertical displacement for Case 4
IV. CONCLUSION
In this paper a dynamic finite element model of a low-
tension cable sheave system was used to simulate the vortex-
induced vibration of the cable due to wind loading and assess
the potential for wind loading to lead to detachment of the ca-
ble from the sheave. The model, constructed using the absolute
nodal coordinate formulation, utilized a wake-oscillator model
to describe the vortex shedding forces. Also, three-dimensional
contact with the sheave grooves was introduced. Several case
studies were performed for systems of varying span length
and cable tension with the wind velocity selected to excite the
fundamental mode of the cable. The vibration amplitudes were
determined to be small - the maximum amplitude observed
at the sheave was only 3.3 × 10−6 m - thus wind loading
alone is unlikely to lead to cable detachment. In future work,
the wake-oscillator parameters can be tuned based on wind
tunnel experiments. Scenarios where more severe vibrations
are likely, such as cables with ice accretion, can also be
examined in this manner. Further analysis can be performed
to assess the effects of ship motion and higher sustained wind
speeds on the response.
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Abstract— Proportional-Integral-Derivative (PID) control 
theory is applied to the evolutionary rate of the Bi-Directional 
Evolutionary Structural Optimization (BESO) method to 
control aspects of the convergence such as the rise time, 
stability, and other convergence characteristics. When the PID 
controller is applied to the BESO topology optimization 
method, its behavior resembles that of a second order linear 
system and its response depends on whether it is an 
overdamped, critically damped or underdamped system. The 
new algorithm replaces the evolutionary rate control parameter 
with the three gain values of the controller, namely, the 
proportional gain, the integral gain and the derivative gain for 
further control the structure’s evolution. 
Keywords - topology optimization; adaptive optimization; 
Proportional-Integral-Derivative; Bi-Directional Evolutionary 
Structural Optimization ; PID control 
I.  INTRODUCTION 
     Structural optimization consists of three main categories, 
which are size, shape and topology optimization.  Size 
optimization aims to find an optimal design by optimizing 
variables such as cross-sectional dimensions or thicknesses. 
Shape optimization achieves structural optimization by 
changing pre-determined boundaries. Topology optimization, 
the concern of this paper, aims to determine the best locations 
and geometries of cavities within the design domain [1]. Fig. 1 
shows a sample problem definition and resulting optimal 
structure of the Bi-Directional Evolutionary Structural 
Optimization method of topology optimization (BESO).. 
Although the resulting structure has much less material and 
weight, but it maintain the required mechanical stiffness for the 
given loading and boundary condition. Reducing weigh of the 
components is highly desired in various applications, 
particularly in design and manufacturing of automotive and 
aerospace products.  
Figure 1. Sample topology optimization problem definition (left) and resulting 
structure (right) 
     Significant developments have been seen in topology 
optimization methodologies within the last two decades [2], the 
majority of which are based of Finite Element Analysis. 
However, applications of the developed topology optimization 
methods have been very limited due (i) the limitations in 
manufacturing and inspection of the complex topologies, and 
(ii) the computational complexity of the topology optimization 
algorithms.  A successful design process needs to be conducted 
by considering the details of the manufacturing and inspection 
requirement [3]. Although the additive manufacturing 
processes are still not able to produce high surface qualities [4], 
they are highly flexible in producing the complex geometries 
resulting by the topology optimization methodologies [5]. Also. 
The advances in coordinate metrology algorithms allow 
relatively fast inspection of the complex topologies resulting by 
the topologically optimized designs [6]. 
     The computational complexity is another limiting factor in 
implementation of the topology optimization algorithms. There 
is not that much control on the convergence of these algorithms 
and their computational efficiencies are not addressed well. 
This paper will focus on the convergence control of  a typical 
topology optimization algorithm, Bi-directional Evolutionary 
Structural Optimization. BESO first introduced by [7].  The 
BESO method contains several control parameters including 
target volume fraction, penalty, minimum density, filter radius, 
mesh resolution, and the focus of this paper, the evolutionary 
rate. Traditionally, the evolutionary rate is taken to be a 
constant value, usually 1%, 2% or even as high as 4%, but 
there exists potential to use the evolutionary rate as a parameter 
of adaptive optimization in the form of a Proportional-Integral-
Derivative controller in conjunction with closed-loop feedback. 
     Feedback is a very powerful idea. Its use has often had 
revolutionary consequences with drastic improvements in 
performance [8]. The usefulness of PID controls lies in their 
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general applicability to most control systems. In particular, 
when the mathematical model of the plant is not known and 
therefore analytical design methods cannot be used, PID 
controls prove to be most useful [9]. For this paper, the 
volumetric error signal is used to control the evolutionary rate 
of the BESO algorithm. The volumetric error is calculated as 
the difference in the targeted volume fraction and the current 
iterations volume fraction which can then be integrated and 
differentiated to produce the three inputs of the PID controller. 
II. BACKGROUND
A. Bi-directional Evolutionary Structural Optimization 
In the Bi-Directional Evolutionary Structural Optimization 
(BESO) method, the optimal topology is determined according 
to the relative ranking of the elemental sensitivity numbers. 
The sensitivity numbers of the elements are conceptualized to 
be the increase in the mean compliance, C, of a structure as a 
result of the removal of the ith element is equal to its elemental 
strain energy [1]. By this definition, the optimization problem 
is to find the most effective way to remove elements so that the 
increase in the compliance is minimal as shown in (1). 
 Minimize: 
(1) 
     Where f is the nodal DOF force vector and u is the nodal 
displacement vector, both of which has the size 
2*(nely+1)*(nelx+1) where nelx and nely are the number of 
elements in the x- and y-dimensions respectively of the finite 
element mesh. 
     The study on the effect of element removal on the stiffness 
is referred to as the sensitivity analysis. Sensitivity numbers, 
which indicate the change in the overall stiffness (strain 
energy), have been formulated using information available 
from a static finite element analysis [10]. The sensitivity 
number of the ith element is calculated as:  
(2) 
     Each iteration of the topology optimization problem is 
subject to equation (3) and (4) where V* is the prescribed 
target volume, Vi and xi are the volume and density of each 
element respectively and N is the total number of elements. 
(3) 
(4) 
The target volume for the subsequent iteration (Vi +1) or 
(V*) is determined based on the current structural volume, Vi 
the target structural volume, Vc, and the main focus of this 
paper, the evolutionary rate, ER. The subsequent target volume 
is calculated as follows: 
(5) 
Convergence Criterion: 
(6) 
The soft-kill BESO MATLAB code downloaded from the 
website www.isg.rmit.edu.au is used as a test platform for the 
methods proposed in this paper. The design domain is assumed 
to be rectangular and discretized using four node plane stress 
elements. Below, in fig. 2, a short cantilever is taken as an 
example of the resulting structure of the unmodified code (the 
graph was generated by the authors of this paper) with the input 
data being: nelx= 120, nely = 60, volfrac = 0.5, ER = 0.02, and 
rmin = 3. 
Figure 2: Results of a topology optimized short cantilever with 
optimization parameters: nelx = 120, nely = 60, volfrac = 0.5, ER = 0.02, rmin 
= 3, p = 3. Resulting compliance: 30.96 Nmm.  
B. PID Control of a Second Order Linear System 
     A standard Proportional-Integral-Derivative controller, or 
PID controller for short is a form of a “three-term” controller 
whose transfer function is wrtten as:  
(7) 
     The “three-term” functionalities are the proportianl term, 
the integral term, and the derivative term. The proportional 
term provides an overall control action proportional to ther 
error signal through the proportional gain factor. The integral 
term reduces steady-state errors through low-frequency 
compensation by an integrator and the derivative term 
improves the transient response through high-frequency 
compensation via a differentiator [8]. The effects of increasing 
these terms can be seen below in Table 1. Rise time refers to 
the number of iterations to reach the target volume for the first 
time, overshoot is the maximum peak value of the response 
curve (volumetric error curve) measured from target volume. 
Settling time refers the number of iterations for the response 
curve to reach and stay within a range of the final volume 
fraction. Steady state error refers to the difference between the 
final equallibrium and the target volume of the response curve. 
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Table 1. Effects of independent P, I, and D tuning [7] 
Closed-
Loop 
Response: 
Rise 
Time 
Overshoot Settling 
Time 
Steady 
State 
Error 
Stability 
Increasing 
KP 
Decrease Increase Small 
Increase 
Decrease Degrade 
Increasing 
KI 
Small 
Decrease 
Increase Increase Large 
Decrease 
Degrade 
Increasing 
KD 
Small 
Decrease 
Decrease Decrease Minor 
Change 
Improve 
      A family of unit-step response curves with various values 
of damping coefficients, ζ is shown in fig. 3. In control theory, 
a system with a damping coefficient of ζ = 0 is considered 
marginally stable and results in a sinusoidal error signal. A 
damping coefficient of 0 < ζ < 1, results in a system known as 
underdamped where the error signal exhibits a damped 
sunusoidal oscillation and at steady state, no error exists 
between input (target volume) and output (actual volume). A 
damping coefficient of ζ = 1 is considered critically damped 
(often the ideal situation) which exhibits the fastest response. 
A coefficient of ζ > 1 is known as an overdamped system and 
is sluggish in responding to any inputs. 
Figure 3. Unit-step response curves for a second order system with varying 
damping ratios [9] 
III. METHODOLOGY
It is expected that, the smaller the value of the element 
removal ratio used, the more accurate is the final design, at the 
expense of larger computation time [10]. This philosophy is 
based on elemental removal ratio strategy considered with 
respect to the current number of elements. The motivation 
behind the applied control theory is to allow for large amounts 
of material to be removed at the beginning of the optimization 
when there exists a lot of inefficient material and for small 
amounts of material to be removed towards then end of the 
optimization as the volumetric error approaches zero. 
     The plot of volume versus iteration number can be 
generalized as a nonlinear function which starts at some 
arbitrary initial volume, then approaches and eventually 
reaches the prescribed target volume. Note that the traditional 
constant evolutionary rate results in a volume graph that 
resembles a piecewise linear function as shown in fig. 2 but the 
adaptive evolutionary rate results in a nonlinear graph as 
presented as seen in fig. 6. 
Figure 4. The volumetric error plot with a visualization of the volumetric error 
integral calculation (shaded grey box) and the volumetric error derivative 
(dashed line) 
   The volumetric error is calculated as the difference in the 
current structural volume and the target structural volume and 
demonstrated convergence is graphed in fig. 4. Volumetric 
Error (Ev) is calculated as: 
(8) 
     The volumetric integral error is caluclated to be the integral 
of the volumetric error signal which may be visualized as the 
area under the volumetric error graph as demonstrated in fig. 
4. Volumetric Integral Error ( ) is calculated as:
(9) 
     Where  denotes the current iteration number.  Note that the 
(i - (i - 1))term of (8) evaluates to 1, and therefore may be 
omitted during implementation. 
     The volumetric error derivative is calculated as the rate of 
change of the volumetric error. This can be simplified to 
represent the slope of the line passing through two adjacent 
points of the volumetric error graph as shown in the right 
graph of fig. 4. Volumetric Error Derivative ( ) is calculated 
as: 
(10) 
     Similar to (9), the (i - (i - 1)) term of equation (8) evaluates 
to 1, and therefore may be omitted during implementation. 
Evolutionary Rate (ER): 
(11) 
     An alternative formula may be used for the next iterations 
target volume in lieu of (5). This method allows for the 
underdamped cases where the evolution’s volume overshoots 
the target volume and returns to an equilibrium at the target 
volume. 
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(12) 
     Tuning a proportional-integral-derivative (PID) controller 
appears to be conceptually intuitive, but can be hard in 
practice, if multiple (and often conflicting) objectives such as 
short transient and high stability are to be achieved [11]. There 
exist many suggested methods for tuning a PID controller but 
the majority of them require increasing the proportional gain 
until the system becomes unstable or marginally unstable 
which breaks down the topology optimization algorithm when 
implemented. 
     For tuning the PID controller, the authors suggest starting 
with a derivative gain of zero and a very small value of the 
integral gain (0.0001 < kI < 0.001) slowly increasing the 
proportional gain until just after the algorithm has reached 
similar performance (e.g. similar compliance and settling 
time) as the standard algorithm. Then, the user should start 
increasing the derivative gain to make the volume 
convergence plot resemble that of a critically damped system. 
If the system seems to take too long to converge, the user 
should increase the integral gain slightly. The authors have 
find that the controller exhibits similar performance 
characteristics for varying mesh resolutions so it is suggested 
that the tuning be carried out on a low-resolution mesh then 
applied to the applicable high-resolution mesh. 
IV. RESULTS AND DISCUSSION
The first sample topology optimization with the PID 
controller presented in fig. 5 is to demonstrate how closely its 
volumetric convergence resembles that of the response of a 
second order linear dynamic system. With the gain tuning 
values of KP = 0.2, KD = 0.3 and KI = 0.04, it can be seen that 
at first the algorithm overshoots its target volume of 50% and 
reaches a volume fraction of 29%, then overshoots the target 
again on its way back up and reaches a volume fraction of 55% 
before eventually reaching its target and settling down. This 
behaviour resembles that of a system with a damping 
coefficient of 0.3. 
Figure 5. Topology optimization result with a PID tuning of kP = 0.2, kD = 0.3, 
kI = 0.04, resulting in a final compliance of 31.06 Nmm 
The second sample optimization run aims to 
demonstrate similar performance to that of the standard BESO 
algorithm but with improved convergence characteristics. The 
example also uses the standard volume calculation of (5) 
instead of the new proposed volume calculation of (12) like 
the previous example. It can be seen that with a controller 
tuning of kP = 0.2, kD = 0.3, kI = 0.04, the optimization reaches 
a similar compliance within the same number of iterations. 
The volume convergence and incidentally the compliance 
make big changes at first when the volumetric error is the 
highest and small, gradual changes towards the end when the 
volumetric error is near zero. 
Figure 6. Topology optimization result with a PID tuning of: kP = 0.125, kD = 
0.35, kI = 0.002, resulting in a final compliance of 30.93 Nmm 
      The addition of the PID controller to the evolutionary rate 
of the BESO algorithm uses very little resources but provides 
the user with increased control on the algorithm’s convergence 
as well as other surprising characteristics. The authors have 
found tunings that can achieve better compliance in less 
iterations than the standard BESO algorithm but the 
convergence plot is highly unstable. The authors have also 
found tunings that seem to provide length scale invariance 
regardless of the mesh resolution chosen. These intriguing 
cases will explored further in a future publication as the goal 
of this paper was to just introduce the topic.  
     Additionally, the evolutionary rate plays the similar role as 
the move limit in mathematical programming and the step size 
in optimality criteria methods [10]. This fact could be used to 
extend the PID control of the evolutionary rate of the BESO 
method to the move limit of the SIMP or MMA methods and 
will also be explored in future publications. 
V. CONCLUSION 
    This paper presents an approach to control the convergence 
of Bi-Directional Evolutionary Structural Optimization 
algorithm. It is shown  the evolutionary rate is an effective 
control parameter for a closed-loop Proportional-Integral-
Derivative controller in the Bi-Directional Evolutionary 
Structural Optimization method. The developed methodology 
provides the user with effective control of various 
convergence characteristics of the volumetric evolution during 
the topology optimization process. 
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Abstract—The Variable Material Properties (VMP) method of 
elastoplastic analysis for axisymmetric problems is extended to 
the applications of the cold expansion problem for magnesium 
sheets exhibiting asymmetric hardening behavior. To 
investigate the effect of hardening asymmetry in the stress-
strain results, a detailed 3D finite element (FE) model with 
symmetric material properties was also generated for the cold 
expansion problem. Comparison between the results of the 
VMP and the FE model revealed the significant effect of 
hardening asymmetry. 
Keywords- Asymmetric hardening; VMP; Cold expansion; 
Finite element 
I.  INTRODUCTION 
Lightweighting, as an effective approach to improve fuel 
efficiency and reduce greenhouse gasses emissions, has been a 
major strategy in the transportation industry [1]. Magnesium, as 
the lightest structural metal, has been a candidate for replacing 
the existing heavier materials in this industry. Magnesium 
application in the aerospace industry goes back to early aircraft 
development in 1930s, mostly for non-load bearing components, 
such as gearbox casing [2]. Recently, it has been considered also 
for structural components [3].
In aerospace structures, fastened joints are the most common 
assembly technique [4]. Rivet joints, causing stress 
concentration in structures, are highly susceptible to fatigue 
failure [5]. One of the approaches to improve the fatigue life is 
to create compressive residual stress around the hole by plastic 
expansion. There are several ways of expanding the hole, such 
as hole edge expansion, ball expansion and tapered mandrel. 
Due to the surface damage caused by these methods [4], they 
have been replaced by a more advanced method called split 
sleeve cold expansion. This method, which consists of  pulling a 
tapered mandrel covered with split sleeve  through the hole [6], 
is now widely used in aerospace industry as the fatigue life 
improvement technique [7]. From the design point of view, 
determination of the residual stress due to cold expansion is key 
to estimation of fatigue life. Such stresses have been shown to 
strictly depend on the stress-strain material model employed in 
the calculation/simulation [8]. Current calculation/simulation 
models for cold expansion process, either finite element models 
[9], [10] or analytical models [11], [12] are based on simple 
material models, which can only consider symmetric yield and 
hardening behaviors. The variable material property (VMP), 
with capability of considering actual material behavior [13]–
[15], is proven to be able to consider the asymmetric behavior 
([16]). 
Wrought magnesium alloys, show asymmetric behavior, 
which is defined as different yield strength and hardening 
behavior under tension and compression. Such asymmetry is 
arising from twinning deformation [17] and is different from 
hydrostatic stresses-associated strength-differential effect seen 
in high strength steels [18]. In addition, wrought magnesium 
alloys exhibit anisotropy, i.e., the material behavior varies in 
different orientations. It has been shown that in rolled AZ31B, 
asymmetric behavior is dominant, and anisotropy is not 
significant [19].  
In this paper, a simple numerical method based on the VMP 
approach [20], with the capability of considering the asymmetric 
hardening behavior, is implemented to model the cold expansion 
process. A detailed 3D finite element model assuming 
symmetric hardening behavior is developed for the same 
problem. A comparison is made between the asymmetric 
solution from the VMP method and the symmetric solution from 
the FE analysis, to investigate the effect of material symmetry.  
II. MATERIAL AND MODELING
A. Split sleeve cold expansion process 
 In split sleeve cold expansion process, a tapered mandrel 
surrounded with a split sleeve, is pulled through the hole. Since 
the summation of the maximum diameter of the mandrel and 
split sleeve thickness is greater than the initial hole diameter, 
the hole expands. Upon removal of the mandrel elastic region 
around the hole springs back, which creates compressive 
residual stress around the hole. Schematic illustration of the 
split sleeve cold expansion process is shown in Fig. 1.  Details 
of the geometry of different parts that are used in this study is 
given in Table 1. Sheet material is AZ31B with properties given 
in [21]. 
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Figure 1. Schematic illustration of the split sleeve cold expansion process 
Table 1.  Geometry of different parts used in the cold expansion model 
Part dimension size (mm) 
Mandrel Major diameter 5.84 
Split sleeve Thickness 0.20 
Workpiece Thickness 4.00 
Workpiece Initial hole diameter 6.00 
B. VMP approach
First, a brief review of the VMP method is presented here. 
Total strain in a body subjected to general force can be written 
as:  
𝜀𝑖𝑗 = 𝜀𝑖𝑗
𝑒 + 𝜀𝑖𝑗
𝑝 

in which e andp stand for total strain, elastic strain, and 
plastic strain, respectively. According to Hook’s law:
𝜀𝑖𝑗
𝑒 =
1 + 𝑣
𝑣
𝜎𝑖𝑗 −
𝑣
𝐸
𝜎𝑘𝑘𝛿𝑖𝑗


where  are Poisson’s ratio, Young’s modulus, 
Kronecker delta, and stress components. According to the 
Hencky’s total deformation theory: 
𝜀𝑖𝑗
𝑝 = 𝜙𝑆𝑖𝑗 
𝑆𝑖𝑗 = 𝜎𝑖𝑗 −
1
3
𝜎𝑘𝑘𝛿𝑖𝑗
𝜙 =
3
2
𝜀𝑒𝑞
𝑝
𝜎𝑒𝑞




where S stands for deviatoric stress and is a scalar value, 
obtained from uniaxial stress-strain curve. Combining “(3)”and 
“(2)” with “(1)” results in: 
𝜀𝑖𝑗 = (
1 + 𝑣
𝐸
+ 𝜙) 𝜎𝑖𝑗 − (
𝑣
𝐸
+
𝜙
3
) 𝜎𝑘𝑘𝛿𝑖𝑗
𝜀𝑖𝑗 =
1 + 𝑣𝑒𝑓𝑓
𝐸𝑒𝑓𝑓
𝜎𝑖𝑗 −
𝑣𝑒𝑓𝑓
𝐸𝑒𝑓𝑓
𝜎𝑘𝑘𝛿𝑖𝑗
𝐸𝑒𝑓𝑓 =
3𝐸
3 + 2𝐸𝜙
𝑣𝑒𝑓𝑓 =
3𝑣 + 𝐸𝜙
3 + 2𝐸𝜙




In which, the “eff” subscript stands for the effective value. 
To solve an axisymmetric boundary value problem, such as 
a cylinder subjected to an internal pressure, Fig. 2, the body is 
discretized into a finite number of annuli. The VMP method, 
being an iterative solution, starts with a fully elastic solution in 
the first iteration. Then, the equivalent stress is calculated for 
all the elements. For the elements where the equivalent stress is 
higher than the yield strength of the material, the values of 
effeff are updated according to Equation (4), which are used
in the next solution iteration. The effective Young’s modulus at 
each element is found from the projection method, illustrated in 
Fig. 2(b). According to the projection method, the effective 
Young’s modulus is the secant modulus at the strain value 
obtained in the previous iteration, point b' in Fig. 2(b). 
Eliminating in Equation (4) gives the effective Poisson’s 
ratio. Then, the elastic solution in each iteration is obtained 
from the well-known Lame’s solution in the plane stress 
condition [20]. This procedure is repeated until the equivalent 
stress and strain values for all the elements match the uniaxial 
stress-strain curve. In case of the cold expansion problem, the 
process is modeled as a cylinder, with inside diameter equal to 
the hole diameter and outside diameter which is five times the 
hole diameter, subjected to radial displacement at inner radius.  
As mentioned earlier, in magnesium alloys uniaxial tension and 
compression curves are not the same. To consider the 
asymmetric behavior, the Cazacu-Barlat yield criterion [22] 
was implemented to calculate the equivalent stress in the VMP 
method iterations. This criterion is given by: 
Figure 2. (a) Pressurized thick-walled cylinder discretized into finite number 
of annuli, (b) demonstraion of the projection method 
𝜎𝑒𝑞 = 𝐴 ( 𝐽2
3
2 − 𝑐𝐽3)
1
3
𝑐 =
3√3
2
(
𝜎𝑦𝑡
3 −𝜎𝑦𝑐
3
𝜎𝑦𝑡
3 +𝜎𝑦𝑐3
)
𝐴 = 3 (3
3
2 − 2𝑐)
−1
3







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In which, yt ycJ2 and J3 are tension and compression yield 
strenghts, second and third invariants of deviatoric stress tensor, 
respectively. For the case of symmetric materials, i.e. yt yc, 
this yield criterion reduces to the Von-Mises criterion. The 
asymmetry parameter, c, determines the shape of the yield locus. 
The parameter c at a given plastic strain is obtained from the 
ratio of stresses on the uniaxial tension and compression curves 
(Fig. 3) in that plastic strain. Therefore, the shape of the yield 
locus for the Cazacu-Barlat criterion evolves during the plastic 
deformation, while it is fixed for the Von-Mises criterion. It is 
noteworthy that for both the symmetric (Von-Mises criterion) 
and asymmetric (Cazacu-Barlat criterion) solutions, only the 
uniaxial tension curve is used in the projection method. For the 
asymmetric solution, the evolution of the parameter c accounts 
for the compression hardening curve being different than the 
tension curve.
To obtain the residual stress field created by cold expansion 
two steps of loading and unloading are required. The unloading 
solution is similar to the loading part, but now each element has 
a specific unloading behavior defined by the level of loading 
strain. For the unloading phase, a pressure with the same value 
as the pressure at the end of the loading step with an opposite 
sign is applied to the inner radius of the cylinder. The negative 
pressure in the unloading step simulates the removal of the 
mandrel. Since in the Cazacu-Barlat yield criteria, tension and 
compression curves need to be determined. For the unloading 
solution, second part of the tension-compression curve (Fig. 4b) 
is considered as tensile curve. Likewise, the second part of the 
compression-tension (Fig. 4a) is considered as compression 
curve as the input for the VMP method. Simple interpolation 
method was used to generate the curves that are in between 
unloading curves shown in Fig. 4. After solving the unloading 
part, the residual stress field was obtained by: 
𝜎𝑅𝑎𝑑𝑖𝑎𝑙
𝑅𝑒𝑠 = 𝜎𝑅𝑎𝑑𝑖𝑎𝑙
𝑙𝑜𝑎𝑑 + 𝜎𝑅𝑎𝑑𝑖𝑎𝑙
𝑈𝑛𝑙𝑜𝑎𝑑
𝜎𝐻𝑜𝑜𝑝
𝑅𝑒𝑠 = 𝜎𝐻𝑜𝑜𝑝
𝑙𝑜𝑎𝑑 + 𝜎𝐻𝑜𝑜𝑝
𝑈𝑛𝑙𝑜𝑎𝑑 





In which, Res ,LoadUnloadare residual stress, stress in the 
loading step, and the stress in the unloading step, respectively. 
Figure 3. Uniaxial tension and compression behavior of rolled AZ31B [21] 
Figure 4. (a) Compression-tension and (b) tension-compression behavior for 
rolled AZ31B ([21],[23]) 
C.  Finite element 
ABAQUS finite element software was used in this study to 
simulate the cold expansion process (Fig. 5). In order to apply a 
more realistic boundary condition, the support of the workpiece 
was also included in the model. Owing to the symmetry, only 
half of the structure was modeled. Boundary conditions of the 
model are shown in Fig. 6. On the X-Y plane, movement of the 
external edges of the workpiece and the support were 
constrained.  Mandrel was considered rigid, while the split 
sleeve and steel support were linear elastic material with the 
Young’s modulus of 200 GPa and Poison’s ratio of 0.3. The 
workpiece followed the tensile curve (Fig. 3) for the loading 
step, and the hardening behavior was assumed to be isotropic for 
the unloading step. Three surface-to-surface contacts were 
applied to the model: between mandrel and split sleeve, split 
sleeve and workpiece, and workpiece and support. They all were 
considered as frictionless contact. Hexahedral linear brick 
elements with 8 nodes and one integration point, C3D8R, were 
used to construct the workpiece. Because the most important 
region of the workpiece is the area close to the hole, the mesh 
size was biased towards the hole. 
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Figure 5. Assembly view of the 3D model 
Figure 6. Boundary condition of the model 
III. RESULT AND DISCUSSION
To validate the results of the VMP solution, a comparison 
between the VMP and the ABAQUS results using only the 
tension curve and assuming isotropic hardening in both VMP 
and ABAQUS was made. Fig. 7 and Fig. 8 show the loading and 
residual stress distributions, respectively. The results from 
ABAQUS is for the mid-plane of the workpiece and far from the 
position of split. As expected, the results are in good agreement. 
The difference can be attributed to the fact that ABAQUS is a 
3D model that considers more detail such as effect of support for 
workpiece, contact between mandrel and split sleeve and 
workpiece, while the VMP models the process as a 2D uniform 
expansion. Fig. 9 and Fig. 10 show the effect of considering 
asymmetric behavior in loading and unloading in stress 
distribution.  
Figure 7. Hoop and radial stress distribution at the end of loading assuming 
symmetric hardening behavior 
Figure 8. Residual hoop and radial stress distribution assuming symmetric 
hardening behavior 
Figure 9. Hoop and radial stress distribution at the end of loading assuming 
symmetric hardening in the ABAQUS and asymmetric hardening in the VMP 
solution 
Figure 10. Residual hoop and radial stress distribution assuming symmetric 
hardening in the ABAQUS and asymmetric hardening in the VMP solution 
In Fig. 9 and Fig. 10, the results of VMP is obtained with 
asymmetric material model, while in ABAQUS, symmetric 
behavior was assumed. 
Hoop stress distributions close to the hole in loading and 
unloading steps were significantly different between the 
symmetric ABAQUS and asymmetric VMP solutions. Close to 
hole, which is the area of interest for the cold expansion problem, 
the VMP predicts the value of hoop stress to be close to zero, 
Fig. 9. Likewise, the residual hoop stress distribution is 
meaningfully different. ABAQUS predicts the reverse yield 
zone to be close to the hole, while Asymmetric VMP model 
predicts the reverse yield zone to be larger, i.e. farther from the 
hole (Fig. 10). This can be explained by different unloading 
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curves used in ABAQUS and VMP. VMP considers actual 
material unloading behavior (Fig. 4), in which reverse yield in 
the unloading part, happens at lower stress, while in ABAQUS 
model, the unloading curve is constructed using the isotropic 
hardening assumption. Moreover, considering the actual 
unloading behavior of the material by VMP and assuming 
isotropic hardening rule by ABAQUS, also contributed to the 
difference between the calculated residual stress field. The 
difference in residual stress distribution is also due to difference 
in the hoop stress distribution in the loading step. The plastic 
strain obtained from VMP around the hole during the loading 
step is shown in Fig. 11, for symmetric and asymmetric 
behavior. The larger plastic strain in the asymmetric solution is 
due to compression behavior accounted for in this solution. 
Because the yield stress in compression is smaller than that in 
tension (Fig. 3), it is expected that the plastic strain close to hole 
to be higher in the asymmetric model compared to the symmetric 
model.  
Figure 11. Plastic strain around the hole at the end of loading 
IV. CONCLUSTION 
The cold expansion process in AZ31B wrought magnesium 
alloy has been modeled using the finite element and the VMP 
methods. The asymmetric hardening behavior of AZ31B was 
captured by the VMP, but the finite element method did not 
account for the asymmetric hardening behavior. Following 
conclusions can be drawn from this study: 
 The VMP method is capable of modeling the cold
expansion process. For symmetric materials, the results of
this simple 2D model are in agreement with predictions of
the 3D finite element model in the mid-plane.
 Asymmetric hardening behavior of materials can
significantly affect the stress distribution in loading and
unloading steps of the cold expansion process.
 Hoop stress distribution is significantly different in the
asymmetric model, while the radial stress is almost not
affected.
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Abstract— Composites are abrasive materials that generate 
heat during machining operations. This heat generates thermal 
damage locally and may severely alter the mechanical 
properties of the components if it exceeds the glass transition 
temperature of the matrix. This research studies the influence 
of additives, mixed to the epoxy matrix of Glass Fiber 
Reinforced Polymer (GFRP), on the cutting temperature. The 
results show that wax together with clay and a wetting agent, 
contribute to reduce the maximum cutting temperature, on a 
300mm length of cut, a value up to 28% as compared to a 
plain epoxy matrix. 
Machining; temperature; GFRP; composite; additives 
I.  INTRODUCTION 
The advanced industries such as the automotive, aerospace 
and wind industries are constantly innovating to improve the 
performance in terms of the weight and mechanical 
performance of their products. Traditionally used materials are 
metals that provide good mechanical performances. Metallic 
materials not only have good mechanical properties but are also 
relatively easy to machine. On the other hand, metals have a 
fairly high density, which implies high energy consumption by 
vehicles and mobile structures built with these materials. In 
order to reduce energy consumption, industries have introduced 
composite materials into the design and manufacture of 
mechanical parts. However, although these materials are 
mechanically efficient with a density that leads to reduced 
energy consumption, these materials have an abrasiveness that 
influences the temperature during machining operations.  
The composite materials generally consist of a thermoset or 
thermoplastic matrix, and fibers as reinforcement elements. 
The most used and widespread fibers are carbon and glass 
mainly because of their mechanical and thermal properties. The 
use of composite materials in the manufacturing of parts or 
structures often requires cutting operations, like drilling, 
trimming or milling, before the assembly process [1]. However, 
these machining operations pose difficulties and quality issues 
because of their heterogeneity and anisotropic behavior as well 
as the abrasiveness of the fibers [2, 3]. 
The abrasiveness of the fibers alone is a cause of wear for 
the cutting tools. This wear is the source of a temperature 
increase which in turn provokes thermal damage on the cut 
surfaces and on the mechanical properties, specifically if the 
glass transition temperature (Tg) of the matrix is exceeded [4-
6]. Previous studies showed that cutting temperature may reach 
values up to 450°C [7, 8] during machining if tool wear is not 
properly controlled. 
The tool wear do not only affect the temperature, but also 
the cutting forces. In fact, both phenomena are related, so that 
monitoring the forces may help to diagnose a worn tool [6, 8, 
9]. 
This research proposes to introduce additives or chemical 
components within the matrix as a solution to improve the 
machining process. The research aims to find additives that 
would allow a better interaction in the matrix-fiber contact 
surface in order to maintain good or improved mechanical 
performances [10-12], while reducing the temperature of cut 
which lead to better quality and lesser tool wear. The 
introduction of additives as a solution to reduce the cutting 
temperature was initially explored by Lasseur [5] study 
showing the performance of three additives. This paper will 
consider the study of five additives over a length of cut equal to 
300 mm. 
II. METHODOLOGY
A. Materials 
The material with which the experiments were made 
consists of long glass fibers with modified epoxy resin as 
matrix. The characteristics of the fibers and the resin are 
summarized in Table I. 
TABLE I. CHARACTERISTICS OF THE FIBERS AND EPOXY RESIN 
Materials Name Company Density 
[g/cm³] 
Surface 
density 
[g/m²] 
Resin 
viscosity 
[Pa.s] 
Fibers E-Glass TEXONIC 1,239 440 - 
Resin Marine 
820 
ADTECH 1,106  - 1,2  
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Different laminate of 300 mm by 300 mm size were 
manufactured using the infusion method. A total of 16 
unidirectional plies were stacked with a 45 ° angle in order to 
have a trimming direction with respect to the fiber orientation 
of -45 °. This configuration is the worst one in terms of surface 
quality resulting from trimming operations. In fact, previous 
studies proved that such fiber orientation generates more 
delamination (uncut fibers and fiber pullout) and worst surface 
roughness than any other orientation with respect to the cutting 
direction [2, 13-16]. The thickness of all plaques manufactured 
with the various epoxy mixtures was controlled to be of 
4.7mm, to ensure no variability in the results due to the fiber 
content. Five mixtures of epoxy were considered in this study 
considering three different additives with the following 
concentrations: 
· Unmodified resin (RE)
· Resin + 1% wt wetting agent (WA)
· Resin + 1% wt WA + 1.5% wt clay (CL)
· Resin + 1% wt WA + 2% wt wax (WAX)
· Resin + 1% wt WA + 1% wt WAX + 1% wt CL.
All mixtures were made according to the protocol proposed 
by Quaresimin, et al. [10], and Withers, et al. [11]. The 
characteristics and tradenames of the additives are summarized 
in table II. Based on these studies, as well as on the supplier 
technical documentation, these additives should play the 
following roles: 
- The wetting agent, which is an antistatic, should allow 
diffusion, homogenization and stabilization of the additives in 
the mixture with the resin. 
- The clay particles, which are particles having storage stability 
and sag resistance should improve the mechanical properties of 
the composite. 
- The wax particles which have a low transition temperature 
288.15K (115°C) and low viscosity should therefore melt at the 
cutting surface during high temperature machining. It is 
expected to act as a lubricant to the cutting surface thus 
reducing the cutting temperature. 
TABLE II. CHARACTERISTICS OF THE ADDITIVES 
Additives Characteristics and 
Supplier 
Wetting agent (WA) BYK-W 972, BYK 
Clay particles (CL) Ømax=59 µm GARAMITE-
1958, BYK 
Wax particles (WAX) Ømax=11µm, CERAFLOUR 
996, BYK 
B. Cutting temperature acquisition 
The temperature acquisition was done through two 
thermocouples welded symmetrically on diametrically opposed 
teeth of the cutting tool. The thermocouples are of type K 
having a diameter of 0.076 mm (0.003"). The welded tip and 
the stripped thermocouples were covered with OmegaBond-
400 cement which has high thermal conductivity. Finally, the 
tip is covered with a J-B weld epoxy resin to reinforce the shear 
strength and prevent the weld from easily tearing during 
machining. In addition, it was determined experimentally that 
the distance between the cutting zone and the welded tip on the 
tool is 1.7 mm in order to avoid a detachment of the 
thermocouples due to the chip flow and temperature variation 
[5, 7]. In addition, the closer are the thermocouples to the 
cutting zone, the more accurate will be the measurements [2, 
9]. The cutting tool type is a CVD (Chemical Vapor 
Deposition) diamond coated having a 9.5 mm diameter with 
following characteristics: 
TABLE III. CHARACTERISTICS OF THE CUTTING TOOL 
Machining Tool 
Material Tungsten Carbide 
Coating material Diamond 
Coating process Chemical Vapor Deposition 
(CVD) 
Diameter 9.5 mm (3/8") 
Number of teeth 6 
Helix angle 10° 
The tool instrumented with thermocouples is mounted in a 
holder equipped with a wireless transmission system on which 
the red-AL (aluminum) and yellow-CR (chromium) pairs of 
wires are connected to transmit the signal during the cutting 
process (fig. 1). The cutting operations were performed using a 
3-axis Huron K2X10 CNC machine having a maximum speed 
of 28 000 RPM and power of 40 kW. Not only the temperature 
data was recorded, but also the cutting forces through a Kistler 
9255B dynamometric table, as shown in figure 2. The forces 
data will help to understand the first contact between the tool 
and the laminate. 
Figure 1.  Tool mounting on the spindle 
Tool 
Connection red 
thermocouple + Al 
Connection yellow 
thermocouple + Cr 
Wireless 
transmission 
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Figure 2.  Experimental cutting configuration 
With the objective of observing the influence of additives on 
the cutting temperature, the cutting parameters were fixed 
constant. The maximum allowed rotational speed of the 
wireless telemetry system used for temperature acquisition 
being 10 000 RPM, the cutting speed of the laminates was 
fixed to 300 m/min. Regarding the feed rate, based on previous 
experiments, it was fixed to 1140 mm/min (0.0190 mm/tooth). 
The cutting operation was carried out over a distance of 300 
mm. 
III. RESULTS AND DISCUSSION
The cutting operations for the different laminates started at 
room temperature, which corresponds 20 °C. The figure 3 
shows the temperature along a cutting distance of 300 mm for 
all types of laminate. It can be noted that the laminates 
containing the WA, the WA-WAX, and the WA-WAX-CL 
have a lower cutting temperature than the reference laminate 
containing only the epoxy resin (RE). In contrast, only the 
cutting temperature for the WA-CL laminate is higher than that 
of the reference laminate. Focusing on the laminates containing 
respectively WA-CL, WA, WA-WAX, one could validate how 
the wax plays a beneficial role of lubricating after a certain 
cutting temperature. The curves start almost from the same 
point and they are close to each other over a distance of 20 mm. 
Afterwards, we observe that the WA-CL and WA-WAX-CL 
curves are visibly off the other three curves. From this result, 
one may conclude of a combinatory phenomenon between the 
clay and the wax which favors a reduction of the cutting 
temperature. However, more study is further required to 
confirm this hypothesis, since the standard deviation of the 
temperature differences remains large for some mixtures as 
shown in Figure 4. 
Figure 3.  Cutting temperature over a distance of 300 mm. 
Evaluating the average temperature differences (Figure 4) 
relative to the reference temperature which is that of the 
unmodified resin, it can be noted as expected that the average 
temperature difference is positive only for the laminate WA-
CL. However, the values of the average temperature difference 
are significant over a cutting distance of 300 mm, unlike those 
obtained by Lasseur [5] over a reduced distance of 100 m. The 
negative values of the average temperature differences 
observed for the WA, WA-WAX, WA-WAX-CL laminates 
reflect a reduction in cutting temperature compared to the 
reference (Resin). Figure 4 also shows standard deviations of 
the temperature differences. It is observed, however, that the 
range of standard deviations obtained with the WA-WAX and 
WA-WAX-CL laminates does not intercept the reference axis 
as opposed to the gap obtained with the WA laminate. Hence, 
the wetting agent (WA), alone, would not be appropriate to 
reduce the cutting temperature. The addition of the clay to the 
wetting agent would involve an increase in cutting temperature. 
The figure 5 shows the maximum temperature values achieved 
for each laminate. The graph reflects the analysis mentioned 
above. In addition, from this figure, we observe that the 
laminates containing WA-WAX and WA-WAX-CL are those 
that actually lead to a reduction of the cutting temperature by 
taking into account the standard deviations of the temperature 
differences. Thus, there is a decrease of respectively 28.7% and 
26.5% in the cutting temperature. 
GFRP laminate 
Clamping Fixture 
Dynamometer 
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Figure 4.  Average of temperature differences compared to that of the resin 
over a distance of 300 mm. 
Figure 5.  Maximum cutting temperature over a distance of 300 mm. 
IV. CONCLUSION
The objective of this work was to study the influence of 
additives on the cutting temperature of GFRP laminates. It is 
apparent that the cutting temperature of the laminates made 
from WA-CL additives to the epoxy generates higher cutting 
temperature. Addition of wax to the epoxy clearly lowers the 
cutting temperature. The best mixture found was the WA-
WAX-CL with a maximum temperature decrease up to 28%. 
Further development will focus on the effect of these mixtures 
on the mechanical properties of the GFRP composite. 
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Abstract—The Ranque-Hilsch Vortex Tube (RHVT) is a small
tube without any moving parts receiving compressed air from a
tangential inlet and exhausting cold air from a small hole at one
end of the tube while exhausting hot air from an annular exit at
the opposite end. Nearly a century has passed since the RHVT
was first patented, and the mechanism responsible for this so-
called "temperature separation" remains unclear. The present
work tests the hypothesis that kinetic energy is transferred from
the stream of air leaving the cold exit to the air stream leaving
the hot exit.
To test the hypothesis, a parametric study using an axisym-
metric model of the RHVT has been carried out using CFD
software, wherein the pressure at the hot exit was varied. The
study has been validated against previous experimental and
computational models. The results show that the dominant mode
of energy transfer between the two streams is work transfer,
which supports the hypothesis.
Index Terms—Ranque-Hilsch Vortex Tube, Compressible flow,
Computational Fluid Dynamics
I. INTRODUCTION
Consider the schematic shown in figure 1. A compressible
fluid is supplied at the entrance shown at some pressure pin.
Provided pin exceeds pcold and phot, some fraction of the inlet
mass µc = m˙cold/m˙in leaves via the cold exit, while the
remaining fraction 1− µc is exhausted at the hot exit. While
this observation is rather unremarkable, many researchers [1],
[2], [3], [4] have observed physical experiments in which the
static temperature of cold exit stream was significantly lower
than that of the inlet stream, while the static temperature of
the hot exit stream was significantly higher than that of the
inlet stream. This "temperature separation" was first noticed
by George J. Ranque [5] in 1922, and is often referred
to as the Ranque effect. In a later investigation Hilsch [1]
discussed the effects of varying the geometric constraints
of the flow boundaries. The vortex tube is now commonly
referred to as the Ranque-Hilsch Vortex Tube (RHVT) after
the aforementioned researchers. Sometimes the abbreviation
is shortened to VT.
While vortex tubes are easy to construct and operate,
the mechanism(s) responsible for the temperature separation
phenomenon are still unknown, as noted in a recent review by
Thakare et al. [6]. Many researchers have conducted studies
and proposed theories of operation over the past century, and
while much data is available, the complex interaction between
fluid mechanics and thermodynamics remains unclear.
Ranque [5] originally suggested that the temperature sep-
aration could be explained using the isentropic ideal gas
relation, wherein the sudden expansion at the inlet causes
a decrease in density and a sharp drop in temperature.
Experiments by Gao et al. [7] and Xue et al. [8] indicate this
theory significantly over-predicts the temperature drop at the
cold exit. Furthermore this does not explain the corresponding
temperature increase at the hot exit.
Some numerical studies have revealed the presence of re-
circulation region(s) at various points within the VT. Both
Ahlborn and Groves [2], and Xue and others [9] have sug-
gested multiple re-circulation zones exist, each one behaving
as a heat pump to move energy away from the core and
towards the periphery. While earlier papers have provided
mediocre evidence for this theory, more recent papers re-
porting the results of steady and unsteady, 3D, RANS and
LES results have included streamline plots depicting multiple
recirculation zones occurring within short vortex tubes [10],
[11], [12], [13]. The re-circulation zones appear to be mobile
and sensitive to geometry and boundary conditions.
A third theory states that cold stream transfers kinetic
energy to the hot stream through viscous shear. This work
transfer theory was first proposed by Hilsch [1], who sug-
gested that ’internal friction’ was the mode by which energy
is transferred from the axis to the periphery. Aljuwayhel et al.
[14] have since analyzed the results of an axisymmetric CFD
model and provided quantitative evidence that work transfer
from the cold stream to the hot stream is dominant mechanism
of energy transfer in the RHVT. More recently, Polihronov et
al. [15] and Tlili El May et al. [16] have observed wall shear
stress spikes in 3D simulations of the VT, suggesting the cold
stream is transferring kinetic energy to the hot stream.
In the present work we aim to quantify the energy transfer
between the cold stream and the hot stream, testing our
hypothesis that shear work is the primary mechanism of
temperature separation. Section II provides the governing
equations applicable to the current analyses, section III de-
tails the CFD model used, section IV reports the results of
our simulations, and section V analyzes the energy transfer
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Fig. 1. A schematic of a typical Ranque-Hilsch Vortex Tube.
between the cold and hot streams.
II. GOVERNING EQUATIONS
The conservation of mass is
∂ρ
∂t
+∇ · (ρu) = 0, (1)
where u is the velocity, ρ is the density, t is time, and ∇
is the gradient operator. The conservation of momentum for a
Newtonian fluid where Stokes’ hypothesis has been invoked
is
∂u
∂t
+ (u · ∇)u = −∇p
ρ
+
µ
ρ
(
∇2u + 1
3
∇(∇ · u)
)
, (2)
where p is the thermodynamic pressure and µ is the
dynamic viscosity. The conservation of internal energy is
ρ
(
∂ε
∂t
+ u · ∇ε
)
= −p (∇ · u)−∇ · q, (3)
where ε is the specific internal energy and q is the heat
flux vector.
A. Auxillary equations
All fluids analyzed in this work are assumed to obey the
ideal gas equation of state:
p = ρRsT, (4)
where Rs is the specific ideal gas constant, and T is the
static, absolute temperature.
We will further assume a constant heat capacity for all
fluids analyzed in this work, so that the internal energy and
enthalpy may be respectively written as
ε = cvT, (5)
h = cpT, (6)
where cv is the volumetric heat capacity and cp is the
isobaric heat capacity. Fluids which obey the ideal gas law
and have constant heat capacities are called perfect gases [17].
m˙in, Tinθin
pcold, Tcold,r
m˙hot
Fig. 2. Simplified VT geometry for CFD study
TABLE I
PARAMETERS OF THE PRESENT CFD STUDY.
Measurement Value
Working tube length [mm] 106
Working tube inner diameter [mm] 11.4
Nozzle total inlet area [mm2] 8.2
Cold exit diameter [mm] 6.2
Cold exit area [mm2] 30.3
Hot exit area [mm2] 95
Nozzle angle [◦] 75.48
Inlet conditions
mass flow rate [g s−1] 8.34
Total Temperature [◦C] 21.21
III. CFD STUDY
To analyze the energy transfer between the hot and cold
streams we have performed a CFD analysis of the commercial
vortex tube studied by Skye et al. [4]. The simplified vortex
tube geometry is visible in Fig. 2, and the relevant geometric
parameters are given in Table I.
For each simulation, the mass flow rate at the inlet is m˙in =
8.34 g s−1, the inlet velocity angle is θin = 75.48◦, and the
inlet total temperature is Tin = 21.21 ◦C. Skye et al. notes the
presence of reverse flow at the cold exit for small cold mass
fractions, so an opening boundary condition is applied at the
cold exit, where the total temperature of the recirculating air,
Tcold,r, is set to the bulk mean total temperature of the leaving
air, Tcold. To replicate the experiment conditions of Skye et al.
the cold exit pressure pcold has been set to the experimentally
measured value for each cold mass fraction.
Two non-orthogonal structured grids have been generated
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Fig. 3. Sample views of the fine mesh at inlet, middle, and hot outlet end.
using ANSYS Workbench c© Meshing Software [18]: a rel-
atively course grid containing 1890 nodes and a fine grid
containing 41778 nodes. Sample images of the fine grid are
provided in Fig. 3. The µc = 0.208 case was run using each
mesh and the results were compared. The cold exit tempera-
ture differed by 0.22% and the hot exit temperature differed
by 0.017%, indicating our results are grid-independent. The
fine grid has been used for the remainder of the simulations
reported on in this work.
In each simulation convergence was achieved when the rms
residuals for the mass, momentum, and turbulent equations
were fell below 10−6, while the energy equation rms residuals
fell below 10−5.
ANSYS-CFX c© 16 [19] has been used to setup and solve
each of the simulations. The standard k− ε turbulence model
has been used.
IV. RESULTS AND DISCUSSION
The measured temperature separation values at the cold and
hot exits are defined by
Ts,c = Tin − Tcold (7)
Ts,h = Thot − Tin (8)
where the total temperatures have been used. The cold
and hot temperature separation values have been plotted in
Figs. 4 and 5 alongside data obtained from experimental and
computational results. The cold exit temperature separation
appears to peak at a cold mass fraction of µc ≈ 0.35,
while the hot exit temperature separation steadily increases
with cold mass fraction. The 3D, unsteady Large Eddy
Simulations conducted by Farouk and Farouk [20] predict the
cold stream temperature separation more accurately than the
present model.
Despite our less accurate predictions, the present model still
closely captures the trend of the experimental data at both the
hot and cold exits. A possible explanation for the discrepancy
between the present model and Farouk and Farouk’s is that the
mechanism present in the axisymmetric models is augmented
or supplemented by unsteady circumferential variations. In ei-
ther case, the results of the axisymmetric model can be further
analyzed to gain more insight into at least one temperature
separation mechanism.
Fig. 6 shows a typical streamline plot of the axisymmetric
VT, where several interesting features are present. First, the
hot stream occupies only a narrow band around the tube
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Fig. 4. Cold exit temperature separation.
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Fig. 5. Hot exit temperature separation.
wall, while the rest of the domain is occupied by the slender
reverse flow region of the cold stream. Furthermore there is
a recirculation region present in at the cold outlet, caused by
the strong radial pressure variation. This recirculation region
disappears for cold mass fractions greater than 0.4. Finally,
a stagnation streamline connects the inlet to a zero velocity
region near the hot outlet. When the stagnation streamline is
revolved about the tube axis, it represents a stream surface
separating the hot stream from the cold stream.
V. ENERGY TRANSFER MODES
With the converged solution fields at hand, the energy trans-
fer modes across the stagnation streamline may be computed.
We follow the same procedure as Aljuwayhel et al. [14], by
computing the various energy transfers across the stagnation
streamline. The differential energy transfers associated with
conduction heat transfer, circumferential shear work, and axial
shear work are given by
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Fig. 6. Streamline plot of axisymmetric CFD results, with a cold mass
fraction of 0.208. Red streamlines proceed from the inlet to the hot exit,
blue streamlines terminate at the cold exit, and two stagnation streamlines
are represented by thick black lines. The stagnation streamline of interest
divides the hot and cold streams.
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Fig. 7. Energy transfer across the stagnation streamline for the case µc =
0.208
∂Q˙
∂s
= −2pikeffr ∂T
∂n
(9)
∂W˙θ
∂s
= −2piµeffrvθr ∂
∂n
(vθ
r
)
(10)
∂W˙z
∂s
= −2piµeffvzr ∂vz
∂n
(11)
where s is a streamline co-ordinate, and n is the normal
vector pointing towards the hot stream. The contributions
from each of these have plotted as a function of the streamline
co-ordinate for two cold mass fractions Figs. 7 and 8. In
the case of a low cold mass fraction, the majority of the
energy transfer between the streams takes place near the inlet,
diminishes as the streamsurface contracts towards the axis,
and recovers near the hot exit. The circumferential shear work
transfer is the dominant energy transfer mechanism. For a cold
mass fraction of 0.819, the majority of the energy transfer
takes place near the hot exit.
The total energy transferred via each mechanism can be
found by integrating over the stream line, and the results
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Fig. 8. Energy transfer across the stagnation streamline for the case µc =
0.819
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Fig. 9. Total Energy transfer across the stagnation streamlines.
have been plotted as a function of cold mass fraction in
Fig. 9. As the cold mass fraction increases, the energy trans-
ferred through circumferential shear work and conduction heat
transfer increase. Since the energy is transferred in opposite
directions, the net effect is only a modest increase in energy
transfer.
To validate our findings, we have compared the energy
increase of the flow leaving the hot exit with the net energy
transfer to the hot stream across the stagnation streamline.
The hot stream energy increase has been computed using
∆Ehot = (1− µc) m˙cpTs,h (12)
The percent differences between the energy transfer across
the stagnation streamline and equation 12 have been plotted
in Fig. 10. Overall the discrepancies are modest. It is likely
there is a small amount of energy transferred via radial shear
at smaller mass fractions since the stagnation streamlines have
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Fig. 10. Percent difference between energy increase computed based on the
difference between the inlet and hot exit and the total energy transferred
across the stagnation streamline.
the most significant radial variation, which could account for
the greater discrepancies at low mass fractions.
VI. CONCLUSION
In this work we have re-analyzed the vortex tube studied
by Skye et al. [4] using an axisymmetric CFD model. It was
observed that the trends in temperature separation matched
those seen in experiments, though they are less accurate
than 3D unsteady CFD models. We have also computed the
transfers of kinetic and thermal energies across the stagnation
streamline, demonstrating that circumferential shear work
transfer is the dominant energy transfer mechanism.
Although the hypothesis has been supported, result is unsat-
isfying as the study fails to answer the deeper questions about
the mechanism behind temperature separation; a complete
picture of the energy movement in the system is still elusive,
and there aren’t any clear indications of which parameters are
most important in vortex tube design. Furthermore, recircula-
tion regions near the boundaries are present and cast doubt on
the correctness of the velocity field. Future work will focus on
better matching the boundary conditions between experiments
and computational results.
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Abstract — Architected cellular materials, as a novel class of 
low density materials, gain their unprecedented multifunctional 
performance mainly from their underlying architecture. In this 
paper, we focus on thermal conductivity of cellular materials. 
Standard mechanics homogenization with periodic boundary 
conditions is used to determine the thermal conductivity of cells 
with supershape pores. The computational results confirm that 
a wide range of possible anisotropic behaviour for thermal 
conductivity is achievable for cellular materials. Effective 
thermal conductivity of shellular materials based on three triply 
periodic minimal surfaces are also compared with those of cells 
with supershape pores. It is found that unlike the shellular 
materials, which only cover a narrow portion of thermal 
conductivity vs. relative density chart, cellular materials with 
anisotropic effective thermal conductivity could be engineered 
by employing supershape pores in cells. 
Keywords – Architected cellular materials; Thermal 
conductivity; Homogenization; Supershape pore; Shellular 
materials 
I.  INTRODUCTION 
Limited material and energy resources, economical 
restrictions, and concerns over the prospect of global climate 
changes, promote the design and manufacturing of lightweight 
materials with tunable multifunctional properties. Architected 
cellular materials are one of the cutting-edge alternative 
lightweight and optimized materials which can simultaneously 
satisfy multiple functionalities, from structural stiffness to 
thermal insulation and heat exchanging [1].  
Cellular materials are divided into two categories: foams, 
where a gaseous phase is randomly dispersed in a continuous 
solid medium, and periodic lattices, which consist of a periodic 
architected cell [2]. The concept of using cellular metals 
emerged in early 1970s, by inspiration from the excellent 
properties of natural materials like bone, wood and cork. 
Hexagonal honeycomb structures in sandwich cores, used in 
aviation industry, can be named as one of the first applications 
of periodic cellular materials [3]. Driven by the high 
performance of these cellular materials and recent development 
of additive manufacturing, advanced polymeric and metallic 
cellular materials are being widely fabricated. A non-exhaustive 
list of applications of cellular materials found in the literature 
includes: lightweight structural elements in aircrafts and high-
speed trains, energy-absorbing elements in automotive industry, 
thermal insulation, thermal energy storage devices, hydrogen 
storage tanks, and scaffold for tissue engineering [2-11].  
To exploit multifunctional potentials of cellular materials, a 
mathematical predictive model, capable of accurately predicting 
their effective properties, is of crucial importance. Early efforts 
on this subject range from the simple volumetric averaging of 
properties of constituent cellular materials, so-called as ‘rule of
mixtures method’, to several empirical equations for predicting 
the multiphysical properties of cellular materials [2, 12]. 
Investigations have clearly shown that cell architecture, in 
addition to the properties of the constituents’ materials, plays a 
significant role in the emergence of their outstanding properties 
[13, 14]. In this regards, as thermal conductivity, electrical 
conductivity and magnetic permeability are all mathematically 
described by the Laplace equation, existing approaches used in 
the electric and magnetic fields have been also applied for 
thermal properties of cellular materials [15, 16]. The 
introduction of thermal-circuit method, based on the analogy 
between the electrical and thermal conductivities, could be 
considered as a turning point in theoretical modelling of thermal 
conductivity of cellular materials [16]. It is worth mentioning 
that most of the analytical models have been mainly developed 
for random pore distribution [17], or simple pore topologies, e.g. 
cubic, circular, cylindrical, and spherical [18, 19], leaving more 
complex periodic architectures with potential superior 
multifunctional properties unexplored. Although analytical 
upper and lower bounds, e.g. those bounds presented by Hashin 
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and Strikman [20] or thermal-circuit method, are valuable for 
estimating the effective thermal conductivity with a minimum 
knowledge about the actual heat flow and temperature profile in 
cellular materials, advanced computational models, e.g. Lattice-
based Monte Carlo approach [21], micropoloar modelling [22], 
and standard mechanics [23] and asymptotic homogenizations 
[24], have been developed to precisely take into account the 
effect of microarchitecture of cellular materials to accurately 
predict their effective thermal properties. The physical 
properties and application of cellular materials have been 
summarize in several textbooks, among which the book by 
Gibson and Ashby [2] provide the most comprehensive 
overview. 
In this paper, we present two methodologies for predicting 
the effective thermal conductivity of architected cellular 
materials: (1) Theoretical modelling using the thermal-circuit 
method [25] and (2) Computational modeling based on standard 
mechanics homogenization. While the theoretical model is used 
to provide a narrow bound for thermal conductivity of cellular 
materials with simple 2D microarchitecture, standard mechanics 
homogenization is used to determine the exact thermal 
conductivity of cellular materials with complex 2D 
microarchitecture. To highlight the effect of cell topology on the 
thermal conductivity of periodic cellular materials, modified 
supershape formula [26] has been employed to create 2D pore 
shapes on square cells. Moreover, to address the ever growing 
interests on the lightweight 3D cellular materials, shellular 
materials based on three triply-periodic minimum surfaces have 
been analyzed and compared with the rest of selected cellular-
based metamaterials.  
II. CAD DESIGN OF ARCHITECTED CELLULAR MATERIALS
To apply computational standard mechanics homogenization 
to explore the effect of topology and relative density on the 
effective thermal conductivity of cellular materials, 2D square 
unit cell with one supershape pore and 3D cubic shellular 
representative volume element (RVE) are selected.  
A. 2D RVEs 
As a powerful formula for creating a variety of pore shapes, 
superformula (1) is selected and modified to generate void 
geometries while scaling and rotation (β) parameters are 
considered to increase the possibilities of pore topologies.  
[
x
y] = [|cos⁡(mϕ/4)| + |sin⁡(mϕ/4)|]
n ⁡[
cos(ϕ)
sin(ϕ)
]  (1) 
(−π ≤ ϕ ≤ π ,  m = 1 ~ 8 , n = -5 ~ 5) 
Fig 1 shows sample 2D RVEs for different topological 
parameters. The pore shape corresponding to each set of 
geometrical parameters, introduced in (1), is directly modeled 
inside ANSYS APDL (Fig. 2) by creating several keypoints and 
using them to make spline curves. The area surrounded by the 
spline curves is formed, scaled, rotated and moved to the center 
of the RVE to be subtracted from the RVE and to finalize the 2D 
RVE. 
Figure 1. Sample 2D RVEs for different parameters: ρ=0.62, scaled by 1.5 in 
horizontal direction, and rotated by 45° 
B. 3D shellular RVEs 
A Triply Periodic Minimal Surface (TPMS) is a non-self-
intersecting surface in R3, which has a crystalline structure 
repeated in three independent directions and has zero mean 
curvature at each point [27]. The presence of TPMS in natural 
structures, like biological membranes [28] and crystals [27], has 
inspired researchers to consider TPMS architectures in tissue 
engineering, and biomimetic material design [29-32]. It is worth 
mentioning that “Shellular” term has recently been used in the 
literature to represent thin TPMS cellular shells. Among many 
known TPMSs, Schwarz’s Primitive (P) and Diamond (D) and 
Schoen’s Gyroid (G) are selected. These surfaces can be 
trigonometrically approximated using the following level 
surface equations [33]: 
G: cos⁡𝑥. sin⁡𝑦 + cos⁡𝑦. sin⁡𝑧 + cos⁡𝑧. sin⁡𝑥 = 𝑓     (f = 0) 
P: cos⁡x + cos⁡y + cos z = 𝑓 (f = 0, 0.4, 0.8) (2) 
D: 
sin x . sin y . sin z + sin x . cos y . cos z +
cos⁡x. sin⁡y. cos z + cos⁡x. cos⁡y. sin⁡z = 𝑓
 (f = 0) 
We develop a MATLAB code to solve the level surface 
equations to determine the coordinates of several points on the 
surface. These points together with multiple cross section curves 
satisfying the surface equations are firstly created inside 
Solidworks using a Visual Basic code and then are used to create 
a smooth surface. This part of the surface is then patterned to 
create the mid-surface of the shellular RVE and subsequently 
thickened in order to add the desired thickness (as illustrated in 
Fig. 3). To focus more on the lightweight structures, five 
thicknesses (trel) between 2 to 10 percent of RVE’s length are 
considered. Fig. 4 demonstrates some of the selected shellular 
architectures.  
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Figure 2. Different steps in modeling of 2D RVEs 
III. PREDICTIVE METHODS
Fourier's law assumes the following linear relation between 
heat flux (q⃗ )  and temperature gradient (∇⃗ T)  through a 
symmetric thermal conductivity tensor (Keff):    
𝑞 = ⁡−𝐾𝑒𝑓𝑓 ⁡∇⃗ 𝑇 (3) 
For a thermally isotropic homogenous solid material, 𝐾𝑒𝑓𝑓  
tensor reduces to ⁡KI , where ⁡I  is the identity tensor and ⁡K  is 
called isotropic thermal conductivity. However, in the case of a 
cellular material, overall thermal conductivity is generally 
anisotropic and depends on microarchitectural parameters of the 
cells [1].   
Since the simplistic volumetric averaging approach is 
indifferent to cell architecture, it is unable to capture the 
anisotropic thermal properties of cellular materials and its 
prediction can significantly overestimate the effective thermal 
conductivity. To address these shortcomings, several analytical 
and computational methods have been developed, among which 
thermal-circuit method (or Resistor approach) has been widely 
used for the theoretical upper and lower bounds of thermal 
conductivity for a given cell geometry [4]. More advanced 
methods, e.g. computational homogenization, are required to 
exactly model the microarchitecture of cellular materials.
Figure 3. Steps for 3D modeling of a 3D shellular RVE 
It is worth mentioning that the contribution of heat transfer 
mechanisms other than conduction, i.e. radiation and 
convection, is assumed to be small and consequently 
disregarded. For a cellular material made by a highly conductive 
matrix and an empty void or a gaseous inclusion, this assumption 
is valid for small pore sizes working at temperature ranges close 
to the ambient [34-37].  
A. Analytical model 
Using the analogy between thermal and electric fields, the 
thermal circuit method with parallel and series configurations is 
used to derive closed-from expressions for the upper and lower 
bounds of thermal conductivity of cellular materials with 
rectangular or elliptic inclusion/pore. In this approach, thermal 
gradient is analogous to electric voltage, the heat flow represents 
electric current and thermal resistance, being equal to the 
reciprocal of thermal conductivity for a unit cell, corresponds to 
electric resistance [25]. To establish this model, as presented in 
Fig. 5, the unit cell is divided into rectangular elements acting as 
thermal resistors, while the heat flux is considered to be along 
“y” direction and perfect thermal contact is assumed between the 
matrix (solid cell walls) and the filler material (such as air for 
cellular materials). 
(a) (b) (c) (d) 
Figure 4. 3×3×3 TPMS cells together with two shellular RVEs at 0.02 and 0.10 relative thicknesses: (a) Schwarz D, (b) Gyroid, (c) Schwarz P with f = 0, and (d)
Schwarz P with f = 0.8 
521
(a)
𝛿𝑅𝑦 = (
1
𝛿𝑅𝑚
𝑦 +
1
𝛿𝑅𝑖
𝑦)
−1
𝑅𝑦 =⁡∑𝛿𝑅𝑦
(b)
𝛿𝑅𝑦 = 𝛿𝑅𝑚
𝑦 + ⁡𝛿𝑅𝑖
𝑦
𝑅𝑦 = (∑
1
𝛿𝑅𝑦
)
−1
Figure 5. Schematic view of the thermal resistant elements for: (a) Horizontal iso-thermal lines and (b) Vertical adiabatic lines 
Closed-form thermal conductivity formulations are 
presented in Table I, where 𝑘𝑚  and 𝑘𝑖  are the thermal
conductivity of the matrix and inclusion respectively, 
𝜆𝑎 = 𝑎 𝑙⁄ , 𝜆𝑏 = 𝑏 𝑙⁄ , 𝜆𝑘 = 𝑘𝑖 𝑘𝑚⁄ ⁡(< 1) , 
𝜃 = atan(√((1 − 𝜆𝑘)𝜆𝑎)−2 − 1 and 𝐴 = 𝜆𝑏(1 𝜆𝑘⁄ − 1). It can
be found that ‘Vertical adiabatic lines’ expressions for both 
rectangular and elliptic geometries reduce to 𝑘𝑒𝑓𝑓
𝑦𝑦 /𝑘𝑚 = 1 − 𝜆𝑎
when 𝑘𝑖 = 0 , which corresponds to cellular materials with
empty pores. The relative density of the matrix 
can be calculated as (𝜌𝑚)𝑟𝑒𝑙 = (𝑙
2 − 𝑎𝑏) 𝑙2⁄ = 1 − 𝜆𝑎𝜆𝑏  and
(𝜌𝑚)𝑟𝑒𝑙 = (𝑙
2 − 𝜋𝑎𝑏 4⁄ ) 𝑙2⁄ = 1 − 𝜋𝜆𝑎𝜆𝑏 4⁄ , for cells with
rectangular and elliptic inclusion/pore, respectively. As the 
symmetry in the selected architectures of matrix and 
inclusion/pore dictates, the off-diagonal terms of the thermal 
conductivity tensor are zero (𝐾𝑒𝑓𝑓
𝑥𝑦 = 0)  and thermal
conductivity in “x” and “y” are equal. 
B. Computational standard mechanics homogenization 
Under the assumption that an RVE of a periodic cellular 
material is repeated in all three directions and the RVE is far 
from the boundaries, the following periodic boundary conditions 
(4) together with independent unit thermal gradients (5) on the 
cell boundaries are adopted [23]: 
Periodicity in x-direction: 
𝑇(𝑥0, 𝑦, 𝑧) − 𝑇(𝑥0 + 𝑙𝑥 , 𝑦, 𝑧) = 𝑙𝑥 (
𝜕𝑇
𝜕𝑥
)
𝑖
(4.a) 
Periodicity in y-direction: 
𝑇(𝑥, 𝑦0, 𝑧) − 𝑇(𝑥, 𝑦0 + 𝑙𝑦 , 𝑧) = ⁡ 𝑙𝑦 (
𝜕𝑇
𝜕𝑦
)
𝑖
(4.b) 
Periodicity in z-direction: 
𝑇(𝑥, 𝑦, 𝑧0) − 𝑇(𝑥, 𝑦, 𝑧0 + 𝑙𝑧) = 𝑙𝑧 (
𝜕𝑇
𝜕𝑧
)
𝑖
(4.c) 
Independent unit thermal gradients: 
(∇𝑇̅̅̅̅ )𝑖 ⁡= (
𝜕𝑇
𝜕𝑥
̅̅̅̅
,
𝜕𝑇
𝜕𝑦
̅̅̅̅
,
𝜕𝑇
𝜕𝑧
̅̅̅̅
)
𝑖
= {
(1,0,0), 𝑖 = 1
(0,1,0), 𝑖 = 2
(0,0,1), 𝑖 = 3
 (5) 
where i is the thermal loading case number and  x0, y0 and
z0 are the locations of the three faces of the cubic RVE, while
lx, ly and lz represent RVE’s dimensions along “x”, “y” and “z”
axis, and ∇T̅̅̅̅  is the average macroscopic thermal gradient
applied to the RVE’s boundaries in order to calculate 
microscopic thermal gradients inside the cell. Since the RVE is 
TABLE I. CLOSED-FORM EXPRESSIONS FOR 𝑘𝑒𝑓𝑓
𝑦𝑦 /𝑘𝑚 OF CELLS MADE BY THERMALLY ISOTROPIC AND HOMOGENEOUS MATRIX AND FILLER MATERIALS, HAVING 
RECTANGULAR AND ELLIPTIC INCLUSION/PORE SHAPES, UNDER THE ASSUMPTIONS OF ‘HORIZONTAL ISO-THERMAL LINES’ OR ‘VERTICAL ADIABATIC LINES’  
𝒌𝒆𝒇𝒇
𝒚𝒚
/𝒌𝒎
Horizontal iso-thermal lines Vertical adiabatic lines 
1 + 𝜆𝑎(𝜆𝑘 − 1)
1 + 𝜆𝑎(𝜆𝑘 − 1)(1 − 𝜆𝑏)
1 −
𝜆𝑎𝜆𝑏(1 − 𝜆𝑘)
𝜆𝑘 + 𝜆𝑏(1 − 𝜆𝑘)

1
1 − 𝜆𝑏 +
𝜆𝑏
𝜆𝑎(1 − 𝜆𝑘)
(
𝜋 − 𝜃
√1 − ((1 − 𝜆𝑘)𝜆𝑎)
2
−
𝜋
2
)

{
 
 1 − 𝜆𝑎 +
𝜆𝑎
𝐴
(
𝜋
2
−
ln⁡(𝐴 + √𝐴2 − 1
√𝐴2 − 1
) , 𝐴 > 1
1 + 𝜆𝑎 (
𝜋
2
− 2) ,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝐴 = 1
1 − 𝜆𝑎 +
𝜆𝑎
𝐴
(
 
𝜋
2
−
atan(
√1 − 𝐴2
𝐴 )
√1 − 𝐴2
)
 , 𝐴 < 1
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a unit square in two-dimensional (2D) analysis and a unit cube 
in three-dimensional (3D) analysis of this research, Eqs. (4) and 
(5) can be further simplified to: 
(
T(x0, y, z) − T(x0 + 1, y, z)
T(x, y0, z) − T(x, y0 + 1, z)
T(x, y, z0) − T(x, y, z0 + 1)
)
i
= (
1
0
0
)
i=1
, (
0
1
0
)
i=2
, (
0
0
1
)
i=3
 (6) 
In 2D analysis, “z” dimension diminishes leading to two 
independent thermal loading cases. Energy balance equation, i.e. 
energy equation combined with Fourier heat conduction over the 
RVE, is solved using finite element method (FEM). The 
effective thermal conductivity of the cell can then be calculated 
by the volumetric averaging of the resultant heat flux based on 
standard mechanics homogenization: 
𝐾𝑖𝑗 =
1
𝑉𝑅𝑉𝐸
⁡∫𝐾𝑖𝑘𝑀𝑘𝑗
𝑇 𝑑𝑉𝑅𝑉𝐸 (𝑖, 𝑗, 𝑘 = 1,2,3) (7) 
where K̅ij  is the effective thermal conductivity tensor, ⁡VRVE
represents the volume of the RVE, ⁡Kik  is the local thermal
conductivity tensor, and the matrix of MT relates the average and
the local temperature gradients by ∇𝑇 = 𝑀𝑇∇𝑇̅̅̅̅ .
IV. RESULTS AND DISCUSSION
To show the effect of filler material on the overall thermal 
conductivity and to examine the validity of neglecting the 
thermal conductivity of the gas inside the cellular materials, the 
homogenized thermal conductivity of a square cell with an 
empty square pore is benchmarked against the effective thermal 
conductivity of the same cell infilled with air at room 
temperature. As shown in Fig. 6, even for relative densities as 
low as 10%, air’s thermal conductivity can be neglected without 
affecting the effective thermal conductivity when the thermal 
conductivity of the matrix material is several orders of 
magnitude higher than the air, such as in metallic cellular 
materials.  
Under the validated assumption of neglecting the air, derived 
closed form expression for the cells with rectangular and 
elliptical pore topologies are compared with the results obtained 
by standard mechanics homogenization. As illustrated in Fig. 7, 
for all aspect ratios of pores (1, 2 and 3 in the horizontal 
direction), distances between higher and lower bounds of the 
effective thermal conductivity of the cells with elliptical pores 
are larger than those for the cells with rectangular pores. 
Moreover, by increasing the relative density, the gap between 
the theoretical bounds increases. In this case, although the pore 
geometry is accounted for deriving the theoretical upper and 
lower bounds, the simplifying assumptions made in deriving the 
closed form formula based on the thermal-circuit method make 
it impossible to accurately predict the effective thermal 
conductivity. 
Close to the smallest possible relative density for each aspect 
ratio of pore, the effective thermal conductivity of cells with 
elliptical pores reveals sharper drops in comparison with cells 
with rectangular pores. This is partly because of the higher rate 
of decreasing of the minimum wall thickness with respect to 
decreasing in the relative density for the former topologies.  
Figure 6. Effective thermal conductivity of air-filled (kair = 0.0263 W/m.K) 
and empty (ki = 0) cellular materials for a square pore shape versus thermal 
conductivity of the solid matrix (plotted in a log-log scale) 
The standard mechanics homogenization is applied to cells 
with supershape pore topologies, while different aspect ratios (1 
to 3, with 0.5 increments) and rotations (generally from 0 to 90°) 
of the pore has been taken into account. The predicted in-plane 
effective thermal conductivities are generally anisotropic, 
therefore instead of 𝐾𝑥𝑥 , 𝐾𝑦𝑦  and 𝐾𝑥𝑦 , the effective principal
thermal conductivities are presented in Fig. 8. Sample relative 
densities are highlighted with different colors to show the 
achievable range of K1 and K2 by the chosen pore topologies. 
The large area of K1 versus K2 for each relative density allows 
the engineering of architected cellular materials, while keeping 
the weight constant. 
Unlike most of the considered 2D pore geometries, the 
computational analysis shows that P, D and G types of shellular 
materials are thermally isotropic and thus only one value is 
reported in Fig. 9 as the thermal conductivity for each 
microarchitecture. The G, D and P shellular materials (when f = 
0) are found to have almost equal thermal conductivity at each
relative density, which is in agreement with the findings in [38]; 
however, by increasing the value of f for the P shellular 
materials, the effective thermal conductivity decreases.  
V. CONCLUDING REMARKS 
Theoretical and computational methodologies have been 
introduced in this paper for obtaining the effective thermal 
conductivity of architected cellular materials. We first examine 
the validity of neglecting the thermal conductivity of the air 
inside the pores of cellular materials when we determine the 
effective thermal conductivity of cellular materials. We then 
derive closed-form expressions for the upper and lower bounds 
of the in-plane effective thermal conductivity of cellular 
materials with rectangular and elliptic pores. The computational 
predictions of standard mechanics homogenization are also used 
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(a) (b) 
Figure 7. Theoretical upper and lower bounds along with computational homogenized values of effective thermal conductivity in “y” direction, 
normalized by the thermal conductivity of the solid matrix: (a) Rectangular pore and (b) elliptic pore 
Figure 8. Normalized effective principal thermal conductivities, obtained 
using standard mechanics homogenization (for 2D supershape voids) 
Figure 9. Effective thermal conductivity of shellular materials, normalized 
by thermal conductivity of the solid matrix 
as benchmark for analyzing the effect of cell microarchitecture 
on effective thermal conductivity. The predictions show that 
increasing aspect ratio of the pores, widens the gap between the 
theoretical upper and lower bounds of thermal conductivity. 
Computational homogenized predictions are found to be close to 
the theoretical upper bound for small relative densities. The 
results present a wide range of achievable anisotropic effective 
thermal conductivity for different relative densities. Different 
TPMSs are also selected to create 3D shellular materials. For the 
considered range of relative density (𝜌𝑟𝑒𝑙 < 25%), G, D and P
shellular materials with f = 0, are found to have equal 
homogenized thermal conductivity. The methodology presented 
in this paper sheds light on the thermal application of lightweight 
and mechanically robust advanced cellular materials 
manufacturable by additive manufacturing technology. 
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Abstract-The miscible displacement flow of a viscoplas-
tic fluid by a Newtonian fluid is studied numerically and
analytically in a near-horizontal 2D channel. We focus on
a density-unstable flow configuration where the displacing
fluid is heavier than the displaced one with a laminar im-
posed flow. Using numerical and analytical approaches,
we demonstrate that the channel inclination has the signifi-
cant impacts on the viscoplastic flow morphology and front
height. In addition, we study the yield stress impacts on the
viscoplastic flow features.
Keywords-Displacement flow; viscoplastic fluid; in-
clination impacts, numerical and analytical approaches
I. Introduction
Many industrial processes require the cleaning and re-
moval of a gelled-like material (i.e., typically viscoplas-
tic) from a duct. For example, it can be mentioned oil &
gas well cementing, waxy crude oil pipeline restarts, gas-
assisted injection molding, biomedical applications (mu-
cus, biofilms), cleaning of equipment and environmental
surfaces, and food processing [2]. An import issue in these
processes is the existence of the residual deposits. The
aforementioned processes may have different fluid proper-
ties (e.g., different densities/viscosities and miscible/immiscible
liquids) and flow geometries (e.g., pipe, annulus, channel).
In this study, we numerically and analytically consider buoy-
ant miscible, iso-viscous displacement flows of a viscoplas-
tic fluid (displaced fluid) by a Newtonian one (displacing
fluid) in a plane channel where the imposed flow is laminar.
Previously, we have investigated the impacts of three
dimensionless numbers (i.e., the Bingham number, the den-
simetric Froude number and the Reynolds number) on the
displacement of a viscoplastic fluid by a Newtonian fluid of
higher density numerically [1] and analytically [4]; which
covered various buoyancy effects from very small to very
large Froude numbers. For brevity, we refer to these pa-
pers for a more detailed introduction and review of previ-
ous works. The main finding in the previous works was that
the yield stress can lead to appear various flow regimes and
have a significant effect on the displacing fluid front pro-
file and residual layer thickness. The novelty of the current
work is in studying impacts of channel inclination on the
viscoplastic displacement flows at very small Froude num-
ber, through numerical and analytical approaches, which
have not been studied so far.
II. Governing Equations
In this study the miscible displacement flow of a Bing-
ham fluid (light fluid) by a Newtonian one (heavy fluid)
along a channel is studied. These fluids have the same vis-
cosity whereas their density are different. We choose Carte-
sian coordinates (xˆ, yˆ) with xˆ representing the streamwise
direction.1 The flow geometry and notation used in the cur-
rent study is represented in Fig. 1. The governing dimen-
sionless equations of motion are:
[1 + φAt]Re
[
∂
∂t
u+ (u.∇)u
]
= (1)
1In this paper, we adopt the convention of denoting dimensional quan-
tities with theˆsymbol and dimensionless quantities without.
527
−∇p+∇.τ + φRe
Fr2
eg,
∇.u = 0, (2)
Ct + u · ∇C = 1
Pe
∇2C, (3)
where p, u and τ are the pressure, the velocity and the de-
viatoric stress. Here eg = (cosβ,− sinβ) and the function
φ(C) = 2C − 1 interpolates linearly between −1 and 1 for
C ∈ [0, 1]. No slip conditions are satisfied at the walls, the
heavy fluid enters fully developed (plane Poiseuille profile)
at x = −L/4 (inlet) and outflow conditions are applied at
x = 3L/4 (outlet).
Five dimensionless numbers appear in (1-3) including:
the Reynolds number Re =
Vˆ0Dˆ
νˆ
(here Dˆ is the chan-
nel width), Pe´clet number Pe =
Vˆ0Dˆ
Dˆm
(here Dˆm is the
molecular diffusivity), densimetric Froude number Fr =
Vˆ0√
AtgˆDˆ
, channel inclination β, Atwood number At =
(ρˆH − ρˆL)
(ρˆH + ρˆL)
which represents a dimensionless density dif-
ference, where ρˆH and ρˆL are the density of Newtonian
fluid and Bingham fluid, respectively. Since ρˆH > ρˆL
(i.e., the heavy fluid displaces the light fluid), At > 0 in
this paper. It should be mentioned that displacement flows
with small density differences were considered, for which
the Boussinesq approximation is implemented. The density
differences can remarkably affect buoyancy effects, cap-
tured by the densimetric Froude number. Finally, Pe  1
which means that on the timescale of interest, Dˆm does not
play a major role in the flows studied.
The constitutive laws for Newtonian fluid (displacing
fluid) is τ(u) = γ˙(u) with γ˙ = ∇u + (∇u)T and for
the Bingham fluid (displaced fluid) which includes a yield
stress is:
τ2 (u) =
[
1 +
Bn
γ˙ (u)
]
γ˙ (u)⇔ τ2 (u) > Bn, (4)
γ˙ (u) = 0⇔ τ2 (u) ≤ Bn, (5)
where the second invariants (γ˙(u)) and τ2(u), are defined
by:
γ˙(u) =
1
2
2∑
i,j=1
[γ˙ij(u)]
2
1/2 ,
τ2(u) =
1
2
2∑
i,j=1
[τ2,ij(u)]
2
1/2 , (6)
where Bn is the Bingham number: Bn ≡ τˆY
µˆ1[Vˆ0/Dˆ0]
.
gˆ
=0 on wallsuˆ
uˆ 0Vˆ xe
β
yˆ
xˆ
Newtonian fluid
C=1
Bingham fluid
C=0
Lˆ
Channel length
Figure 1: Schematic view of the numerical domain and ini-
tial flow configuration.
III. Computational Method
The equations of motion was discretized using a mixed fi-
nite element-finite volume method, using the classical aug-
mented Lagrangian method of [3] to resolve unyielded zones.
More details of the numerical approach are described in [5].
The present numerical algorithm was implemented in C++
and solved using an open source platform, PELICANS. More
details about employing this platform for numerical simu-
lation of displacement flow are given in [6].
In the current simulation study, 63,000 mesh cells (1500×
42) were used for all simulations while the meshes (regular
rectangular) in the y-direction were refined slightly towards
the channel walls. The initial interface between the two flu-
ids was placed at distance L/4 from the channel inlet in the
computational domain which means that at t = 0, the two
fluids are separated by an imaginary gate valve located at
x = 0. It is worth noting that the dependency of results on
the mesh size have been examined and also the results are
validated which shows a great agreement with the previous
model [1]. Note that the computational cost is high.
IV. Analytical Method
In this part, a lubrication approximation model is devel-
oped to simplify the governing displacement flow equations
and propose a semi-analytical solution for the heavy and
light fluid flux functions to reduce the computational cost.
Therefore, we scale our equations using a dimensionless
length-scale, δ−1  1, over which the interface elongates.
We assume that δ has a size of Dˆ/Lˆ, in which Lˆ denotes the
characteristic spreading length of the interface. Defining
δx = X , δt = T , δp = P , v = δV and following standard
methods, we can now re-scale our equations to (assume that
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δ → 0 with fixed Re):
0 = − ∂P
∂X
+
∂
∂y
τk,Xy +
∂
∂z
τk,Xz ± χ
2
, (7)
0 = −∂P
∂y
∓ δχ
2
tanβ, (8)
0 = −∂P
∂z
, (9)
where χ = 2Re cos βFr2 . The interface is advected via a kine-
matic condition furnishing the dependence of the velocity
on space and time:
∂h
∂T
+ u
∂h
∂X
= V. (10)
Combining the incompressibility condition with the kine-
matic condition results in
∂h
∂T
+
∂q
∂X
= 0, (11)
where q is defined as:
q =
∫ h
0
udy. (12)
V. Results
In this section the computational results are presented.
In a typical simulation, as time progresses, due to the im-
posed velocity, the heavy fluid layer penetrates into the light
fluid layer and displaces it. Through the displacement flow
process, different interesting flow patterns are formed at the
interface between fluids.
Figure 2 shows the concentration maps of the numerical
simulation as time evolves, run for Re = 400 and Fr =
0.9. The yield stress in the horizontal channel (β = 90◦)
for the Fig. 2a and Fig. 2b is different such that the yield
stress for Fig. 2a is zero (Bn = 0, Newtonian fluid) while
for the Fig. 2b is considerable (Bn = 0, Bingham fluid). A
nearly symmetric displacement flow is observed in Fig. 2a
and the displacing finger is similar to a Poiseuille-like pro-
file. At Bn = 10, the displacement flow remains symmet-
ric and the front shape is similar to a plug-like profile (see
Fig. 2b). The only difference between the Fig. 2b (hori-
zontal channel) and Fig. 2c (β = 88◦) is that the channel
is more inclined with respect to vertical in the latter. Fig-
ure 2b shows a qualitatively stable flow while in the Fig. 2c
the yield stress of the displaced fluid has not been able to
damp interfacial instabilities due to channel inclination.
Figure 3 presents examples of our simulations, for β =
80◦, Bn = 50, Re = 400 and Fr = 0.9 at given time.
Initially at x = 0, the Newtonian fluid and Bingham one
are completely separated. However, as time progresses, im-
pacts of the imposed flow and the density ratio, leads to
penetration of the heavy fluid through the light fluid and
1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0
a)
1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0
b)
1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0
c)
Figure 2: Concentration colormaps of the displacement
flow at times t = [0, 8.75, ..., 35] for Re = 400 and
Fr = 0.9; a) Bn = 0 and β = 90◦. b) Bn = 10 and
β = 90◦. c) Bn = 10 and β = 88◦. The last image at
the bottom of each subfigure is the colorbar of the concen-
tration values. The white broken lines display the position
of the initial interface x = 0 (gate valve). The domain size
shown is 1× 100.
attempts to sweeps it. Figure. 3a depicts the concentra-
tion colormap of the displacement flow such that at longer
spatial position with respect to the initial gate valve, the
displaced layers adjacent to the walls become apparently
static. Furthermore, it can be observed that the displace-
ment flow is stable over a long time. The shear stress col-
ormaps at the same time as the colormap of concentration
is plotted in Fig. 3b, confirming that the stress field asym-
metry results in asymmetric static layers on the top/bottom
walls. Figure 3c displays the speed contours, V =
√
Vx
2 + Vy
2,
at the same simulation parameters as in Fig. 3a, where Vx
and Vy are the stream-wise and depthwise velocity compo-
nents, respectively. A Poiseuille profile is observed before
529
Figure 3: Computational results for Bn = 50, Re = 400 and Fr = 0.9 and β = 80◦ at time t = 34: a) Concentration
colormap; b) Shear stress colormap; c) Speed contours: V =
√
Vx
2 + Vy
2. d) Velocity vectors. The black broken lines
display the position of the initial interface x = 0.
a) b) c)
Figure 4: Panorama of concentration colormaps at t = 16, Fr = 0.5 and Re = 400 for a) β = 90◦, b) β = 88◦ and c)
β = 82◦. The rows from top to bottom show Bn = 0, Bn = 5, Bn = 20, Bn = 50, Bn = 100. The domain size shown is
1× 60.
the gate valve location such that the high-speed regions re-
main towards the channel center. However, the speed con-
tours are zero within the displaced fluid layers adjacent the
upper and lower walls after the gate valve, which means
that the remaining displaced layers are completely static.
Figure 3d shows the velocity vector fields along the chan-
nel length. This graph confirms that the flow is nearly stable
and that the displaced fluid layer close to top wall is entirely
static. It can be observed that the fluid within the displaced
layer has a zero velocity.
The effects of yield stress value and channel inclina-
tion for Re = 400 and Fr = 0.5 are presented in Fig. 4.
Figure 4a, b and c show panoramas of the concentration
colormaps at t = 16 for β = 90◦, β = 88◦ and β = 82◦,
respectively. As seen, for a given channel inclination, by in-
creasing the dimensionless yield stress, the flow morphol-
ogy changes remarkably. For example, at β = 88◦, the
interfacial instabilities decrease by increasing the Bingham
number such that the yield stress can damp the interfacial
waves. Moreover, the trailing front has an indirect relation
with Bn. In other words, at small yield stress the trailing
front moves upwards, while at larger Bingham number, the
moving of the trailing front completely stops. It also can be
seen, at fixed Bn, by increasing the channel inclination the
flow becomes more unstable and trailing front shows dif-
ferent behavior. Finally, it can be conclude that from Fig. 4
and Fig. 2, at large Froude number, the displacement flow
is nearly symmetric which means that the displacing fluid
moves more or less along the center of the channel. How-
ever, at small Fr, the displacement flow is asymmetric; dis-
placing finger advances approximately near the lower wall
of the channel.
The analytical results are presented in Fig. 5 and Fig.
6. Figure 5 shows the dependency of the displacing front
height to yield stress. By increasing the yield stress of dis-
placing fluid the front hight decreases and the static layer
increases.
Figure 6 shows the effect of increasing the buoyancy force
(χ) in the heavy-light fluids displacement. Increasing the
inclination of the channel reinforces the buoyancy force
therefore, the buoyancy overcomes the yield stress and the
back flow is observed in Fig. 6c. Our results show that
the analytical approach is also generally able to predict the
variation of flow morphology with yield stress and channel
inclination in the viscoplastic fluid displacement with low
computational cost.
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Figure 5: Interface evolution in time, T = 0, 2, ...., 18, 20. β,
Fr and Re are 90o, 0.5 and 400 respectively in all figures.
Bn number is 0, 5 and 50 from up to down. The displacing
fluid is Newtonian.
VI. Conclusion
In this study, we have numerically and analytically con-
sidered a fascinating displacement flow where the heavier
displacing fluid (Newtonian fluid) pushes the lighter dis-
placed fluid (viscoplastic fluid) along a 2D plane channel.
During the miscible displacement flow, the results demon-
strate that the variation of channel inclination and yield stress
has the remarkable impacts on the flow morphology. Also
the results show that the yield stress (at larger Bingham
number) damps the interfacial instabilities. The viscoplas-
tic displacement flows, at given Bn, for more channel in-
clination can be more unstable.
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Abstract— Modal testing is being investigated as a means of 
non-destructive evaluation of wooden utility pole strength. In 
order to understand the effects of conductors on the dynamics 
of the poles, a numerically efficient model based on lumped 
segments for the conductor has been developed and 
experimentally validated. The cable is modeled as number of 
lumped segments jointed with axial and torsional springs and 
dampers representing the cable’s compliance and damping. In 
order to validate the models, an experimental set up for 
vibration testing of the cable has been built. Time response 
measurement and modal testing are performed and the 
comparison of the experimental results with the numerical 
results show that the lumped segment model has the fidelity to 
capture the dynamics of the cables efficiently and accurately.  
Keywords; Cable dynamics; Lumped segment model; Modal 
testing; Bond graph model 
I. INTRODUCTION
Wooden utility poles are extensively used in North America 
for electrical power transmission and distribution. These 
wooden poles are subject to deterioration due to aging, rot, 
woodpecker damage, and fungal attack. Developing a non-
destructive pole evaluation method based on modal testing 
requires numerical modeling of the poles and attached cables 
(conductors). Because cables are attached to the utility poles, 
vibrations of the cables affect the measurement of the modal 
properties of the poles.  Therefore, a numerically efficient model 
should be developed to capture the dynamics of the cables. 
Barry et. al. [1] investigated the vibrations of a single 
transmission line conductor with attached Stockbridge damper. 
They modeled the system as a double-beam system and derived 
the equations of motion of the system using Hamilton’s 
principle. They validated the analytical results with 
experimental results and investigated the effect of damper 
location and characteristics on the conductor natural 
frequencies.  Ricciardi et al. [2] developed a continuous model 
for vibration analysis of cables with sag considering the 
bending stiffness.  They derived the vibration equation of 
motion of a sagged cable as an Euler-Bernoulli beam and solved 
the equation by an exact method.  They performed a parametric 
study to investigate the effect of sag and bending stiffness on 
the cable natural frequencies and validated the results using 
finite element (FE) and finite difference methods. The exact 
method that they used could not be used when the cable is 
attached to a pole or moving support structure. Barbieri et. al. 
[3] used linear and nonlinear finite element models for
analyzing the dynamic behavior of three different transmission
line cables.  They validated the numerical results by
experimental tests and investigated the effect of inclusion of
Stockbridge damper and linearity of the FE model on the natural
frequencies.  They concluded that linear finite element models
provide good results for short cables only.  Li et. al [4] and
Wang et. al [5] presented a simplified computational model of
a high-voltage transmission tower-line system under out-of-
plane and in-plane vibrations due to seismic excitations.  The
transmission cables and their supporting towers were modeled
as a lumped mass system.  They did not consider the bending
stiffness of conductors and their model was a simplified model
for obtaining the response to seismic excitations.  They obtained
the mass and stiffness matrices of the coupled system and
derived the linear equations of motion and validated the
theoretical results with experiments.  Papailiou [6] for the first
time proposed a model for conductors that took into account the
interlayer friction and the interlayer slip in the conductor during
bending, obtaining a bending stiffness that changes with the
bending displacement and the tension applied to the conductor.
Spak et. al. [7] reviewed helical cable models with a focus on
cable damping modeling.  They described the work done in the
literature on the inclusion of damping through frictional effects,
variable bending stiffness, and internal friction.  Spak et. al. [8,
9] developed the distributed transfer function method to model
cables and simple cabled structures.  They included shear
effects, tension, and hysteretic damping for modeling of helical
stranded cables and investigated the effect of cables on the
dynamics of cabled structures using the developed model and by
experimental tests.  Pinto et. al [10] developed a bond graph
model for a wooden pole with a cable attached to the free end.
In their paper, the cable was modeled as a series of point masses
connected by translational springs and the pole was represented
532
by a modal expansion based on separation of variables.  They 
obtained the modal parameters of the cable and pole-cable 
systems numerically and experimentally.  They concluded that 
their model should be expanded and improved from point 
masses to rigid bodies with rotational inertia, connected with 
bending stiffness and damping elements as well as axial ones. 
The bond graph formalism, details of which can be found in 
[11] is chosen because of the ease with which it allows
expansion of the model by adding segments in a modular way.
Bond graphs, which use a small set of generalized elements to
model multi-domain systems, facilitate connection of the cable
model with other subsystem models such as poles, regardless of
whether the poles are modeled using lumped segments or modal
expansion.
This paper consists of two main sections.  In Section II, a 
bond graph lumped segment model of the cable is presented.  In 
this model, the cable is modeled as number of segments that are 
attached to each other by springs and dampers representing the 
axial and bending compliances and damping of the cable, 
respectively.  Section III describes the experimental set up and 
procedure that is used for performing time series measurement 
and modal testing of the stranded cable.  The modeling 
assumptions and the results are explained in Section IV.  
II. LUMPED SEGMENT MODEL
A. Theoretical Development
In this paper, the cable is modeled as a pinned-pinned beam
divided into number of segments.  A numerical solution is 
obtained by a lumped segment approximation that captures axial 
and bending motions.  To the purpose of modeling, two types of 
coordinate systems are used in the model.  The first coordinate 
system is the inertial coordinate system.  A body-fixed 
coordinate system is attached to each segment, the origin of 
which is located at the center of gravity and the local x axis of 
which is in the axial direction.  The advantages of using body 
coordinate system are that axial springs between the segments 
can be modeled simply along the local coordinates, and that 
orientation angles and inertia properties are more easily handled 
if the model is expanded to three dimensions.  Figure 1 shows 
representative segments of the cable, and local and global 
coordinate systems. 
The cable is represented by a series of rigid cylinders of 
equal length and cross section; each rigid body has the same 
properties as the corresponding portion of the cable.  As the 
number of segments approaches infinity, the behavior of the 
lumped segment model will converge to that of the continuous 
cable.  The length of each segment is defined by the number of 
rigid bodies, n.  For each segment, three points are defined: B in 
the left end of the segment, A in the right end and G in the center 
of mass. Point A of element i and point B of element i+1 are 
linked by one torsional and two linear springs.  The torsional 
spring represents the bending compliance or flexural rigidity of 
the beam in the x-y plane, and the linear springs in x and y local 
directions represent the axial and shear compliance respectively.  
Each spring is complemented with a damper acting in parallel to 
it that acts as the cable material damping.  Figure 1 shows the 
connection of each segment to the next and previous segments 
using torsional and linear springs, also illustrates the body-fixed 
coordinate system.  For simplicity purposes, the dampers are not 
shown in the figure. 
Figure 1. Multibody dynamic model 
Cable Compliance: 
Equations (1)-(2) present the axial and bending compliance 
of the cable, respectively [12].  
axial
EA
C
l
 (1) 
bend
EI
C
l
 (2) 
where: 
E = Young’s modulus of beam 
A = Cross sectional area of the cable 
l = Length of the cable segment
I = Area moment of inertia of the cross section 
Cable Inertia: 
The translational inertia of the lumped segments is equal to 
their mass.  The rotational inertia of a cylinder about the axis 
perpendicular to the body-fixed coordinate plane, through the 
center of mass G, is as follows. 
 2 23112 4GJ m d l  (3) 
Where m is mass of a segment, d is diameter of cable cross 
section, and l is segment length. 
Cable Damping: 
Damping in the cable is due to the material damping 
associated with the hysteresis energy losses in the material and 
interlayer wire slip. Because the stranded cable consists of 
number of layers, the layers can slip on each other during 
vibration and this interlayer friction increases the damping in the 
stranded cables.  In this paper, axial and bending dampers are 
placed in parallel with the springs in the model.  The damper 
values are tuned to give decay of the response and natural 
frequencies close to experimental results.  Further work should 
be done in the future to model the damping in the numerical 
model more accurately.  
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B. Kinematics of Rigid Bodies
In the bond graph model, we need to develop the velocity 
relations between points G and A and B in Figure 1.  Eq’ns (4)-
(5) represent the velocity of end points A and B in the local
coordinate of the segment, respectively.
/
0
i i i
i i iAx Gx
A G A G
Ay Gy
V V
V V V
V V AG
     
         
    
(4) 
/
0
i i i
i i iBx Gx
B G B G
By Gy
V V
V V V
V V BG
     
             
(5) 
where 
/
i
A GV , /
i
B GV = relative velocity of points A and B with respect 
to G 
  angular velocity of segment 
Positive rotational speed of the segment is considered 
counterclockwise.  Having defined the endpoint velocities, their 
relative motions are constrained by axial and bending springs 
and dampers.  The velocity of center of mass (G) of each 
segment, while defined in the local coordinate system, must be 
transformed to the inertial coordinate system in order to apply 
gravity, and to allow system initialization through a static 
vertical displacement of a point on the cable, which is then 
released to create free vibration.  The coordinate transformation 
for velocity of point G is as follows.  
cos sin
sin cos
I
I iGx
G G
Gy
V
V V
V
 
 
   
    
  
(6) 
where 𝜃 = angle of rotation of segment i. 
Also, because the end point velocities of each segment need 
to be related, both end point velocities should be expressed in 
the same frame, in this case the local coordinate of the segment 
to the right.  Eq. (7) represents the coordinate transformation 
relation between two connected sections.  
   
   
1
1 1
1 1
cos sin
sin cos
i i
Ax Axi i i i
Ay Ayi i i i
V V
V V
   
   

 
 
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     
      
(7) 
Eq. (8) represents Newton’s Law for the segment in local 
coordinates. 
i i i i
i x x x yi
y y y x
mv mv mv m vd
F P
mv mv mv m vdt



       
            
      
 (8) 
The first term on the right-hand side is modeled with 
generalized inertias in the bond graph, and the second term using 
modulated gyrators. 
C. Bond Graph Model
The bond graph model of the cable consists of 30 segments, 
which is enough to produce the first few frequencies with 
reasonable accuracy.  Each segment is connected to the next 
segment with a connection sub-model and each connection sub 
-model contains the compliance and damping bond graph
elements.  Figure 2 shows the bond graph model of a segment of
the cable.  A bond graph 1-junction represents a generalized
Kirchoff loop law, with all bonded elements having the same
flow, and efforts algebraically summing to zero.  A bond graph
0-junction represents a generalized node law, with all bonded
elements having the same effort.  The 0-junction also sums
velocities of bonded elements to zero, making it the element
used to enforce velocity constraints.  As can be seen from Figure
2, there are two modulated transformers (MTF), one for each
row of Eq. (6), two MTF’s for defining Eq’ns (4) and (5) and
one modulated gyrator (MGY) for defining the Euler’s
Equations inner product terms of Eq. (8).  The power bonds
(with half-arrows) contain both force and velocity information.
In Figure 2 sample junction equations are given.  The 1-junction
representing Newton’s Law in the x direction sums forces,
including constraint forces from adjoining elements that are on
the same bonds that communicate velocity of points A and B to
adjoining elements.  Left superscripts indicate the local (i) or
inertial (0) frame.  Figure 3 shows the bond graph of one
connection sub-model between two adjoining segments.  As can
be seen in Figure 3, there are four MTF’s for defining coordinate
transformation Eq. (7).  The top row of the bond graph represents
the velocities and elements in the x and y directions and the most
bottom row represents the bending compliance.
Figure 2. Bond Graph Model of a Segment of the Cable 
TF: AG
MTF: cosθ Mse: -mg
I:JG
MGY:mω
I:m
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1
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1
1
1 0
0
0
TF: -BG
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Figure 3. Bond graph model of complaint connection between consequent 
segments 
In Figure 3, the 0-junction 𝐹𝑎𝑥 𝑎𝑙 defines the velocity
𝑣𝑘(𝑎𝑥 𝑎𝑙)  as the difference between 𝑣𝐵𝑥  on segment i+1 and 𝑣𝐴𝑥
on segment i defined in the i+1 coordinate system.  The 1-
junction equates the velocities of the parallel axial spring and 
damper.  The bending spring/damper velocity is defined 
similarly.  The block diagram elements define the relative angle 
between segments for the velocity transformation.  
Point B of the left-most segment and Point A of the right-
most segment are attached to the wall and therefore have zero 
velocity.  Thus, two zero flow sources are used at each point in 
the x and y directions.  In order to create the desired initial 
tension in the cable, the model is given zero initial conditions 
and then stretched until the desired tension is achieved.  In this 
paper, four values of tension are considered for the analysis.  For 
applying the stretching displacement to the right end of the cable 
in bond graph model, a flow source was temporarily applied to 
the 1-junction associated with the velocity of the right end of the 
cable in local x direction.  After creating the desired tension, the 
zero flow source was reinstated at the right end.  The cable was 
then excited, with results of the bond graph model compared to 
experimental results.  
III. EXPERIMENTAL VIBRATION TESTING OF THE CABLE
A. Cable Bending Stiffness Measurement
The material properties of the conductor used for testing are 
tabulated in Table 1.  The bending stiffness (EI) of the cable 
should be measured as it is stranded cable and its bending 
stiffness is not equal to the bending stiffness of solid cable with 
the same diameter [6].  Figure. 4 shows the setup used for 
measuring the bending stiffness (EI) and consequently area 
moment of inertia (I) of the cable.  
TABLE 1. MATERIAL PROPERTIES OF CABLE 
Material 
Length 
[m] 
Density 
[kg/m3] 
E [GPa] 
Area 
[m2] 
Stainless 
Steel 7
7 wires 
3.6 9537 195 2.78x10-5
Figure 4. Set up for Bending Stiffness Measurement 
A section of the cable is clamped between two ends and a fixed-
fixed configuration is made. Various weights are hung in the 
middle of the cable section and a LDVT is used to measure the 
deflection of the cable at midspan.  By using standard force-
deflection formulae for a fixed-fixed beam with force applied at 
midspan, the bending stiffness of the cable is obtained [13].  It 
should be noted that the value of measured 𝐸𝐼 from bending test 
is between theoretical minimum and maximum bending 
stiffness bounds for the stranded cables. 𝐸𝐼𝑚 𝑛 corresponds to
when all the layers of the cable slip on each other and 𝐸𝐼𝑚𝑎𝑥 is
for all the wires are bonded and make a solid cable.  The details 
of the theoretical bounds for bending stiffness can be found in
[6].  Bending of the cable in a cantilever configuration was also 
performed with different lengths of the cable and the results 
were the same, which shows that the bending stiffness of the 
cable is not sensitive to length, over the range of segment 
lengths considered in this work.  A measured constant value for 
𝐸𝐼  is directly used in the bond graph model in numerical 
analyses.  Table 2 presents the value of 𝐸𝐼 for three different 
lengths of cable sections.  
TABLE 2. VALUE OF MEASURED EI WITH DIFFERENT LENGTHS
Length (mm) 𝐸𝐼 (𝑁𝑚2)
205 0.555 
364 0.444 
400 0.547 
1 1
1
1
1
1
1
1
1
1
0
0
0
0
𝐹  
 (    )
𝜃𝑛𝜃𝑛
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B. Experimental Modal Testing
Figure 5 shows the set up used for modal impact testing of the 
cable.  
Figure 5. Cable Vibration Test Set up 
Figure 6 presents a schematic illustrating two set-ups used for 
testing the cable.  Two pin support structures hold the cable. The 
right end of the cable is attached to a threaded rod to adjust the 
static tension of the cable.  A load cell is at the left end of the 
cable to measure the longitudinal tension of the cable.  The load 
cell is directly inline with the cable to measure the longitudinal 
tension of the cable.  The rectangular solid shapes and the black 
arrows represent respectively the position of the accelerometers 
and the hammer hits along the cable. 
Figure 6. Schematic view of cable vibration testing 
Modal tests are performed with a Bruel & Kjaer 8205-002 
impact hammer, 4507 B 004 70-g accelerometers, and a National 
Instruments NI USB-4432 power supply and signal conditioner. 
Cable tension is measured with a load cell.  Also, the software 
ModalView [14] is used to analyze the data.  All modal tests 
averaged 5 hits.  
Figure 6 (a) illustrates the set up used to perform hammer 
modal testing over the cable, experiment “A”. With 
accelerometers positioned at 0.3 and 1.8 m from the right side, 
the measurements taken hitting the hammer in two different 
positions, at 1/4 and 1/5 of the cable span.  The modal test was 
performed with different tensions which are tabulated in Results 
section.  
Another experiment, “B”, is performed as illustrated by Figure 
6 (b).  The cable is supported the same way as before, however 
now there is a mass attached to the middle of the cable through 
a string.  Cutting the string creates a force excitation that can be 
replicated in simulation.  
IV. RESULTS AND DISCUSSIONS
The Frequency Domain Toolbox in the 20sim bond graph 
simulation environment numerically generates a system transfer 
function from which eigenvalues are calculated.  Table 3 
presents the experimental and numerical results of the natural 
frequencies and damping ratios of the tensioned cable.  In the 
simulation, an impulse force is applied at the quarter of the cable 
span which is in the 7th cable segment and the time response is 
obtained at the midspan of the cable.  The result of experiment 
(b) in Figure 6 and corresponding simulation results are
illustrated in Figure 7 and Figure 8.  The measured and simulated
acceleration time response of the midspan can be compared from
these figures.  Figures 7-8 show accelerations of similar
magnitude.  Discrepancies are primarily attributed to inaccurate
high-frequency modes inherent in a lumped-segment
representation. Figure 9 presents the stabilization diagram
obtained from ModalView to extract the natural frequencies of
the cable with 350 N tension.   The peaks in the stabilization
diagram correspond to the natural frequencies of the cable.
TABLE 3. CABLE MODAL DATA: SIMULATION AND EXPERIMENTAL RESULTS 
Tension 
(N) 
Modal Testing Simulation 
Freq 
 (Hz) 
Damp 
(%) 
Freq 
 (Hz) 
Damp 
(%) 
91.4 2.37 4.025 2.41 1.612 
4.52 16.4 4.77 11.511 
6.88 3.880 - - 
140.6 4.53 0.645 4.21 5.672 
6.53 0.939 - - 
10.15 1.18 13.03 2.014 
230.8 4.96 1.074 5.19 4.223 
8.19 0.699 8.32 1.770 
12.39 0.900 13.31 54.881 
300.7 5.14 0.913 5.11 32.85 
9.46 0.357 9.19 91.908 
14.22 0.436 14.8 2.741 
350 5.35 0.878 5.02 1.918 
10.18 0.258 10.34 - 
15.27 0.343 - - 
400 5.58 0.807 5.07 17.997 
10.87 0.209 10.3 5.509 
16.27 0.487 15.23 0.778 
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Figure 7.  Acceleration time series of the midspan of the cable- Experimental 
result
Figure 8. Acceleration time series of the midspan of the cable- Simulation 
result
Figure 9. Experimental stabilization diagram 
V. CONCLUSIONS AND FUTURE WORK
A bond graph lumped segment model was developed to 
obtain the modal data of a conductor.  The natural frequencies 
and damping ratios from modal testing of the physical setup 
were compared to those from simulation, along with time 
responses.  The overall system frequencies were predicted with 
the simulation model for the range investigated.  Discrepancies 
in damping ratios, and in time response, are attributed to the use 
of simple linear viscous damper elements.  Developing and 
tuning a more accurate damping model remains an open research 
problem.  In addition, as the overall goal of the research is to 
capture the effects of cable on dynamics of poles, cable 
numerical models should be combined with the pole models to 
investigate the effects of cables in a line of pole-cables in the 
future work.  
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Abstract— In this study, a program based on finite element 
method is developed for rotor dynamic analysis of gas turbine 
rotors. In the FE model of the rotors, various minor and major 
parts of the rotor are modeled using the cylindrical and tapered 
Timoshenko beam elements and the lateral vibration behavior 
of the rotor is evaluated. In the paper, the lateral vibration 
behavior of a certain gas turbine rotor is analyzed using the 
developed finite element program and coupled lateral-torsional 
vibration behavior of the rotor is analyzed using 3D finite 
element model. A good agreement exists between the results 
obtained from two FE models. Two design models are used 
for the rotor one of which has 2 bearings and the other one has 
4 bearings with specific locations. The effects of the number 
of the bearings on the critical speeds, operational deflection 
shapes and unbalance response of the rotor is investigated. It is 
found that the number of the bearings has significant effect on 
the first critical speed but slight effect on the second and third 
critical speeds. It is demonstrated that the number of the 
bearings can be used as one of the system design parameters. 
Keywords; Timoshenko beam elements, Dynamic analysis, 
Campbell diagram, Unbalance response, Operational 
deflection shape
I.  INTRODUCTION 
Rotor dynamics is a branch of systems dynamics dealing 
with mechanical systems in which at least one part, usually 
defined as rotor, rotates with significant angular momentum [1-
4]. It is vital to consider the dynamics of the rotating machines 
in the design stage to avoid catastrophic failures that may occur 
because of resonance condition in their operation. Dynamic 
analysis of rotating machines and turbo machinery rotors has 
been performed by many researchers and finite element method 
has been of interest of many researchers recently as a 
numerically efficient method to analyze the dynamics of 
rotating machines and mechanical structures [5-10]. 
Chiang et al. [11] developed finite element models to 
investigate the dynamic characteristics of single- and dual-
rotor-bearing turbomachinery systems. The models were 
analyzed to predict the natural frequencies, produce critical 
speed maps, and estimate the bearing stiffness. They 
demonstrated that the speed ratio of the high speed to low-
speed shaft in dual-rotors could be used as one of the dual-rotor 
system design parameters. Jeon et al. [12] performed a full 
rotor dynamic analysis for a high thrust liquid rocket engine 
fuel turbo pump using finite element method. They found out 
that the rear bearing stiffness was the most important parameter 
for the critical speed and instability, because the first vibration 
mode of the rotor was turbine side shaft bending mode. Jeon et 
al. [13] used 1D and three-dimensional finite element methods 
to perform critical speed analysis of a 30-ton thrust turbo pump 
while considering the casing structural flexibility. They also 
analyzed the effect of loads on the bearings on the dynamic 
behavior of the rotor. Jalali et al. [14, 15] predicted the 
dynamic behavior of a rotor-bearing system with a 1D finite 
element model, a 3D finite element model and experimental 
modal test. They obtained natural frequencies and mode shapes 
of the rotor at rest under free-free boundary condition using 
beam model, 3D model and modal test. Also, they performed a 
full rotor dynamic analysis for the rotor using both FE models. 
Brusa and Zolfini [16] investigated the dynamic behavior of the 
Galileo Galilei Ground (GGG) test facility through numerical 
and experimental analyses. They used one dimensional beam 
finite element model to model the system and They compared 
the results with experimental results. Creci et al. [17] 
performed a full rotor dynamic analysis for a 5-KN thrust gas 
turbine using a 1D finite element model considering bearing 
stiffness and damping dynamics. They obtained mode shapes 
and operational deflection shapes of the rotor and they 
performed a transient analysis to simulate the transition of the 
system through resonance.  
In this paper, a finite element model based on cylindrical 
and tapered Timoshenko beam elements, by considering the 
rotary inertia, gyroscopic effect and shear deformations, is used 
to study the dynamic behavior of a gas turbine rotor. The 
difference of this beam FE model with the models in the 
literature is that the various minor and major parts of the rotor 
are modeled with beam elements in this model, therefore 
dynamics of the rotor can be evaluated exactly. A 3D finite 
element model based on solid elements is also constructed in 
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Ansys software to validate the beam FE results. A parameter 
study is carried out to examine the effects of the number of the 
bearings on the lateral vibration behavior of the rotor. The 
mode shapes, Campbell diagram, critical speeds, operational 
deflection shapes (ODS) and unbalance response of the rotor 
are obtained in both cases with 2 bearings and 4 bearings with 
specific locations to compare the dynamics of the designed 
rotors and to evaluate which design would be better. It is found 
that the number of the bearings can be a design parameter, 
because it influences the vibration behavior of the rotor 
significantly.  
II. THEORETICAL FORMULATION
The rotor system can be divided into rigid disks, rotor 
segments, and linear bearing supports. The vector of the nodal 
displacements, i.e., of the generalized coordinates of a 
Timoshenko beam element used in this study is: 
1 1 1 1 2 2 2 2x y x yq x y x y       (1) 
Where 1x , 1y , 1x and 1y represent node 1’s displacements
and rotations about the nodal axes and 2x , 2y , 2x and
2y represent node 2’s displacements and rotations about the 
nodal axes. The value of displacements through the elements 
can be obtained by shape functions and the nodal 
displacements from the following equation. 
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Where ( , 1, 2)ijN i j  are the shape functions of Timoshenko 
beam element which can be found in [18]. The motion equation 
of a complete rotor-bearing system that is axially symmetrical 
around its spin axis and rotates at a constant spin speed Ω , is in 
the following general form:  
   (t) (t) (t) (t)  Mq G q K q f (3) 
Where q(t) is a vector containing the generalized coordinates, 
referred to an inertial frame and the other matrices are the 
assembled matrices for the system. M is the symmetric mass 
matrix, G is the skew-symmetric gyroscopic matrix, K is the 
symmetric stiffness matrix, and f (t) is a time-dependent vector 
in which all forcing functions are listed. The gyroscopic matrix 
contains inertial and hence conservative terms that, in the case 
of rotor dynamics, are strictly linked with the gyroscopic 
moments acting on the rotating parts of the machine. When 
dealing with rotating systems, one of the forcing functions is 
usually that caused by the residual unbalance that, although 
small, cannot nevertheless be neglected. Unbalance forces are 
harmonic functions of time, with an amplitude proportional 
to 2 and a frequency equal to  . 
Most flexible rotors can be considered as beam-like structures. 
Under fairly wide assumptions, the lateral behavior of a beam 
can be considered as uncoupled from its axial and torsional 
behavior [1, 18]. The same uncoupling is usually assumed in 
rotor dynamics, with the difference that no further uncoupling 
between bending in the principal planes is possible. When the 
flexural behavior can be uncoupled from the axial and torsional 
ones, Equation (3) holds for the first one.  
In order to solve the eigenvalue problem of the Equation (3) 
(with (t) 0f ), the second-order homogeneous Equation (3) 
should be reduced into 2n first-order differential equations. A 
2n-column vector X
 
  
 
q
q
is used so that Equation (3) with 
zero force can be expressed as: 
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Equation (4) can be simplified into: 
+ =AX BX 0 (5) 
By assuming    teX =  , Equation (5) can be expressed 
as: 
 + =A B 0 (6) 
The eigenvalues of the Equation (6) is =k k ki  
where k  is the decay rate of the kth natural frequency and 
k  is the kth natural frequency. When the natural frequencies 
of the rotor at various rotor speeds are calculated, the Campbell 
diagram can be plotted. The natural frequencies of the rotor at 
various rotor speeds can be calculated by solving the 
eigenvalue problem Equation (6). In addition, the unbalance 
response of the rotor can be calculated by obtaining the 
solution of the Equation (7) which is derived when in Equation 
(3), (t)f  is a harmonic function of time, with amplitude 
proportional to 2  and a frequency equal to   and by 
assuming the response to be 0(t) =
i te q q . 
 2 20- i r    M G K q f (7) 
III. FINITE ELEMENT MODELS
A. Beam Finite element Model 
The studied rotor is a single spool gas turbine rotor and 
consists of two fan stages, six compressor stages and two 
turbine stages. The compressors and fans are made of 
aluminum alloy by the density of 4437 kg/m3, Young modulus 
of 113.8 GPa and the Poisson ratio of 0.342. The material of 
the other parts of the rotor is assumed to be steel by the density 
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of 7700 kg/m3, Young modulus of 215 GPa and the Poisson 
ratio of 0.3. The total length of the shaft is 70 cm. Figure 1 and 
Figure 2 show the finite element design model of the rotor with 
2 and 4 bearings, respectively. In these Figures, disks D1 and 
D2 are the fan stages, D3-D8 are the compressor stages, D9 
and D10 are the turbine stages and D11 is the turbine starter. 
The model of the rotor in both Figures is the same and only the 
number of the bearings is different. The model consists of 60 
nodes and 78 Timoshenko beam elements. A mesh 
convergence analysis is performed to explain why this number 
of nodes and elements is used in the beam model, but the 
results are not presented in the paper for brevity. The parts with 
the same colors in Figs. 1-2 have the same materials. The 
effects of rotary inertia, gyroscopic moments and shear 
deformations are included in the formulations and the damping 
is neglected. The dimensions of the various parts of the rotor 
are exactly equal to those in the 3D FE model. Every node used 
in the system has 4 degrees of freedom. These include 
translations in the nodal directions and rotations about nodal 
axes. In order to consider the inertial properties of fans, 
compressors and turbines and turbine starter, concentrated 
masses are used at the place of each one. Table 1 shows the 
geometric properties of the discs. Inertial properties of the disks 
can be calculated from the dimensions given in Table 1. 
Cylindrical Timoshenko beam elements are used to model the 
various parts of the shaft and the generator. It should be noted 
that, in order to model the rotor more accurately, some of the 
elements have equal nodes. It means that they are on top of 
each other with the same nodes. Tapered Timoshenko beam 
elements are used to model the minor parts such as the gaps 
between different stages of the fans, compressors and turbines. 
Springs are used to model the bearings at the place of bearings. 
Table 2 shows the stiffness coefficients of the bearings. The 
stiffness and damping cross-coupled terms for the bearings are 
considered null.  
Figure 1. FE model of rotor with 2 bearings 
Figure 2. FE model of rotor with 4 bearings
TABLE 1. GEOMETRIC PROPERTIES OF DISCS 
Discs D1 D2 
D3-
D4 
D5-
D8 D9 D10 D11 
Outer 
diameter 
(mm) 
262 262 219 219 244 257 169 
Inner 
diameter 
(mm) 
7.06 102 140 40 30. 1 13.31 0 
Width 
(mm) 
17.5 17.98 7.62 7.62 20 20 5 
TABLE 2. STIFFNESS COEFFICIENTS OF THE BEARINGS 
Bearing Number Stiffness (N/m)
B1 1.57e+07
B2 1.77e+07
B3 3.91e+06
B4 7.04e+06
B. 3D Finite Element Model 
The coupled lateral-torsional vibration analysis of the rotor 
is carried out using 3D FEM. The Ansys software is used to 
construct the 3D finite element model with 10 node tetrahedral 
solid elements. Figure 3 shows the 3D finite element model of 
the rotor. The model consists of 50809 nodes and 27982 solid 
elements. All the parts are considered elastic and the material 
and geometric properties of this rotor model are exactly equal 
to that of the beam finite element model. Spring elements in the 
two lateral directions are used at the place of the bearings to 
model the bearings for 2 and 4 bearing cases. 
540
Figure 3. 3D Finite Element Model 
IV. RESULTS
A. Dynamic Analysis of the Rotor with 2 Bearings 
In order to investigate the dynamic behavior of the rotor at 
operational speeds, critical speeds and the Campbell diagram 
are obtained using the beam FE model. The speed range 
considered is 0 to 36000 rpm. The Campbell diagram of the 
rotor obtained from beam FEM excluding the rigid body modes 
is illustrated in Figure 4. The three first bending critical speeds 
of the rotor corresponding to the forward whirling obtained 
from beam FE model are 2099.97 rpm, 10479 rpm and 15556 
rpm, respectively. Also, the Campbell diagram obtained from 
3D finite element model excluding the rigid body modes is 
shown in Figure 5. As can be seen, the gyroscopic 
softening/stiffening of some of the modes have minor error 
between two Figs. which is expected because of the difference 
in modeling methods of the inertial properties of the disks in 
two FE models.  
Figure 4. Campbell diagram of the rotor with 2 bearings (Beam FE model) 
Figure 5. Campbell diagram of the rotor with 2 bearings (3D FE model) 
The critical speeds obtained from two models are presented in 
Table 3. It should be noted that from the beam finite element 
model, only the bending critical speeds of the rotor are 
calculated but from 3D finite element model, the torsional and 
bending critical speeds are calculated. 
TABLE 3. CRITICAL SPEEDS OF THE ROTOR WITH 2 BEARINGS 
Critical 
Speed 
First 
bending 
Second 
bending 
First 
torsional 
Third 
bending 
Second 
torsional 
Beam 
FE 
(rpm) 
2099.97 10479 N/A 15556 N/A 
3D FE 
(rpm) 
2416.2 9869.1 10503 15252 21250 
Error 
(%) 
13.0 6.1 N/A 1.9 N/A 
In order to investigate the dynamic behavior of the rotor more 
practically and to verify the critical speed obtained from the 
Campbell diagrams, an imbalance of 1 µm is considered at the 
gravity center of all of the discs which have inner diameter 
equal to the outer diameter of the shaft where they are located, 
to simulate the worst unbalancing condition. The imbalance is 
considered at the gravity center of disks D5, D6, D7, D8 and 
D10 (Table 1). The operational deflection shapes (ODS) at 
two bending critical speeds obtained from the Campbell 
diagrams are shown in Figure 6. 
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Figure 6. Operational deflection shape of the rotor with 2 bearings at 
a) first b) second critical speed (Beam model)
Figure 7. shows the unbalance response of the rotor evaluated 
the location of concentrated masses of disks D5, D6, D7, D8 
and D10 at which the imbalance is considered. Nodes 27, 28, 
29, 30, 45 are the location of concentrated masses of disks D5, 
D6, D7, D8 and D10, respectively. It can be seen that 
displacement peaks at the critical speeds points which were 
previously calculated. 
Figure 7. Unbalance response of the rotor with 2 bearings (Beam model) 
B. Dynamic Analysis of the Rotor with 4 Bearings 
The Campbell diagram, operational deflection shapes and 
unbalance response to the worst unbalancing condition is 
obtained also in this case. The considered speed range is again 
0 to 36000 rpm. The Campbell diagrams, excluding rigid body 
modes, obtained from beam FE model and Ansys are shown in 
the Figure 8 and Figure 9, respectively. The critical speeds 
obtained from two models are compared with each other in 
Table 4. 
Figure 8. Campbell diagram of the rotor with 4 bearings (Beam FE model) 
Figure 9. Campbell diagram of the rotor with 4 bearings (3D FE model) 
TABLE 4. CRITICAL SPEEDS OF THE ROTOR WITH 4 BEARINGS 
Critical 
Speed 
First 
bending 
Second 
bending 
First 
torsional 
Third 
bending 
Second 
torsional 
Beam 
FE 
(rpm) 
5507.26 10549 N/A 16308 N/A 
3D FE 
(rpm) 
5446.9 9894.2 10868 17697 21180 
Error 
(%) 
1.1 6.6 N/A 7.8 N/A 
An imbalance same as which was considered in the 
previous section is considered also in this case and the 
operational deflection shapes (ODS) at two bending critical 
speeds obtained from the Campbell diagrams and the 
unbalance response are calculated. The operational deflection 
shapes at two bending critical speeds are shown in Figure 10 
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and the unbalance response evaluated at the location of disks 
D5, D6, D7, D8 and D10 is shown in Figure 11. 
Figure 10. Operational deflection shape of the rotor with 4 bearings at 
a) first b) second critical speed (Beam model)
Figure 11. Unbalance response of the rotor with 4 bearings (Beam model) 
By comparing the critical speeds of the rotor with 2 and 4 
bearings from Tables 3 and 4, it is obvious that the number of 
the bearings has significant effect on the value of the first 
critical speed but slight effect on the value of the second and 
third critical speeds. 
Also, by comparing the operational deflection shapes of the 
rotor with 2 and 4 bearings from Figure 6 and Figure 10, 
respectively, it is found that the effect of the number of the 
bearings on the overall deflection of the rotor at the first 
critical speed is much more than this effect on the overall 
deflection of the rotor at the second critical speed. In addition, 
the overall deflection of the rotor with 2 bearings at the critical 
speeds is much lower than the overall deflection of the rotor 
with 4 bearings at the critical speeds. It should be noted that in 
this paper, the effects of the number of the bearings on the 
dynamics of this rotor is evaluated but the locations of the 
bearings also can affect the dynamics of the rotor.  
I. CONCLUSIONS 
A finite element model based on Timoshenko beam 
elements is presented. In this model, various minor and major 
parts of a gas turbine rotor are modeled using cylindrical and 
tapered beam elements. A full rotor dynamic analysis is 
carried out to evaluate the dynamic behavior of the rotor at 
operational speeds and to avoid vibration problems. Also, a 
3D finite element model is constructed, and the lateral-
torsional vibration behavior of the rotor is predicted. The 
comparison of the results shows good agreement between the 
results obtained from two FE models. The effect of the 
number of the bearings on the dynamic behavior of the rotor is 
also studied from the beam finite element model. It is found 
that the overall deflection of the rotor with 2 bearings (at 
specific locations) at its first two bending critical speeds is 
much lower than the overall deflection of the rotor with 4 
bearings (at specific locations) at its first two bending critical 
speed. In addition, it is found that the effect of the number of 
the bearings on the overall deflection of the rotor at the first 
critical speed is much more than this effect on the overall 
deflection of the rotor at the second critical speed. 
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Abstract – Soot models are key components of computation 
fluid dynamic combustion codes that attempt to prescribe how 
soot is formed. However, due to the complex nature of soot 
formation, not all pathways may have been fully characterized. 
This work investigates numerically the influence that an 
aliphatic-collision (open-chain hydrocarbon) based soot 
inception model has on soot formation for coflow ethylene/air 
and methane/air laminar diffusion flames. In the literature, 
prediction of the soot volume fraction along the centerline of 
coflow ethylene flames is lacking in accuracy. Similarly for 
methane flames, soot formation on the wings are under 
predicted by many models. A new collision based inception 
model has been developed for specific aliphatics, and applied 
using an existing framework for molecular collision, in 
conjunction with pyrene based inception. The purpose of this 
model is not to be completely fundamental in nature, but more 
so a proof of concept in that by using physically realistic 
values for surface reactivity and collision efficiency, this 
collision mechanism can account for soot formation 
deficiencies that exist with just polycyclic aromatic 
hydrocarbon (PAH) based inception. Using this new model, 
the peak soot volume fraction along the centerline of an 
ethylene flame can be increased while the peak soot volume 
fraction along the wings remains unchanged, showing 
potential to significantly improve the model’s predicative 
capability. Applying this model to a methane flame has 
resulted in an increase in the soot volume fraction in both the 
centerline and the wings, again improving predictive 
capability.
I. INTRODUCTION 
Any form of hydrocarbon combustion leads to the generation 
of soot. These particles are hazardous to human health [1, 2] 
as well as dangerous for the environment [3-5]. Thus it is 
necessary that the characterization of soot formation be well 
understood in order to design more environmentally friendly 
combustion devices. Numerical combustion models require 
extensive knowledge of soot formation in order to obtain 
meaningful results. One of the advantages that numerical 
modelling can provide is that it allows researchers to test new 
theories at virtually no cost compared to experimental 
techniques.  
Soot formation is a complex process consisting of polycyclic 
aromatic hydrocarbon (PAH) gas-phase growth, particle 
nucleation, surface growth via surface reaction and PAH 
condensation, surface oxidation, particle coalescence, particle 
coagulation and fragmentation, gas-phase scrubbing, and 
radiation [6]. These pathways are widely considered by the 
scientific community to be the accepted routes of soot 
formation, however, due to its complex nature, other pathways 
may exist that have yet to be fully characterized. 
Soot models have been the subject of discussion for several 
decades and continue to improve to this day. The three 
classifications of models are empirical, semi-empirical, and 
predominantly fundamental models. Semi-empirical soot 
models [7, 8] may have a foundation in the physics behind 
soot formation, but lack the fundamental physics behind the 
problem as they rely on tunable parameters. Although these 
models may not accurately portray what is occurring inside of 
the flame, they do give insight as to which parameters may be 
correlated. They are an essential milestone towards the 
creation of a fundamental model.  
One such model is the Hydrogen-Abstraction-Carbon-
Addition (HACA) growth mechanism introduced by Frenklach 
and Wang [9]. This model traditionally uses surface reactivity 
(α) as a tunable constant or function for matching numerical 
peak soot predictions to experimental peaks [9]. Therein lies 
the issue that current soot models face, which is, although 
peak soot may be correctly predicted, other regions of the 
flame may not be correctly predicted through the same tuning 
of α. It has been postulated that the centerline of coflow 
laminar diffusion flames are dominated by inception whereas 
the wings are dominated by surface growth through the HACA 
mechanism [10]. By tuning α to experimental peaks, which 
occur along the wings, the prediction in the wings region may 
be corrected. However, many models do not have sufficient 
reaction chemistry or appropriate sub mechanisms to 
accurately capture the trends along the centerline, and tend to 
under predict soot formation in that region [11-14].  
Based on recent literature, soot is able to undergo mass growth 
in the absence of gas phase hydrogen atoms and nascent soot 
can be rich in aliphatic molecules in premixed flames [15]. 
This observation indicates that the HACA mechanism is not 
likely to be responsible for this growth. The HACA 
mechanism removes hydrogen from the surface of molecules 
meaning that gas phase hydrogen atoms would be present 
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whenever this mechanism is active. If the atoms are not 
present, another mechanism is responsible for this growth. It is 
proposed that aliphatic-collision based inception may have 
some influence on this soot mass growth. A semi-empirical 
model has been generated to investigate the impact that 
additional aliphatic collision based inception in the soot 
formation model would have on a variety of coflow laminar 
diffusion flames. More details on the physics and assumptions 
of the model will be explained in the following sections. The 
model is applied to both pure ethylene/air and methane/air 
laminar diffusion flames that use the same burner dimensions. 
Two parameters are key to this model which are the surface 
reactivity, α, and the collision efficiency, β. 
II. BURNER AND NUMERICAL MODEL
CoFlame is the in-house FORTRAN code that this research 
implements, which was recently formalized and published in 
Eaves et al. [16]. The code has been parallelized to reduce 
computational cost and has been validated against ethylene/air 
and methane/air combustion [16]. The first flame that is 
simulated is a coflow ethylene/air laminar diffusion flame that 
was originally studied by Santoro et al. [17, 18]. In those 
works, Santoro and coworkers had conducted experiments for 
several flames, four of which were pure ethylene/air diffusion 
flames. Of those flames, the one of particular interest is the 
second non-smoking flame (NSII) due to its prevalence in the 
literature and abundance of experimental data [19-22]. The 
NSII has a fuel velocity of 3.98 cm/s and an air velocity of 8.9 
cm/s [18]. The burner consists of an 11.1 mm diameter inner 
fuel passage with a wall thickness of 1 mm surrounded by an 
outer air passage with a diameter of 101.6 mm [18]. The 
second flame that is modelled follows the work of Lee et al. 
[23], which uses the same burner as the Santoro flame, but 
methane instead of ethylene as the fuel. For the methane 
flame, the fuel velocity is 10.24 cm/s while the air velocity is 
11.94 cm/s [24]. The computational domain consists of a non-
uniform axisymmetric mesh of 384 CVs in the axial direction 
and 150 CVs in the radial direction for both of the modelled 
flames as the burner dimensions are the same. 
III. ALIPHATIC COLLISION MECHANISM
For the mechanism, it is assumed that aliphatic molecules 
collide together and under the right conditions may stick 
together. These conditions are accounted for in the collision 
efficiency that is prescribed in the CoFlame code. This 
mechanism was developed to function in a similar manner to 
particle coalescence, which has been implemented in the 
CoFlame code and validated. The primary difference between 
this mechanism and particle coalescence being the specific 
molecules that are colliding and contributing to soot inception. 
Particle coalescence uses large PAHs for inception, such as 
Benzo-a-pyrene, whereas this mechanism uses specific 
aliphatic species for the same means. A value is given to the 
collision efficiency to indicate that only X in every Y 
collisions will result in effective sticking. For example, if the 
collision efficiency is set 0.01, this indicates that 1 in every 
100 collisions will result in sticking, and the other 99 will 
result in rebound. Once the molecules stick together, they are 
treated as an incipient soot particle. This in effect means that 
this mechanism is contributing to the inception of soot, in 
addition to traditional PAH routes. Furthermore, this collision 
efficiency is highly dependent on molecular dynamics. Each 
of the aliphatic molecules considered has a radius and a 
concentration. The size and concentration inherently have an 
influence on the soot mass growth as the number of collisions 
increases with an increase in either one of those two 
parameters. It is important to note that the purpose of this 
mechanism is to simply link the aliphatics in the gas phase to 
the incipient solid soot phase, so as to assess their potential 
impact on soot mass growth and spatial distribution.  The rate 
of inception is calculated according to kinetic theory: 
      ∂N/∂t = β√[(8πkBT)/µAB](rA + rB)2AV2[A][B]  (1) 
where β is the collision efficiency, kB is the Boltzmann 
constant, AV is Avogadro’s number, µAB is the collisional 
reduced mass for the two colliding aliphatics, rA and rB are the 
radii of the two colliding aliphatics, and [A] and [B] are the 
concentrations of the two colliding aliphatics [25].   
The present study implements a 94 species mechanism, which 
models ethylene or methane combustion and PAH growth 
[16]. Some of the aliphatic species have been filtered out of 
use in the inception model based on their concentrations and 
carbon mass. Extremely low concentrations with low carbon 
mass such as CH2 have been removed from the proposed 
mechanism. The results of this analysis have determined that 
only 6 species of aliphatics are of particular interest in the 
present study. Those species are: CH4 (methane), C2H2 
(acetylene), C2H6 (ethane), C3H6 (propene), C4H6 (butyne), 
and lastly C3H8 (propane).  
While the present model does not represent the complete 
physics behind the problem, it can be used to determine the 
potential for mass transfer from the aliphatic gas phase to the 
soot solid phase. This strategy allows for analysis to be carried 
out, such that relationships can be made between the aliphatic 
species and soot mass growth. Adjusting the collision 
efficiency of aliphatics, and further adjustment to the soot 
surface reactivity parameter, as was done in [11] is a key 
component to this exercise. The present analysis has shown 
that the soot volume fraction, with respect to the proposed 
mechanism, can be tuned through the collision efficiency. 
Increasing the efficiency, leads to more soot growth whereas 
decreasing it has the opposite effect. Through this adjustment, 
it is hypothesized that the centerline soot volume fraction can 
be modified to better predict experimental values along the 
centerline of laminar diffusion flames. 
The surface reactivity is a value that ranges from 0 to 1 and is 
representative of the portion of a soot particle’s surface area 
that is available for chemical reaction. CoFlame allows for this 
surface reactivity to be modelled as either a constant or a 
function of temperature history. In the present study, it is taken 
as a constant value. This parameter is a factor in determining 
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HACA growth and oxidation. Decreasing the surface 
reactivity normally leads to a decrease in the soot volume 
fraction as the HACA mechanism’s contribution to surface 
growth decreases. Further adjustment of the surface reactivity, 
beyond what is already provided in literature [11, 26] comes in 
when a new growth mechanism is introduced into the 
numerical model as is the case in the present study. 
IV. RESULTS AND DISCUSSION
The generation of the model was predicated on being able to 
observe a positive influence that aliphatic-collision based 
inception would have on soot formation along the centerline of 
a laminar diffusion flame. It was not clear a priori if drawing 
aliphatics out of the gas phase for soot inception would reduce 
the amount of carbon available for PAHs or HACA growth 
thereby reducing soot concentrations in some locations of the 
flame. In order for the model to have some significance it had 
to be able to increase the soot volume fraction along the 
centerline while the wings remained close to the experimental 
peaks for the NSII flame. If that condition could not have been 
met then the model would not have a positive correlation 
between aliphatic collision based inception and soot 
distribution.  
Figure 1 shows the predicted soot volume fraction along the 
pathline of maximum soot of the NSII flame as a function of 
height above the burner for varying collision efficiencies. The 
data are compared to a model without aliphatic inception and 
to experimental results. The solid horizontal line and gray 
band in Figure 1 at 9.7 ppm indicates the experimentally 
measured peak value and associated uncertainty. It can be seen 
from Figure 1 that the predictive capability along the wings of 
the flame is generally unaffected by the addition of aliphatic 
inception. Furthermore, only collision efficiencies less than 
1e-10 can lead to reasonable results. Adding aliphatic 
inception, however, shifts the location of peak soot formation 
to higher heights above the burner. 
Figure 1. Predicted soot volume fraction as a function of height above the 
burner for varying collision efficiencies from 1e-10 to 1e-13 with constant 
surface reactivity of 0.3 along the wings of the NSII flame. The results of a 
model without aliphatic inception with α=0.85 is shown alongside 
experimental results from [18]. The horizontal black line and gray band 
denote the experimentally measured peak. 
Figure 2 shows the predicted soot volume fraction along the 
centerline of the NSII flame as a function of height above the 
burner for the same varying collision efficiencies. Here too the 
data are compared to a model without aliphatic inception and 
to experimental results. Again, only collision efficiencies less 
than 1e-10 lead to physically realistic results. Otherwise, 
implementing aliphatic based inception results in only a 
modest increase of soot volume fraction along the flame 
centerline. These figures illustrate that when α is set to 0.3 and 
β is set to 1e-11 there is an increase in the soot volume 
fraction along the centerline while the wings remain close to 
the experimental peaks. The same upward peak shifting 
phenomenon can be observed along the centerline in Figure 2. 
Also, the results of varying the collision efficiency and surface 
reactivity show that for the NSII flame, α can be lowered to a 
more physically realistic [27] value in order to correctly 
predict the wings peak soot volume fraction. In order to obtain 
results close to the experimental peaks for the NSII flame 
using CoFlame without an aliphatic collision based inception 
model, α had to be set to 0.85. 
Figure 2. Predicted soot volume fraction as a function of height above the 
burner for varying collision efficiencies from 1e-10 to 1e-13 with a constant 
surface reactivity of 0.3 along the centerline of the NSII flame. The results of 
a model without aliphatic inception with α=0.85 is shown alongside 
experimental results from [18]. The horizontal black line and gray band 
denote the experimentally measured peak. 
Similarly, the predicted soot volume fraction of the methane 
flame as a function of height above the burner for varying 
collision efficiencies and surface reactivity compared to a 
model without aliphatic inception and experimental results is 
shown in Figures 3 and 4. The results along the wings are 
shown in Figure 3 of the methane flame while Figure 4 shows 
the data along the centerline. The methane flame serves as a 
good benchmark to test the aliphatic collision based inception 
model for several reasons. The first and foremost reason is that 
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methane flames are known to be dominated by inception over 
surface growth through the HACA mechanism as the 
concentration of acetylene throughout the flame is lower 
compared to ethylene combustion [12]. Since methane is a 
single carbon fuel, much less acetylene is formed when it is 
burned, leaving less opportunity to achieve accurate model 
predictions by refining HACA rates. Secondly, current soot 
models typically under predict the soot volume fraction along 
both the centerline and the wings in methane flames [12]. 
Using the same value for α and β as for the NSII flame that 
achieved the aforementioned condition, 0.3 and 1e-11 
respectively, resulted in the under prediction of the soot 
volume fraction in both the centerline and wings. In ethylene 
flames, the surface reactivity can compensate for deficiencies 
in the chemical kinetic mechanism [12]. However, since 
methane flames are less influenced by HACA growth, the 
deficiencies in the reaction scheme remain prevalent. The 
latest version of CoFlame has added reactions specifically for 
methane flames as detailed by Chernov et al. [12]. Although 
there is an improvement in the model’s predictive capability, 
increasing soot concentrations, even when the surface 
reactivity is set to its theoretical limit of unity, both regions of 
the flame remain under predicted. When the aliphatic collision 
based inception is applied with the same β of 1e-11 as before 
and α is increased to 1, the theoretical maximum, there is an 
increase in the soot volume fraction along both the centerline 
and wings. Once again, the same peak shifting phenomenon 
can be observed. The aliphatic collision based inception model 
is able to improve the comparisons to experimental data, but 
not rectify all remaining inaccuracies in the methane flame. 
Figure 3. Predicted soot volume fraction as a function of height above the 
burner for a model without aliphatic inception using α of 0.85 and 1.0 along 
the wings of the methane flame. The aliphatic inception model is shown using 
the same β as for the NSII, 1e-11. The experimental work of [20] is plotted. 
Figure 4. Predicted soot volume fraction as a function of height above the 
burner for a model without aliphatic inception using α of 0.85 and 1.0 along 
the centerline of the methane flame. The aliphatic inception model is shown 
using the same β as for the NSII, 1e-11. The experimental work of [20] is 
plotted. 
V. SUMMARY AND CONCLUSIONS 
A new collision based inception mechanism was developed 
using an existing framework for larger PAHs but applied to 
aliphatics. The aliphatic inception mechanism was combined 
with PAH inception and implemented in the CoFlame code. 
The influence that an aliphatic-collision based inception model 
would have on the soot volume fraction distribution for coflow 
ethylene/air and methane/air laminar diffusion flames was 
investigated. It was found that for the ethylene flame, a surface 
reactivity, α of 0.3 and a collision efficiency, β of 1e-11 
resulted in an increase in the peak soot volume fraction along 
the centerline, better predicting experimental values, while the 
predicted peak soot volume fraction along the wings was not 
degraded. For the methane flame, using the same β of 1e-11 
resulted in an increase in both the centerline and wings of the 
flame as compared to using the same α in a soot model 
without aliphatic-collision based inception. Future work 
remains to test the applicability of the model to other 
combustion systems, in particular those for which model 
predictions do not completely explain or characterize 
experimental data. 
To test the validity of the model further, the results will be 
expanded to other flame systems in order to ensure 
applicability to a wide variety of flames. The results of the 
mechanism need to be applied to the other pure ethylene/air 
diffusion flames studied by Santoro et al. [17, 18] to observe 
the effects this mechanism would have in those systems. The 
other ethylene flames suffer from the same predictive 
discrepancies as the NSII flame. A potential pathway of 
interest may also be to consider aliphatic molecule 
condensation and determine if it plays a significant role in soot 
formation. The current model acts as a proof of concept in that 
transfer of carbon mass from the aliphatic gas phase to soot 
particles seems to significantly improve the model’s predictive 
capability in the centerline region of the flames studied, 
without degrading the HACA growth dominated wings. 
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Abstract— Glass remains a difficult to machine material. Its 
brittleness, chemical resistance and relatively high thermal 
conductivity challenges available technologies. An interesting 
approach is to the use of hybrid technologies such as Spark 
Assisted Chemical Engraving (SACE) which is a 
thermochemical process. Micro-drilling and micro-milling 
were intensively characterised and developed. SACE can 
however as well be used to micro-cut glass. This aspect was so 
far never discussed in the literature and no systematic data 
about its performance are available. As a first step, basic 
parameters such as depth of cut and tool feed rate must be 
determined. This communication aims to report systematic 
experiments on micro-cutting glass by SACE technology and 
demonstrates how using available data from SACE micro-
drilling the maximal depth-of-cut and tool feed can be 
determined. Relations for depth-of-cut and tool feedrate are 
proposed to use as guidance for glass micro-cutting.  
Keywords – micro-machining; glass; spark assisted chemical 
engraving; micro-cutting; advanced manufacturing 
I.  INTRODUCTION 
The application of glass science to the improvement of 
industrial tools occurred only in the past century, with a few 
exceptions. Glass has been employed in many forms to 
fabricate glazing and containers for centuries while it is now 
entering new applications that are appearing in micro and even 
nanotechnology like fibers, displays and Micro-Electro-
Mechanical-System (MEMS) devices [1]. Many qualities make 
glass attractive since it is transparent, chemically inert, 
environmentally friendly and its mechanical strength and 
thermal properties. In fact, no other materials being mass-
produced have shown such qualities over so many centuries. 
Nowadays glass offers recycling opportunities and allows for 
tailoring new and dedicated applications. Moreover, glass is 
radio frequency (RF) transparent, making it an excellent 
material for sensor and energy transmission devices. Another 
advantage of using glass in microfluidic MEMS devices [2] is 
its relatively high heat resistance, which makes these devices 
suitable for high temperature microfluidic systems [3] and 
sterilization by autoclaving. 
However, glass remains a difficult to machine material. Its 
brittleness, chemical resistance and relatively high thermal 
conductivity challenges available technologies. An interesting 
approach is to the use of hybrid technologies such as Spark 
Assisted Chemical Engraving (SACE) [4] which is a 
thermochemical process (Fig. 1). 
In SACE process, a voltage is applied between tool- and 
counter-electrode dipped in an alkaline solution - typical NaOH 
or KOH (Fig. 1). At high voltages (around 30 V), the bubbles 
evolving around the tool electrode coalesce into a gas film and 
discharges occur from the tool to the electrolyte through it. 
Glass machining becomes possible due to thermally promoted 
etching (breaking of the Si-O-Si bond) [4]. 
Figure 1.  Above left: Overview of targeted applications/markets for SACE 
glass machining. Above right: SACE machined micro-hinge (scale bar = 500 
µm - width of ‘hinge’ = 30 µm - thickness glass = 100 µm). Below left: 
Principles of SACE machining. Below right: SACE machining head. 
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Developed since the sixties in last century in academia [5], 
SACE found recently its entrance in the industrial world. 
Micro-drilling and micro-milling were intensively 
characterised and developed. The introduction of pulsed 
voltage machining did made a further significant step forward 
in term of quality of machining. SACE can however as well be 
used to micro-cut glass. This aspect was so far never discussed 
in the literature and no systematic data about its performance 
are available. As a first step, basic parameters such as depth of 
cut and tool feed rate must be determined. This is the aim of the 
present communication which reports systematic experiments 
on micro-cutting glass by SACE and demonstrates how using 
available data from SACE micro-drilling maximal depth-of-cut 
and tool feed can be determined. 
II. MATERIALS AND METHODS
Micro-cutting of pyrex glass (microscope slides) was 
performed on a Posalux FP1-SACE machine (Fig. 2). The 
machine incorporates a force sensor in the machining head that 
allows online measurement of the axial force (down to 1 mN) 
exerted on the tool-electrode. As electrolyte 30wt% Potassium 
Hydroxide (KOH), prepared from de-ionised water, was used. 
Low viscous electrolyte is chosen to reduce the chance that 
flushing with fresh electrolyte at the machining zone becomes 
the limiting factor for machining/cutting.  
Cylindrical tool electrodes, made of tungsten carbide, 100 
µm diameter with a bevel of 45° where used. The spindle 
rotated at 1000 rpm. Cuts were performed over an equivalent 
length of at least two minutes of micro-cutting, adapted at the 
operating cutting speed. 
After cutting, images with an optical microscope (Keyence 
VHX 5000) were acquired in order to evaluate precisely the 
realized depth-of-cut and to evaluate the cut qualitatively. 
Figure 2.  Posalux FP1-SACE machine (modular system) 
III. THEORY
Material removal rate in SACE machining is limited, in 
case flushing of the machining zone happens easily, by heat 
propagation in the glass workpiece [4]. In the case of micro-
cutting, electrolyte can access freely to the machining zone by 
appropriate flushing, using side tubes for electrolyte supply in 
the machining cell (Fig. 1). Further machined material is 
removed readily from it through the cut. Consequently, as a 
first approximation, one can discuss the relation between the 
axial depth of cut p and horizontal feed rate F (see Fig. 3 for a 
schematic) in terms of time needed for the heat to propagate 
inside the workpiece: one has to give enough time to the 
workpiece to heat up while one moves the tool.  
Consider a tool of radius r. In the time interval 
F
r
tF
2
 (1) 
the tool will move over its own size. If heat propagates at the 
rate hr inside the workpiece, then the time th needed to heat a 
distance p is given by 
r
h h
p
t  (2) 
If heat propagation is the rate limiting process, the tool 
cannot move faster than the feed rate F at an axial depth of cut 
p such that (tF and th must be of the same order of magnitude): 
rhrpF  2 (3) 
Equation (3) shows that, under the stated hypothesis that 
machining is only limited by heat propagation, the maximal 
value of the product F∙p is, for a given tool and workpiece, a 
constant value. Note that, as the time t needed to cut a path of 
length L and depth d is given by 
pF
dLt


1
(4) 
in SACE cutting, the time needed to perform a given cut is 
essentially constant regardless of the values of F and p chosen. 
Figure 3.  Schematic representation of micro-cuting by SACE process with a 
rotating tool-electrode (radius r) moving horizontally with feedrate F at an 
axial depth of cut p. 
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The heat propagation rate hr is function of the geometry of 
the problem and the energy put into the system (i.e. energy 
produced by the spark activity around the tool electrode). 
Estimations of the heat propagation rate in case of drilling for 
cylindrical tools are reported in the literature [4] and can be 
used as a first input.  
Explicit calculation of the product F ∙ p using equation 
(5.23) from [4] is found to be: 
(5) 
with a the thermal diffusity of the workpiece (a ~ 6∙10-7 m2/s 
for Pyrex® glass). Relations between the dimensionless number 
κ  and voltage U are empirically derived in section 5.2 of [4]: 
κ = 0.018 ∙ U + 0.615 (6) 
Equation (5) and (6) allows to establish a direct relationship 
between the machining voltage U and the product F ∙ p which 
can be used to define the material removal rate (MRR) when 
multiplying with the tool diameter. 
IV. RESULTS AND DISCUSSION
To determine experimentally the maximal depth-of-cut p at 
a given tool feed rate F a series of cuttings of 0.4 mm thick 
glass slides (Pyrex®) were performed. The cut was considered 
to be successful if 
a) The tool didn’t break, and
b) The measured depth of the cut was equal or higher
than the imposed depth of cut during machining.
From a practical point of view, thanks to the force sensor 
inside the tool-electrode holder, it was possible to detect none 
successful cuts due to an increased force acting on the tool (a 
few mN). Pulsed voltage with 2.5ms pulse high time (thigh) and 
0.1ms pulse low time (tlow) was used. In such conditions the gas 
film shows high stability and very few bubbles are observed 
around the tool-electrode. Cutting experiments were performed 
at three pulsed machining voltages (high, intermediate and low) 
as denoted in table 1.  
The average input voltage Uavg can be calculated according: 
Uavg = (thigh – tlow) / (thigh + tlow) ΔUpulse + Ulowlevel  (7) 
TABLE I. SACE MACHINING SETTINGS 
Pulsed Voltage Input 
High Level Low Level Period Duty Cycle 
Low 30 V 17.5 V 2.6 ms 96.15 % 
Intermediate 33 V 17.5 V 2.6 ms 96.15 % 
High 35 V 17.5 V 2.6 ms 96.15 % 
TABLE II. HEAT PROPAGATION IN GLASS WORKPIECE 
Machining voltage [V] F∙p [mm2/min] 
30 1.0 
33 1.6 
35 2.2 
Using these machining voltages (table 1 and equation (7)) 
as input in equations (5) and (6) we estimate the values for F ∙ 
p as outlined in table 2. 
As shown in Fig. 4, the maximal depth of cut for a given 
tool feed follows equation (3). The dashed lines were obtained 
by least square fits. 
The quality of the cut is assessed by optical microscopy for 
the different machining voltages (low – intermediate – high 
voltage) and at varying feed rate and depth-of-cut (Fig. 5). 
It can be clearly observed that quality of the glass cut 
generally increases when the machining voltage reduces 
(indents of ~ 75 µm – 60 µm – 50 µm for respectively 35 V – 
33 V – 30 V at maximum cutting depth for each voltage and 
feedrate = 5 mm/min.)). Decreasing the depth of cut results 
generally also in higher machining quality. In the extremes, 
when machining at same feedrate - F = 40 mm/min - and low 
depth of cut, the machining  quality is around the same for all 
applied machining voltages.  
Reasonable quality of cut in glass by SACE technology can 
be obtained using the derived tool feed vs. depth of cut 
relations. It should be noted that this model is not optimized for 
quality of cut surface and other strategies, such as ‘SACE 
polishing’ by approaching the surface with small lateral 
increments of the tool-electrode at very low voltage, can be 
followed to achieve surface qualities in the order of a few 
microns. 
Figure 4.  Yellow: Empirical values for maximal depth-of-cut p [mm] versus 
tool feedrate F [mm/min] for tungsten carbide 100 µm diameter tools. Grey 
dashed lines: Theoretical model values. 
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Machining voltage – 35 V : 17.5 V / 2.5 ms : 0.1 ms 
Glass thickness: 400 mm
F = 5mm/min  p = 450mm F = 20mm/min  p = 75mm F = 40mm/min  p = 25mm
75mm 30mm 75mm 25mm 25mm
Machining voltage – 33 V : 17.5 V / 2.5 ms : 0.1 ms 
Glass thickness: 400 mm
F = 5mm/min  p = 275mm F = 20mm/min  p = 50mm F = 40mm/min  p = 25mm
60mm 20mm 50mm 50mm
Machining voltage – 30 V : 17.5 V / 2.5 ms : 0.1 ms 
Glass thickness: 400 mm
F = 5mm/min  p = 150mm F = 20mm/min  p = 25mm F = 40mm/min  p = 10mm
50mm 25mm 50mm 30mm
5mm
Figure 5.  Microscopy (Keyence VHX 5000) analysis of cut quality at 
different machining voltage, feedrate and depth-of-cut. 
V. CONCLUSIONS 
- Cutting parameters for tungsten carbide 100 µm diameter 
cylindrical tools (with 45° bevel) were determined; 
- A simple model relating the lateral tool feedrate F to the 
maximum depth-of-cut p based on the assumption that 
machining is only limited by heat tranfer in the workpiece 
was presented and matches well the measured data; 
- Cut quality was evaluated by optical micro-graphs for 
different machining voltages (high, medium and low 
voltage). 
The developed model allows to predict the maximum depth 
of cut for a given tool feedrate, which eliminates time-
consuming ‘trial runs’ before machining to determine the best 
cutting parameters. Hence, this study contributes to further 
optimization of SACE technology for industrial use. 
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Abstract— The effect of the location of porosity concentration 
on elastic modulus of a cantilever beam is investigated. First, 
two-dimensional investigation with beam theory, Euler-
Bernoulli and Timoshenko, was performed to estimate the 
modulus based on load-deflection curve. Second, three-
dimensional finite element model (FEM) in Abaqus was 
developed to identify the effect of porosity concentration. The 
use of macro-models such as beam theory and three-
dimensional FEM enabled enhanced understanding of the 
effect of porosity on modulus. 
Keywords-porosity, elastic modulus, FEA, micro-mechanical, 
cantilever 
I. INTRODUCTION
A. Background
It is known that porosity affects the mechanical properties
of metals. In many materials, increases in macroscale pore 
sizes have shown to decrease ultimate strength, yield stress, 
and fatigue life [1]. However, due to advancements in 
manufacturing, pores in metals tend to be on the microscale 
instead of macroscale. This presents new concerns since the 
effect on a material’s mechanical properties due to this 
microporosity is unknown [2]. This is critical because without 
understanding how microporosity affects a material, the ability 
to predict behaviour due to loading throughout its life cycle is 
difficult. Throughout the life cycle of a structure, exposure to 
various environmental conditions, sometimes harsh, is possible. 
Due to these environmental conditions, it is possible that 
porosity can be increased in the material. As such, structures 
may be affected in various locations, and in differing amounts, 
depending on the exposure to the environment. It is critical to 
understand if the location of porosity has an effect on a 
structure.  
B. Purpose of Study
It is known that porosity has an effect on elastic modulus.
The work of Morrissey and Nakhla [3] presented a literature 
review on existing models available in literature. These models, 
mostly empirical, describe the effect of porosity on elastic 
modulus. Morrissey and Nakhla developed a two-dimensional 
finite element model (FEM) that successfully captured the 
effect of porosity on elastic modulus in tension.  
In the current work, a three-dimensional FEM is developed 
to investigate the effect of porosity on modulus. The effects of 
uniform distribution or concentrated zones of porosity was 
investigated. All FEM results were compared to test data 
reported in literature. 
II. PROCEDURES
A. Understanding Experimental Setup and Data
The first step in this study was to examine experimental
load versus deflection data for micro-cantilevers. For this 
study, the work by Gong [4] was first analyzed to understand 
the correct beam theory to apply for determining elastic 
modulus, as well as to develop the three-dimensional FEM. It 
is reported in [4], for beam 5, an experimental elastic modulus 
of 147 GPa. As well, their three-dimensional FE model 
captured the trend of porosity reduction with an average error 
in prediction of 38% compared to experimental. 
It is reported in [4] that samples were heat treated such that 
an average grain size of 8-10 µm was obtained. From these 
samples, the micro-cantilevers were produced at the University 
of California, Berkeley (UCB) using a focused ion beam (FIB). 
The FIB was used to cut three trenches using a 7-15 nA beam 
current – forming a U-shaped trench that had a width of 20-30 
µm and a depth of 10 µm. Then using a 1-3 nA beam current, 
the outline of the beam was refined. Lastly, the sample was 
rotated 45° both clockwise and counter-clockwise around the 
length of the beam to allow for cutting of the triangular bottom 
of the beam. Using a MicroMaterials nanoindenter with a 
square tip, UCB was able to obtain the load and deflection data 
for the micro-cantilevers. The depth of indentation into bulk 
material was removed from the experimental deflection to 
ensure only the displacement due to bending is accounted. 
Lastly, the load was applied with a displacement rate of 10 
nm/s to the tip of the micro-cantilever until fracture. 
The micro-cantilever is approximately 7.5 µm tall, 4 µm 
wide, and 28 µm long – load is applied at approximately 27 µm 
from the root, this will be taken to be the length since 
deflection is also measured at this location. The cross-section is 
pentagonal shaped, proposed in [5]. The beam is considered to 
be short and stubby with a length-to-height ratio of less than 
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four. The beam is not undergoing uniform bending 
(concentrated load introduces shear forces) and the beam is not 
rigidly connected to the support. Due to these factors, shear 
effects may be highly pronounced at the root. Therefore, both 
Euler-Bernoulli and Timoshenko beam theories were used in 
the current study. 
Using the load-deflection curve reported in [4], the data 
was extracted and the slope for the linear section was 
determined to be approximately 1932 N/m. Next, the modulus 
was calculated using Euler-Bernoulli and Timoshenko beam 
theory, resulting in 148 GPa and 154 GPa, respectively. This is 
compared to the reported modulus in [4] in Table I below. Due 
to the beam geometry, boundary conditions, and the manner at 
which the load is applied, it is most likely that Timoshenko 
beam theory is more accurate because the effect due to shear is 
included. As such, Timoshenko beam theory will be the 
method of calculating the elastic modulus within this study. 
TABLE I. COMPARISON OF CALCULATED MODULUS 
Beam Theory This Study Reported in [4] 
Euler-Bernoulli 148 GPa 147 GPa 
Timoshenko 154 GPa - 
For this study, several assumptions are made. Uranium 
Dioxide is highly anisotropic [6-7]; however, it is assumed that 
the material acts as an isotropic material since the micro-
cantilevers are ideally contained within a single crystal-grain. It 
is reported in [4] that not all micro-cantilevers are within a 
single grain; however, without additional information on 
number of grains and grain orientation, the assumption will 
remain. The FEM assumes the beam is solid, homogeneous and 
has a constant cross-section. Lastly, it is assumed that the effect 
on Poisson’s ratio for porosities less than 5% is negligible [8-
9]. The FEM assumes uniform porosity distribution across the 
cross-section. 
B. Finite Element Model – Three-Dimensional Beam 
To build the FEM, a three-dimensional, deformable solid 
part was created in Abaqus. The substrate was sketched and 
extruded to create a cube. From the front face, the geometry 
was sketched and extruded to create the beam. The actual beam 
from [4] and the currently developed FEM is shown in Fig.1. 
The beam and substrate were then partitioned to allow for 
separate modification of material properties and mesh 
development. The beam was further partitioned into three 
segments of equal length, shown in Fig. 2. This allows for 
different material properties to be applied to each segment. The 
next step was to develop the mesh. The mesh was refined 
differently within the beam than the substrate. The beam had 
11,088 3D Stress Hex Quadratic (Reduced Integration) 
elements, while the substrate had 4,464 3D Stress Hex 
Quadratic (Reduced Integration) elements. 
The next step was to apply boundary conditions to the 
FEM. The side, rear, and bottom faces of the substrate have 
fixed boundary condition, while the top and front faces, as 
well as the beam, are free surfaces, as shown in Fig. 3 (lighter 
colours indicate free while dark indicate fixed). Next, a tip 
load was applied to the beam. The deflection is measured from 
the bottom side, directly under the location of the applied load, 
to ensure indentation into the top surface of the beam due to 
the load was not accounted, thus skewing the deflection data. 
Figure 1.  SEM Picture of Experimental Setup [4] (left), Abaqus FEM this 
study (right) 
Figure 2.  Beam Sections (From left to right: Tip, Middle, Root, Substrate).  
Figure 3.  Boundary Conditions (Top, Front, and Beam are free surfaces; all 
other sides fixed).  
Once the FEM was developed, the first test was to 
determine the calculated modulus of a perfect beam with 
nominal modulus and zero porosity. This was to provide a 
baseline for the predicted modulus due to the boundary 
conditions alone. However, it was unsure if the size of the 
substrate would have an effect on the results and as such, the 
FEM was first tested with various substrate sizes. 
The substrate was constrained to be a solid cube in each 
case. Four substrate sizes were considered and the dimensions 
were scaled due to the beam’s largest dimension – height. Sizes 
were labelled A through D, with A being the smallest and D the 
largest. Substrate size A was approximately the same size as 
the height of the beam. Substrate sizes B, C, and D were 
approximately one-and-a-half times, three-times, and six-times 
larger than the beam height, respectively. A comparison of the 
moduli obtained for the four cases is shown below in Table II. 
As can be seen, the size of the substrate does affect the 
response of the beam; however, as long as the substrate is at 
least three-times the height of the beam, the effect is 
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insignificant. This is expected since when the substrate is 
small, the fixed boundary condition has a greater effect on the 
rigidity of the root of the beam, thus, stiffening the beam and 
over-predicting the modulus. As the substrate size is increased, 
this effect is reduced to a point such that the modulus is 
unchanged since the fixed boundary condition is sufficiently far 
enough away from the root of the beam. For this study, 
Substrate size D was chosen for the FEM to ensure the fixed 
boundary condition did not influence the results. 
TABLE II. COMPARISON OF SUBSTRATE SIZE 
Substrate Size Modulus Calculated (GPa) 
A 186.7 
B 182 
C 180 
D 180 
With the size of the substrate determined, the modulus 
obtained due to the boundary conditions alone was 18% less 
than the nominal value. This will be considered the base case 
value and the effect on modulus due to porosity amount and 
location will be compared. 
C. Finite Element Model – Reduction in Modulus due to 
Porosity under Bending 
Before an analysis can be completed, a FEM must first be 
developed to determine the percent reduction in elastic 
modulus versus the position of porosity concentration along the 
beam, similar to [3]. A two-dimensional FEM was developed 
to determine this reduction. The FEM was a long, slender 
beam, with uniform cross-section, and rigidly supported at the 
root. 
The FEM is assumed to have a nominal elastic modulus 
with zero pores to establish a base case. Next, the elastic 
modulus is calculated from load and deflection data at the tip. 
Using this calculated modulus, it was normalized with the 
nominal value to provide a percent reduction in modulus. This 
was repeated with various pore locations and pore sizes to 
simulate various porosities and porosity concentration 
locations. The results of this FEM are shown below in Fig. 4. 
As the porosity concentration moves further away from the 
root, the percent reduction in elastic modulus decreases. These 
percent reduction values were applied to the nominal elastic 
modulus for Uranium Dioxide and new moduli were 
calculated for when porosity is concentrated within different 
sections of the beam. A similar process was completed for 
when the porosity is uniformly distributed over the entire 
length of the beam. In this case, the percent reduction was 
approximately equal to the reduction experienced when 
porosity was concentrated at the tip for both porosities. 
Next, these reduced moduli were imported into the three-
dimensional FEM for the various setups. These moduli were 
applied to specific sections of the beam where the porosity was 
to be concentrated while the remaining sections of the FEM, 
including the substrate, were considered to be equal to the 
nominal modulus of 219 GPa for Uranium Dioxide [10]. 
Figure 4.  Percent reductions in modulus due to porosity concentration along 
percent length of the beam.  
III. RESULTS AND DISCUSSION
The results for moving the porosity concentration from the 
root to the tip is shown in Table III. When the porosity is 
concentrated at the root, the reduction in modulus is the 
greatest, while moving towards the tip this reduction decreases. 
This trend is further supported by the Reduction in Modulus 
due to Porosity under bending FEM. Furthermore, Gong has 
successfully demonstrated in [4] that the location of pore 
concentration does affect the modulus, with the largest effect at 
the root and decreasing away from the root.  
When comparing the percent reductions determined from 
the two-dimensional and three-dimensional FE models in this 
study, the values differ. There are several reasons for these 
discrepancies: 1) different applied boundary conditions, 2) 
different cross-section, thus different second moments of area – 
three-dimensional FEM is pentagonal whereas two-
dimensional represents rectangular, and 3) general errors 
converting from two-dimensional to three-dimensional FEM.  
When comparing to Gong’s results, there is a large 
difference in the values. There are several reasons for these 
discrepancies: 1) pore location relative to neutral plane in 
Single Pore FEM [4] is unknown – pores further away will 
have a larger effect on reducing modulus, 2) pore distribution is 
not uniform across cross-section in Cluster Pore FEM [4] –
pores constrained within rectangular-portion of the beam (no 
pores located in the triangular section), and 3) uncertain 
boundary conditions – Gong initially completed a substrate-
size sensitivity-analysis, but for the FEM of the reconstructed 
beam, the substrate appears to be approximately the same size 
as the beam which would greatly influence the results due to 
the boundary conditions stiffening the beam. 
In Fig. 5, the Abaqus FE models completed for this study 
are compared with experimental load versus deflection data 
reported in [4]. From this, it is evident that the FE models 
capture the trend of the experimental results from [4] with 
average error of 14.8%. However, there is some error which 
can be contributed to the assumptions made in this study. The 
FE models completed in this study assumed a uniform, 
constant cross-section, free of imperfections, which is not the 
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case when observing SEM images of the beam in [4]. As well, 
the FE models were isotropic due to the single-grain 
assumption, but as reported in [4] this was not true. Lastly, the 
porosity concentration in the FE models completed in this 
study do not include the effect of pores away from the neutral 
plane – it is assumed the porosity is concentrated uniformly 
across the cross-section with no bias away from the neutral 
plane. 
In Fig. 6, all FE models by this study and by Gong are 
compared with the experimental data. It is evident that Gong’s 
Single Pore Root FEM has the largest effect, comparable to this 
study’s FEM for 5% porosity concentrated at the root. The 
placement of this single pore from the neutral plane is unknown 
and as such it is difficult to compare to the FE models 
completed in this study.  
In Fig. 7, all 2.5% porosity models are compared with the 
experimental data. Again, Gong’s Single Pore Root FEM has 
the largest effect on the load-deflection response. However, 
when comparing the Cluster Pore FE models from [4] to the FE 
models completed in this study, it is evident that the Cluster 
Pore FE models are over-predicting the elastic modulus. This 
may be due to the orientation chosen by Gong to model the 
cluster of pores. This orientation differs from the assumed 
uniform porosity concentration for the FE models completed in 
this study, hence the lower reductions.   
In Fig. 8, a comparison is shown between Gong’s 
experimental data and FE models. Gong’s FE models show a 
much better agreement to the experimental data than is reported 
in [4] with an average error of 21.8% with experimental.  
The FE models completed in this study, which assume 
uniform porosity distribution across the cross-section, show 
with certainty that porosities of 5% have a large effect on the 
behaviour of the beam when concentrated close to the root. 
However, if these large porosities are uniformly distributed 
over the length, or concentrated in a location away from the 
root – at or beyond half the beam length – the effect decreases 
drastically. Whereas, for porosities of 2.5% and lower, it can be 
concluded that there is minimal effect on the beam’s modulus 
regardless of distribution and concentration throughout the 
length.  
IV. CONCLUSIONS
This study has proven that the amount of porosity and the 
location of said porosity has an effect on the elastic modulus. 
Several cases were analyzed and it was determined that 
porosities concentrated at the root have the largest effect on 
the elastic modulus of a cantilever, while porosities uniformly 
distributed over the length, or concentrated away from the 
root, have minimal effect on elastic modulus.  
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TABLE III. REDUCTION IN MODULUS DUE TO POROSITY 
Finite Element 
Model 
Porosity 
Reduction in Modulus  
(2D FEM) 
Reduction in Modulus  
(3D FEM) 
Reductions in Modulus Reported in [4]a 
Single Large Poreb Cluster of Poresc 
Perfect Beam 0% 0% 0% 0% 
Root 
2.5% -3.0% -1.38% -20% -4.5% 
5.0% -15.8% -7.82% - - 
Middle 
2.5% -1.2% -0.23% -8.6% -2.7% 
5.0% -6.8% -1.25% - - 
Tip 
2.5% -0.3% -0.01% -8.6% -2.7% 
5.0% -1.8% -0.06% - - 
Entire 
2.5% -0.3% -0.26% - - 
5.0% -1.1% -0.79% - - 
a.Values reported in [4] differ from reported load-deflection values in [4], evident when plotted in Figures 
b. Location of Pore relative to neutral axis unknown.
c. Pore Clusters occupy only rectangular cross-section, no pores in triangular portion.
coatings using focused-ion-beam-machined microbeams,” Mat Res, 
vol.20, pp. 299-302, February 2005. doi: 10.1557/JMR.2005.0048.
Nat. Commun., August 2014. doi:10.1038/ncomms5551.
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Figure 5.  Load-Deflection Comparison of This Study with [4] Experimental. 
Figure 6.  Load-Deflection Comparison of All Data. 
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Figure 7.  Load-Deflection Comparison of All 2.5% Porosity FE Models with Experimental [4]. 
Figure 8.  Load-Deflection Comparison of [4] FE Models and Experimental Data. 
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Abstract—In this paper, the viscosity propane-saturated 
bitumen was measured through a microfluidic chip. Property 
measurement of propane-saturated bitumen has been 
traditionally done on a heavy-duty PVT cell, and the 
application of microfluidics in high temperature and pressure 
conditions to measure the properties of bitumen is a novel 
technique. There are two steps in the viscosity measurement of 
propane-saturated bitumen. First, the propane saturated 
bitumen is prepared in a high-pressure piston cylinder through 
propane injection in bitumen at a pressure above its saturation 
pressure. This propane-bitumen sample is left to saturate till it 
there is no further pressure drop. Then the propane-saturated 
bitumen is pushed through the microfluidic chip and the 
viscosity of the bitumen is measured by the pressure 
differences and the imaging of the fluid end, as an application 
of the Poiseuille’s law. 
Keywords-Bitumen, Oil sands, Microfluidics, Propane, PVT, 
Viscosity, Diffusion 
I. INTRODUCTION 
Steam-assisted-gravity-drainage (SAGD) is a commercially 
successful oil recovery method for Canadian oil sands, also 
known as bitumen, by utilizing the heat transfer from steam 
condensation process to mobilize the highly temperature 
sensitive bitumen. Solvent-SAGD process is a modification of 
the SAGD process, where solvents are uses as additional 
components to reduce the viscosity of bitumen through mass 
transfer. [1] Vapor extraction technique (VAPEX) is an oil 
extraction process primarily using the effect of viscosity 
reduction through mass transfer by injecting light 
hydrocarbons as propane into bitumen. [2]  
As the solvent saturation in bitumen is a crucial part of the 
VAPEX process, measurement studies to determine the 
saturation of solvents have been conducted. Pressure-decay 
method is a popular technique to measure the diffusivity in the 
gas-liquid systems. [3-7] The first step in the calculation of the 
diffusivity is to define the appropriate mass-transfer equations. 
[3] A simplified model of this is the unsteady one-dimensional 
mass diffusion equation, also known as the Fick’s second law 
of diffusion. Fick’s second law of diffusion can be written as 
below: 
where c is the solvent concentration in bitumen, z is the 
distance from the bottom of the diffusion cell, and D is the 
diffusion coefficient of the solvent in bitumen.  
The application of Fick’s law to the diffusion process in 
solvent-bitumen has been an interest to many scientists. 
Tharanivasan et al. [4] published a paper, applying three 
different boundary conditions to solve this equation. First is 
the equilibrium boundary condition, where the boundary 
condition assumes that the heavy oil-solvent interface is 
saturated with the solvent under the so-called equilibrium at 
all times. Second is the quasi-equilibrium boundary condition, 
where the heavy oil-solvent interface is assumed to be 
saturated with the solvent at the existing pressure in the 
solvent phase. Third is the nonequilibrium boundary 
condition, where the solvent mass-transfer flux across the 
interface is proportional to the difference between the solvent 
saturation concentration under the equilibrium pressure and 
the existing solvent concentration at the surface. According to 
Tharanivasan’s paper, the mass transfer across the heavy oil-
propane interface is best described by applying the quasi-
equilibrium boundary condition.  
The study of solvent diffusion in bitumen has been 
conducted using experimental methods as well. Etminan et al. 
[5] published a paper on the constant pressure technique for 
gas diffusivity and solubility measurements in heavy oil and 
bitumen where the boundary conditions were set 
experimentally to an equilibrium state. This was accomplished 
by continuously injecting the required amount of gas into the 
gas cap from a secondary supply cell to maintain the pressure 
constant at the gas-liquid interface. Additionally, Behzadfar et 
al. [6] measured the diffusivity of carbon dioxide in bitumen 
in a pressure-decay method coupled with rheometer. Mixing 
due to shear imposed by a rheometer allows rapid direct 
measurement of the equilibrium pressure in the carbon 
dioxide-bitumen system.  
Microfluidics methods of measuring diffusivity has been 
studied by Fadaei et al. [8] In Fadaei’s paper, toluene was 
injected to a partially bitumen filled microfluidic chip, and 
one-dimensional diffusion of toluene and bitumen was 
quantified by through-plane visible-light transmission 
imaging. Then, by fitting the experimental data to the 
concentration profiles obtained using a numerical model, 
diffusion transport dynamics were quantified.  The results 
showed that for intermediate toluene-mass fractions (0.2-0.8), 
a constant diffusion coefficient of 2.0 × 10-10 m2/s was 
measured. However, at low toluene mass fractions (<0.2), 
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significantly reduced diffusive transport was observed, and 
endpoint analysis indicated diffusion coefficients trending 
towards 4.3×10-11 m2/s. At high toluene mass fractions (>0.8), 
the values trend towards 1.5×10-10 m2/s.  
Fadeai et al. [9] also measured the diffusivity of bitumen-
carbon dioxide by using a cross-channel glass microfluidic 
chip. The device was initially filled with carbon dioxide at low 
pressure (<1.0 bar). A plug of bitumen was injected into the 
central (50 μm wide and 20 μm deep) channel and 
subsequently exposed to high-pressure carbon dioxide on both 
ends. One-dimensional oil swelling in response to carbon 
dioxide diffusion was imaged over time. A simple 
mathematical approach was applied to calculate the diffusion 
coefficient based on the oil-swelling data. Measurement results 
are reported here at a range of pressures (1-5 MPa) and room 
temperature (21 °C). The measured diffusion coefficients in 
this range are on the order of 10-10 m2/s, in good agreement 
with the relevant published data using conventional methods. 
The biggest advantage of this method was that it required up 
to 10 min of time and a 1 nL plug of sample in comparison 
with conventional methods that require hours or days and up 
to 0.5 L of sample.  
In this paper, measurement of bitumen viscosity with 
propane saturation was conducted using a microfluidic 
method. Though viscosity measurement through a 
microfluidic device has been previously done in biological 
research, [10-13] the property measurements of solvent 
saturated bitumen have traditionally been done in macroscale 
experimental apparatus. [14-22] The use of the glass 
microfluidic chip in this work allows experiments to have 
advantages in sample size reduction and miniaturization of 
system design, bringing the heavy-duty petroleum PVT 
research on lab-on-a-chip scale.  
II. EXPERIMENTAL METHOD
The preparation of propane saturated bitumen was done on 
a high-pressure piston cylinder. Bitumen was filled in one end 
of the cylinder and water was filled on the other side. Then a 
certain volume quantity of liquefied propane was injected to 
the bitumen filled cylinder. Liquefied propane was used to 
quantify the amount of mass fraction in bitumen. Propane gas 
was liquified by drawing propane gas from the cylinder tank 
(Praxair) to a high-pressure syringe pump (ISCO 100D), and 
compressing the gas in the high-pressure syringe pump. Then 
the propane was injected to the bitumen filled side of the 
piston cylinder at a pressure quite above the saturation 
pressure, so that the propane saturation in bitumen could be 
achieved. Pressure was measured after the propane was 
injected in bitumen, and saturation was determined when the 
pressure drop was below the accuracy of the pressure gauges 
(±1kPa). The pressure drop rate showed a gradual decrease 
until eventually there was no pressure further pressure drop. 
The theoretical saturation pressure values were derived from 
equality of fugacity between the liquid and vapor phases. If 
the vapor phase is pure propane, the equation for the saturation 
pressure P is   
where  is the vapor pressure of propane in kPa, and  is 
the activity coefficient of propane in bitumen. According to 
literature, the best fit value of the activity coefficient was 1. 
158. This equation primarily indicates that higher pressure is 
needed to achieve a higher volume fraction of saturation. [2] 
Figure 1 shows the experimental setup to prepare the propane-
saturated bitumen with the thought of connecting it to the 
microfluidic chip after the saturation. A high-pressure valve 
was used to close the system after the injection of propane to 
later connect it to the microfluidic chip.  
Fig. 1 Setup for propane saturation in bitumen 
After the propane saturated bitumen sample was prepared, 
it was pushed to go through the microchannel in the 
microfluidic chip. The hydraulic diameter of the microfluidic 
chip was calibrated to be 76 µm by reading the pressure and 
flowrate of a calibration fluid. The propane bitumen sample 
was pushed by applying a constant pressure on the other end 
of the cylinder by the ISCO pump. The pressures were 1.5 and 
1.7 MPa, both values above saturation pressures. Poiseuille’s 
law was used to measure the viscosity of the solvent-saturated 
bitumen through imaging the flow. Poiseuille’s law is describe 
as below 
where x is the length of the fluid, r is the tube radius,  is the 
viscosity of the fluid, and  is the total effective pressure. 
Figure 2 depicts the experimental setup for the viscosity 
measurement of propane saturated bitumen. 
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Fig. 2 Schematic for the viscosity measurement of the 
propane-saturated bitumen. 
The experimental conditions of the two runs are 
summarized in Table 1. The propane fraction values were 
selected to compare a higher propane fraction ratio to a lower 
propane fraction ratio with the objective to demonstrate the 
effectiveness of solvent saturation in bitumen viscosity 
reduction.  
Table 1 Experimental conditions and the measured viscosities 
for viscosity measurement of propane-saturated bitumen 
Run# Bitumen 
mass(g) 
Propane 
mass 
fraction 
Temperat
ure 
(°C) 
Pressure 
(MPa) 
Measured 
Viscosity 
(cP) 
1 2. 83 0.10 20 1.5 65,000 
2 2. 83 0.25 20 1.7 565 
III. RESULTS AND DISCUSSIONS
In this section, two runs were done with different mass 
fractions of propane in bitumen. The experiments were 
captured using a video camera, and the video file was 
converted using a video to image converter. Figure 3 shows 
the movement of the bitumen in the first run by putting it into 
a sequence of frames in a time frame of frame per 10 seconds.   
Fig. 3 Sequence of images of run #1 in every 10 seconds. 
Figure 4 is an image capture from the higher propane mass 
fraction component run. The images were extracted to be 1/3 
second per frame from the video to image converter.  
Fig. 4 Sequence of images of run #2 in every 1/3 second. 
Figure 5 shows a comparison of run #1 and run #2 in a 
fuller time frame. Run #1 had a significantly slower 
advancement in the flow, and it took 8-9 minutes for the 
propane-saturated bitumen sample to completely fill the 
channel. In run #2, the propane saturated bitumen sample 
filled the channel in just 7 seconds, resulting in flow speed 2 
order of magnitude higher than of run #1, indicating a 
significantly lower viscosity.  
Fig. 5 Images of propane-bitumen flow captured at different 
times during a) run #1 and b) run #2. 
These images were converted manually into two datasets by 
calculating the distance of the bitumen front advancement. 
The grids in the microfluidic chip was a useful standard for 
this calculation, each grid providing a 1 mm scale. Then, an 
excel linear curve fitting function was used to calculate the 
slope of the plots, and through the calculated linear constant, 
the viscosity was calculated. Figure 6 shows the graphs 
depicting the location of the bitumen front in time.  
Fig. 6 Location of propane-bitumen flow front and time for 
a) run #1, and b) run #2.
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While the viscosity measurement of solvent-saturated 
bitumen is still under study, various numerical methods have 
been developed to estimate the viscosity of bitumen. Here, the 
measured viscosity was compared with the modified Shu 
correlation equation. The modified Shu equation for the 
mixture is: 
where  is the viscosity of the mixture,  is the volume 
fraction of bitumen,  is the volume fraction of solvent. The 
original equation for  is an empirical estimate based on 17 
different crude oil and solvents. [22] The  for the Shu 
equation was modified for propane-saturated bitumen, as it was 
found that the original empirical estimate by Shu was not 
appropriate for liquified propane. [2] Furthermore, in this 
equation, the viscosity estimate was very parameter sensitive, 
and it is fair to say that an exact analytical solution for the 
viscosity of the propane-saturated bitumen does not exist, due 
to the multi-component structure of bitumen, and especially 
with its asphaltene components. Nevertheless, it is possible that 
some escape of propane gas and asphaltene deposition during 
the run could have resulted in a higher viscosity measurement 
than its actual viscosity. 
Figure 7 depicts a graph of the Shu equation and the 
measured viscosity values. The line depicts the Shu equation 
and the red points are the measured values.  
Fig. 7 Viscosity of propane-saturated bitumen through the 
Shu equation and experimental values. The line indicates the 
Shu equation and the red points are the measured values. 
IV. CONCLUSION
In conclusion, viscosity measurements of propane-saturated 
bitumen showed a significant improvement in viscosity 
reduction. This indicates the effectiveness of the alternative 
method of viscosity reduction through mass transfer as a 
comparable method or combined method to viscosity reduction 
through heat transfer. Additionally, the application of 
microfluidics was important because it brought visualization of 
the sample flow, reduction of sample size, and miniaturization 
of the experimental setup.  
Furthermore, this shows that microfluidics can be applied 
for PVT measurements in petroleum research. An important 
tool of the PVT measurements in petroleum research is a piston 
cylinder, and a development of a microfluidic piston cylinder 
that is capable of withstanding the conditions required for 
petroleum research, such as high temperature and pressure 
conditions, [23] and compatibility to harsh solvents would be 
the next possible direction to bring the heavy-duty petroleum 
research system to lab-on-chip scale. 
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Abstract—Numerical simulations for the effect of body forces 
due to aircraft acceleration on the airflow and contaminant 
dispersion in a model for a passenger aircraft cabin are 
performed in this study. It was found that those body forces 
have a significant impact on the contaminant dispersion 
phenomena and concentrations, especially during the climb 
leg, where the concentration was almost triple its counterpart 
during the steady level flight case at the two monitoring 
locations. Air velocities, on the other side, increased 
noticeably during the climb and descent legs leading to 
evident changes in the airflow patterns, vorticity magnitudes, 
and at some locations, vorticity directions, as well.
Keywords-Aircraft ventilation; Air quality; Contaminants; 
Aircraft acceleration; Airflow vorticity; Numerical simulation; CFD 
I. INTRODUCTION
Nowadays, billions of people every year prefer to use air 
travel rather than other means of transport because of the fast 
and reliable service the airliners provide. However, the 
environment inside a commercial aircraft cabin provides a fertile 
ground for deterioration of air quality and disease transmission 
among passengers if proper measures are not taken [1].  
In the past two decades, numerous studies with different 
research approaches have investigated air quality in aircraft 
cabin environments using air distribution systems as a control 
measure. These approaches range from purely experimental [2–
6] to entirely computational (numerical simulations) [7–9], or
combinations of both [10–14].
Despite this large number of airflow and air quality studies 
in aircraft cabins, and although aircraft are moving with high 
speeds and accelerations accomplishing distinct flight mission 
legs (or intervals) with different dynamic conditions, such as 
takeoff, climb, cruise, descent, and landing [15], no  study has 
considered the effect of the resulting body forces from these 
accelerations on the flow of ventilation air and contaminate 
dispersion inside aircraft cabins.  
The main objective of this work is to fill the gap in the 
literature that always considered that the passenger aircraft are 
at rest or under cruise conditions, and that the ventilation airflow, 
buoyancy effects due to the occupants-generated thermal 
plumes, and contaminants dispersion within their cabins are only 
influenced by the gravitational acceleration. Moreover, the 
effect of the accelerations induced by the body forces acting on 
a typical modern passenger aircraft (Boeing 767-300), such as 
the lift and drag, in addition to the thrust of the jet engines and 
the weight of the aircraft itself, on the air distribution and 
gaseous contaminant dispersion inside an economy cabin section 
is to be investigated through computational fluid dynamics 
(CFD) simulations using the ANSYS FLUENT software. The 
mission legs, during which the simulations are performed. are 
climb, steady level cruise, and descent. 
II. METHODS
A. Simulated cabin geometry
The aircraft cabin model used for the current study is
adopted from the literature, and more specifically the 
experimental study in [4], and the numerical simulation follow-
up work in [8]. 
The model resembles an actual size sectional economy-class 
cabin of a Boeing 767 passenger aircraft with 21 seats arranged 
in three rows (the seven abreast or 2-3-2 seat arrangement). The 
external dimensions of the cabin mockup are 4.9 m by 3.2 m by 
2.1 m (W, L, H). The cabin mockup is located at the 
International Centre for Indoor Environment and Energy, 
Technical University of Denmark, Lyngby, Denmark. The 
cabin mockup appeared for the first time in the literature in [3] 
where more details about its configuration and control systems 
can be found. Fig. 1 shows a three-dimensional view for the 
created cabin model in the current study to the exact dimensions 
using the design software DesignModeler included in the 
commercial CFD package ANSYS 17.0, and a plan view for the 
seats.  
*Address all correspondence to this author.
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B. Model and boundary conditions
The model’s boundary conditions found in [4] and [8]  were
closely followed and implemented in the numerical solver 
FLUENT for the case of 200 L s-1 supply air flow rate, which 
was the only supply air flow rate considered. SF6 gas was 
released in the cabin to mimic the injection and transport of the 
cough’s smallest size droplets (typically 1.6 to 3.0 μm), and 
which formed the largest number concentration of the injected 
droplet ensemble in the experiments. This was performed for 
the sake of model validation. Table I shows the boundary and 
inlet conditions for the current model. 
The simulation time for the transient airflow part is 350 s at 
the start of which the cough (SF6 release) was introduced for 1 
s with released air volume of 0.4 l.  Before this transient run, 
the airflow domain only was completely solved in the steady 
mode. 
TABLE I. BOUNDARY AND INLET CONDITIONS FOR THE MODEL 
Boundary/inlet Conditions Value 
Supply air temperature 24 °C 
Supply air flow rate 
200 l s-1 (corresponds to a supply 
velocity of 2.61 m s-1) 
Supply air absolute humidity 
0.92 g kg-1 (corresponds to 5% RH 
at supply air temperature) 
Cabin wall temperature  18 °C 
Heating cylinder heat release 60 W per cylinder 
SF6 (cough) injection location Seat C4 
Air velocity at injection location 10.6 m s-1 
The flow turbulence in the cabin was modeled using the 
renormalization group (RNG) k-ε model of the Reynolds-
averaged Navier-Stokes (RANS) group based on 
recommendations for similar airflow simulation cases in closed 
spaces found in the literature [16–19].  
C. Grid independence test
For defining the degree of independence of the obtained
solution (airflow velocity and time-averaged SF6 concentration) 
from the grid size changes, a grid independence test is 
conducted. In the present work, three levels of grid fineness 
(sizes) were created, namely: coarse grid (4,704,751 elements), 
medium grid (5,522,517 elements), and fine grid (7,375,800 
elements), in the order of grid element size decrease or fineness 
increase. The mesh refinement ratio (r) between each two 
consecutive grid levels was kept constant at 1.1. 
Transient simulation runs were performed for airflow and 
SF6 dispersion in the cabin on each grid level with the identical 
boundary conditions mentioned previously in section B. Fig. 2 
presents the normalized SF6 concentration time series (real-time 
concentration divided by time-averaged concentration) as they 
change with the simulation time for the three grid levels with 
respect to the experimental data (see section D). The real-time 
SF6 concentration was monitored at the breathing level of the 
occupants (1.17 m) at seats A7 and C7 (blue circles in Fig.1).  
In addition to the graphical comparison of solution on the 
three grid levels, the grid convergence index (GCI) is calculated 
to indicate the amount of asymptotic convergence that the 
solution achieves through determining the uncertainty in 
solution between two consecutive grid levels [20,21].  
In the current study, the GCI is calculated using the 
following formula: 
𝐺𝐶𝐼𝑚𝑛 =
𝐹𝑠|𝜖𝑚𝑛|
𝑟𝑝 − 1
, (1) 
where, Fs is a factor of safety recommended to be 3.0 for 
comparisons of two meshes and 1.25 for comparison of three 
meshes (such as in the current model), ϵmn is relative error 
between the two solutions obtained on two consecutive grid 
levels, and p is the order of convergence. For more information 
on the calculation procedure followed refer to [21,22].  
(a) 
(b) 
Figure 1. The computational cabin model used in the current study; (a) three-
dimensional view of the geometry built in ANSYS 17.0, and (b) plan view 
for the cabin with the cougher/injector position (red square), and the SF6 
concentration monitoring points (blue circles) 
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The GCI for SF6 concentration calculations from the coarse 
to the medium grids was 3.13%, and from the medium to the 
fine grids was 1.26% at seat A7. On the other hand, at seat C7, 
the GCI was 3.55% from the coarse to the medium grids, while 
it was equal to 1.41% between the medium and the fine grids. 
Based on these results, the fine grid level was found to exhibit 
enough grid independency of the solution, and therefore, will 
be used further. 
D. Model validation and error estimation
The experimental data used for the aircraft cabin model
validation was mainly extracted from the original study [4] 
considering the smallest particle size range (1.6-3.0 μm) to be 
compared with the SF6 (passive tracer) concentration time 
series monitored at the two seats A7 and C7 over the simulation 
time. This is based on the findings of multiple studies in 
literature that indicate that the smallest size droplets (3 microns 
in diameter and less) behave like the gaseous substances 
(especially SF6) when dispersing in the cabin space [5,10]. Fig. 
3 depicts the compared normalized concentration time series at 
seats A7 and C7 using the numerical solution obtained on the 
fine grid only. 
The error estimation in the current CFD model predictions 
for airflow velocity and concentration time series are calculated 
using a procedure which was first proposed by Steven Hanna in 
[23], and used by him and others later in multiple studies to 
express the error between the observed and predicted 
concentrations in atmospheric air quality models [24–26]. This 
procedure uses two performance measures to express the error, 
namely: the fractional mean bias (FB), and the normalized mean 
square error (NMSE), defined as follows: 
𝐹𝐵 =
2(𝐶𝑜 − 𝐶𝑝)
(𝐶𝑜 + 𝐶𝑝)
, (2) 
𝑁𝑀𝑆𝐸 =  
((𝐶𝑜 − 𝐶𝑝)2)
(𝐶𝑜 ∗ 𝐶𝑝)
,
(3) 
where, Co and Cp are the observed and predicted 
concentrations, respectively. 
Table II gives the FB and NMSE values calculated for the 
velocity magnitudes and normalized concentration time series 
between the experimental measurements and numerical 
predictions in the current study. 
From Table II, it can be remarked that both error measures 
are noticeably lower for the air velocity magnitude than for the 
normalized concentration calculations. On the other hand, the 
NMSE values for normalized concentration at seat C7 are about 
50% less than at seat A7, while FB values are almost the same 
at both seats. This shows that the shift between the observed and 
predicted concentration values is similar, but the spread of the 
predicted data with respect to the observed ones is two times 
higher at seat A7, which indicates less accurate predictions. 
The decrease in prediction accuracy from seat C7 to seat A7 
Figure 3. Comparison of the normalized concentration time series 
between the experiment and numerical simulation on the fine grid level 
(a) 
(b) 
Figure 2. Normalized SF6 concentration change with the simulation 
time on the three grid levels; (a) at seat A7, and (b) at seat C7 
568
 TABLE II. FB AND NMSE VALUES FOR THE NUMERICAL PREDICTIONS 
Air Velocity Normalized Concentration 
FB NMSE 
FB 
(Seat A7) 
NMSE 
(Seat A7) 
FB 
(Seat C7) 
NMSE 
(Seat C7) 
0.07977 0.02743 0.09705 0.96112 0.06922 0.42384 
can very well be attributed to the condition of airflow, and 
therefore that of the surrogate SF6 gas, from the emission source 
(at seat C4) to each seat. From C4 to C7 the flow is mainly 
lateral which is less susceptible to the bulk flow turbulence than 
the primarily longitudinal flow experienced from C4 to A7 (see 
Fig. 1). 
Generally, the calculated FB and NMSE figures agree well 
with the graphical presentation for the measured and calculated 
concentration time series (Fig. 3). 
E. Calculation of aircraft body acceleration components 
The aircraft vertical acceleration (av) and horizontal 
acceleration (ah) components were calculated during climb and 
descent legs using a basic approach adapted from different 
sources in aircraft dynamics literature [27] and online [28,29]. 
The calculation procedure relies on applying Newton’s 
second law (∑ ?⃗? = 𝑚?⃗?)  on two axes passing through the center 
of gravity of the aircraft; one is vertical and the other is 
horizontal. The forces in action are the lift (L) and drag (D) on 
the aircraft, in addition to the aircraft’s weight (W) and the 
thrust of the jet engines (T). More information on the 
calculation procedure followed can be found in appendices A 
and B at the end of this paper. 
III. RESULTS AND DISCUSSION
A. Effect of aircraft body forces on contaminants dispersion 
The climb and descent simulations were run for the same 
time span of the steady level flight simulations (350 s), but with 
the new acceleration components, resulting from the climb and 
descent calculations, implemented in the numerical solver. Fig. 
4 shows a comparison of the calculated concentration time 
series of SF6 during steady level flight, climb, and descent at the 
two set monitoring locations at seats A7 and C7.  
It can be clearly noticed from Fig. 4 that the tracer gas 
concentration is significantly higher (up to 250% more) during 
the climb leg than the steady level flight case for most of the 
simulation time at the two locations. Consequently, the level of 
exposure of passengers sitting at any of the two seats to the 
contaminant, which can be interpreted from the area under the 
curves, significantly increases throughout the aircraft climb 
time. This poses greater infection risks on the health and well-
being of most passengers in the cabin upon exposure to 
hazardous gaseous substances, in-cabin contaminants, or some 
infectious particulates during the aircraft climb leg that can take 
up from 20 to 30 minutes for some flights and aircraft models.  
On the other hand, the SF6 concentration time series during the 
descent leg does not noticeably differ from that for the steady 
level flight time, and the former can be seen increasing slightly 
over the latter at the beginning or near the end of the simulation 
run depending on the monitoring point location. This indicates 
that the level of passengers’ exposure to contaminants is almost 
identical between the descent and the steady level flight 
scenarios at the breathing height. However, such similarity in 
the exposure between the two cases can be altered by changing 
the contaminant injection point or direction and/or varying the 
number of concentration monitoring sites and their locations, 
such factors is beyond the scope of the current study. 
One factor that may have contributed to the considerable 
difference in the SF6 concentration time series between the 
climb and the descent legs is the difference between climb and 
descent rate of velocity change and the corresponding 
accelerations. The climb speed for most modern jet-powered 
passenger aircraft can reach up to 600 km hr-1 (324 knots) or 
more, while the full-powered descent rate is limited to around 
(a) 
(b) 
Figure 4. Comparison of the predicted SF6 concentration time series 
among steady level flight, climb, and descent scenarios; (a) at seat A7, 
and (b) at seat C7 
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250 km hr-1 (135 knots) only to ensure passengers’ comfort. 
This large difference in aircraft speed between the two mission 
legs yield dissimilar aircraft accelerations, and therefore, 
distinct effect of the generated body forces on the contaminants 
dispersion rates and patterns inside the cabin. 
Another factor in play is the difference between the climb 
and the descent (inclination) angles. During the take-off and 
climb legs, most jet-powered passenger aircraft adopt an 
inclination angle from 15° to 20°, such an angle is much steeper 
than the small descent angle restricted mostly to 3° to perform 
comfortable descents. As much as the rise in aircraft speed, the 
increase of the climb angle over the descent angle very well 
contribute in enhancing the dispersion rate of contaminants and 
changing their distribution contours within the cabin. This is 
because changing the flight path angles significantly alters the 
values of body force components acting on the aircraft in 
motion and the contained air on the vertical and horizontal lines, 
and therefore, the aircraft acceleration components in each of 
those two directions.    
B. Effect of aircraft body forces on airflow patterns and 
vorticity 
In addition to the effect the body forces have on the 
contaminant dispersion inside the cabin, they also affect the 
airflow velocity and patterns, which can be quantified using 
vorticities. 
Airflow velocity magnitudes in all directions inside the 
cabin were in general greater during climb and descent than that 
throughout steady level flight. The monitored airflow velocity 
magnitudes for the simulated flight time increased anywhere 
between 1% and 45% during climb and between 6% and 42% 
during descent with respect to the steady level flight air velocity 
magnitudes. On the other hand, the air velocity components (Vx, 
Vy, and Vz) exhibited different values of increase and decrease 
between climb and steady flight, and descent and steady flight, 
with no fixed trend.  
The increase in airflow velocity magnitudes throughout the 
climb and descent legs changed the airflow patterns in the cabin 
to some degree. One form of this change is the increased air 
boundary-layer thickness adjacent to the cabin walls due to the 
tendency of the air to separate from the walls as it moves 
downward during climb and descent. In other words, the 
increased downward airflow velocities (0.9 m s-1 for climb and 
0.8 m s-1 for descent compared to 0.65 m s-1 during the steady 
level flight) led to reduce the airflow attachment to the walls. 
Consequently, the strongest downward flow separation 
(thickest airflow boundary-layer) is noticed during climb.     
Another effect the airflow velocity changes have on airflow 
patterns is the alteration of the vorticity magnitude and direction 
in the cabin. For rotational (non-zero vorticity) flows, such as 
the highly turbulent airflow in the cabin space, the vorticity 
vector (?⃗⃗?) is defined as the curl of the velocity as follows: 
?⃗⃗? = ∇ × ?⃗⃗? = 𝜔𝑥𝑖̂ + 𝜔𝑦𝑗̂ + 𝜔𝑧?̂?, (4) 
Fig. 5 shows an example of the airflow vorticity on the x-y 
plane set at the middle of the cabin. From the figure, it can be 
clearly seen that the airflow vorticity is used to approximate 
circulation on the full planes, such as x-y, x-z, and z-y (not 
shown in the figure, but corresponding to ωz , ωy , and ωx , 
respectively), and also at the four side corners of each plane, 
namely: the upper-left, upper-right, lower-left, and lower-right 
corners. This was made possible by calculating the average 
airflow velocities on separate line segments located at the top, 
bottom, right, left, and the center (horizontally and vertically) 
of each of the mentioned planes. Afterwards, the difference in 
magnitude between each pair of those velocities, and the 
distances between each two parallel lines on which they were 
calculated, are used to yield the vorticity vector components as 
follows:  
𝜔𝑥 =
∆𝑣𝑧
∆𝑦
−
∆𝑣𝑦
∆𝑧
(5a) 
𝜔𝑦 =
∆𝑣𝑥
∆𝑧
−
∆𝑣𝑧
∆𝑥
(5b) 
𝜔𝑧 =
∆𝑣𝑦
∆𝑥
−
∆𝑣𝑥
∆𝑦
(5c) 
Table III presents the calculated vorticity vector magnitudes 
and components on the full planes and the four side corners of 
each during the steady level flight, climb, and descent legs, and 
also, the percentage change of those values when each of the 
climb and descent legs is compared to the steady level flight 
case.  
Studying Table III, it can be noticed that the vorticity vector 
magnitudes during climb and descent are always greater than 
those during steady level flight either on the full plane or any of
Figure 5. Example of the followed notation for estimating the z-component 
airflow vorticity (𝜔𝑧) on the full x-y plane and its four side corners 
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TABLE III. AIRFLOW  VORTICITY VALUES AND CHANGES BETWEEN STEADY LEVEL FLIGHT, CLIMB AND DESCENT LEGS 
Plane/side corner Flight Leg 
Vorticitya 
Magnitude 
Vorticity Componentsb Change in Vorticity During Climb/Descentc (%) 
𝝎𝒙 𝝎𝒚 𝝎𝒛
Vorticity 
Magnitude 
𝝎𝒙 𝝎𝒚 𝝎𝒛
Full Plane 
Steady Flight 0.009 -0.004 -0.0065 0.0046 ̶ ̶ ̶ ̶ 
Climb 0.014 -0.01 -0.0105 0.002 63.98 158.1 62.05 -64.64 
Descent 0.023 0.012 -0.019 0.0043 163.6 221.1
d 197.7 -6.45 
Lower-right Corner 
Steady Flight 0.168 0.028 -0.023 0.164 ̶ ̶ ̶ ̶ 
Climb 0.196 -0.033 -0.015 0.193 16.85 19.64
d -34.13 17.59 
Descent 0.194 0.072 -0.028 0.178 15.49 161.3 17.71 8.53 
Lower-left Corner 
Steady Flight 0.141 0.023 -0.007 -0.139 ̶ ̶ ̶ ̶ 
Climb 0.200 0.079 -0.024 -0.182 42.07 249.2 243.9 31.12 
Descent 0.154 -0.021 -0.002 -0.152 9.050 -9.83
d -70.06 9.64 
Upper-right corner 
Steady Flight 0.151 -0.030 -0.006 0.148 ̶ ̶ ̶ ̶ 
Climb 0.210 -0.099 0.003 0.185 39.28 226.6 -57.81
d 25.42 
Descent 0.170 0.045 -0.036 0.160 13.01 47.49
d 498.3 8.64 
Upper-left corner 
Steady Flight 0.159 -0.035 0.0105 -0.155 ̶ ̶ ̶ ̶ 
Climb 0.190 0.013 -0.006 -0.189 19.33 -61.66
d -47.39d 22.25 
Descent 0.177 -0.048 -0.0109 -0.169 10.82 35.94 3.99
d 9.41 
a. The unit for vorticity magnitude and components is s-1
b. (+) is in clockwise direction and (-) is in counterclockwise direction
c. (+) indicates an increase and (-) indicates a decrease from steady flight
d. Accompanied with a change in the direction of rotation 
the four corners. This rise is mainly caused by the increased 
airflow velocity gradients everywhere in the cabin during 
climb and descent. This indicates stronger circulation of air 
in the cabin for each zone identified. Between climb and 
descent, the former has higher vorticity magnitudes at the 
corners, while this was not the case on the full plane only, 
where circulation patterns on each corner cancel each other 
out on the full plane. The greatest increase in vorticity 
magnitude, taking the steady level flight case as a reference, 
is seen on the full plane during descent with around 164% of 
increase. This was followed by the climb on the full plane, as 
well, with 64% increase, while, for the corners, the amounts 
of increase were relatively close in value and in the favor of 
climb, as previously mentioned. 
On the other hand, the vorticity vector components 
exhibited both increases and decreases during climb and 
descent, with respect to the steady level flight case, with 
increases occurring slightly more frequently. However, those 
increases are not exclusive to one flight leg, and occur almost 
equally between climb and descent. One unique characteristic 
of vorticity components is that they can show the change in 
the vorticity direction between steady flight and climb, and 
steady flight and descent, in addition to the increase or 
decrease in magnitude. This is shown by a change in the sign 
of the vorticity component from positive (clockwise 
direction) to negative (counterclockwise direction), and vice 
versa. Those cases are also clearly demonstrated in Table 3 
tagged by the footnote (d) to show that a change in the 
direction of airflow rotation occurs even if the vorticity 
intensity (magnitude) increases or decreases. 
IV. CONCLUSIONS
In this study, numerical simulations for the effect of body 
forces due to aircraft acceleration on the airflow and 
contaminant dispersion in a model for a passenger aircraft 
cabin are performed. The steady level flight leg which takes 
most of the flight time is taken as the reference case, to which 
the contaminant concentration and airflow changes during the 
climb and descent flight legs are compared. 
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It was noticed that the concentration of the contaminant 
surrogate (SF6) at the two set monitoring locations, and 
therefore the passengers’ exposure, increased substantially 
during the climb leg from the steady level flight. However, 
this was not the case during the descent leg, throughout which 
the SF6 concentration did not considerably differ from that 
during the steady level flight time. 
Airflow velocity magnitudes, on the other hand, increased 
everywhere in the simulated cabin during climb and descent 
from the steady flight case. But, this was not the case for the 
airflow velocity components (Vx, Vy, and Vz) which showed 
different levels of increase and decrease with no fixed trend.  
The change in airflow velocities had a significant effect 
on the airflow patterns and vorticity (approximation for 
circulation) in the cabin. Downward airflow coming from 
supply slots was less attached to the cabin walls during climb 
and descent than through the steady flight time. Additionally, 
airflow vorticity magnitudes always exhibited an increasing 
trend when the steady flight case was changed to either the 
climb or descent scenario, indicating greater air circulation in 
the cabin. This increasing trend, however, was not followed 
by the vorticity components on the full plane and its corners 
in each direction which showed various percentages of 
increase and decrease, and also displayed changes in the 
vorticity direction from steady flight to either climb or 
descent.  
The findings indicate the potent effect the body forces 
have on the airflow behavior and contaminate dispersion 
inside the cabins of passenger aircraft and calls for more 
research attention to this topic to unveil some ventilation 
design remedies to the negative effects this may have on the 
health of aircraft occupants.     
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APPENDIX (A): PROCEDURE FOR DETERMINING THE 
AIRCRAFT ACCELERATION COMPONENTS DURING CLIMB 
Newton’s second law is applied on the vertical and horizontal 
axes shown in the above figure,  
∑ ?⃗? = 𝑚?⃗? (1) 
On the vertical axis: 
T sin θ − D sin θ + L cos θ − W = mav⃗⃗ ⃗⃗ , (2) 
and, on the horizontal axis: 
T cos θ − D cos θ + L sin θ = mah⃗⃗⃗⃗⃗, (3)
where av⃗⃗ ⃗⃗  and ah⃗⃗⃗⃗⃗ are the vertical and horizontal acceleration
components, respectively. 
The unknowns (T, θ , D, L, m) are estimated based on 
industrial specifications and dimensions for the Boeing 767-
300 aircraft. 
T = 462.6 KN (for a twin-jet engine) 
𝛉 = 20°  
m = 159,210 kg (max. takeoff weight) 
W = 𝒎𝒈 
D = CD ∗ 0.5ρV
2A, (4) 
L = CL ∗ 0.5ρV
2A, (5) 
where CD  and CL  are the drag and lift coefficients,
respectively, 𝜌 is the air density, 𝑉 is the aircraft velocity 
(taken as 155 m s-1), and 𝐴 is the reference (wing) area. 
CD = CD0 + kCL
2 (6) 
where 𝐶𝐷0  is the part of drag coefficient due to friction and
pressure on the aircraft body, and 𝑘 is a constant that 
incorporates the other part of the drag coefficient due to lift 
(lift induced drag). 
𝐂𝐃  = 0.06 (approximation for the majority of aircraft
aerofoils) 
k =
1
π AR e
(7) 
where 𝑒 is a constant equal to 0.85 for twin engine wide-body 
aircraft, and 𝐴𝑅 is the wing aspect ratio which is determined 
from: 
AR =
(wing span)2
wing area
=
(47.57)2
283.3
= 7.987 (8) 
These yield 𝐤 = 𝟎. 𝟎𝟒𝟔𝟖𝟖
Taking CD0 = 0.017  for twin engine wide-body, and
substituting in equation 6, yields 𝐂𝐋 = 𝟎. 𝟗𝟔
Substituting in equations 4 and 5, and assuming the density 
of air to be 1.2 kg m-3 (aircraft still close to sea level), the drag 
and lift forces on the aircraft during climb are determined to 
be: 
𝐃 = 𝟐𝟐𝟗. 𝟒𝟕𝟑 𝐊𝐍, 
and 
𝐋 = 𝟑𝟔𝟕𝟏. 𝟓𝟔𝟖 𝐊𝐍. 
Substituting in equations 2 and 3 yields the vertical and 
horizontal components of the aircraft acceleration, 
respectively: 
𝐚𝐯⃗⃗⃗⃗⃗ = 𝟏𝟑. 𝟕𝟗 𝐦𝐬
−𝟐 = −𝟏. 𝟒 𝒈,⃗⃗⃗⃗
and 
𝐚𝐡⃗⃗⃗⃗⃗ = −𝟕. 𝟏𝟒 𝐦𝐬
−𝟐 = 𝟎. 𝟕𝟑 𝒈.⃗⃗⃗⃗
Lastly, the absolute acceleration components got are 
expressed in the form of relative acceleration components on 
the air inside the aircraft cabin before being implemented in 
Fluent. This is attained by reversing the sign of each 
acceleration component and superimposing it on any 
acceleration(s) that may exist in the same direction (e.g. 
gravity). This yield the relative acceleration components as 
follows: 
𝐚𝐲⃗⃗⃗⃗⃗ = (−𝟏𝟑. 𝟕𝟗 − 𝟗. 𝟖𝟏) = −𝟐𝟑. 𝟔 𝐦𝐬
−𝟐 = 𝟐. 𝟒 ?⃗⃗⃗?,
(or 23.6 ms-2 acting downwards) 
and 
𝐚𝐳⃗⃗ ⃗⃗ = 𝟕. 𝟏𝟒 𝐦𝐬
−𝟐 = −𝟎. 𝟕𝟑 𝒈.⃗⃗⃗⃗
(or 7.14 ms-2 acting toward the tail of the aircraft) 
Figure 6. Forces on a passenger aircraft during climb with the two axes (horizontal 
and vertical) set for the calculation of acceleration components 
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APPENDIX (B): PROCEDURE FOR DETERMINING THE 
AIRCRAFT ACCELERATION COMPONENTS DURING DESCENT 
For descent, the same procedure and parameters for climb 
apply, but the aircraft velocity (V), descent angle (θ), and the 
density of air (⍴), at the chosen descent elevation (10000 ft. 
or 3050 m), are adjusted to the new case. 
V = 70 m s-1 (full-powered descent) 
𝛉 = 3°  
𝜌 = 0.9 kg m-3
With the aircraft tilted downward, equations 2 and 3 in 
Appendix (A) are changed to: 
On the vertical axis: 
L cos θ + D sin θ − T sin θ − W = mav⃗⃗ ⃗⃗ , (9) 
and, on the horizontal axis: 
L sin θ + T cos θ − D cos θ = mah.⃗⃗⃗⃗⃗⃗ (10) 
Substituting in equations 4 and 5 of Appendix (A) with the 
new velocity and air density, and using the same values for 
CD and CL, yields:
𝐃 = 𝟑𝟕. 𝟒𝟖𝟏 𝐊𝐍, 
and 
𝐋 = 𝟓𝟗𝟗. 𝟔𝟗 𝐊𝐍. 
Substituting the D and L values got (keeping T and m the 
same) in equations 2 and 3 of Appendix (A) yields the vertical 
and horizontal components of aircraft acceleration during 
descent, respectively: 
𝐚𝐯⃗⃗⃗⃗⃗ = −𝟔. 𝟏𝟖𝟖𝟑 𝐦𝐬
−𝟐 = 𝟎. 𝟔𝟑 𝒈,⃗⃗⃗⃗
and 
𝐚𝐡⃗⃗⃗⃗⃗ = 𝟐. 𝟖𝟔 𝐦𝐬
−𝟐 = −𝟎. 𝟐𝟗?⃗⃗⃗?.
Finally, the relative acceleration components are calculated 
for the descent leg using the same approach previously 
followed for the climb leg:   
𝐚𝐲⃗⃗⃗⃗⃗ = (𝟔. 𝟏𝟖𝟖𝟑 − 𝟗. 𝟖𝟏) = −𝟑. 𝟔𝟐𝟐 𝐦𝐬
−𝟐 = 𝟎. 𝟑𝟕 ?⃗⃗⃗?,
(or 3.622 ms-2 acting downwards) 
and 
𝐚𝐳⃗⃗ ⃗⃗ = −𝟐. 𝟖𝟔 𝐦𝐬
−𝟐 = 𝟎. 𝟐𝟗 𝒈.⃗⃗⃗⃗
(or 2.86 ms-2 acting toward the head of the aircraft) 
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Abstract—In order to detect natural gas pipeline leaks, ethane 
in the natural gas must be discriminated from background 
methane emissions. Our gas detection apparatus is well-suited 
for this application due to its flexibility and low cost. We 
present a comparison of machine learning models for 
quantitative estimation of concentrations of both methane and 
ethane in a target gas sample, using a response over time from 
a single sensor in our apparatus. We also demonstrate that the 
use of synthetic data is very effective for training a model to 
discriminate between methane and ethane.  
Keywords-machine learning; gas detection; microfluidic; 
diffusion simulation;  pipeline leak detection 
I.  INTRODUCTION 
Natural gas pipeline leak detection can be broadly 
categorized into “internal” and “external” methods, depending 
on whether the detector resides inside or outside the pipeline. 
Internal methods include acoustic measurement, pressure/flow 
monitoring, and statistical analysis. These methods also often 
make use of one of several mathematical modeling options to 
predict when a leak has occurred. External methods are more 
hardware-based, relying on, for example, acoustic, optical, soil 
monitoring, or vapor sampling sensors [1]. These hardware 
solutions can either be permanently installed in a fixed 
location, or used in conjunction with a mobile monitoring 
apparatus, such as a handheld detector or even a drone. We 
present here the application of a small, cost-effective, and 
highly flexible gas sensing apparatus that can be used in either 
permanent or mobile applications.  
Leak detection requires differentiation between methane 
and ethane, since natural gas will typically contain ~5% ethane 
and must be detected in the presence of background methane 
emission from, for example, nearby agriculture. However, the 
difference between the sensor’s response to methane and 
ethane may not be immediately clear. We employ machine 
learning techniques to discover patterns that will enable this 
discrimination. To offset the requirements of some algorithms 
that a large dataset be provided, we also test the performance 
of our estimation models using synthetic data. Using 
simulations, we will be able to generate predictions of the 
sensor’s responses to wide ranges of concentration, 
temperature, pressure and humidity. All of this can be used to 
train the pattern recognition system to be able to take into 
account the effect of these parameters and give more accurate 
results. 
II. SENSING APPARATUS AND DATA COLLECTION
The sensing apparatus consists of a Figaro 2610 metal 
oxide semiconducting gas sensor embedded in a 3D-printed 
microchannel, which is coated with chromium, gold, and 
parylene-C to increase selectivity. Full fabrication details are 
given in [4]. This apparatus is quite flexible, and target gases 
can be altered simply by changing which MOS sensor is 
included. This is made easier by the fact that Figaro 
manufactures sensors with similar dimensions, but for a 
variety of target gases. Parallel work in our lab has 
demonstrated the suitability of this apparatus for nuisance 
sewer gas detection [2], wine identification [3], and breath 
analysis. Its small size enables it to be used for both stationary 
and mobile applications, which is extremely beneficial in the 
context of pipeline leak detection, where both types of devices 
may be needed, depending on the individual situation. Figure 
1 displays a model of the microchannel sensing apparatus.  
Figure 1. Gas sensing apparatus. Figure from [4] 
Our dataset consists of time-series curves from our sensing 
apparatus in response to a variety of target gas concentrations. 
These targets are created through the use of a mass flow 
controller, and contain known concentrations of methane or 
ethane. We have not yet collected enough data with mixtures 
of both gases to make meaningful predictions, but this is the 
focus of ongoing work, primarily on using simulations to 
create synthetic mixture data to alleviate the time required to 
perform manual tests. Therefore, in the current work, the goal 
of the model is to not only determine which gas it has been 
exposed to, but also to estimate the concentration of that gas.  
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The time-series curves are generated by exposing the 
sensor to the target gas for 40 seconds, then allowing the 
sensor to recover by placing it in fresh air for 150 seconds. An 
example curve is shown in Figure 2. The exposure and 
recovery phases are clearly distinguishable. Some of the 
curves’ features are also shown, which will be discussed in 
Section IV-A. 
Figure 2. Comparison of responses to 1000ppm methane and 1000ppm ethane, 
with features #3 and #5 shown 
III. SIMULATION METHODOLOGY
One of the main challenges of developing microfluidic-
based gas detectors is calibration of the sensor, based on wide 
ranges of different parameters such as changes in the mixture 
concentration, temperature, pressure and humidity. This 
requires a vast number of experiments to generate enough data 
to be able to take into account the effect of each parameter 
accurately. Simulation of the gas sensor can help solve this 
problem as it reduces the number of experiments needed for 
calibrating the sensor, saves time, reduces human and 
instrument errors, and removes many limitations. 
In the current study diffusion of a target gas inside the 
sensor’s 3D printed micro-fluidic channel is studied. The 
simulation is done in a three dimensional model and the effect 
of gas adsorption to the channel walls is also applied to the 
simulation results. 
This methodology does not take into account the individual 
differences between each sensor. To use the simulation data to 
train a model used to estimate real data, the simulations need 
to be tailored to account for the fact that the real sensor does 
not exactly match the theoretical model. However, we present 
here a proof of concept that synthetic data is well-suited to 
training a discriminative model such as those discussed in 
Section IV-B and IV-C. Such a calibration procedure that 
would allow the model to be trained on synthetic data and 
tested on real data is the focus of ongoing work. 
The synthetic dataset was generated by simulating a target 
gas with concentrations from 100ppm to 1000ppm in 
increments of 100ppm, with five repeats for each. To make 
our predictions more robust to day-to-day variations in the 
sensor, and to make our data more realistic, we introduce some 
randomness in the simulations. The actual simulated target 
concentrations were sampled from Gaussian distributions with 
means equal to the ideal target concentrations, and standard 
deviations of 10ppm. Since this randomness is unknown to us 
in a real situation, the estimation targets for these tests are kept 
as the ideal targets i.e. 100ppm, 200ppm, etc. The simulated 
curves for different concentrations of methane are shown in 
Figure 3. 
Figure 3. Simulation results for methane, with actual concentrations sampled 
from a Gaussian centered on the ideal concentration 
A. Diffusion model 
As in this study, diffusion of a mixture of gas into another 
is the governing transport phenomena. For this, the Maxwell-
Stefan equation, which is an accurate model for 
multicomponent diffusion for low density gases, is chosen: 
    ∑
    
(       ) 
 
   
            
(1) 
where xi is the mole fraction, Ni the flux, C the total 
concentration and Dij the diffusion coefficient of component i 
in component j. It worth mentioning that, in a binary system, 
the well-known Fick’s law can also be used to simplify the 
model. [5] 
B. Surface adsorption model 
As the gas diffuses inside the micro-fluidic channel, some 
of the molecules adsorb to or desorb from the channel walls 
which affects the transport phenomena rate. In this simulation 
the adsorption is taken into account using the Langmuir 
adsorption model, which considers the phenomena an 
equilibrium reaction and provides the adsorption and 
desorption rate as: 
         [ ] (2) 
     [   ] (3) 
Where kad and kd are the adsorption (forward) and 
desorption (backward) reaction rates, pA partial pressure of A, 
[S] empty sites concentration and [Aad] is the concentration of 
compound A molecules adsorbed on the surface. [6] 
C. Model assumptions and boundary conditions 
In this model we assume that there is no flow, and the 
diffusion is the governing transport phenomena. Also, there is 
no diffusion of gas molecules to the bulk of channel walls and 
the adsorption is occurring only on surface. The simulation 
model is shown in Figure 4. 
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As the experimental test consists of two steps, exposure 
and recovery, the simulation is also designed in two different 
steps which have different initial and boundary conditions. In 
the exposure phase, there is no target gas inside the channel 
and it is filled with air. At time=0s the sample concentration is 
introduced as the boundary condition at the opening of the 
channel and during this step the diffusion happens for 40s, at 
which point the recovery phase starts. The initial concentration 
is derived from the last time point of the previous step and the 
boundary condition will be set to zero concentration of the 
target gas. 
It is worth mentioning that many other model assumptions 
are inherited from the diffusion and the surface adsorption 
models which can be found in the previously mentioned 
references. 
Figure 4. Diffusion simulation model 
IV. CONCENTRATION ESTIMATION
In this work, we evaluate the performance of both feature-
based and feature-less classifiers. In the case of a feature-
based model, the input to the classifier is a set of pre-designed 
features that are extracted from each of the time-series curves. 
In other words, the input is a set of training vectors    
        , where n is the number of samples in the 
training dataset, and d is the number of features extracted from 
each sample. For the feature-less models, the input is simply 
the raw data, so the training vectors are      
       , 
where t  is the length of each time-series sample. In both cases, 
the targets y are the known concentrations of both methane 
and ethane:      
       . Feature-based methods have 
found extensive use with electronic noses, and a considerable 
effort has been made in past decades to design features that 
will produce good classification results [1]. However, it is 
desirable to use a classifier that does not require the hand-
designing of such features. For this reason, we investigate the 
performance of a recurrent neural network, which can take the 
raw sensor data as input, without the need for any feature 
design.  
Preliminary hyperparameter selection for each model 
(including model depth, width, and regularization parameters) 
was done using a common held-out test set consisting of 5% 
of the total data. Once hyperparameters were identified that 
maximized performance on the test set, the final performance 
of the model was evaluated by predicting the methane and 
ethane concentrations for each sample, using a leave-one-out 
method. Leave-one-out can be considered a special case of k-
fold validation with k = n, where n is the total number of 
samples. This means that n models were trained, with one 
sample excluded from each, giving the best possible prediction 
for each sample. The leave-one-out method becomes 
impractical for even moderately-sized datasets, for which 
standard k-fold validation should be used instead, with k 
chosen such that the held-out test data in each case would be 
about 5% of the total dataset.  
A. Feature extraction 
In order to get an idea of which features will discriminate 
well between methane and ethane, we examine the comparison 
of the sensor’s response to 1000ppm of each gas in Figure 2. 
The significant difference in speed of response, especially 
between 20 and 50 seconds, suggests that features such as the 
time at which the signal reaches 50% of its peak value might 
be useful. Along with good discrimination between gases, it is 
also important for the magnitudes of predicted concentrations 
to be accurate. For this reason, features such as the peak value 
and the area under the curve will also be useful because these 
features relate directly to the magnitude of the target gas 
concentration. Table 1 provides a full description of the 
features used. 
Once the features have been extracted, they must be 
processed to ensure that the models can learn properly from 
them. This processing is to make the distributions of each of 
the features have a mean of zero, and a standard deviation of 
one. This is done so that one feature with a much larger 
magnitude than the others does not completely dwarf the 
contributions of the rest. 
Table 1. Extracted features used for feature-based classifiers 
Feature 
Number 
Feature Description 
1 Peak value 
2 Area under the curve 
3 Time to 50% of peak value 
(exposure phase) 
4 Time to 75% of peak value 
(exposure phase) 
5 Time to 50% of peak value 
(recovery phase) 
6 Time to 75% of peak value 
(recovery phase) 
B. Feature-based models 
Many machine learning models perform poorly with time-
series data if the entire time-series is naively given to the 
model to use as training/testing data, due to their difficulty in 
learning temporal relationships. Multi-layer perceptrons 
(MLPs) and support vector machines (SVMs) are two such 
models. Therefore, we evaluate the performance of these 
model using extracted features. 
A multilayer perceptron is a type of feed-forward neural 
network consisting of at least three layers, all but the first of 
which apply a nonlinear transform to a weighted sum of the 
previous layer’s activations. The first layer is called the input 
layer, and it is where the features are input. The last layer is 
called the output layer, and it is where the network’s 
predictions appear. Any layers in between these two are called 
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hidden layers. Since a nonlinear transform is applied at every 
layer, the addition of more hidden layers means that the 
network can learn more complex functions [7]. The activation 
z of layer j is given by: 
              (4)
where zj is the activation vector of the previous layer, bj is the 
bias vector for layer j, Wij is the weight matrix between layers i 
and j, and σ is a nonlinear transform function, usually either 
the logistic sigmoid or the hyperbolic tangent function. 
MLPs are supervised models, meaning that for the network 
to predict the correct output values, it must be allowed to learn 
on a training dataset for which the correct outputs are already 
known. The goal of this learning is for the network’s 
predictions to be as close to the true outputs as possible. This 
is accomplished by altering the network’s weights and biases 
(Wij and bj for each layer) through a process known as 
backpropagation. It involves updating the weights and biases 
along a gradient that maximally decreases the error. The 
weights and biases are updated according to: 
           
  
   
(5) 
         
  
  
(6) 
where δ is a constant called the learning rate, and ε is the error 
function, such as the mean-squared loss function. The learning 
rate controls how large the weight and bias updates are. If it is 
too small, the network will train slowly, but if it is too large, 
the algorithm may not converge. 
In our case, the network must have five input units, and 
two output units, since we are using five features to predict 
two concentrations. Preliminary testing indicates that three 
hidden layers with 50 units each performed best on our data.  
A support vector machine is a binary classification model 
that can construct a very complex classification surface 
through the use of a kernel function. They are based around 
the idea of achieving the maximum margin separation between 
classes. They achieve non-linear classification by mapping the 
inputs into a higher-dimensional space, where linear 
classification may be able to be accomplished. This idea can 
also be extended to regression analysis by fitting a regression 
hyperplane to the training cases. This allows for a highly non-
linear regression surface. In our case, we actually have to fit 
two SVMs, one for each concentration target, since the 
standard SVM is applicable only to single targets [11]. 
C. Feature-less models 
Recurrent neural networks (RNNs) differ from traditional 
neural networks in the fact that they incorporate memory. 
Each new data point in a time-series that is given to an RNN 
will produce not only an output, but also an update to the 
network’s internal memory state. At each time step, the 
network’s hidden units see not only the input data, but also the 
memory state. Using the training data, the network will learn 
how best to use this memory state throughout the duration of a 
single time series data vector [8]. A simple recurrent neural 
network is shown in Figure 5. 
Figure 5. Simple recurrent neural network, with connections from the hidden 
units back to themselves. Figure from [8] 
The hidden layer outputs for an RNN are similar to those 
of an MLP, except that the outputs are now indexed by time 
due to the fact that the output changes for every time point in 
each series. Also, there is an extra term in the expression, 
since the hidden layer’s output at the previous time point 
influences the output at the current point:    
                        . (7) 
In the above equation, Wh represents the weight matrix 
from the previous hidden activation to the current hidden 
activation. 
V. RESULTS 
A. Real data prediction 
As mentioned in Section IV, we are using a leave-one-out 
validation method for determining the quality of our models. 
Our quality metric is the mean-squared prediction error over 
our entire dataset. The error ε is given by: 
   ∑∑              
 
 
  
 
   
      (8) 
where yij refers to the j
th concentration target for the ith data
sample, ypred,ij is the network’s prediction of yij, n is the number 
of samples, and d is the number of concentration targets per 
sample. In our case, d is equal to two, since we are predicting 
methane and ethane. The error rates for the real data are 
presented in Table 2. 
Table 2. Mean-squared error comparison for the models studied 
Model Mean-squared 
Error 
Mean Error 
(ppm) 
MLP 1,845 43.0 
SVM 3,079 55.5 
RNN (1 layer) 22,781 150.9 
RNN (4 layers) 8,276 91.0 
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While the RNN requires less effort in feature engineering, 
it did not perform as well as the more traditional feature-based 
models. This can be attributed to the fact that the RNN’s 
performance increases significantly with a deep model (four 
layers vs one), and deep models tend to require much more 
training data than shallow models [9]. This makes the 
possibility of using synthetic data particularly attractive. 
B. Synthetic data prediction 
For the tests with synthetic data, there was no additional 
model parameter tuning; the same values were used on both 
the real and synthetic datasets. However, since we have 100 
simulated examples, k-fold validation with k=20 was used 
instead of the leave-one-out method. This significantly 
reduced the training time. The error rates for the synthetic 
dataset are presented in Table 3. 
Table 3. Mean-squared error rates for the sythetic dataset 
Model Mean-squared 
Error 
Mean Error 
(ppm) 
MLP 74 8.6 
SVM 288 17.0 
RNN (1 layer) 4,120 64.2 
RNN (4 layers) 6,025 77.6 
As predicted, all of the models saw an improvement when 
using the synthetic dataset instead of the real data. This is 
likely due to the fact that the synthetic data is cleaner and 
contains less variance than the real data. In future tests, the 
randomness added to the synthetic data should be increased to 
match the distribution of the real data. 
The deep RNN did not see as much of an improvement as 
the other models, which might mean that it requires additional 
training time since more data samples were used. 
VI. CONCLUSION
Even though the RNNs failed to outperform the feature-based 
methods, the overall results show that the quantification of 
methane and ethane with a single MOS sensor is very feasible, 
even when the identity of the target gas is unknown. Once a 
large volume of simulation data has been accumulated, the 
application of the models described in this work, along with 
the integration of our sensing apparatus with a stationary or 
mobile platform will be viable, low cost, and non-invasive 
method of detecting natural gas pipeline leaks. 
VII. FUTURE WORK
The estimation results presented here have been limited to 
the discrimination between two different gases, and 
concentration estimation of the target gas. Future work will 
include extension to estimating the concentration of both 
methane and ethane in an arbitrary mixture. To accomplish 
this, we anticipate the need for more information than a single 
time-series. For example, multiple different sensors can be 
used with one microchannel, and ideally one of them would be 
more sensitive to either methane or ethane than the other. 
Electronic noses typically do contain more than one type of 
sensor, but since methane and ethane are so similar, the 
approach of adding different types of sensors will not likely 
make a big improvement. The more promising approach is to 
use multiple identical sensors, each with a microchannel of a 
different length. This will accentuate the differences in 
diffusion between the two gases, rather than the difference in 
how they affect the sensor. 
Future work will also include the extension of the 
algorithms described here to other projects in our lab, as 
described above [2][3]. In addition, we will be investigating a 
variant of the RNN called the long short-term memory 
(LSTM) network, which tends to learn longer-term 
dependencies better than regular RNNs [10]. 
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Abstract— Metal powder properties in Selective Laser Melting 
(SLM) is among one of the most important factors when 
implementing new alloy developments for the equipment. In 
fact, not all commercially available metal powder alloys are 
ready to be implemented without a comprehensive set of tests. 
Besides the powder properties, we have a large number of 
building and environmental parameters that demands 
extensively research prior implementation. Although selected 
alloys are commercially available and documented to be used 
in SLM, including Ti6Al4V, SS316L and In718, the majority 
of it still not ready to be utilized in this system. The focus of 
this study is to use a thermal model in order to predict the 
thermal distribution of the process regarding different aspects 
of the powder properties, especially the thermal conductivity, 
when different powder packing densities and diameters are 
used. A Stainless Steel 304L will be utilized in this work, since 
it is not yet available to be commercially used. The main goal 
is to show the capabilities of the Finite Element Method in the 
pre-definition of optimal parameters for the process using a new 
alloy development. Our findings can be used as a pre-evaluation 
guideline when printing SS304L, since the comparison with 
similar experimental work in the field showed significant 
resemblance and outcomes. The temperature distributions show 
that the packing density has greater sensibility on the final 
temperature distributions, compared to the powder diameter 
variance. Two different power inputs are compiled and the 
temperature outcomes demonstrate that a power input of 100 
Watts is recommended to use when printing SS304L, rather 
than 400 Watts that brings high temperature into the powder 
bed. 
Keywords-component; Additive Manufacturing Modeling, 
Selective Laser Melting, Powder Compaction, Effective Thermal 
Conductivity, Finite Element Method 
I.  INTRODUCTION
Selective Laser Melting (SLM) is an Additive 
Manufacturing process that utilize metal powder in order to 
build full dense parts in a layer fashion. Currently, the 
technology is commercially distributed by few manufacturers 
around the world, with a selection of alloys available, including 
Titanium, Stainless Steel, Aluminum, Cobalt-Chrome and 
Nickel-based alloys [1][2]. 
The fact that SLM uses a lower space, entitled bed, which is 
filled with fine metal powder, resulted in the association of this 
process with the Powder Bed Fusion (PBF) classification. 
Among them are Direct Laser Melting Sintering (DLMS), 
Electron Beam Melting (EBM) and Selective Laser Sintering 
(SLS). It is important to emphasize that all these processes were 
developed by different entities and timelines, and although some 
similarities, they have quite different set of parameters and mode 
of operations [3]. 
The main objective of this study is to demonstrate the high 
capability of FEM in this field, utilizing for that a low 
computational cost thermal model able to predict the 
temperature distributions when scanning a single layer and track 
of the powder bed. Some of the aspects of discrete method will 
be implemented, however only in the thermal conductivity 
implementation method. We start with the laser power input 
modeling, by using double-ellipsoidal as the heat flux input into 
the FEM model. Next the material is modeled, considering the 
state (solid, liquid, powder) and the temperature effects. Special 
attention is devoted to the thermal conductivity of the powder 
and for that a special effective thermal conductivity formulation 
is used to determine the variance in all conditions (packing 
density and powder diameter). Important devotion is given to the 
phase change and emissivity of powder as well. Finally, the 
model is built and compiled, leading to the results and analysis 
sessions. The powder diameter and the packing density are the 
main focuses here, in order to determine the impact on the 
temperature profile during two set of power input sources.  
II. EFFECTIVE THERMAL CONDUCTIVITY OF POWDER BED
The contact of two adjacent spherical particles is essential 
when calculating the thermal conductivity, since the major heat 
exchange is done through conduction [4]. The respectively 
radius of contact is calculated by the Hertz theory applied for 
contact interaction of solid bodies [5]. This contact area is very 
small, especially in the present study, since no plasticity is 
NSERC/Quanser Chair in Design Engineering program 
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considered and the only force acting among particles are gravity 
forces. 
Figure 1 - Particles in contact (right) and the contact region 
(left) 
The material used in the model is Stainless Steel 304L. This 
alloy has considerably low cost and yet still not available for the 
process in the industry. The data is extracted from Choong 
report, including Specific heat, density and the thermal 
conductivity, which are specified as temperature-dependent 
properties, essential when simulating high change in 
temperature distribution over small time increments [6]. To 
accommodate the phase transformation, the latent heat is 
included as well, which will modify the capacity heat during the 
powder melting [3]. 
The packing density affects the contact radius, 
consequentially influencing the emissivity and finally the final 
effective thermal conductivity of the powder bed. Below are the 
porosity-dependent emissivity for all packing densities and the 
final effective thermal conductivity of all cases from 300K until 
𝑇𝑆𝑜𝑙𝑖𝑑𝑢𝑠 of SS304L [7].
Figure 2 - Porosity-dependent emissivity of SC, BCC and FCC 
for SS304L [7] 
Figure 3 - Effective thermal conductivity of powder for SC, 
BCC and FCC with 20, 60 and 100μm of powder diameter for 
SS304L [7] 
In this study, it is considered three different packing 
densities, SC, BCC and FCC, with porosity of 0.2424, 0.3571 
and 0.467 respectively, along with three powder diameters 
analysed, 20, 60 and 100μm. On previously work the effects of 
powder packing in the bed was not analyzed and a general value 
of 0.400 in porosity was adopted [3]. The thermal radiation term 
is highly influenced by the powder diameter, temperature and 
emissivity of the powder bed. In the other hand, the thermal 
conductivity due the contact between particles will vary 
according to the contact ratio and the initial solid thermal 
conductivity, since the value of the fractional contact area, Λ, is 
less than 3x10⁻ ⁴ [7].  
It is noticeable that the powder diameter does not affect 
significantly the value of 𝑘𝑒𝑓𝑓 for temperatures between 300K
and 800K. However, for higher temperatures, due the radiation 
term, there is a perceptible difference. For FCC, as example, 
there is around 7% 𝑘𝑒𝑓𝑓  increase when using 100μm instead
20μm. The margin increases to 22% when doing the same 
comparison with SC, due the higher emissivity of SC compared 
to FCC. When comparing between the different packing 
densities, the 𝑘𝑒𝑓𝑓 increase margin is even bigger, reaching up
to 267%.  
III. THERMAL MODELING OF SLM HEAT SOURCE
The thermal model is defined in a way to handle different 
material phase (liquid, solid and powder state), as well for their 
variance during different temperatures. A three-dimensional 
model is established using DC3D8 hexahedron element with 
25μm of size and a total domain of 1500x1500x75μm (1.5x1.5x 
0.075mm). A small domain is justifiable, given the small laser 
spot diameter, 50 μm, used in the model and the very low 
thermal conductivity present on the bed. 
 The material is modeled as temperature and state dependent, 
allowing to proper account more accurately the temperature 
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distributions. There are some considerations that were made to 
preserve a low computational time/cost. 
Principal assumptions: 
- thermo-fluid effects were not considered, so Marangoni 
effect and fluid flow in the melt pool is not accounted; 
- vaporization of the material is not implemented as well, but 
the phenomena only occur when utilizing considerably high 
laser power input (P = 400W); 
- a single track of the laser is observed and the influence of the 
hatch distance is neglected in order to only focus on the effect 
of the packing structure and particle diameter in the 
temperature distributions. 
- only average powder (particles) diameter is considered when 
calculating the effective thermal conductivity of powder 
state. 
ABAQUS is the software used to perform the analysis, since 
its subroutines allow to model the moving heat source and keep 
track of the material state. The subroutines DFLUX and FILM 
were implemented in this study for Gaussian heat flux and 
convection/radiation definition respectively. The solution given 
is the temperature distribution of the process, described as 
T(x,y,z,t). The problem is described by the three dimensional 
heat conduction equation (8), with the respective manufacturing 
and chamber environmental boundary conditions [3,7]. 
IV. RESULTS AND DISCUSSION
The numerical analysis was conducted for two laser power 
input (100 and 400 Watts), combined with three packing 
densities and three different powder diameters, giving 18 
compiled result models that ran for 9,5 hours in total (average 
of approximately 30 min for each simulation). The temperature 
distribution was acquired in four central nodes through the 
thickness located in the middle of the powder bed. 
The contact powder and substrate is neglected, however the 
pre-heat temperature from the substrate is entered as a boundary 
condition, with a defined pre-defined temperature of 643K. We 
have found that different powder diameters within the same 
packing density have no impact in the final temperature 
distributions on the model. However, between the three 
different packing densities the temperature differs. When using 
P=100W (Figure 10), the maximum temperature achieved is 
around 1575K at the surface, not enough to reach the melting 
point of the alloy utilized. However, it is essential to consider 
that powder can still melt in certain amount due necking 
between the small particles. The only concern here is at -75µm, 
which achieved a temperature of 1100K. 
On the same temperature distribution plot, is noticeable that 
the temperature raises at the same rate for all the packing 
densities, but as soon as the temperature reaches the maximum 
amount and the laser scan moves forward, the temperature loss 
differs from each of the configurations. On the highlighted 
secondary plot in the same graph, it is shown that SC loses less 
heat than BCC and FCC. This is justifiable by the fact that SC 
has a smaller effective thermal conductivity among all, thus 
exchanging less heat. The biggest difference reaches up to 45K 
between SC and FCC at the surface of the powder bed, 
representing 3%.  
Figure 4 - Temperature distribution of Power input of 100W [7]
Another feature from the first analysis is the fact that the rate 
of change is very small after the temperature reaches its 
maximum. This happens because of the domain still on powder 
state, thus having low thermal conductivity overall. It is 
important to notice as well that the effective thermal 
conductivity, although not validated experimentally, followed 
the same trend experienced by the study of Alkahari et al [23]. 
In their study the thermal conductivity of SS316L was measured 
by laser flash technique and the outcomes show a tendency of 
superior thermal conductivity of 100µm particles when 
comparing to 20µm, the same tendency happens when 
increasing the packing density.  
Figure 5 -Temperature distribution of Power input of 400W 
[7] 
The second power input (P=400W) is the one which the 
whole depth of the powder bed layer thickness reaches the 
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melting point. However, the maximum temperature achieved at 
the surface is around 3250K, which is an undesirable condition 
that can lead to evaporation of the metal [8] . The bottom reaches 
around 2100K, which will most likely induce the melting of 
some area of the substrate or increase the heat affected area of 
the same. It is noteworthy here to observe that a gradient of 
around 1150K between the top and bottom layer is induced, 
whereas at P=100W the gradient is 475K. This fact alone is 
extremely important when analysing residual stresses during 
SLM. The higher temperature gradient and respectively the 
cooling rates induced by the process, higher is the residual 
stresses occurrence. 
In the secondary plot of Figure 12, it is highlighted the 
melting point area between solidus and liquidus temperature 
(dashed red line). The change of rate of temperature during this 
interval proves the model is capable of interpreting the different 
properties states and the phase change by the latent heat of 
fusion, even with a small time incrementation used. 
Furthermore, the results show a very close behaviour with 
the experimental studies using SS304L found in the literature. 
Abd-Elghany and Bourel had performed the closest testing to 
our set-up. They have conducted tensile specimens printing 
using a machine with 100W and 30/50/70µm layer thickness, 
concluding that higher layer thickness produced low density and 
poor mechanical properties specimens [9]. This can be used as 
an reference to our set-up of P=100W and layer thickness of 
75µm, which the laser input was not enough to bring the 
temperature to the melting point, thus consolidation between 
powder particles are poor. 
V. CONCLUSIONS 
In this research it is proposed a low cost FEM thermal model 
capable of measure temperature distributions through the 
powder bed and consequentially the temperature gradient, of a 
single layer and track of the laser scanning using SLM process. 
Although the packing density and powder diameter impact the 
final value of effective thermal conductivity of the powder bed, 
the only considerable effects in the temperature distribution was 
observed for lower power input (P=100W) and only for 
different packing densities. The reason why the powder 
diameter did not show major impact in the model is related to 
the minor effective thermal conductivity change regardless of 
the diameter and the fact that the model is based in the total 
volume occupied by the particles as a whole.  
The significance of the results demonstrate that a proper 
compaction and density distribution of the powder bed is 
important to keep the cooling rates and temperature 
distributions within the desirable range, however these impacts 
are only perceivable outside the melt pool zone. In the other 
hand, by looking to the power input, we can see that 400W with 
the current speed of 1m/s induce high temperature at the surface 
and through the layer thickness, very close to evaporation point. 
This by itself brought a temperature gradient of around 1150K 
through the layer thickness, which is the main cause of warping 
and residual stresses. For P=100W the temperature did not 
reach the melting point at all, which could affect in the 
consolidation of the particles and in the final porosity of the 
built part.  
Future research is necessary in order validate the model 
experimentally using different powder diameters and measure 
on which extent the powder bed is compacted or not. 
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Abstract— In borehole mining and oil and gas drilling, the 
drilling process is invisible from the surface, which is why a 
two-way communication method between the drill head and the 
surface is a must. The popular industrial instrumentation 
technique, widely known as measurement while drilling 
(MWD), has enabled industries to save costly employee hours 
and gain more control over the drill bit direction. There are four 
major methods used throughout history, where the mud pulse 
telemetry technique has become the state of the art because of 
its simplicity and convenience. However, like other methods, it 
has a major drawback of having a slow data transmission rate. 
Moreover, other methods have different issues which include 
large attenuation of the data that is transferred through drill 
pipes. Acoustic telemetry is the most recent method of 
transferring data through a solid medium, a technique using 
continuous wave propagation of forces in the wall of the pipe. 
A proper use of this new method is expected to become popular 
in the mining and oil-gas industries because of its faster data 
transmission rate and ability to ignore most attenuating 
parameters. This method is still in its optimization stage, and 
the use of a convenient tool to match the transducer with the 
parameters of the drill pipe and surroundings is still a challenge 
to overcome. This paper will propose a simulation model to 
simulate the transmission of data through drill pipes, and will 
show experimental results of such arrangement justifying the 
opportunities ahead in this field. 
Keywords-acoustics; vibration; drill pipe; transmission line; 
communication; frequency response; 
I.  INTRODUCTION 
Experts involved in surveying or extracting fossil fuel 
and minerals face a great challenge of drilling without seeing, 
which is why their usual methods include measuring real time 
data while drilling. This is commonly known as measurement 
while drilling (MWD) or logging while drilling (LWD). In 
addition, these operations involve large assemblies of 
equipment and inconveniences due to invisibility, complex well 
patterns, long operation times, high costs etc. The initial goal is 
to determine ore location, drilling orientation, properties of 
rock, dimensions of cavity and other parameters using sensor 
data assembled in the borehole assembly (BHA). This data is 
then transmitted to the surface from the wellbore (or the hole). 
Using basic trigonometry, a three-dimensional plot of the path 
of the well can be produced thus enabling an operator to 
measure the trajectory of the hole as it is drilled in real time. 
Therefore, it becomes easy to follow the preplanned direction 
of the drilled hole. Also, measurements to determine properties 
of the rock is done by taking natural gamma ray emissions from 
the rock [1]. Other information such as density, porosity, rock 
fluid pressures are taken by sensors based on sound or 
electricity [2]. All of this information helps to broadly 
determine what type of rock formation is being drilled, which 
in turn helps confirm the real-time location of the wellbore by 
comparing to seismic data. MWD downhole tools also allow the 
wellbore to be directed in a chosen direction, therefore known 
as directional drilling.  
Historically there are four communication methods 
used, namely cable operated communication, mud pulse 
telemetry, vibration/pressure wave transmission and 
electromagnetic communication [3].  Among these, the most 
popular is mud pulse telemetry (MPT) which is a binary coding 
system and is the first of its kind to be used in the industry. It 
uses drilling fluid to transmit the pressure pulse created by a 
poppet type valve. The valve changes the drilling fluid’s 
pressure thus the pressure wave propagates through the drilling 
fluid. At the surface the pressure differences are recorded and 
analyzed. This method, however, has its own issues such as 
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non-homogeneity of the mud fluid and is only operational when 
the drilling fluid is running. Most importantly, due to signal 
attenuation in the fluid, its data transmission rate is slow on the 
scale of 1-10 bits per second. As a result, exploring other 
methods such as communication via structural vibration have 
become necessary [3]. 
Acoustic telemetry includes the use of piezo 
transducers to produce compression, torsion, or shear waves 
that propagate through the drill strings to the other end where 
they can be picked up using another piezo transducer or another 
type of sensor. The medium of pressure wave transmission is 
the solid steel pipe rather than viscous liquid as in mud pulse 
telemetry. The information picked up by different sensors is 
converted into digital data and is recorded into the memory and 
broadcast by the transducers as vibration or acoustic wave 
through the drill string. The transducer generates this vibration 
within the steel drill string by means of a high frequency 
ferroelectric ceramic piezoelectric material with the 
combination of two different masses [4]. The captured signal is 
transferred to a computer where a program decodes the digitized 
sensor signal and extracts the downhole information; this 
method can give faster data rates up to 100 bits per second [5]. 
The vibrational method and theories have been known from the 
beginning of the MWD, but because of the lack of an efficient 
transducer, the method did not flourish. Currently, because of 
advancements in piezoelectric ceramic technology, the method 
has resurfaced and is beginning to gain commercial popularity 
[6-9].  
Acoustic telemetry uses the solid medium of the drill 
string itself and not the mud fluid which is why it has different 
attenuation. For typical oil and gas applications, the attenuation 
for acoustics systems varies from 2-10 dB/1000 feet and up to 
30 dB/1000 feet if the pipe is badly worn [10-12]. Along with a 
number of patents, the work published in academic journals are 
found to focus on wave transmission of different types through 
mass jointed pipe strings [13-14]. Drumheller has done a 
considerable amount of work which included investigations of 
the basic theory of wave propagation, the hardware of 
communication tools, and collecting and explaining a history of 
industrial experimental results on attenuation. [15]. Carcione 
introduced a time-domain algorithm for the propagation of one-
dimensional axial, torsional, and flexural stress waves, which 
also includes transducer sources and sensors [16]. Based on this 
work some other works were modified and justified by 
experimental verification. Among the modifications include 
avoiding lateral vibration at the neutral point and a method to 
avoid them by a new approach of MPT and summarization of 
many more applications, such as wave loadings on offshore 
platforms, classical problems in wave propagation, and 
extensions to modern kinematic wave theory [17]. 
Most of the research work regarding drill bit 
communication focuses on communication through drill strings 
in the oil-gas industry but none address borehole mining, which 
has a number of important differences.  In borehole mining, drill 
stems tend to be shorter, and larger in diameter and the whole 
pipeline can be within hundreds of meters, consisting of 
hundreds of pipes. Moreover, the impedance mismatch at each 
pipe joint is much less, because the pipe joints are screwed to 
each other with no extension in outside diameter as seen in the 
pipe joints of the oil-gas drill pipe. So, the associated reflection 
and resonances at the pipe joints are less.  
In this paper a universal simulation model will be 
proposed that can account for any types of drill string along with 
the transmitter and receiver for acoustic wave propagation. The 
simulation model will be verified by experimental data, which 
will justify the model. A simulation model will be a convenient 
approach to understand the characteristics of the pipelines for 
different applications, which include the attenuation and 
frequency shifting of the system. Moreover, this will lead to the 
optimization and modification of the transducer and sensors to 
be used with any specific application. If the frequency response 
of the system is known then a particular communication scheme 
can be chosen beforehand which can employ different 
frequency contents for a faster data transmission. Future 
research works will be to optimize the transducer based on the 
application and convenience in the communication scheme and 
also to choose a particular communication scheme. 
II. EXPERIMENTAL MODELING
An experimental apparatus was assembled for data 
transmission through drill strings as shown in Fig. 1. This 
experimental model includes Tonpilz-type piezoelectric 
transducers as both the transmitter and receiver.  These 
transducers were designed for sonar applications. It is possible 
to use an accelerometer sensor at the receiving end, but in this 
experiment an identical transducer was used as the receiver. This 
configuration allows for two-way communication to occur if 
needed. 
A. Frequecny Response of the Transducer 
First, the experiment is performed attaching the transducers face 
to face with bolts. This experiment gives the frequency response 
of the two transducers shown in Fig. 2. 
All control and data measurements are done by a National 
Instruments data acquisition system (NI-DAQ). A maximum 
length sequence (MLS) is a digital pseudorandom binary 
sequence that has a perfectly white, flat spectrum. This signal is 
used as an input signal into the driver transducer through an 
amplifier. The MLS is generated using linear feedback shift 
registers (LFSR) using Matlab® code created by Wiens [18] and 
Saskatchewan Research Council. (sponsor) 
Figure 1. Arrangement for three pipes connected with transducers. 
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LSFR feedback values from Koopman [19]. The output is 
measured from the receiver transducer through a voltage divider 
which is recorded as voltage v2. The input voltage v1 is taken 
from the amplifier output through the voltage divider. The 
voltage divider is used here so that NI-DAQ device stays within 
the rated range of ±10V, while the amplifier outputs v1=100 V. 
The MLS used has a sampling frequency of 20 kHz. 
The measured data was then used to obtain transfer function 
ETFE=
V2
V1
   (1) 
where V1 and V2 are the fast Fourier transform (FFT) of the 
measured voltage (v1 and v2) signals. This experimental method 
works well for pressure measurements of fluid transmission line 
[20] and is believed to be a good experimental approach for 
measuring vibration along any transmission line. 
B. One, Two and Three Drill Strings 
The transducers are connected with one drill string through 
the end caps. The drill string used for this experiment is collected 
from a mine site (in this application they are called jet rods). The 
transducers are then connected with two and three drill segment 
strings through end caps as shown in Fig. 1. 
Fig. 2 shows the frequency response for different pipe 
arrangements with the transducers. It is clear from the figure that 
the frequency response range of the transducers is 4000 Hz to 
10000 Hz. For ease of understanding, the peak natural 
frequencies are extracted and Fig. 6 is formed to show that with 
the increase of pipes the natural frequencies of certain modes are 
reducing and more frequency contents become visible in the 
range. 
III. PROPOSED SIMULATION MODEL
A model shown in Fig. 3 is proposed in this section for 
simulation that can represent the experimental apparatus 
previously shown. A successful model that can account for a 
certain number of drill strings and comply with the 
experimental results must be able to account for a large number 
of drill strings connected together. The model includes a 
driver/transmitter transducer, then a block for a number of drill 
strings and a receiver transducer to act as a sensor.  
To obtain an effective and more practical simulation model, 
the linearized one-dimensional piezoelectric ceramic equations 
found in Sherman [21] are used. Also, the transducer is 
considered as a simple mass-spring-damper model where 
piezoelectric stack materials are placed between the head mass 
and tail mass. The pipeline of a finite number of drill strings can 
be modeled using a number of transmission line models [22] 
connected together. This accounts for the input and output 
forces and displacements in terms of transfer functions that can 
calculate the system more in a computationally inexpensive 
way. 
In Fig. 3, v1 is the input forcing voltage at the driver 
transducer, u1 is the displacement at the driver transducer, F1 is 
the output mechanical force of driver transducer and also the 
input of the pipeline. F2 is the input force at the outlet of 
transmission/pipeline and also the output from the receiver 
transducer. Similarly, u1 and u2 are the displacements at the inlet 
and outlet of the transmission line. v2 is the output voltage from 
the receiver transducer.  
A. Piezoelectirc Transducer 
A piezoelectric transducer is an electromechanical device 
that converts mechanical energy into electrical energy or vice 
versa. A lot of previous research has been performed on the 
design of an effective transducer, among them is a 50 kHz 
Tonpilz type transducer developed by Baylis [23]. A detailed 
discussion on the basic design analysis of this type of transducer 
is made in the book by Sherman and Butler [21]. This particular 
transducer is comprised of a combination of two masses bolted 
together with piezoelectric ceramic placed in between.  
The basic governing equations of piezoelectric ceramics are 
the combination of mechanical and electrical characteristics 
which are dependent on each other. The constitutive relations 
are usually called piezoelectric equations that apply the theory 
of piezoelectricity. The equation, describe the interaction 
effects of stress, strain, electric displacement, and the electric 
field. In the case where the strain and electric fields are 
approximately uniform, the mass of the piezoelectric material 
can be assumed negligible, and the amount of free charge is 
small, the behavior of the transducer can be modelled by the 
simplified constitutive equations given in [21] 
S=sE T+dt E   (2) 
D=d T+ε TE          (3) 
where T is the stress, S is the strain, E is the electric field, and 
D is the electric displacement. All of these variables are 
functions of position and time, where T and S are both 
symmetric second rank tensors. In these equations, S and T are 
6×1 column matrices, E and D are 3×1 column matrices, sE is a 
Figure 3: Proposed model 
Figure 2. Frequecny Response of the transducers only connected face to 
face and transducers connected with one, two and three drill strings. 
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6×6 matrix of elastic compliance coefficients, d is a 6×3 matrix 
of piezoelectric coefficients (dt is the transpose of d), and εT is a 
3×3 matrix of permittivity coefficients [24]. 
B. Pipeline 
To model the drill string, a different approach is taken in this 
research by using a transmission line model which is often used 
in the hydraulic circuit design for fluid flow through a pipe. The 
transmission line model was initially developed by Krus [22] 
and is based on the assumption of a four pole equation and 
approximating the response with a number of transfer functions, 
as shown in Fig. 4. This model reduces to a compact transfer 
function model which only calculates the sates at inlet and 
outlet thus reducing the computational effort. There is other 
research done on the modification of this transmission line 
model in order to gain better accuracy and apply to other 
transmission line problems [25-27]. However, all of these are 
used in the application of fluid mechanics. For this research, 
pressure and flow are replaced with analogous force and 
velocity. 
From analogy, in this model the pressure P and flow rate, Q, 
can be replaced with force, F, and velocity u. They are related 
by the following equation [22] 
F1=C1+Zcu1     (4) 
F2=C2+Zcu2     (5) 
where, 𝑍𝑐 = 𝐴𝑐𝜌     is the characteristic impedance of the drill
string, 𝑐 is the local speed of sound in the transmission line, 𝐴 is 
the cross-sectional area of the pipe, and 𝜌 is the material density 
of the drill string. 
The transfer functions in Fig. 4 are as follows. They are 
calculated in the laplace domain, 𝑠. 
H1(s)=
R
kTs+1
  (6) 
H2(s)=Zc   (7) 
Gf(s)=
kTe
-RA
2ρc s+1
kTs+1
  (8) 
where, k is an empirical factor. It was determined in [22] that 
𝑘 = 1.25 is an acceptable value. The wave propagation time, 
𝑇 =
𝐿
𝑐
, is related to length of the pipe, L, and local speed of 
sound, c. The distributed line resistance,𝑅 =
µπd
ℎ
𝐿, assuming 
ideal laminar flow. This model neglects unsteady friction, and 
assumes a distributed resistance across the transmission line. 
The 𝑒−𝑇𝑠 term with the (𝑠) transfer function is a time delay of
time,𝑇, simulating wave propagation. 
IV. RESULTS OF SIMULATION MODEL AND COMPARISON
The simulation model for the two transducers connected face 
to face show similar frequency response to that of experimental 
results except in the 1st mode shown in Fig. 5, which is expected 
given the assumptions in the model. The assumptions are taken 
as the model consists of two mass spring damper system where 
the mass of the piezo ceramic is ignored and it is considered as 
a spring damper connection in between two masses [21]. Also, 
the actual transducer has masses bolted together at an unknown 
preload and the whole assembly is covered with neoprene type 
rubber material. So, these factors played an important role of 
moving the first mode of the experiment from the simulation 
model value. 
Fig. 5 shows the frequency response of different pipe 
arrangements for the simulation model. The frequency response 
of different pipes have similar trend to that observed in the 
experimental result shown in Fig. 2. 
Fig. 6 compares the resonant frequencies between the 
experimental apparatus and simulation model. The simulation 
model has a different range than the experimental model as 
shown in Fig. 5, which is why a different range is seen in the 
Figure 6. Comparison of Natural Frequencies of different Modes of 
different pipe arrangements of simulation model and experimental 
model. 
1000
3000
5000
7000
9000
11000
0 1 2 3 4 5 6 7 8
N
a
tu
r
a
l 
F
r
e
q
u
e
n
c
ie
s 
(H
z)
Mode Number
Natural Frequencies vs Modes for different pipes
one pipe (simulation) two pipes (simulation)
three pipes (simulation) one pipe (experiment)
two pipes (experiment) three pipes (experiment)
Figure 5. Frequecny Response of the transducers only connected face 
to face and transducers connected with one, two and three drill strings. 
Figure 4. Block diagram of a fluid transmission line model [22]. 
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simulation model for the frequency response of different pipes 
than the experimental results. Also because the experimental 
apparatus is a drill string that has a construction of concentric 
inner and outer pipes supported by spacers of different materials, 
whereas in the simulation model a cylindrical type of pipe is 
considered with a similar mass matched with the experimental 
apparatus. However, a similar trend of decreasing natural 
frequencies of different modes with the increase of number of 
pipes is observed in both experimental and simulation model 
results. This is expected because the natural frequencies of a 
system change disproportionally with the square root of its mass. 
V. CONCLUSION 
The comparison of results between the simulation model and 
the experiment indicates that the simulation model is able to 
explain the wave propagation in long drill strings. Thus this can 
help with developing a communication scheme for data 
communication in drill string using methods that employ wide 
range of frequency content in a single transmission. 
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Abstract: The mechanical properties of 3D-printed parts have 
been extensively studied and the effects of printing parameters 
on them have been investigated. However, there are limited 
reliable data for the thermal properties of the materials used 
for printing, which can impede the development of additively 
manufactured heat exchangers made from either pure 
polymers or composites. In the current study, the effect of the 
layer height and width have been investigated experimentally 
and numerically to explore the thermal anisotropic nature of 
unidirectional printed parts printed using fused deposition 
modelling (FDM). The results show that increasing the layer 
height and width causes deterioration in the thermal 
conductivity, which may reach 65% of reduction compared to 
the pure polymer. 
Keywords: FDM, FFF, printing parameters, thermal 
conductivty, PLA, numerical modelling 
I.  INTRODUCTION 
Polymers have many advantages—such as corrosion 
resistance, low weight, and smooth surfaces—which make the 
class a notable competitor to exotic metals in heat exchanger 
applications. Nevertheless, their low thermal conductivity 
narrows their application [1]. The addition of conductive fillers 
inside the polymer matrix is an effective remedy to this issue. 
Polymer composites are conventionally produced by an 
injection process [2]. However, controlling the injection 
process parameters, such as injection flow conditions, filler 
volume concentration, their distribution, and their orientation 
state inside the polymer matrix, is not practically achievable. 
Additive manufacturing (AM) is an alternative approach 
to produce composite polymer components [3], [4]. It depends 
on laying the material layer by layer according to the designed 
3D CAD model. Compared with subtractive methods, it has 
many advantages, such as shortening the production time cycle 
and reducing cost [5], [6]. AM has many techniques, such as 
stereo-lithography (SLA), fused deposition modeling (FDM), 
selective laser sintering (SLS), and laminated object 
manufacturing (LOM) [7]. 
Recent studies show the ability to produce a final 
prototype of polymer heat exchangers using either one of the 
previous methods. For example, Jia et al. [8] employed the 
FDM process to produce a heat sink made of thermally 
conductive graphite polymer composite for a 3D printer 
extruder. Their results showed that it achieved a similar energy 
dissipation effectiveness compared with the conventional 
aluminum one. In the same direction, Hymas et al. [9] 
established a new hybrid approach of FDM and embedded 
metallic strips to fabricate a composite polymer heat exchanger 
(CPHE). Kalsoom et al. [10] exploited the stereolithography 
process to produce an electronic heat sink from composite resin 
made of synthetic diamond fillers and acrylate polymer. In this 
context, the current work is dedicated to studying the effect of 
the FDM process parameters on the thermal properties. 
FDM is the most commonly used process parameter due 
to its ability to produce low cost products with negligible 
waste, the wide availability of various plastic filaments, and 
because there is no need for chemical post-processing. The 
process theory is based on laying the material layer by layer on 
a heated bed using a continuous filament of thermoplastic that 
passes through a hot nozzle moving in the X–Y plane. The 
nozzle motion is controlled according to the data generated by 
slicing software which is responsible for dividing the CAD 
model into separate layers. Once one layer is completed, the 
bed is lowered in order to begin the other one and so on until 
Figure 1: FDM process parameters; (a) raster angle, θ; (b) layer height, h 
and width, w; (c) overlap, OL; (d) infill pattern. 
590
the whole product is built. This process has many parameters, 
such as layer height, layer width, overlap between layers, infill 
pattern, and raster angle, as shown in Fig. 1. 
Due to the low mechanical and thermal properties of the 
FDM 3D-printed parts, many studies have focused on 
producing composite filament. However, this composite 
should have specific properties to be easily processed with 
FDM, such as viscosity, flexibility, stiffness, strength, and 
conductivity. Thus, for some cases where the filler 
concentration is high, additives—such as surfactants—are 
needed to produce homogeneous distribution of the filler 
inside the matrix. Some of these studies are presented here. 
Nikzad et al. [11], [12] could increase the mechanical 
and thermal properties of Acrylonitrile Butadiene Styrene 
polymer (ABS) by including some metallic fillers—iron or 
copper—to produce a composite filament for FDM 
applications. They were able to successfully find the 
appropriate mixture percentage that meets the desired 
properties without facing processing issues during printing. 
They utilized the transient line source technique and the 
Differential Scanning Calorimetry (DSC) to measure thermal 
conductivity and the thermal capacity of the resulted mixture 
of composite polymer, respectively. Their results show the 
thermal conductivity achieved marked improvement above 30 
vol %. However, the thermal capacity deteriorated by 
incorporating the metallic fillers at any volume percentage. 
Furthermore, they examined the dynamic mechanical 
properties of the composite and demonstrated that high filler 
percentage reduced the material strength due to poor filler 
distribution, agglomeration, and the development of voids. 
Laureto et al. [13] used the guarded heat flow meter TCA300 
to quantify the through-plane thermal conductivity of 3D-
printed parts made from the commercially available Polylactic 
acid (PLA) filament and its metal composites. Similar 
attempts were carried out, but with different metallic 
composites such as in the studies by Hwang et al. [14] and 
Masood et al. [15]. 
Ning et al. [2] examined experimentally the influence of 
process parameters such as nozzle temperature, raster angle, 
fill speed, and layer thickness on mechanical properties of 
carbon fiber reinforced polymers (CFRP). The adopted 
filament was made of an Acrylonitrile Butadiene Styrene 
(ABS) matrix with a volume concentration of 5% of chopped 
carbon fiber. They concluded that the optimum parameters are 
220 °C, [0/90], 25 mm/s and 0.15 respectively in terms of the 
tensile properties. However, regarding the ductility and 
toughness, the optimum values remain the same, except for the 
layer thickness and raster angle which have values of 0.25 mm 
and [45/45], respectively. Furthermore, they investigated the 
effect of adding these carbon fibers on the porosity of the 
FDM-printed parts using an SEM micrograph. Shemelya et al. 
[16] utilized the Transient Plane Source (TPS) to address the 
anisotropic thermal properties of the 3D-printed ABS 
composites filled with graphite, carbon fiber, and silver. Flaata 
et al. [17] developed a steady-state apparatus designed 
specifically to measure the thermal conductivity of 3D-printed 
composites and exploited it to test some feed stock materials 
available commercially for FDM such as PLA, ABS, brass 
PLA, bronze PLA, and stainless steel PLA. However, there is 
a large discrepancy between the values measured by Laureto 
[13], Shemelya et al. [16], and Flaata et al. [17]. For instance, 
ABS has a thermal conductivity of 0.35 according to [17] 
while it was tested by [16] and suggested to have a value 
ranging from 0.15 to 0.2, depending on the direction of 
measurements; this represents a deviation of 57%–75%. The 
same situation applies for PLA and its composites. Also, some 
studies addressed the manufacture of piezoelectric ceramics 
and ceramic composites via FDM [10], [18], [19]. 
In summary, the mechanical properties of 3D-printed 
parts have been extensively studied and the effects of printing 
parameters on them have been investigated. However, to the 
best of our knowledge, there are limited studies about their 
thermal properties. The achievement of creating a thermally 
efficient composite polymer heat exchanger (CPHE) hangs on 
investigation of the anisotropic nature of the printed parts to 
produce reliable thermal conductivity data and exploration of 
the effects of process variables on their performance. 
Therefore, in order to achieve this goal, two objectives must 
be met: 
• Develop an accurate experimental facility for measuring
the thermal conductivity of low conductive materials.
• Characterize the effect of the layer height and width on
the thermal conductivity of unidirectional printed parts
experimentally and numerically.
II. MATERIALS AND METHODOLOGY
A. Preparation of Samples 
To examine the effect of the process variables on the 
thermal anisotropic nature of unidirectional printed parts, the 
specimens need to be fabricated in three different 
configurations of the same size, as shown in Fig. 2. The first 
one is for quantifying the thermal conductivity in z-direction 
(kzz), while second one is for y-direction (kyy) and the last one is 
for x-direction (kxx). However, only the first direction was 
printed and measured experimentally, while the other directions 
were investigated numerically and analytically. The 
experimental measurement was utilized as a validation step for 
the numerical model. The influence of the layer height was 
studied by printing the samples in these configurations with 
Figure 2: Different Configurations to measure the thermal conductivity in; 
(a) z-direction, kzz, (b) y-direction, kyy, (c) x-direction, kxx. 
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different values ranging from 0.05 mm to 0.3 mm, while 
keeping the layer width and overlap constant at 0.4 mm and 0 
mm, respectively, which are the default printer setting. As for 
the layer width, its value was varied from 0.4 mm to 0.8 mm, 
while maintaining the layer height and overlap at 0.15 mm and 
0 mm. The printing temperatures were 200 °C for the nozzle 
and 60 °C for the bed. All the samples were printed with line 
patterns with a raster angle of 90 °C  in order to be 
unidirectional. 
All samples were printed with 100% fill from PLA filament 
using the Ultimaker® 2 printer. Each sample was printed to the 
size 40 mm x 40 mm x 3 mm, which is the same cross section 
area of the test rig. An automatic ULTRAPOL polishing 
machine was utilized to ensure that the sample surfaces were 
parallel and its surface roughness was very small. The sample 
surface roughness was measured after polishing by means of a 
profile meter and its Ra value was about 0.462 µm.  
B. Microscopic Study 
Determining the thermal conductivity for the other 
directions numerically or analytically requires an investigation 
of the pattern of layers after printing, which was carried out 
using a microscopic study. Also, this study was used to obtain 
the air volume fraction inside the matrix. Fig. 3a depicts the 
effect of changing the layer height from 0.15 mm to 0.3 mm 
while keeping its width at the default value of 0.4 mm. 
Similarly, Fig. 3b shows the layer width effect while keeping 
the layer height at 0.15 mm. As can be seen from this figure, 
increasing the layer height increases the air volume fraction 
and the same effect happens for the layer width. Fig. 3 
indicates that the pattern is homogeneous, except for some 
roads which are not connected to each other. This phenomenon 
is more probable to occur at small layer heights. This is 
because the melt flow sometimes finds low resistance in one 
direction more than the other when squeezed against the printer 
bed. Another important feature which appears in this figure is 
that the roads starts to completely disconnect when layer width 
is more than 0.5 mm. This additional air gap between the roads 
most probably happens because the printer is not able to 
provide the correct amount of extrusion during the printing 
time which is controlled by the travelling speed. The printing 
speed was held constant at a value of 60 mm/s for all the 
samples. Each photo was then converted into an 8-bit image 
type in order to perform thresholding. ImageJ software was 
employed to do the thresholding and calculate the air volume 
fraction. Another method was employed to measure the volume 
fraction of air which depends on weighting the sample while 
postulating that the air mass inside the gaps is negligible, and 
then applying the following equation: 
(1) 
(2) 
where , ,  are the volume fraction of air, the volume that 
the polymer occupies inside the printed part, and the printed 
part volume.  is the polymer density which was measured for 
the PLA feed stock filament. Table 1 and 2 show a comparison 
between the air volume fraction resulting from the ImageJ 
method and weighting method. As can be seen from these 
tables, there is a large deviation between the two methods, 
especially for the layer height. The reason for this is that the 
tested sample under the microscope is broken only at one 
section and the photo captured part of this section which cannot 
be considered representative of the whole sample, especially in 
given the layers’ disconnection problem. Therefore, the second 
method was assumed to be more accurate; however, the photos 
give a better insight into the pattern happening inside the 
printed part and will help to develop the numerical model.  
TABLE. I. AIR VOLUME FRACTION AT DIFFERENT LAYER 
HEIGHTS AT CONSTANT LAYER WIDTH OF 0.4 MM 
Layer 
Height, 
h 
Air Volume Fraction % 
ImageJ Weighting Method 
vf % vf % Uncertainty % 
0.1 4.1 8.2 0.14 
0.15 6.5 11.7 0.138 
0.2 9.8 13.5 0.13 
0.25 14.3 14.1 0.13 
TABLE. II. AIR VOLUME FRACTION AT DIFFERENT LAYER WIDTHS 
AT CONSTANT LAYER HEIGHT OF 0.15 MM 
Layer 
WIDTH, 
W 
Air Volume Fraction % 
ImageJ Weighting Method 
vf % vf % Uncertainty % 
0.4 4.1 11.7 0.137 
Figure 3: Microscopic photos showing the effect of the (a) layer height, h; and (b) layer width, w. 
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Layer 
WIDTH, 
W
Air Volume Fraction % 
ImageJ Weighting Method 
0.5 11.9 13.7 0.134 
0.6 13.7 15.3 0.131 
0.7 17.1 19 0.126 
0.8 18.1 24.5 0.117 
C. Numerical Modeling 
 The effective thermal conductivity in z or x directions can 
be predicted by simplifying the problem into a 2D model which 
resembles a unit cell that  was extracted to represent the overall 
geometry. ANSYS fluent 18.2 software [20] was used to 
predict the heat flow by conduction through printed parts. The 
unit cell had a dimension of h/2 in the z-direction and w/2 in 
the x-direction, as shown in Fig. 4a. A temperature boundary 
condition was applied at the right and left boundaries of the 
domain, while insulated and symmetry conditions were 
adopted for the top and bottom boundaries, respectively, as 
shown in Fig. 4b. This configuration was employed to predict 
kxx. As for the other direction, the boundary conditions were 
reversed, where the temperature gradient should be in the same 
direction as the thermal conductivity measurement direction. 
The energy equation solution results in the heat transfer which 
is used to calculate the effective thermal conductivity by 
exploiting Fourier’s law of conduction. The simulation was 
repeated several times to find the layer height and width 
influence on the thermal properties. The same range stated in 
Section A was used here for the numerical simulation. The 
employed temperature difference, , was set equal to 1 
for all cases. The volume fraction calculated by weighting the 
samples in the previous section was used to determine the air 
gap distance between the roads. 
D. Experimental Methodology 
Fig. 5 shows the suggested design which is mainly composed of 
two sides; one is serving as the heat source and the other one 
represents the heat sink, where the sample is sandwiched 
between them. The hot side is composed of two isothermal 
blocks manufactured from copper material, k= 391.2 w/m k, 
with a small thickness to produce a uniform temperature field 
through them. The function of the first block is to supply the 
heat into the sample under testing. The secondary hot block was 
designed to surround the main one in order to guarantee that all 
the heat coming from the source flows into the sample only and 
there is no heat loss from the main block either from its sides or 
its top surface. The secondary block’s power was controlled to 
ensure that the two blocks have the same temperature which was 
monitored at three different locations. It was assumed that the 
secondary power was adequately tuned when the temperature 
difference did not exceed 0.001 °C at steady state.  
Similarly, the cold side consists of two blocks, which 
were also manufactured from copper material. Both have a U 
channel which permits the chilled cooling water to flow through 
h=0.15 mm, w=0.65 mm and OL=0
a)
h
/2
w/2
Polymer
T 1 T 2
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Insulated
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Air  gap 
Figure 5: Numerical Model (a) unit Cell (b) domain. 
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them. All the blocks and the sample were stacked above each 
other and forced against a force gauge using a clamping system. 
The secondary cold block function is to isolate the system from 
the clamping system base. All parts were confined into a large 
block filled with silica aerogel with a thermal conductivity of 
0.014 w/m k. 
The thermal conductivity can be easily calculated by 
measuring main block input power and temperature difference 
between RTD, as given by: 
 (3) 
where  is the measured thermal conductivity,  is the 
specimen thickness,  is the sample cross section area and 
is the temperature difference between the main hot 
block and main cold one. Some aspects were considered while 
doing the testing to make sure that the contact resistance effect 
is negligible. Thermal interface material was applied at both 
sides of the sample and the clamping pressure was kept high at 
about 3 bars for all measurement. Moreover, the contact 
resistance value was calculated by testing the total thermal 
resistance for three samples, at the same operating conditions, 
with similar geometrical and printing parameters, except for 
the thickness which was different. The contact resistance value 
can be extracted by drawing its value against its thickness and 
performing a linear curve fitting. Its value was less than 2% of 
the total resistance, which can be discarded. 
III. RESULTS
A. The effect of layer height 
The thermal conductivity in z-direction (kzz) was measured 
experimentally and compared to the numerical model, as 
shown in Fig. 6. Each sample was measured three times and 
averaged to guarantee the reliability of the test rig. It is 
indicated that there is a good agreement between both of them 
which supports the possibility of using the numerical model to 
predict the thermal conductivity in x-direction (kxx). The 
analytical parallel was employed to predict the thermal 
conductivity in the third direction (kyy) which is given by the 
following equation: 
(4) 
where ke, is the effective thermal conductivity and km and ka are 
the conductivities for the matrix and air respectively. Vf   is the 
air volume fraction inside the PLA matrix. The numerical 
model requires the thermal conductivity of pure polymer and 
this has been measured by printing a sample with a small layer 
height of 0.06 mm and a high percentage of overlap to ensure 
that there are no air gaps generated inside the part. Its value 
was 0.2207 w/mk. The experimental results in Fig. 6 indicate 
that increasing the layer height reduces the thermal 
conductivity in z-direction until a value of 0.133 w/m k at layer 
height of 0.3 mm is reached, due to the increase of air volume 
fraction. This represents a percentage of reduction of about 40 
% compared with pure PLA polymer. Figs. 6 and 7 illustrate 
that the effect of layer height is more significant in z and x 
directions, while it is nearly constant for y-direction. The 
thermal conductivities are higher in directions z and y than x-
direction. This is because the heat path in x-direction is a series 
which increases the heat’s overall resistance while it is parallel 
for the other directions. For x-direction, the thermal 
conductivity decreases and then increases because when the 
layer height is small, the layers are not connected. In summary, 
the layer height increase causes a decrease in the thermal 
conductivity, which reaches values of reduction of 42%, 14%, 
and 28% for x, y, and z, respectively, compared with the pure 
polymer at a layer height of 0.3 mm. The previous percentages 
were calculated based on the numerical model predictions. 
Figure 6: Comparison between the experimental results and numerical model 
for studying the effect of layer height on the thermal conductivity, kzz.at 
constant layer width of 0.4 mm.
Figure 7: The effect of layer height on the thermal conductivity in y-direction 
(kyy) and x-direction (kxx) at constant layer height of 0.15 mm. 
B. The effect of layer width 
The influence of the layer width on thermal conductivity 
in x and z directions was predicted numerically while the 
parallel model was employed for y-direction, as shown in Fig. 
8. Similar to the layer height, increasing the layer width causes
594
deterioration for the thermal conductivity in all directions. 
Also, the thermal conductivity is higher for y and z directions 
than x-direction, because of the same reason mentioned 
before. The layer width has a severe effect on the thermal 
conductivity in x-direction because the layers are completely 
disconnected in that direction. 
The thermal conductivity in x-direction reaches a low 
thermal conductivity value of 0.077 w/mk at a width of 0.8 
mm, which represents a 65% reduction compared with pure 
polymer, while the reduction is 28% and 25% for y and z 
directions, respectively. This highlights the importance of 
studying these parameters and demonstrates the possibility of 
tailoring the thermal properties of the printed parts, especially 
in the case of continuous fiber printing. 
Figure 8: The effect of layer width on the thermal anisotropic nature of 3D-
printed parts. 
IV. CONCLUSION
This work examined the influence FDM process parameters on 
the anisotropic thermal properties of unidirectional 3D-printed 
parts. An experimental facility was developed to measure the 
effect of the layer height on the thermal conductivity in one 
direction, which was used as a validation step for the developed 
numerical model. The numerical model used in parallel with 
the analytical model was able to quantify the thermal 
conductivities in all directions. The main outcomes can be 
summarized into these points: 
• Increasing either the layer height or width reduces
thermal conductivity in all directions as a result of
porosity generation.
• The effect of layer width is more significant than the
layer height, especially when the layer disconnection
problem exists.
• Increasing the layer height, while keeping the layer
width constant at 0.4 mm, results in a drop in the
thermal conductivity which reaches a value of 42%,
14%, and 28% in x, y, and z directions, respectively,
at a layer height of 0.3 mm compared with pure
polymer.
• Increasing the layer width, at constant layer height of
0.15, leads to a decline in thermal conductivity,
reaching reduction percentages of 65%, 28%, and
25% in x, y, and z directions, respectively, at a layer 
width of 0.8 mm. 
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Sonification of flow instabilities in CFD aneurysm models
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Abstract— Recent investigations using image-based computa-
tional flow dynamics (CFD) have revealed turbulent-like 
blood flow instabilities (hemodynamics) within intracranial 
cerebral aneurysms and surrounding vasculature, which may 
contribute to aneurysm initiation, growth, and rupture. We 
describe a method derived from spectral decomposition of 
flow for inspecting and characterizing these “turbulent-like” 
hemodynamic structures in intracranial aneurysms by sonifica-
tion of CFD generated data. Motivated by auscultation tech-
niques, the current research seeks to address the limitations of 
conventional CFD animations by allowing the user to listen to 
complex flow patterns that are often difficult to discern visual-
ly. In the process, the proposed method of sonification is suc-
cessfully applied to a series of datasets resulting from high-
fidelity numerical simulations of intracranial aneurysms. The 
resulting framework is shown to be highly efficient in per-
forming parametric sonification in real time. 
Keywords- CFD; biomedical; sonification; signal processing 
I.  INTRODUCTION 
A cerebral aneurysm is the localized bulging of a weakened 
artery wall within the brain. Rupture occurs when the stresses 
exerted on the artery wall exceed the strength of the wall. 
Blood flow instabilities  (hemodynamics) are thought to 
contribute to the initiation, growth, and rupture of intracranial 
aneurysms [1], by stimulating degenerative remodeling (weak-
ening) of the artery wall. The forces associated with these un-
stable flows are difficult to measure non-invasively using cur-
rent technologies, thus, medical image-based CFD has been 
used to investigate these hemodynamic forces retroactively 
[1][2][3]. 
The initiation, growth, and rupture of these aneurysms is a 
complex, multifactorial process, but it is known that remodel-
ing occurs according to flow conditions [4]. At Reynolds num-
ber of less than 500, turbulent-like flow has been observed in 
glass models of human intracranial aneurysms [5], starkly con-
trasting the commonly accepted threshold value of Re=2300. 
Using digitized patient-specific vasculature models extract-
ed from clinical 3D angiography images, blood flow is simu-
lated using advanced numerical methods. The results of such 
simulations are typically visualized as part of the process of 
data analysis.  
These investigations have revealed turbulent-like flow in-
stabilities within aneurysms or the vessels that host them, with 
implications for aneurysm rupture and initiation [1][2]. Such 
instabilities are typically represented through conventional vis-
ualization paradigms (glyphs, streamlines, isosurfaces), and 
though these can provide tangible and intuitive representations 
of the hemodynamics, visual differences among unstable lami-
nar, transitional, and turbulent flow regimes in complex vascu-
lar geometries are often difficult to discern.  
Auscultation refers to the established medical technique of 
listening to the sounds of the body for evaluation purposes [6]. 
For example, clinicians are trained to identify turbulent blood 
flows by recognizing auditory properties of duration, quality, 
and timing during examination of bruits in the carotid artery 
[6]. Doppler auscultation has been used in preliminary stages to 
listen to valvular movements and blood flow velocity sounds 
during cardiac examination, resolving sounds undetected by 
stethoscope [7], though to our knowledge, this technique has 
not been demonstrated on intracranial aneurysms. 
Intracranial saccular aneurysms have been observed to emit 
acoustic signals (bruits) as a result of fluctuating hemodynamic 
flows thought to be characterized as turbulent-like, if not nec-
essarily turbulent in the strict fluid mechanical sense [8][9][10]. 
These vibrations are difficult to measure in vivo due to difficul-
ty differentiating these bruits from other bodily sounds, and as 
such are not a reliable source of diagnostic information [9]. 
Visually communicating spatiotemporal flow instabilities 
ignores the existing strengths of the human auditory system for 
resolving frequencies as compared to visual perception of spa-
tial frequencies. For example, attempting to visually distinguish 
a difference of pitch between vibrating strings ignores the audi-
tory ability to distinguish subtle pitch differences, of which 
[11] indicates can be as small as 0.2%. 
This lack of visual acuity is not only a problem of aneurysm 
visualization, but flow visualization in general. High frequency 
fluctuations require video or animation with an appropriately 
high frame rate (at least twice the fluctuation rate, in agreement 
with Nyquist’s theorem) or greatly slowed video (thereby in-
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creasing time required to analyze data). This limitation be-
comes increasingly apparent as frequency of fluctuation in-
creases. 
Sonification is “the data-dependent generation of sound, if 
the transformation is systematic, objective and reproducible” 
[12]. The most common method of sonification, parameter 
mapping, involves careful mapping of data dimensions to audi-
tory dimensions [13]. 
Sonification in the current work begins by decomposing the 
time domain values (velocity) in the frequency domain in order 
to discriminate regions of unstable flow. The current method 
allows inspection of individual frequency bands independently. 
Although point vector values remain the basis for our current 
work, the frequency domain processing between these vector 
values and the audio output distinguishes the current research 
from previous works. By sonifying the spectrogram, the enve-
lope shape (percussive or smooth nature) is communicated 
along with spectral content. 
In this context, a novel method originally inspired by Dop-
pler ultrasound auscultation is presented for communicating the 
nature of the flow by augmenting conventional flow visualiza-
tions with data-driven sound (sonification) for the purposes of 
more easily identifying hemodynamic flow quality. 
II. METHOD
High-fidelity CFD data sets produced using cases from the 
open-source Aneurisk database [14] serve as the basis of this 
methodology. These simulations were performed with a high-
resolution strategy where a high-fidelity Navier-Stokes solver 
was used in combination with fine spatial and temporal resolu-
tions. Fully developed Womersley velocity profiles were ap-
plied at the inlet, and zero pressure was specified at the outlets. 
The density of the fluid was 1.025 g/cm3 and its corre-
sponding viscosity 0.035 Poise was used. The computational 
mesh consisting of tetrahedral elements is generated using the 
open-source Vascular Modelling Toolkit (VMTK) [15] from 
segmented and preprocessed CT angiograms. A second-order-
accurate, minimally dissipative, and energy-preserving open-
source CFD solver (Oasis) is used. Number of elements range 
from hundreds of thousands to millions of elements, with a 
time-step resolution on the order of 0.1 ms [16][17]. 
Within an interactive visualization environment (ParaView 
- an opensource scientific visualization tool), the average pow-
er spectral density of velocity-time traces is computed for a 
probed sample volume, defined by centre point and radius, in 
order to evaluate a local region of flow within the aneurysm 
sac. The probe radius is chosen based on two considerations: 
first, the real-time computation must support interactivity, and 
second, the probe should not be too spatially localized or too 
global. To define this balance of local and global volume, the 
upper bound of probe radius should neck diameter of the aneu-
rysm, while the lower bound will be considered small enough 
to separate coherent Q-criterion structures. The frequency con-
tent and time-varying power of the resulting spectrogram are 
sent to a real-time audio server (SuperCollider sound server) to 
control the frequency and loudness of a bank of audio-rate 
sound generators. The summation of these generators results in 
a harmonically rich signal representative of the probed loca-
tion.  
This on-the-fly implementation is contained (though not 
constrained) within the ParaView Python shell and intended to 
run alongside a synchronized animation. Sound networking 
protocol Open Sound Control (OSC) is used to communicate 
the spectrogram data between the live ParaView environment 
and audio server. The audio presentation of the signal is highly 
configurable while maintaining audio-rate synthesis, allowing 
the user to pitch, slow down, or threshold by frequency band in 
real-time, synchronized to the visualization. Fig. 1 provides an 
overview of this process.  
PV Python shell 
PSD spectrogram
ParaView 
f [Hz]
t [s]
u’(x,t)
Pxx
Audio 
output
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Computed CFD data
Figure 1: An overview of the method of implementation.  
The structure of the sonification “instrument” was designed 
such that any aneurysm dataset (or any collection of spatiotem-
poral data) may be used as input with little manipulation (only 
requiring a transpose of velocity vectors). As the user probes 
the data, varying audio outputs are generated local to the probe. 
As such, different frequency content and amplitude envelopes 
are readily generated for each new sample of the dataset. 
A guiding philosophy of sonic aesthetics was to caricature 
the existing physiological phenomena by generating sound 
inspired by fluid sounds existing in nature, and not necessarily 
to recreate the full acoustic field tied to the flow.  
The basis of our parameter mapping was generated as simp-
ly as possible: the spectral content of velocity is mapped with 
auditory frequency values, while magnitude of spectral content 
is mapped with loudness. Use of spatial audio was considered 
to represent “space” of the mesh, but was ultimately found 
more useful for communicating the kinetic directionality of 
flow within the sample volume. 
A. Implementation 
Data is stored in binary data frames and accessed interac-
tively from the Paraview render view. SuperCollider is used to 
generate the sonification from the flow data. The real-time se-
lection, filtering, and spectral processing of flow velocity is 
described below. 
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The chosen probe radius used is 0.25 mm, containing ap-
proximately 50 discrete points within the volume. A list of 
point identifiers is generated for a 20 uniformly distributed 
random points within this local volume. The velocity values for 
these points through time will serve as the basis for the sonifi-
cation, to be discussed in subsequent sections. This sonification 
is intended to accompany a synchronized visualization with 
time duration chosen by the user. As such, this pipeline is up-
dated once for each period of flow. The data has temporal reso-
lution of 0.004s (2500 samples/second) and about 500 000 
points.  
As shown in Fig 2, the velocity content for each point is ex-
tracted and filtered by criteria of spectral power index (SPI) to 
isolate flow instabilities. 
SPI is a frequency domain decomposition method intro-
duced by Khan et al as a means to quantifying the transient 
instabilities of turbulent-like pulsatile flows without cycle-to-
cycle variations [18]. This decomposition separates the pulsa-
tile carrier signal from the turbulent-like flow instabilities. By 
using a high pass filter to remove the 99% most energy-
carrying frequencies (corresponding to a cutoff frequency of 25 
Hz), flow instabilities can be isolated. SPI is defined as the 
ratio of energy contained within the flow instabilities as a frac-
tion of all signal energy.  
Figure 2. Isolation of velocity fluctuations by high-pass filtering the pulsa-
tile signal according to SPI criteria. A Blackman window is used prior to filter-
ing. 
The local Power Spectral Density (PSD) spectrogram for 
the filtered velocity data associated with each point is calculat-
ed using a window length of 256 samples with 192 sample 
overlap, resulting in a smooth, temporally shifting view of the 
power content for each frequency bin. The average spectro-
gram for the sample volume is then computed. This matrix of 
power content corresponds to 128 frequency bins x 36 time 
bins. 
A synthesizer template used for creating synth nodes (a 
synthdef) was generated in the SuperCollider environment and 
stored on scsynth (a real-time SuperCollider audio server). Us-
ing sound networking protocol Open Sound Control (OSC), the 
power matrix is sent to scsynth.  
The frequency content and time-varying power of the com-
puted spectrogram are fed to a bank of sound generators. Each 
frequency bin of the spectrogram corresponds to the frequency 
of a generator. The time-varying power values of the spectro-
gram are used to modulate the loudness (amplitude) of each 
generator in time.  
The power associated with each bin corresponds to the 
temporal loudness (amplitude envelope) of the sound as well as 
a “complexity” parameter, while the frequency value corre-
sponds to the resonant frequency of a constant skirt gain filter 
(Ringz generator) with noise input. The “complexity” parame-
ter controls the cutoff frequency and modulation depth of a 
resonant high-pass filter. By pseudo-randomly shifting the cut-
off frequency of the high pass filter near the resonant frequency 
of the Ringz generator, and with a shift depth proportional to 
the temporal power, sound textures resembling bubbles are 
generated to indicate a higher level of flow complexity. 
The apparent directionality of flow is communicated by ro-
tating an ambisonic B-format sound field around the user. Giv-
en the position of the aneurysm model onscreen, the direction-
ality of flow relative to the user is determined and used to spa-
tialize the sound; for flow visually moving left-to-right, the 
sound rotates correspondingly, and vice versa. The perceived 
rotation angle indicates the relative velocity orthogonal to the 
user.  
This on-the-fly generation is intended to accompany a con-
ventional flow visualization in ParaView. All computed data 
(signal filtering and extraction of PSD) is computed within the 
Paraview python shell. 
III. RESULTS AND DISCUSSION
A current example of the interactive implemented method 
can be found at [19]. 
The present framework of sonification results in a highly 
configurable audio representation allowing on-the-fly explora-
tion of flow instabilities within CFD data. Frequency bands can 
be individually emphasized or extracted for closer inspection. 
Different sound textures, ranging from Doppler-inspired 
sounds to bubbly flow sounds, exist within the instrument 
framework. This sonification runs in real time next to a simpli-
fied conventional visualization on consumer grade hardware, 
allowing for flexible inspection of data. 
Fig 3. illustrates a variety of flow conditions existing within 
an aneurysm. Velocity of flow is high entering the neck of the 
aneurysm, but contains minimal fluctuation. Entering the sac, it 
is observed that fluctuations increase substantially. The intensi-
ty of the spectral content is presented on a logarithmic color 
scheme and normalized for presentation. High-frequency fluc-
tuations present within the aneurysm sac indicate disturbed 
flow, which may have implications for aneurysm initiation, 
growth, and rupture as described previously. Contours of Q-
criterion for a time instant during the systole are shown for 
each point on a constant y-z plane, where discrete locations of 
intense Q-criterion are observed. 
The prototype has been tested with five aneurysm datasets, 
each of similar temporal and spatial resolution but varying flow 
complexity. Further exposure to new datasets will confirm the  
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Figure 3. A comparison of spectral content and intensity of Q-criterion 
through the aneurysm neck and into the sac  
existing method of psychological scaling, or suggest further 
refinement to accommodate a broader range of flow conditions.  
The biological and clinical implications of high frequency 
content from a decomposed velocity signal are not in the scope 
of the current investigation; these effects are discussed in 
greater depth in CFD literature. The physiological presence of 
high frequency fluctuations, along with frequency-specific am-
plitude envelopes, are to be communicated to the user for inter-
pretation. Other simplified strategies such as directly com-
municating Q-criterion to indicate turbulent flow were sonified, 
but in omitting so many dimensions of the underlying data, this 
simple feedback system was found too simplistic for anything 
other than locating regions of instability. The strength of this 
sonification lies in maintaining the nuance of the original sig-
nal.  
The frequency resolution of the calculated PSD is limited 
by the temporal resolution of the data. By windowing the data, 
variation in time is gained at the expense of frequency resolu-
tion. This is a reasonable balance if the signals often approxi-
mate noise; broad temporal and spectral characteristics are 
communicated. From this balance, there are two potential dis-
advantages. First, the hard-set designation of frequency bands 
results in similar timbral properties between datasets. Secondly, 
and perhaps more importantly, if the signals have strong har-
monic content, greater frequency resolution may be required to 
explore spectral relationships. Given the existing knowledge of 
spectral content in turbulent-like flow, the current chosen win-
dowing parameters are acceptable. 
The proposed method for interpreting cerebrovascular 
flows is not limited by application, and may be useful for other 
time-series spatial datasets containing instabilities. For exam-
ple, we implemented a similar approach in the 3D creation 
suite Blender, for visualizing and sonifying flow around a ver-
tical wind turbine, placing third in WestGrid’s Visualize This! 
2017 Challenge [20]. 
IV. CONCLUSION
A novel method for sonifying CFD data for the purpose of 
better communicating high frequency fluctuations within sim-
ulated intracranial aneurysmal flows is described. This fre-
quency-domain method is intended to augment conventional 
visualization in order to ease the interpretation of dense spatio-
temporal datasets by allowing the user to visually concentrate 
on one field while listening to another. This method for data 
P1 P2 P3
P4
z
y
x
y
P1 P2 P3 P4
P1 P2 P3 P4
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inspection builds on established analysis of intracranial hemo-
dynamics with a focus on real-time inspection inspired by the 
existing field of auscultation. 
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Abstract - Ice formation and accumulation can lead to 
operational failure and risks for structures, including power 
transmission lines, aircraft, offshore platforms, marine vessels, 
and wind turbines. Liquid repellent and icephobic surfaces can 
reduce ice accretion and improve asset integrity and safety in 
harsh environments. There are significant needs to probe how 
wettability affects the droplet impact, ice nucleation and ice 
accretion processes on different kinds of micro-structured 
surfaces. This paper presents experimental results of droplet 
impact, icing delay time and ice accumulation on metallic 
surfaces with varying wettability. Several different designs of 
the hydrophobic surfaces are considered. A commercial 
hydrophobic coating is also used to enhance liquid repellent 
features and reduce ice accumulation. The results 
demonstrated that when the static contact angle increases, the 
total icing time increases, suggesting desirable icing delays. 
The total icing time decreases with lower surface temperature, 
higher impact velocity or smaller droplet diameter. 
Keywords - superhydrophobic, anti-icing, wetting, freezing, 
icing-delay time 
I. INTRODUCTION
In cold and harsh environments, the formation and 
accumulation of ice may cause significant hazards and hinder 
the field operations, for example, with power transmission 
lines, airplanes, offshore platforms, marine vessels, and wind 
turbine [1-4]. There are many ways to remove ice from 
structures, for example, with a high-frequency high-voltage 
short-circuit to melt the ice but it requires the operator to shut 
off power during de-icing operation [5-7]. Workers use 
hammers to remove the ice on wellhead platforms and chain 
bridges. These methods are inefficient, difficult, expensive, and 
often have safety and environmental issues [8]. In order to 
achieve a more effective way to reduce ice formation and 
adhesion, extensive research has been directed to develop 
hydrophobic metallic surfaces with water repellent and anti-
icing properties for applications in harsh environments [8, 9-
10].  
Superhydrophobic phenomena were first related to surface 
roughness by Dettre and Johnson [11]. Subsequently, the 
unique hydrophobic properties of lotus leaves have become an 
active research area because of the fundamental interests in 
wetting and directional flow of water [11]. The lotus effect has 
various advantages such as water repellent action, small flow 
resistance, and self-cleaning property from dirt. The static 
contact angle of a liquid droplet on a smooth surface is related 
to the following interfacial energies at the three phase contact 
line, 
cos sv sl
lv
γ γθ
γ
−
= (1) 
where θ is the static contact angle.  𝛾𝛾𝑠𝑠𝑠𝑠, 𝛾𝛾𝑙𝑙𝑠𝑠, and 𝛾𝛾𝑠𝑠𝑙𝑙 represent 
the solid-vapor, liquid-vapor, and solid-liquid interfacial 
tensions, respectively. The contact angle hysteresis is also a 
key property to define the surface wettability. It is the 
difference between the advancing angle and receding angle 
when the solid surface is tilted, and the droplet starts to roll off 
[12-14]. The key properties of superhydrophobicity include the 
static contact angle larger than 150° and small contact angle 
hysteresis (less than 10°).  
For droplet impact dynamics, Ted Mao et al. [15] 
developed a semi empirical model to predict the maximum 
spread as a function of the Reynolds number (Re), the Weber 
number (We), and the static contact angle. Ice nucleation sub-
model is also considered as heterogeneous ice nucleation at 
liquid-solid interface and the free-energy barrier (∆G) is also 
estimated by N. H. Fletcher [16].  
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where nsa and wa are thermal diffusivities of solid-air and 
water domain, respectively and ct is the total time that the 
droplet in contact with substrate. 
In this paper, experimental studies are conducted to 
determine the effects of sample surface temperature, droplet 
impact speed, surface wettability, and droplet diameter on the 
total icing time of a single water droplet.  
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II. EXPERIMENTAL APPARATUS AND PROCEDURE 
An experimental apparatus was designed to investigate 
liquid droplet impact and icing on surfaces with varying 
wettabilities. Fig. 1 shows the experimental setup. It consists of 
a support stand (Fisher Scientific) with a tilt base (World 
Precision Instruments) of adjustable inclination angles, a cold 
plate (AAVID Thermally) that is mounted on the tilt base and 
controls the temperature of sample surfaces, and a thermal 
electric cooler (TE Technology). A small copper tube (Sigma-
Aldrich, Stainless steel capillary tubing 1/16 in) is buried for 
generating the liquid droplets with controllable temperatures. 
To generate a small water droplet, several needles of different 
inner diameters were used at the bottom end of the droplet 
generator tubing. The liquid comes from a syringe pump 
(Harvard). The cold plate is connected to a thermal bath (Fisher 
Scientific) which provides control of the surface temperature of 
the material sample being tested.  
With this setup, water droplets are emitted with controlled 
temperatures impacting on different surfaces under different 
temperatures. High speed imaging was conducted with a high-
speed camera (Vision Research). The high-speed camera was 
connected to a laptop for video and photo. An LED light and a 
light diffuser (Edmund Optics) were used to provide light while 
capturing droplet impact and nucleation processes. The 
response of the oscillation time, droplet dynamics and total 
icing time were determined from the video taken by the high-
speed camera. The uncertainty analysis of the equipment used 
is shown in table 1. 
 
Fig. 1 Liquid droplet impact and icing experimental systems 
Table 1. Experimental uncertainties of the experiments 
  Operating Range 
Uncertaint
y 
Thermal Electric Cooler -20 to 80°C ± 0.1°C 
FLIR E60 Infrared Camera -20 to 650°C ± 2°C 
Isotemp Heated Bath 
Circulators -25 to 200°C 
± 0.01°C 
Measure tape MAX 25' ± 0.5 mm 
Measure ruler MAX 15 cm ± 0.5 mm 
High Speed Camera 
MAX 6242 fps with full 
resolution ± 20 ns 
       
Several machined and coated sample surfaces with various 
wettabilities were used in the experiment. The contact angles of 
various samples are between 77.2˚ and 145.5˚ including 
hydrophilic and hydrophobic surfaces. The surface material is 
stainless steel (17-4 PH) for all samples. The smooth sample is 
a normal stainless-steel surface with no mechanical machining 
and coating. Some samples have microscale surface structures 
fabricated by wired electrical discharge machining, laser 
maching [17], or sandblasting. Other samples are coated with 
low surface energy material to further increase the surface 
hydrophobicity. The coating used for the samples was a Metal 
Repellency Treatment coating from Aculon. 
III. RESULTS AND DISCUSSION 
The droplet dynamics and ice nucleation experiments on a 
flat surface were conducted under different conditions and 
captured by high-speed camera. The temperature of the sample 
surface was varied between -10°C and -13°C. The droplet 
diameters were varied from 1.80 mm, 2.82 mm, to 4.11 mm. 
The droplet impact speeds were varied from 0.77 m/s, 0.99 
m/s, to 1.17 m/s. The droplet temperature was kept at 5 °C. The 
surface wettability was changed from a hydrophilic smooth 
stainless-steel surface to a hydrophobic textured stainless-steel 
surface.  
To better describe the dynamics of the droplet after 
impinging on the flat surface, a coordinate system is defined as 
shown in Fig. 2. The moment at which a water droplet first 
impacts the sample surface is named as the impact point. The 
x-axis is parallel to the sample surface and the y-axis is 
perpendicular to the sample surface, and it is positioned in the 
middle of the droplet. Fig. 3 clearly indicates a typical droplet 
impact and nucleation process on a flat smooth surface. Kinetic 
energy, surface tension, air drag, liquid viscosity, and surface 
structure play important roles during the droplet impact 
process. The surface temperature, droplet size, and surface 
wettability play important roles during the droplet nucleation 
process. In general, the water droplet goes to a dynamic phase 
after impacting the sample surface, and the ice nucleation phase 
(phase change) occurs after the dynamic phase. The dynamic 
phase contains: a spreading phase (Fig. 3 b-e); a retraction 
phase (Fig. 3 f-i); and a relaxation phase which contains many 
cycles of spreading and retraction processes. The dynamic 
phase lasted 334 ms before moving into an ice nucleation 
phase.  
The impact process of a water droplet (D = 2.82 mm) on the 
smooth sample surface at the temperature of -10°C and impact 
speed at 0.77 m/s is shown in Fig. 3. After hitting the sample 
surface, a lamella was formed from the base of the water 
droplet, and then a ring was formed. Most of the volume of the 
droplet stayed in the outside ring instead of inside the lamella 
(Fig. 3 b-e). At the end of the spreading phase, the water 
droplet reached its maximum contact diameter which is 5.31 
mm (Fig. 3 e). The total spreading process lasted for 8 ms. The 
retraction phase started right after the spreading phase (Fig. 3 f-
i). During the retraction phase, the water droplet started to 
recoil from the outside ring to the inside lamella. After the 
relaxation phase which contained a number of cycles of 
spreading and retraction phases, the droplet became steady and 
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reached its equilibrium state for about 334 ms. The ice 
nucleation phase started after the dynamic phase, and the water 
droplet took about 12.9 s to freeze. The droplet freezing 
process initiated at the liquid-solid interface (Fig. 3 i), and it 
propagated to the top of the droplet (Fig. 3 k). A small tip was 
formed on the top of the droplet at the end of the ice nucleation 
phase (Fig. 3 l). 
 
Fig. 2 Coordinate system of droplet impact and movement 
 
Fig. 3 Images of water droplet impact on a flat smooth surface (𝐷𝐷0=2.82 
mm, 𝑇𝑇𝑠𝑠=-10ºC, 𝑣𝑣0=0.77 m/s, and 𝑇𝑇𝑑𝑑=5ºC) 
The impact process of a water droplet (D=2.82 mm) on a 
varied channel textured surface [20] with Aculon coating at 
temperature of -10ºC is shown in Fig. 4. It was very similar to 
the smooth surface case with a lamella outside of the droplet 
formed right after impact, and then a ring formed. This means a 
large proportion of the droplet stays in the outside ring instead 
of the inside lamella (Fig. 4 d). The first spreading process 
lasted about 6 ms, and the maximum spreading diameter was 
4.28 mm (Fig. 4 b-d). The retraction process started at 8 ms 
(Fig. 4 e). Since the coated varied channel textured surface is 
hydrophobic, the height of the droplet is larger than a smooth 
surface during the retraction process (Fig. 4 e-h). The dynamic 
phase lasted about 532 ms. Then the ice nucleation process is 
initiated and lasts for about 21.3 s (Fig. 4 i-m). The droplet 
freezing process initiated at the liquid-solid interface (Fig. 4 i), 
and it propagated to the top of the droplet (Fig. 4 j-l). A small 
tip was formed on the top of the droplet at the end of the ice 
nucleation phase (Fig. 4 m). Compared with the total icing time 
on the smooth surface, the total icing time on this very 
hydrophobic surface is much longer under the same conditions. 
 
Fig. 4: Images of water droplet impact on a flat coated varied channel surface 
(𝐷𝐷0=2.82 mm, 𝑇𝑇𝑠𝑠=-10ºC, 𝑣𝑣0=0.77 m/s, and 𝑇𝑇𝑑𝑑=5ºC) 
The droplet nucleation experiment is performed with 
varying droplet impact speed, droplet diameter, sample surface 
temperature, and surface wettability. The experiments are 
performed to find out the relationship between different factors 
and droplet overall icing times. Five runs of experiments are 
conducted at each experimental condition. The following 
figures show the experimental result and analysis. 
Fig. 5 indicates how the droplet icing time varies with 
respect to static contact angle and temperature. As the static 
contact angle increases, the icing time increases. The icing time 
decreases with decreasing temperature. Since the water droplet 
spreads less, oscillates longer, and partially sits on the 
hydrophobic surface with a low wettability, the contact area at 
 
0 ms (a)     2 ms (b)    4 ms (c) 
 
6 ms  (d)    8 ms (e)    10 ms (f) 
 
12 ms    (g)      14 ms (h)    16 ms (i) 
 
334 ms  (j)    8.774 s  (k)   12.902 s  (l) 
 
0 ms (a)    2 ms (b)    4 ms (c) 
 
6 ms (d)    8 ms (e)    10 ms (f) 
 
12 ms (g)    14 ms (h)    532 ms (i) 
 
3.376 s  (j)   5.694 s  (k)   12.824 s  (l) 
    
21.324 s  (m) 
y 
x 
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solid-liquid interface is much smaller than a hydrophilic 
surface. The surface energy at the solid-liquid interface is lower 
when the contact angle is small, so the ice formation initiates 
earlier on a smooth surface than a hydrophobic surface. The 
total icing time is much longer on a hydrophobic surface due to 
a smaller solid-liquid contact area which means a smaller heat 
transfer rate. 
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Fig. 5 Droplet icing time vs. Static contact angle at impact speed = 0.77 m/s 
when the surface temperature is -10 ºC and -13 ºC.  
Fig. 6 shows how the water droplet total icing time changes 
with respect to static contact angle at impact velocity of 0.77 
m/s, 0.99 m/s, and 1.17 m/s. From the figure, the total icing 
time decreases as the impact velocity increases. Since the 
impact velocity increases, the droplet spreads faster and the 
maximum contact area increases due to higher initial kinetic 
energy. Since the contact area and time during the dynamic 
phase increase while increasing the impact velocity, the heat 
transfer rate from droplet to the surface increases. The droplet 
may also penetrate into micro-grooves on the hydrophobic 
surface while increasing the impact velocity. In that case, the 
droplet penetration would also increase the heat transfer rate 
from droplet to the surface. 
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Fig. 6 Droplet icing time vs. Static contact angle at -10 °C when the impact 
speed is 0.77 m/s, 0.99 m/s, and 1.17 m/s.  
Fig. 7 shows the relationship between the total icing time 
and droplet diameter which are 1.80 mm, 2.82 mm, and 4.11 
mm. When increasing the droplet diameter and surface
hydrophobicity, the droplet icing time increases. Since the
volume of the droplet increases when increasing the diameter,
more time and overall heat transfer are needed to fully freeze
the droplet.
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Fig. 7: Droplet icing time vs. static contact angle at -10 °C when the 
droplet diameter is 1.80 mm, 2.82 mm, and 4.11 mm. 
IV. CONCLUSION
 This paper investigated the effects of surface wettability, 
droplet impact speed, surface temperature, and droplet diameter 
on the total icing time on surfaces.  The experimental results 
demonstrated that when the surface wettability decreases, the 
total icing time increases. Since the water droplet spreads less, 
oscillates longer, and partially sits on surfaces with low 
wettability, the contact area at the solid-liquid interface is much 
smaller which means a lower heat transfer rate. The total icing 
time decreases with decreasing temperature, increasing impact 
velocity or decreasing droplet diameter. The water droplet 
spreads more and oscillates longer with increasing droplet size 
because the larger droplet contains more kinetic energy. Since 
the contact area and time during the dynamic phase increase 
while increasing the impact velocity, the heat transfer rate from 
droplet to the surface increases. So increasing droplet diameter, 
decreasing droplet impact speed, or increasing surface 
hydrophobicity can decrease or delay the droplet icing time. 
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Abstract - Nanoparticle-enhanced tailing-paraffin composite 
phase change material (NCPCM) is fabricated by spontaneous 
melt infiltration. Industrial waste-iron tailing is used as raw 
material to prepare ceramic porous carrier with a foam-gel 
casting method. By adjusting the fabrication parameters, 
optimal NCPCM properties are obtained with paraffin content 
of 70%~88% and thermal conductivity of 0.351~0.490 
W/(m·K), which is nearly 200% the thermal conductivity of 
paraffin wax. After 25 melting/solidification cycles, the 
nanoparticles remain well dispersion with overall stability in 
the composite phase change material, and the thermal 
conductivity slightly decreased from 0.349 to 0.317 W/ m·K. 
With multiple melting and solidification cycles, a low weight 
loss of 2.3~7.8 wt.% is demonstrated. The strength of ceramic 
frame is found to have a direct effect on the weight loss. 
Compared with exisiting nanoparticle-enhanced phase change 
material, the new NCPCM shows significantly improved 
thermal conductivity and better nanoparticle stability due to its 
ability to prevent nanoparticles from disposition. 
Keywords: Nanoparticle; Phase Change Materials; Ceramic 
Porous Media; Thermophysical Properties; Dispersion.  
I. INTRODUCTION 
Energy storage plays an important role in meeting the 
growing global energy demand. Phase change materials 
(PCMs), with high storage density and isothermal process in 
phase change process, are often applied in latent heat energy 
storage systems where energy is stored in the form of latent 
heat during melting and recovered during solidification of the 
PCMs [1]. 
Paraffin wax is a reliable option for PCM in various 
engineering applications, such as storage of solar thermal 
energy, industrial waste heat recovery and insulation building 
material [2]. But the low thermal conductivity of paraffin 
causes low heat transfer rate during charging and discharging 
cycles [3]. Therefore, efforts have been made to enhance the 
rate of melting/freezing by utilizing different methods. An 
effective method of improving the melting/freezing rate is to 
add highly thermal conductive nanoparticles inside the PCM. 
This nanoparticle-enhanced phase change material (NePCM) 
has been studied in a shell-and-tube thermal energy storage 
system [4]. Khodadadi and Hosseinizadeh [5] observed that 
NePCM exhibits higher heat release rate when compared to the 
conventional PCM partly due to the simultaneous increase of 
the thermal conductivity and reduction of the latent heat. 
Although nanoparticles can improve the thermal conductivity 
of the PCM, the stability issue presents a major challenge. It’s 
very difficult to achieve long term uniform dispersion of 
nanoparticles in paraffin wax since nanoparticle sedimentation 
is almost unavoidable [1]. 
Another heat transfer enhancing technique involves 
composite phase materials (CPCM) incorporating porous 
ceramics. This technique can efficiently improve the thermal 
conductivity and maintain original shape of the PCM even 
when the wax is melted. Several authors reported the thermal 
enhancement of CPCMs. Zhao et al.[6] performed an 
experimental investigation to characterize the phase change 
processes (both melting and solidification) of paraffin wax 
inside copper metal foam. The porous materials, through 
capillary and surface tension forces, keep the PCM in stable 
shape at liquid phase [7]. Qian, et al. [8] fabricated shape-
stabilized composite phase change material (ss-CPCM) based 
on SiO2 materials. SiO2 acts as the carrier matrix to provide 
structural strength and prevent the leakage of melted PCM. 
Their results show that the use of porous medium enhances the 
melting/solidification process faster than pure PCM without a 
porous medium. 
NCPCM is a new way that combines the advantages of 
NePCM and CPCM. Although the transport processes of 
nanofluids in a porous medium have been studied in recent 
years, the fabricating technology and thermal properties of 
NCPCM were barely reported. The key point is that the 
ceramic must have micron-sized pores and high porosity, good 
wettability and chemical stability with NePCM. Iron ore 
tailings (IOT) have been generated in steel production as an 
industrial waste all over the world, which caused economic, 
environmental and health-related problems [9].  Using IOT as a 
carrier to fabricate NCPCM is an efficient method for 
improving thermal properties, keeping the shape of meted 
paraffin, reducing industrial pollution and drastically 
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decreasing the manufacturing cost. This paper presents the 
preparation and analyzes the thermal conductivity of NCPCM. 
II. MATERIALS AND PROCEDURE OF PREPARATION
A. Preparation of Tailing Porous Ceramic Media
Tailing was obtained from iron mines of Miyun area in
Beijing. Tailing porous ceramics were fabricated by a foam-gel 
casting method. First, iron tailing slurries with a solid loading 
of 45 wt.% were prepared by mixing ball-milling IOT powders, 
deionized water, Acrylamide, N,N’-Methylenebisacrylamide 
and ammonium polyacrylate for 15h. After that, Sodium 
dodecyl sulfate and lauryl alcohol were added into the slurries, 
followed by high-speed stirring to acquire foamed slurries. 
Tetraacetylethylenediamine and Ammonium persulfate were 
slowly added to the foamed slurries and mixed adequately. 
Then the slurries were poured into molds and gelled in the air 
for 10 min to get green porous bodies. Finally, the green bodies 
were dried and sintered at different temperatures of 1070, 1080, 
1090, 1100, 1110 and 1120 °C for 7 h.  
B. Preparation of NCPCM
Technical grade paraffin wax with melting temperature 56
°C and graphene nanoplatelets were supplied by Sigma-Aldrich 
Canada. The porous ceramic and 99g paraffin were heated to 
150°C and 90°C, respectively. Then 1g of graphene 
nanoparticles were added into the melted paraffin and the 
mixture was stirred for 30 min.  
The mixture is under ultrasonic treatment for 5min after 
stirring to prevent nanoparticles from aggregation. Then, the 
porous ceramics were put into a beaker full of melted paraffin 
to make sure that the melted paraffin covers the ceramics. The 
infiltration process needs 5min. After that, the beaker is let to 
cool down to 60 °C and the samples are taken out to dry in the 
air. Figure 1 shows pictures of samples of the porous ceramic, 
CPCM and NCPCM. Due to the black color of graphene 
nanoparticles, the color of NCPCM is much darker than the 
other samples. 
Figure 1. Pictures of porous medium (a), CPCM (b) and NCPCM (c) 
III. PROPERTIES OF POROUS CERAMIC AND NCPCM
A. Properties of Ceramic and Infiltration Result
The porosity of porous ceramic is a key property to decide 
NePCM content in NCPCM which is measured by the 
Archimedes method in distilled water. Compressive strength 
was measured by a WDW-100E testing machine with a 
crosshead loading speed of 0.5 mm/min, using cylindrical 
specimens with a diameter of 20 mm and a height of 20 mm. 
Phase composition of the sintered materials was identified by 
X-ray diffraction (D/MAX-III, Rigaku, Japan). Eight
specimens were used to acquire average property. Pore size
distribution was analyzed by the mercury intrusion method in
an Auto Pore IV 9510 instrument.
Physical properties of the tailing porous ceramics sintered 
at different conditions are listed in Table 1, and the effects of 
sintering temperature on the compress strength are shown in 
Fig.2. Six samples were tested for each temperature point.  
Table 1  PROPERTIES OF THE TAILING POROUS CERAMICS 
Sintering 
temperature 
(°C) 
Bulk density 
(g/cm3) 
Apparent 
Porosity (%) 
Shrinkage (%) 
1070 0.39±0.01 88.8±0.1 3.81±0.43 
1080 0.38±0.01 87.4±0.4 5.59±0.31 
1090 0.36±0.01 87.0±0.8 8.20±1.42 
1100 0.29±0.02 85.5±0.1 9.46±0.23 
1110 0.48±0.01 82.6±0.2 10.74±0.31 
1120 0.76±0.01 71.6±0.4 20.67±0.45 
1070 1080 1090 1100 1110 1120
0
2
4
6
8
Sintering Temperature (℃ )
C
om
pr
es
si
ve
 S
tr
en
gt
h 
(M
P
a)
Figure 2.  Relationship between sintering temperature and compressive 
strength 
As temperature increased from 1070 to 1120 °C, bulk 
density and shrinkage of ceramic increased from 0.39 to 0.76 
g/cm3 and 3.81 to 20.67 % respectively, and the porosity 
decreased from 89% to 71%. With the increase of sintering 
temperature, atomic diffusion kinetic energy increases, which 
enhances the sintering activity and makes the tailings particles 
closer. 1110 °C is likely a point where liquid phase is 
significantly generated, while higher temperatures lead to 
drastic shrinkage of the samples, resulting in increased porosity 
of the porous ceramics. Higher porosity of porous ceramics 
means bigger energy storage density of the NCPCM.  
As we can see in Fig 2, with higher sintering temperatures, 
the compressive strength of porous ceramics increased due to 
the much stronger interconnection among quartz grains and 
framework of more glass phase generated in higher 
(°C  
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temperature. Based on the Gibson equation, the following 
relationship between porosity and strength was correlated from 
the experimental data:  
2.53
1=129 -  （1 ）                         (1) 
where Γ is porosity, σ1 is compression strength of porous 
ceramics. 
When sintering temperature reached 1080 °C and held for 3 
hours, porosity, bulk density and compression strength were 
86.6 %, 0.31 g/cm3 and 0.75 MPa respectively, which can 
satisfy the needs of NCPCM. 
Figure 3 shows the phase composition of tailing porous 
ceramics sintered at 1080 °C. The mineralogical composition 
of the porous samples determined by X-ray Diffraction (XRD) 
shows main crystalline phases like quartz (SiO2), diopside 
(CaMgSi2O6), augite (Ca(Mg,Fe,Al)(Si,Al)2O6). Anorthite 
(CaAl2Si2O8) and hematite (Fe2O3) were identified. This phase 
has good erosion resistance and forms the main mineral 
framework of the tailing porous ceramics, which are 
responsible for the physical properties and mechanical strength 
of porous ceramics. 
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Figure 3.  XRD patterns of porous ceramics sintered at 1080 °C 
Figure 4 shows the pore size distribution of porous tailing 
ceramics sintered at 1080 °C for 3 hours. It shows a bimodal 
distribution of the pore size of the porous tailing ceramic, with 
a weak peak at about 1.4 μm and a strong peak at 45 μm, while 
the pore diameter was mainly in the range of 20-80 μm. 
According to previous work, when the radius of pores is 
smaller than 100 μm, the capillary force is larger than that from 
atmospheric pressure, which helps to eliminate air from the 
samples in the infiltration process. Also, when the pore radius 
is 3~35μm, the differential pressure ΔP changes from 6 MPa to 
1 MPa, which efficiently prevents the melted paraffin from 
leaking out of the porous medium. 
Table 2 shows filling fractions of the prepared CPCM and 
NCPCM. The values indicate percentage of pores that are 
occupied by liquid paraffin (which has a density of 0.74 g/cm3) 
and liquid nanoparticle enhanced paraffin (which has a density 
of 0.73 g/cm3 due to the low density of graphene nanoparticles). 
As we can see in Table 2, different sintering temperatures lead 
to different pore sizes of the samples, which causes variation in 
capillary forces and therefore changes in the infiltration 
efficient. Compared with the CPCM, adding graphene 
nanoparticles didn’t seem to change the wettability of paraffin 
on the surface of the ceramics. 
 
 
Figure 4.  Pore size of sample sintered at 1080 °C 
Table 2  INFILTRATION OF CPCM AND NCPCM 
Sintering 
Temperature 
(°C) 
Porosity of 
Porous 
Ceramic (%) 
Filling Fraction of 
CPCM (%) 
Filling Fraction of 
NCPCM (%) 
1070 89 98.08 99.21 
1090 86 98.91 99.08 
1110 82 98.13 97.30 
 
B. Thermal Conductivity  
The thermal conductivities of iron ore tailing were 
measured on 5×5×3 mm3 machined specimens at room 
temperature, using the Thermal Transport Option (TTO) of 
Physical Properties Measurement System (PPMS, Model 6000, 
Quantum Design, USA). The NCPCMs, i.e., tailing ceramic/ 
NePCM composite materials, were measured with a KD2 Pro 
Thermal Properties Analyzer (Decagon Devices, USA). The 
thermal conductivity of the tailing ceramic and the NePCM is 
1.41 W/m·K and 0.282 W/m·K, respectively.  
Figure 5 shows thermal conductivities of NCPCM, CPCM, 
NePCM and the base PCM (paraffin wax). With combined 
advantages of CPCM and NePCM, the new NCPCM shows a 
significant increase of thermal conductivity to 0.428 W/m·K, as 
compared to 0.229 W/m·K of the base PCM. It was confirmed 
that the micron-sized pores can prevent nanoparticles from 
deposition. Also, the tailing ceramic has higher thermal 
conductivity than paraffin, which also helps improve the 
thermal properties. 
C. Multiple Melting Solidification Cycles 
Weight loss of samples was tested after 1, 5, 10, 15, 20 and 
25 melting / solidification cycles. Figure 6 shows cross- 
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sectional view of a sample after these cycles. As we can see in 
Fig. 6, there is no observable color change in the cross-
sectional view of the NCPCM, suggesting that the 
nanoparticles were still well dispersed in the PCM without 
deposition (otherwise there will be dramatic change of color 
gradient with dark colored area from nanoparticle deposition). 
These results demonstrate that the NCPCM technique can 
effectively prevent the nanoparticles from disposition. 
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Figure 5.  Thermal conductivities of NCPCM, CPCM, NePCM and pure PCM 
Figure 6.  The section of sample after 1(a), 5(b), 10(c), 15(d), 20(e) and 25(f) 
times of melting / solidification cycles 
Figure 7 shows weight losses of two NCPCM samples after 
1, 5, 10, 15, 20 and 25 melting / solidification cycles 
respectively. 
As the number of melting/ solidification cycles increased, 
the mass of samples slightly decreased. With air fills into the 
sample after paraffin leaking, the thermal conductivity 
decreased from 0.349 to 0.317 W/ m·K. This can be explained 
by evaporation and leak of paraffin. Comparing the two curves 
in the Figure 7, one can find that the leakage and weight loss 
are greatly affected by the porosity. As the porosity increases, 
more and more glass phase forms on internal walls of the 
ceramics promoting the strength of samples. Stronger wall of 
the pores can decrease the impact from liquid paraffin in 
melting and solidification and prevent the paraffin from 
leaking. 
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Figure 7.  NCPCM Sample material weight loss with 90% and 85% porosity 
after multiple melting / solidification cycles 
IV. CONCLUSIONS
Nanoparticle enhanced tailing-paraffin composite phase 
change material (NCPCM) was successfully prepared using 
iron ore tailing, graphene nanoparticles and paraffin as raw 
materials with a foam-gel casting method and spontaneous 
infiltration technique. With higher sintering temperature, the 
porosity of ceramic decreased from 89% to 71% and the bond 
between particles become stronger as well. It was found that 
paraffin dispersed with graphene nanoparticles has good 
wettability with the tailing ceramic. It efficiently prevents 
leaking of the melted paraffin out from the porous medium. 
NCPCM significantly increases the thermal conductivity of 
PCM from 0.229 W/m·K to 0.428 W/ m·K. In addition, the 
porosity of the ceramic porous media has a significant effect on 
weight loss which was only 2.3wt.% when porosity is smaller 
than 85%. NCPCM with tailing porous ceramic demonstrates 
good mechanical integrity, with significantly improved and 
controllable thermal properties. 
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Abstract—Phase Change Materials (PCMs) have been widely 
used in Latent Heat Thermal Energy Storage Systems 
(LHTES) to store and release thermal energy. However, PCMs 
suffer from their low thermal conductivities, which leads to 
longer melting (charging) or solidification (discharging) time. 
Dispersing highly conductive nanoparticles into PCM is one of 
the methods to improve the thermal conductivity of the PCM. 
In this paper, we have experimentally and numerically 
investigated the effect of dispersing Copper Oxide 
nanoparticles into RT-35 filled a vertical cylindrical Thermal 
Energy Storage (TES) system. The TES system is consisted of 
two vertical cylindrical enclosures, which are attached to a 
thick acrylic plate. One of the enclosures is filled with pure 
PCM and the other one is filled with nano-PCM. The setup is 
insulated from the bottom and isothermally heated from its 
sides by using a constant temperature bath. To study more 
about the thermal and velocity fields, melting fraction and 
stored energy, a numerical simulation is conducted by using 
COMSOL Multiphysics software. It is concluded that although 
adding nanoparticles to PCM improves the melting rate, it is 
lowering the amount of energy stored inside the TES system. 
Keywords: Thermal energy storage (TES); Latent heat; 
Phase change material (PCM); nano- PCM 
 I.     INTRODUCTION 
The increase in the amount of greenhouse gasses especially 
Carbon dioxide caused by burning fossil fuels has caused a 
serious environmental concern known as global warming. On 
the other hand, the increase in the worldwide population and 
industrial units have forced energy suppliers to search for 
alternate energy sources ( i.e. renewable energy) and or use of 
energy efficiently. Thermal Energy Storage (TES) systems 
have developed with the aim of storing thermal energy 
effectively and release that energy in the demand time. TES 
systems are divided into three main groups including: (i) 
Sensible Heat TES system, (ii) Latent Heat TES system and, 
(iii) Thermo-Chemical TES system. However, among these 
three groups, LHTES system is more attractive. LHTES 
systems use PCMs to store or release thermal energy which 
offers two main advantages: (i) higher capacity of storing 
energy (i.e. 5-14 times higher than sensible heat TES) and (ii) 
smoother temperature fluctuations during the operation [1,2].  
A wide variety of PCMs are available with different melting 
temperatures (Tm) which have been used for both cooling and 
heating purposes. Paraffin waxes, hydrated salts and organic 
compounds (e.g. Coconut oil) are the most available types of 
PCMs. Although PCMs seem to be a proper material for 
store/release of thermal energy, they suffer from a low thermal 
conductivity. This disadvantage leads to longer 
melting/solidification time, which affect the performance of the 
LHTES system [3]. Several methods have been proposed to 
enhance the thermal conductivity of PCMs such as (i) 
dispersing highly conductive nanoparticles into the PCM, 
which is the main purpose of this study, (ii) inserting metal 
fins, and (iii) the use of conductive porous medium [4]. 
Different weight fractions/volume fractions of nanoparticles 
can be dispersed in to the PCM to increasing its thermal 
conductivity. However, in practical, sedimentation is an issue 
caused by using high weight/volume fractions of nanoparticles 
[5,6]. Different configuration of PCM container such as 
rectangular, cylindrical (both horizontal/vertical), and spherical 
can be used. Cylindrical can be installed both vertically and 
horizontally according to a specific application/ occupied space 
[7].  
In this paper, the main aim of study is to investigate the 
melting process of a nano-PCM filled in a vertical cylindrical 
enclosure. By surveying the literature, it can be found that a 
considerable number of researchers have studied the use of 
vertical cylindrical enclosures filled with nano-PCM. Wu et al. 
[8] performed a numerical study on the melting process of 
Paraffin enhanced with Copper nanoparticles filled in a 
cylindrical enclosure which was heated from the bottom. It was 
found that the melting rate was 13.1 % improved by using 1wt. 
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% of nanoparticles. Sciacovelli et al. [9] numerically studied 
the melting of paraffinic PCM with copper nanoparticles. In 
their investigation, the nano-PCM was isothermally heated by 
placing an inner tube at the center of cylindrical enclosure. It 
was reported that by using 4% volume fraction of 
nanoparticles, the melting time was decreased by 15%. Das et 
al. [10] numerically studied the melting process of n-eicosane 
enhanced with carbon allotropes. The enclosure was 
isothermally heated placing an inner pipe at the center. It was 
concluded that by using 1 % volume fraction of single-walled 
carbon nanotubes, the melting time melting time was decreased 
by 15%. The melting time was decreased up to 25% with the 
use of 1% volume fraction of graphene. An experimental study 
on melting process of 1-dodeconal enhanced with carbon 
nanotubes was performed by Zeng et al. [11]. In their 
experiment, the cylindrical enclosure was insulated from the 
surroundings and heated from the bottom. It is reported that by 
dispersing the carbon nanotubes, melting rate was degraded 
due to the increase of viscosity and decrease in the natural 
convection. Fan et al. [12] experimentally investigated the 
effect of adding Graphene nanoplatelets in to  tetradecanol on 
the melting rate. The cylindrical enclosure was isothermally 
heated from the bottom. It was reported that by using 3 wt.% of 
nanoparticles at the temperature of 55 ◦C, a 8% decrease in the 
melting time is observed. 
 According to the literature, the melting process of a nano-
PCM inside a vertical cylindrical enclosure, insulated from the 
bottom, and isothermally heated from the sides has not been 
extensively investigated. In this work, an experimental and 
numerical investigation are performed to study the effect of 
adding Copper oxide nanoparticles into RT-35 with the melting 
temperature (Tm) in a range of 34 ◦C- 36 ◦C. To do so, an 
experimental setup is built to visualize and compare the 
melting process of pure PCM and nano-PCM. Moreover, a 
COMSOL simulation is developed to compare the energy 
stored in PCM and nano-PCM. 
 II.  EXPERIMENTAL  INVESTIGATION
A.  Experimental setup 
The primary objective of the experimental work is to 
visualize and compare the melting process of PCM and nano-
PCM.  The experimental setup is consisted of two transparent 
acrylic pipe with the inner diameter of 4.4 cm, a transparent 
water bath equipped with temperature regulator, a circulation 
pump, and a digital camera to capture the melting pattern 
periodically. Two cylindrical acrylic pipes are vertically 
attached to a thick plastic plate (thickness= 3.5 cm) with the 
center-to-center distance of 13 cm. The cylindrical pipes are 
thermally insulated from the bottom and to avoid any pressure 
at the top of PCM/nano-PCM, it is kept open from the top. A 
schematic of the experimental setup is shown in Fig.1. 
Fig.1. A schematic of the experimental setup 
 B.  Nano-PCM preparation 
     One of the main challenges associated with the use 
of nano-PCM is the sedimentation of nanoparticles at 
the bottom of enclosure after several cycles of 
operation. Therefore, preparation of the nano-PCM is 
an important step for the experimental work. At the 
first step, the required amount of RT-35 and Copper 
oxide nanoparticles to have a 0.2 wt.%  nano-PCM  
was weighed by a precise balance. It should be 
mentioned that dispersing Copper oxide nanoparticles 
into RT-35 results to a dark black fluid. Thus, to have 
a clear melting visualization, low amount of 
nanoparticles is used. Then, the mixture was heated 
up to 60 ◦C and stirred by using a magnetic stirrer for 
24 hours. To ensure the homogeneity of mixture and 
release the trapped air inside the nano-PCM, an 
ultrasound sonicator was used for two hours. At the 
next step, the nano-PCM was kept in a bath with the 
temperature of 45 ◦C for three hours (more than the 
time required for melting experiment) to see the 
amount of sedimentation. After ensuring the 
homogeneity of mixture, the nano-PCM was 
solidified gradually at the room temperature (i.e., T0 = 
23 ◦C). Solidification at the temperatures close to the 
Tm requires a longer time, however, it provides the 
advantages of having less trapped air inside the nano-
PCM and avoiding the sub-cooling effect. Table.1 
shows the thermophysical properties of RT-35 and 
Copper Oxide nanoparticles. 
 Table 1. Properties of RT-35 and CuO nanoparticles 
Property RT-35 [13] Copper oxide[14] 
β (1/K) 6× 10-4 85×10-7 
hsf (kJ/kg) 170 ___ 
k (W/m K) 0.2 18 
μ (Pa.s) 0.023 ___ 
cp (kJ/kg K) 2 0.54 
ρ (kg/m3) 815 6500 
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C.   Experimental procedure 
       Several steps were taken to start the experiment. First, a 
predetermined amount of  molten Pure PCM  and nano-PCM 
was poured in cylindrical pipes at the same height ( H= 8.3 
cm) representing Rayleigh number of 107. Then, the 
PCM/nano-PCM were gradually solidified by keeping the 
setup at the room temperature. Next, the temperature of the 
constant bath was set to 45 ◦C. To ensure the accuracy of the 
thermal regulator, a T-type OMEGA thermocouple was placed 
inside the bath and monitored the temperature. The Cylindrical 
TES system enclosures were suddenly placed inside the bath 
to initiate the melting process. A digital camera was used to 
record the melting pattern periodically (i.e. every five minutes) 
during melting process. 
III. NUMERICAL INVESTIGATION
A. Numerical model 
To study the effect of dispersing nanoparticles to pure 
PCM on the thermal fields, melting fraction and energy stored, 
a numerical model with the same geometry as the 
experimental setup was developed by using COMSOL 
Multiphysics. The model is insulated from the bottom, 
isothermally heated from its sides, and filled with PCM/nano-
PCM at the height of H. The liquid phase of PCM/nano-PCM 
is assumed as a Newtonian incompressible fluid. A 2-D view 
of the numerical model is shown below. 
 Fig. 2. A 2-D view of the numerical model 
      The governing equations representing the conservation of 
mass, momentum and transferred energy are presented below 
[15]: 
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where t, K,ρ and Cp represent time, thermal conductivity, 
density and specific heat at constant pressure, respectively. 
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where μ, g, β and T represent viscosity, gravitational 
acceleration and coefficient of thermal expansion and 
temperature, respectively. The amount of stored energy is one 
of the main parameters for designing a LTES system which 
can be determined by Eq. 5 [16]. 
(5)
In this equation, (t) is the transferred heat during the melting 
process which can be determined by Eq.6.     
(6)
Where d and k are the inner diameter of the circular pipe and 
thermal conductivity of the nano-PCM respectively. 
     Dispersion of nanoparticles to PCM results to new 
properties such as density, viscosity, thermal conductivity, and 
heat capacity. The thermophysical property relationships for 
the nano-PCM can be found in [17]. Moreover, as the change 
in the phase of the nano-PCM occurs within a transition stage, 
the properties of the nano-PCM are affected by a transition 
temperature range (i.e. T= Tm-ΔT, and T= Tm+ΔT). The 
thermophysical properties of the nano-PCM at the transition 
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stage can be found in [18]. In addition, a Gaussian function is 
used to approximate the heat capacity during the phase change 
process [19]. 
B. Grid size and time step independency test 
To test the mesh size and time intervals independency, 
simulations were carried out in different steps. First, the melting 
fraction was calculated by using three different mesh sizes including 
(i) 6965 elements, (ii) 15062 elements and (iii) 33905 elements. The 
result of this test is shown in Fig.3. 
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Fig. 3. Grid size independency test 
     As it can be seen from Fig. 3, the values of melting fraction 
for different meshes are almost identical. Hence, to obtain the 
proper accuracy and less simulation time, the mesh quality 
with 15062 elements was selected. At the next step, the time 
step independency is examined. In this test, melting fraction 
was calculated by using three different simulations with 
different time steps. Table 2 shows the different time steps 
used in these series of tests. 
     Table 2. Time intervals used to examine the time step  
independency 
Time zone 
(s) 
Time step 
(s) 
Test 1 Test 2 Test 3 
0 to 10 0.01 0.1 0.005 
10 to 100 0.1 1 0.05 
100 to 10000 10 100 5 
     Fig.4 presents the result of these tests. As it can 
been seen, there is a slight difference in the values of 
melting fraction resulted by these three time steps. 
Therefore, to have both accuracy and less simulation 
time, the simulations were carried out by using the 
time interval in Test 2. 
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 Fig. 4. Time step independency test 
C.  Validation with experimental work 
  Figure 5 presents a melting visualization comparison 
between numerical results and experimental work for 0.2 
wt.% of nano-PCM. To do so, some selected results 
obtained from numerical and experimental are compared. 
In general, a good agreement is achieved. However, there 
are some discrepancies in melting pattern, which may be 
due to the two main  factors. First, the air trapped inside 
the nano-PCM in the experimental work was seen to 
cause a non-uniform melting at the times that trapped air 
was released. The other major factor is neglecting of the 
thermal resistance of the acrylic pipe in the numerical 
model. As a result, more heat could be transferred 
between hot wall and the nano-PCM during numerical 
simulation. 
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Fig. 5. Validation of numerical model with experimental work 
IV. RESULTS AND DISCUSSION
A. Melting pattern visualization 
       In this section a comparison of melting pattern 
between pure PCM and Nano-PCM is presented. 
Some selected results are presented in figure 6. After 
a few minutes of initiating the experiment, a thin 
layer of molten PCM/nano-PCM appeared which lead 
to a solid-liquid interface. At the early stages of 
melting process (up to 300 s), conduction was the 
dominant mode of heat transfer since the solid-liquid 
interface is parallel to the lateral walls. As time 
furthered, the buoyancy force started to dominate the 
viscous force and natural convection started to 
establish. This phenomenon can be clearly observed 
from the remaining shape of the solid PCM/nano-
PCM. At the later stages of melting process (i.e. after 
3600s), convection became the dominant mode of 
heat transfer which resulted to a dome shape solid 
PCM/nano-PCM. As it can be seen from the figure 6, 
an improvement in the melting rate is observed by 
using 0.2 wt. % nano-PCM. To assist the discussion, 
the melting fractions for both PCM and nano-PCM at 
different times was calculated from the digital photos 
by using a software called Grafula. Calculation of 
melting fraction from digital image was also used in other 
published works in the literature such as [20]. 
Fig. 6. Visualization of melting pattern for nano-PCM and pure PCM 
 B.    Energy Stored 
Figure 7 presents the stored energy during the melting 
process for both the nano-PCM and the pure PCM cases. At 
the beginning of melting process, the temperature difference 
between hot lateral walls of the circular enclosure and cold 
PCM/nano-PCM is more than the later stages of melting 
process. As a result, the slope of energy stored is higher at the 
early stages (i.e. up to 600s) than other times. From this point 
onward, the rate of energy-stored decreases until it reaches to 
zero by reaching to the thermal equilibrium. The amount of 
energy stored during the melting process mainly depends on 
the specific heat capacity and the latent heat capacity of nano-
PCM/PCM. As it can be seen from the thermophysical 
relations of the nano-PCM presented in [21], adding 
nanoparticles to the PCM at the liquid phase increases the heat 
capacity, while, it decreases the latent heat capacity of the 
PCM. Therefore, it is expected to have a lower amount of 
energy stored in the nano-PCM which will be further degraded 
by adding higher weight/volume fractions of nano-particles. 
The amount of this decrease in the energy stored is not 
significant in this work due to the use of low weight fractions 
of nanoparticles in the experimental work. However, this 
phenomenon is more apparent in Groulx’s numerical study 
[19]. 
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V.  CONCLUSION 
A numerical and experimental study were conducted to 
investigate the effect of dispersing copper oxide nanoparticles 
into the RT-35 as the base PCM on the melting rate and 
energy stored. The followings can be concluded from the 
results obtained from this work: 
a) Dispersion of the Copper oxide nanoparticles in to the
RT-35 increased the melting rate due to enhancing the thermal 
conductivity of base PCM. From the numerical simulations, it 
can be found that this improvement increases by using higher 
weight/volume fractions of the nanoparticles. However, it is 
worth mentioning that in practical, dispersion of high 
weight/volume fractions of nanoparticles results to the 
sedimentation issue. 
b) The rate of energy stored is seen to be high at the
beginning of melting process due to the high temperature 
gradient. This stored energy rate degraded to zero at the end of 
melting process due to the thermal equilibrium. In addition, 
nano-PCM showed a lower amount of energy stored. 
c) Finally, as both melting time (charging) and the total
energy stored are important for an optimal design of a LHTES 
system, it is recommended to maintain a balance between 
improvement in the thermal conductivity and decrease in the 
energy stored if use of nano-PCM is required. 
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Abstract— In this paper, ice accretion on a wind turbine blade 
with a NACA 63415 airfoil is investigated with experimental 
techniques. Several different angles of attack, from 0° to 90°, 
and wind velocities, 3 m/s, 4 m/s and 5 m/s are studied. Tests 
are conducted in a climatic wind chamber with a fan and two 
spray nozzles. The largest quantity of ice accumulation on the 
blade was 7.2 kg, at an angle of attack of 90°. The results of 
this paper provide valuable new experimental data for ice 
accretion on wind turbine blades.  
Keywords-Wind turbines; ice accretion; wind tunnel 
I.  INTRODUCTION
In northern locations, ice is a significant obstacle for 
efficient operation of wind turbines. From measurements by 
Natural Resource’s Canada, ice accretion can occur up to 20% 
of the time, between November and April [1]. Several 
problems for wind power are caused by ice accretion, including 
reduced power output due to disrupted aerodynamics, overload 
due to delayed stall, and increased fatigue of components due 
to imbalance of the ice load [2]. Ice accretion on a wind turbine 
occurs when super cooled liquid water droplets in fog, clouds 
or rain collide with a turbine and freeze on the surface. 
To predict the annual power production for a wind turbine 
in northern locations, the wind and ice conditions must be 
considered [3]. Power output losses were estimated from 17% 
to 30% for wind turbine operating in locations that are affected 
by ice accumulation [4-6]. Ice accumulation changes with 
variations of the atmospheric temperature and water droplet 
size [2]. Better predictive techniques and experimental data are 
needed to predict ice accretion on wind turbine blades [7]. The 
external conditions at a cold climate site have several effects on 
wind turbine behaviour and on the efficiency of a wind farm.  
Ice accumulation on a wind turbine blade causes distortion 
to the blades profile, which can impede the aerodynamic 
efficiency of an airfoil. The distortion frequently does not 
depend on the amount of ice accretion but on the location that 
accrues it; a small amount of ice accretion on the leading edge 
of a blade can significantly impair the aerodynamic 
performance. Additionally, ice accretion can cause wind 
turbine vibration, which can increase fatigue loads and cause 
structural failure [8].  
Figure 1. NACA 415-63 blade airfoil (NASA, 2014). 
During icing conditions, a wind turbine is often shut-down 
to prevent damage caused by the ice accumulation. In this 
paper, experiments are conducted on a non-rotating wind 
turbine blade (NACA 415-63 airfoil (Fig. 1)). This research 
will focus on two important aspects of ice accumulation on 
non-rotating wind turbine blades, including (i) the quantity and 
(ii) location of ice accumulation.
II. EXPERIMENTAL METHODOLGY
In this section, details of the experimental setup used to 
study ice accretion on non-rotating wind turbine blades is 
presented. As illustrated in Fig. 2, a wind turbine blade of 0.93 
m length, with a chord length of 19 cm at the root to 8.3 cm at 
the tip is manufactured for the experiments. The blade is made 
by carbon fiber. During the experiments, the thickness and 
chord of the blade are measured at four points (Tip, Mid1, 
Mid2, Root) six times (each 30 min). A digital caliper is used 
to measure the thickness of ice and a digital scale to measure 
the mass of ice.  
Figure 2. Schematic of wind turbine blade. 
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Figure 3. Schematic of experimental setup. 
The experiments are conducted in a cold chamber with 
dimensions of 7.6 m, 4.6 m, and 4.6 m. The cold chamber is 
climatically controlled to allow sub-zero temperatures (-10 °C 
in this paper). As illustrated in Fig. 3, two FullJet spray nozzles 
are placed between the fan and the wind turbine blade. The 
wind velocity (V) is maintained at 3.5 m/s, 4 m/s and 5 m/s. 
The positions of the blade and spray nozzle from the fan are 
(1.5 m, 0.502 m, 0.835 m) and (0.833 m, 0.485 m, 0.321 m), 
respectively. All coordinates are taken from the bottom left 
edge of the front side of the fan.  
III. RESULTS AND DISCUSSION
In this section, new experimental results on wind turbine 
blade icing are presented. As presented in Table 1, 7 different 
experiments are conducted with different wind velocities and 
angle of attacks (α). Wind velocities from 3.5 m/s to 5 m/s are 
investigated for a 45ᵒ angle of attack and angle of attacks from 
0° to 90° are investigated for a wind velocity of 5 m/s. In all 
tests, the wind turbine blade has a horizontal angular position 
(Fig. 4). The liquid water content (LWC) is 0.6 and the mean 
volume diameter of the spray is 50 µm. All experiments are 
conducted for 3 hours. 
Table 1. Parameters of experiments 
Velocity 
(m/s) 
Angle of attack 
(°) 
5 0ᵒ 
5 30ᵒ 
5 45ᵒ 
5 60ᵒ 
5 90ᵒ 
4 45ᵒ 
3.5 45ᵒ 
As illustrated in Fig. 4, the thickness of ice on the wind turbine 
blade is measured every 30 minutes during the 3-hour test. Two 
different measurements (chord and width) are taken at four 
location of the blade span (Fig. 2). The chord length is 
measured before the tests, at each location, and then it is 
measured again with ice accumulation. The difference in the 
two measurements represents the thickness of ice on the 
leading and trailing edge (chord thickness of ice), which is 
plotted in Fig. 4a. As presented in Fig. 4, the majority of ice on 
the chord is at the leading edge. This is noteworthy as ice 
buildup on the leading edge can cause significant deterioration 
of aerodynamic performance [9]. The width ice thickness, 
represents the thickness of ice perpendicular to the chord and is 
plotted in Figure 4b. The results plotted in Figure 4 are for a 
wind velocity of 5 m/s and an angle of attack of 45°. The 
transient results of other tests follow similar trends.    
(a) 
(b) 
Figure 5. Transient ice accretion for V = 5 m/s and α = 45° on the (a) chord and 
(b) width of a wind turbine blade
     As illustrated in Fig. 5, significant ice accretes on the 
leading edge of the wind turbine blade. Comparing Figs. 4 and 
5a, over 30 mm ice thickness is accreted on the leading edge, in 
the middle section. The root has the smallest thickness of ice, 
which is approximately half as thick as in the middle of the 
blade. The blade’s tip also has significant leading edge ice 
accumulation, which is more than 25 mm thick. 
Figure 5. Ice accretion on a wind turbine blade at V = 5 m/s and α = 45° after 3 
hours of icing conditions. 
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Figure 6. Weight of ice accreted on a wind turbine positioned at different angle 
of attacks for a wind velocity of 5 m/s. 
      As illustrated in Figure 6, the total quantity of ice that 
accretes on a non-rotating wind turbine blade is affected by the 
blade’s angle of attack. At an angle of attack of 0°, the total ice 
accumulation is approximately 6.5 kg, which increases to 7.2 
kg at an angle of attack of 90°. The results of Fig. 6 suggest 
that angle of attack of a non-rotating wind turbine blade can 
affect the quantity of ice accretion. For conditions that are 
causing ice accretion, the position of the blade can be altered to 
help reduce the quantity of accumulated ice on the blade which 
can help reduce the amount of time the turbine is unable to be 
operated. However, when the angle of attack is low, the 
quantity of ice accumulation on the leading edge is higher than 
for a blade at 90°, despite more total ice accumulating on a 
blade at 90°.  
     In Figure 7, the quantity of ice accretion on the wind turbine 
blade for different wind velocities are presented. The increase 
in ice accretion is nearly linear with respect to wind speed. In 
the conditions of these experiments, the ice accretion quantity 
increased from approximately 3.45 kg at 3.5 m/s to 4.92 kg at 5 
m/s.  
 Figure 6. Weight of ice accreted on a wind turbine positioned at an angle of 
attack of 45° in different wind velocities. 
IV. CONCLUSIONS
This paper studied the accumulation of ice on a wind 
turbine blade. The study was conducted for five different 
angles of attack (0° to 90°) and three speeds of wind (3.5 m/s, 4 
m/s and 5 m/s). The temperature was maintained at -10 °C with 
a LWC of 0.6 g/m3. The largest accumulation of ice was at 5 
m/s, with the blade at 45°. More ice accretion occurred for 
higher angles of attack, however, more ice accumulated on the 
leading edge at lower angles of attack. The results also 
indicated a linear relationship between ice accumulation and 
wind velocity. The results of this paper provide new 
experimental data and insights for ice accretion on a wind 
turbine blade that has twist and varied chord length along the 
blade span. 
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Abstract— Solidification of water in closed piping systems is 
a common phenomenon in both the industrial and residential 
sectors. In some cases, the resulting damage may be both 
costly and dangerous and thus warrants attention. Therefore, 
further study of the cooling and freezing behavior of stagnant 
water within closed pipes seems to be necessary. In this 
regard, several experiments were performed to investigate the 
freezing behavior of water in pipes. The inelastic deformation, 
work hardening, and fracture of the pipes that were caused by 
volume expansion due to the freezing of the water were also 
studied. Two conventional steel pipe materials, namely ASTM 
A333-6 and ASTM A106-B, were used in the freezing tests. 
The fracture surfaces of the pipes were analyzed by using both 
macroscale and microscale images of the surfaces. 
Fractography analysis of the fractured regions was also 
performed by using a scanning electron microscope. It was 
found that the damage caused during freezing to the A106-B 
pipe was considerably more than that in the A333-6 pipe. The 
results confirm that A333-6 should be used instead of A106-B 
in pressure equipment, such as pipes, that are exposed to low 
temperatures. 
Keywords - Fracture analysis; ice accumulation; pipe bursting; 
pressure build-up; pressure vessel 
I. INTRODUCTION
Failure of pressure equipment due to solidification of 
entrapped water in closed systems exposed to temperatures 
below freezing is very widespread and costly in both the 
industrial and residential sectors. According to the Insurance 
Information Institute (I.I.I.) [1], frozen pipes are one of the 
main problems that occur during winters and the financial 
losses because of ice, freezing, and related issues averaged $1.2 
billion annually in the United States alone over the last 20 
years. 
The failure of pipes in commercial and residential heating, 
ventilating, and air-conditioning (HVAC) systems in which 
pipes are located in low-temperature environments, is also 
common. The most conventional pipe materials that are used in 
HVAC systems are steel, copper, and chlorinated polyvinyl 
chloride (CPVC) [2]. In this regard, further study of freezing 
behavior of water within these pipes and the failure of such 
piping systems has been necessary. Gordon [3] conducted a 
series of experiments to study the freezing behavior of water 
within closed pipes and the bursting of pipes used for 
residential applications. Smith, et al. [4] performed freezing 
experiments with copper and steel pipes. In this study, it was 
shown that the ice front did not reach the rupture site and 
failure of the pipe occurred at a location in which water was 
entrapped. Edwards, et al. [5] studied bursting of three different 
plastic pipe materials. Given the noticeable inelastic 
deformation of the plastic pipes that could accommodate the 
expansion of freezing liquid, it was concluded that longer pipe 
lengths were required for the plastic pipes compared to the 
metallic pipes to cause over-pressurization and bursting. 
Mathematical simulation of the cooling and freezing of 
water in pipes has been the subject of substantial research 
investigations [6 - 9]. In this regard, Sugawara, et al. [6] and 
Oiwake, et al. [7] performed both experimental and numerical 
studies to evaluate the internal pressure changes during the 
solidification of water. Sullivan and McDonald [8] developed a 
one-dimensional transient heat conduction mathematical model 
to estimate the cooling and freezing times of water within 
copper and polyvinyl chloride (PVC) pipes of various inner 
diameters. McDonald, et al. [9] compared the results obtained 
from experimental data with estimates from the mathematical 
model and concluded that the separation of variables method 
for a finite length-scale heat conduction problem is an 
acceptable method for use in developing  a predictive model for 
the total cooling and freezing times of water in small diameter 
pipes. 
The study of the current paper investigated the freezing 
behavior and the resulting failure in two conventional grades of 
carbon steel pipes. The objectives of this study were to: (1) 
investigate different stages of freezing in the closed pipes, (2) 
analyze the inelastic deformation and the resulting work 
hardening of the pipe materials, and (3) analyze the fracture 
surfaces to determine the fracture mechanism and failure mode 
for each rupture case. 
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II. METHODOLOGY
Two 254-mm (10-inch) long, 51-mm (2-inch) diameter 
carbon steel pipes were used in the freezing experiments. The 
steel pipes were of two different materials namely ASTM 
A333-6 and ASTM A106-B. However, the wall thickness of 
both of the pipes was the same. Schedule 40 pipes, which are 
widely used in industry, were selected for the tests. The pipes 
were chosen to study the effects of pipe material on the 
resulting failure. 
Each pipe assembly included a 254-mm (10-inch) long pipe 
with two A420 WPL6 butt-welded end caps, each including a 
19-mm (¾-inch) Class 3000 A350 LF2 threadolet. Welding
consisted of a typical SMAW P1-P1 procedure using E6010 for
the root and E7018 for the cap. The total length of the assembly
that consisted of the pipe, the two end caps, and the two
threadolets was approximately 381 mm (15 inches). A pipe
assembly, which is related to a Schedule 40 ASTM A333
Grade 6 pipe, is shown in Fig. 1.
Figure 1.  Pipe assembly, complete with the installed thermowells, 
thermocouple, and pressure transmitter 
A thermowell (TW15, WIKA Instruments, Edmonton, AB, 
Canada) was installed into the threadolets at each end of the 
pipe. The thermowells were used for positioning the type T 
thermocouple (TC40, WIKA Instruments, Edmonton, AB, 
Canada) and the pressure transmitter (PT) (S-20, Klingenberg, 
Germany). The tip of the thermowell used for the PT was 
drilled through to enable pressure to be measured. A balloon 
filled with antifreeze was installed on the tip of the PT 
thermowell to ensure that no ice would form inside the pressure 
sensing pathway and to ensure that the peak pressure in the 
pipe, which occurs in the liquid phase, would be measured. 
Temperature and pressure data were collected at regular 
time intervals from the thermocouples and the pressure 
transmitter by using two data acquisition systems. One data 
acquisition system (SCXI-1600, National Instruments, Austin, 
TX, USA) was used to measure the ambient and water/ice 
temperatures and a second data acquisition system (cDAQ-
9171, National Instruments, Austin, TX, USA) was utilized to 
collect and record pressure measurements. The NI MAX 
software was used to collect all the measurement readings. The 
rate at which data was collected from all the mentioned devices 
was one data point per second (1 Hz). 
In order to assess the freezing behavior of water inside the 
closed pipes, several freezing tests were performed in an 18.2 
m3 (640 ft3) cold room freezer (Foster Refrigerator USA, 
Kinderhook, NY, USA) that was equipped with a temperature 
controller. The experiments were all conducted with pipes that 
were oriented horizontally and under the same environmental 
ambient conditions. The pipes were placed in the cold room in 
advance of conducting the tests so that both the ambient and 
the water inside the pipe were at steady state. Care was taken to 
start all the tests at approximately the same temperature (27C). 
The cold room set-point temperature was -25C and the tests 
were stopped when the water inside the pipe reached -15C. 
All of the experiments involved leaving a small pre-
determined percentage of air space inside the pipe, rather than 
filling it completely with water. The reason for having air in the 
system was twofold. First, the first solidification plateau and 
ice cooling can only be seen when some air is entrapped in the 
closed system. Second, some air in the system prevents the pipe 
from yielding excessively and allows the pipe to be used for 
more freezing tests and, therefore, work hardening of the pipe 
material can be better observed and assessed. As a result, the 
amount of entrapped air in the pipe assemblies was set to a 
constant value of 5 vol.% for all the tests so that the work 
hardening behavior of the pipe materials was studied without 
introducing the effect of variation in the air content. 
Considering the volume expansion of the pipes due to 
inelastic deformation, the volume of the pipe assemblies was 
measured after each test. Then, the pipe assemblies were 
refilled with water so that the increase in the volume of the pipe 
assembly was filled with water and the volume percent of air 
could be maintained constant in all the freezing tests. 
Eventually, after conducting repeated freezing tests, the 
piping assemblies failed. The fracture surfaces were cleaned in 
order to study the microscopic features of the fracture surfaces. 
The sectioned samples of the pipes were placed in an ultrasonic 
cleaner (Haver USC 200, HAVER & BOECKER, Oelde, 
NRW, Germany) and cleaned with corrosion inhibited 
detergent solution (Citranox, Alconox, NY, USA) for 30 
minutes to ensure that the oxide scale and deposits were 
removed from the fracture faces. The microstructure of the 
fracture surfaces was then examined by using a scanning 
electron microscope (Zeiss Sigma 300 VP-FE, Carl Zeiss 
Canada Ltd., Toronto, ON, Canada). 
III. RESULTS AND DISCUSSION
A. Freezing Behavior
The temperature and pressure traces of water/ice for the
first freezing test that was conducted on ASTM A333 Grade 6, 
hereafter referred to as A333-6, Schedule 40 steel pipe in 
which 5 vol.% of air was entrapped in the pipe are shown in 
Fig. 2. The graph includes five stages, namely water cooling, 
the first solidification plateau, cooling of the mix of water and 
ice, the second solidification plateau, and the solid ice cooling. 
The first stage, which was related to the liquid cooling, began 
when the fans in the cold room started cycling (dropping the 
temperature in the room) and finished after a short 
supercooling period. The nucleation and growth of plate-like 
solid crystals known as dendritic ice occur at this stage and 
during the supercooling [10]. The length of the first 
solidification plateau in the second stage indicates the time 
needed for some of the liquid water in the pipe assembly to 
solidify so that a mixture of water and ice fills the entire 
volume of the pipe assembly. As the solidification proceeded 
through this stage, the annular ice formed inward and the 
dendritic ice was engulfed by solid ice [11]. At this point, 
solidification of water was paused due to the pressure increase. 
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At the end of the first solidification plateau, all the water had 
not been transformed into solid ice and some water was still 
entrapped in the middle of the pipe assembly. 
Figure 2.  Curves of temperature and pressure versus time for water/ice in 
A333-6 Schedule 40 low carbon steel pipe 
 In the third stage and during the elastic deformation of the 
pipe, the pressure of water within the pipe increased sharply. 
As shown in Fig. 2, at the beginning of this stage, the average 
rate at which the water temperature decreased in this period 
was very low (order of -0.02oC/min) because the pressure of 
the water was lower than the pressure that was calculated from 
the non-linear freezing relation for the hexagonal ice, which is 
given by Eq. (1) [12] as  
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The values of pressure obtained from Eq. (1) were based on 
the transient temperature of the freezing water inside the pipe 
(see Fig. 2). 
Further transformation of the water into ice caused an 
increase in the pressure of the freezing water such that the 
experimentally determined transient pressure curve intersected 
and crossed the transient pressure curve that was obtained from 
the non-linear freezing relation, which was representative of 
the magnitude of pressure that was required to maintain the 
freezing water in its liquid form. This point and its analogous 
point on the water temperature trace have been connected to 
each other with a dashed line (see Fig. 2) in order to highlight 
the interaction between water pressure and temperature. After 
this point, the high rate of increase in the pressure of the water 
caused a decrease in the rate of solidification of the rest of the 
pressurized water due to a continuous depression of the 
freezing point. Therefore, the heat loss in this period was 
mainly sensible as observed from the decrease in temperature 
of the ice-water mixture and consequently, the average rate of 
decrease of the water temperature changed noticeably from -
0.02oC/min before 7,960 seconds after the start of the 
experiment to -0.12oC/min after 7,960 seconds after the start of 
the experiment. 
Once the carbon steel pipe entered the plastic deformation 
region, the pressure increased with time at a lower rate than 
that which occurred earlier in the elastic deformation region. 
As a result of further cooling of the freezing water when the 
pipe material was deforming plastically, the pressure on the 
water was not sufficiently high to maintain the freezing liquid 
in its liquid form and, therefore, the remaining water started 
transforming to solid ice. The average pressure that was 
obtained from the experiment during this period (solidification 
plateau #2) was 5.2 MPa lower than the average pressure that 
was obtained from the freezing curve for the given 
temperatures (see Fig. 2). The transformation of water to ice, 
when the temperature trace plateaued again, was clearly 
observed at the time when the pipe material started deforming 
plastically. 
The magnitude of freezing point depression correlates with 
the pressure of the freezing water, which itself is a function of 
the yield strength of the pipe and the pipe wall thickness 
according to the von Mises yield criterion and thick-walled 
pressure vessel theory relations, respectively. The yield 
strength of the pipe is not a constant value and varies due to 
work hardening from one test to another.  
At the end of the second plateau, all the water in the pipe 
had been transformed into hexagonal ice. In the last stage, 
further cooling resulted only in temperature decrease of the 
solid ice. The increasing deviation of theoretical pressure 
values from the experimental values in this stage was likely due 
to a lack of pressurized water in the closed pipe. Therefore, 
comparison of pressure values between the non-linear freezing 
relation and the experiment is not valid in this stage. 
B. Inelastic Deformation and Work Hardening
The inelastic deformation of the pipes that occurred during
each freezing test was determined by measuring the diameter of 
the pipes by using a Pi-tape. The outer diameter of the pipes 
was measured before each test and after the failure of each pipe 
in the last test. The transverse strain values were calculated by 
comparing the current diameter of the pipe with its actual 
original value. As expected, the highest strains occurred near 
the middle of the pipe where the reinforcing effects of the 
circumferential welds had the lowest impact. 
It was found that the maximum strain values that A106-B 
and A333-6 steel pipes could accommodate before rupture was 
13.3% and 11.3%, respectively. It should be noted that the 
minimum transverse elongation required before failure 
according to the standard respecting ASTM A106 Grade B 
steel, hereafter referred to as A106-B, is 16.5% [13]. Therefore, 
the material did not meet the criteria under the frozen pipe 
tests. However, the requirement of the minimum transverse 
elongation at failure for A333-6 steel is 11.4% [14], which is 
very close to the strain value at which the pipe failed. 
The number of loading/unloading cycles had a profound 
impact on the pressure values that were required to promote 
plastic deformation of the pipe material in each freezing test. 
The work hardening of both A106-B and A333-6 Schedule 40 
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steel pipes, which was caused by generation and movement of 
dislocations within the pipe material, can be observed clearly in 
Figs. 3 and 4, respectively. 
Figure 3.  Effect of freezing/thawing cycles on yield pressure of A106-B 
Schedule 40 low carbon steel pipe 
Figure 4.  Effect of freezing/thawing cycles on yield pressure of A333-6 
Schedule 40 low carbon steel pipe 
A comparison of the peak pressures in the elastic region 
between the first and the last tests for both pipes shows 
approximately 23% and 17% increase in the pressure at which 
the pipe material started to deform plastically for A106-B and 
A333-6 Schedule 40 steel pipes, respectively (see Figs. 3 and 
4). Therefore, the number of freezing/thawing 
(loading/unloading) cycles and the resulting work hardening of 
the pipe material had an impact on the increase of the peak 
pressures in the elastic region and, consequently, further 
depression of the freezing point of the remaining water in the 
closed system during the second solidification plateau 
according to Eq. (1). 
A comparison of the temperature and pressure data of the 
first and the last tests that were performed with A333-6 steel 
pipe is shown in Fig. 5. The increase in the yield pressure and 
the decrease in the temperature at which temperature curve 
plateaued again can be clearly observed in Fig. 5. 
Figure 5.  Effect of loading/unloading cycles on further depression of the 
freezing point at the beginning of the second solidification plateau 
The relatively lower rate of temperature decrease in Test #6 
compared to that of Test #1 at the beginning of the third stage 
(cooling of the mix of water and ice) was an indirect 
consequence of non-uniform bulging of the pipe assembly 
during the previous freezing tests, which resulted in the 
increase of the volume of the closed pipe from 649 ml to 718 
ml. Therefore, more ice was required to be formed to
compensate for the 10.6% increase in the volume of the pipe
assembly and caused an increase in the water pressure to that
which was required according to the freezing curve.
C. Pipe rupture
Failure of the pipes occurred after conducting several tests.
The pattern of failure that is shown in Fig. 6 is very common in 
pipe rupture cases. As expected, both pipe assemblies fractured 
along the axial direction, which was perpendicular to the 
direction of the applied hoop stress where the maximum 
principal stress for the case of the cylindrical pressure vessel 
was located. Considering the geometry of the pipe assembly 
with thermowells installed, the center of the pipe is the part that 
froze last. It was the expansion of the ice plugs in the axial 
direction and the low compressibility of the entrapped water 
that caused freeze-induced pipe failure [4]. 
The gap at the failure site of the A333-6 steel pipe was 
remarkably narrower and shorter than that of the A106-B steel 
pipe. It is believed that the longer axial crack for the A106-B 
pipe compared to that of the A333-6 pipe was due to the 
decrease in the amount of energy that was absorbed by the pipe 
material during propagation of the crack, which was due to the 
lower toughness of A106-B material at low temperatures. 
While not dramatically obvious in these specific tests due to the 
low amount of stored energy released at failure, the improved 
toughness properties of A333-6 is expected to be much more 
relevant and evident in actual field conditions where large 
amounts of stored energy is released at failure. The higher 
toughness of A333-6 provides better resistance to a brittle 
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fracture developing following a ductile overload. The 
dependency of the absorption energy in Charpy impact tests on 
temperature for an A106-B pipe can be found in literature [15]. 
Figure 6.  Failure of (a) A106-B and (b) A333-6 Schedule 40 low carbon 
steel pipe due to internal over-pressurization 
The pipes were cut open after failure so that the fracture 
surfaces could be better observed. Eight rings, each one 
centimeter wide, were cut from the middle section of the pipe 
to study the fracture at different locations. The exact locations 
from which these eight rings were cut are shown in Fig. 6. 
D. Fracture Analysis
In order to study the macroscopic features of the fracture
surfaces, images of the sides of the fractured regions were 
taken, which can be seen in Figs. 7 and 8. The geometry and 
appearance of the fractured regions are the characteristics that 
may be used to determine the fracture mechanism and the 
failure mode of the pipe material. Both slant fracture and 
double-slant fracture features, which are typical of planes-stress 
loading conditions in ductile materials [16] and are common 
failure modes in pressure vessel and in the piping industry [17], 
can be observed in cross-sectional views of the sectioned rings 
from the fractured portions. 
These types of fractures, which are common in tubes with 
low wall thicknesses due to their minimum through-the-
thickness stresses, are known to be ductile in nature [16]. It is 
well known that the tearing process is initiated by local 
thinning. The localization of two shear bands oriented at 45° 
angles occurs inside the necked region [18 - 19]. The resulting 
slant failure and the necked regions can be observed in Figs. 7 
and 8, in the middle and in front of the axial cracks, 
respectively. 
Figure 7.  Cross-sectional views of the rings sectioned from A106-B 
Schedule 40 low carbon steel pipe 
Figure 8.  Cross-sectional views of the rings sectioned from A333-6 Schedule 
40 low carbon steel pipe  
E. Fractography
The higher-magnification fractographs show that the mode
of failure was ductile tearing from void coalescence induced 
microcracks, which is characteristic of ductile fracture. This 
can be observed from coalescence of adjacent microvoids in 
the axial direction (see Fig. 9). The dull and fibrous surfaces of 
the fracture that contained many dimples are indicative of 
dimpled rupture fracture. 
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Figure 9.  Micrograph of the fracture faces of (a) A106-B and (b)A333-6 
Schedule 40 low carbon steel pipe (500X magnification) 
IV. CONCLUSION
Several freezing tests were performed on two steel pipe 
assemblies with the same dimensions, but with two different 
steel materials. By comparing the data, the following 
conclusions can be drawn. 
 The freezing point depression of the water depended
on the fluid pressure, which itself was a function of
pipe material yield strength and wall thickness.
 The amount of work hardening mainly depended on
the number of freezing/thawing cycles that the closed
pipes had experienced. After performing several
freezing tests, the pressure at which both A106-B and
A333-6 steel pipes started deforming plastically was
increased 23% and 17%, respectively.
 Work hardening of the material caused depression of
freezing point in the second solidification plateau. It
was found that an increase in the yield pressure of
A333-6 steel pipe material on the order of 10 MPa
(1,450 psi) resulted in a 0.9C decrease in the
temperature at which the remaining entrapped water
started to freeze to solid ice.
 Failure and bursting of the pipes occurred after several
loading/unloading (freeze/thaw) cycles. Double-slant
and slant fracture appearances were observed in the
macroscopic examination of the cross-sectional views
of the sectioned rings.
 Higher-magnification views of the fracture surfaces of
both pipes confirmed dimpled rupture fracture, which
was indicative of ductile fracture. It was observed that
the axial cracks were formed by coalescence of
adjacent microvoids in the axial direction.
 As expected, the resulting damage in A333-6 pipe was
less noticeable than that in A106-B pipe due to
decreased toughness of the A106-B material at low
temperatures.
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Abstract—A modified three-layer model for solid-liquid flow
in horizontal pipes is developed, which overcomes the limitations
of many previous models. The steady-state model predicts the
pressure loss, critical velocity, concentration profile in the het-
erogeneous layer, mean heterogeneous layer and moving bed layer
velocities, and bed layer heights for each set of parameters. We
propose a new correlation for the turbulent solids diffusivity.
This and the steady state model predictions show a good
agreement with experimentally measured results in literature: for
concentration profile in the heterogeneous layer and pressure loss,
over a wide range of conditions [1]. In turbulent flow. the pressure
loss vs mean velocity curve shows a characteristic minimum just
before the critical velocity is attained.
Index Terms—three-layer model, solids transport, critical ve-
locity, solids diffusivity, pressure gradient
I. INTRODUCTION
The flow of solid-liquid mixtures in the form of slurry
occurs in a wide range of situations, e.g. river bed erosion
and sedimentation, ocean-bed avalanches, transport of mined
particulate, etc.. Pipe flows of water-sand slurry are commonly
encountered in many applications such as mined slurry trans-
port, hole cleaning, hydraulic fracturing and gravel packing in
oil & gas wells. There are numerous studies of the fundamental
sub-processes of solids phase transport (erosion, dispersion,
sedimentation, deposition, shear-migration) appearing over the
past 20-30 years, and dating back to the 1950s.
Many different two-layer multi-phase hydraulics models
have appeared in the slurry transport literature, e.g. the two-
layer model of Shook and Bartosik [2], and many others,
where a heterogeneous layer, and a sliding/stationary bed
layer is predicted. Doron and Barnea [3] first introduced a
three-layer slurry transport model. They identified the flow
patterns of slurries flowing in horizontal pipes as the flow
rate increases: (a) flow with a three-layer configuration, i.e. a
stationary bed layer at the bottom, a sliding bed layer in the
middle, and a heterogeneous layer at the top; (b) flow with a
sliding bed and heterogeneous layer; (c) fully-suspended flow.
Transitions between the different observed flow regimes
have historically formed one major axis of the research work
on slurry transport. These are typically represented as transi-
tion velocities, one of the most important being the deposition,
suspension or critical velocity: defining the onset of a bed at
the bottom of the pipe. There are many correlations and models
for predicting the deposition velocity in literature, e.g. that
of Oroskar and Turian [4]. The empirical correlations and
theoretical predictions are in qualitative agreement and what
is interesting about the methodology in [4] is that it is based
on modeling the physical balance between turbulent eddies
suspending the particles and buoyancy driven settling.
Other critical velocity predictions in literature are based on
a frictional pressure drop prediction, e.g. see [3]. Prediction of
frictional pressure gradient is of key importance for industrial
applications and has attracted many researchers since 1950’s.
For example, Turian and Yuan [5] developed correlations based
on over 2800 data points, for the frictional pressure in each
of the four different flow regimes. This is probably the most
comprehensive empirical correlation developed to date.
Particle turbulent diffusivity prediction plays an important
role in modeling the slurry flow and predicting the concen-
tration distribution in the pipe. We mention here the work
of Walton [6] who proposed a correlation to predict the
mean particle diffusivity which consists of three empirical
parameters, Based on which he derived an equation for the
critical particle velocity. However, the correlation does not
account for the dependence of the mean particle diffusivity
on the solids concentration.
In the present paper we present a new three-layer model
which is based on Doron and Barnea’s concept [3], with the
main change in defining the solids diffusivity. This affects
the prediction of the concentration distribution in the hetero-
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geneous layer and with this the critical velocity. A number
of the stress and force closure models in the bed layer were
changed and the heterogeneous layer Reynolds number for fine
particles was modified. Validation against experimental data is
presented in [1]. In §II we outline the model development and
assumptions, and in §III, we bring an example of reference
outputs from the proposed model.
II. MODEL DEVELOPMENT
In this study we outline a steady state three-layer model used
to predict the transport of solids in horizontal wells, typically
sand-water flows. These flows arise in many well operations
and the model is developed to overcome limitations of existing
three- and two-layer models. Conservation of mass equations
for the two phases and momentum balance in each layer
are combined in the model. A convection-diffusion equation
equation models the solids distribution profile and average
concentration in the heterogeneous suspension layer, above the
bed. These 5 equations plus the imposed flow rate are solved
iteratively to predict pressure drop, individual layer heights,
mean layer velocities and solids distribution. Additional clo-
sure expressions are used to describe other effects.
A. Dimensional analysis
Steady state slurry flow along the pipe depends on many
parameters such as the pipe diameter, Dˆ, the liquid phase
density, ρˆl, the solids phase density, ρˆs, the liquid phase
viscosity, µˆl, the particle diameter in the solids phase, dˆp,
Gravitational acceleration, gˆ, the flow rate of the slurry, Qˆ,
measured positive in the downwards direction along the pipe,
and the fraction of the flow rate due to the solids phase, q, (or
alternatively, the mean volumetric concentration of solids in
pipe cross section, say Cv). The last two mentioned parameters
are dimensionless, but others are dimensional.1 Thus, the base
flow is described by four dimensionless groups, plus the solids
phase flux fraction, q, (or Cv). There are various equivalent
choices for the four dimensionless groups, but we will adopt
two geometric groups, which are the scaled diameter ratio ,
δ = dˆp/Dˆ, and the density ratio, s = ρˆs/ρˆl, and two others,
the Froude number (Fr) and Reynolds number (Re):
Re =
ρˆlDˆUˆs
µˆl
, (1a)
Fr =
Uˆ2s
gˆDˆ(s− 1) , (1b)
where Uˆs = 4Qˆ/(piDˆ2). Other choices could have included a
Richardson or Bagnold number.
The base set of five parameters (Re, s, Fr, δ, q) is clearly
not sufficient to fully describe all phenomena one is likely
to encounter in a pipe flow. Characterising the particle dis-
tribution via a single parameter is considered as a simplifica-
tion, apart from a size distribution particle shape can have
significant effects and as soon bed formation and motion
1Throughout this paper we write all dimensional quantities with a .ˆ symbol
and dimensionless parameters without.
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Fig. 1. Schematic of the proposed three-layer model, including geometrical
parameters, moving and static bed layers positions, and stresses and forces
on each layer
is considered other mechanical and geometric parameters
become important, e.g. friction coefficient, maximal packing
fraction, etc.
In order to render the model dimensionless we scale all
lengths with Dˆ, areas with 0.25piDˆ2, velocities with Uˆs.
The stresses are scaled with 0.5ρˆlUˆ2s , forces are scaled with
0.5ρˆlUˆ
2
s Dˆ and the pressure gradient is scaled as follows:
∂pˆ
∂zˆ
= [ρˆl(1− Cm) + ρˆsCm]gˆ + 2ρˆlUˆ
2
s
piDˆ
∂p
∂z
, (2)
where 0.25piDˆ2Cv = AˆhCh + AˆbCmax, i.e. Cv is the mean
spatial solids concentration.
B. Three-layer steady state model equations
According to the flow parameters, the pipe cross-section
may contain moving and/or stationary beds at the bottom of the
pipe, of heights yˆm and yˆs respectively, see Fig. 1. Above the
bed the flow is assumed to consist of a heterogeneous slurry, in
which the concentration (volume fraction) of solids varies with
height yˆh. Within the bed the concentration is assumed to be at
the maximal packing fraction, C = Cmax. The heterogeneous
layer moves in the axial direction with mean speed Uˆh and
the moving bed layer moves with mean speed Uˆm.
Conservation of the total mass flow rate is represented by
Qˆ = 0.25piDˆ2Uˆs = AˆhUˆh + AˆmUˆm, (3)
and mass conservation of the solid and liquid phases is
governed by:
Qˆq = ChAˆhUˆh + CmaxAˆmUˆm, (4)
Qˆ(1− q) = (1− Ch)AˆhUˆh + (1− Cmax)AˆmUˆm, (5)
where Ch is the mean solids concentration of the heteroge-
neous layer and the areas Aˆh and Aˆm are heterogeneous and
moving bed cross section areas respectively. Evidently, one of
Eqs. (3 - 5) is redundant.
We select Cartesian coordinates such that zˆ denotes axial
distance along the pipe in the downwards direction, yˆ measure
distance perpendicularly upwards from the base of the pipe,
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viewed in a cross-section, and the xˆ direction is orthogonal,
within the plane of the cross-section. The axial momentum
balance in heterogeneous and moving bed layers are:
Aˆh
∂pˆ
∂zˆ
= −Sˆhτˆhw − Sˆhmτˆhm, (6)
Aˆm
∂pˆ
∂zˆ
= −Fˆmw − Fˆms − Sˆmsτˆms − Sˆmτˆmw + Sˆhmτˆhm,
(7)
where the perimeters Sˆh and Sˆm are illustrated in Fig. 1. The
axial pressure gradient is denoted ∂pˆ∂zˆ . The mean shear stresses
along Sˆhw and Sˆmw are denoted τˆhw and τˆmw, respectively.
Fˆms is the dry friction force acting at the interface between
the moving bed and stationary bed, τˆms is the hydrodynamic
shear stress acting on the interface. Fˆmw is the dry friction
force acting at the surface of contact of the moving bed with
the pipe wall, Sˆmw, and τˆmw is the hydrodynamic shear stress
acting on the pipe wall. Closure models for the stresses and
forces are described in §II-D.
To obtain the velocity of the moving bed layer, which is
a key feature of the three-layer model, we use the method
suggested by [3], in which a moment balance equation is
written on a solid particle in the lowermost stratum of the
moving bed layer, which is at the verge of rolling (for more
details, see [3]). Evaluating the moments exerted about the
particle, just about to move, we get:
Uˆm =
√√√√0.779(ρˆs − ρˆl)gˆdˆp[Cmax yˆmdˆp + (1− Cmax)]
ρˆlCD
. (8)
Within the heterogeneous layer, the solids distribution C(yˆ)
is governed by a balance between sedimentation and turbulent
resuspension:
0 =
∂
∂yˆ
[
vˆpC + ˆp
∂C
∂yˆ
]
, (9)
where vˆp is the sedimentation velocity and ˆp is the turbulent
particle diffusivity. At the interface between bed and hetero-
geneous layer we have C = Cmax, and at the top of the
heterogeneous layer there is no flux of particles, so that:
vˆpC + ˆp
∂C
∂yˆ
= 0. (10)
C. Concentration distribution in the heterogeneous layer
On scaling yˆ with Dˆ, and on integrating (9), the solids
distribution within the heterogeneous layer (yb, 1] satisfies the
following initial value problem:
∂C
∂y
+
vˆpDˆ
ˆp
C = 0, (yb, 1], C(yb) = C0. (11)
In the case that there is a bed, (yb > 0), then the initial
condition is given by C0 = Cmax. The differential equation
(11) is solved to give C(y) and the area-averaged value of
C(y) is then computed as follows:
C¯(yb) =
∫ 1
yb
C(y)
√
1− (2y − 1)2 dy∫ 1
yb
√
1− (2y − 1)2 dy
, (12)
We note that the value of C¯ depends also on the initial
condition C0, used in (11), and on any other dimensionless
parameters in (11). Thus, we write C¯ = C¯(yb, C0) and the
height of the heterogeneous layer is determined from the
equation:
C¯(yb, C0 = Cmax) = Ch. (13)
In the case that there is no bed, (yb = 0), then the initial
condition is unknown but the average concentration must still
equal Ch. Thus, C(y) satisfies (11) and the initial condition
is found from
C¯(yb = 0, C0) = Ch. (14)
Evidently, the solution of (11) depends on the closure laws
used for the sedimentation velocity, vˆp, and for the turbulent
particle diffusivity, ˆp.
1) Sedimentation velocity, vˆp: The sedimentation velocity
is assumed to depend on the particle concentration according
to Richardson and Zaki’s hindered settling law [7]:
vˆp = vˆp0(1− C)n, (15)
where vˆp0 is the settling velocity of a single particle and n
depends upon the particle Reynolds number, Rep. The settling
velocity of a single particle could be obtained by a force
balance between the gravitational and drag forces:
vˆp0 =
√
4gˆ(s− 1)dˆp sinβ
3CD(Rep)
, (16)
where CD(Rep) is the drag coefficient:
CD(Rep) =

24
Rep
Rep < 1.4
ACD
Re0.625p
1.4 ≤ Rep ≤ 500
ACD
5000.625
500 < Rep
(17)
where ACD = 24/1.40.375, and
Rep =
ρˆlvˆp0dˆp
µˆl
. (18)
Using the groups Re, Fr, and δ, we can solve explicitly for
vˆp0, from which Rep is determined.
For very low particle Reynolds numbers, the exponent
n only depends on the diameter ratio δ, whereas in the
intermediate range of Reynolds number it depends on both δ
and Reynolds number, and lastly, for high Reynolds numbers
it is a constant. These closure expressions can be found in [7].
It is also worth mentioning that the range of Rep > 500 is
unlikely to be attained. The values of n are between 2.39
631
for inertia dominated settling and 4.65 for viscous dominated
settling, and also it is a strong function of Rep specially when
0.2 ≤ Rep < 500, while it is a weak function of δ.
2) Turbulent particle diffusivity, ˆp: For obtaining the solids
diffusivity, we have adopted and modified Eskins model [8],
which is based on an expression for the turbulent diffusivity
in isotropic turbulence and is characterized by two empirical
parameters that have been identified from the experimental
data for solids concentration distribution available in the
literature. Eskins model only covers a small range of diameter
ratio (δ = 3.636e−4 to 9.320e−3), and also used the pressure
drop model of Turian and Yuan [5] to obtain the pressure
drop and the Fanning friction factor along the pipe. Here we
have modified the solid diffusivity model taking into account
a wider range of diameter ratio including much courser ones,
using the pressure drop obtained by the present model. The
modified solids diffusivity correlation is validated against the
experimental data for solids concentration distribution and
critical velocity in the literature; see [1]. The modified solid
diffusivity correlation is as follows.
ˆp = αδ
ζ(
¯ˆρh
ρˆh
dp
dx
)
2
3 (1 +
τs
Tl
)DˆUˆs, (19)
where ¯ˆρh is the mean slurry density in the heterogeneous
layer, ρˆh is the slurry density which is a function of the local
concentration, τs is the particle relaxation time, and Tl is the
Lagrangian time scale for the pipe flow. This model was fitted
against the experimental concentration data using least square
method and we obtained α = 0.81, and ζ was found to be
dependent on the diameter ratio as
ζ = −333.3δ2 + 26.37δ + 1.355. (20)
The particle relaxation time can be calculated as
τs = τst
24
RepCD
(21)
where τst is the Stokesian particle residence time in the flow.
D. Closure equations for stresses and forces
In the following subsections we define the various closures
we have used for the stresses and forces in each layer. For
friction factors we use the Fanning friction factor as opposed
to the Darcy-Weisbach friction factor, i.e. the relation between
a wall stress τˆw and the friction factor f is
τˆw = 0.5fρˆUˆ
2,
and typically f = 16/Re in laminar flow. Explicit friction
factor formulas will be defined in the following subsections
for each layer.
1) Heterogeneous layer: The wall shear stress in the het-
erogeneous layer is defined by
τˆhw = 0.5[ρˆsCh + ρˆl(1− Ch)]Uˆh|Uˆh|f(Reh, 0), (22)
where Reh is the heterogeneous layer Reynolds number and
fCW is the friction factor, based on the Colebrook-White
relation for turbulent flows, as described below.
We base the heterogeneous layer Reynolds number Reh on
the hydraulic diameter of the layer, on Uˆh, on the mean density
of the slurry and on an effective viscosity. Typically these flows
are fully turbulent and the viscosity to use depends therefore
on how viscous stresses are conveyed to the wall. In the case
that the particles are larger than the viscous sub-layer in the
flow, then the fluid effective viscosity is simply µˆl. In the
case that the particle size is comparable to the thickness of
the viscous sub-layer, we treat the slurry as a pseudo-fluid,
with effective viscosity:
µˆs = µˆl[1.0 + 2.5Ch + 10C
2
h + 0.0019e
20Ch ], (23)
see [9]. Eq. (23) is an extension of the Einstein-Thomas
relation to higher concentrations and sand particles.
To estimate the size of the viscous sublayer dˆv we use the
estimate
dˆv ≈ 10 Dˆh
Reh
√
0.5f(Reh, 0)
(i.e. the viscous layer is approximately 10y+ in turbulent duct
flows). Here Dˆh is the hydraulic diameter of the heterogeneous
layer and f is the friction factor.
If the particle diameter dˆp satisfies dˆp < dˆv we assume (23)
to be valid: µˆh = µˆs. If the particle diameter is significantly
larger than dˆv , say dˆp > 10dˆv , we assume that µˆh = µˆl. For
intermediate values of dˆp/dˆv we interpolate between the above
values. Finally, Reh could be obtained using the effective
viscosity in the heterogeneous layer, µˆh. We note that the
viscosity ratio µˆh/µˆl and Reh depend on the 6 parameters
(Re,Ch, s, δ, yb, uh).
The friction factor formula we use is based on the
Colebrook-White equation for turbulent flow. The Colebrook-
White expression is:√
1/f = −2 log
(
2.51
Re
√
f + r3.71
)
,
which gives a Darcy-Weisbach friction factor f(Re, r).
2) Interfacial stresses: The interfacial stresses are defined
in essentially the same as the heterogeneous layer stresses,
except that the velocity differences are used, and a roughness
is assumed at each interface to determine the corresponding
friction factors.
We assume that the ”interface” between the heterogeneous
and moving bed layers is rough, with the roughness r =
min{1, δ/dh} where dh is the dimensionless hydraulic diam-
eter of the heterogeneous layer. We also assume the “surface”
between heterogeneous layer and bed to be “rough”, with
roughness r = min{1, δ/dh}. The interfacial stress is then
defined as follows:
τˆhm = 0.5[ρˆsCh + ρˆl(1− Ch)](Uˆh − Uˆm)
× |Uˆh − Uˆm|f(Reh,min{1, δ/dh}). (24)
Similarly, for the interface between the moving and stationary
bed layers, we assume the roughness r = min{1, δ/dm},
and accordingly, we define the dimensional interface stress as
follows.
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τˆms = 0.5[ρˆsCmax + ρˆl(1− Cmax)]Uˆm|Uˆm|
× f(Reh,min{1, δ/dm}), (25)
where dm is the dimensionless hydraulic diameter of the
moving bed layer. In addition to the defined interfacial stresses
in (26), we should consider the solid particle contribution to
the friction force on the interface Sms due to the effect of the
submerged weight of the particles in the moving bed layer.
In the heterogeneous layer, it is assumed that the weight of
the particles is entirely supported by turbulent suspension. In
contrast, the submerged weight of the particles in the moving
bed layer is supported by the wall and also the interface
Sms. The resulting dry friction force at the interface which is
transmitted to the wall as a Coulomb friction term is defined
as
Fˆms = η(ρˆs − ρˆl)gCmaxyˆm ˆSms. (26)
3) moving bed layer: Our treatment of the moving bed
layer wall shear stress is similar to that of the heterogeneous
layer, which is defined as
τˆmw = 0.5[ρˆsCmax + ρˆl(1− Cmax)]Uˆm|Uˆm|
× f(Rem, 0). (27)
Where Rem is the moving bed layer Reynolds number which
could be determined as follows.
Rem = Re dm |um|(1 + (s− 1)Cmax). (28)
As was discussed in §II-D2 the submerged weight of the solid
phase is partially transmitted through the bed to the wall as a
Coulomb friction term. Thus, the dimensional term of the dry
friction force at the wall is defined as follows.
Fˆmw = 2η(ρˆs − ρˆl)gCmax(D
2
)2
×{[2 (yˆs + yˆm)
D
− 1]θm + cos(θm + θs)− cos θs}. (29)
4) Static bed layer, and transition to two-layer solution:
The existence of a static bed is determined based on the
momentum balance equation on the static bed layer. It should
be checked whether the sum of driving forces on the static
bed layer exceeds the maximal available resistance force on
this layer. The driving forces on the static layer are pressure
gradient, and the shear at the interface between the moving
and static bed layers. The maximal available resistance is the
dry friction force acting on the periphery of the static bed
which is defined as follows.
Fˆmw = 2ηs(ρˆs − ρˆl)gCmax(D
2
)2
×[(2yˆs
Dˆ
− 1)(θs + pi
2
) + cos θs]. (30)
where ηs is the dry static friction coefficient. if
Aˆs
∂pˆ
∂zˆ
+ Fˆms + Sˆmsτˆms 6 Fˆsw, (31)
is satisfied, the static bed layer does not move, and it is
indeed ”static”; Otherwise, the static bed layer moves and we
get a transition from three-layer model solution to the two-
layer model solution, where we assume that there is one bed
layer in the pipe which is moving. For solving the two-layer
problem, we adopt the similar procedure to the three-layer
problem. The only difference between the two problems is
that in the two-layer model, five equations are numerically
handled to get the five unknowns Uˆh, Uˆm, yˆm, Ch, ∂pˆ∂zˆ , whereas
for three-layer model we deal with six equations to get six
unknowns (aformentioned unknowns plus yˆs).
III. RESULT AND DISCUSSION
An example of reference outputs from the proposed model
is given in Figs. 2(a-f). We present results for Cv =
0.2, 0.25, 0.3, 0.35, over a wide range of mean superficial
velocities, for the horizontal pipe diameter of D = 0.1m.
For each example we present the solids phase flux fraction,
frictional pressure drop, heterogeneous and moving bed layers
velocities, and moving and static bed layers heights. Note that
all of the outputs in Figs. 2(a-f) are dimensionless except for
the pressure drop result (Fig. 2(f)). As mentioned before, the
velocities are scaled with slurry mean superficial velocity Uˆs,
and the lengths are scaled with the pipe diameter D.
Eq. 11 suggests that the concentration distribution, and the
bed height in the pipe depend on the competition between the
sedimentation velocity and solid turbulent diffusivity. At low
mean superficial velocities, the turbulent eddies are not strong
enough to suspend the solid phase; As a result ,a considerable
portion of the pipe is covered with bed layers, and we get low
mean delivered solids concentration (Figs. 2(a), 2(c), and 2(e)).
Also, the height of the static bed is larger than the moving
bed (Figs. 2(c) and 2(e)). As a result, the mean heterogeneous
layer velocity is at its maximum at low flow rates to satisfy
the continuity equation (Fig. 2(b)).
As the mean superficial velocity increases, the turbulent
eddies get more capable of suspending the solids; Thus, the
mean delivered solids concentration increases as could be
observed in Fig. 2(a). Furthermore, the height of moving bed
increases as the height of static bed drops(Figs. 2(c) and 2(e)).
The total bed height also decreases with increasing the flow
rate. From Eq. (8) it is obvious that the mean moving bed
velocity Uˆm monotonically increases with the moving bed
height as long as we get a three-layer configuration with a
static bed, although Fig. 2(d) could be misleading as it shows
the dimensionless mean moving bed velocity um decreases
with the flow rate increases.
As the flow rate increases, we reach a point where there is
no static bed layer, and the pipe consists of the heterogeneous
and the moving bed layers. As was discussed in §II-D4, this is
the transition from the three-layer to two-layer model solution,
where the mean velocity and the height of the moving bed
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and accordingly, we define the dimensional and dimensionless
interface stresses as follows.
τˆms = 0.5[ρˆsCmax + ρˆl(1− Cmax)]Uˆm|Uˆm|fCW (Reh,min{1, δ/dm}),
(32a)
τms = [1 + (s− 1)Cmax]um|um|fCW (Reh,min{1, δ/dm}).
(32b)
In addition to the defined interfacial stresses in Equation
(33), we should consider the solid particle contribution to the
friction force on the interface Sms due to the effect of the
submerged weight of the particles in the moving bed layer.
In the heterogeneous layer, it is assumed that the weight of
the particles is entirely supported by turbulent suspension. In
contrast, the submerged weight of the particles in the moving
bed layer is supported by the wall and also the interface
Sms. The resulting dry friction force at the interface which is
transmitted to the wall as a Coulomb friction term is defined
as
Fˆms = η(ρˆs − ρˆl)gCmaxyˆm ˆSms cosβ, (33a)
Fms =
2ηCmaxymsms cosβ
Fr
. (33b)
3) moving bed layer: Our treatment of the moving bed
layer wall shear stress is similar to that of the heterogeneous
layer, which is defined as
τˆmw = 0.5[ρˆsCmax + ρˆl(1− Cmax)]Uˆm|Uˆm|fCW (Rem, 0),
(34a)
or in dimensionless terms by
τmw = [1 + (s− 1)Cmax]um|um|fCW (Rem, 0). (34b)
Where Rem is the moving bed layer Reynolds number which
could be determined as follows.
Rem = Re dm |um|(1 + (s− 1)Cmax). (35)
As was discussed in section (II-D2) the submerged weight of
the solid phase is partially transmitted through the bed to the
wall as a Coulomb friction term. Thus, the dimensional and
dimensionless terms of the dry friction force at the wall are
defined as follows.
Fˆmw = 2η(ρˆs − ρˆl)gCmax cosβ(D
2
)2{[2 (yˆs + yˆm)
D
− 1]θm + cos(θm + θs)− cos θs},
(36a)
Fmw = ηCmax cosβ[(2(ys + ym)− 1)θm + cos(θm + θs)− cos θs].
(36b)
Finally, the axial body force on the bed layer is given by:
Fˆmg = [ρˆsCmax + ρˆl(1− Cmax)]gˆ sinβAˆm (37)
and for the dimensionless version we again subtract the mean
axial static pressure gradient before scaling
Fmg =
0.5pi(Cmax − Cm)am sinβ
Fr
(38)
III. IMPLEMENTATION OF NUMERICAL SOLUTION AND
COMPUTATION PROCEDURES
.
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Fig. 2. Example solutions from the proposed steady state three-layer model
problem at various Cv , as a function og Uˆs, for a sand-water mixture flowing
in a horizontal pipe of diameter Dˆ = 0.1m. Fixed parameters are Cmax =
0.55, ρˆs = 2650kg/m3, ρˆl = 1000kg/m3, µˆl = 9 × 10−4Pa.s, dˆp =
7× 10−4m, η = 0.5, and ηs = 0.7.
Fig. 3. colormap of concentration in (Uˆs, y) plane for Cv = 0.3. Fixed
parameters are Cmax = 0.55, ρˆs = 2650kg/m3, ρˆl = 1000kg/m3, µˆl =
9× 10−4Pa.s, dˆp = 7× 10−4m, η = 0.5, and ηs = 0.7.
layer reach their maximum values. As we further increase
the flow rate, the height of moving bed decreases until we
reach the deposition velocity where there is no sedimentation
bed, and we get a single heterogeneous layer across the
pipe, and evidently, the mean delivered solids concentration
is equal to the mean spatial solids concentration (Fig. 2(a)).
As can be observed in Fig. 2(f), the pressure gradient reaches
its minimum value at the deposition velocity. Furthermore,
the deposition velocity increases with Cv . These findings are
consistent with the published results of most of the researchers
in the field, e.g. [2], [5].
Fig. 3 shows a colormap of solids concentration in the
(Uˆs, y) plane for a constant value of Cv = 0.3. At low
flow rates, the bottom of the pipe is at maximum packing
concentration Cmax which indicates the existence of the
sedimentation bed. Also, we observe that the concentration
gradient is very large in the heterogeneous layer at low flow
rates. As Uˆs increases, the total bed height decreases as was
discussed before, and the concentration gradient drops as
well. At very high velocities, the solids turbulent diffusivity
becomes dominant and we get a pseudo-homogeneous slurry
flow in the pipe.
IV. CONCLUSIONS
A modified three-layer model for solid-liquid flow in hor-
izontal pipes has been developed which predicts the pressure
loss, critical velocity, concentration profile in the heteroge-
neous layer, mean heterogenous layer and moving bed layer
velocities, and bed layer heights for each set of parameters.
We have also proposed a new correlation for the turbulent
solids diffusivity based on concentration profile and critical
velocity comparison against the experimental data available in
the literature. The pressure loss vs mean velocity curve shows
a characteristic minimum just before the critical velocity is
attained, in agreement with published research.
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Abstract— This paper investigates the feasibility of using 
different adsorbent-adsorbate pairs in a thermal energy storage 
cycle to store solar energy for residential heating applications 
in Canada. Silica gel, activated carbon, activated aluminum, 
zeolite-4A, zeolite-5A and zeolite-13X adsorbents paired with 
methanol and water adsorbates are considered. Calculations 
are made to determine the volume, mass and cost of the 
adsorbent-adsorbate pair required to heat a house with four 
occupants. Zeolite 4A-water and zeolite 13X-water pairs are 
found to be the most economic (with an actual cost of 285 
CAD and 374 CAD, respectively) and efficient (maximum 
heat of adsorption) adsorbent-adsorbate pairs with the 
minimum mass required, (290 kg and 226 kg, respectively) to 
meet the spatial heating requirements of the house.  
Keywords- Adsorption, adsorption pairs, thermal energy storage 
I. INTRODUCTION 
Policy changes incentivizing sustainable energy 
technologies have provided new opportunities for renewable 
sources of energy such as solar, wind, tidal and others. 
Investments in solar energy, which is abundantly available, has 
increased exponentially in recent years. However, solar energy 
is intermittent and should be coupled with energy storage 
technologies to reach its full potential. For example, one 
promising technology for utilizing solar energy in a Canadian 
climate is to store it in a thermal battery so it can be used at 
night to reduce building heating loads. As solar thermal energy 
storage costs are considerable, various technologies are being 
explored to optimize its capacity, operating temperature, and 
overall performance. Heat energy is stored at different 
temperatures depending on its intended application. Low 
temperature heat is useful for domestic air-conditioning 
applications whereas high temperature heat is extremely useful 
in industry. Furthermore, heat energy can be stored in various 
forms: sensible heat (solids, liquids, solid-liquid), latent heat 
(solid-solid, solid-liquid), chemical heat (reacting solids or 
liquids, gaseous compounds) and the heat of adsorption or 
absorption (physisorption, chemisorption, heat of solutions). 
Sensible heat storage technologies utilize high heat capacity 
materials, whereas latent heat energy storage technologies 
absorb/release heat when a material undergoes a phase change 
from solid to liquid or liquid to gas and vice-versa. On the 
other hand, chemical heat energy storage technologies utilize 
reversible thermo-chemical reactions (Rainer et al. 2012) to 
absorb and release heat. Sorption-based thermal storage 
technologies can be broadly categorized as absorption and 
adsorption processes, depending on whether the adsorbate 
atoms or molecules are dissolved in, or adhered to, the surface 
of the absorbent. Advantages of sorption-based thermal energy 
storage technologies are their minimal costs, and matured 
performance in heat pumping and solar refrigeration.  In this 
article, adsorption-based thermal energy storage materials are 
investigated for their potential to store solar energy during the 
day to provide heat at night in a typical Canadian residential 
home.  
II. LITERATURE REVIEW
Studies have been conducted to understand thermal energy 
storage technologies such as electric thermal storage heaters, 
salt hydrate technology, molten salt technologies and solar 
energy storage. (Bataineh and Taamneh 2016) conducted a 
feasibility analysis of both adsorption and absorption systems 
and concluded that extended adsorption and desorption times, 
poor exhibitions, and low coefficient of performance (COP) 
are hindering the widespread commercialization of these 
technologies. (Papadopoulos et al. 2003) reviewed existing 
solar energy based sorptive refrigeration technologies for 
applications in both residential and commercial spaces, and 
discussed the necessity of implementing energy policies to 
accelerate the flourishment of solar refrigeration technologies. 
(Cabeza et al. 2017) presented an exhaustive review on 
adsorption and absorption technologies in refrigeration and 
thermal heat storage and discussed research progression 
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towards developing efficient working pairs with better storage 
capacities and optimal energy output. (Aliane et al. 2016) 
studied various solar energy technologies developed for 
adsorptive cooling. A comparative study of various 
experimental systems has been done to study the operative 
behaviors of individual components and whole systems. It was 
concluded that these technologies can potentially be extended 
to meet global energy demands by implementing some modest 
improvements. Further, (Alobaid et al. 2017) reviewed solar 
absorption cooling systems which were fifty percent more 
energy efficient than vapor compression based cooling 
systems. The COP and thermal collector efficiency of the solar 
based systems are found to vary from 0.1-0.91 and 0.06-0.64, 
respectively. It was also noted that solar collector costs 
comprise a significant portion of the entire system. (Zeyghami 
et al. 2015) discussed various concepts, designs, and 
experimental set-ups for thermomechanical solar adsorption 
systems while discussing performance enhancement 
approaches. (Goyal et al. 2016) presented the fundamentals of 
solar energy utilization in adsorption systems and provided a 
thorough discussion about technological and economic 
aspects, recognizing that poor heat and mass transfer 
performances, low COP, and higher costs are the major 
roadblocks preventing the development of competitive 
products in this technological field. It has also been observed 
that hybrid systems, which combine solar adsorption heating 
and cooling, enhance the system performances significantly. 
(Askalany et al. 2013) compared various adsorption cooling 
systems and presented a comparision based on adsorbent-
refrigrent pairs on the basis of COP, specific cooling power, 
driving and evaporation temperatures. It has been observed 
that the systems employing silica gel-water and chloride 
composites-water pairs have the  highest COP, while those 
employting zeolite-water pairs have the lowest COP. The 
lowest evaporation temperatures were  found in a system that 
used metal hydride-water pairs and the lowest driving 
temperatures were observed for the case of silica-gel-methanol 
and chloride composites-methanol pairs,  wheras the highest 
driving temperatures are found in zeolite-water pairs. 
III. ADSORPTION
Adsorption involves the adhesion of adsorbate molecules on 
the adsorbent surface. The adsorbent is usually a porous 
material with a high surface area. Adsorbate molecules form a 
thin film on the surface of the adsorbent either by 
physisorption or chemisorption. Adsorption is referred to as 
physisorption if the adsorbate molecules are attached on the 
adsorbent surface by Vander Waals forces, and chemisorption 
if the adsorbate molecules are chemically attached at the 
adsorbent surface. Thermal heat storage, therefore, is a physio-
chemical phenomenon between the adsorbate and adsorbent 
molecules while condensation and evaporation facilitate the 
charging and release of adsorbate molecule onto and from the 
adsorbent, respectively.  
IV. THERMAL ENERGY STORAGE CYCLE
The thermal energy storage cycle for the application of 
residential heating in Canada, shown in Figure 1, comprises 
two main processes: desorption and adsorption.  
Desorption process: During the day the solar irradiance 
provides the heat of adsorption required to drive the 
evaporation of adsorbate molecules from the adsorber.  The 
average daily solar insolation available from November 
through March in Toronto, Canada is 7.8 MJ/m2 (October-9.3 
MJ/m2, November-5.1 MJ/m2, December-4.3 MJ/m2, January-
5.7 MJ/m2, February-9.2 MJ/m2 and March-13.2 MJ/m2) [26]. 
Assuming the average size of a residential building with four 
occupants is 200 m2 [27] the net solar radiance available 
during these cold climatic conditions is 1.56 GJ per day. 
Adsorption process: During the night adsorbate molecules that 
have evaporated from the condenser/evaporator are adsorbed 
by the adsorbent, and the heat of vaporization is released to 
function as a heat supply for residential heating. The reaction 
that occurs during the desorption and adsorption processes can 
be written as follows:  
Adsorbent + n·Adsorbate ↔ Adsorbent ⁕ n·Adsorbate + Heat 
Adsorbate
A
d
so
rb
er
D
es
o
rb
er
Adsorbent
Condensation Heat
Heat of Vaporization
Adsorbent
Heat of Vaporization
Heat of Condensation
Condenser/Evaporator
Sun House
Fig 1. Schematic diagram showing the desorption (left) and 
adsorption (right) processes in the thermal energy adsorption 
cycle. 
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V. ADSORPTION  PAIRS 
The adsorbate and adsorbent form an essential component of 
the thermal energy storage cycle and various factors play a 
decisive role in selecting the right pair including the maximum 
adsorption capacity, heat of adsorption, energy capacity, 
specific heat of adsorbent, adsorbent density, critical pressure 
and critical temperature. The maximum adsorption capacity is 
the maximum amount of adsorbate an adsorbent can adsorb. 
The heat of adsorption is the heat released during the 
adsorption process, and can be determined by estimating the 
heat released in a calorimeter experiment or by adsorption 
isotherms. The energy capacity is the maximum energy an 
adsorbent can absorb or release. The specific heat of adsorbent 
is the heat required to raise the temperature of the adsorbent 
by one degree under constant pressure. At the critical 
temperature and critical pressure, the density of the adsorbate 
liquid and vapor is equal. 
While many different adsorbates are available for various 
applications, the most commonly used are water, ammonia, 
methanol and ethanol. The latent heat of evaporation of water 
(2258 kJ/kg) is very high compared to that of ammonia (1368 
kJ/kg), methanol (1100 kJ/kg) and ethanol (1100 kJ/kg). Thus, 
water is typically preferred, although other adsorbates can be 
used to produce sub-zero temperatures. Activated carbons, 
zeolites, silica gels, metal-organic frameworks, and potassium 
hydroxide (KOH) are widely used adsorbents as they have a 
highly porous structure, which increases the adsorption 
capacity of the system. (Aristov 2007) presented selective 
water sorbents based on halides, sulphates and nitrates of 
alkaline and alkaline earth metals possessing an intermediate 
behavior between solid adsorbents, salt hydrates, and liquid 
absorbents. Also, an estimation was made on the 
thermodynamic equilibrium of these materials with water 
vapors. These sorbents are found to possess a better COP then 
silica gel-water and zeolite-water based systems. (Aristov 
2013) reviewed existing literature on metalaluminophosphates, 
metal-organic frameworks, ordered porous solids, and porous 
carbons and composite frameworks. (Gordeeva and Aristov 
2012) surveyed composite salts inside porous matrix (CSPM) 
sorbents. (Bhargav et al. 2017) studied the methanol-activated 
carbon fiber adsorption pair, and the adsorption capacity and 
desorption temperature were investigated under isobaric 
conditions using the Dubinin–Astakhov equation. (Brancato et 
al. 2015) tested various activated carbon fibers and composites 
of LiBr on silica gel adsorbents along with ethanol as a 
refrigerant. A thermo-physical analysis including nitrogen 
physisorption, specific heat and thermo-gravimetric 
equilibrium has been performed, and the Dubinin–Astakhov 
equation has been used to fit the equilibrium data. 
Furthermore, the thermodynamic performance was estimated 
by calculating the COP. (Erto et al. 2010) studied 
trichloroethylene adsorbates precipitated from water-based 
solutions on a set of 12 different activated carbon adsorbents. 
Results indicated that the adsorption capacity increases with 
an increase in Brunauer-Emmett-Teller (BET) surface area, 
micropore volume, and the percentage of carbon in the 
adsorbent. Further, the presence of sodium and 
tetrachloroethylene also increased the absorption capacity. 
(Meng and Park 2010) improved the CO2 adsorption capacity 
by inserting KOH in graphite nanofibers to increase its 
porosity under heat treatment at 700-1000℃. The heat 
treatment temperature had a significant effect on the 
adsorption capacity and texture of graphite nanofibers, and a 
positive effect on surface area, total pore volume and 
micropore volume. (Saha et al. 2011) studied the adsorption of 
an ethanol-MIL101Cr pair theoretically and experimentally 
within a 0.1-0.9 bar pressure range and a 30-70°C temperature 
range. One kg of MIL-101 Cr is found to adsorb up to 1.1 kg 
of ethanol at 30°C. The Tóth equation has been used to fit 
experimental data with the goal of enhancing the adsorption 
capacity in the adsorption cooling cycle employing activated 
carbon fibers (ACF) as adsorbents. (Saha et al. 2015) studied 
various adsorbent-refrigerant pairs at a temperature of 77.3K. 
ACF (A-20), owing to its large surface area, MIL-101Cr was 
found to have 0.797 kg/kg ethanol adsorption capacity. (Uddin 
et al. 2014) studied the highly porous Maxsorb III, H2 and 
KOH-H2 surface treated Maxsorb III adsorbents for ethanol 
adsorption at 30-70°C and evaporation temperatures of 65°C 
experimentally. The Dubinin-Radushkevich and Dubinin-
Astakhov adsorption isotherm models have been used to 
obtain adsorption isotherms. Adsorption cycle performance 
studies were conducted using activated carbon-ethanol 
adsorption pairs. H2 surface treated Maxsorb III exhibits a 
COP of 0.51 with a specific cooling effect of 374 kJ/kg at 
evaporation, heat source, and heat sink temperatures of -5°C, 
100°C and 30°C, respectively. (Zeng et al. 2017) studied the 
ammonia adsorption on four different kinds of activated 
carbons at 30°C. MSC30 is found to possess a very high 
adsorption capacity for ammonia. A modified Dubinin-
Astakhov equation has been used for isothermal studies. 
(Dawoud et al. 2007) experimentally studied an adsorption 
system using a zeolite 13X-water adsorption pair. It was 
observed that an increase in the flow rates of the adsorber and 
desorber increase the heat discharge, while higher 
temperatures occured at lower flow rates.  A radiation shield is 
found to be effective in minimizing radiation losses during the 
adsorption process. (Ansari et al. 2014) prepared nano-NaX 
zeolite using a hydrothermal process. The size and 
crystallinity of the NaX zeolites is found to increase up to 44 
nm and 96%, respectively, as the reaction time was increased 
from 1h to 4h and the reaction temperature increased from 
90°C to 110°C.  (Tatler and Erdem-Şenatalar 2004) evaluated 
the effective diffusion coefficient of water in zeolite-4A 
coatings. It is observed that the evaluated results qualify the 
thermogravimetric analysis (TGA) and effective medium 
theory (EMT) based experimental results from the literature. 
(Solmuş et al. 2011) developed a zeolite-water pair based 
adsorption cooling system and investigated its performance at 
various evaporator temperatures. The COP of the system was 
about 0.25 at adsorption, desorption, and condenser 
temperatures of 45°C, 150°C, and 30°C, respectively, for 
evaporative temperatures ranging from 10°C to 22.5°C. The 
mean volumetric specific cooling power density and the mean 
638
mass specific cooling power density were found to be 4.8 
kW/m3 and 6.4 W/kg, respectively.  (Solmuş et al. 2010) used 
the Dubinin-Astakhov equation to determine a maximum 
adsorption capacity of 0.12 kgw/kgad for a natural zeolite. 
Furthermore, the isosteric heat was calculated and a 
correlation between adsorption and desorption processes was 
established.  
VI. DISCUSSION
Herein, different adsorbate-adsorbent pairs are investigated for 
their ability to store solar energy during the day to provide 
heating for a typical residential home in Canada. The average 
size of a residence with four occupants is around 200 m2 [26] 
with the overall energy requirements of 130 GJ yearly, or 0.36 
GJ daily, by Statistics Canada [27], and it is assumed that 63% 
of this energy is used for spatial heating [28]. Thus, it is 
assumed that 0.23 GJ is required for spatial heating, which is 
much less than the average solar irradiance (1.6 GJ) estimated 
to be incident on a residential home in Toronto over the 
months from November to March (Table III).   
Different adsorbate-adsorbent pairs comprising seven 
adsorbents (charcoal, silica gel, activated alumina, zeolie-4A, -
5A, -13X, and activated carbon) with water and methanol as 
TABLE I.  THERMOCHEMICAL PROPERTIES OF ADSORBENT–ADSORBATE PAIRS (RAINER ET AL. 2012) 
TABLE II.  THERMODYNAMIC PROPERTIES OF ADSORBATES 
FOR ADSORPTION COOLING AND HEATING [17] 
properties of adsorbate-adsorbent pairs are listed in Table I. 
The adsorbate capacity (figure 3) for the adsorbents 
considered herein varies from 0.16-0.37 kgadsorbate/kgadsorbent, 
`with the silica gel-water having the maximum followed by 
active-carbon at 0.32 kgadsorbate/kgadsorbent and zeolite-13X at 0.3 
kgadsorbate/kgadsorbent whereas the heat of adsorption (figure 4) of 
zeolite is the largest with a value of 1400-4410 kJ/kgadsorbate. 
Here the zeolite 4A-water and zeolite 13X-water pairs show 
high potential with energy capacities of 970 and 1320 
kJ/kgadsorbent, respectively, which is the largest amongst all 
pairs considered. Thermodynamic properties viz. molecular 
weight, critical temperature, critical pressure, density and 
specific heat of some selective adsorbates for adsorption based 
cooling and heating are given in Table II. Further, Table I 
shows the net heat of adsorption (figure 8) per mass of 
adsorbent is the largest for zeolite 4A-water and zeolite 13X- 
Material Adsorbate 
Max. 
adsorbate 
capacity 
Heat of 
adsorption 
(average) 
Adsorbent 
specific 
heat 
Net heat of 
adsorption 
Net Heat of 
adsorption per 
unit volume of 
adsorbent 
Volume of 
Adsorbent 
required for 
residential heating 
Net 
adsorbent 
required 
Amount of 
Adsorbate 
required 
Total 
mass of 
system 
Δhads cadsorbent 
kgadsorbate/ 
kgadsorbent 
kJ/ 
kgadsorbate 
kJ kg−1 K−1 
kJ/ 
kgadsorbent 
kJ/m3 m3 kg kg kg 
Charcoal Water 0.4 2320 1.09 928 445440 0.52 247.84 99.14 346.98 
Silica gel Water 0.37 2560 0.88 947.2 634624 0.36 242.82 89.84 332.66 
Activated alumina Water 0.19 2480 1 471.2 461776 0.50 488.12 92.74 580.86 
Zeolites 4A Water 0.22 4410 1.05 970.2 756756 0.30 237.06 52.15 289.22 
Zeolites 5A Water 0.22 4180 1.05 919.6 625328 0.37 250.11 55.02 305.13 
Zeolites 13 X Water 0.3 4410 0.92 1323 793800 0.29 173.85 52.15 226.00 
Active carbon Methanol  0.32 1400 0.9 448  - - - - - 
Zeolites 4A Methanol  0.16 2300 1.05 368 287040 0.80 625.00 100.00 725.00 
Zeolites 5A Methanol  0.17 2300 1.05 391 265880 0.87 588.24 100.00 688.24 
Zeolites 13 X Methanol  0.2 2400 0.92 480 288000 0.80 479.17 95.83 575.00 
Mol wt. Critical 
temp. 
Critical 
pressure 
Density Specific heat 
Tcr Pcr ρcr Cp0,cr 
g mol− 1 K kPa mol m− 3 kJ mol− 1 K− 1 
Methanol 32.042 512.64 8140 8547 0.061 
Ethanol 46.069 513.92 6120 5952 0.098 
Ammonia 17.031 405.65 11300 13889 0.038 
Water 18.015 647.3 22048 17857 0.037 
1-Propanol 60.096 536.78 5120 4545 0.135 
2-Propanol 60.096 508.3 4790 4525 0.133 
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Fig 2. Maximum adsorption capacity of various adsorbents 
Fig 3. Heat of adsorption generated with one kilogram of 
various adsorbents 
TABLE III.  AVERAGE ENERGY REQUIREMENTS OF A HOUSE 
OF FOUR IN CANADA [SOURCE: STATISTICS CANADA] 
 For a house of 4 occupants with an area 206.4 m2 GJ 
Average energy requirement yearly 130 
Average energy requirement per Day 0.36 
Average energy requirement for spatial heating per 
Day 
0.23 
Average solar energy available per day in Toronto 
(November-March) 
1.56 
water with values of 970 and 1323 kJ/kgadsorbent, respectively. 
The total volume of adsorbent required to provide heating for 
a residential building with four occupants in Canada using a 
zeolite 4A-water pair is 0.30 m3, while the volume would be 
0.29 m3 if a zeolite 13X-water pair were to be used. If a zeolite 
Fig 4. Amount of adsorbents needed to meet the energy 
requirements for a  house  with four occupants in Canada 
Fig 5. Amount of adsorbate needed to meet the energy 
requirements for a house with four occupants in Canada 
5A-methanol pair were used as the adsorbent/adsorbate then 
the required volume would increase significantly to 0.87 m3. 
Also, zeolite 4A-water and zeolite 13X-water pairs have the 
minimum mass of adsorbent (figure 5) and adsorbate (figure 
6) required. The total mass of the adsorption system including
both adsorbent and adsorbate needed to meet the energy 
requirement of the house under consideration for zeolite 4A-
water and zeolite 13X-water is 290 kg and 226 kg, 
respectively. Now, if the adsorbent-absorbent pair is situated 
inside flat rectangular panels that are 1.7 m long, 1 m wide and 
3 cm thick, it would take only 6 panels of zeolite 4A-water 
and 6 panels of zeolite 13X-water pairs to meet the spatial 
heating requirements. The total cost of the adsorbents in 
discussion is shown in Figure 9 and the cost of zeolite 4A and 
zeolite 13X adsorbents required to meet the energy for the 
house under consideration is 285 CAD and 375 CAD,  
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Fig 6. Total mass of the system (adsorbent and adsorbate) 
needed to meet the energy requirements for a house with four 
occupants in Canada 
Fig 7. Net Heat of adsorption of various adsorbents 
In comparison, an average of about 6.2 m3 [29] of natural gas 
per day is required to meet the spatial heating requirements for 
the residence under consideration, and the daily cost of using 
natural gas for spatial heating would be about 0.6 CAD. 
Further, assuming a carbon tax of 1 CAD per GJ [31] of 
energy produced, this cost would rise from 0.6 CAD to 0.85 
CAD daily (~19 CAD monthly). Thus, the owner of the 
residence under consideration would be able to save ~155 
CAD on their natural gas heating bill over the colder seasons 
of the year by using adsorptive technology to heat their home. 
Perhaps more importantly, considering CO2 emissions, 1 GJ of 
energy generation from natural gas emits approximately 56 kg 
of CO2 [30]. For the residence with four occupants and a daily 
energy requirement of 0.23 GJ, ~13 kg of CO2 is emitted daily 
to provide for heating.  Thus, about 2.4 tonnes of CO2 
emissions could potentially be prevented by heating a typical 
Fig 8. Volume of adsorbents needed to meet the energy 
requirements  for a house with four occupants in Canada 
Fig 9.  Costs of various adsorbents 
Canadian residence using a thermal energy storage cycle based 
on adsorbate-adsorbent pairs instead of using natural gas. As 
CO2 emissions per capita in Ontario are ~15 tonnes, further 
research and development of sorption-based thermal energy 
storage cycles that store solar energy for residential heating 
applications is warranted. 
VII. CONCLUSION
Various adsorbent-adsorbate pairs have been investigated as 
the working pair in a thermal energy adsorption cycle that 
provides the energy required to heat a residence with four 
occupants in Canada. Amongst all pairs considered, the zeolite 
4A-water and zeolite 13X-water pairs have the maximum heat 
of adsorption and the minimum mass (290 kg and 226 kg, 
respectively) required to meet the heating demands. The net 
volume of zeolite 4A and zeolite 13X required to meet the 
spatial heating requirements of the residence is 0.29 m2 and 
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0.30 m2, respectively. The cost of zeolite 4A and zeolite 13X 
adsorbents for meeting the heating energy requirements of the 
residence is 285 CAD and 374 CAD, respectively. Thus, 
zeolite 4A-water and zeolite 13X-water pairs can potentially 
be used in a thermal energy adsorption cycle that stores solar 
energy so it can be used to provide heating for a residential 
home in Canada and further research in this area is warranted. 
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Abstract— The present experimental research investigates 
transient thermal performance of a PCM-based thermal 
management system for cooling electronics components. The 
proposed system consists of a heatsink that is submerged into 
Rubitherm (RT-18) for melting experiments. The heat sink has 
a total length of 10cm, a width of 5cm and a height of 13cm. 
The heat sink contains 4 vertical copper heat pipes and 34 
horizontal aluminum fins. The proposed system is insulated 
from all sides except the front wall for periodic visualization 
pictures, and it is exposed to a constant heat flux boundary 
condition from the top with a 1-inch2 Omega heat flux heater 
with a wattage density of 10 W/in2 at 100V. The PCM is 
heated from 0°C to about 51°C. The visualization results as 
well as the temperature distribution are discussed. Primarily, 
the results show that the melting process of the PCM manages 
the temperature of the heatsink and the base at which the 
heater is attached due to the high heat storage capacity of the 
PCM. 
Keywords_latent heat thermal energy storage system; 
PCM, electronics thermal managemen;, rectangular cavity; 
experimental measurement. 
I.  INTRODUCTION 
Sensible heat Thermal Energy Storage (TES) systems are 
not as efficient as latent heat TES systems for extensive 
thermal discharge or high climate temperatures [1]. There are 
many advantages of incorporating PCM in TES systems. 
PCM-based TES systems can store energy for various periods 
of time (e.g., from minutes to seasons), which diversifies its 
applicability and scalability. PCM-based TES systems are 
used in many applications such as solar engineering, building 
energy consumption, greenhouse thermal control, food 
protection, occupant thermal comfort systems, and aircrafts 
thermal management. Latent heat storage is an efficient way of 
storing thermal energy for most applications since it can store 
high amount of energy at nearly constant temperature. Thus, 
PCM-based TES technologies have been used in electronics 
and electrical applications for thermal management. Electrical 
and electronics applications produce a massive amount of heat 
that minimizes the operation duration and the efficiency of the 
overall system. PCMs can maintain the optimal operation 
temperature limits of such delicate systems. However, such 
applications require PCMs with high thermal conductivity for 
more responsive thermal management. Unfortunately, PCMs 
have low thermal conductivities. In the literature, various 
methods have been utilized to increase the thermal 
conductivities of PCMs. 
In automobile industry, for instance, a significant amount of 
carbon dioxide (CO2) and other greenhouse gas emissions are 
produced by traditional transportation vehicles (by means of 
fossil fuel combustion process). Therefore, researchers have 
been investigating on how to overcome the major limitations 
and to grow the potential of electric vehicles in the automobile 
market. The electric energy storage system (electric battery) is 
a substantial component of an electric vehicle. Electric 
batteries necessitate an appropriate thermal management for 
more effective operation and longer life span at different 
operation conditions. The common key challenges with these 
electrical batteries are the small range of their optimal 
operational temperature, the intensive undesired power 
consumption associated with their excessive heat generation, 
the practicality in different climate conditions. Luckily, PCM-
based thermal management technology addresses all these 
issues.  
For instance, an improvement of 50% of an electric battery 
life span was accomplished for a small electric vehicle by 
combining TES technology and wax as a PCM with an electric 
scooter bike [2]. The wax was incorporated with graphite to 
enhance the thermal conductivity of the wax by up to 
70 Wm-1K-1. This graphite-wax-based-TES system 
significantly increased the maximum driving distance of the 
small electric vehicle from 30Km to 55Km [2]. Moreover, 
Wang et al. performed an experimental study on electric 
automobiles battery safety and thermal management using 
heat pipes. Two battery cells producing 2.5-40W of heat have 
been built and tested by a thermal camera at off-normal 
conditions. It was found that incorporating heat pipes helped 
to maintain the temperature below 40°C when the battery 
generates a maximum of 10W/cell; when the battery cell 
generates 20–40 W/cell (uncommon thermal abuse), the 
proposed system could decrease the temperature of the battery 
to 70°C [3].  
Heat generation in a great deal of engineering applications 
is nonuniform with time. This unstable behavior of heat 
generation is associated with undesired spikes of temperature 
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increase [4]. The sudden increase of temperature could 
damage or decrease the efficiency of the electrical circuits. 
Thermal management systems that absorb the undesired heat 
by means of sensible and latent heat can maintain a nearly 
constant desired temperature. Number of researchers have 
investigated the improvements of thermal management 
performance considering many thermal enhancement methods. 
Hosseinizadeh et al. [5] conducted a numerical and 
experimental study on the performance of PCM incorporated 
with different configurations of fins for thermal management 
applications. This study considers different number, height, 
and thickness of fins at different power intensity. The 
outcomes show that the higher the number of fins and the 
higher the height of fins, the higher the overall thermal 
performance. However, increasing the fins thickness does not 
increase the overall thermal performance as significantly. 
Furthermore, Peleg et al. [6] conducted a numerical study to 
optimize the geometry, quantity the number of internal fins, 
and to optimize the amount of PCM for thermal management 
of electronics. The results show that at fewer fins, the 
temperature range increases, which decreases the PCM 
quantity to keep the electronics at operation temperature 
range. Rajesh, and Balaji [7] carried out an experimental study 
on the performance of PCM based thermal management 
storage systems using several numbers of pin fins (0, 33, 27, 
and 120 pin fins) for two different PCMs (n-eicosane and 
paraffin wax). The authors also performed an Artificial Neural 
Network and Genetic Algorithm optimization techniques to 
extend the operation time of the system to reach the set point 
and increase the thermal performance. The results show an 
improvement factor of 24 was achieved by using 72 pin fins 
combined with n-eicosane. Li-Wu et al. [8] experimentally 
investigated the thermal performance of heatsink combined 
with high aspect-ratio carbon nanofillers at different loads. 
The results show that for heating cases, the use of high aspect-
ratio carbon nanofillers is less effective in removing heat due 
to the weak natural convection to the environment. Thus, the 
authors have combined carbon nanotubes and graphene 
nanoplatelets, which increases the thermal recovery due to 
their high thermal conductivity. Yoram et al. [4] studied a 
combination of PCM and heat sink experimentally and 
numerically. The prototype is meant to absorb the undesired 
heat by the PCM (eicosane C20H42) and to reject the heat to 
the surroundings by aluminum heat sinks with a fan. A two-
dimensional thermal model was developed and analyzed for 
estimation of thermal field. The experimental and numerical 
results of the base temperature and PCM melting behavior 
have some agreement. It was observed that as the heat input 
increases, the sensible-heat-based accumulation rate increases. 
Fok et al. [9] targeted cooling gadgets with power input of 3 to 
5W using PCM (neicosane) with and without fins. In this 
experimental study, the considered variables are the device 
orientation (vertical, horizontal, and 45° incline), power input 
level (3-5W), number of fins (3, 6 fins), and the usage 
intensity (light to heavy). The main objective of this study is to 
investigate the thermal performance of small handheld devices 
when cooled using PCM with and without fins. It has been 
observed that cooling mobile devices using PCM with fins is 
feasible; however, an optimization on the device is required 
considering the amount of PCM used and all previously 
mentioned parameters.  
In this experimental study, a PCM-based thermal 
management system is examined. The thermal management 
system contains of a heatsink with 34 horizontal aluminum 
fins integrated with 4 vertical copper heat pipes to increase the 
thermal conductivity of RT-18 PCM in a rectangular shaped 
cavity for electrical and electronics applications. The 
prototype is examined under transient thermal condition on the 
top side with maximum power input. All other walls of the 
enclosure are thermally insulated. This study investigates the 
thermal performance by means of visualization and the 
temperature distribution of the PCM during melting. 
II. METHODOLIGY
A. Components Details and Description 
Figure 1: Schematic diagram of the (a) experimental setup and 
(b) components of thermal management system. 
The components of the experimental setup are presented in 
Figure 1, (a), while Figure 1, (b) shows the components of 
thermal management system. The main components used in 
this experiment are: a variac, a DAQ system, an Omega 
flexible heater, a thermal management unit (heat sink, and 
PCM), 4 K-type thermocouples, a computer with LabVIEW 
software installed, and a digital camera. The variac feeds the 
omega heater with a series of different voltages that vary from 
0-100V. 4 thermocouples are instrumented in the thermal 
management system at four locations (heat source, top fin, 
bottom fin, and PCM). The thermocouples are measuring the 
temperature across the heat sink using a DAQ system (NI 
USB-9162) from National Instruments. The LabVIEW 
software monitors and saves the thermocouples readings. The 
Omega heater (SRFG-101/10) is 1-inch2 with a wattage 
density of 10 W/in2. The maximum operating temperature of 
the heater is 232°C, and the maximum rated voltage is 
115VAC. The heater is in a direct contact with the heatsink 
from the top base as illustrated in Figure 1, (a). The heat sink 
has a total length of 10cm, a width of 5cm and a height of 
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13cm. The heat sink contains four vertical copper heat pipes 
and 34 horizontal aluminum fins. The heat sink is submerged 
into a phase change material to assist the heat sink to dissipate 
heat coming from the electronic component (Omega heater). 
Therefore, this helps to maintain the operational average 
temperature for the electronic component. Rubitherm (RT-18) 
whose melting point ranges from 17-19°C was selected as 
thermal storage medium. The heat storage capacity of RT-18 
is 250 kJ/kg, and the maximum operation temperature is 48°C. 
The container is made of a clear acrylic with a thickness of 
0.24-inch. The outer shell of the container is insulated by 1-
inch thick Styrofoam. A high definition Canon camera “EOS 
Rebel T2i” is used to capture the images periodically during 
the melting process. The laptop monitor is used to display and 
save visualization pictures and the thermocouples readings.  
B. Experimental Procedure 
The experimental setup of the electronics thermal 
management system is presented in Figure 2. Initially, the 
thermal management system is placed in a refrigerator at about 
(0°C) for 24 hours to ensure a uniform temperature across the 
PCM at a solid state. Then, the thermal management system is 
connected to the DAQ system and the heater is connected to 
the variac power supply. The digital camera starts taking 
pictures, and the LabVIEW software starts running to take the 
readings. The variac is turned on immediately at maximum 
voltage to feed omega heater with (100V). Once the PCM is in 
a liquid form, the experiment is done.  
Figure 2: Experimental setup of the electronics thermal 
management system. 
III. RESULTS AND DISCUSSION
A. Experimental Temperature Distribution Analysis 
Figure 3 presents the experimental temperature profile in 
the thermal management system at 100V. The initial 
temperature of the PCM is 0°C. The thermal management 
system is insulated from all sides except the front wall for 
visualization. The PCM was heated up to 34.7°C. Four 
thermocouples are measuring temperatures at four locations in 
the thermal management system (heat spreader, top fin, 
bottom fin, and PCM). As can be seen from Figure 3 that once 
the heater is tuned on, most of the heat is absorbed by the 
aluminum heat spreader and top fin since they are close the 
heat source. It also can be seen from Figure 3 that once the 
heater is tuned on, the temperature of top fin increases rapidly 
from 0°C to 18°C by means of sensible heating. Then, the 
temperature of the top fin remains almost constant at the 
melting point temperature while the PCM was melting at the 
top.  Once the melting of PCM is done at the top, the 
temperature of PCM increases due to sensible heating supplied 
by the heater. Note that temperature of PCM at the top and the 
heat source remains the same throughout the melting process. 
Further, it can be observed that the temperature of bottom fin 
increases less rapidly from 0°C to 15°C by means of sensible 
heating. The PCM temperature profile follows the same trend 
to that of the bottom fin. The melting of PCM occurs around 
15°C and this is the reason the bottom fin and the PCM 
temperature remain nearly 15°C during the melting. The 
temperature of the PCM and the bottom fin increases due to 
sensible heating once melting of PCM is finished. Due to high 
thermal energy storage and low thermal conductivity of PCM, 
the temperature of PCM remains constant around melting 
point temperature for a longer period compared to bottom fin.  
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Figure 3: Temperature profile at different locations in the 
thermal management system at 100V. 
B. Experimental Visualization Results 
Since the heater is in direct contact with the top base of heat 
sink, the heat sink will absorb the heat through the base. Then, 
the heat will dissipate through the heat pipes and then to the 
fins. Therefore, the solid PCM starts absorbing the heat across 
the heatsink by conduction in a sensible form, as shown in 
Figure 4 (at time=0-16 minutes). The initial sensible heat 
storage takes about 1000 seconds (16 minutes). This sensible 
heat transfer keeps going until the PCM temperature reaches 
17-19°C causing the PCM to start melting down, as shown in 
Figure 4 (at time=25 minutes). The melting starts from the 
right and left sides of the thermal storage system due to the 
vertical heat pipes that are transferring the heat from the top 
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base. The melting process (latent heat storage process) takes 
about 4750 seconds (79 minutes) at nearly constant range of 
temperature (17-19°C). During the melting process, heat will 
transfer to the liquid PCM by conviction in a latent form until 
all PCM become liquid. As the temperature increases above 
19°C, the heat will transfer by convection in a sensible form to 
the liquid PCM, as shown in Figure 4 (at time=126 minutes). 
This entire process helps to maintain the temperature of the 
attached electronic component at a desired temperature range. 
0 min 16 min 
25 min 30 min 
33 min 93 min 
126 min 152 min 
Figure 4: Visualization pictures of the PCM melting process in 
the thermal management system. 
IV. CONCLUSION
In this research, an experimental investigation has been 
carried out to examine the thermal performance of a PCM-
based thermal management system for cooling of electrical 
and electronics components. The thermal management system 
consists of a heat sink that is submerged into Rubitherm (RT-
18) to assist the heat sink to dissipate the heat coming from the
electronic component. The heat sink contains 34 horizontal 
aluminum fins and 4 vertical copper heat pipes. The thermal 
management system is insulated from all sides except the front 
wall for capturing periodic visualization pictures; the thermal 
management system is tested under a transient condition by a 
1-inch2 Omega heat flux heater. The PCM was heated from 
0°C to about 51°C. To assess and analyze the performance of 
the cooling system, the camera records the visualization of the 
melting process of PCM, while the DAQ system records the 
temperature profile in different locations of the thermal energy 
storage system. The visualization results as well as the 
temperature profile are discussed. Mainly, the results show 
that the melting process of the PCM manages the temperature 
of the heat spreader of the heatsink, at which, the heater is 
attached. This thermal control is associated with the high heat 
storage capacity of the PCM.
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Abstract— Around 40% of the total energy in USA is 
consumed by buildings, and about $370 billion US dollar is 
spent each year to supply this energy and thus reduction in 
energy consumption is extremely important. One of the most 
effective and reliable ways to reduce energy consumption is 
the use of Phase Change Materials (PCMs) in Latent Heat 
Thermal Energy Storage (LHTES) systems. In this study an 
experimental setup was constructed to investigate the 
solidification process of PCM using two different types of heat 
exchangers: pipe heat exchanger and horizontal finned-pipe 
heat exchanger. The PCM used in this study is Rubitherm 
(RT-18) that has a melting point of 18°C, and the heat transfer 
fluid (HTF) is water. To investigate the performance of pipe 
heat exchanger versus finned-pipe heat exchanger, two 
experiments were performed under identical initial, thermal 
and boundary conditions. The PCM is cooled down from 20°C 
to 5°C in both heat exchangers. Result of the temperature 
distribution as a function of time during the solidification 
process inside the TES system is presented and investigated. 
Visualization of the solidification process inside the TES 
system is also presented. Generally, the PCM is solid when its 
temperature is lower than the melting point, and it is liquid 
when its temperature is higher. PCM stores thermal energy 
during melting and releases heat as it solidifies. Both 
visualization and periodic temperature distribution results 
showed that as time progresses, the amount of the solid PCM 
increases in both heat exchangers. At a certain time, finned-
pipe heat exchanger has higher amount of the solid PCM than 
the pipe heat exchanger. Also, the solidification time is 
reduced significantly when fins are added to the TES system. 
After 75,000 seconds of solidification, the average PCM 
temperature of pipe heat exchanger reached to 8.5°C. 
Whereas, the average PCM temperature of the finned-pipe 
heat exchanger reached to 8.5°C after 19,000 seconds of 
solidification. Significant time reduction equivalent to 54,000 
seconds is observed when the fins are added to the TES 
system. Employment of fin is preferred to improve heat 
transfer rate as the solidification process is enhanced due to 
the incorporation of fin. 
Keywords- finned-pipe heat exchanger; pipe heat exchanger; 
phase change material; solidification; experimental investigation; 
solidificationv visualization; periodic temperature distribution  
I. INTROUCTION 
Buildings use approximately 40% of the total energy 
consumed in USA followed by industry and transportation [1]. 
Approximately $370 billion US dollar is spent each year to 
supply this energy and thus reduction in energy consumption 
is extremely important [2]. One of the most efficient and 
reliable ways to reduce energy consumption is the use of 
PCMs in LHTES system [3]. Solid-liquid PCM have long 
been adopted as a thermal energy storage medium in LHTES 
system. Typically, a LHTES system consists of: (a) a PCM, 
(b) a container and (c) a thermal conductive surface for 
exchanging heat with the PCM [4, 5], a heat exchanger. In a 
typical LHTES system, a large amount of thermal energy is 
absorbed or released by the PCM during its nearly constant 
temperature phase change processes.  
PCMs can be classified into (i) non-organic compounds 
(e.g., salt hydrate, metals, alloys) and (ii) organic compounds 
(e.g., wax). Organic PCMs can be further divided into (i) 
paraffinic PCMs (e.g., wax) and (ii) non-paraffinic PCMs 
(e.g., fatty acid). Paraffinic PCMs have extensively been used 
in LHTES system design because of their high latent heat of 
fusion, wide range of phase change temperatures, and good 
chemical stability [6]. Another advantage of paraffinic PCMs 
is that they have unlimited numbers of cycles [7]. However, 
PCMs have low thermal conductivity which results in 
reduction of the rate of melting and solidification of the PCMs 
[3]. Therefore, there are several ways to increase the 
performance of PCMs, such as using fins [8].  
Bechiri and Mansouri [9] analyzed charging and 
discharging paraffin PCM in a shell and tube heat exchanger 
analytically. Anisur et al. [10] performed a 2-D analysis on a 
double wall circular tube heat exchanger with paraffin PCM 
for air cooling application. Heat Transfer Fluid (HTF) flow, 
pipes sizes and different radius of the PCM container were 
investigated analytically. Air was used as HTF, and the 
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highest co-efficient of performance (COP) of the system was 
calculated to be 8.79.  
Anisur et al. [11] analytically and experimentally studied 
melting of PCM in a shell and tube heat exchanger for air 
cooling applications. They used Heptadecane PCM which had 
a melting point temperature of 22.33°C. The analytical result 
was validated with the experimental result, and the COP of the 
system was calculated to be 4.16. Nithyanandam and 
Pitchumani [12] performed a numerical analysis on charging 
and discharging of PCM in finned heat pipes for concentrated 
solar power applications. The authors observed an 
enhancement of heat transfer by adding vertical fins, the larger 
the number of fins, the higher the heat transfer. Liu et al. [13] 
investigated melting characteristics of Paraffin PCM 
surrounding heat pipes. They found that when the inlet 
temperature of the heat pipe is increased, the total heat storage 
capacity and heat storage rates are increased. Also, the total 
heat storage capacity and heat storage rates are increased with 
decreasing the initial temperature of heat storage material. 
Khalifa et al. [14] performed an experimental and numerical 
study on PCM solidification around tube integrated with 
vertical fins versus a bare tube for solar thermal power 
generation application. Their findings illustrated that heat 
transfer performance was improved 24% compared to a bare 
tube.  
Khalifa et al. [15] performed an experimental investigation 
on solidification of a high temperature PCM in a finned heat 
pipe duct. A significant improvement in the heat transfer rate 
was observed for the finned heat pipe case especially during 
later times of the solidification process. Li et al. [16] 
experimentally studied the melting and solidification of PCM 
in a flat heat exchanger with heat pipes. The system’s 
performance showed a uniform temperature across the heat 
exchanger and an increase in the heat transfer inside the PCM. 
Rahimi et al. [8] performed an experimental analysis on 
melting and solidification of PCM inside a thermal energy 
storage system using copper pipes and aluminum fins. They 
found that when the aluminum fins were added to their 
system, the heat transfer in the PCM was increased. Other 
studies [17, 18] experimentally investigated melting 
performance of PCMs by using heat pipes. They studied the 
performance of their systems with increasing the heat pipe 
numbers and increasing the power input of the heat pipes. An 
enhancement of heat transfer was observed with increase in 
the numbers of heat pipes and input power of heat pipes.  
Based on the literature review above, there is a lack of 
experimental studies that examined the effect of solidification 
(heat discharging) of PCMs with copper fins. The aim of this 
study is to compare the performance of a tube heat exchanger 
and finned-tube heat exchanger experimentally. RT-18 
Rubitherm is used as PCM, and water is used as a heat transfer 
fluid (HTF). To compare the performance, transient 
temperatures are measured at different locations and 
visualization of the solidification process is performed. This 
information will enable us to assess the performance of heat 
exchanger with fins and help to able to understand the 
fundamental of liquid-solid phase transition and heat transfer 
during solidification of PCM. 
II. EXPERIMENTAL SETUP AND PROCEDURES
A. Description of experimental set-up 
Figure 1: Schematic diagram of the (a) experimental setup and 
(b) components of thermal energy storage system (TES). 
An experimental set-up was designed and built in order to 
visualize and investigate the solidification process of the PCM 
in LHTES system. Figure 1(a) shows a schematic diagram of 
the experimental set-up, and figure 1(b) shows the finned TES 
system. The experimental set-up in figure 1(a) consists of a 
(Polystat recirculator, model: 13042-01, supplier: Cole-Parmer) 
that controls water inlet temperature; a water pump (model: 
FP1, supplier: Cole Parmer), and a series of valves to regulate 
water flow rate; a digital flow meter (model: RT-375MI-LPM2, 
supplier: Blue-White) and the heat storage system. The set-up 
allows replacing readily the heat exchanger with no changes in 
the rest of equipment. 32 K-type thermocouples (model: 5TC-
TT-K-30-36, supplier: Omega) were installed at different 
locations inside the TES system and the copper pipes to record 
temperatures at different times. These measurements were 
performed to ensure that the PCM was well distributed within 
all pipes and sheets. Temperatures were recorded as function of 
time in a computer via the DAQ system (model: NI9213, 
supplier: National Instruments) using LabView software 
(version: 15, supplier: National Instruments). A digital camera 
(model: EOS rebel T5, supplier: Canon) is connected to the 
computer to capture the images during the experiment 
periodically. The external surface of the TES system was 
totally covered with insulation foam to minimize heat losses. 
For both pipes and finned-pipes heat exchangers, the following 
temperatures measurements were taken: ambient temperature; 
water inlet and outlet temperatures of the TES system; water 
inlet and outlet temperatures for each U-shaped copper pipe; 
and halfway between water inlet and outlet of each U-shaped 
copper pipe (at the bottom point). The rest of the 17 
thermocouples were distributed evenly through the PCM for 
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Figure 2: (a) Temperature distribution (°C) versus time (second) for solidification process inside the pipe heat exchanger and 
(b) Temperature distribution (°C) versus time (second) for solidification process inside the finned-pipe heat exchanger. 
the pipes heat exchanger. To measure the temperature 
distribution across the copper sheet wall for the finned-pipes 
heat exchanger, 5 thermocouples were distributed in the middle 
copper sheet (4 corners and 1 in the center). To measure the 
temperature distribution across the PCM, 12 thermocouples 
were evenly distributed in three elevations (4 corners for each 
elevation). The TES system in figure 1(b) consists of a 
transparent acrylic container filled with a PCM, copper pipes 
and copper sheets. The outer surface of the TES system was 
made of a 30-cm height, 24.5-cm width and 20-cm depth. The 
thickness of the transparent acrylic wall is 1-cm (supplier: 
McMaster Carr). The used PCM is Rubitherm (RT-18) 
(supplier: Rubitherm) that has a solidifying range of 19°C-
17°C, heat storage capacity of 250 kJ/kg, and a max operation 
temperature of 48°C. The volume of PCM was 0.01 m3. Four 
U-shaped vertical copper pipes of a diameter of 0.9525 cm 
(0.375 inch) were passed through the center of the PCM. Pipes 
were distributed evenly from each side: 6-cm away from the 
front and back walls and 1-cm away from right and left side 
walls. These copper pipes carried water as the heat transfer 
fluid during the experiment. Eight horizontal copper sheets of 
21.5-cm width, 16.5-cm depth, and 1-mm thickness are aligned 
on the base with 3-cm spacing between them. The fins were 
soldered to the pipes to minimize the thermal contact resistance 
between the heat exchanger parts. 
B. Experimental Procedure 
The experiments were conducted in several steps. First, the 
TES system was filled with RT-18 PCM. Second, the 
temperature of the PCM was heated up to about 20°C (liquid 
phase). Third, the water of thermal regulator was cooled down 
to 5°C and supplied to the TES system through the copper 
pipes. Meanwhile, the temperatures of the water flow, copper 
sheets and PCM were recorded at each 10 second. Also, 
images of the solidification process were captured at each 10-
minute interval.  
III. RESULTS AND DISCUSSION
A. Temperature distribution of the solidification process 
Figures 2 (a) and (b) present periodic average temperature 
variation of the pipes, PCM and fins at different locations 
inside the TES system. The red curve represents the average 
PCM temperature while the average pipes temperature is 
presented in the blue curve. For the finned-pipes heat 
exchanger, the green curve represents the fins temperature. In 
general, the PCM is liquid when its temperature is higher than 
the melting point temperature (18°C), and it solidifies when its 
temperature is lower. Initially, the PCM is liquid, and the 
temperature of the PCM is 20°C. The solidification process is 
initiated when cold water at 5°C is bypassed through the 
copper pipes. The liquid PCM around the tube absorbs thermal 
energy from the cold water (HTF) via the tube surface, 
removes the sensible heat of the PCM and drops the 
temperature down to the freezing point. The PCM starts 
solidifying around the tube in the radial direction when the 
temperature drops below freezing point temperature. The 
thickness of the solid PCM grows with time around the tube. 
This solid PCM around the tube then behaves as an insulation 
material due to its low thermal conductivity compared to the 
copper tube material and slowed down the solidification 
process. Heat transfer through the solid PCM is dominated by 
conduction and as the thickness of the solid PCM increases 
around the tube, the heat transfer from the tube surface is 
further reduced. This reduction in heat transfer enhances the 
solidification time for a bare tube case. Adding horizontal 
copper fins decreases the thermal resistance during the 
solidification process and enhances the solidification time. The 
verage PCM temperature of pipe heat exchanger results shown 
in figure 2 (a) reached to 8.5°C after 75,000 seconds of 
cooling. The results of the finned-pipe heat exchanger in 
figure 2 (b) showed that the average PCM temperature reached  
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Pipe Heat Exchanger Finned-pipe Heat Exchanger Pipe Heat Exchanger Finned-pipe Heat Exchanger 
(a): 0 s (e): 9,000 s 
(b): 1,800 s (f): 12,600 s 
(c): 5,400 s (g): 19,800 s 
(d): 7,200 s (h): 79,200 s 
Figure 3: Different visualization captures for different times of the solidification experiments of the pipe heat exchanger 
versus finned-pipe heat exchanger. For the finned-pipe heat exchanger, the solidification process ends at 19,800 s and that is 
why no figure is provided to the last row (h) in the right column. 
to 8.5°C after 19,000 seconds of cooling. When the fins were 
added to the TES system, 54,000 seconds was reduced. 
B. Visualization of the solidification process 
Figure 3 shows visualization pictures captured of the 
solidification experiments of the pipe heat exchanger versus 
finned-pipe heat exchanger for different times from 0 second 
to 79,200 seconds (a-h). The left column represents the pipe 
heat exchanger experiment, and right column represents 
finned-pipe heat exchanger experiment. Each row represents a 
visualization comparison between pipe heat exchanger versus 
finned-pipe heat exchanger for the same boundary and thermal 
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conditions at a certain time. In general, the PCM is liquid 
when its temperature is higher than the melting point 
temperature (18°C), and it solidifies when its temperature is 
lower. At 0 second, the PCM is liquid, and the temperature of 
the PCM is 20°C. The solidification process is initiated when 
cold water at 5°C is bypassed through the copper pipes any 
time after 0 second. It is observed that the amount of the solid 
PCM increases with time progression for both heat 
exchangers. Also, it is noticed that the amount of the solid 
PCM in finned-pipe heat exchanger is higher than the pipe 
heat exchanger.  
IV. CONCLUSION
An experimental set-up was constructed to investigate the 
solidification process of two heat exchangers (pipe heat 
exchanger versus finned-pipe heat exchanger). The PCM used 
in this study was RT-18 that has a melting point temperature of 
18°C. Water was used as heat transfer fluid. Two experiments 
were performed under identical initial, thermal and boundary 
conditions to investigate the performance of pipe heat 
exchanger versus finned-pipe heat exchanger. Periodic 
temperature distribution and visualization results of the 
solidification process inside the TES system were presented. 
Generally, the PCM is liquid when its temperature is higher 
than the melting point temperature (18°C), and it solidifies 
when its temperature is lower. Also, PCM releases heat as it 
solidifies. Results for both heat exchangers showed that the 
amount of the solid PCM increases with time progression. 
Temperature distribution results indicated that the amount of 
the solid PCM in finned-pipe heat exchanger is higher than the 
pipe heat exchanger at a fixed time. To reach 8.5°C in the 
solidification process, the average PCM temperature of pipe 
heat exchanger needed 75,000 seconds and the average PCM 
temperature of finned-pipe heat exchanger needed 19,000 
seconds. Therefore, 54,000 seconds is reduced once the fins 
were added to the TES system.   
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Abstract—Desiccant coated heat exchanger (DCHE) is 
developed from the combination of desiccant absorbents and 
the conventional fin-tube heat exchanger. The performance of 
the DCHE is mainly due to the adsorption properties of the 
coated absorbents. Therefore, to improve the DCHE 
performance, we fabricated porous ion exchange resin (IER) 
particles which have highly increased contact areas to be used 
as the DCHE absorbents. The water uptake and adsorption 
ratio of the porous and non-porous absorbents were both 
measured and compared against each other. The results 
showed that the absorbents with porous structure possessed 
higher water capacity and adsorption rate than that of the non-
porous IER. 
Keywords: air-conditioner; exchanger; desiccant; porous; ion 
exchange resin 
I.  INTRODUCTION 
Generally, the dehumidification and humidification are 
achieved via refrigerating to condense the moist air below the 
dew point or heating the liquid water above the vapor 
temperature. Both directions of the humidity control caused 
plenty of energy waste, which decreased the coefficient of 
performance (COP) as well [1-7]. Recently, to control the indoor 
humidity and improve the COP of the conventional air-
conditioning system, researches on adsorption refrigeration 
technology has increased due to many advantages such as 
utilizing solar and geothermal energies and wastes heat [6-12]. 
The desiccant coated fin-tube heat exchanger a kind of the 
DCHEs, developed from the classic fin-tube heat exchanger 
which is widely used in nowadays air-conditioning system [14-
20]. 
Absorbents such as active carbons, silica gel, zeolites or ion 
exchange resins are the key component of the desiccant coated 
fin-tube heat exchanger [2,8,11,13]. Great efforts have been 
dedicated to investigating the performance of these materials. 
For example, silica gel has been both analytically and 
experimentally studied [11-13]. Computer simulation was also 
applied to optimize the performance of the adsorption 
refrigeration [14-15]. 
Compared to those inorganic porous materials, IER can 
directly attach to the fin surfaces instead of mixing with epoxy 
resin, which avoids the decreasing of the contact area of the 
absorbents. However, the IER swells while absorbing water 
and shrinks after evaporation. The frequent dimensional change 
of the resin caused the serious decline in durability. Besides, 
the adsorption properties are  
In this work, we propose IER with aromatic chain 
structures to provide high thermal and mechanical stabilities, 
which improves the longevity of the absorbents. The aromatic 
IER was also fabricated with porous structures to increase 
contact surface areas. The test results showed improved 
humidity adsorption rate and capacity due to the porous 
surfaces. 
II. EXPERIMENTAL
A. Sythesis of IER 
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Scheme 1. Preparation scheme of the sulphonated poly ether 
sulfone ion exchange resin (SPESIER). 
B. Synthesis of the 
SPESIER 
The ion exchange resin was synthesized via two major steps 
as shown in Scheme 1. First, sulphonated bis (4-chlorophenyl) 
sulphone was obtained via a typical sulphonating procedure 
utilizing fuming sulfuric acid and bis (4-chlorophenyl) 
sulphone [21]. Then the sulphonated bis (4-chlorophenyl) 
sulphone was added into a three-necked, round-bottomed flask 
with K2CO3, biphenol and DMSO (solvent). The SPESIRE 
was polymerized via aromatic nucleophilic substitution 
polycondensation. The resulting polymer was washed with DI 
water and ethanol after polymerization. 
C. Prepareation of 
porous absorbents particles. 
The size of the common used absorbents particles are 
usually in the range of 60~100μm. Therefore, to develop the 
absorbents with porous surfaces, the pore size should be much 
smaller than that of the particle.  
In this work, the porous structure was fabricated by the 
solution casting method. First, the SPESIER was dissolved 
into NMP with the solid content of 10% and stirring for 12h at 
room temperature to get a homogeneous solution. Secondly, 1-
Ethyl-3-methlimidazolium tetrafluoroborate (EMMBF4) was 
separately added into the solution at concentrations of 50wt% 
of the SPESIER.  The mixtures were then stirred for another 
12h to ensure uniform dispersion. The casting solution was 
filtered before pouring onto a flat glass substrate. The glass 
plates with casting solution on top were first held in the oven 
at 60°C  for 12h and then 80°C  in vacuum for another 24h to 
remove solvents. The dried polymers were then removed from 
the glass plate and boiled in methanol until constant weight to 
remove the EMMBF4 and residuals. The porous polymers were 
powdered into small particles and the pore structure was 
observed under SEM.  
D. Water uptake 
Water uptake was measured after completely drying of the 
samples at 120°C in vacuum. Then their weights (Wdry) were 
recorded before immersing into DI water. Tests were carried 
out at different temperatures (20 °C , 40 °C, 60 °C, 80 °C and 
100 °C). The Wwet were measured after 10mins at each 
temperature. The water uptake of these membranes was 
calculated and compared as percentages by the following 
equation: 
Water uptake (wt%) = (Wwet - Wdry)/Wdry×100  (1) 
(1) (2) 
E. Adsorption rate 
The adsorption rate of the porous IER particles was 
measured and compared against the non-porous absorbents. 
The absorbent powder was first dried in the oven at the 
temperature of 120 °C  until constant weight which was 
recorded as Wdry. Then the absorbents were placed in a cube 
with the salt bath of KCl to create a constant relative humidity 
(RH) atmosphere. The weight change of these absorbents was 
continuously measured every 100 seconds.  
The adsorption ratio was evaluated by the following equation: 
Adsorption ratio (wt%) = (Wwet - Wdry)/Wdry×100  (2) 
III. RESULTS AND DISCUSSION
A. Morphology 
EMMBF4 was used as the pore-forming agent due to its 
extraordinary compatibilities with polymers. 50wt% of the 
EMMBF4 was added into the system and removed by 
methanol after membrane casting. The choice of solvent for 
membrane casting plays an important role in the manufacture 
of uniform pore size distribution. To lower the evaporation 
speed and avoid the split phase, NMP was used in the work. 
Figure 2 shows the field emission scanning electron 
microscopy (FESEM) images of the porous absorbents. The 
morphological structure exhibited uniform pore size 
distribution with an average diameter of 0.32μm.  
Figure 2. The SEM images of the porous IER.
B. Water uptake 
Water uptake at various temperatures could reveal the 
highest water capacity of the absorbents. As expected, both the 
porous and non-porous absorbents exhibited improved water 
uptake along with the increasing of temperature. Besides, as 
we can see in Fig. 3, the porous absorbents outperformed that 
of non-porous absorbents over the entire range of temperatures. 
The porous absorbent have a higher water uptake ratio of 5.9 
wt% than the non-porous particles (5.6 wt%) after 10mins 
immersed into water at 20°C , indicating the enhancement of 
the porous surfaces on water uptake. 
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Figure 3. Water uptake of both porous and non-porous 
absorbents. 
C. Adsorption 
KCl salt bath was placed in a cube to create constant RH 
atmosphere. The RH was continuously measured until constant 
for 5mins (68.7% RH). Then the dried porous and non-porous 
absorbents were both placed in the oven and the weight change 
was recorded for comparison. Both samples exhibited high 
adsorption rate at first and slowed down after 300s. The porous 
absorbents showed higher adsorption rate than that of non-
porous samples. As shown in figure 4, the porous absorbents 
also had higher adsorption ratio (6.3 wt%) after fully absorbed. 
Figure 4. The adsorption ratio of both porous and non-
porous absorbents. 
IV. CONCLUSION
The sulphonated poly ether sulfone ion exchange resin was 
successfully synthesized. To improve the adsorption capacity, 
the IER was fabricated with porous structure to increase the 
contact area with the moist air.  Water uptake and adsorption 
ratio are investigated and compared with the non-porous 
absorbents. It turns out the porous absorbents exhibit both 
higher humidity adsorption rate and capacity due to the 
morphological changes. This works may provide a new method 
for developing high-performance desiccant coated heat 
exchangers. 
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Abstract—Moving bed heat exchangers (MBHEs) are used in 
various industrial processes. Recently, analytical solutions to 
several MBHE heat transfer problems have been presented in 
the literature. In this work, the mathematical procedure by 
which these new solutions are used to construct effectiveness-
NTU relationships is presented, for parallel-plate 
configurations. Expressions for both co- and counter-current 
orientations are outlined. Effectiveness-NTU plots are then 
generated, and contrasted with those of fluid-fluid systems. As 
expected, a functionality with respect to the Number-of-
Transfer-Units and the Capacity Ratio is observed. A novel 
dependency with respect to the Biot number is also 
demonstrated, whereby effectiveness decreases with increasing 
Biot number, due to the increasing resistance imparted by the 
diffusion of energy through the solids bulk. These 
effectiveness-NTU plots can serve as a design platform, which 
engineers can use to size and rate MBHEs. 
Keywords-Effectiveness-NTU; Moving Bed Heat Exchangers; 
Analytical Solutions 
I.  INTRODUCTION 
Describing energy transport into and out of beds of granular 
solids has been an area of active research for a number of years. 
Recently, research in the field has given increased attention to 
the mathematical modeling of heat transfer in moving bed heat 
exchangers. MBHEs typically consist of a bed of particulate 
solids flowing downwards by gravity, which exchanges thermal 
energy across a separating wall with a heating or cooling fluid. 
Compared with alternative technologies like fluidized beds, 
moving beds offer reduced investment costs, energy 
consumption and maintenance requirements [1, 2]. These 
competitive advantages have prompted their use in processes 
ranging from nickel production [3, 4] and food sterilization [5], 
to flue gas abatement and biomass combustion [6, 7]. Most 
recently, MBHEs have found a use in solar power generation [8]. 
Moving bed heat exchangers can be organized in various 
configurations (i.e. parallel-plate, vertical pipe, etc.) and can 
accommodate different flow orientations (i.e. counter-current, 
co-current, or cross flow). Recent mathematical investigations 
into some of these heat transfer problems have identified 
analytical solutions for both parallel-plate and vertical pipe 
configurations [9-12]. The results outlined provide a sizing 
platform that engineers can now use to design and rate the 
thermal performance of these systems. One step that is absent in 
this new body of work, is the transformation of these expressions 
into effectiveness-NTU relationships that are commonly found 
in the heat exchanger literature.  
The purpose of this paper is to detail the mathematical 
procedure by which effectiveness-NTU relationships can be 
established for parallel-plate MBHEs, using the recently 
presented analytical solutions. From the expressions, 
effectiveness-NTU curves are generated as a function of the 
dimensionless groups found in the fluid-fluid heat exchanger 
literature (i.e. Number-of-Transfer-Units and Capacity Ratio), as 
well as a new dimensionless group (i.e. Biot number). 
II. GOVERNING EQUATIONS
The experimentally validated assumptions behind the energy 
model formulated for the parallel-plate MBHE, outlined by Isaza 
et al. [9, 10], include: The system operates under steady-state 
conditions, and the solids move with constant velocity under 
local thermal equilibrium [13-17]. The solids enter the 
exchanger at a constant temperature, and the thermo-physical 
properties are constant and isotropic. Heat conduction in the 
solids occurs in the lateral direction only [9] (i.e. negligible axial 
heat conduction – explored and validated in [12]), while 
convection occurs in the axial direction. Energy transfer in the 
cooling/heating fluid takes place via convection only (i.e. a 
convective coefficient quantifies transport by means of a Sieder-
Tate style correlation [18]). An overall heat transfer coefficient 
(𝑈𝑜 ) comprised of resistances in series due to contact  (i.e.
nearby wall effects) [13-14, 17, 19-20], wall conduction and 
convection into the heating/cooling fluid describes energy 
transfer between the domains. Negligible axial heat conduction 
takes place along the exchanger wall [11]. Viscous energy 
dissipation, radiation effects, and sources of thermal energy are 
negligible. Figure 1 presents a schematic of the co- and counter-
current parallel-plate MBHEs under consideration.  
Based on the Cartesian geometry in Fig. 1 and the above 
assumptions, the MBHE problems can be formulated as follows: 
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𝜌𝑠𝐶𝑝𝑠𝑢𝑠
𝜕𝑇𝑠(𝑥,𝑦)
𝜕𝑥
= 𝑘𝑠
𝜕2𝑇𝑠(𝑥,𝑦)
𝜕𝑦2
  𝑥 > 0; 0 < 𝑦 < 𝑤   (1) 
𝑇𝑠(0, 𝑦) = 𝑇𝑠𝑖  at    𝑥 = 0 (2) 
𝜕𝑇𝑠(𝑥,𝑦)
𝜕𝑦
|
𝑦=0
= 0  at    𝑦 = 0    (3) 
−𝑘𝑠
𝜕𝑇𝑠(𝑥,𝑦)
𝜕𝑦
|
𝑦=𝑤
= 𝑈𝑜[𝑇𝑠(𝑥, 𝑤) − 𝑡𝑓(𝑥)]     at    𝑦 = 𝑤     (4)
where the complementary fluid problem is the following: 
𝑈𝑜 ∙ 𝐿[𝑇𝑠(𝑥, 𝑤) − 𝑡𝑓(𝑥)] = ±
?̇?𝑓
2
∙ 𝐶𝑝𝑠
𝑑𝑡𝑓(𝑥)
𝑑𝑥
  𝑥 > 0   (5) 
𝑡𝑓(0) = 𝑡𝑓𝑖(+) or 𝑡𝑓(𝐻) = 𝑡𝑓𝑖(−)  (6) 
Note that the plus and minus signs correspond to the equations 
for the co-current [9] and counter-current [10] orientations 
respectively. 
Like other heat transfer investigations, the analytical 
solutions to the above problems are presented subject to the 
following nondimensional variables [9, 10]: 
𝑦∗ =
𝑦
𝑤
;  𝑥∗ =
𝑥
𝐻
; 𝜃𝑠 =
𝑇𝑠−𝑡𝑓𝑖
𝑇𝑠𝑖−𝑡𝑓𝑖
𝜃𝑓 =
𝑡𝑓−𝑡𝑓𝑖
𝑇𝑠𝑖−𝑡𝑓𝑖
 (7) 
Applying these to Eqs. (1) – (6) yields: 
𝜕2 𝜃𝑠(𝑥
∗,𝑦∗)
𝜕𝑦∗2
=
𝐵𝑖
𝑁𝑇𝑈
𝜕𝜃𝑠
𝜕𝑥∗
𝑥∗ > 0; 0 < 𝑦∗ < 1  (8) 
𝜃𝑠(0, 𝑦
∗) = 1 at    𝑥∗ = 0 (9) 
𝜕 𝜃𝑠(𝑥
∗,𝑦∗)
𝜕𝑦∗
|
𝑦∗=0
= 0  at 𝑦∗ = 0  (10) 
𝜕𝜃𝑠(𝑥
∗,𝑦∗)
𝜕𝑦
|
𝑦∗=1
= 𝐵𝑖 ∙ [𝜃𝑓(𝑥
∗) − 𝜃𝑠(𝑥
∗, 1)]     at    𝑦∗ = 1    (11)
𝑑𝜃𝑓(𝑥
∗)
𝑑𝑥∗
= ∓𝑁𝑇𝑈 ∙ 𝐶 ∙ [𝜃𝑓(𝑥
∗) − 𝜃𝑠(𝑥
∗, 1)]       𝑥∗ > 0   (12) 
𝜃𝑓(0) = 0 (−) or 𝜃𝑓(1) = 0 (+)  (13) 
where the minus and plus correspond to the equations for the co-
current [9] and counter-current [10] orientations. In Eqs. (8) - 
(13) the Biot number (𝐵𝑖), Number-of-Transfer-Units (𝑁𝑇𝑈) 
and Capacity Ratio (𝐶) dimensionless groups are defined as: 
𝐵𝑖 =
𝑈𝑜∙𝑤
𝑘𝑠
;  𝑁𝑇𝑈 =
𝑈𝑜∙𝐻
𝜌𝑠𝐶𝑝𝑠𝑢𝑠𝑤
;  𝐶 =
?̇?𝑠∙𝐶𝑝𝑠
?̇?𝑓∙𝐶𝑝𝑓
 (14) 
III. ANALYTICAL SOLUTIONS
Isaza et al. [9,10] present the analytical solutions of the 
differential equations outlined by Eqs. (8) - (13). The method of 
solution begins with the application of a Laplace transformation. 
Once in the Laplace domain, the solid and fluid problems are 
decoupled, resulting in a well-posed second-order ordinary 
differential equation problem. Using standard techniques, the 
problems are solved and the Laplace inverse transform is 
identified by means of either the standard or the generalized 
expansion theorem detailed by Luikov [21]. As discussed in 
[10], to obtain a correct inverse transform for the solids 
temperature function in the counter-current case, the inverse 
transform needs to be examined separately for 𝐶 < 1, 𝐶 = 1 
and 𝐶  >1. This special analysis is driven by the expansion 
theorem, which requires the identification of the simple roots in 
the denominator function of the Laplace domain solution. Unlike 
co-current systems, in the counter-flow problem the roots are a 
function of 𝐶 , which requires a case-by-case examination. 
Complete details of the methodology are presented by Isaza et 
al. [10]. 
A. Co-Current Analytical Solution 
Following the methodology discussed, Isaza et al. [9] 
obtained the solution for the co-current problem. As will become 
evident later, for the purpose of developing effectiveness-NTU 
relations only the expression quantifying the solids average 
temperature at the exit is needed. That expression is given as:  
𝜃𝑠𝑜̅̅ ̅̅ =
𝐶
1+𝐶
+ ∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
+2𝜆𝑛+sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
  (15) 
which is subject to the transcendental equation: 
𝜆𝑛∙sin(𝜆𝑛)
[
𝐶
𝜆𝑛
sin(𝜆𝑛)+cos(𝜆𝑛)]
= 𝐵𝑖     where     𝑛 = 1,2,3 … (16) 
B. Counter-Current Analytical Solution: 
For the counter-current configuration, the fluid outlet 
temperatures in [10] are required to build the effectiveness-NTU 
relationships. Recall that for counter-flow, the analytical 
solutions are a function of the capacity ratio, and the case-by-
case expressions are presented below: 
Fluid Outlet Temperature - 𝐶 < 1: 
𝜃𝑓𝑜 =
𝐶
1−𝐶
+𝐶∙∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
1
1−𝐶
+𝐶∙∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
(17) 
Figure 1 Co-current (a) and counter-current (b) parallel-plate MBHE 
schematics 
657
Fluid Outlet Temperature - 𝐶 = 1: 
𝜃𝑓𝑜 =
1
(1+
𝐵𝑖
3 )
{𝑁𝑇𝑈+
𝐵𝑖2
45(1+
𝐵𝑖
3 )
}+∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
1+
1
(1+
𝐵𝑖
3
)
{𝑁𝑇𝑈+
𝐵𝑖2
45(1+
𝐵𝑖
3
)
}+∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
(18) 
Fluid Outlet Temperature - 𝐶 > 1: 
𝜃𝑓𝑜 =
𝐶
1−𝐶
+𝐶[
4 sinh(𝜇)
4𝐶 sinh2(𝜇)
𝜇
−2𝜇−sinh(2𝜇)
]
sinh(𝜇)
𝜇
𝑒
𝜇2∙𝑁𝑇𝑈
𝐵𝑖 +𝐶∙∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
1
1−𝐶
+𝐶[
4 sinh(𝜇)
4𝐶 sinh2(𝜇)
𝜇
−2𝜇−sinh(2𝜇)
]
sinh(𝜇)
𝜇
𝑒
𝜇2∙𝑁𝑇𝑈
𝐵𝑖 +𝐶∙∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
(19) 
subject to the transcendental equations: 
𝜆𝑛∙sin(𝜆𝑛)
[
−𝐶
𝜆𝑛
sin(𝜆𝑛)+cos(𝜆𝑛)]
= 𝐵𝑖     where     𝑛 = 1,2,3 … (20) 
𝜇∙sinh(𝜇)
[
𝐶
𝜇
sinh(𝜇)−cosh(𝜇)]
= 𝐵𝑖   (21) 
IV. EFFECTIVENESS – NTU  RELATIONS
The effectiveness of a heat exchanger is defined as the ratio 
of the actual and the maximum heat transfer rate which is 
achievable in a given system [18, 22]. In the case of the MBHE, 
the actual heat transfer rate can be defined in terms of the energy 
lost or gained by the solids or the heating/cooling fluid. The 
maximum rate of energy transfer on the other hand, is 
established as the product of the largest temperature differential 
available in the system and the minimum capacity rate  (i.e. the 
min capacity rate is defined as 𝑐 = ?̇? ∙ 𝐶𝑝). Mathematically, the
effectiveness of the MBHE can then be defined as: 
Equation (22), however, requires further examination as a 
function of  𝐶. In cases where 𝐶 is less than or equal to 1, the 
fluid capacity rate exceeds that of the solids (i.e. ?̇?𝑠 ∙ 𝐶𝑝𝑠 <
?̇?𝑓 ∙ 𝐶𝑝𝑓) and the effectiveness expression adopts the form:
Effectiveness - 𝐶 ≤ 1: 
𝜀 =
?̇?𝑠∙𝐶𝑝𝑠∙[?̅?𝑠𝑜−𝑇𝑠𝑖]
?̇?𝑠∙𝐶𝑝𝑠∙[𝑡𝑓𝑖−𝑇𝑠𝑖]
=
?̇?𝑓∙𝐶𝑝𝑓∙[𝑡𝑓𝑖−𝑡𝑓𝑜]
?̇?𝑠∙𝐶𝑝𝑠∙[𝑡𝑓𝑖−𝑇𝑠𝑖]
= 1 − 𝜃𝑠𝑜̅̅ ̅̅ =
𝜃𝑓𝑜
𝐶
 (23) 
Conversely, when 𝐶 > 1 the effectiveness expression becomes: 
Effectiveness - 𝐶 ≥ 1: 
𝜀 =
?̇?𝑠∙𝐶𝑝𝑠∙[?̅?𝑠𝑜−𝑇𝑠𝑖]
?̇?𝑓∙𝐶𝑝𝑓∙[𝑡𝑓𝑖−𝑇𝑠𝑖]
=
?̇?𝑓∙𝐶𝑝𝑓∙[𝑡𝑓𝑖−𝑡𝑓𝑜]
?̇?𝑓∙𝐶𝑝𝑓∙[𝑡𝑓𝑖−𝑇𝑠𝑖]
= 𝜃𝑓𝑜 = 𝐶[1 − 𝜃𝑠𝑜̅̅ ̅̅ ]  (24)
A. Co-Current Effectiveness Relationships: 
Substituting Eq. (15) into Eqs. (23) and (24) the 
effectiveness-NTU relations for the co-current MBHE are found 
to be the following: 
𝜀 =
1
1+𝐶
− ∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
+2𝜆𝑛+sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
 for  𝐶 ≤ 1  `  (25) 
𝜀 =
𝐶
1+𝐶
− 𝐶 ∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
+2𝜆𝑛+sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
 for 𝐶 ≥ 1  (26) 
𝜀 =
[?̇?∙𝐶𝑝∙∆𝑇]𝑠 𝑜𝑟 𝑓
[?̇?∙𝐶𝑝]𝑚𝑖𝑛
∙∆𝑇𝑚𝑎𝑥
 (22) 
and [?̇? ∙ 𝐶𝑝]𝑚𝑖𝑛  is associated with either the solids or the fluid
depending on the conditions examined. Note that the definition 
applies regardless of the flow configuration. 
Note that for the special case where 𝐶 = 1, Eq. (26) simplifies 
to Eq. (25) as expected.  
B. Counter-Current Effectiveness Relationships: 
Substituting Eqs. (17) - (19) into Eqs. (23) and (24), the 
effectiveness-NTU relations for a counter-current MBHE are 
found to be: 
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𝜀 =
1
1−𝐶
+∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
1
1−𝐶
+𝐶∙∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
𝐶 < 1 (27) 
𝜀 =
1
(1+
𝐵𝑖
3 )
{𝑁𝑇𝑈+
𝐵𝑖2
45(1+
𝐵𝑖
3 )
}+∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
1+
1
(1+
𝐵𝑖
3
)
{𝑁𝑇𝑈+
𝐵𝑖2
45(1+
𝐵𝑖
3
)
}+∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
𝐶 = 1  (28) 
𝜀 =
𝐶
1−𝐶
+𝐶[
4 sinh(𝜇)
4𝐶 sinh2(𝜇)
𝜇
−2𝜇−sinh(2𝜇)
]
sinh(𝜇)
𝜇
𝑒
𝜇2∙𝑁𝑇𝑈
𝐵𝑖 +𝐶∙∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
1
1−𝐶
+𝐶[
4 sinh(𝜇)
4𝐶 sinh2(𝜇)
𝜇
−2𝜇−sinh(2𝜇)
]
sinh(𝜇)
𝜇
𝑒
𝜇2∙𝑁𝑇𝑈
𝐵𝑖 +𝐶∙∑ [
4 sin(𝜆𝑛)
4𝐶 sin2(𝜆𝑛)
𝜆𝑛
−2𝜆𝑛−sin(2𝜆𝑛)
]∞𝑛=1 𝑒
−
𝜆𝑛
2∙𝑁𝑇𝑈
𝐵𝑖 ∙
sin(𝜆𝑛)
𝜆𝑛
 𝐶 > 1  (29)
Several important observations can be made of Eqs. (25) – 
(29). Like fluid-fluid systems [18, 22], the effectiveness of the 
MBHE is also a function of the Number-of-Transfer-Units 
(𝑁𝑇𝑈)  and the Capacity Ratio (𝐶) . This dependency exists 
regardless of the flow configuration. A new functionality of the 
MBHE effectiveness with respect to the Biot number is clear 
from Eqs. (25) - (29). As defined, the Biot number quantifies the 
magnitude of the resistance associated with lateral energy 
transfer through the particulate solids. In what follows, the 
effectiveness dependency on these dimensionless groups is 
explored graphically. 
V. EFFECTIVENESS – NTU   GRAPHICAL ANALYSIS 
For ease of heat exchanger design, it is common for 
engineers to use the graphical representation of the 
effectiveness-NTU relations.  This is particularly useful during 
rating exercises, where the area of the exchanger is known and 
the outlet temperatures need to be determined. As explained by 
Serth and Lestina [18], this calculation requires an iterative 
procedure which can be circumvented through the use of 
effectiveness-NTU plots. This ease of calculation is even more 
important for MBHEs, due to the presence of the infinite series 
in the above relations. For all of the plots presented below, the 
functions are evaluated with 600 terms. This provides sufficient 
accuracy for the range of dimensionless groups explored [9]. 
A. Co-Current MBHEs: Effectiveness vs. NTU 
In fluid-fluid heat transfer, it is well known that the 
effectiveness depends only on 𝐶  and 𝑁𝑇𝑈  [18, 22, 23]. 
Equations (25) and (26), however, clearly demonstrate that for 
MBHEs 𝜀 also depends on 𝐵𝑖. Figure 2 presents effectiveness-
NTU curves for the co-current configuration, as a function of  𝐶 
and 𝐵𝑖. For comparison purposes, the predictions of the fluid-
fluid expressions available in the literature are included in the 
plots. 
From Fig. (2a) – (2c), like the fluid-fluid expressions, as the 
capacity ratio increases (i.e. from 0 to 1) the MBHE 
effectiveness decreases. This trend exists for all of the Biot 
numbers explored. Per the definition given by Eq. (22), an 
effectiveness of one describes a system where the maximum heat 
transfer rate is achieved. For a co-current system, this occurs 
when 𝐶 = 0, and outlines conditions where the heating/cooling 
fluid undergoes phase change (i.e.  ?̇?𝑓 ∙ 𝐶𝑝𝑓 tends to infinity).
Similarly, when  𝐶 = 0.5 and 𝐶 = 1 (i.e. Figs. (2b) and (2c)) a 
maximum effectiveness of 0.67 and 0.5 is obtained. These 
values agree with the theoretical limits available under co-
current conditions, whereby the effectiveness tends to 1
1+𝐶
 as 
𝑁𝑇𝑈 goes to infinity (i.e  obtained by evaluating the fluid-fluid 
expressions and Eq. (25) as 𝑁𝑇𝑈 → ∞). At first glance, Figure 
(2d) would appear to deviate from this tendency; however, recall 
from Eqs. (24) and (26) that the effectiveness definition for the 
MBHE changes when 𝐶 is greater than one. Unlike fluid-fluid 
problems, the definition of 𝐶 here is static (i.e. 𝐶 is defined as 
the capacity rate of the solids divided by that of the fluid for all 
problems), rather than as the ratio of the minimum and 
maximum capacity rates. This requires the correction of 
multiplying by 𝐶 , which exists between Eqs. (23) and (24). 
Having made this correction, Eq. (26) tends to the expected 
fluid-fluid effectiveness maxima of 0.6 for 𝐶 = 1.5 . 
Furthermore, it can be readily shown that as 𝐶 increases  beyond 
1.5, the effectiveness will again tend towards one.  
Figure 2 also demonstrates the effect of the Biot number. 
Figures. (2a) – (2d) show that as the Biot number increases, from 
0 (i.e. a “fluid –fluid” analog) to 100, the 𝑁𝑇𝑈 required to reach 
the maximum effectiveness increases. In other words, as the Biot 
number increases, the area of heat transfer required to reach a 
given effectiveness also increases. This behavior is independent 
of the magnitude of 𝐶, and aligns with the physics of the problem 
considered. A large Biot number corresponds to a system where 
the diffusional resistance to lateral heat transfer within the solids 
is controlling. Under such conditions, the energy exchange  
659
Figure 2. Effectiveness-NTU curves for co-current MBHEs with capacity ratios of (a) 𝐶 = 0, (b) 𝐶 = 0.5, (c) 𝐶 = 1, and (d) 𝐶 = 1.5 
between the two domains is no longer controlled by the overall 
heat transfer coefficient (i.e. 𝑈𝑜) and heat transport is controlled
by diffusion through the solids bulk. This behavior has been 
explained in detail by Isaza et al. [9]. 
B. Counter-Current MBHEs: Effectiveness vs. NTU 
Now we consider the effectiveness-NTU behavior of the 
counter-current MBHE. As discussed in the literature, counter-
flow configurations can achieve higher heat transfer rates than 
co-current systems [24, 25]. As such, for a given amount of 
energy a smaller area is required. As discussed above, the 
effectiveness of counter-current fluid-fluid systems depends 
only on 𝐶  and 𝑁𝑇𝑈  [18, 22, 23]. Equations. (27) - (29), 
however, also demonstrate a Biot number dependency for 
counter-current MBHEs. Figure 3 presents the effectiveness 
curves for the counter-current configuration as a function of 
𝑁𝑇𝑈, 𝐶  and 𝐵𝑖 . For comparative purposes, the predictions of 
the fluid-fluid expressions in the literature are included. 
The results presented in Fig. 3, display some of the well-
established characteristics of fluid-fluid systems. First, for all 𝐶 
(i.e. Figs (3a) - (3d)) the effectiveness tends to one. This 
behavior arises from thermodynamic considerations. In a 
counter-flow system, given a sufficiently large heat transfer area 
(i.e. a sufficiently large 𝑁𝑇𝑈 ), the outlet temperature of the 
solids will tend to the fluid inlet temperature when 𝐶 < 1. From 
Eq. (23), if ?̅?𝑠𝑜~𝑡𝑓𝑖 the effectiveness of the unit tends to one, as
per Figs. (3a) - (3c). A similar analysis when 𝐶 > 1  also 
demonstrates that given a sufficiently large area, the fluid outlet 
temperature will tend to the solids inlet temperature. From Eq. 
(24), one arrives at the expected maximum effectiveness of 1 
observed in Fig. (3d). Secondly, for Figs. (3a) – (3c), as the 
capacity ratio increases, the 𝑁𝑇𝑈  required to achieve a given 
effectiveness also increases. This pattern is independent of the 
Biot number. For instance, for a Biot number of 1, the 𝑁𝑇𝑈 
required to reach an effectiveness of 0.95 is 4.05, 6.31 and 25.35 
for 𝐶 equal to 0, 0.5 and 1 respectively. 
Figure 3 also depicts some of the Biot number dependencies 
discussed for the co-current system. For instance, when 𝐶 = 0 
and 𝑁𝑇𝑈=1 (i.e. Fig (3a)), the effectiveness are 0.63, 0.62, 0.53, 
0.27 and 0.1 for Biot numbers of 0.001, 0.1, 1, 10 and 100 
respectively. Clearly, as the Biot number increases, the 
effectiveness decreases even under counter-current conditions. 
660
Figure 3. Effectiveness-NTU curves for counter-current MBHEs with capacity ratios of (a) 𝐶 = 0, (b) 𝐶 = 0.5, (c) 𝐶 = 1, and  (d) 𝐶 = 1.5 
By examining Figs. (3a) - (3d), it can be concluded that this 
dependency exists for all capacity ratios. In other words, 
regardless of the magnitude of 𝐶 the effectiveness of the MBHE 
will decrease with increasing Biot number. As discussed in 
Section V, large Biot numbers represent a system with a 
significant diffusional resistance in the solids. This results in the 
reduced effectiveness that’s observed 
VI. CONCLUSIONS
This work presents a methodology for obtaining 
effectiveness-NTU relationships for parallel-plate MBHEs, 
based on new analytical solutions found in the literature. 
Relationships for both co- and counter-current systems are 
presented. Like fluid-fluid systems, the effectiveness-NTU 
expressions are found to be a function of the Number-of-
Transfer-Units and the Capacity Ratio. Both orientations are 
shown to be in alignment with the thermodynamic expectations 
of the systems, and with the corresponding results for fluid-fluid 
exchangers. A novel dependency of the effectiveness with 
respect to the Biot number is observed. In particular, as the Biot 
number increases the effectiveness of the MBHE decreases. This 
is the case for both co-current and counter-current orientations. 
A large Biot number is associated with an increased diffusional 
resistance through the solids bulk, explaining the reduced 
effectiveness. The relationships and curves presented in this 
work can serve as a sizing and rating platform for design 
activities. 
VII. NOMENCLATURE
𝐵𝑖 Biot number, =
𝑈𝑜∙𝑤
𝑘𝑠
𝐶 Capacity ratio, =
?̇?𝑠∙𝐶𝑝𝑠
?̇?𝑓∙𝐶𝑝𝑓
𝐶𝑝𝑓 Fluid specific heat capacity 
𝐶𝑝𝑠 Solids specific heat capacity 
𝐻 Plate height 
𝑘𝑠 Solids “effective” thermal conductivity 
𝐿 Plate depth 
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?̇?𝑓 Fluid mass flow rate 
?̇?𝑠 Solids mass flow rate 
  𝑛 Integer number, positive 
𝑁𝑇𝑈 Number of transfer units, =
𝑈𝑜∙𝐴ℎ𝑥
?̇?𝑠∙𝐶𝑝𝑠
=
𝑈𝑜∙𝐻
𝜌𝑠𝑢𝑠𝑤𝐶𝑝𝑠
𝑇𝑠 Solids temperature  
𝑇𝑠𝑖  Solids entrance temperature 
𝑇𝑠𝑜̅̅ ̅̅ Solids average outlet temperature 
𝑡𝑓 Fluid temperature  
𝑡𝑓𝑖 Fluid entrance temperature 
𝑡𝑓𝑜 Fluid outlet temperature 
𝑈𝑜 Overall heat transfer coefficient 
𝑢𝑠 Solids velocity 
𝑤  Plate half width 
𝑥 Axial spatial coordinate 
𝑥∗ Dimensionless axial spatial coordinate, = 𝑥
𝐻
𝑦 Lateral spatial coordinate 
𝑦∗
𝑦∗
Dimensionless lateral spatial coordinate, =
𝑦
𝑤
Greek Letters 
𝜀 
Heat exchanger effectiveness, =
[?̇?∙𝐶𝑝∙∆𝑇]𝑠 𝑜𝑟 𝑓
[?̇?∙𝐶𝑝]𝑚𝑖𝑛
∙∆𝑇𝑚𝑎𝑥
𝜃𝑓 Dimensionless fluid temperature function, =
𝑡𝑓−𝑡𝑓𝑖
𝑇𝑠𝑖−𝑡𝑓𝑖
𝜃𝑓𝑜 Dimensionless fluid outlet temperature, =
𝑡𝑓𝑜−𝑡𝑓𝑖
𝑇𝑠𝑖−𝑡𝑓𝑖
𝜃𝑠 Dimensionless solids temperature function, =
𝑇𝑠−𝑡𝑓𝑖
𝑇𝑠𝑖−𝑡𝑓𝑖
𝜃𝑠𝑜̅̅ ̅̅ Dimensionless solids average exit temperature 
𝜆𝑛 n
th eigenvalue 
𝜌𝑓 Fluid density 
𝜌𝑠 Solids “effective” density 
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Abstract— The supercritical water-cooled reactor was 
proposed as one of the Generation IV nuclear systems. 
Although many research works on the fluid flow and heat 
transfer of supercritical water in circular channels have been 
conducted, there is still lack of research on the fluid flow and 
heat transfer process in fuel bundles used in supercritical 
water-cooled nuclear reactors. Besides, fuel bundles have 
multiple fuel rods, the flow is an external flow, not internal 
flow as that in circle channels, which will cause the difference 
in the fluid flow phenomenon and heat transfer on the fuel rod 
cladding surface. In this work, the heat transfer and fluid flow 
characteristics of the supercritical water in the single-rod 
channel and the multi-rod channel are simulated numerically. 
The results show that there are secondary flows in both 
channels. The circumferential cladding surface temperature 
variation is large and should be considered in the future fuel 
rod design. With the same flow rate and heat flux input, the 
maximum cladding surface temperature in the multi-rod 
channel is much higher than that in the single-rod channel. 
Since the maximum cladding surface temperature is an 
important parameter for the safety of the nuclear reactor 
operation, it is recommended to use the multi-rod channel 
model to conduct numerical simulations for the fluid flow and 
heat transfer of the supercritical water in the Canadian SCWR. 
Keywords- SCWR, heat transfer, single-rod, multi-rod, cladding 
surface temperature 
I. INTRODUCTION
With the rapid growing population, the electricity 
generation amount is in high demand. Nuclear reactor power 
plants can provide higher power-to-sources rate, compared 
with thermal power plants using coals or natural gas. Canada 
has a long history in the development of the CANada 
Deuterium Uranium Pressurized Heavy Water Reactor 
(CANDU-PHWR), which has been operating for about half 
century. The Supercritical Water-Cooled Reactor (SCWR) is 
proposed as one of the six selected Generation IV reactor 
systems in the world since 2002 [1], which has unique 
advantages, such as higher thermal efficiency, lower coolant 
mass flow to the thermal power rate, and simpler components.  
The studies for the flow in rod bundles have been 
conducted by several researchers. Kjellstrom [2] did the flow 
profile measurements of air flows in a triangular rod bundle. 
Trupp and Azad [3] changed the pitch-to-diameter ratios of 
hexagonal lattices between 1.2 and 1.5 and measured detailed 
turbulence profiles of the air flow. The eddy viscosity showed 
strong anisotropy. Carajilescov and Todreas [4] and Vonka [5] 
used Laser Doppler Anemometry to measure the water flow 
characteristics in triangular subchannels. They found that the 
secondary flow velocity was less than 1% of the mean flow 
velocity.  
Many researchers have investigated the turbulent mixing 
rate of the fluids in channels. Jeong et al. [6] defined a new 
mixing factor and then evaluated all the experimental data from 
previous researchers on the turbulent mixing. It was found that 
the turbulent mixing of fluids depends strongly on the ratio of 
the distance between the center of two adjacent sub-channels 
and the hydraulic diameter of a sub-channel. Only very few 
experimental studies were carried out for the heat transfer and 
flow phenomenon of supercritical fluids because of the 
experiment environment restrictions. Xi et al. [7] did an 
investigation on the supercritical water flow between two 
heated parallel channels. Both inlet mass flow rate and outlet 
temperature oscillations were observed. Verma et al. [8] carried 
out the experiments using a scaled test facility of AHWR 
(Advanced Heavy Water Reactor) rod bundle. The effect of the 
spacer on the turbulent mixing rate in subchannels was 
investigated. The results showed that the turbulent mixing rate 
increased with the increase in the average Reynolds number. 
The simulation results for the flow of the supercritical water 
in fuel bundles showed that the anisotropic turbulence models 
are more accurate. Gu et al. [9] simulated the supercritical 
water flow in a SCWR fuel bundle using the sub-channel 
method. The simulation results demonstrated that the turbulent 
mixing rate was sensitive to the asymmetric boundary 
condition. Mukohara et al. [10] conducted the sub-channel 
analysis in High Temperature Fast Supercritical Water-cooled 
Reactor (HTF-SCWR). It was found that the cladding surface 
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temperature was sensitive to both the local power peak value 
and the sub-channel area. Yu et al. [11] developed a sub-
channel analysis code to analyze the thermo-hydraulic behavior 
of the CANDU-SCWR. The simulation results showed that this 
code can successfully simulate the steady state flows in sub-
channels.  
The Canadian SCWR concept is based on CANDU. 
Because of the sharp variation of the supercritical water 
properties around the pseudo-critical point, it is important to 
use appropriate anisotropic turbulence models for the 
simulations of the supercritical water flow behaviors and heat 
transfer phenomenon in fuel bundles. Previous researchers 
Cheng et al. [12] and Zhang et al. [13] have proved that the 
anisotropic model RSM (Reynolds Stress Model) can give a 
better agreement with the experimental results for the 
supercritical water flow in channels compared with the 
isotropic two-equation turbulence models.  
Previous numerical studies mainly focused on the flow and 
heat transfer phenomenon of the supercritical water in circle 
channels. However, the fuel bundle used in the SCWR has 
multiple fuel rods. It is time-consuming to simulate the fluid 
flow and heat transfer in the channel with multiple rods. 
Therefore, some researchers conducted simulations using 
simplified geometries, such as the work by Sun et al. [14], 
where the multiple fuel rod system was simplified as a single-
rod system. Therefore, in this study, the CFD (Computational 
Fluid Dynamics) simulations are carried out for the fluid flow 
and heat transfer of the supercritical water in both the single-
rod channel and multi-rod channel under the same operating 
conditions in order to compare the difference in the results 
between them.  The CFD simulations are conducted with the 
RSM using ANSYS FLUENT 15.0.  
II. GOVERNING EQUATIONS AND NUMERICAL MODELS 
The governing equations for 3D steady flow and heat 
transfer are conservations of mass equation, momentum 
equation and energy equation, which is shown as follows in the 
Cartesian tensor [15]: 
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Here, u  is the velocity, T is the temperature,   is the dynamic 
viscosity,   is the density,   is the thermal conductivity, pc
is the specific heat,  t  is the turbulent viscosity, and tPr   is 
the turbulent Prandtl number. The RSM with the enhanced wall 
treatment is chosen in this study based on the recommendations 
from the previous studies [13]. ANSYS Fluent 15.0 is used to 
solve the governing equations. The SIMPLE scheme is selected 
for pressure correction, and QUICK method is used for the 
spatial discretization. The convergence criteria for continuum is 
310 , for the momentum and turbulence parameters are  510  , 
and for the energy equations is 610  . 
III. CONFIGURATIONS OF THE CHANNELS
The cross-section views of the single-rod channel and the 
multi-rod channel are shown in Fig. 1 and Fig. 2, respectively. 
The working fluid is the supercritical water, and its properties 
are from Wagner [16]. The length of the channel is 1.5 m. For 
the single-rod channel, the channel diameter is 9mm and the 
rod diameter is 4mm. And for the multi-rod channel, the outer 
diameter is 9 mm. There are 5 rods in the channel and their 
diameter is 1.788mm, so, the total cross-section areas of all 5 
rods is equal to the cross-section area of the rod in the single-
rod channel.  The supercritical water flow in these channels is 
upward based on the configuration of the proposed SCWR 
[17]. The reference pressure is 25MPa [17]. 
Figure 1. Cross-section view of the single-rod channel 
Figure 2. Cross-section view of the single-rod channel 
Boundary conditions are as follows: 
Inlet: The inlet velocity for each channel is 3m/s, and the 
inlet temperature is 623.15K. Turbulence intensity is set as 5%, 
and the hydraulic diameters are specified based on the 
geometrical shapes of the channels. 
Outlet: Outflow is selected for each channel. 
Walls: They are all smooth walls with the no-slip condition. 
The heat flux on the fuel rod surface is 610  W/m^2 based on 
the operating condition of the SCWR [17]. 
The cross-section views of the meshes for these two 
channels are shown in Fig. 3 and Fig. 4, respectively.  The 
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mesh refinement near the wall is performed so that the non-
dimensional distance to the wall   is approximately 1. 
Figure 3. Cross-section view of the mesh for the single-rod channel 
Figure 4. Cross-section view of the mesh for the single-rod channel 
IV. RESULTS AND DISCUSSIONS
Fig. 5 shows the outlet velocity vectors colored by the 
velocity magnitude of the supercritical water in the single-rod 
channel and the multi-rod channel. It is shown that there are 
secondary flows at the outlet plane in the single-rod channel 
and the multi-rod channel, especially near the fuel rod cladding 
surfaces. Fig. 6 shows the contours of the outlet velocity 
magnitudes in the single-rod channel and multi-rod channel. 
The velocity magnitudes at the outlets of these two channels 
are quite different. The velocity magnitude in the single-rod 
channel is much lower than that in the multi-rod channel.  The 
maximum velocity at the outlet is 4.5 m/s in the single-rod 
channel and 7m/s in the multi-rod channel. The velocity field 
will affect the heat transfer in the channel.  Therefore, using a 
single-rod channel to replace the multi-rod channel used in the 
Canadian SCWR will cause inaccurate results. 
The cladding surface temperature distribution in the single-
rod channel is shown in Fig. 7. The difference in the cladding 
surface temperature along the circumference in the single-rod 
channel is less than 50K. Fig. 8 shows the cladding surface 
temperature distribution in the multi-rod channel. It can be seen 
that the cladding surface temperature difference along the 
circumference in the multi-rod channel can reach to about 
150K.  
Fig. 9 to Fig. 11 show the maximum and minimum 
cladding surface temperatures of each fuel rod at z=0.1m, 
z=0.8m, and z=1.5m in the multi-rod channel. It can be seen 
that the maximum cladding surface temperature at these three 
planes all occur at the fuel rod #4. And the minimum cladding 
surface temperature at these three planes occur at the fuel rods 
#1, #5, #5, respectively. The largest difference of maximum 
and minimum cladding surface temperatures occurs at the fuel 
rod#4 at the outlet plane z=1.5m, which is 78.537K. The 
maximum cladding surface temperature is 670K for the single- 
rod channel and 780K for the multi-rod channel. The difference 
is 110K.  Therefore, the multi-channel model should be used in 
the simulation to generate more accurate data used for the 
control system designs since the maximum cladding surface 
temperature is an important parameter for the safety of nuclear 
reactors. 
(a) Single-rod Channel 
(b) Multi-rod Channel 
Figure 5. Outlet velocity vectors colored by the velocity magnitude (m/s) 
in the single-rod and multi-rod channels 
(a) Single-rod channel 
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(b) Multi-rod channel 
Figure 6 Outlet velocity magnitude (m/s) contours in the single-rod and multi-
rod channels 
Figure 7 Cladding surface temperature (K) distribution in the single-rod 
channel   
Figure 8 Cladding surface temperature (K) distribution in the multi-rod 
channel 
(a) Maximum temperature 
(b) Minimum temperature 
Figure 9 Cladding surface temperatures (K) at z=0.1m 
(a) Maximum temperature 
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(b) Minimum temperature 
Figure 10 Cladding surface temperatures (K) at z=0.8m 
(a) Maximum temperature 
(b) Minimum temperature 
Figure 11 Cladding surface temperatures (K) at z=1.5m 
V. CONCLUSIONS
In this study, the fluid flow and heat transfer characteristics 
of the supercritical water in the single-rod channel and the 
multi-rod channel are compared. The results show that there are 
secondary flows in the single-rod channel. The maximum 
cladding surface temperature in the multi-rod channel is about 
110K higher than that in the single-rod channel. Besides, the 
cladding surface temperature distributions are also not same 
between the single-rod channel and multi-rod channel. The 
difference of the circumference cladding surface temperature 
for the multi-rod channel can be up to 78.537K. The large 
circumferential temperature difference should be considered in 
the Canadian SCWR fuel bundle design. Since the heat transfer 
characteristics for the single rod channel and the multi-rod 
channel are not similar, the numerical simulations of the 
Canadian SCWR should be performed for the multi-rod 
channel in order to obtain more accurate results.  
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Abstract—Thermal oil heaters can be considered as an 
alternative to steam boilers for process heating use. Instead of 
boiling water, thermal oil heaters use heat transfer oils with 
high boiling points which allows operation at low pressures. 
To increase thermal oil heater efficiency, a nanofluid 
consisting of a common heat transfer oil, the synthetic TH66, 
and copper nanoparticles has been proposed. Based on 
existing correlations for nanofluids, a figure of merit (FOM) 
was created to evaluate heat transfer performance while 
factoring in pumping power increases. A maximum FOM 
increase of 13% was found for a thermal oil heater using the 
nanofluid when compared to one that uses the base fluid oil. 
Keywords- Thermal Oil Heater; Nanofluid; Heat Transfer; 
Feasibility Study. 
I. INTRODUCTION
Traditionally, water boilers are used to provide steam or 
heat for residential or industrial process applications. To reach 
the high temperatures required for process applications, high 
pressure steam is required. In lieu of using a steam boiler, a 
thermal oil heater is used to heat the oil. In general, the heaters 
are gas fired with a burner located in the center of a helical coil. 
The hot exhaust gases generally travel several passes over the 
coil to heat the thermal oil. Heat transfer fluids such as thermal 
oils, can be used as a substitute for steam and can reach much 
higher temperatures at minimal system pressures. The use of 
thermal oils also eliminates freezing and corrosion concerns, 
and no water treatment is necessary. Synthetic heat transfer oils 
provide higher stability at elevated temperatures, and offer 
higher thermal conductivity than other heat transfer fluids (0.1 
W m-1 K-1 ) but still relatively low compared to water (0.6 W 
m-1 K-1 at room temperature).
In 1995, Choi published a paper showing the enhancement
of thermal physical properties of a basefluid with dispersed 
nanoparticles, referred to as a nanofluid [1]. Since then, many 
papers have been published on the topic of nanofluids, mainly 
showing the thermal conductivity enhancement of water based 
nanofluids. Although the quantity of research is much smaller, 
significant enhancement has also been found for oil based 
nanofluids [2-6]. Thermal conductivity enhancement generally 
follows Maxwell’s effective medium theory (EMT), but some 
studies have shown results that far surpass those predicted by 
EMT [7-8]. Several mechanisms have been proposed to explain 
the unusual enhancements, including Brownian motion, the 
interfacial layer model, and particle agglomeration, but no 
conclusive evidence has been found and the topic remains 
widely debated.  
The present study will examine the feasibility of copper 
nanoparticles dispersed in a Therminol 66 (TH66) oil as base 
fluid for use in thermal oil heaters. TH 66 is a widely used and 
readily available, high temperature liquid phase heat transfer 
fluid. It is a modified terphenyl heat transfer oil with stability 
up to 345C and provides excellent fouling resistance. Copper 
nanoparticles were chosen mainly due to their high thermal 
conductivity. Singh et al. showed that with the use of 
surfactants, copper nanoparticle suspensions in TH66 were 
stable [4]. Furthermore, Timofeeva et al. showed stable 
concentrations of up to 7% for a TH66 nanofluid [3]. Published 
correlations and data will be used to evaluate any increase in 
heat transfer rates, but also any drawbacks, including increased 
pumping power and erosion. 
II. THERMOPHYSICAL PROPERTIES OF NANOFLUIDS
In order to assess the improvements in convective heat 
transfer given by a nanofluid, several thermophysical 
properties must be determined. The effective density  of a 
nanofluid with particle volume fraction  is given by the rule 
of mixtures [9]:  
𝜌𝑛𝑓 = 𝜌𝑝𝜙 + 𝜌𝑏𝑓(1 − 𝜙)   (1)
where the subscripts nf, p, and bf denote nanofluid, particle, 
and basefluid respectively. The aforementioned subscripts will 
be used throughout this paper. Similarly, the effective specific 
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heat capacity c of a nanofluid can also be given by the rule of 
mixtures [9]: 
 
1
1nf p p bf bf
nf
c c c   

    
 (2) 
Unlike density and specific heat, thermal conductivity is a 
much more complicated and widely debated topic. On way is 
to use Maxwell’s effective medium theory (EMT) to estimate 
the thermal conductivity k of spherical nanoparticles 
suspended in the base fluid based on the volume fraction as 
follows [10]:  
 
   
3
1
2
p bfnf
bf p bf p bf
k kk
k k k k k



 
  
  (3) 
Hamilton and Crosser [11] introduced a modification of 
Maxwell’s EMT which included a shape factor that accounted 
for the sphericity of the particles. More recently, Nan et al. 
[12] introduced a further modification to Maxwell’s theory
which included the particle geometry and the interfacial heat
flow resistance. For spherical particles and negligible
interfacial resistance, both the Hamilton and Crosser and the
Nan et al. models reduce to equation (3). Although some
studies have shown abnormal enhancements of thermal
conductivity [7-8], a review by Buongiorno et al. [13] showed
that EMT accurately predicts the thermal conductivity of a
nanofluid. The model proposed by Nan et al. was shown to be
accurate for nanofluids within a narrow band of 10% when
compared to a wide range of published data.
Finally, particle suspensions cause an increase in the 
viscosity of a fluid. An analytical solution for effective 
viscosity  of a solid-fluid suspension is given by Einstein’s 
expression [14]: 
𝜇𝑛𝑓 = 𝜇𝑏𝑓(1 + 2.5𝜙)   (4) 
At the low concentrations typical of nanofluids, equation 
(4) results in values very close to bf which contributes to an
underestimation of the viscosity at low concentrations.
Furthermore, experimental data suggests that the effective
viscosity of a nanofluid is significantly higher than the base
fluid, and higher than the results suggested by equation (4).
Unfortunately, no general correlations exist for the viscosity of
a nanofluid as they depend on the shape and material of
nanoparticles. Empirical correlations exist but must be de- 
rived from a specific set of data pertaining to the base fluid
and nanoparticle used. Aberoumand et al. [15] derived the
following equation for the viscosity of a heat transfer oil based
nanofluid using experimental data:
𝜇𝑛𝑓 = 𝜇𝑏𝑓(1.15 + 1.061𝜙 − 0.5442𝜙
2 + 0.1181𝜙3)    (5)
It is important to note that equation (5) may provide an 
overestimation of the nanofluid viscosity. As the concentration 
goes to zero, nf will approach 1.15bf. This may result in an 
overestimation of the viscosity at low concentrations. Due to 
the minimal research done on oil based nanofluids, and 
experimental results for a Cu-TH66 nanofluid only existing up 
to 120°C [4], equation (5) will be used as an approximation. 
To not skew results, equation (5) will be used as an upper 
bound, and equation (4) will be used as a lower bound for 
viscosity. 
III. MATHEMATICAL MODEL
To assess the feasibility of nanofluids for use in a thermal 
oil heater, a mathematical model will be proposed in this 
section. Two main factors will be evaluated to determine if 
nanofluids are feasible for use in a thermal oil heater; the heat 
transfer coefficient (HTC) h and the pumping power P. For 
single phase forced convection, the heat transfer coefficient 
will effectively show the heat transfer capability of the fluid. 
Although the nanofluid will have an increased thermal 
conductivity and specific heat capacity, which contribute to an 
increased HTC, a nanofluid will also have an increased 
viscosity, which will require an increase in pumping power to 
attain the same heat transfer. Therefore, both the HTC and 
pumping power required will need to be evaluated. There are 
two ways to compare single phase forced convection heat 
transfer; constant fluid velocity and constant pumping power. 
For the purposes of this work, constant fluid velocity will be 
used to simplify the model.  
A. Heat Transfer Coefficient
A review by Prahbat et al. [17] concluded that nanofluids
achieved no real enhancement of the HTC other than that 
caused by the augmentation of the thermal conductivity and 
the increase in viscosity. Prahbat et al. found that studies that 
showed an abnormal increase in HTC, defined their Reynolds 
number Re in terms of the viscosity of the nanofluid at room 
temperature. When Reynolds number calculations were done 
using temperature dependent properties, the heat transfer 
coefficient matched those given by the Dittus Boelter 
correlations, within uncertainties.  
Williams et al. [16] examined the turbulent convective heat 
transfer behavior of alumina and zirconia water based 
nanofluids. It was shown that if temperature dependent 
viscosities and thermal conductivities were used when 
calculating Reynolds, Prandtl, and Nusselt numbers, the Dittus 
Boelter correlations reproduced the convective HTC measured 
in the study. Therefore, the Dittus Boelter correlation for 
heating (equation (6)) will be used to evaluate the internal heat 
transfer coefficient of the thermal oil heater.  
0.8 0.40.023h Re Pr  (6)
B. Pumping Power
Although the addition of nanoparticles will increase the
thermal conductivity of a fluid, the added particles will also 
increase the viscosity of the fluid. If the viscosity increase is 
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too great, the increase in pumping power may counteract the 
added heat transfer benefits of the nanofluid.  
For a circular pipe of diameter d and length L, and a 
turbulent internal flow with velocity V, the pumping power 
required is given by the following equation: 
4 22
4
d V fV L
P Q p
d

    (7) 
where f is the friction factor within the pipe. The above 
equation assumes that all pressure losses are given by major 
frictional losses. For heating, the friction factor is given by the 
Blasius equation:  
𝑓 = 0.0791𝑅𝑒−0.25   (8)
C. Figure of Merit
In order to assess the effectiveness of a nanofluid as a heat
transfer fluid, a figure of merit (FOM) will be used to compare 
the performance of a nanofluid to the basefluid at various 
compositions and temperatures. The heat transfer coefficient 
(HTC) ratio will show the increase in h for a nanofluid.  
0.8 0.4 0.4 0.6
nf nf pnf nf nf
bf bf pbf bf bf
h c k
h c k
 
 

       
               
       
    (9) 
Although the HTC ratio will show an increase in heat 
transfer rate for a given fluid, the increased viscosity of the 
nanofluid can have adverse effects. The increased viscosity 
will increase the pumping power needed to maintain the same 
fluid velocity, thus decreasing the overall efficiency of the 
system. A simple figure of merit proposed by Yu et al. [18] 
compares the increase in heat transfer of a nanofluid to the 
basefluid, while accounting for pumping power.  
 nf bf
bf nf
h P
FOM
h P
  
    
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  (10)
Substituting equations (6), (7), and (8) into equation (10) 
gives: 
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    (11) 
A FOM larger than 1 indicates a nanofluid that will have 
better overall heat transfer performance than the basefluid, and 
the higher the FOM, the better the nanofluid will perform as a 
heat transfer fluid. 
IV. RESULTS AND DISCUSSION
In order to assess the performance of a Cu-TH66 as a 
nanofluid, two methods were considered while using the FOM 
presented in equation (11):  
• Varying concentration phi at a constant temperature.
A temperature of 300 °C was chosen as it gives a
reasonable representation of a practical thermal oil
heater operating temperature.
• Varying temperature at a constant concentration phi.
A range of 0-6% was used to give a large cross
section of data while staying within the stable range
shown by Timofeeva et al. [3].
Thermophysical properties of TH66 were obtained from 
the manufacturer [19]. Figure 1 shows the increase in the 
FOM with increasing concentration. The higher viscosity 
estimated by equation (5) gives a FOM that is less than 1 for 
low concentrations. At  ≈ 0.02, the FOM becomes greater 
than one showing an improvement from the base fluid. This is 
in alignment with published experimental data. Furthermore, 
as equation (5) most likely overestimates the viscosity at low 
concentrations, the point at which the nanofluid becomes 
beneficial lies between the curve using Einstein’s viscosity 
relationship and thus, will occur at a lower concentration. A 
maximum FOM of 1.13 and 1.15 were found at  = 6% using 
the Aberoumand and Einstein models, respectively. The 
curves continue to trend upward, but the question of fluid 
stability must be asked at higher volume fractions. Assuming 
the real curve lies somewhere between the two curves, a 
significant increase in efficiency could be obtained from the 
use of the TH66 Cu nanofluid.  
Figure 1. FOM of Cu-TH66 Nanofluid at 300°C with varying volume 
fraction 
Figures 2 and 3 show the effects of increasing the 
temperature of the nanofluid at select volume fractions. These 
figures show that apart from the conservative values given by 
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equation 5 for  = 0.01, a FOM increase is observed for all 
reasonable temperatures. It is also important to note that a 
minimum FOM value is observed at T ≈ 100-150°C. This 
minimum efficiency may be important when considering inlet 
temperatures to a thermal oil heater. 
Figure 2. FOM using Aberoumand's viscosity correlation 
Figure 3. FOM using Einstein's viscosity correlation 
In addition to the heat transfer performance increases, the 
nanofluid must be compatible with existing materials and not 
introduce unwanted corrosion or erosion effects. Molina et al. 
[20] tested the effects of an alumina ethylene glycol nanofluid
on common cooling system materials, including aluminum and
copper. Although little effects were observed on the copper
specimens, there was a large surface roughness increase on the
aluminum samples. Bubbico et al. [21] tested the effects of
various nanofluids on many common process materials
including copper, stainless steel, and aluminum. No effects
were observed on the copper and stainless-steel specimens, but
significant damage was caused to the aluminum specimens. It
is important to note that the erosion observed was caused
entirely by chemical corrosion due to the pH of the nanofluids 
rather than mechanical erosion.  
It was also noted in the study that increased viscosity of the 
nanofluid caused pump failures. A separate test conducted by 
Routbort et al. [22] similarly showed effects on the pump 
system. In a process environment, it will be important to make 
sure that pump reliability will not be affected by the nanofluid. 
Increased pump capacity may also need to be considered to 
account for the increased nanofluid viscosity.  
V. RECOMMENDATIONS AND CONCLUSIONS 
From the above figures, it appears that it is feasible to use 
nanofluids in a thermal oil heater. Even with conservative 
values given by Aberoumand’s viscosity correlation, the figure 
of merit (FOM) was found to be larger than 1 for all 
temperatures and   > 0.01. In order to further assess the 
applicability, several further steps are needed to obtain a more 
precise answer:  
• A more accurate viscosity relationship will be
needed. Experimental viscosity data will be needed
for a Cu-TH66 nanofluid to give a relationship of the
accepted form 𝜇𝑛𝑓 = 𝜇𝑏𝑓[1 + 𝐴𝜙 + 𝐵𝜙
2] , which
will allow for more accurate heat transfer
performance calculations.
• The FOM given in equation (11) does not directly
apply to a thermal oil heater. Although equation (11)
gives a reasonable idea of the overall heat transfer
performance of a nanofluid, it does not accurately
model a thermal oil heater; rather heat transfer for
turbulent flow in a pipe. A thermal oil heater model
will be required to determine the exact performance
increases, but that was not the scope of the present
study.
• If an accurate thermal oil heater model can be
formulated, an economic analysis can be performed
using exact performance increases, upgrade costs,
and fluid costs.
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Abstract— Effective zones of high pressure coolant (HPC) 
have been identified in turning performing a wide range of 
machining operations on 304 stainless steel using uncoated 
carbide inserts. The effects of triple coolant jets on tool-chip 
interface temperature were studied. In addition, their 
performance are evaluated in terms of machining parameters 
by comparing with those of conventional coolant and dry cut. 
Chipping and catastrophic failure are the dominant factors of 
insert rejection for dry cut and conventional coolant, whereas 
progressive flank wear is observed for HPC within its 
effective zones at lower feed rate and higher cutting speed. It 
is found that the cutting force is reduced, surface finish is 
improved, chip width is narrowed and cooling effect is better 
with the use of HPC. The enhanced heat dissipation by triple 
jets is accredited as the primary reason for the reduction of 
cutting forces, surface roughness and tool wear. 
Keywords-high pressure coolant; 304 stainless steel; tool wear; 
cutting forces; chip formation; surface roughness 
I. INTRODUCTION 
Machining is a manufacturing process where a sharp 
cutting tool penetrates the surface of a work material. The 
penetration causes shear deformation of the workpiece in order 
to remove material from the surface in the form of chips. 
During the formation of chips, the mechanical energy applied 
by the insert converts to heat energy [1].  Plastic deformation of 
the work material and friction between tool rake face, and 
flowing chips foster intense amount of heat at the cutting zone 
[2]. Machining of stainless steel and other difficult to cut 
materials requires instant heat transfer from the cutting edge of 
tool to aid tool life. Supply of high volume and HPC often 
provides the best answer. Conventional coolant does not reach 
the real cutting area near the cutting edge of the tool and 
vaporizes before it reaches the cutting area as the heat is very 
intense during machining [3]. 304 stainless steel is mainly used 
for Heat Exchangers, bushings, springs, bearings, gears, and 
shafts. Despite the increased usage of 304 stainless steel, they 
have relatively poor machinability characteristics compared to 
other metals, because of their poor thermal conductivity [4]. 
They are very difficult to machine and intense amount of heat 
generates during machining which must be reduced to enhance 
product quality and dimensional accuracy by proper application 
of coolant [5].  
The concept of HPC may be a possible solution for high 
speed machining in achieving intimate chip-tool interaction, 
low cutting temperature and slow tool wear while maintaining 
cutting forces at reasonable levels. [6] Based on the necessity 
and versatility of HPC in machining, this study focuses on the 
machinability assessment of AISI 304 stainless steel by using 
uncoated carbide inserts at dry, conventional coolant, and triple 
jets HPC lubrication. The evaluation of HPC has been executed 
in two steps: firstly, based on the ability of HPC to reduce the 
cutting temperature, and secondly, the relevance of this 
temperature lowering with favorable curbing of the cutting 
force, tool wear, surface quality, and chip formation. 
II. EXPERIMENTAL PARAMETERS AND PROCEDURES
In this research, a round bar (120 mm diameter by 500 mm 
length) of an austenitic stainless steel AISI 304 was 
investigated during turning. The chemical composition of the 
material is shown in Table 1. To reveal the workpiece 
microstructure, a sample of the AISI 304 was prepared, 
polished and etched with Glycergia solution (1 mL Glycerol + 
20 mL hydrochloric Acid (HCl) + 20 mL HNO3). The 
microstructure of the AISI 304 workpiece was characterized 
using a Nikon ECLIPSE IV 100 equipped with UC30 camera, 
see Figure 1. The turning process was performed using a 
Nakamura-Tome Sc-450 lathe. The cutting tool 
(Manufacturer: Kennametal) used for the experiments was an 
uncoated cemented carbide insert with WC/6%Co. The 
designation of the insert is ISO WNMG432-SM with the 
following geometry characteristics: back rake angle, λ0 = 7°; 
clearance angle, α0 = 0°; wedge angle, β=82°; edge radius, 
r=34 µm and nose radius, Rε = 0.8 mm. Tool-holder used for 
high pressure cooling was an ISO PWLNR 16-4DHP with 
three cooling nozzles used, supplied by Sandvik (Figure 2). 
The high pressure coolant was applied at a flow rate of 30 
L/min via three nozzles directed toward the rake face of the 
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cutting tool at a pressure of 70 bar. The cutting fluid chosen 
was semi-synthetic coolant-CommCool ™ 8800, 
manufactured by the Wallover Company (Harrow, ON, 
Canada), at a concentration of 7%, typically used with 
stainless steel alloys. 
Table 1: Chemical composition and mechanical properties of AISI 304. [7] 
Chemical Composition % 
C Si Mn p S Cr Ni N 
0.08 0.75 2.0 0.045 0.03 20 0.50 0.1 
Figure 1. The microstructure of AISI 304 with an austenitic structure.
The investigations have been performed with respect to 
varied cutting speed (60–100–150 m/min), feed rate (0.1–0.2–
0.3 mm/rev) and cutting conditions (Dry-Convention coolant – 
HPC). During turning operation the depth of cut was kept 
constant at 0.5 mm and a new tool insert was used for each run 
for all the machining runs. 
The tool flank wear was measured using a KEYENCE – 
VHX 5000 digital microscope, equipped with a CCD camera 
and image analyzer software. The tool life criterion was set to 
a flank wear of 0.3 mm according to the recommendation of 
the ISO 3685 Standard [8]. During the tests, the cutting tools 
were analyzed by SEM, using a Vega 3-TESCAN.  
The chip compression ratio, the shear angle and the friction 
coefficient at the tool-chip interface were determined using 
standard methods [9]. The surface roughness of the machined 
workpiece was measured across the tool feed direction by 
means of an Alicona Infinite Focus-with the Profile roughness 
module. The procedures of surface roughness measurements 
were performed according to EN ISO standard 25178 [10]. 
Roughness measurements were taken with a cut-off wave 
length of 800 μm, a vertical resolution of 100 nm and a lateral 
resolution of 2 µm.  
During the machining tests, the cutting force and chip-tool 
interface temperature measurements were performed with a 
3D component tool holder Kistler dynamometer type with a 
data acquisition system and thermocouple sensors, 
respectively. The signals of the forces from the dynamometer 
were transmitted to a Kistler 5010 type amplifier, and then 
recorded on a computer using LABVIEW version 14.0 
software. To measure chip-tool interface temperature, 
thermocouple placed just right side of insert through hole 
made at right side of shim. The signals of the temperature 
from the thermocouple were transmitted to analog K-type 
thermocouple amplifier, and then recorded on a computer 
using LABVIEW version 14.0 software. 
Figure 2.(a) High pressure coolant tool holder (b) concentrated flow cooling in 
and (b) destination of the flow cooling on the inserts [11]. 
III. RESULS AND DISCUSSION
A. Effect of High Pressure coolant on Machining Temperature 
     In this section, an investigation of effect of HPC on 
machining temperature are discussed. Figure 3 shows the 
interface of chip-tool and the direction of applied jets. Fluid 
jets are aimed at chip-tool interface in order to remove the 
originated heat [12]. The HPC when passed through a small 
diameter of jet opening produces high volumetric flow rate, 
which creates a thin boundary layer on impingement surface, 
and thus enhances heat transfer rate.  
In this study, very high velocity of fluid jet induced by 
high pressure (70 bar) and small nozzle diameter (1 mm) 
enhance convective heat transfer rate [13]. Accordingly, 
three turbulent flows acting on the mutually perpendicular 
surfaces effectively control the cutting temperature by 
facilitating rapid removal of heat. The heat transfer rate can 
be enhanced if the jet impinges in the maximum temperature 
region of the cutting tool. 
Figure 3: Chip-tool interface and the direction of applied jets [12]. 
Figure 4a exhibits the movement of chip-tool interface 
temperature with cutting speed at different feed rates. As it 
is shown, higher cutting speed is affiliated with elevated 
(a) 
(b) 
(a) 
(c) 
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temperature which was expected owing to the dominant 
nature of endured friction by extended chip-tool contact area 
[14]. At the same time, the effect of higher feed rate is 
reflected by an increase in chip-tool interface temperature. 
This is endorsed to a higher rate of conversion of 
mechanical to thermal energy by the chip evolution by 
shearing of solid material [15]. Therefore, the recommended 
speed is 60 m/min along with 0.1 mm/rev feed rate to 
originate the minimum temperature of 22.5 °C under the 
employment of effective HPC jets. 
Figure 4b shows the typical temperature profiles of tool-
chip interface with machining time for dry cut, conventional 
coolant, and HPC at the recommended speed and feed. 
Temperature profiles for dry cut show gradual increase of 
temperature with machining time. Maximum temperature 
rise for dry cut is 140°C, for conventional coolant is 36°C, 
and for HPC is 22°C for the optimum cutting condition. 
HPC decreases the tool-chip temperature by 38% in 
comparison with conventional coolant and by 85% in 
comparison with dry cut indicating better cooling effect. 
Above results clearly indicate the effectiveness of HPC in 
reducing the temperature. This is endorsed to a higher rate 
of conversion of mechanical to thermal energy by the chip 
evolution by shearing of solid material [16]. 
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Figure 4: (a) chip-tool interface temperature values at different cutting 
conditions and corresponding chip-tool interface temperature profiles at 
optimum cutting conditions. 
B. Effect of High Pressure Coolant on Machining Performance 
   Force components are almost always utilized to 
determine chip formation process of engineering materials. 
Although measuring forces directly help to determine power 
requirement for cutting the work material, it is also useful to 
interpret the whole cutting process [17]. The main cutting 
forces for the dry and two different cooling at optimum 
cuing conditions is depicted in Figure 5. As shown, main 
cutting forces are higher with dry and conventional coolant 
as compared to HPC. The reduction in the cutting force with 
HPC could be due to several reasons. HPC jet strikes the 
chip at a point very close to the cutting edge of insert, 
resulting in the reduction of the width of the chip. 
Consequently, the tool chip contact area on the rake face is 
reduced, which reduces the friction between insert and chip 
and eventually reduces cutting force. Another reason is that 
HPC is able to penetrate deeper into the cutting interface, 
thus providing more efficient cooling as well as lubrication 
[18-19]. The coolant water wedge created at the tool-chip 
interface reduces tool-chip contact length and forces, which 
can be also connected to benefits in friction conditions. 
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Figure 5: Main cutting forces for dry, conv. coolant and HPC at optimum 
cutting conditions. 
The average surface roughness parameter (Ra) has been 
studied and its behavior with the progression of cutting 
speed at different feed rates for dry, conventional coolant, 
and HPC is described in Figure 6a. It is evident from this 
figure that a reduced roughness is achieved at higher cutting 
speed. On the contrary, the sliding and adhesion of chips at 
low spindle speed are accounted for high surface roughness 
[20]. Also, the surface roughness is increased by the feed 
rate as a result of the straining effect of high feed rate [19].  
In addition, in all the cases, best surface finish is obtained 
with HPC, followed by conventional coolant and then dry 
cut, see Figure 6b. When chipping occurs as it is shown in 
dry condition, the surface obtained is the worst and shows 
very high value of average surface roughness because of 
melting of chips on the workpiece surface. The 
improvement of surface finish with the use of HPC may be 
because of tool wear rate becomes slower. 
(b) 
(a) 
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Figure 6: (a) average surface roughness at different cutting conditions and 
corresponding machined surface for (b) dry, (c) conv. coolant and (d) HPC at 
optimum cutting conditions. 
To study the effectiveness of HPC, the chips were 
collected and presented in Figure 7. Although continuous 
and snarled chips are produced under dry and conventional 
coolant conditions, tubular chips are produced under HPC 
condition. HPC condition helps to break chips, in particular 
at lower feed rate by producing shorter tubular chips. In 
contrast, conventional coolant didn’t show distinct effect on 
chip breakability. Under dry and conventional coolant, chip 
fracture is due to the negative bending moment created by 
an obstruction. However, effective chip breaking under HPC 
is due to the mechanical action of the high pressure jet. The 
70 bar coolant pressure is equivalent to a force of 
approximately 70 N (assume that an area of 1 X 1 mm²) on 
the chip which is large enough to fracture the chip by a 
positive bending moment, before making contact with an 
obstruction. 
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Figure 7: Chip breaking under various various cutting conditiond and feed 
rates. 
Figure 8 shows tool life of carbide inserts with variation 
of cutting speed and feed rate, respectively. From these 
figures, HPC is found to be most effective for the cutting 
conditions of f=0.1 mm/rev and v=150 m/min, which is 
considered as optimum cutting condition for this high 
pressure system. Experiments have been carried out by 
varying speed and feed rate, however one parameter is 
varied while other two are kept constant at optimum value 
and thus, effective zones of HPC are identified. At lower 
speed below 150m/min, the use of HPC is not effective as 
high speed. At higher speeds, inserts fail due to chipping 
and excessive flank wear for dry cut and conventional 
coolant whereas only progressive flank wear is observed for 
HPC. HPC is also found to be very effective at lower feed 
rate (0.1 mm/rev), reducing the chipping of inserts, which is 
observed for both dry cut and conventional coolant. In 
contrast at higher feed rate (0.3 mm/rev), the use of HPC is 
found to be non-effective. The reasons for that is at lower 
feed rate, the generation of heat is low and the temperature 
rise in insert is also low and when the HPC is used, different 
modes of heat transfer take place. First film boiling starts 
and persists for very short time. Then vigorous nucleate 
boiling starts and then forced convection takes place [21]. 
At lower feed rate, pressure is high enough to remove the 
heat from the cutting zone. But when the feed rate is high, 
the temperature rise in the insert is high and film boiling 
persists for longer time and nucleate boiling may not take 
place [18]. As a result, no phase change takes place to 
reduce temperature. For this reason, the temperature rise 
causing chipping. 
(a)
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Figure 8. Recorded tool lives at various cutting conditions under dry, 
conv.coolant, and HPC. 
Figure 9 shows SEM images of worn inserts at optimum 
cutting condition (150 m/min, 0.1 mm/rev). It is clear from 
the SEM pictures that inserts fail because of chipping for 
both dry cut and conventional coolant and largest wear zone 
is observed for dry cut, followed by conventional coolant. 
No chipping is observed for HPC and wear zone is also the 
smallest. Also, SEM analysis of the worn inserts show a 
smooth pattern in dry and conventional coolant conditions, 
indicating that diffusion wear mechanism is predominant. 
Diffusion wear is mostly dependent on the temperature at 
the interface. The HPC system has been to significantly 
reduce the temperature of the cutting tool which in turn 
reduces the diffusion wear rate (Figure 9c) and consequently 
increases tool life. 
Figure 9. SEM images of worn inserts at optimum cutting conditions under (a) 
dry, (b) conv.coolant, and (c) HPC. 
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Abstract— 
In this paper we investigate the effects of stiffness, damping and 
temperature on the performance of a MEMS vibratory 
gyroscope. The stiffness and damping parameters are chosen 
because they can be appropriately designed to synchronize the 
drive and sense mode resonance to enhance the sensitivity and 
stability of MEMS gyroscope. Our results show that increasing 
the drive axis stiffness by 50% reduces the sense mode 
amplitude by ~27% and augments the resonance frequency by 
~21%. The stiffness and damping are mildly sensitive to typical 
variations in operating temperature. The stiffness increases by 
1.25%, while the damping decreases by 3.81%, when the 
temperature is raised from 0C to 45C. Doubling the damping 
reduces the oscillation amplitude by 80%, but ~1% change in 
the frequency. The predicted effects of stiffness, damping and 
temperature can be utilized to design a gyroscope for the desired 
operating condition. 
Keywords- MEMS gyroscope, Resonator, Spring Stiffness 
Coefficient, Damping Coefficient, Temperature, Coriolis 
I.  INTRODUCTION 
Microelectromechanical systems (MEMS) based inertial 
sensors such as accelerometers and gyroscopes are the most 
commercially successful MEMS sensors to date. With the rapid 
advancement of semi-conductor based mass manufacturing, the 
cost, size and power consumption are continuously decreasing, 
enabling new applications in automotive, aerospace, biomedical 
and consumer electronics. MEMS vibratory gyroscopes are 
physical sensors that can detect and measure the angular motion 
of an object relative to an inertial frame of reference. MEMS 
vibratory sensors show promising vibration characteristics. 
Fabrication accuracies  are comparable to macro-scale high 
performance sensors [1]-[4]. A vibratory gyroscope uses a 
vibrating structure (proof mass) to determine the rate of rotation 
[5].  The vibrating proof mass tends to vibrate along the same 
plane even if its support rotates. The Coriolis Effect causes the 
object to exert a force on its support, and the rate of rotation can 
be determined from the exerted force. The energy is transferred 
from the vibrating drive axis to the sense axis through Coriolis 
force. The sense mode response detects the angular velocity. 
The sensing performance of the MEMS gyroscope can 
deteriorate because of the influence of time-varying parameters 
such as damping, cross stiffness, and environmental variations. 
They  generate a frequency of oscillation mismatch between the 
two vibrating axes [6]. Due to fabrication imperfections and 
environmental effects, true values of resonant frequencies 
deviate from their nominal values (which is known as frequency 
mismatching). These lead to considerable reduction in the 
sensitivity of the gyroscope. Therefore, it is necessary to design 
proper stiffness and damping for achieving a robust gyroscope. 
Figure 1. Schematic showing MEMS gyroscope model. 
Optimization of time varying system parameters for better 
performance can be achieved by iterative modelling and 
simulation procedure. Various modeling techniques, including 
finite element analysis (FEA) modeling, analytical modeling and 
simplified lumped parameter modeling are employed [7]. FEA 
based modeling are robust, flexible and accurate in solving the 
complete multi-physics problem. Additionally, it can be coupled 
with controllers and electronics for selecting an appropriate 
controller [8].  
Usually gyroscope displacement measurement varies under 
open loop scheme which can cause undesirable performance 
characteristics such as scale factor nonlinearity, limited dynamic 
range and narrow bandwidth [9]. In MEMS gyroscopes, 
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manufacturing imperfection and noises often exist which 
negatively influence the resolution and performance. Errors due 
to noise are inevitable in actual MEMS gyroscopes, and thus, the 
controller has to be  robust and effectively designed [10]. Post-
fabrication modeling of gyroscope using lumped-parameter 
techniques can shed light to the influence of system parameters, 
noise and environmental parameters on the gyro performance. 
This will allow iteration and design of a proper controller.  
In this paper, a lumped-parameter model for predicting the 
gyroscope performance with the influence of various system 
parameters such as stiffness, damping and environmental 
condition (temperature) is analyzed.  The results can be utilized 
to design a robust high performance gyroscope with efficient 
controller. 
II. MATHEMATICAL MODEL
In a vibratory gyroscope the main sensing element is the 
proof mass, which is suspended above the substrate by several 
flexible beams. The overall dynamic system is usually modeled 
as a 2 degrees-of-freedom (2-DOF) spring-mass-damper system, 
as shown in Figure 1. The proof mass is suspended on the 
substrate using four springs (Figure 1), the other end of the 
springs are anchored to the substrate. An electrostatic actuation 
is used to give an oscillatory motion to the proof mass in the 
drive axis. When the proof mass is subject to an angular velocity, 
energy is transferred from drive axis to sense axis, causing it to 
oscillate. The mechanism for sensing position and velocity of the 
proof mass along the sense axis is present. Constant velocity of 
the proof mass and changing angular velocity of gyroscope 
about the z-axis are assumed. The MEMS vibratory gyroscope 
model includes proof mass (m), drive axis displacement (x), the 
angular velocity input (Ωz), and sense axis displacement (y). 
According to Lagrange’s [11] equation, the dynamics of the 
gyroscope can be described by the equations of motion below 
[12]: 
m?̈?+dxx ?̇? + kxx x +kxy y + dxy ?̇? = ux + 2m Ωz ?̇?  (1) 
m?̈?+dyy ?̇?+ kyy y +kxy x + dxy ?̇? = uy+ 2m Ωz ?̇? (2) 
Manufacturing imperfections are translated mainly to the 
asymmetric spring and damping terms, kxy and dxy. The drive 
and sense axes spring and damping terms kxx, kyy, dxx and dyy 
are mostly known, but have small unknown variations from 
their nominal values. The proof mass can be determined 
accurately, and ux, uy are the control forces in the x and y 
directions. 
Dividing gyroscope dynamics by the reference mass, the 
following equation can be obtained [13]:  
𝑞 ∗̈  + ஽∗
௠
𝑞 ∗̇ + ௞ଵ∗
௠
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𝑢௫∗
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൨, S*=൤ 0 Ω௭
∗
−Ω௭∗ 0
൨ 
Angular rate variation may be considered to be negligible. The 
equations of motion of the gyroscope are normalized to 
generalize the model. The final non-dimensional equation is 
derived in terms of normalized time, t* = ω0 t. With this, 
dividing both sides of the equation by the reference frequency 
and length gives [13]: 
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1
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where the parameters are defined as follows: 
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Consequently, the non-dimensional representation becomes 
?̈? + 𝐷?̇? + 𝑞𝑘ଵ + 𝑘ଷ𝑞ଷ = Ω௭ଶ?̇? + 2𝑆?̇? + 𝑢  (5) 
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𝑑௫௬ 𝑑௬
൨ , 𝑘ଵ =  ቈ
𝜔௫ଶ 𝜔௫௬
𝜔௫௬ 𝜔௬ଶ
቉, 
 𝑘ଷ = ൤
𝛿௫ 0
0 𝛿௬
൨ , 𝑆 =  ൤ 0 Ω௭−Ω௭ 0
൨ 
Simulation is done to observe the influence of stiffness, 
damping and temperature on gyroscope performance to 
minimize time and cost of expensive trial and error with the 
actual fabrication cycle. 
MATLAB Simulink [14] is used for simulation and 
computation. Spring stiffness, damping coefficient and 
temperature are known to have significant influence on the 
output performance of gyroscope. Thus, the objective of the 
simulation is to quantify the effects of these parameters. The 
spring stiffness and damping coefficient are varied from half to 
double of their nominal values. The temperature is varied from 
00 C to 450 C to observe the temperature effect on stiffness, 
damping coefficient and on sensing magnitude. For the 
simulation model, the nominal values for the proof mass, 
stiffness, and damping are extracted from the literature reported 
in [12]. Proof mass, m = 0.57e -8 kg, damping coefficient along 
the drive-axis, dxx = 0.429e-6 N s/m, damping error due to 
manufacturing imperfection, dxy = 0.0429e−6 N s/m, damping 
coefficient along the sense-axis, dyy = 0.687e−36 N s/m, spring 
stiffness along the drive-axis, kxx= 80.98 N/m, stiffness error 
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due to manufacturing imperfection, kxy = 5 N/m, spring stiffness 
along the sense-axis, kyy = 71.62 N/m, angular velocity, Ωz= 5 
rad/s are considered.  
III. MODEL RESULTS
A. Oscillation Frequency 
To identify the first resonance frequency, input frequency is 
varied, a sinusoidal electromagnetic force is introduced at the 
drive-axis and output is sensed both in drive and sense 
directions (Fig. 2). Usually the drive mode displacement is 
higher compared to sense mode due to the energy transfer.  
Figure 2. Displacement in drive mode (x) and sense mode (y) direction. 
After sweeping the simulation with the frequency range of 1 
kHz to 60 kHz (Fig. 3), the resonance frequency is found at 
around   9.4 kHz. So, for better focusing, the frequency range is 
restricted from 10 kHz - 30 kHz for other comparisons.  
Figure 3.  Frequency versus magnitude graph.  
B. Variation in Stiffness 
Suspension beam along drive and sense direction provides the 
stiffness necessary in each direction. Keeping the kyy value 
constant at 71.62 N/m, kxx is varied from 50% (normalized 
value 0.5) to 150% (normalized value 1.5). The normalized 
value of tuned reference stiffness (80.98 N/m) is considered as 
1.  It is observed that magnitudes at resonance frequencies show
linear decreasing trend (Fig. 4) and amplitudes decrease (Fig. 
5) as stiffness increases. However, decreasing the stiffness
creates phase lag and distortion in output response. 
Figure 4.  Effect of drive mode stiffness on resonance frequency and 
amplitude. 
Figure 5.  Effect of drive mode stiffness on output sense (sense mode stiffness 
is constant) 
Keeping the kxx value constant, kyy is varied. It is observed that 
shift in resonance frequency is non-significant (Fig. 6). 
Figure 6.    Effect of sense mode stiffness on magnitude  (drive mode stiffness 
is constant). 
Variation in stiffness (kxx and kyy) along both axes decreases 
magnitudes at resonance frequencies and resonance frequencies 
shift towards higher frequencies (Fig. 7) and amplitudes also 
decreases as stiffness increases (Fig. 8). 
Figure 7.  Combined effect of drive mode stiffness and sense mode stiffness on 
magnitude. 
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Figure 8.  Effect of drive mode stiffness and sense mode stiffness on output 
sense. 
C. Variation in Damping 
Here, damping along drive axis is varied (Fig. 9). It is obvious 
from the figure that the resonance frequencies do not change 
that much but slope steepness decreases after resonance 
frequencies.   
Figure 9. Effect of drive mode damping on magnitude. 
D. Temperature Variation 
One key disadvantage of MEMS gyrosocpe is its high thermal 
sensitivity. The frequency of oscillation drifts with temperture. 
Temperature variation mainly affects the stiffness and damping 
of the supporting beams. Here  investigation on  the temperature 
sensitivity for stiffness and damping is done. The variation of 
stiffness with temperature can be modeled using simplified 
linear relationship of [7] 𝐾(𝑇) = 𝐾଴(1 − 𝑘ο𝑇), where K0 is the 
stiffness coefficient at reference temperature 300 K and k=70 
ppm.  
Variation of damping coefficient with temperature can be 
modeled as [7] 𝑑(𝑇) = 𝑑଴. 1.28
୪୬ ( ೅యబబ) , where T is temperature
in K , 𝑑଴is demping coefficient at reference temperature of 300 
K. Magnitude   shows positive increasing trend with the 
increase of temperature when stiffness and temperature 
relationship shows linear behaviour. The damping coefficient 
within industrial temperature range  shows decreasing trend as 
temperature  increases (Fig. 10, 11). 
Figure 10. Effect of temperature on linear drive mode stiffness and magnitude 
Figure 11. Effect of temperature on non-linear damping and magnitude 
Figure 12. Effect of temperature on non-linear drive mode stiffness and 
magnitude. 
The spring stiffness and temperature relationship shows non-
liner behavior, the magnitude increases non-linearly up to a 
certain point before decreasing. At the end of the industrial 
temperature range, the magnitude increases drastically (Fig. 12). 
IV. CONCLUSION AND FUTURE WORK
This paper investigates the effect of variation of suspending 
stiffness coefficient, damping coefficient and temperature on 
the performance of MEMS gyroscope. Simulation results show 
how these parameters affect the error i.e. mismatch between the 
input and sense signals. This will help to design appropriate 
system parameters and controllers to increase gyroscope 
accuracy. Simulation results also show that stiffness is the 
dominant gyroscope parameter. The temperature can negatively 
impact resonance frequency and sense magnitude.  In the future, 
we plan to extend this by including experimental validation of 
our results with MEMS gyroscopes and implementing a 
controller to minimize these effects and maximize the 
gyroscope performance. 
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Abstract—In this paper, one-dimensional coupled heat and 
mass transfer is studied using the finite volume method. The 
simulated results are compared with the experimental results 
and show good agreements with the experimental data. Soil 
from Northern Victoria County (silt loam, a medium soil) is 
compacted in a cylinder with 5 heat pulse probes to measure 
the thermal and moisture responses. Moisture content at field 
capacity is used for the soil. 
Keywords: Heat and mass transfer, soil, numerical analysis, finite 
volume method, heat pulse 
I.  INTRODUCTION 
Global warming is currently causing serious issues around 
the world such as typhoons [1], more diseases [2] for humans, 
and habitat damages [3]. Consequently, many governments 
around the globe have devoted heavy efforts in reducing global 
warming which results from heavy consumption of energies 
(mostly fossil fuels) [3, 4]. Renewable energies have been 
encouraged to be used as they are more environmental friendly 
than the fossil fuels. A highly abundant and attractive 
renewable energy is the solar radiation from the Sun. 
In order to store the thermal energy from solar radiation, 
thermal energy storages (TESs) are needed. A common and 
widely used TES form is the ground thermal energy storage 
(GTES). Storing at higher temperatures in the GTESs can 
better utilize the GTES. Consequently, it is better to store the 
solar heat in high-temperature (above 40oC) ground because 
the heat can be readily retrieved for space heating without the 
use of a heat pump. A first-in-the-world example of successful 
application of using high temperature GTES is the Drake 
Landing Solar Community in Okotos, Alberta, Canada. The 
GTES can provide 90% space heating needs for the 
Community. The ground in Okotos contains mostly clay which 
has low moisture diffusivity, so the GTES in the Drake 
Landing Solar Community can store and retain most of the heat 
in the summer. However, not everywhere in the world has such 
type of soil. Therefore, understanding how heat and moisture 
transfer in various soil types at high temperatures is beneficial 
to the design of high-temperature GTES. 
II. GOVERNING EQUATIONS
Modeling transport phenomena in the ground has been of 
great interests. The pioneers in modeling include Philip and de 
Vries [5] and Luikov [6]. Governing equations were developed 
based on the soil’s hydraulic conductivity, temperature 
gradients, moisture potential, and volumetric moisture content. 
Heat conduction incorporating latent heat transfer by water 
vapor diffusion was considered and generalized with moisture 
and latent heat storage in vapor phase and sensible heat transfer 
by liquid migration in the soil. 
Another early work was done by Demsey [7] who studied 
the coupled heat and moisture transfer and applied the finite 
difference method to numerically study the one-dimensional 
moisture in Lakeland fine sand (AASHO Classification A-3) 
under isothermal conditions (maximum 25oC). Comparisons 
with laboratory experimental data showed good agreements 
between the numerical work and the lab data. 
Rees et al. [8] and Janssen et al. [9] coupled heat and mass 
transfer equations to study how the moisture content affects the 
heat losses in underground structures. The researchers found 
that the coupled calculations give significantly higher heat 
losses than the calculations from simple heat and moisture 
transfer. In addition, the latent heat transfer by thermal vapor 
diffusion has a notable influence on the foundation heat loss. 
Fully coupled heat and mass transfer equations can be 
formulated based on physical processes that occur in the soil 
can be described as follow [10]: 
   
z
K
TDD
t
T
C
t
C TmmTmm 






  
    TCTkD
t
T
C
t
C pweffTTTT 




wm


where  
vlm CCC   , TvlTTm CCC  , vfglT ChC    ,      
TvfglsoilTT ChCC   , 
T
l
lC 











, 











T
C llT
, 
vm DKD   , vTmT DD  , vfglT DhD    ,          
(1a) 
(1b) 
683
 
TR
g
DfD
wl
vs
avlv


  , llw um  , 






TR
g
w
 exp , 
 

















T
l
w
l
l
vs
v TR
g
C





,  































TT
C lvs
vs
l
l
vs
Tv
,       
   
T
T
TTR
g
TR
g
T
DfD p
ww
vs
vsl
vs
avlvT 























2
1 ,
 
  2/
2
1
1
11
mn
mnn
satKK






 


,  
1
1












n
i
iippw
p
T
T

and more definitions can be found in [10]. 
Eq. 1a is the moisture transfer equation in the soil and Eq. 
1b is the energy transfer equation in the soil. The terms on the 
left hand sides correspond to the stored mass and energy due 
to the temporal change in matric potential and temperature. 
The first two terms on right hand sides account for the mass 
transfer (Eq. 1a) and heat transfer (Eq. 1b) respectively due to 
moisture and temperature gradients. The last term in Eq. 1a 
represents the mass transfer by gravitational effects while that 
in Eq. 1b is the sensible heat transfer by bulk liquid flow. The 
second term in square brackets of DTv is significant for ψ < -
10-4 m while the third term is needed for ψ < -10-5 m [10]. 
As indicated by Deru [10], the last term on the right hand 
side (RHS) of Eq. 1b is significant for only a short period after 
a large influx of moisture such as rainfall or irrigation. In the 
present experiment, there is no moisture addition into the soil 
during experimentation; therefore, the last term on the RHS of 
Eq. 1b is ignored. 
III. EXPERIMENTAL SETUP
The soil used is called Victoria soil (coded NB2 [11]) from 
Northern Victoria County in New Brunswick, Canada. It is a 
silt loam with solid density of 2540 kg/m3, 16.6% clay and 
83.4% silt (by mass). The moist soil was prepared and packed 
carefully into a soil column. 
In order to verify the governing equations (i.e., Eq. 1), a 
soil cell assembly is made as shown in Fig. 1. The heat pulse 
method is used to obtain soil temperature response due to a 
heat pulse, and a computer program developed by Knight et al. 
[11] is used to post-process the temperature response data in 
order to determine soil thermal properties and moisture 
content.  
Figure 1. Soil cell assembly. 
Fig. 2 shows a close-up view of a heat pulse probe. For 
ease of viewing the inner soil column in Fig. 1, the outer 
stainless-steel tube and lids are shown transparently. Water 
hose connectors are connected to thermally-controlled water 
baths (which provide the heating and cooling to the aluminum 
plates) through water hoses. The soil column is a stainless-
steel tube (63.5 mm ID, 76.2 mm OD, 147.9 mm length) that 
has five slots for inserting five heat pulse probes. The 
heating/cooling plates are made of aluminum. The soil cell 
assembly is connected to a data acquisition system that 
collects experimental data.  
Figure 2. An in-house made heat pulse probe. 
IV. NUMERICAL SOLUTION
A. One-dimensional Discretization Formulations – Finite 
Volume Method 
The one-dimensional finite volume formulations are 
developed according to the discretization schme shown in Fig. 
3 with the following assumptions: 
- The height of the soil column is h (distance from node A to 
node B) 
- There are n control volumes (CVs) along h 
- Each CV has length Δz of h/n 
- The distance from node A to node 1 is the same as that 
from n to B and is equal to Δz /2 
- There are n + 2 nodes  
- The temperatures at nodes A and B are known at all times 
Figure 3. One-dimensional discretization scheme. 
Discretizing Eq. 1 for nodes 2 to n – 1 gives: 
1654321 GTaaTaaTaa SSNNPP    (3a) 
2654321 GTbbTbbTbb SSNNPP    (3b) 
where
531 aaCa m   , 642 aaCa mT  , 531 bbCb T   ,     
642 bbCb TT  ,  
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where the superscript o means the value at previous time step, P 
means the centroid of the current CV being considered, N 
means the north of the CV’s centroid, S means the south of the 
CV’s centroid. 
The temperatures at nodes A and B (TA and TB) are 
measured in the experiment and therefore they are used as 
prescribed boundary temperatures. The moisture balance at 
nodes A and B, for impermeable surfaces due to the stainless-
steel lids, is [10]: 
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where z   with z being positive upwards (z = 0 at node 
A) and zn  // .
As a result of Eq. 4, the matric potential gradients at nodes
A and B respectively are: 
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Applying Eq. 5a, the discretized governing equations at 
node 1 are: 
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26524231211 GTbbTbbTbb AA    (6b) 
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Applying Eq. 5b, the discretized governing equations at 
node n are: 
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where nK  means K at node n, and  nxxD  and  neffk  mean 
xxD  and effk  of CV n respectively.
The initial conditions are as follows: 
1. The temperatures at all nodes are at room temperature
(~23oC)
2. The relative humidity (φ) of dry soil is the same as that
of the lab room (~23%)
3. The initial moisture content in wet soil can be used to
calculate the initial matric potential using van
Genuchten’s method [12].
B. Solution Method 
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For faster convergence, the partial elimination algorithm 
(PEA) [13] is applied to Eqs. 3, 6, and 7 as follow: 
   
321 GaTaa FFPP     (8a) 
421 GTaTbb F
T
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where 
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T
F TbTbTa 53  ,   SN bbGG  6424 
The expressions for ai and bi, G1 and G2 can be derived 
from Eqs. 3, 6, and 7 for the nodes. 
Multiplying Eq. 8a with b2 and Eq. 8b with a2 and 
isolating P : 
    PFFPP Baa  (9) 
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Similarly, multiplying Eq. 8a with b1 and Eq. 8b with a1 
and isolating PT : 
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Since the convection and diffusion coefficients are highly 
non-linear, an iterative approach is adopted from Moukalled 
and Saleh [13]: 
1. Assume reasonable values for ψ  guess  and T  guessT
2. Calculate the physical properties of soil using guess
and 
guessT
3. Calculate the coefficients in Eqs. 3a, 6a, and 7a using
guess  and guessT
4. Obtain the coefficients in Eq. 9 using guess  and guessT
5. Using tridiagonal matrix algorithm (TDMA), solve for
nodal ψ values  i  where i means current iteration and
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6. Calculate the coefficients in Eqs. 3b, 6b, and 7b using
i  and guessT
7. Calculate the coefficients in Eq. 10 using i  and guessT
8. Using TDMA, solve for nodal T values  iT  where i
means current iteration and
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9. Compare i  and iT  with the corresponding guess  and 
guessT  as:
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10. If 001.0  and 001.0T , proceed to the next 
time step. Otherwise, repeat steps 1 – 9 with 
i
guess    and 
i
guess TT   and i in steps 5 – 9 
becomes i + 1 and i – 1 becomes i 
C. Matlab Code Validation 
The computer code is programmed in Matlab. First, it is 
necessary to perform a grid sensitivity study for deciding the 
optimum amount of nodes for subsequent numerical study. 
Figure 4 shows a graph of the percentage root-mean-square 
differences of temperature (T) and moisture content ( ) vs. 
number of nodes at time of 30 minutes with a simulation time-
step of 1 s in the case of heating top of the soil column to 90C 
and cooling the bottom to 10C. The percentage root-mean-
square difference (% RMS Difference) is defined as: 
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where Ξi represents Ti or θi at node i and nfewer nodes is the total 
number of finite volumes or nodes in the case of fewer nodes. 
The successive increase of nodes is by tripling, i.e. more nodes 
= 3(fewer nodes), so that the same height points between the 
case of fewer nodes and the case of more nodes can be 
compared directly, i.e., node number of 2+3(i – 1) in the case 
of more nodes has the same position as node number i in the 
case of fewer nodes. 
From Fig. 4, it can be seen that, as the number of nodes 
increases, the successive percentage RMS differences of T and 
 become smaller, which means that the values of T and θ are
converging toward an infinite-node solution. Due to limited 
computing power, memory and time constraint, it is decided to 
use 4437 finite volumes for the rest of the numerical study. For 
this number of finite volumes, the percentage RMS differences 
of T and  between 4000 and 6000 nodes are less than 1.1%, 
and the size of each finite volume is about 33.3 µm. 
Figure 4. % RMS differences of T and  vs. number of nodes. 
The next step is to validate the Matlab code by simulating 
two cases, namely: only heat transfer and only moisture 
transfer. For the first case, a soil column (assumed to be semi-
infinite) of height of 2 m, density of 2,000 kg/m3, thermal 
conductivity of 2.51 W/m·K, heat capacity of 837.2 J/kg·K, 
porosity of 0.50, and initial uniform temperature 293 K are 
used. The top surface temperature of the soil is suddenly 
686
raised to 310 K (or 37°C) at time t = 0 and held constant. The 
numerical simulation is used to predict the temperature 
distribution in the soil after 1, 4, 9, 16, and 25 hours. The 
simulation time-step used is 1 s. The results obtained are 
compared to the analytical solution of transient pure 
conduction in a semi-infinite wall [A64], assuming the heat 
flows in the vertical direction only. The derivation of the 
analytical solution assumes constant thermal properties, so 
Case 1 is limited to small temperature difference of T = 310 
– 293 = 17 K to reduce the effect of temperature on the
thermal properties. 
Fig. 5 shows the temperature distributions of the semi-
infinite soil column at different times from the numerical 
model (i.e., Eq. 1) and the analytical solution. As shown in 
Fig. 5, the numerical solution from the Matlab code matches 
with the analytical solution. 
Figure 5. Temperature distributions of semi-infinite soil 
column at different times from numerical and analytical 
solutions. 
For the second case, a column (0.4 m high, assumed semi-
infinite) of Yolo light clay soil is used to study the moisture 
behavior in the soil under isothermal condition at the room 
temperature. The soil initially is not fully saturated and 
subjected to an inflow of liquid water at the top surface such 
that the matric potential at the top surface (i.e., z = 40 cm) is 
always constant at 0 or -25 cm. The matric potential at the 
bottom surface (i.e., z = 0 cm) is always held constant at –600 
cm. Neglecting the vapor and thermal effects, the governing 
equation in one dimension can be written as [15]: 
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The initial and boundary conditions are:  ψ(0 s, z) = –6 m,   
ψ(t, 0.40 m) = 0 m or  –0.25 m,  and ψ(t, 0 m) = –6 m. 
Fig. 6 shows the numerical and analytical (from Philip 
[15]) solutions of moisture distributions at four different times 
of 103 s (16.7 mins), 104 s (2.8 hrs), 4104 s (11.1 hrs) and 105 
s (27.8 hrs) after moisture is first added at the top surface of 
the soil. As shown in the figure, when the top surface is fully 
saturated (i.e., ψ is zero) or has a pool of water (i.e., ψ is 
positive), more moisture can infiltrate into deeper places of the 
soil column. In addition, the water slowly infiltrates through 
the soil as clay is a fine soil which has low moisture 
permeability. Again, the numerical solution from the Matlab 
code matches very well with the analytical solution. After the 
two validations of the code, it is ready to simulate an actual 
experimental case and compare the results. 
Figure 6. Moisture distributions in Yolo light clay soil column 
from numerical and analytical solutions for (a) ψ(t, 40 cm) = 
0 cm and (b) ψ(t ,40 cm) = -25 cm. 
V. VERIFICATION OF EQ. 1 
A comparison between numerical and experimental results 
is made for a case of vertical soil column with the top of the 
soil cell heated to 90C and the bottom cooled to 10C. The 
initial saturation ratio (SR) of the soil is 0.50 throughout the 
soil column. Each heat pulse probe can measure two positions 
of soil temperatures and moisture contents. Therefore, there 
are a total of ten positions from top to bottom of the soil 
column for the five probes; they are named N1 to N10, 
respectively. Fig. 7 shows the % Errors (in terms of T and θ) 
for all ten positions over the experiment period of 18 hours. 
The % Error is defined as follows: 
       
 experiment
experimentEq
orT
orTorT
Error

 
 1.%100% (13) 
From the figure, it can be seen that the theoretical model 
(Eq. 1) over-predicts the moisture contents by as much as 
6.2% at N1 but under-predicts the temperatures by as much as 
2.1% at N1. When the moisture content is over-predicted, the 
temperature becomes lower as there is more moisture around 
the region, resulting in higher thermal capacitance of the soil. 
The top near N1 is the most critical region because it 
experiences high temperatures and thermal gradients 
Figure 7. Percentage error of T and θ (from Eq. 1) for NB2 
soil (SR  0.50) and vertically heated from top.  
VI. CONCLUSION
The theoretical governing equations of fully coupled heat 
and mass transfer in soils by Deru [10] was used to study how 
the moisture and thermal responses behaved in a soil column 
containing a silt loam (NB2 soil) with initial moisture at field 
capacity, i.e. a saturation ratio of 0.5, and temperature settings 
of 90C and 10C at top and bottom plates. The one-
dimensional discretization formulations by the finite volume 
(a) 
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method were developed to numerically solve the governing 
equations. The numerical analysis was programmed in Matlab 
and verified to agree well with the existing literature. Running 
the Matlab code, the results showed good comparisons with 
the experimental results. The highest percent error appeared to 
be 6.2%. This is an encouraging preliminary result. Further 
experimental and numerical studies with different soils, 
temperature settings and initial moisture contents will be 
conducted to fully understand the coupled heat and moisture 
transfer in soils for high-temperature GTES. 
NOMENCLATURE 
C Volumetric heat capacity (J/m3·K) 
Cp Specific heat capacity (J/kg·K) 
CTv, CTm Thermal vapor and total moisture  capacitances (K
-1) 
CψT, CTT Matric (J/m
4) and thermal (J/m3·K) volumetric heat 
capacitances 
Cψv, Cψm Matric vapor and total moisture capacitance terms (m
-1) 
Dva Molecular diffusivity of water vapor in air (m
2/s) 
DT Thermal diffusivity (m
2/s) 
Dθ Isothermal moisture diffusivity (m
2/s) 
DTv, DTm Thermal vapor and total moisture diffusivities (m
2/s·K) 
Dψv, Dψm Matric vapor and total moisture diffusivities (m
2/s) 
DψT Matric potential heat diffusivity (W/m
2) 
f(), f Correction and interpolation factors 
g Gravitational acceleration (= 9.804 m/s2) 
hfg Latent heat of vaporization (J/kg) 
K Hydraulic conductivity of soil (m/s) 
k Thermal conductivity (W/m·K) 
m  Mass flux (kg/m2·s) 
P Total pressure in pore spaces (Pa) 
Pv Partial vapor pressure in pore spaces (Pa) 
r Radius (m) 
Rw Specific gas constant for water vapor (= 461.5 J/kg·K) 
S Surface area (m2) 
t Time (s) 
u Bulk velocity (m/s) 
T Temperature (K or C) 
z Vertical distance (m) 
Greek symbols 
 Del operator (m-1) 
ε Convergence criteria
η Soil porosity (m3 of pore space per m3 of soil) 
κ Permeability of soil (m2) 
μ Dynamic viscosity (kg/m·s) 
ϖ Relaxation factor of iteration 
ψ Matric liquid (capillary) potential (pressure head) (m) 
Φ Total soil matric potential for liquid flow (m) 
ρ Density (kg/m3) 
σwa Surface tension of water in air (N/m) 
τ Empirical constant used in hydraulic conductivity 
equation 
θ Volumetric moisture content/fraction (m3 of water per 
m3 of soil) 
Θ Degree of saturation 
φ Relative humidity 
  Temperature gradient ratio     TT p  /
Ξ Dummy variable that represents another/other 
variable(s) 
Subscripts 
a Air
c Critical
CV Pertaining to control volume 
eff Effective 
l Liquid
p Pore
ref Reference 
s Solid 
sat Saturation 
sv Saturated vapor 
T Pertaining to thermal conditions 
tot Total 
ψ Pertaining to moisture conditions 
v Vapor
w Water 
Superscripts 
T Transpose
i Current iteration
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Abstract— In this paper we study the thermal performance of 
a 5 kW rectifier module experimentally and numerically, with 
the aim of changing the cooling methodology from an active 
cooled (fan cooled) to a passively cooled system. Numerical 
model of the rectifier for fan cooled operation is developed 
and experimentally validated, following which the critical 
components in the system are identified. In this system, 
magnetic components like transformers were observed to have 
the poorest thermal performance. Given the lack of attention 
thermal management of magnetic components has received 
compared to switching components, we numerically study the 
thermal performance of a PQ 40/40 transformer in a passive 
(natural convection) scenario. Modifications to the transformer 
structure were studied and the heat transfer from the 
transformer was observed to be convection limited (large 
convection thermal resistance). Providing a minimum 
resistance conduction path from effective hot spot to ambient 
was observed to be the best practice. Further, providing a heat 
transfer path between the coil and core was observed to be 
crucial to transformer thermal performance. 
Keywords - thermal management; CFD; passive cooling; PQ 
40/40 transformer;  
I.  INTRODUCTION 
Power electronic systems play a vital role in 
telecommunication, aerospace and various other industries. 
Modern day power electronic systems generally run at high 
efficiencies due to the application of innovative conversion 
topologies. Despite this, a significant amount of heat is 
dissipated, especially for high power rated electronic systems.  
The need for thermal management of electronic systems has 
been accentuated by both the tendency of components to fail at 
elevated temperatures and the trend of miniaturization of 
transistors in switching devices over the years. This is 
evidenced by the Arrhenius law [1], which states that device 
failure rates increase exponentially with operating temperature 
and by Moore’s Law which states that the number of transistors 
in Integrated Circuits (ICs) approximately doubles every two 
years [2] respectively. This miniaturization of switching 
components has led to increased heat fluxes due to reduction of 
area available for heat transfer and increase in power 
dissipation. Modern day semiconductors are reported to 
dissipate around 1-100 W/cm2 of heat [3]. 
Active cooling methods like fan cooling are the most 
commonly used cooling methodology for such electronic 
systems. Although this is a simple method and can handle 
thermal loads up to 0.04 W/cm2 [4], it faces some drawbacks. 
Fan cooled systems generally consume parasitic power [5] and 
have low reliability. Further, fans produce a lot of noise and 
cannot be implemented in locations with strict acoustic 
regulations. The reliability and robustness offered by passive 
cooling systems has drawn attention, especially in the 
renewable energy sector for outdoor applications where access 
for maintenance is limited.  
Irrespective of the cooling methodology, providing a 
system/module level cooling solution would require 
understanding of component level heat transfer before a foray 
is made into providing a system level cooling modification. 
The heat transfer characteristics of switching components like 
IC’s and MOSFETS have been extensively studied by 
numerous authors [6]-[7] and the thermal bottlenecks have 
been identified. Magnetic components in such systems has 
received less attention. Biela and Kolar et al. [8] studied 
thermal performance of a transformer using a heat transfer 
component as an insert, Pavlovsky et al. [9] similarly used a 
conduction based methodology using a heat pipe for heat 
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removal from hot spot. Apart from a few studies, most studies 
on transformer thermal management are limited to large scale 
oil cooled power transformers [10]-[11]. 
This study evaluates the thermal management of 
conventional PQ 40/40 transformers used in power conversion 
systems to achieve passive cooling. 
II. PROBLEM DEFINITION
Figure 1. (a) Unbolted module under study. (b) CAD model of the module 
without chassis to highlight internal details 
The objective of our research is to redesign a power module 
as shown in Fig. 1(a) from an active (fan cooled) to a purely 
passive design. The system in question is a 5 kW rated rectifier 
power module operating at 240 V AC input and providing 54 V 
DC output. The internal geometry of the power module can be 
visualized in Fig. 1(b) while the unbolted view of the module 
can be seen in Fig. 1(a).  
Figure 2. (a) DC-DC converter. (b) PFC converter 
This power rectifier module utilizes two distinct topologies, 
the Power Factor Correction (PFC) converter and the DC-DC 
converter. The PFC converter provides a modulated signal to 
the DC-DC converter, which in turn provides the required DC 
output. The major heat dissipating components on the DC-DC 
side and PFC side can be seen in Fig. 2(a) and Fig. 2(b) 
respectively, with the switching components being mounted on 
the heat sinks 
The two converters constituting the power conversion 
system are fixed facing each other as seen in Fig. 1 (b) with the 
PFC side on the top and DC-DC on the bottom. The system 
runs at an efficiency of 95.7 % at full load and dissipates 
around 202 W. This configuration has been designed for fan 
cooling, using a 12 VDC rated Delta model AFB0712SHCCM 
fan.  
Now, to realize passive cooling of such a design, we follow 
the research methodology as described in Fig. 3.  
Figure 3: Research Methodology  
The first step of our study is to develop a computational 
model for the current (fan cooled) operation of the 
system/module and compare with numerical results. This is to 
help validate our modelling methodology.  
Once we have established confidence in our modeling 
methodology, the module is tested with its fan off at a low 
power level. This would help us characterize the challenge of 
passive cooling for such a design and help identify the critical 
components. Once the critical components are identified, the 
best practice is to study these components in isolation instead 
of analyzing their thermal performance in a system/module 
analysis, Further, if we can locally manage the heat being 
dissipated from these critical components, the system level 
thermal managment is greatly simplified and the local themal 
management methodology can be extended to the sytem level 
thermal mangement concept. 
III. EXPERIMENTAL SETUP
Figure 4: Experimental Setup for module under testing. 
The experimental setup can be visualized in Fig. 4. Chroma 
model 6460 programmable AC source was used to provide a 
240V AC input to the unit under testing while a Chroma model 
63204 DC electronic load was used as the output. The thermal 
performance of the module was evaluated by attaching K type 
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thermocouples to components that dissipate heat. Keystone 
model 34970A data acquisition system was used to connect to 
the thermocouples for datalogging.  
The fan cooled experimental analysis of the module was 
run until the temperature variation was less than 2 ℃ within 
one hour, which was considered as steady state. In this 
condition the module was run at multiple power levels. The 
passive (no fan) thermal testing on the other hand was done at a 
low power level of 0.5 kW (10% full load) as the module is 
designed for active (fan) cooling and the thermal performance 
can be expected to be poor. Further, the real time thermocouple 
data was closely monitored and the system was shut off when 
component temperatures were close to their safe operating 
threshold temperature. 
IV. NUMERICAL ANALYSIS
This section discusses the numerical methodology followed 
by this study. This section will be divided into two parts. The 
first discusses the analysis methodology for active cooling 
(with fan) of the module (system level simulation) while the 
other discusses the analysis methodology of an isolated PQ 
40/40 transformer (component level) in a natural convection 
scenario. All simulation results are for steady state. 
A. Active Cooling of Power Module 
The computational domain under study can be seen in Fig. 
5. The numerical modelling and simulation is carried out using
commercially available CFD software ANSYS Icepack. The 
dimensions of the domain are 0.08 m, 0.07596 m, 0.37935 m in 
the x, y and z direction respectively. The module is enclosed by 
an aluminum chassis. The fan can be seen in Fig. 5 and the 
flow rate depends on the fan curve, which is provided as an 
input to the solver. The other face highlighted in dark blue in 
Fig. 5 is open to the ambient. 
Figure 5: Active cooling computational domain, face open to ambient is 
highlighted in dark blue. 
Convective boundary condition of 5 W/m2·K is applied to 
the external walls of the chassis, while the outlet (highlighted 
in Fig. 5) is open to ambient pressure (1 atm) and temperature 
(22 ℃). RNG k-ε turbulence model is used to model the 
turbulent nature of the flow. No slip boundary condition is 
applied at solid-fluid interfaces. 
A control volume method was used to discretize the domain 
and a semi-implicit method for pressure linked equation 
(SIMPLE) method was used for pressure-velocity coupling. 
The discrete algebraic equations are solved by a point implicit 
(Gauss Seidel) method in conjugation with an Algebraic 
Multigrid (AMG) method. This helps reduce the computational 
time required for each simulation. The conservation equations 
being solved for are (1), (2) and (3) in the fluid domain and (3) 
in the solid domain (reduces to simple conduction equation). 
(1) 
(2) 
 (3) 
Here, ρ is density,  is velocity vector, P is pressure,  is the 
stress tensor,  is the source term, h is enthalpy, k is the 
molecular thermal conductivity,  is the conductivity due to 
turbulent transport, T is temperature and  is the source term 
like volumetric heat generation.    
The convergence criteria is fixed at  for velocity and 
 for energy. As for the mesh, unstructured tetrahedral cells 
are generated by in house meshing software Mesher-HD. The 
mesh density is higher near the surface of solids to ensure 
resolution of boundary layer. The total mesh count is around 
6531290 cells.      
B. Isolated PQ 40/40 transformer 
The computational domain used for this analysis can be 
seen in Fig. 6. The dimensions are 0.088 m, 0.053616 m, 0.2 m 
in the x, y and z directions respectively. The dimensions of the 
transformer itself can be readily found in manufacturer 
datasheets [12]. The transformer is mounted on a PCB 
(highlighted in yellow) and enclosed in an aluminum chassis. 
The domain is set such that it is representative of the small 
form factor characteristic of such problems.  
Figure 6: Computational domain for isolated PQ transformer under study, 
faces open to ambient highlighted in green. 
A convective boundary condition of 5 W/m2·K is applied to 
the external walls of the chassis. The other two faces, as 
highlighted in green, are open to ambient. One of the key 
assumptions made in modelling such a transformer, is that the 
windings are approximated/modelled as a foil.  
The same conservation equations and solvers have been 
used as the previous active cooling analysis. The only change is 
that, in this case the flow is entirely laminar and no turbulence 
model is employed. But to characterize natural convection, the 
Bossinesq approximation is used. The convergence criteria is 
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again set as  for velocity and  for energy. The mesh 
element count is around 1841815 cells. 
V. RESULTS 
The organization of this section will follow the research 
methodology as described in Fig. 3. 
A. Active cooling: experimental vs numerical 
Figure 7: Temperature contour for active (fan cooled) operation of power 
module at 4.5 kW. The thermal contours of the top PCB is not shown. 
The experimental and numerical test was run for multiple 
power levels. Fig. 7 shows the global temperature contours for 
the module at a power level of 4.5 kW. Table. 1 shows the 
comparison between the experimental and numerical results at 
4.5 kW. The model can predict temperature within 10-15% of 
its experimental values. The results for other power levels were 
excluded for the sake of brevity. Given the complexity of the 
problem, we were satisfied with our modelling methodology 
and progressed to the next step of the analysis. 
Table 1: Comparison of experimental vs numerical results for a few 
components at 4.5 kW for active cooling condition. 
Component Experimental 
(℃) 
Numerical 
(℃) 
Error 
Transformer winding inside (1st) 112 107 -4.46 
Transformer Core 56 53 -5.35 
Primary MOSFET  50 55 10 
Secondary MOSFET 57 62 8.77 
Resonant inductor inside  93 85 -8.6 
Resonant capacitor 44 40 -9 
B. Experimental passive cooling (0.5 kW) 
Fig. 8 shows the temperature versus time plot for passive 
(fan off) testing of the module at 0.5 kW. From Fig. 8 we can 
see that the curve has not yet reached steady state as the test 
was shut off as specified in the previous sections. The 
components with the poorest thermal performance are the 
transformers and the MOSFETs on the DC-DC side. The 
components on the PFC side of the rectifier show relatively 
good thermal performance. The temperature within the primary 
windings of the first transformer (first from the end open to 
ambient) is the global hot spot in this system.  Given the slope 
of the curve we can assume that the system would have failed if 
run for longer. The test is clearly indictive of the transformer 
being the most critical component in this system. 
Figure 8: Thermocouple data for fan off testing condition at 0.5 kW. Only 
critical components are shown. 
C. Isolated PQ 40/40 transfomer (Component Level) 
Now that we have established that the transformer is the 
most critical component in a passive (fan off scenario). We 
study the results of our component level thermal analysis. 
Figure 9. (a) Thermal contour of conventional PQ transformer (5 W loss). (b) 
Thermal contour of transformer with internal modification. (c) Thermal 
contour of transformer with external modification 1 (U clamp). (d) Thermal 
contour of transformer with external modification 2 (double sided cooling). 
Fig. 9(a) shows the thermal contour of a conventional PQ 
40/40 transformer dissipating a total of 5 W (4 W copper loss 
and 1 W iron loss). We can observe that the hot spot is 
predicted to be inside the primary winding. Further we observe 
a large temperature gradient between the internal structure of 
the transformer and the core side leg. This is indicative of a 
large internal thermal resistance. 
Now, let us highlight the modifications and their 
corresponding effects on thermal performance.  
1) Internal Modification : Change of bobbin material from
thermosetting plastic  to Ceramic (ALN). 
The role of bobbin in a transformer is to provide 
mechanical support to the winding structure whilst also 
providing electrical insulation. Bobbins are generally made 
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from plastics like Polytetrafluoroethylene (PTFE) which are 
characteristic of a low thermal conductivity (k~0.25 W/m·K). 
Ceramic materials like Aluminum Nitride (ALN) has similar 
electrical insulating characteristics as plastics (insulation of 
around 15 kV/mm), while possessing superior thermal 
characteristics (k~150 W/mK). The first modification we study 
is changing the bobbin material from plastic (PTFE) to ALN. 
Fig. 9 (b) shows the temperature contour for this modification, 
we can see that heat spreading is greatly improved and the 
transformer almost behaves like a lumped thermal mass. The 
hot spot is also reduced by around 13 ℃. An interesting 
property of ferrite cores (3C96 in this case) is lower iron loss 
and better thermal performance at elevated temperatures 
(around 100 ℃). Hence, providing a heat transfer path 
between the core and windings is beneficial not just to thermal 
performance but also the magnetic performance of the core. 
2) External Modification 1 : U clamp made of ceramic,
bonded to the bottom of the transformer to provide a 
conduction path to the chassis of the module. The PCB layer is 
cut through to provide a direct path to the chassis 
Liu et al. [13] observed that providing ceramic inserts 
within the ferrite core is beneficial to heat transfer in a natural 
conduction scenario. We similarly extended this finding to our 
case by bonding a U-clamp (base plate: 0.038 m*0.0445 
m*0.002m, side legs: 0.038 m*0.021076 m*0.001 m) to the 
bottom of the transformer and connecting it directly to the 
chassis by cutting through the PCB layer. The thermal benefit 
of such a modification can be seen in Fig. 9(c), we can observe 
a reduction in hot spot temperature of around 20 ℃. Due to 
the small factor characteristic of such transformers and low 
heat transfer coefficient (HTC) in natural convection scenario 
(around 10 W/m2·K for the core side leg,) the convective 
resistance to air within the module is very high and providing 
a purely conductive heat transfer path to the ambient is greatly 
beneficial to heat transfer.  
3) External Modification 2: Double sided cooling to
provide a conduction path from the transfomer to the chassis 
on both top and bottom sides.  
In this modification, we provide a ceramic interface (0.038 
m*0.0445 m*2 m) between both the bottom and top surface of 
the transformer and the chassis. Generally, most electronic 
packaging methodologies have a large air gap between the 
components and the top of the chassis. This air gap is not very 
beneficial to heat transfer in a natural convection scenario 
(low HTC, around 5 W/m2·K). We circumvent this by directly 
bonding it the top of the transformer to a ceramic interface. 
This modification provides a conduction path to the ambient in 
two directions. The benefit of this modification can be seen in 
Fig. 9 (d), with a reduction in hot spot temperature of around 
24 ℃. This holds good with our finding that the heat transfer 
for a PQ transformer in a natural convection scenario is 
convection limited and providing a minimum resistance 
conduction path to the ambient is the best practice for thermal 
management.  
Although the modifications we study are an ideal case, as 
there is no conjugate heat transfer between different 
components and there is a large dedicated chassis area for heat 
dissipation to ambient, we can clearly see that providing a 
minimum resistance path from the transformer to the chassis is 
the best thermal management practice to realize passive 
cooling. 
CONCLUSION 
In this study, experimental and numerical analysis was carried 
out for a 5 kW rectifier power module. Critical components in 
this system were identified to be magnetic components like 
transformers. Numerical model for the fan cooled operation 
was validated with experimental results. Further, numerical 
model of a PQ 40/40 transformer was developed and studied 
from a passive cooling point of view. The heat transfer was 
observed to be convection limited and providing a minimum 
resistance conduction path to ambient was observed to be the 
best practice to realize passive cooling. Modifications of the 
bobbin material was also studied and the importance of 
providing a heat transfer path between the core and coil was 
observed to be beneficial for both heat transfer and general 
operation of the core. The effect of these changes is yet to be 
evaluated experimentally. 
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Abstract — A two-dimensional analytical heat conduction 
model of an annular composite fin has been carried out. The 
composite fins composed of a porous polyethylene core, a 
square aluminum insert, and metallic zinc coating layers, was 
fabricated using wire-arc spraying technology. Analytical 
solutions of temperature distribution, energy dissipation and 
fin efficiency through the fins at natural convection condition 
have been proposed.  
Keywords – composite fins; heat conduction; analytical model. 
II. INTRODUCTION
Composite fins are used in industrial applications such as 
heat exchangers and heat sinks [1]. In such composite fins the 
thermal conductivities of the coating (kc) and substrate (ks) 
materials differ and the total heat transfer depends on the 
thermal conductivity ratio (kc/ks). If this ratio is less than unity 
the coating material is less conductive than the substrate and 
insulates the fin, whereas a ratio greater than unity means that 
the coating enhances heat transfer.  
Cortes [2]  developed analytical solutions for heat transfer 
in composite fins with variable thickness varying the kc/ks from 
0.04 to 13.6, which reflects combinations of metals commonly 
used in practical applications. Luna-Abad and Alhama [3] 
optimized the dimensions of composite rectangular fins while 
varying thermal conductivity ratios and convective heat 
transfer coefficients. Tu [4] derived analytical solutions for the 
efficiency of composite fins made of a metallic core and a 
coating with lower thermal conductivity.  
In this paper we carry out an analytical model of heat 
conduction through an annular composite fin, consisting of a 
polymer substrate on which a thin metal coating was applied 
by wire arc spraying to enhance heat conduction. This model 
was developed assuming a two-dimensional conduction in the 
thicker polymer core and one-dimensional conduction in the 
thin coating layer because of their transverse thermal 
resistances. The model was validated by comparing predicted 
temperature variations with experimental measurements. The 
model was used to examine the effect of varying coating 
thickness and fin dimensions on heat dissipation and 
efficiency of the fins. 
III. FABRICATION AND EXPERIMENTAL SETUP
A. Fabrication of composite fins 
Wire-arc spraying was used in this study, in which an 
electric arc is struck between the tips of two continuously fed 
wires to melt them. A high velocity air jet strips the molten 
metal from the wires and creates a spray of droplets that 
impact on the substrate.  This was used to coat a polyethylene 
sheet with zinc, which has a relatively low melting point 
(420°C) and did not damage the substrate during coating. 
A composite fin was made by laser cutting a 148 mm 
diameter disk from a 3.2 mm thick sheet of polyethylene. An 
aluminum block, 3.2 mm thick and 22 mm square was inserted 
into the center of the disk as shown in Fig. 1a and bonded to it 
using thermally conductive epoxy (DP270, 3M, St. Paul, 
USA). The relatively high thermal conductivity of the 
aluminum (200 W/mK) ensured a uniform temperature that 
was used as a boundary condition in the analytical model. The 
model assumed radial symmetry and the fin was assumed to be 
an annulus with an internal radius of 11 mm and an outer 
radius of 74 mm.  
An electric wire arc spray system (ValuArc, Sulzer Metro 
Inc., Westbury, NY), mounted on a robot arm, was used to 
melt and spray high purity zinc wires (Catalog#  
1031592, Sulzer Metro Inc., Westbury, NY) onto the disk and 
form thin, dense zinc layers on both sides. The average coating 
thickness was kept at 400 µm. The thermal conductivity of the 
polyethylene (k1) was 0.3 W/mK and that of the zinc (k2) was 
60 (W/mK). The final composite fin after coating is shown in 
Fig. 1b. 
(a)                                            (b) 
Figure 1. Pictures of the annular composite fin, (a) before spraying, and (b) 
after spraying. 
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B. Experimental setup 
The centre of the fin was heated using a flexible, silicone 
rubber heater, 23 mm square, (35765K126, McMaster Carr, 
Santa Fe Springs, California, USA) attached to the aluminum 
insert using thermal tape (TAPE-T404, Aavid Thermalloy, San 
Jose, California, USA). The other side of the heater was 
insulated using fiber glass insulation so that the heat lost from 
it was negligible. Moreover, the temperature variation on the 
fin surfaces was measured using an infra-red camera. The fin 
was mounted horizontally with an infrared camera 
(ThermaCAM SC 5000, FLIR, USA) pointing downwards to 
record the temperature of the upper surface.  
The power supplied to the heart was varied to 1.6, 2.5, 4.0 
and 9.0 W, and the fin allowed to come to steady state which 
took approximately 30 min, and the temperature on the top fin 
surface recorded.  
IV. ANALYTICAL MODELING
The composite fin was circular with a rectangular cross-
section, and the geometry can be simplified for purposes of 
modelling as shown in Fig. 2. The fin was constructed as a 
sandwich structure with a polymer core with thickness 2H, an 
outer radius  and inner radius . Heat conduction in the two-
dimensional polymer core is governed by the following partial 
differential equation,  
 (1) 
Defining the following non-dimensional variable, 
  ;     ; ;  
Where L is the characteristic length of the fin, defined as 
, Tb is the wall temperature of the aluminum insert and 
Tair is the ambient air temperature, and T1 and T2 the 
temperature distributions in the polymer core and coating  
respectively. Substituting these dimensionless variable into 
equation (1) gives, 
    (2) 
The following boundary conditions can be applied for the 
core, 
Where  are thermal conductivity of the polymer core 
and the metallic coating layers, respectively. 
Figure 2. Analytical heat conduction model of the composite fin consisting of 
two domains. 
Since heat transfer in the coating is assumed to one-
dimensional, with a temperature gradient only in the radial 
direction [5], an energy balance gives, 
 (3) 
The three terms on the left-hand side of equation (3) represent 
heat conduction, natural convection, and radiation in heat 
transfer, respectively. The term  can be expanded in a 
Taylor series [6], and the new expression substitute into 
equation (3) gives, 
 (        (4) 
Where  is an effective heat transfer 
coefficient that combines convection and radiation effects. 
Non-dimensionalizing equation (4) gives, 
         (5) 
With the boundary conditions, 
Using separation of variables by assuming that we can write 
 as a product of two variable R(r) and Y(y) so that 
 and substituting in equation (2), 
gives two equations 
 (6) 
   (7) 
Where m is an arbitrary separation constant. The general 
solutions of equation (6) and (7) are given [7], 
    (8) 
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 (9) 
Where  and  are the solutions to the modified 
Bessel differential function of the first and second kinds [8], 
[9]. At the interface between the core and the coating ) 
the temperatures in the core and coating are equal  = 
. Substituting  =  into equation (5), 
we obtain, 
     (10) 
The boundary condition of gives  in 
equation (8). Substituting  into equation (10), 
we obtain, 
(11) 
In our experiment m is in a range of 0.028 to 0.032, so we can 
use the approximation that for small m,  and 
introducing the fin parameter, 
M = 
gives 
The coefficients  and  in equation (9) can be found by 
applying the boundary condition at . Then, 
Combining the solutions for  and gives, 
      (12) 
Where the only unknown parameter, , can be obtained from 
the boundary condition that at 
 (13) 
Then, 
 (14) 
The radial temperatures of the fin core and coating must be the 
same at their interface so that . The radial 
variation of  is, therefore, 
        (15) 
And 
 (16) 
The heat conduction through the fin can be derived from, 
  (17) 
Where A is the fin cross-section area at . Evaluating 
equation (17) gives, 
(18) 
The fin efficiency can be defined as, 
    (19) 
  (20) 
V. RESULTS 
Fig. 3 shows both measured and calculated radial 
temperature variations on the top surface of the fin for four 
values of the heater power. The temperature is maximum 
closest to the heater and decreases radially. Increasing the 
heater power raises the temperature. Predictions from the 
analytical model agree well with experimental measurements. 
In the analytical model the natural convection coefficients are 
evaluated using the experimental correlation [10], which are 
4.3, 5.1, 5.5 and 6.6 W/m2 K at the base temperature of 30, 39, 
44 and 70 ºC, respectively, and the radiation heat transfer 
coefficient, is 5.1 W/m2 K. Radiation therefore plays 
a significant role in heat transfer from the fin.  
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Figure 3. Analytical temperature curves of the composite annular fin 
(Equation 16) fits the experimental results at four heat input conditions, 1.6, 
2.5, 4.0 and 9.0W.  
Fig. 4 shows the variation of the base temperature of the 
fin, measured at the interface between the aluminium insert 
and the polymer fin, with the applied heater power. The base 
temperature increases with heater power in both the 
experimental and analytical results. The thermal resistance of 
natural convection and radiation is reciprocal to the effective 
heat transfer coefficient, 
Known  and is a function of Ra and 
the ambinent temperature. Ra number depends on the fin 
temperature and increases with the base temperature. The 
natural convection coefficient increases with the power input, 
so the overall thermal resistance of natural convection and 
radiation reduces.   
Figure 4. Analytical base temperature result of the composite annular fin 
(Equation 16) fits the experimental results at four heat input conditions, 1.6, 
2.5, 4.0 and 9.0W. 
Figure 5. Fin efficiency of the composite annular fin (Equation 20) varies with 
the coating thickness at different ro/ri ratios.     
Fig. 5 shows the variation in fin efficiency of annular 
composite (polymer/zinc) fins with coating thickness at four 
different ro/ri ratios. Polymer core thickness, the inner fin 
radius ri and all thermal properties were assumed to be the 
same as those in our experiment. Fin efficiency increases with 
coating thickness in all cases because, as seen in Eqn 20, fin 
efficiency is a function of the fin parameter M which decreases 
as coating thickness increases. For the annular fin that was 
tested in experiments, ro/ri = 6.7 and the coating thickness was 
0.4 mm, giving a fin efficiency of approximately 50%. Fin 
efficiency can be improved by reducing the fin radius since 
heat transfer decreases with distance from the center of the fin, 
so reducing ro/ri or increasing the coating thickness would both 
improve efficiency. 
VI. CONCLUSIONS
An annular composite fin composed of a porous 
polyethylene core, a square aluminum insert, and metallic zinc 
coating layers, has been fabricated using wire-arc spraying 
technique. The analytical solutions of two-dimensional heat 
conduction model show an excellent prediction with the 
experimental results. The solutions indicate that the coating 
thickness has highly influence on the fin efficiency, and the fin 
efficiency can be accurately predicted by a single thermal 
length (ML), Eqn 20. The proper size of the fin can be 
determined by following the heat dissipation and fin efficiency 
curves of the fins in Figs 4 and 5. The solutions of this 
analytical model provide criteria in the annular composite fin 
design.   
699
[1] R-T Wang  and J-C Wang, "Analyzing the structural designs and thermal 
performance of nonmetal lighting devices of LED bulbs," Int. J. Heat Mass 
Transfer, vol 99, pp. 750-761, Aug. 2016. 
doi: 10.1016/j.ijheatmasstransfer.2016.03.112.
[2] C. Cortés, L. I. Díez, A. Campo, "Efficiency of composite fins of variable 
thickness," Int. J. Heat Mass Transfer. vol 51, no. 9-10, pp. 2153-2166, 
2008. doi: 10.1016/j.ijheatmasstransfer.2007.11.004.
[3] J.P. Luna–Abad, F. Alhama, "Design and optimization of composite 
rectangular fins using the relative inverse thermal admittance," J. Heat 
Transfer, vo. 135, no. 8, pp. 084504, 2013. doi: 10.1115/1.4024016.
[4] P. Tu, H. Inaba, A. Horibe, Z. Li, N. Haruki, "Fin efficiency of an annular 
fin composed of a substrate metallic fin and a coating layer," J. Heat 
Transfer, vol. 128, no. 8, pp. 851, 2006. doi: 10.1115/1.2227043.
[4] P. Tu, H. Inaba, A. Horibe, Z. Li, N. Haruki, "Fin efficiency of an annular 
fin composed of a substrate metallic fin and a coating layer," J. Heat 
Transfer, vol. 128, no. 8, pp. 851, 2006. doi: 10.1115/1.2227043.
[6] Weisstein EW. Taylor Series. MathWorld--A Wolfram Web Resource.
[7] Salas, Hille, Etgen, Calculus: One and Several Variables-Second order 
linear differential equations. 2006 10th Ed., John Wiley & Sons Inc.
[8] G. Arfken, "Neumann Functions, Bessel Functions of the Second Kind, 
Nv(x),".Mathematical Methods for Physicists, pp. 596-604, 1985.
[9] G. Arfken, "Bessel Functions of the First Kind, JV(x)" and 
"Orthogonality," Mathematical Methods for Physicists, pp. 573-91, 91-9, 
1985.
[10] P D. DeWitt. Fundamentals of heat and mass transfer, 2002. New York: 
J. Wiley.
REFERENCES 
700
Continuous Fiber Polymer Composites for Thermal Applications
Yehia Elsayed, Ahmed Elkholy, Garrett Melenka and Roger Kempers 
Department of Mechanical Engineering 
York University 
Toronto, Canada 
kempers@yorku.ca
Abstract—This paper presents an analytical investigation into 
the effective thermal conductivity of 3D printed continuous 
fibre polymer composites (CFPCs) using rule of mixture 
micro-structural analysis. Two fused deposition modelling 
techniques were utilized using a off-the-shelf printer and a 
low-cost modified printer. Results demonstrate significant 
improvement in the effective thermal conductivity of the 
composite compared to the base polymer. One samples was 
experimentally tested to examine the veracity of the model 
predictions. 
Keywords-component; Continuous fibre; continuous wire 
Conductive polymers; Thermal Properties, 3D printing 
I.  BACKGROUND AND LITERATURE 
Conductive polymer composites (PC) are utilized in many 
applications such as heat exchangers because they can offer 
relatively moderate thermal conductivity in addition to the 
advantages of light weight, corrosion resistance and low cost. 
These advantages result in a convenient choice for water 
desalination and electronic cooling applications [1],[2]. The 
performance of heat exchangers can be enhanced by 
increasing the thermal conductivity of the material, adding 
convective surface area, or increasing the convective heat 
transfer coefficient through shape complexity and turbulent 
generators. 
Additive manufacturing (AM) techniques such as fused 
deposition modeling (FDM) can be employed in conjunction 
with PC to create more complex and effective heat exchangers 
[3],[4]. The addition of metal and reinforcement or other 
reinforcing materials such as carbon fiber, graphite and carbon 
nanotubes can increase the thermal conductivity of the 
material [5],[6]. However, the discontinuous nature of the 
reinforcement materials is believed to limit conductivity 
improvement where the interfacial resistances become 
dominant specifically at low reinforcement percentages[7],[8]. 
Recently, continuous fiber AM gained more attention due to 
the improved stiffness that can be achieved [9],[10]. Modified 
and commercial printers were used to investigate the 
mechanical properties of continuous fiber polymer composites 
(CFPCs) structures printed with reinforcement materials such 
as carbon, Kevlar® and glass fibers [11]–[13]. Presently, the 
thermal properties of CFPCs have not been studied despite the 
advantages that can be offered. 
This study analytically investigates the thermal conductivity 
of AM CFPCs using two different printing techniques. The first 
method uses a commercial continuous fiber 3D printer to 
examine the effect of carbon fiber layers on overall thermal 
conductivity of the produced composite material. Secondly, a 
modified conventional FDM 3D printer was used which 
embeds continuous fibers within the printed structure. In the 
current stage, continuous metal wires are used as the 
reinforcing material. The goal of this work is to use high 
conductivity fibers such as continuous pitch-based carbon 
fibers and carbon nanotube yarns to produce highly conductive 
polymer composite structures.   
II. METHODOLOGY
Two 3D printing machines were used in this work. The first 
3D printer is the commercially available printer (MarkOne, 
MarkForged, Somerville, MA) which can print CFPCs using 
dual extruders, one for the polymer matrix and the other for 
continuous reinforcing fibers. Although Markforged printers 
can print different types of fibers such as carbon fibers, Kevlar 
and glass fibers with high reinforcement volumes, it is 
believed that the thermal conductivity of these fibers is 
relatively low compared to ultra-high conductive fibers such 
as the pitch-based carbon fibers . This will degrade the overall 
thermal conductivity of the CFPCs due to the existence of the 
polymer. On the other hand, the method described by Elsayed 
et al. [14] utilize an open-source, modified 3D printer with a 
single extruder combines polymer with more conductive 
continuous reinforcements such as Nickel chromium and 
copper wires within the printed structure. It may be possible to 
achieve higher overall thermal conductivity with the CFPCs 
printed with modified printer than the MarkForged 
components even with lower reinforcement volumes.  
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A. Samples Description 
1) MarkForged samples
To evaluate the thermal conductivity of CFPCs, six samples 
of different carbon fiber reinforcement volume fractions 
samples were designed and printed using a commercial CFPC 
printer (MarkOne, MarkForged, Somerville, MA) and Nylon as 
the base matrix. Figure 1 shows and example sample geometry, 
dimensions and fibers layer configuration. Sample geometry 
was created using computer aided design software (SolidWorks 
2017 SP4.0, Dassault Systems, and uploaded to the online 
based slicing software (Eiger 1.2, MarkForged, Somerville, 
MA). The software provides information about the total 
number of fibers and nylon layers in the printed samples which 
can be used to deduce fiber volume fraction (vf). Table 1 shows 
sample dimensions and predicted fiber volume fraction by the 
software. Fibers printing angle was set to zero degree while 
two build directions were used to investigate the thermal 
conductivity in the axial and transverse directions of the fibers 
(Table 1). The physical properties of the 0.375 mm carbon fiber 
filament manufactured by MarkForged were not provided by 
the supplier. However, it is assumed that the fiber filament is a 
combination of polyacrylonitrile (PAN) based carbon fibers 
and polymeric material that give the filament the apparent 
stiffness.  With this assumption, the mechanical properties and 
thermal conductivity of these fibers can be inferred. 
TABLE 1  SAMPLES DIMENSION AND FIBER VOLUME FRACTION 
Sample 
No. 
Sample dimensions 
(L x W x H) (mm) 
Fiber printing 
angle 
Fiber volume 
fraction (vf) % 
1 40 x 10 x 40 0 79 
2 40 x 10 x 40 0 55 
3 40 x 10 x 40 0 31 
4 40 x 40 x 10 0 76 
5 40 x 40 x 10 0 63 
6 40 x 40 x 10 0 51 
2) Modified printer samples
A FDM printer (Prusa i3, Prusa Research, Czech Republic) 
was modified to create CFPC components.  Six samples of 
CFPCs were designed using the method described by Elsayed 
et al [14] where Polylactic acid (PLA) filament (1.75mm, 
Spool 3d, Canada) was fused through the printing nozzle and 
combined with Nickel-chromium wires (75 um, McMaster Carr, 
Ohio, USA), copper wires (75 um, Remington Industries, 
Canada) and Pitch carbon fiber (Mitsubishi Chemicals Carbon 
Fiber and Composites, California, USA) to create CFPC 
samples. Figure 2 shows a Nickel chromium reinforced 
prototype sample with the geometry, dimensions and 
reinforcement configuration. The prototype sample was 
printed using 0.6 mm diameter nozzle, 0.4 mm layer height 
and 180 degrees Celsius printing temperature. Sample printing 
code was generated using a custom script (MATLAB, 
Mathworks, Natick, MA), where the printing angle was set to 
zero to investigate the thermal conductivity in the axial and 
transverse directions by changing the build direction of the 
samples. 
Table 2 shows samples dimensions and the nominal 
reinforcement volume fraction calculated from the input 
printing parameters. 
TABLE 2  SAMPLES DIMENSIONS AND REINFORCEMENT VOLUME FRACTION 
Sample 
No. 
Sample 
Dimensions 
(L x W x H) 
(mm) 
Reinforcement 
material 
Reinforcement 
printing angle 
Reinforcement 
volume 
fraction (vf) % 
7 40 x 10 x 40 Nickel 
chromium 
0 1.7 
8 40 x 10 x 40 Copper 0 1.7 
9 40 x 10 x 40 Pitch carbon 
fiber 
0 1.7 
7 40 x 40 x 10 Nickel 
chromium 
0 1.7 
10 40 x 40 x 10 Copper 0 1.7 
12 40 x 40 x 10 Pitch carbon 
fiber 
0 1.7 
B. Experimental setup 
Different apparatuses are being used for characterizing 
materials thermal conductivity based on different operating 
concepts. The steady state and the transient apparatuses 
families are the most commonly used. Based on the nature of 
the material being measured and the rang of the thermal 
conductivity, a convenient apparatus can be chosen. A steady 
state thermal test apparatus was used to assess the thermal 
conductivity of the CFPC samples.  The employed test rig 
belongs to the steady state category which mainly depends on 
Figure 1.  Carbon fiber reinforced sample (0-degree fiber printing angle) 
Left: sample with dimensions 40x40x25mm. Right: microscope image 
showing the continuous fiber. 
Figure 2.  Prototype sample for the modified printer Left: sample with 
dimensions 40x40x25mm. Right: microscope image showing the 
continuous reinforced metal wires.  
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transferring heat through the sample and measuring the 
resultant temperature difference across the sample at steady 
state conditions. Similar apparatuses were used for measuring 
thermal conductivity of thermal interface materials[15] and 
conductive polymers [16]. Fig. 3 shows that the apparatus 
consists of two sides; one for supplying the heat and the other 
one represents the sink. Each side consists of two isothermal 
blocks; one is the main one while the other working as a guard 
for it. The main block of the hot side has a dimension of 40 
mm x 40 mm x 6.35 mm while the guard one is 70 mm x 70 
mm x 15.7 mm and has a groove which allows the main to be 
fixed inside.  Its function is to guarantee that all the heat 
coming from the main heater is going into the sample and 
eliminate any losses from the main heater sides. This was done 
by tuning its power until reaching a temperature that follow 
the main heater temperature. Isothermal conditions for all 
parts were achieved by manufacturing them from copper 
material, k= 391.2 w/m k, to produce a uniform temperature 
field inside it. Moreover, this was validated using numerical 
simulation. The temperature of both blocks was observed at 
three different locations where each sensor from the main 
block is opposite to its analogous one from the guard block. It 
was postulated that the secondary power is convenient when 
the temperature difference between each pair did not exceed 
0.001 °C at steady-state. Also, it was assumed that the steady 
state conditions were reached when the time gradient of the 
temperature for each sensor is less than 0.00001.  
The cold side main block has a dimension of 40 mm x 40 
mm x 12, while the secondary one is 80 mm x 80 mm x 12 
mm. All the blocks and the sample are clamped together 
against a force gauge. The specimen was manufactured with 
small thickness to have a negligible heat loss from its side and 
to verify that the heat flow is one-dimensional. Furthermore, 
all parts were wrapped by silica aerogel insulating material 
having a thermal conductivity of 0.014 w/m k.  
The thermal conductivity is calculated using the Fourier 
conduction equation as follows; 
(1) 
where  is the tested thermal conductivity,  is the sample 
thickness,  is the cross-section area and is the 
temperature difference across the sample. 
III. MICROSCOPY
The internal structure of the CFPC samples was examined 
using stereo-microscope (MZ10 F, Leica, Concord, Ontario). 
Samples produced using the MarkForged 3D printer and 
modified printer were examined to investigate the difference 
between the reinforcement volume fraction given by the 
software and the actual reinforcement fraction assessed by 
image processing.  Fiber volume fraction measurements are 
necessary for accurate predication of the thermal and 
mechanical properties. The samples were sectioned 
perpendicular to the reinforcement axis using a high-speed 
abrasive cutting wheel. Thereafter, the samples went through 
four steps of grinding and polishing using 240, 400, 600 and 
1200/4000- grit silicon carbide discs to get a convenient 
surface for microscopy. Figure 4 shows the cross-sectional 
microscopy of the two samples showing reinforcement and 
polymer layers with the air voids existing due to the nature of 
FDM printing technique. Image processing was performed 
using image analysis software (ImageJ, National Institutes of 
Health, Bethesda, Maryland, USA) to measure reinforcement 
volume fraction across the two samples. For the MarkForged 
Sample no. 3 the analysis showed 46.7% of fiber volume 
fraction exist in the sample compared to 31% calculated using 
the Eiger software. For the custom metal reinforced samples, 
the analysis determined 1.48 % fiber volume fraction 
compared to 1.7 %calculated from the input printing 
parameters for the modified printer prototype sample. 
Figure 4.  Cross section microscopy of samples Top: 
MarkForged sample. Bottom:  Metallic reinforced CFPC 
sample 
Figure 3. Experimental setup for measuring the thermal conductivity. 
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Additionally, a single fiber filament (Carbon Fiber CFF, 
Markforged, Somerville, MA) used for printing the fiber 
layers in the Markforged samples was examined under the 
microscope to evaluate the percentage of the carbon fibers 
and the polymeric material. Figure 5 shows the filament 
cross-section at three different positions. It was noticed that 
the filament was not completely filled with fibers and that the 
fibers configuration within the filament is not fixed which 
strengthen the possibility that the fibers are not fully 
continuous inside the filament. Image processing was 
performed again and a value of 35.5% of fibers was found 
within the fiber filament. The value obtained reduces the 
overall fiber percentage predicted by the software and the one 
from the image processing of the sample cross section.  
IV. ANALYTICAL MODEL
Different analytical models are available for the prediction 
of composites material thermal conductivity [17]. Depending 
on the reinforcement shape, orientation and measurement 
direction, considerably accurate models can be deduced. One 
basic model for composites properties description is the rule of 
mixture.  
The reinforcement configurations addressed here are shown 
in Fig. 6.  Here the samples consist of continuous 
unidirectional reinforcements which allows the 
straightforward rule of mixture model to be used. This model 
describes composite properties as a function of constitutes 
properties and reinforcement volume fraction. For CFPCs, rule 
of mixture can take simple forms of parallel and series models 
shown in Eqs. 2  and 3, respectively. Where kc, kp and kf are 
composite, polymer and fiber thermal conductivity 
respectively while  is fiber volume fraction. The main 
limitation for the rule of mixture model in this case is over 
estimation that can occur due to the neglection of the 
interfacial resistances especially for the series model.  
  (2) 
(3) 
Constituents’ properties can greatly affect CFPCs overall 
thermal conductivity. Different reinforcement materials are 
applied to the model to study the effect of ultra-high 
conductive reinforcements such as copper and Pitch based 
carbon fiber on the overall thermal conductivity. Again, the 
carbon fiber provided by Markforged is believed to be PAN 
based with relatively low thermal conductivity compared to 
metal reinforcements. Assumed values for thermal properties 
provided from [18], [19]  shown in Table 3 are used in the 
thermal conductivity evaluation as there is insufficient 
information about the thermal properties from the suppliers. 
TABLE 3  MATERIALS THERMAL PROPERTIES [18], [19]  
Material Thermal Conductivity (W/m·K)
Nylon 0.3 [18] 
PAN Carbon fiber 8 [19] 
PLA 0.29 [18] 
Nickel chromium 13 [18] 
Copper 385 [18] 
Pitch carbon fiber 500 [19] 
V. RESULTS AND DISCUSSION 
Using the rule of mixture model described in Section IV, 
analytically predicted values for the overall thermal 
conductivity were obtained for both the commercial and 
modified 3D printers. Samples 1-3 and 7-9 thermal 
conductivity was predicted using the parallel model in “(2)” as 
the continuous reinforcement is parallel to the heat flow 
direction while the series model in “(3)” was utilized for 
samples 4:6 and 10:12 as the heat flows transversely through 
the reinforcement. Figure 6 shows the results for the 
Markforged samples described in Table 1. A maximum value 
of 6.42 W/m·K was found for sample no. 1 with 79% nominal 
fibers content when the thermal conductivity is predicted in 
the axial direction of the fibers. However, this value drops to 
2.8 W/m·K when the actual fiber content obtained from the 
fiber filament microscopy is used assuming that the matrix 
material in the filament has the same thermal conductivity as 
Nylon. As well, the thermal conductivity is predicted in the 
transverse direction where low thermal conductivity (1.13 
W/m·K) was obtained even with 76% nominal fibers content 
Figure 5. Carbon fiber filament cross-section at three 
different positions 
Figure 6. Parallel and series models 
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in sample no. 4. The modified printer samples, described in 
Table 2, showed higher thermal conductivity using copper 
wires and Pitch carbon fibers (samples 8 and 9) even with as 
low reinforcement volume fraction as 1.7% (Figure 7). This 
means that the modified printer is more convenient for 
creating increasingly conductive CFPCs. The overall thermal 
conductivity of the CFPCs made by the Markforged printers 
can be significantly improved if Pitch-based carbon fibers are 
used due to their high thermal conductivity. Meanwhile for the 
customized printer, further modification that can increase the 
reinforcement volume fraction will boost the overall thermal 
conductivity of the prints. For the experimental results, sample 
no. 1 was tested using the previously mentioned setup. A value 
of 1.84 W/m·K was found for the thermal conductivity. The 
deviation between the measured value and the value predicted 
by the model with actual fiber content is believed to be caused 
by uncertainty in the fibers grade and conductivity. 
Additionally, the possibility that the fibers are not fully 
continuous within the samples inferred from the filament 
cross-section in Figure 5 can cause the thermal conductivity to 
drop. Future work will focus on experimental testing of the 
rest of the samples to examine the compatibility of the 
analytical models with the printed samples and increasing 
fiber volume fraction of the modified printer to achieve higher 
thermal conductivity.   
Figure 7.  Overall thermal conductivity of the modified printer samples 
VI. CONCLUSIONS
CFPCs can be an attractive choice for thermal applications 
like heat exchangers by utilizing conductive fibers.  Additive 
manufacturing combined with fiber reinforcement can be used 
to generates sufficient heat transfer coefficients for thermal 
applications. The high overall thermal conductivity values 
showed in this study makes CFPCs comparable to moderate 
conductive metals such as stainless steel which make it 
convenient for heat exchanging applications especially for 
corrosive fluids. 
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Abstract— A first principle study is conducted to explore the 
phonon thermal transport in a buckled arsenene monolayer  
(𝞫-As) subjected to tensile strain. The results showed that the 
thermal conductivity first decreases with strains from 0% to 
1%, then it increases with strains from 1% to 5%, and finally it 
decreases with strains from 5% to 9%. The maximum thermal 
conductivity occurs at strain of 5%, which is 1.45 times higher 
than that of unstrained arsenene. Phonon properties are 
investigated to understand the causes of this thermal response 
to strain.  
First Principle; Arsenene; Strain; Thermal conductivity 
Phonon Properties 
I.  INTRODUCTION 
      Since the discovery of graphene, two-dimensional (2D) 
materials have attracted a great deal of attention. The 
appealing thermal [1] and electrical [2] properties  of graphene 
have motivated the scientific community to explore for other 
2D materials. This effort has resulted in many other 
nanomaterials added to the 2D family such as silicene, 
germanene, boron nitride (BN) and transition metal 
dichalcogenides (TMDCs) [3,4]. Very recently, group-VA 
monolayers such as phosphorene (P), arsenene (As), 
antimonene (Sb) and bismuthene (Bi) have attracted 
significant attention. As opposed to graphene that does not 
have a band gap, group-VA monolayers have band gaps in the 
range of 1-2.5eV [5,6,7], making them intriguing for 
electronic and optoelectronic applications. From a thermal 
point of view, materials of this family have a much lower 
thermal conductivity than graphene [8], making them more 
suitable for thermoelectric applications. There are two possible 
atomic structures for these materials: buckled (known as 𝞫) 
and puckered (known as α).The thermal conductivity of 
buckled structure is isotropic while the puckered structure has 
a highly anisotropic thermal conductivity in the zigzag and the 
armchair directions [8]. The focus of this paper is on buckled 
structures. Figure 1 shows a schematic of the group-VA 
buckled structure, in which atoms are arranged on a 
honeycomb lattice similar to graphene, with two atoms per 
unit cell. What makes these structures different from graphene 
is the non-zero buckling height d between two atomic planes 
(Fig. 1). The minimum and maximum value of d are exhibited 
by  𝞫- phosphorene and 𝞫- bismuthene, respectively.  
Figure 1. Lattice structure of group-VA monolayers: (a) unit cell (b) a 7×7×1 
supercell (c) side view of the supercell. All atoms are the same kind, any of 
the group-VA elements (P, As, Sb or Bi). Different colors are used to show 
atoms in the upper and lower planes. 
      Apart from the value of accurately predicting the thermal 
conductivity of these novel materials, it is of paramount 
importance to understand how to tune the thermal 
conductivity. For that, it is necessary to investigate the thermal 
transport from a phonon transport perspective. 2D materials 
are commonly subjected to residual strains in real applications, 
and it is well known that strain has a considerable effect on the 
phonon properties and the thermal conductivity of 2D 
materials. Many studies have been conducted on the effects of 
strain on 2D materials such as graphene, stanene, germanene 
and silicene [1,9]. These studies revealed that tensile strain 
might increase or decrease the thermal conductivity. Also, 
tensile strain increases the dependency of the thermal 
conductivity to sample size. Zhang et al. [10] studied the effect 
of strain on phonon transport of 𝞫-Sb based on Boltzmann 
transport equation (BTE) under single relaxation time 
approximation (RTA) [11]. They considered strains ranging 
from -6% to 6%. Based on their results, the buckled structure 
of 𝞫-Sb is not stable for strains less than -1%. For strains from 
-1% to 6%, they found that the thermal conductivity increases 
by increasing strain. For instance, the thermal conductivity of 
𝞫-Sb under tensile strain of 6% is about three times higher 
The authors would like to acknowledge support from the Natural Science 
and Engineering Research Council (NSERC) of Canada.  
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than that of unstrained structure. However, there are still 
intriguing questions that need to be answered. For example, is 
the variation of the thermal conductivity with strain similar in 
other group-VA 2D materials? What will be the effect of 
higher tensile strain values on the phonon properties and 
thermal conductivity of other members of the group-VA 
family? In this work, we address these questions investigating 
the thermal properties of 𝞫-As, using a rigorous first-principle 
density functional theory (DFT) approach. We considered the 
effect of tensile strain (0-9%) on the thermal conductivity and 
phonon propertied of 𝞫-As. The rest of this paper is organized 
as follows: Section II discusses the computational approach, 
Section III presents the harmonic and anharmonic phonon 
properties for different strain levels. Finally, Section IV 
summarizes the key findings. 
II. COMPUTATIONAL APPROACH
      The methodology here is based on a full solution of the 
BTE [11]  . Having the harmonic and anharmonic interatomic 
force constants (IFCs), the BTE can be iteratively solved for 
the three-phonon scattering lifetime 𝜏𝜆 of different phonons. 
Then, the thermal conductivity along the 𝛼 direction, 𝜅𝛼𝛼, is 
𝜅𝛼𝛼 =
1
𝐴ℎ
∑ ℏ𝜔𝜆
𝜕𝑛𝜆
0
𝜕𝑇𝜆(𝒌,𝑝)
𝑣𝜆
𝛼𝑣𝜆
𝛼𝜏𝜆
where 𝜆(𝒌, 𝑝) shows a phonon mode with 𝒌 being the phonon
wave vector and 𝑝 the polarization branch, A is the unit cell 
area,  is the thickness of the material, 𝜔 is the phonon 
frequency, 𝑇 is temperature, 𝑣𝜆𝛼 is the phonon group velocity 
in the direction 𝛼, and 𝑛𝜆0 is the phonon occupation number 
given by the equilibrium Bose-Einstein distribution.  
The DFT calculations were conducted by the QUANTUM 
ESPRESSO (QE) package [12] with projected augmented 
wave (PAW) pseudopotential and generalized gradient 
approximation (GGA) exchange-correlation. First, the 
structure is fully optimized to obtain the relaxed lattice 
constant. We used an electronic wave-vector grid of           
25 × 25 × 1 for the Brillouin zone (BZ) integration, and the 
plane-wave cutoff was set to 70Ry. We also considered a 
vacuum of 20 Å between 𝞫-As monolayers to avoid 
interaction between adjacent layers. The relaxed lattice 
constant and buckling height of 𝞫-As is found to be 𝑎0=3.61Å
and d=1.40Å, respectively (Fig 1). These values are in 
excellent agreement with previously reported values in [8,13]. 
Then, the percentage of applied strain is defined as 
𝜖 =
𝑎−𝑎0
𝑎0
× 100    (2) 
where 𝑎 is the lattice constant of the strained structure. Strains 
values studied here are 0%, 1%, 3%, 5%, 7% and 9%. For 
each value of strain, the phonon calculations are performed on 
a phonon wave-vector grid of 7×7×1. The anharmonic IFCs 
were calculated based on supercells, using a finite-difference 
method within the thirdorder package[11]. We used a 5×5×1 
supercell, and atomic interactions were considered up to the 
tenth nearest neighbor. Finally, the thermal conductivities are 
calculated using ShengBTE code [11] on an 80×80×1 phonon 
wave-grid vector. Rigorous convergence tests with respect to 
all DFT settings implemented here showed that using the 
parameters described above led to fully converged phonon 
properties and thermal conductivities. 
      Based on Eq. (1), the thermal conductivity depends on the 
thickness h of the unit cell. However, the definition of h is 
controversial among 2D materials. Here, the value of h is 
considered the same as the length of the unit cell along the z 
direction, i.e., 20Å, the same strategy as previously used in 
[10]. 
III. RESULTS AND DISCUSSION
      Figure 2 shows the variation of the lattice thermal 
conductivity of 𝞫-As with strain (0-9%) at 300K. The thermal 
conductivity first decreases with strains from 0% to 1%, and 
then it increases with strains from 1% to 5%. For 5% of strain, 
the thermal conductivity exhibited its maximum value, which 
was 1.45 times higher than that of strain 0%. This critical 
value of strain that resulted in a maximum conductivity, was 
also observed in silicene, germanene and stanene [9]. Thermal 
conductivity reduction occurs for strain values higher than 5%. 
In contrast to what was found in Ref. [10], an increase in the 
thermal conductivity of 𝞫-Sb from 0% to 1% of strain, we 
found here that the thermal conductivity of 𝞫-As slightly 
decreases from 0% to 1% of strain. Moreover, in Ref. [10], the 
authors did not consider strain percentages higher that 6%. 
Based on our results, we conclude that the thermal 
conductivity response of group-VA 2D materials to strain may 
differ although they are similar in structure. Also, considering 
a wider range of strain (in the elastic region) is necessary to 
obtain a comprehensive picture of the thermal response of 2D 
materials to strain. Figure 3 shows the variation of the thermal 
conductivity of 𝞫-As for temperatures in the range of 200 to 
1000 K. The relative difference of the thermal conductivity 
between 0% and 5% of strain decreases from 49% at 200K to 
43% at 1000K. 
      Now, we analyze the harmonic and anharmonic phonon 
properties to shed light into the mechanism responsible for the 
thermal conductivity variation of 𝞫-As with strain. Harmonic 
properties such as phonon dispersion and phonon group 
velocity govern the thermal transport in nanomaterials. As an 
example, the anisotropic thermal conductivity of puckered 
phosphorene and arsenene (α-P and α-As) is directly related to 
the anisotropic group velocities near the center of BZ [14, 15]. 
Fig. 4 illustrates the phonon dispersion curve along highly  
(1 )  
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 symmetric directions of the Brillouin zone for strains from 0% 
to 6%. There are two atoms in the unit cell 𝞫-As. Thus, there 
are six phonon branches: three acoustic modes called ZA, TA 
and LA; and three optical modes. Fig. 4 shows that increasing 
strain has not identical effects on different phonon modes. For 
example, as strain increases the ZA mode becomes more linear 
(higher phonon frequencies), and the LA mode exhibits a 
lower slope (lower phonon frequencies). The TA mode is less 
affected by strain compared to LA and ZA. Optical modes are 
also affected by strain. All optical modes become lower for 
higher strains. The same effect was also observed in graphene, 
silicene, stanene, germanene, and 𝞫-Sb [1,9,10].  
The group velocity of a phonon mode is defined as the 
derivative of the phonon frequency with respect to the wave 
vector. Based on Eq. (1), the thermal conductivity has a strong 
dependence on the group velocity. We present the group 
velocity of all phonon modes for strain values of 0%, 3%, 5% 
and 7% in Fig. 5. In correlation with the responses of the 
phonon dispersion branches, the strain does not have the same 
impact on the group velocities of different phonon modes. 
Regarding the ZA mode, the group velocity near the center of 
the BZ increases with increasing strain. The group velocity of 
the ZA near the Γ-point is 0.36 km/s for strain 0% and 
increases to 1.30 km/s as strain increases to 7%. However, this 
is not the case for higher phonon frequencies of the ZA mode. 
As shown in Fig. 5, phonon group velocities of the ZA mode 
decreases as strain increases from 0% to 7%. Based on Eq. (1), 
this effect reduces the thermal conductivity. Considering the 
TA mode, the group velocity decreases near the Γ-point as 
strain increases. The group velocity is 3.07 km/s in unstrained 
𝞫-As, and it is 2.68 km/s for strain of 7%. For other 
frequencies of the TA mode, considerable changes are not 
observed.  
The reduction in group velocities as strain increases is 
also observed in the LA modes in Fig. 5. Unstrained 𝞫-As has 
the highest group velocities which decrease with increasing 
strain. In consequence, one could infer that the trend observed 
in group velocities of the acoustic modes leads to smaller 
thermal conductivities as strain increases. Group velocities of 
the three optical modes generally increases as strain increases, 
which is more obvious in the first two optical modes. 
However, since the group velocities of optical modes are 
smaller in magnitude than those of acoustic modes, it is 
predicted that the most important contribution in thermal 
conductivity of 𝞫-As comes from acoustic phonon modes. 
Therefore, regarding the group velocities, strain has a 
decreasing effect on thermal conductivity, as previously 
reported for  𝞫-Sb[10].  
      The other phonon property that has a crucial role in 
determining the thermal conductivity of a material is the 
phonon lifetime. Based on Eq. (1), higher phonon lifetimes 
result in higher thermal conductivities. The phonon lifetime of 
the acoustic and optical modes obtained from the iterative 
solution of BTE is plotted in Fig. 6. Since optical modes have 
smaller phonon lifetimes and group velocities than acoustic 
phonon modes, here we limit our discussion to the acoustic 
modes. Considering the ZA mode, the phonon lifetimes of the 
low-frequency phonons at 0% of strain are the highest. As 
shown in Fig. 6, the ZA mode of the unstrained structure has 
higher phonon lifetimes in the low-frequency region while the 
phonon lifetimes for 3%, 5% and 7% of strain in the same 
region are almost the same. However, the situation is different 
in the high-frequency region. As the strain increases from 3% 
to 5%, the phonon lifetimes of the ZA mode increases. To 
summarize, in the low-frequency region, the unstrained 
structure has the highest lifetimes among all strains 
considered. In the high-frequency region, 7% and 5% strains  
Figure 2. Strain variation of the thermal conductivity of 𝞫-As with 
strain at 300K. 
Figure 3. Variation of the thermal conductivity of 𝞫-As with 
temperature for different strain levels. 
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result in higher phonon lifetimes than 1%, which in turn 
exhibits higher lifetimes than 3%. The situation is different in 
𝞫-Sb [10], were the phonon lifetimes of the ZA mode were 
found to increase as strain increases from -1% to 6%, both in 
the low- and the high-frequency region. Regarding the TA and 
LA phonon modes, the phonon lifetimes increased as strain 
increased, except for the 0% and 3% strains, with 3% resulting 
in lower lifetimes than 1%. Overall, for all strain levels 
considered here, as strain increases, the phonon lifetimes of 
TA, LA and high-frequency ZA modes also increase. The only 
exception is for 3% strain, which resulted in lower lifetimes 
than those for 0% in all acoustic modes. Based on what has 
been discussed in this section, there is an interplay between 
group velocities and phonon lifetimes as strain increases. 
Group velocities are lower at higher strains, while phonon 
lifetime increases with increasing strain. This interplay is the 
main reason for the up and down variation of the thermal 
conductivity versus strain in buckled Arsenene. 
IV. CONCLUSION
In this work, strain effects on the phonon properties and 
thermal conductivities of buckled arsenene have been 
investigated. Six different strains have been considered 
ranging from 0% to 9%. We found that thermal conductivity 
decreases as strain increases from 0% to 1%, then it increases 
for strains in the range of 1% to a critical value of 5%. 
Afterward, it decreases for strains between 5% and 9%. 
Harmonic and anharmonic phonon properties have been 
analyzed to understand the causes of this variation. We 
observed that the cause of this variation is the interplay 
between the responses of the group velocities and phonon 
lifetimes of the acoustic modes to strain. The variation of the 
thermal conductivity of buckled arsenene with strain is  
different than that observed in other materials of the same 
family, such as buckled antimonene. This study revealed that 
tensile strain can have different effects on different 2D 
materials, even if they belong to the same family with similar 
structure. 
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Figure 4. The phonon dispersion of buckled arsenene for different values of tensile strain. 
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Figure 5. The phonon group velocity of acoustic and optical modes for strains of 0%, 3%, 5% and 7%.
Figure 6. The phonon lifetime of acoustic and optical modes for strains of 0%, 3%, 5% and 7 
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Abstract— Herein we present the design of infrared mirror 
coatings for the enhanced performance of incandescent 
lighting. We consider single and stacked dielectric mirrors 
comprised of alternating layers of TCO and SiO2 nanoparticle 
films to function as infrared mirrors that reduce heat losses in 
incandescent lights. In this work, thin-film theory was 
employed to develop MATLAB code that calculates the 
reflectance and transmittance spectra of dielectric mirrors. In 
order to validate the MATLAB code, we compared our results 
to experimental results reported in the literature as well as 
results calculated using COMSOL Multiphysics software. Our 
results show that an infrared dielectric mirror coated onto the 
glass bulb of an incandescent light can increase its efficiency 
by ~32 %. However, stacked dielectric mirror coatings prevent 
a significant portion of visible light from transmitting through 
the glass bulb, and consequently decrease the efficiency of 
incandescent lights by ~46 %. 
Keywords- Infrared Reflectors; Thin-films; Nanoparticle Films; 
Lighting Technology; Optical films 
I.  INTRODUCTION 
Since the invention of early commercial light bulbs in 1880 
by Thomas Edison1, they have been used widely as a main 
source of illumination. By heating a filament wire covered by a 
glass bulb, the incandescent light bulb produces light. Usually 
the glass bulb is occupied by an inert gas to prevent the 
filament from burning.2 However, incandescent lights are being 
replaced by a new generation of more efficient lights, such as 
light-emitting diodes.3 One way to improve the efficiency of 
incandescent light bulbs is to reduce their radiative heat losses 
by preventing them from emitting near-infrared light. Herein 
we consider the design of an optical coating that achieves high 
reflectance in the near-infrared region and high transmittance in 
visible region. This can be achieved by using either a 
dielectric/metal film stack,4,5 a dielectric multi-layered film,6 or 
metallic photonic band gap (PBG) structures7.  In this study, we 
focus on a dielectric mirror (often referred to as a Bragg-
reflector or one-dimensional photonic crystal) comprised of 
alternating layers of transparent conducting oxide (TCO) and 
SiO2 nanoparticle (NP) films with indices of refraction of n=2 
and n=1.3, respectively. In previous work dielectric mirrors 
comprised of alternating layers of TCO and SiO2 NP films 
have been designed to selectively reflect light strongly over one 
spectral region while being highly transmissive over other 
spectral regions. These dielectric mirrors have been used as 
semi-transparent reflectors in “see-through” and multi-junction 
silicon-based photovoltaic cells.8,9 Furthermore, in order to 
expand the width of the spectral region over which the 
dielectric mirror reflects light, one can fabricate a coating 
comprised of two stacked dielectric mirrors.10 In this work we 
calculate and compare the efficiency of incandescent mirrors 
for the case in which the glass bulb is (1) bare, (2) coated with 
a dielectric mirror with a peak reflection in the infrared region 
and (3) coated with stacked dielectric mirrors that exhibit an 
extended reflection peak in the infrared region.    
II. METHOD
A dielectric mirror is comprised of alternating films with a 
higher (denoted as H) and lower (denoted as L) index of 
refraction.  Thin-film theory can be used to calculate the 
infrared reflectance and visible light transmittance for a 
dielectric mirror11 using the refractive indices and layer 
thickness of the films within the dielectric stack as input. The 
theory uses matching boundary conditions for Maxwell’s 
equations, and more information is available in the literature12. 
Using thin-film theory, and with reference to Figure 1, the 
reflectance, R, and transmittance, T, at a surface are provided 
by Equations 1 and 2, respectively.  
    (1) 
      (2) 
Figure 1.  Transmittance and Reflection at an interface between two media 
Incident Reflected 
Interface 
Transmitted 
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Where  is the amplitude of the reflection coefficient,  
represents the admittance of the incident medium and Y is the 
admittance of the medium. Also,  denotes the real part of Y 
in the Equation 2. However, Equations 1 and 2 are valid only 
for normal incidence. For the case of oblique incidence, one 
can define p-polarized and s-polarized light which are electric 
vectors parallel and perpendicular to the plane of incidence, 
respectively (Figure 2). Consequently, the new expressions will 
be defined with the tilted admittance for s-polarized and p-
polarized light as in Equations 3 and 4: 
  for s-polarized light    (3)   
       for p-polarized light   (4) 
Figure 2.  P-polarized and s-polarized light based for oblique incidence.  
A. Matlab Code Validation 
We developed a MATLAB code, based on the methods 
described in the previous section, that calculates the reflectance 
and transmittance spectra of dielectric mirrors. To validate the 
code we calculated and compared the reflectance and 
transmittance of dielectric mirrors to those studied in the 
literature. For example, we calculated the reflectance from a 
dielectric mirror comprised of nine layers of polystyrene and 
tellurium and the results are compared to experimentally 
measured results12 in Figure 3. We also calculated the 
transmittance of dielectric mirrors comprised of alternating 
layers of indium-tin oxide (ITO) and SiO2 nanoparticle films 
and compared our results to experimentally measured results10. 
As shown in Figure 4, the reflectance and transmittance spectra 
calculated using our MATLAB code provide a good 
approximation to those reported in the literature. Discrepancies 
between the calculated and experimentally measured spectra 
shown in Figures 3 and 4 are attributed to differences between 
the thickness or index of refraction values used in the 
experiment as compared to the values assigned to parameters in 
the analytical method. We also compared reflectance and 
transmittance spectra calculated using our MATLAB code and 
COMSOL Multiphysics software (version 5.3), which offers 
two separate modules that can be used for thin-film 
calculations (Ray Optics and Wave Optics). The results from 
our MATLAB code are compared with those from COMSOL 
in Figures 5 and 6. The results from both ray optics and wave 
optics modules agree well with those of the MATLAB code. 
III. DIELECTRIC MIRROR DESIGN
We design a one-dimensional dielectric mirror (otherwise 
referred to as a Bragg-reflector) to function as a coating for an 
incandescent light bulb that internally reflects infrared radiation 
back towards the light filament to reduce radiative heat losses. 
The term “one-dimensional” in our case refers to the fact that 
there is no variation in the dielectric function, ε, along 
directions excluding (z). 14 In this report, TCO (n=2) is 
assumed to be the high index of refraction film, represented by 
H, and a SiO2 NP film (n=1.3) is assumed to be the low index 
of refraction film, which is represented as L in the stacking 
sequence shown in Figure 7.    
Figure 3.  Experimentally measured and calculated (MATLAB code) 
reflectance spectra of a dielectric mirror comprised of nine layers of 
polystyrene and tellurium11. 
Figure 4.  Experimentally measured and calculated (MATLAB code) 
transmittance spectra of dielectric mirrors comprised of alternating layers of 
ITO and SiO2 nanoparticle films8. 
Figure 5.  Transmittance of a dielectric mirror comprised of alternating layers 
of TCO and SiO2 nanoparticle films calculated using our MATLAB code and 
COMSOL Multiphysics software (five layers of TCO and SiO2 with 
thicknesses of  60 and 90 nm, respectively ). 
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Figure 7 shows a dielectric mirror with a stacking sequence 
of [HLH]10 where H and L represent the TCO and SiO2 NP 
films, respectively. As discussed in the following section, the 
thicknesses of the TCO and SiO2 films were chosen such that 
the spectral position of the reflectance peak minimizes the 
radiative heat losses from the incandescent bulb. 
Figure 6.  Reflectance spectra from a dielectric mirror comprised of 
alternating layers of TCO and SiO2 nanoparticle films calculated using our 
MATLAB code and COMSOL Multiphysics software (five layers of TCO and 
SiO2 with thicknesses of  73 and 257 nm, respectively ). 
Figure 7.  A one-dimensional dielectric mirror comprised of alternating 
layers of TCO and SiO2 films. This dielectric mirror is coated onto glass. 
A. Light Bulb Blackbody Radiation Spectrum 
Herein we assume the spectral distribution of radiation 
emitted from an incandescent bulb approximates that of a 
blackbody at a temperature of 3300 K, which is the operating 
temperature of an incandescent light bulb filament15. As can be 
seen in the Figure 8, the highest intensity emitted from a 
blackbody at a temperature of 3300 K occurs at a wavelength 
of 880 nm, and therefor we choose this as the reference 
wavelength for the Bragg-peak position of the dielectric mirror. 
It follows that the thicknesses of the TCO and SiO2 
nanoparticle films in a quarter-wave stack with a reflectance 
peak wavelength of 880 nm is 110 nm and 169.5 nm, 
respectively. Considering the dielectric mirror with a stacking 
sequence of [HLH]10 shown in Figure 7, the values of H and L 
would be 55 nm and 169.5 nm, respectively. The superscript 
‘10’ indicates that the [HLH] stacking sequence is repeated 10 
times; in this case the uppermost and bottommost films are 55 
nm thick TCO films, which act as optical matching layers that 
reduce reflection outside the Bragg-reflection peak. 
B. Results 
The reflectance spectrum for the [HLH]10 stack comprised 
of 110 nm thick TCO films and 169.5 nm thick SiO2 NP films 
is shown in Figure 9. This reflectance spectrum exhibits a 
strong reflectance peak with a full-width at half-maximum of 
360 nm, starting at 770 nm and ending at 1030 nm, and a 
maximum reflectance value of ~100% in the spectral vicinity 
of 880 nm. The other spectral regions, including the visible and 
infrared, show some fluctuations with the reflectance value 
below 30% over most of these regions. As shown in Figure 8, a 
large portion of the radiation emitted from a blackbody at a 
temperature of 3300 K is emitted with a wavelength greater 
than 1030 nm. In order to extend the high reflectance values for 
the quarter wave stack shown in Figure 9 to wavelengths 
beyond 1030 nm, one can stack a second dielectric mirror onto 
the original dielectric mirror, which will be discussed in the 
next section.  
Figure 8.  Radiation spectrum for a blackbody at a temperature of 3300 K. 
Figure 9.  Reflectance spectrum for a quarter-wave stack comprised of 
alternating layers of TCO and SiO2 NP films with thicknesses of 110 nm and 
169.5 nm, respectively. 
IV. DOUBLE BRAGG REFLECTOR DESIGN AND
CORRESPONDING RESULTS 
The reflectance spectra shown in Figure 9 can be extended 
to wavelengths greater than 1030 nm by stacking the initial 
dielectric mirror, which has a peak reflection wavelength of 
880 nm, with a second dielectric mirror that has a different 
reflection peak position. The stacked dielectric mirrors, shown 
in Figure 10 and referred to as a ‘double stack’, can be 
designed with a layered configuration denoted as 
[hLh]10[HLH]10. In this notation [HLH]10 represents the initial 
quarter-wave stack comprising 10 bilayers with L= 169.5 nm 
thick SiO2 NP films and H = 55 nm thick TCO films. The 
second dielectric stack, denoted as [hLh]10, is also comprised of 
TCO and SiO2 films, although the thickness of the TCO films 
TCO SiO2 
Glass Air 
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have been increased to 169.5 nm (with h = 84.75 nm) to move 
the reflection peak position further into the infrared spectral 
region. The maximum Bragg-peak reflectance wavelength for 
the [hLh]10 stack is λp=2.(tL·nL+tH.nh) ≈
2×(169.5nm·2+169.5nm·1.3)≈1119 nm. 
Figure 10.  The one-dimensional multilayer film used for the single Bragg 
reflector design 
The reflectance spectra calculated using our MATLAB code 
for the single and double-stacked dielectric mirrors are shown 
in Figure 11. The double-stacked dielectric mirror is strongly 
reflecting over a broad spectral region extending beyond 800 to 
1200 nm. We determine the amount of radiant power emitted 
from the incandescent light by multiplying the blackbody 
radiation spectra from the light filament with the transmission 
spectra of the glass bulb for the cases in which it is bare, coated 
with a single dielectric mirror and coated with the stacked 
dielectric mirror, and the results are shown in Figure 12.      
Figure 11.  Reflectance spectrum for the “double stack” comprised of 
alternating layers of TCO and SiO2 NP films with a  [hLh]10[HLH]10 stacking 
sequence 
Figure 12.  The radiation spectra for a blackbody at a temperature of 3300 K 
(blue curve) and the intensity of radiation emitted from a blackbody that is 
transmitted through the [HLH]10 Bragg reflector and the “double-stack” with a  
[hLh]10[HLH]10 stacking sequence. 
V. LIGHT BULB EFFICIENCY      
The lumens emitted from a light bulb with a filament at a 
temperature of 3300 K for the case in which the glass bulb is: 
bare, coated with the [HLH]10 quarter wave stack, or coated 
with the “double-stack” with a [hLh]10[HLH]10 stacking 
sequence, are shown in Figure 13. For each of these cases, the 
transmitted irradiance of the light bulb was multiplied by the 
CIE 1978 eye sensitivity function17 to determine the 
transmitted lumens18. The lumens transmitted for the case of 
the stacked dielectric mirror is a lot less than the lumens 
transmitted for the case of the bare glass bulb or single 
dielectric mirror coating. The corresponding values are equal to 
9.51, 8.785 and 3.44  for the case the bare lightbulb, 
the single dielectric mirror and the stacked mirror, respectively. 
Figure 13.  The lumens emitted from a light bulb with a filament at a 
tempeature of 3300 K for the case in which the glass bulb is: bare (blue 
curve), coated with the [HLH]10 quarter wave stack (red curve), or coated with 
the “double-stack” with a  [hLh]10[HLH]10 stacking sequence. 
In this work we assume the temperature of the filament in 
the incandescent light is 3300 K, regardless of what coating is 
applied to the bulb. However, the power consumed by the 
filament to reach a temperature of 3300 K depends on the 
optical coating applied to the glass bulb. The efficiency of the 
bulb can be estimated using Equation 5. 
  (5)   
Where the power in the denominator is the total radiant 
power emitted by the light over all spectral regions, and Φ is 
the power of light emitted in the visible spectral region. It 
follows that the efficiency of the incandescent light bulb for the 
case in which the glass bulb is bare is 4.47%. Moreover, this 
efficiency can be increased to 5.89% by coating the glass bulb 
with the dielectric mirror comprised of TCO and SiO2 NP films 
with a [HLH]10 stacking sequence and a Bragg-reflectance peak 
position of 880 nm. However, the efficiency decreases to 
2.97% if the glass bulb is coated with the “double-stack” with 
the [hLh]10[HLH]10 stacking sequence. 
VI. CONCLUSION
In this work we presented the design of a dielectric mirror 
coating that improves the efficiency of incandescent light 
bulbs. The dielectric mirror is comprised of alternating layers 
of TCO and SiO2 NP films with indices of refraction of 2 and 
1.3, respectively. The thicknesses of these TCO and SiO2 are 
Air Glass 
SiO2, thickness: 169.5 nm TCO, thickness: 55 nm 
TCO, thickness: 84.75 nm 
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set such that the dielectric mirror has a peak reflectance value 
at the same wavelength as the maximum of the radiation 
spectrum of the filament within the incandescent bulb. For 
example, we considered a filament operating temperature of 
3300 K, which has a radiation spectrum peak value of 880 nm, 
and the dielectric mirror was designed such that its peak 
reflectance value is also at 880 nm. Our results show that the 
dielectric mirror coating increases the efficiency of the 
incandescent light by ~32 %.  
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Composite Heat Sink LED Cooling 
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Abstract  Metal coating of 3D printed polymers is an 
attractive proposition for thermal dissipation of light emitting 
diodes, due to its high efficiency and markedly lower material 
costs than conventional aluminum heat sinks. Efficient thermal 
cooling of light emitting diodes is essential in maintaining 
electronic and optical performance. The thermal performance 
of three heat sink designs were experimentally investigated for 
three applied heat fluxes (0.5-1.5 W cm-2). The results show that 
metal coating of the polymer heat sinks enables significant heat 
transfer enhancement of 37% over the uncoated case. The 
inclusion of an aluminum insert into the base of the composite 
heat sink design, in tandem with the zinc coating reduced on 
chip temperatures by 27% over the zinc coated case for the 
greatest applied heat flux. 
Keywords: Light emitting diode; Heat transfer; Metal spray 
coating; Composite heat sink 
I. INTRODUCTION 
Light emitting diodes (LEDs) are a fast devloping 
technology due to their high energy efficiency, long lifecycle, 
environmental benefits and optical performance [1-5]. LED 
lighting uses 75% less energy their incandescent or fluorescent 
counterparts [6]. 70% of the total energy consumed by an LED 
light is emmitted as heat. Effective thermal dissipation of LED 
devices is crucial in maintaining luminous performance and 
extending a LEDs lifespan [6, 9-12]. Numerous authors haven 
investigated the thermal disipation of LED devices both 
experimentally [3, 10, 13-15] and numerically [16-21].  
Conventional aluminum heat sinks that are used to passively 
cool LED chips are thermally inefficient. A thermal resistance 
bottleneck exist at the gas-solid interface (R2) (Figure 1) which 
is significantly larger than the thermal resistance from the LED 
through the aluminium solid (R1). Metal coating of 3D printed 
polymers enables the matching of thermal resistances (R1 = R2) 
by controlling the thickness of the coated metal, with the 
polymer substrate acting as a structural component. 3D printing 
also enables inovative heat sink design, which is not limited by 
the manufacturing processes of traditional heat sinks. 
 This research endevours to be the first to experimentally 
investigate low power LED cooling using composite heat sinks. 
This was achieved using three heat sink designs tested across 
three applied heat fluxes (q//gen). This methodology was 
employed to characterise the thermal dissipation enhancement 
due to the zinc coating and to demonstrate the technology 
viability for future adaptation in cooling low power LED 
devices.  
II. EXPERIMENTAL APPARATUS AND DATA REDUCTION
The experimental apparatus consists of three primary 
components; the composite heat sink, pseudo LED heater pad 
and the data acquisition system. A schematic of the apparatus is 
shown in Figure 2. 
A. Composite heat sink 
Figure 1. LED cooling thermal resistance diagram. Figure 2. Schematic of the experimental facility. 
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 The three heat sink designs are shown in Figure 3. The 
design is based on a commercial LED heat sink (Aavid, P/N: 
NX300159) and they were fabricated using a Stratasys uPrint 
3D printer (P/N: 680-50105-D). The heat sinks have a 
maximum diameter of 132 mm and a height of 42 mm. An eight 
fins design was implemented to optimize the uniformity of the 
zinc coating thickness. Each fin measures 41.4 x 42 x 1.5 mm3 
before the zinc coating is applied. The first heat sink (Figure 3a) 
is an uncoated Acrylonitrile Butadiene Styrene (ABS, k = 0.25 
W m-1 K-1 -3, T P/N: P430) design. The second 
(Figure 3b) heat sink consists of ABS coated in zinc. The final 
design is zinc coated ABS with an aluminum insert (5 mm thick, 
41.3 mm in diameter) incorporated into the base of the heat sink 
(Figure 3c).  
A Wire-arc spraying system (ValuArc, Sulzer Metro Inc.) 
was employed in coating the 3D printed heat sink designs with 
zinc (Sulzer Metro Inc., k = 116 W m-1 K-1 -3, 
P/N: 1031592). In wire-arc spraying an electric arc is struck 
between the tips of two continuously fed wires to melt them. A 
high velocity air jet strips the molten metal from the wires and 
create a spray of droplets that impact on the substrate. Zinc was 
chosen due its high thermal conductivity and its relatively low 
melting pointing (420°C). This ensured that the polymer heat 
sinks were not damaged during the coating process. A list of the 
relevant heat sink properties are outlined in Table 1. 
Table 1. Heat sink properties 
Heat sink design ABS ABS-Zn ABS-Al-Zn 
Initial mass [g] 32.4 32.5 50.3 
Coated mass [g] 32.4 117.1 140.9 
Average coating 
thickness [um] 0 268 271 
B. Experimental facility 
The applied heat flux was generated using a thermal heating 
pad (Mcmaster-Carr, 25.4 x 25.4 x 5 mm3, P/N: 35765K14) 
(See Figure 1). The thermal pad is attached to the base of each 
heat sink using thermally conductive tape (3M, P/N: 1-5-8810) 
and is clamped to a fixed pressure of 265 kPa using a torque 
screwdriver (Mcmaster-Carr, P/N: 5716A21). The thermal pad 
is insulated from the clamp using 10 mm thick Cryogel z (Aspen 
aerogel, 25.4 x 25.4 x 5 mm3, k = 0.014 W m-1 K-1) as shown in 
Figure 1. The heat sink assembly is mounted 150 mm from the 
ground using a 3D printed stand to ensure unobstructed air flow 
during testing. A 1.6 mm hole is drilled in the center of the base 
each heat sink, to facilitate measurement of the heat sink base 
temperature (Tb) during testing. T-type thermocouples (Omega, 
P/N: FF-TI-20) are used to measure the base temperature and 
the ambient surrounding temperature (T ). Temperature 
measurement are acquired using an Omega DAQ (P/N: OMB-
DAQ-56). 
C. Experimental testing and analysis 
Experiments were conducted at atmospheric pressure and 
room temperature after steady state conditions were reached. 
The applied heat flux ranged between 0.5-1.5 W cm-2 in 
increments of 0.5 W cm-2. It is assume that all of the generated 
theral energy is dissipated by the composite heat sink. 
Temperature data was averaged over a 15 minute period once 
steady state conditions had been achieved. 
D. Experimental uncretainty 
The experimental uncertainty for all parameters was 
implemented using the methodology outlined by Kirkup and 
Frenkel [22]. A list of the relevant parameter and their 
associated percentage uncertainty (PU) is outlined in Table 2. 
All listed values are to a 95% confidence level. 
Table 2. Experimental uncertainty 
Parameter PU [%] 
q//gen +/- 6 
Tb +/- 2.6 
T +/- 4.4 
(a) (b) (c) 
Figure 3. Heat sink design. (a) ABS heat sink, (b) zinc coated heat sink and (c) zinc coated heat sink with aluminum insert. 
Zn coating 
ABS 
Al insert 
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Figure 4. Heat sink base temperature for varied applied heat flux. 
III. RESULTS
Figure 4. shows how the base temperature of each heat sink 
design varies with the applied heat flux. For the lowest q//gen the 
uncoated ABS heat sink reached a steady state temperature of 
72°C. As q//gen is increased to 1 W cm-2 the base temperature 
exceeded the glass trnasition temperature of the ABS (105°C). 
The zinc coating on the second heat sink (ABS-Zn) reduces the 
base temperature by 37% over the uncoated case to 45.4°C. As 
q//gen increases the base temperature increases linearly up to 
79.9°C at the maximum applied heat flux.  
The final heat sink (ABS-Al-Zn) incorporates an aluminium 
insert into it base, this enables a much lower thermal resistance 
path between the circumfrential fins and the thermal pad. The 
thermal resistance between the inner surface of the inner 
cylinder and the thermal pad is also significantly decreased by 
the insert. This results in a greater cooling than the ABS-Zn heat 
sink. A 48% and 17% decrease in the base temperature is 
observed over the ABS and ABS-Zn heat sinks respectively, at 
the lowest applied heat flux. For the largest q//gen a base 
temperature of 58.4°C was noted, this corresponds to a 27% 
decrease in comparison with the ABS-Zn heat sink.
IV. CONCLUSIONS
The thermal performance of three low power LED heat 
sinks have been characterized. Optimum cooling was achieved 
by the zinc coated ABS heat sink which incorporated an 
aluminum insert into its base. The zinc coating was shown to 
significantly increases cooling performance over the uncoated 
case. Most importantly this research has demonstrated the 
potential of metal coated polymer heat sinks in cooling low 
power LED devices. Future work will focus on varying the 
coating material, numerical simulation to investigate optimum 
geometry and coating thickness, and direct comparison with 
an aluminum heat sink of a similar design.
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Abstract—This work serves as a design tool for the development 
of integrated terahertz time-domain spectroscopy systems with 
microfluidic platforms. The emission of terahertz radiation from 
a GaAs THz antenna is simulated. This simulation involves a 
semi-classical computational model with white noise effects 
used to control the dynamic range of the system. The maximum 
measurable frequency for the overall integrated system is 
strongly influenced by the sample thickness of the microfluidic 
platform and the dynamic range of the terahertz time-domain 
spectroscopy system. 
Keywords-biosensing; microfluidics; terahertz 
I. INTRODUCTION 
Ultrafast science and measurement of terahertz (THz) 
electromagnetic radiation is a rapidly-growing research area 
with many applications [1-7]. Terahertz electromagnetic 
radiation occupies a unique section of the electromagnetic 
spectrum, being 0.1-10 THz. This THz electromagnetic 
radiation has important applications in the fields of security [8], 
communications [9], quality control [10], and biomedical 
spectroscopy [11]. 
One of the most important tools that has been enabled 
through THz electromagnetic radiation is THz time-domain 
spectroscopy (THz-TDS). Terahertz time-domain spectroscopy 
[12] has been applied to various biomedical applications, 
including genome analysis [13], oncology [14], and proteomics 
[11]. In THz-TDS, absorptive and refractive material properties 
are detected in pulses of THz radiation with extremely short 
duration (< 1 ps) through changes to amplitude and phase, 
respectively. Measurements are performed with and without a 
sample and compared. For analyses of vibrational and rotational 
modes, THz-TDS performance is at or beyond that of traditional 
methods such as Fourier transform spectroscopy [15]. 
Additionally, THz electromagnetic radiation is non-ionizing, 
making THz-TDS an appealing option compared to X-ray and 
other spectra [16].  
Despite the above advantages, THz-TDS systems have 
critical design parameters which should be taken into account 
for use in modern biomedical devices. This is especially true for 
integration with microfluidic devices [17-20]. These limitations 
come from the strong absorption of liquids at THz frequencies. 
With this strong absorption in liquids, THz-TDS microfluidic 
systems must be made with sufficiently small microfluidic 
platform thickness and sufficiently high dynamic range, to 
ensure that spectroscopy is properly performed over the full 
bandwidth of the THz-TDS system [21].  
This paper addressed the knowledge gap between 
microfluidic platforms and THz-TDS systems. We present a 
comprehensive investigation of microfluidic platform thickness 
and dynamic range for a THz-TDS microfluidic system. Data 
analysis is implemented through a semi-classical computational 
method [22] with white noise incorporated into the simulation. An 
increasing noise amplitude is used to examine the effects of THz-TDS 
dynamic range. The maximum measurable frequency, fmax, of the 
system is found for numerous combinations of input parameters, being 
dynamic range and microfluidic platform thickness.   
II. THEORY
A THz-TDS microfluidic system is shown in Fig. 1. Here, an 
ultrafast laser pulse pumps a THz emitter to generate a reference 
THz pulse. Upon passing through the microfluidic platform, the 
reference THz pulse, ER(f) becomes the THz sample pulse, ES(f). 
The electric field of the THz pulse in the far-field can be 
expressed [23] as 
Figure 1.  Microfluidic-based THz-TDS system 
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 (1) 
where  is the gap width in the y-direction,  is the gap width 
in the x-direction,   is the permittivity of free space, 	is the
speed of light, and 	
,  is the surface current of electrons. = 
(The electric field is simulated according to the semi-classical 
computational method of Rodriguez and Taylor [22].) 
The semiconductor electromagnetic equations for the THz 
emitter accomplishes a noise free radiation, the white noise 
(which is dominant over other noise sources at high THz 
frequencies) is added and defines the noise floor of the THz 
emitter measurements [24]. The equation of the reference THz 
pulse is 
	  	,   	  (2) 
where  is the noise amplitude, and 	) is the uniform random 
noise signal (centered about zero, peak-to-peak spread made the 
same as THz pulse amplitude). A Fourier transform of the 
generated pulse can be used to find the dynamic range for 
different noise conditions. The maximum absorption coefficient 
for a THz-TDS system is  
 


ln	

	
  (3) 
for refractive index of n [25]. 
III. RESULTS 
The simulation is run with standard operation conditions of 
50 mW average power in the laser pulse and external bias of 0.17 
V/μm. The effect of noise amplitude, , on the reference THz- 
TDS pulse is investigated by increasing the noise amplitude 
from zero to 1E-3, 1E-2, 1E-1, 1E0, and 1E1. The resulting 
reference THz pulses in the time domain are shown in Fig. 2 for 
progressively increasing An values. The same THz pulses in the 
frequency domain are shown in Fig. 3 for progressively 
decreasing dynamic range values of DR = 5.8E3, 5.7E3, 2.4E3, 
3.0E2, 2.8E1, and 2.8E0. It is clear that as noise amplitude 
increases, dynamic range decreases. 
By finding the intersection of the maximum absorption 
coefficient with a known water absorption coefficient curve, αW, 
the maximum measurable frequency can be found. This is shown 
in Fig. 4(a) for d =120 μm and DR = 2.4E3. For decreased DR 
or increased d, the α curve will shift down, forcing maximum 
measurable frequency to a lower value. For increased DR or 
decreased d, the α curve will shift up, forcing maximum 
measurable frequency to a higher value. Given this behaviour, 
the various dynamic ranges shown in Fig. 3 can be used in 
conjunction with the absorption coefficient of water, being αW = 
61f + 54 cm-1, to find the corresponding maximum measurable 
frequency. 
Ultimately, the maximum measurable frequencies can be 
collected for a variety of simulated conditions for microfluidic 
platform thickness and dynamic range. This is shown in Fig. 4(b) 
which displays a three-dimensional surface plot that shows the 
maximum measurable frequency versus dynamic range and 
microfluidic platform thickness. As described previously, one 
Figure 2.  Simulated THz pulses in the time domain with different noise 
amplitudes. 
Figure 3.  Simulated THz pulses in the frequency domain with different 
dynamic ranges (corresponding to the noise amplitudes from Fig. 2). 
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Figure 4.  (a) The absorption coefficient versus frequency is shown for a 
representative case of 120 μm microfluidic platform thickness and 2.4E3 
dynamic range. (b) The maximum measurable frequency is plotted against the 
log of the dynamic range and the microfluidic platform thickness. The 
maximum measurable frequency has a maximum value of approximately 3 
THz and decreases with decreasing dynamic range and increasing microfluidic 
platform thickness. 
can observe an increase of the maximum measurable frequency 
with decreased d and increased DR. These results can be used to 
inform future designs. 
IV. CONCLUSIONS
In conclusion, for THz-TDS microfluidic systems, the 
microfluidic platform thickness and dynamic range of the THz-
TDS system play a critical rule in defining the maximum 
measurable frequency. It was found that the maximum 
measurable frequency decrease with decreasing the dynamic 
range and increasing sample thickness. These fundamental 
results can be used in the design of future microfluidic THz-TDS 
systems for biomedical applications. 
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Abstract—In the last two decades, majority of the newly 
developed dental caries detection techniques have been optics-
based, relying either on enhancement of light scattering in 
early carious lesion (e.g. optical coherent tomography or OCT) 
or enhancement of light absorption in early caries (e.g. 
thermophotonic lock-in imaging or TPLI). This paper aims to 
explore the detection threshold capabilities between light 
scattering and light absorption based dental caries detection 
methods. With this intention, the experiments will be 
conducted through examination of controlled artificially-
induced early caries. It is anticipated that the molecular-
contrast TPLI imaging technology outperforms OCT due to 
the more specific nature of light absorption contrast 
mechanism. 
Keywords-component; early dental caries; thermophotonic 
lock-in imaging; spectral-domain optical coherence tomography; 
artificial demineralization. 
I.  INTRODUCTION 
Dental caries continues to be a major public health 
challenge in both children and adults [1]. Over the past years, 
the state of the art in preventive dentistry has provided 
promising therapeutic techniques for preventing the 
progression of early dental caries to cavities and complete tooth 
decay [2]. However, the effectiveness of these preventive 
provisions rely on detection of caries at very early stages. But, 
unfortunately, clinical detection methods such as x-ray 
radiography and visual-tactile inspection lack sufficient 
sensitivity for detection of early stages of carious legions due to 
morphology of tooth structure and large surface area of healthy 
enamel around the carious legion [3]. In this paper, a 
quantification of detection threshold for mainstream optical 
imaging modalities, optical coherence tomography (OCT) and 
thermophotonic lock-in imaging (TPLI) (as representative 
techniques based on light scattering and absorption, 
respectively), is performed in early detection of dental caries. 
Optical coherence tomography (OCT) is a promising modality 
capable of imaging samples based on back reflection of light, 
and is capable of providing 3-dimensional sub-surface 
morphology of biological tissue microstructure with micron-
scale resolution [4]. The ability of OCT in providing high-
resolution 3-dimensional images has led to its popularity in 
dentistry especially in diagnosis and screening of dental 
diseases [5][6].  
While OCT provides three dimensional maps of light-
reflecting interfaces in biological tissues, such as void 
interfaces introduced by demineralization in tooth, light 
absorption-based technologies, such as TPLI, produce maps of 
subsurface features absorbing the specific incident laser 
radiation (e.g., Calcium and phosphate as the byproducts of 
demineralization). The working principle of lock-in 
thermography involves an incorporation of active 
thermography along with lock-in demodulation signal 
processing in turbid samples to detect thermal waves emitted 
back from subsurface molecular absorption sites (e.g. early 
dental caries) by focusing the infrared camera on the sample 
[7]. As such, lock-in thermography is a very advantageous tool 
in electronic device testing and failure analysis of materials [8], 
but it also has important applications in early pre-clinical 
diagnosis and control during treatment in medical fields such as 
imaging of early caries [9]. Therefore, the motivation behind 
this study is to evaluate the detection threshold of two 
emerging medical imaging technologies, spectral domain-OCT 
(OCT) and TPLI, in diagnosis of early dental caries. 
II. MATERIALS AND METHODS
A. Thermophotonic Lock-in Imaging 
The experimental setup of TPLI (Fig. 1(a)) [10] consists of 
a continuous wave 808 nm near-infrared laser diode (808nm; 
Jenoptik, Jena, Germany) which is regulated by a laser 
controller unit (Ostech, Berlin, Germany) in order to allow for 
modulation of laser intensity. Samples are put on LEGO 
blocks and positioned at the focal plane of the camera. The 
LWIR camera (Gobi 640; Xenics, Leuven, Belgium) used has 
a spectral range of (8-14 µm) and maximum frame rate of 50 
frames per second. The detector of the camera consists of 
640×480 elements with pixel pitch of 25 µm. A custom made 
extension tube and an 18 mm focal-length objective lens are 
used to obtain a magnification of one from the interrogated 
surface of the sample. 
The multifunctional data acquisition board synchronously 
generates three signals: reference pulse train, in-phase, and 
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quadrature reference signals. The reference pulse train finds the 
beginning of each modulation cycle for averaging. The in-
phase reference signal is also sent to the laser controller to 
modulate the intensity of the laser beam. The in-phase 
reference signal is in-phase with the laser modulation while 
there is a 90° phase lead between the in-phase and quadrature 
reference signals. The images are then taken with a long-wave 
infrared camera and then weighed and averaged using the 
instantaneous readings of the two reference signals to yield in-
phase (S0) and quadrate (S90) images [10]. The amplitude and 
phase for each pixel are then calculated by applying equation 1:  
A = [(S0)2 + (S90)2]0.5 and φ = arctan (S90/ S0)          (1) 
In this paper, we only present and discuss the phase images 
as they are known to be of superior sensitivity due to the 
emissivity normalized nature of phase channel [11]. 
B. Spectral Domain Optical Coherence Tomography 
Fig. 1(b) depicts a schematic of the developed OCT system. 
OCT laser is a broadband source of 30 mW superluminiscent 
diode (SLD; Exalos) centered at wavelength of 1315 nm and 
bandwidth of approximately 110 nm. Spectrometer is a 2048-
pixel high speed camera with line scan/acquisition rate of 147 
kHz. The theoretical axial resolution of the system is 
approximately 4.5 μm in tooth and the theoretical lateral 
resolution is 10 μm. The experimental axial resolution in air 
and tissue were measured as 12 and 8.6 μm, respectively. 
Optical power at sample is ~7mW and the signal-to-noise 
(SNR) of the built OCT system is >100 dB. The measured 
imaging depth of the system is 5 mm in air. The OCT beam in 
scanned along the smooth surface of the tooth using the two 
galvo scanners (GS) and performs the inverse Fourier 
transform operation on the Fourier-domain signals registered 
by the spectrometer, thus creating a 3D tomographic image of 
early caries. For OCT, the backscattered light in a form of 
integrated en-face images are measured and displayed.  
C. Controlled Demineralization Protocol 
Following the bio- and laser safety regulations at York 
University, anonymous extracted human teeth were collected 
from local oral surgeons and teeth with no visible stains or 
white spot lesions were selected for the study. In controlled 
demineralization of dental samples, a lactic acid-based solution 
is prepared. The solution is an acidified gel, consisting of 0.1 M 
lactic acid and 0.1 M NaOH which is gelled with addition of 
6% w/v hydroxyethylcellulose [10][11]. As such, teeth with no 
visible defect are selected and the surface of the tooth is 
covered by nail polish except for a rectangular treatment 
window. Sample is then submerged upside down in the acidic 
gel for certain number of days. Finally, sample is removed 
from the gel, and the nail polish is removed for imaging. 
D. Data Processing and Analysis 
To quantify the detection threshold of TPLI and OCT in 
progression of early caries, the thermophotonic phase images at  
Figure 1. Schematic representation of (a) TPLI system and (b) spectral-
domain OCT system. 
2Hz and integrated en-face images derived from OCT were 
normalized [11]. For TPLI phase images, the pixel values were 
normalized by subtracting the phase value of pixels by the 
average pixel value of an intact reference area from the same 
image. For integrated en-face images, normalization was 
performed by dividing the amplitude values of pixels by the 
average amplitude values of an intact reference area from the 
same image. To compare and monitor the progression of 
artificial tooth demineralization in OCT and TPLI, the 
normalized phase and integrated en-face images were averaged 
in the regions of interest and the standard deviation of pixel 
values was calculated.  
III. RESULTS AND DISCUSSION
Detection threshold is an important parameter of a 
diagnostic modality, i.e. how early the diagnostic system can 
detect caries.   
A. Detection Threshold of OCT and TPLI 
To this end, a time-dependent controlled demineralization 
procedure was followed on smooth surface of a tooth sample. 
Fig. 2(a) shows the visual photograph of the sample and the 
dashed rectangle shows the location of the treatment window. 
In integrated en-face OCT (Fig. 2(b)-(l)), it can be observed 
that as the treatment time increases, the contrast between the 
treatment window and the intact region gradually increases as 
a result of progression of artificially-induced early caries 
which results in enhancement of light scattering. The 
maximum contrast occurs at day 15 of demineralization. 
Similarly, visual inspection of TPLI phase images (Fig. 3(a)-
(k)) shows that TPLI starts to show very small change in 
contrast with progression of early caries starting from day 1 of 
demineralization. This change becomes fully visible at day 2 
of demineralization. While the contrast from day 2 to day 10 
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Figure 2. Image of the sample (a) before demineralization and after (b) 0 days, 
(c) 1 day, (d) 2 days, (e) 3 days (f) 4 days (g) 5 days (h) 6 days (i) 7 days (j) 8 
days (k) 10 days, and (h) 15 days of demineralization 
Figure 3. TPLI phase images at 2-Hz modulation frequency at (a) 0 days, (b) 1 
day, (c) 2 days, (d) 3 days (e) 4 days (f) 5 days (g) 6 days (h) 7 days (i) 8 days 
(j) 10 days, and (k) 15 days of demineralization 
increases gradually, at day 15 of demineralization the 
maximum contrast occurs. In addition to visual observations, 
statistical analysis was conducted on images of Fig. 2 and Fig. 
3. The bar plots of Fig. 4 confirm the superiority of detection
threshold of TPLI over OCT. In integrated en-face OCT bar 
plots, it can be seen that in each demineralization step, the 
system tends to show higher standard deviation compared to 
the bar plots of TPLI. The relatively large standard deviation 
present in OCT is due to its non-specific nature of light 
scattering mechanism. It is observed that with progression of 
artificially-induced early caries, there are gradual 
enhancements in average integrated intensities. However, there 
also exists some instability in the average integrated intensity 
values between the demineralization steps of day 4 to 10. 
Consequently, it can be concluded that after application of 
demineralization for 15 days or more, OCT could differentiate 
between healthy and early carious lesions as the standard 
deviation of treatment steps up to day 10 contain intensity 
values which lie within the standard deviation of the healthy 
region. Thus, at 15-day of treatment step the detection 
threshold of the system can be defined. Bar plots of TPLI show 
an increase in the average phase values between each treatment 
interval. Due to smaller standard deviation of average phase 
value obtained from the healthy region of the sample, the 
detection threshold of TPLI can be distinguished at day 2 of 
demineralization. More comprehensive comparison between 
TPLI and OCT is tabulated in Table 1. From these comparison 
parameters it can be concluded that TPLI is an optimal choice 
for detection of early dental caries. 
Figure 4. Bar plots of (left) spectral-domain optical coherence tomography 
(OCT) and thermophotonic lock-in imaging (TPLI) (right) with their standard 
deviations. 
TABLE 1. SUMMARY OF COMPARISON BETWEEN TPLI AND OCT 
IV. CONCLUSION
In this study, we present a study that quantifies the 
detection threshold between spectral domain optical coherence 
tomography and thermophotonic lock-in imaging in detection 
of early dental caries. These systems used for diagnosis of 
early caries and their progression would significantly improve 
caries management decisions with respect to preventive care. 
Results suggest that the detection threshold for detection of 
early dental caries were found to be better in TPLI images 
compared to OCT due to its light absorption contrast 
mechanism compared to light scattering contrast mechanism 
in OCT.  
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Abstract— Flexible endoscopes require reliable advancement 
and steerability of the device tip. Helical spring design is 
critical to both endoscopic steerability and cable function. To 
characterize the impact of geometric and material factors on 
endoscopic function, a parametric helical spring and a cable 
assembly was modelled using the finite element method and 
analyzed using a design-of-experiments approach. Individual 
input parameters (height, modulus (E), force, and width) and 
two interactions (pitch/width and pitch/height/E/width) were 
found to significantly impact the radius of curvature (a 
measure of steerability). The force and pitch/width interaction 
had negative effects, in contrast to positive effects from 
height, E, width and the pitch/height/E/width interaction. This 
information provides critical geometric and material 
information to guide helical spring design for optimized 
endoscopic steerability.  
Keywords: Endoscope, Helical Spring, Finite Element Analysis, 
Design-of-Experiments, Geometry and Material Parameters, 
Radius of Curvature  
I. INTRODUCTION
Endoscopes are long thin tubular devices for non-invasive 
visualization of the interior of cavities, canals and vessels. The 
flexibility of articulated endoscopes is important in many 
clinical applications. Articulated endoscopes are generally 
controlled by cables and levers which bend the distal extremity 
of the device to enable route selection or to change the field of 
view.  
Challenges associated with flexible endoscope design 
include reliable advancement and steerability of the device tip 
[1]. Reliable advancement can be addressed by utilization of 
relatively rigid helical springs within the device shaft. The 
helical geometry provides bending flexibility at the expense of 
some reduction in axial stiffness and tensile strength [2]. 
However, the device tip must be flexible for steerability to 
accommodate different bend radii. The device tip can be 
steered via a cable attached to a control mechanism within the 
endoscopic handle.  
In order to achieve tight bends while preventing cable 
malfunctions [3] a thorough understanding of the helical spring 
stress distribution under specific load conditions is necessary. 
Multiple studies have developed analytical and numerical 
models to characterize stress distribution in helical springs 
under axial and pure bending loads [4].  However, to date 
studies have not considered the optimization of bend radii 
representative of helical spring and cable assemblies in 
traditional endoscopes. As such, the aim of this study is to 
understand the impact of endoscopic tip design (geometry and 
material properties) on the radius of curvature governing 
steerability in traditional endoscopes. 
II. METHODS
A. Experimental Design
A two-level five-factor design-of-experiments methodology
was utilized to understand the main geometric and material 
effects and their interactions on the attainable radius of 
curvature of an endoscopic device (outcome). The effects of 
width, height, pitch, Young’s modulus (E) and applied force 
were assessed at combination of high and low factor levels, 
resulting in 32 experimental groups (Table 1). The range for 
width, height and pitch were based on commercially available 
endoscopic designs, with E representing metals from 
Aluminum (~70GPa) to Steel (~200GPa). Force ranged from 
0.5 N (to allow the device tip in the most rigid configuration to 
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Figure 1.  A flowchart describing the automation of the FE model creation and DOE analysis. The unloaded spring model and its parameters are shown (left, 
a and b) with the lowest radius of curvature model presented (centre, c). The Pareto chart (right, d) identifies the significant effects and interactions. 
displace at least 0.1 mm) to 2N (representing the maximum 
tensile force a 0.1 mm diameter steel cable can withstand 
before plastic deformation).  
TABLE I. HIGH AND LOW FACTOR LEVELS ARE PRESENTED FOR WIDTH, 
HEIGHT, PITCH, E AND FORCE USED TO INVESTIGATE THE ENDOSCOPIC 
GEOMETRIC AND MATERIAL EFFECTS AND THEIR INTERACTIONS ON THE 
ACHIEVABLE RADIUS OF CURVATURE 
B. Finite Element (FE) Model Generation
An FE model of a traditional endoscope was generated that
enabled parametric geometric and material property 
assignments (Table 1). The helical spring (rectangular cross 
section) was modelled using linear brick elements. The cable 
was modelled using linear 3-D truss elements. Once assembled 
the cable proximal end was connected to the helical spring 
proximal outer circumference (Fig. 1a) and the cable distal end 
was placed inside the helical spring (Fig. 1b). Interactions were 
modelled using a general contact algorithm. An ENCASTRE 
boundary condition was used to fix the distal end of the helical 
spring. The cable was connected to the helical spring tip using 
a tie constraint. A concentrated force was then applied to the 
cable distal end to simulate the pulling force from the controller 
unit and analysed in ABAQUS dynamic/explicit.  
The radius of curvature was calculated based on spatial 
displacement outputs identified between a node defined at the 
cable attachment site on the helical spring tip and the most 
distal node with greater than zero displacement at the base of 
the helical spring. Mesh convergence analysis was performed 
by refining the mesh size and calculating the radius of 
curvature and maximum deformation in each iteration (to 
within 5%). The final model contained 3692 nodes, 2135 
elements and 10920 degrees of freedom. 
An automated procedure through the ABAQUS Scripting 
Interface (ASI) was utilized to create parts, assign material 
properties, assemble parts, apply boundary conditions and 
force, and solve each generated model. The generated nodal 
displacement outputs and deformed geometry image data sets 
were analysed by a python script to calculate the radius of 
curvature, annotate images with their corresponding 
configuration parameters and organize the raw data to be used 
for design-of-experiments analysis (Fig. 1). 
C. Design-Of-Experiments
Thirty-two configurations were analyzed in the two-level
factorial design-of-experiments analysis (Design-Ease). Based 
on the Box-Cox plot, a base 10 Log transformation of the 
output response (radius of curvature) was used to stabilize the 
variance. A Sum-of-Squares chart with a 2% weighted 
contribution threshold was utilized to determine the model 
inclusion criteria. A Shapiro-Wilk test was also conducted to 
confirm data normality. An Analysis of Variance (ANOVA) 
with a Bonferroni correction was conducted to determine the 
significance of the model, effects and interactions. 
III. RESULTS
All thirty-two models were solved successfully. The model, 
four of the input parameters (width, height, E, force) and two 
interactions (between pitch/width and pitch/height/E/width) 
Factor 
Level 
Width 
(mm) 
Height 
(mm) 
Pitch 
(mm) 
E  
(GPa) 
Force 
(N) 
Low 0.1 1 3 70 0.5 
High 1 2.5 4 200 2 
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were found to be statistically significant (P<0.0001). The 
lowest radius of curvature achieved was 12.12mm (Fig. 1c). A 
Pareto chart summarizing the main effects and model errors is 
shown in Fig. 1d.  
The largest contribution to the model was the width of the 
spring (effect=1.39, 58.33% contribution). The force and 
pitch/width interaction each had a negative influence, whereas 
the height, E, width and pitch/height/E/width interaction 
showed a positive influence. A negative effect in which higher 
forces reduce the radius of curvature allows for tighter bends. 
The negative AE effect shows that pitch and width work in 
opposition with respect to their impact on radius of curvature, 
as evident in the response shown in Fig. 2. Pitch and all other 
interaction effects below the 2% contribution threshold were 
applied as model error. A summary of the statistical data as 
well as the final equation in terms of coded factors are 
presented in Table 2.  
IV. DISCUSSION AND CONCLUSION
A robust computational model was developed using a 
design-of-experiments approach that allows parametric 
optimization of endoscopic tip design parameters for radius of 
curvature minimization. Based on this model some of the 
identified disadvantages of traditional endoscopes can be 
addressed by altering design parameters for different 
applications. A small pitch and width yield a radius of 
curvature optimal for acute bending radii. If due to design 
restrictions a larger width is necessary, an increase in pitch may 
employed to maintain a sufficiently small bending radius.   
The challenges associated with endoscopic device 
advancement have been reported in multiple studies [5,6,7]. A 
study of FDA reports from 1985 to 2009 (Chen et al. 2010) 
reported that 21% of endoscopic mechanism failures are due to 
cable malfunctions. Based on our models, if advancement of  
Applied 
Transformation 
Source Coded 
Factors 
Effect Contribution (%) F Value  P Value 
Base 10 
Logarithm 
Model NA NA NA 227.41 <0.0001 
Width E 1.39 58.33 810.45 <0.0001 
Height B 0.77 17.82 247.54 <0.0001 
Force D -0.63 12.19 169.30 <0.0001 
Young’s Modulus (E) C 0.37 4.26 59.23 <0.0001 
Pitch/Height/E/Width ABCE 0.33 3.29 45.72 <0.0001 
Pitch/Width AE -0.28 2.32 32.20 <0.0001 
Final Equation Log (radius of Curvature) = 2.96 + 0.38*B + 0.19*C - 0.32*D + 0.69*E - 0.14*A*E + 0.16 *A*B*C*E 
Figure 2.  A response surface describing the negative interaction between helical spring pitch and width with respect to radius of curvature. 
TABLE II.  DESIGN-OF-EXPERIMENTS MODELLING RESULTS. ONLY SIGNIFICANT FACTORS AND INTERACTIONS ARE SHOWN. THE LARGEST 
CONTRIBUTION TO THE MODEL WAS THE WIDTH OF THE SPRING (EFFECT=1.39, 58.33% CONTRIBUTION).  
DESIGN-OF-EXPERIMENTS MODELLING RESULTS. ONLY SIGNIFICANT FACTORS AND INTERACTIONS ARE SHOWN. THE LARGEST CONTRIBUTION TO THE MODEL
WAS THE WIDTH OF THE SPRING (EFFECT=1.39, 58.33% CONTRIBUTION).
DESIGN-OF-EXPERIMENTS MODELLING RESULTS. ONLY SIGNIFICANT FACTORS AND INTERACTIONS ARE SHOWN. THE LARGEST CONTRIBUTION TO THE MODEL
WAS THE WIDTH OF THE SPRING (EFFECT=1.39, 58.33% CONTRIBUTION).
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the device requires high pushing forces, the device axial 
stiffness must be increased by increasing the cable width and 
/or modulus of elasticity and the acute bend radius can still be 
achieved by increasing the pitch, and/or lowering the height 
without increasing the force applied to the cables.  
This study demonstrates the potential of a combined FE 
modelling DOE approach for optimization in biomedical 
instrumentation design. Through optimization of geometric and 
material properties, endoscopes can be optimized to meet 
specific tip design criteria and function safely and effectively 
within varied environmental conditions.  
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Abstract—Focused ultrasound surgery (FUS) is a new energy-
based therapeutic technique which has been recognized as a 
truly non-invasive surgical method. Since the ultrasonic 
energy is applied from an external transducer, FUS has the 
potential to improve both oncologic and cosmetic outcomes 
for breast cancer treatment. In the present study, we conducted 
a computational analysis on a realistic patient model to 
investigate the mechanism and the applicability of FUS in 
breast cancer treatment. Magnetic Resonance Imaging (MRI) 
data of a patient with breast tumor were used to provide a 
clinical model for finite element analysis (FEA) using 
COMSOL. Results from computational analysis clarify the 
acoustic and thermal mechanisms of FUS and suggest the way 
how this technique can be carried out during the breast cancer 
treatment. 
Keywords-focused ultrasound surgery; breast cancer; finite 
element analysis;wave propagation; heat transfer. 
I. INTRODUCTION
After the cardiovascular and cerebrovascular diseases, 
cancer is considered as the second leading cause of death in the 
world, with nearly 8.8 million deaths (15.7% of total) each 
year. Breast cancer is the most common cancer among women, 
with an estimated 1.7 million new cases diagnosed each year in 
the world [1]. This represents about 25% of all cancer in 
women. The Canadian Cancer Society statistics show that 
about 26,300 new cases of breast cancer have been diagnosed 
in Canadian women in 2017, and about 5,000 of the cases will 
be developed to death [2]. The high mortality rate substantiates 
the importance of early detection and treatment of breast 
cancers. 
Determinant factors in the treatment of a breast tumor are 
highly dependent on the type, size and location of the tumor 
[3]. For both benign and malignant cases, surgical techniques 
such as mastectomy and breast-conserving therapy (BCT) have 
been considered as the main methods of treatment. 
Mastectomy, which is the surgical removal of the entire breast, 
was first introduced by William Halstedt in 1894, and remained 
as the cornerstone of therapy for about 80 years [4]. Whereas 
BCT is achieved just by removing a discrete portion of breast 
tissue containing the cancer, and can practically be followed by 
adjuvant treatment modalities such as chemotherapy and 
radiotherapy to get more efficient results. Despite the 
widespread use of surgery as a main treatment for cancer, it is 
invasive and unable to preserve the structure of the breast 
postoperatively. 
The sensitivity of the human body to the temperature 
change has caused the development of new therapeutic 
methods for cancer. Thermal ablation therapy can be achieved 
by increasing the tissue temperature above a standard level to 
change the properties of targeted tissue [5]. Some of the 
energy-based methods used to achieve the thermal ablation of 
tumors are radiofrequency ablation, laser thermotherapy, and 
ultrasound therapy. Among them, ultrasound surgery is truly a 
non-invasive technique, since acoustic waves are emitted by an 
external transducer [6]. 
Ultrasound therapies can be split into two major categories, 
namely “ultrasound hyperthermia” and “high intensity focused 
ultrasound (HIFU) surgery”. During the hyperthermia 
treatment, the targeted tissue is exposed to the acoustic energy 
at a low intensity level for a long period of time (10-60 
minutes), such that the tumor temperature is evaluated and 
maintained at 41-45°C. In contrast, HIFU uses the ultrasonic 
energy at a high intensity field to increase the temperature of 
focused area up to 56°C with a short ablation time (from 0.1 to 
30 seconds) [7].  
FUS is a truly non-invasive therapeutic technique which 
has been recognized for enormous medical applications ranging 
from cancer treatment to thrombolysis [6]. In principle, FUS 
allows the local treatment of a tumor by focusing acoustic 
energies to a targeted area from an extracorporeal source of 
ultrasound. This process induces tissue heating and 
corresponding temperature rise in the focal region that would 
be associated with irreversible biological effects such as 
necrosis and cell apoptosis. 
FUS has been considered as a promising option for the 
thermal therapy of breast tumors due to its non-invasive 
mechanism. Since this technique is applied from an external 
source remotely, it does not cause any significant changes in 
patients’ mammary shape, and has the potential to upgrade 
both oncologic and cosmetic outcomes for breast cancer 
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treatment [8]. In response to the potential benefits of HIFU to 
patients with breast cancer, many researches have been carried 
out on the different aspects of HIFU including acoustic-heating 
characteristics of ultrasound transducer, effects of blood 
perfusion, and physiological effects of HIFU ablation. During 
the current decade, the clinical researches on the HIFU 
treatment of breast cancer were promoted by development of 
monitoring techniques [8]. 
In the present paper, we conducted a computational analysis 
to simulate the wave propagation and heat transfer mechanisms 
in the FUS of the breast cancer. Finite element model of breast 
tissue including a tumor was constructed from MRI images of a 
patient. Using COMSOL software, thermal mechanical results 
are presented in graphical form to investigate the performance 
of FUS in the treatment of breast cancer. 
II. MATHERIALS AND METHOD
A. FUS Mechanism 
Figure 1 shows a schematic drawing of the FUS system to 
treat breast cancer. When the acoustic waves propagate through 
the tissue, the medium particles start to vibrate, resulting in 
alternating cycles of compression and rarefaction pressure 
inside the tissue [9]. The ultrasound beams then converge into 
the focal area where the resulting acoustic pressure reaches the 
highest amplitude. This process leads to temperature rise in the 
focal region that would be associated with biological ablation 
and therapeutic results[7]. 
A single HIFU exposure ablates a small volume of the 
tumor, so in order to achieve the complete necrosis, the 
ablating treatment should be applied to the entire volume of 
tumor [10]. In practice, many of ablated regions must be placed 
side by side to paint out the entire tumor. The size of each 
lesion depends on many factors such as the characteristics of 
transducer and the acoustic properties of targeted tissue, but 
typically a single insonation covers a cigar shape region with 
approximate dimensions in the order of 8-15 mm (along beam 
axis) × 1–3 mm (transverse direction). The postoperative 
imaging data show that two weeks following FUS, the 
periphery of the ablated regions would be replaced by 
proliferative repair tissue [10]. 
Figure 1. schematic drawing of FUS system used to treat breast 
cancer 
B. Physics and Mathermatics 
The main operation of FUS, is the ablation of a targeted 
region inside the body by focusing ultrasound beams to that 
area. [7]. The two predominant factors of FUS, which lead to 
the therapeutic results, are the conversion of acoustic energy to 
heat (thermal effect), and the cavitation (mechanical effect). In 
principle, the role of each effect depends on the dosage 
parameters, i.e. the intensity at the focal area and the exposure 
time. If the targeted tissue is exposed to an ultrasound field at a 
low intensity level for a long period of time, the thermal effect 
will be the only mechanism of action. However, for applying 
mechanical effects, a focused energy at a high intensity level 
for a short time is required [9].  
For the mathematical modeling of the focused ultrasound 
induced heating, the mathematical theories of continuum 
physics can be used to model the thermal effects of FUS at a 
relatively low intensity level and before the cavitation threshold 
[11]. To this end, a set of mathematical equations that describes 
the wave propagation, absorption and heat transfer mechanisms 
should be combined together. Accordingly, the ultrasound 
wave propagation can be characterized with Helmholtz 
equation, which represents the time independent form of wave 
equation [12]: 
(1) 
where P is the acoustic pressure, ω is the angular frequency, 
and Cc is the local speed of sound. To model the heat transfer 
during FUS, the absorbed acoustic energy can be considered as 
a heat source for the Pennes bioheat transfer equation [12]:  
(2) 
where T, ρ, Cp and k denote the temperature distribution, 
density, specific heat and thermal conductivity of breast tissue, 
respectively. ρb refers to the density of blood, Cb is the specific 
heat of blood, wb is the blood perfusion rate, and Tb is the 
temperature of the blood. α is the acoustic absorption 
coefficient, and I is the local acoustic intensity which can be 
determined as a function of the acoustic pressure. 
C. Finite element analysis 
In order to simulate the heating mechanism induced by 
ultrasound energy and to calculate the acoustic pressure and 
consequent temperature rise during the FUS process, a FEA 
using COMSOL software was performed on a realistic patient 
model. In order to obtain the precise information on the breast 
tissue and tumor geometries, MRI of a patient with breast 
tumor was utilized. According to the Helsinki agreement, the 
whole study was thoroughly explained to the patient. Bilateral 
MR mammography was performed on a 42 years old lady in 
the “Erfan imaging center” in Tehran, Iran. The patient was a 
known case of recently diagnosed breast cancer in the right 
breast. The images show that there is a 26×17 mm ill-defined 
low signal intensity mass in T1W in the right LIQ middle zone. 
Figure 2 displays the MRI images and consequent 3D solid 
model of the breast tissue and tumors. 
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(a) 
Figure 2. Geometrical features of breast and tumor location: (a) 
MRI data; (b) Solidworks Model 
Figure 3. Breast and transducer model for FEA od FUS 
A FUS simulation model composed of breast tissue, water and 
a transducer was developed, as shown in Figure 3. The 
transducer was bowl-shaped having a focal length of 62.64 
mm, an aperture of 35 mm in radius, and a hole of 10 mm in 
radius in the center [9]. A medium of water was considered 
between the breast tissue and the transducer to act as a coupling 
material. Four perfectly matched layers (P1-P4) were defined 
to absorb the outgoing waves. The pressure acoustics 
simulation was applied to all domains while the thermal 
analysis was performed only in the breast tissue domain. 
The transducer was driven at the frequency, f, turned on for 
15 seconds, and then turned off to let the breast tissue cool 
down. For meshing procedure, quadratic (2nd order) elements 
were used to discretize the temperature in the breast domain 
and quartic (4th order) elements were used to discretize the 
acoustic pressure in all domains including breast tissue, water, 
transducer and PMLs. The acoustic and thermal properties of 
the water and breast phantom used in the model simulation 
were derived from Ref [9]. 
III. RESULTS AND DISCUSSION
A. Validation of numerical results 
First, the numerical analysis was developed for a simplified 
model of water domain to validate the numerical results with 
those achieved from the experiments [9]. In Figure 4, the 
normalized pressure profiles in the focal plane are presented, 
where the results from FEA are compared with those from 
experiments acquired in water at 30 ℃ and at source frequency 
of 1 MHz. The pressure profile from FEA in the present study 
shows good agreement with the experimental result, 
particularly in the focal region. 
Figure 4. Validation of numerical data with experimental 
model 
B. Acoustic effect 
In this section, the results of wave propagation analysis in the 
water and the breast domains are presented when the transducer 
was driven at the frequency of 1 MHz. Figure 5 shows the 
acoustic pressure profile generated by the ultrasound waves 
propagated through the domains. The figure shows 
compression and rarefaction regions insides the breast tissue 
caused by the wave propagation. Here, the waves are focused 
into the tumor area which lead to a region with high acoustic 
pressures. A focal region with approximate size of 10 × 2 mm 
is noticeable in the parts of breast which contains cancerous 
cells. 
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Figure 5. Total acoustic pressure field in breast and water 
domains. 
C. Thermal effect
After presenting the acoustic pressure distribution in the breast 
tissue and water domains, the heat transfer mechanism 
generated by the absorption of acoustic energy in the breast 
tissue was determined. Figure 6 shows the temperature 
distribution in the breast tissue at the different moments of time 
during the thermal ablation treatment. The figure shows how 
the temperature rises in the tumor area that needs to be treated. 
According to the temperature distribution, the maximum 
temperature rise happened in the cigar-shaped focal region with 
an approximate length of 10 mm and a width of 2 mm. 
IV. CONCLUSION
In the present study, a computational study on a realistic 
patient model was performed to examine the mechanism and 
the applicability of FUS in the treatment of breast cancer. To 
this end, the MRI data of a patient with breast tumor were used 
to mimic the breast tissue and tumor geometry for the finite 
element analysis of acoustic wave propagation and heat 
transfer. The results form acoustic and thermal analyses 
enabled us to understand the mechanism of wave propagation 
and heat transfer in the breast tissue during the FUS of breast 
cancer. 
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Abstract—We present a microfluidic platform that is capable 
of controlled diamagnetic droplet displacement.  In this 
method, monodisperse aqueous droplets are produced in a 
continuous phase of hydrophobic ferrofluid. Both phases are 
exposed to magnetic field.  Precise deflection of the aqueous 
droplets is then achieved in a single step by adjusting the flow-
rate of the disperse phase. 
Microfluidics, diamagnetics, droplet control, biocompatible. 
I. INTRODUCTION
Microfluidically generated droplets are readily used for the 
storing of biomaterials and biological analysis [1]. Control of 
these droplets using magentophoresis has emerged as a key 
technology in microbiology.  Currently, the leading methods of 
droplet control by magentophoresis require the synthesis of 
biocompatible fluids and magnetic labeling, which is often 
time-intensive and costly [2].   
Here, we present a fast, low-cost, and label-free alternative 
for the precise control of biocompatible droplets using negative 
magnetophoresis.  We describe a ferro-hydrodynamic 
microfluidic system requiring only microchannels and a 
permanent magnet.   
II. EXPERIMENTAL AND RESULTS
A. Devcie fabricaiton
We fabricated microfluidic polydimethylsiloxane (PDMS)
channels based on a standard soft-lithography method. Then we 
introduced a permanent magnet parallel to the main channel of 
the device.  
A magnetic fluid phase and a water phase were introduced 
to the system through the device inlets.  Syringe pumps were 
used to control flow-rates of the fluids. 
B. Fluid properties
The magnetic phase consists of oil-based ferrofluid,
mineral oil, and a surfactant.  The ferrofluid used contains 
magnetite nanoparticles with a 10 nm diameter [3].   
C. Droplet Production and Control
A monodispersed stream of aqueous water droplets is
achieved in the magnetic phase using a jetting regime. The 
external magnetic field attracts the magnetic medium of 
ferrofluid in the continuous phase.  The attraction of this phase 
preferentially deflects the water droplets from their laminar 
flow.   By simply adjusting the flow-rate of the dispersed 
aqueous phase, the degree of droplet deflection is precisely 
controlled. 
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Abstract—In recent years, advances in lab-on-a-chip (LOC) 
devices has led to separation, sorting and manipulation of cells 
and particles on miniaturized devices. Among the different 
mechanisms that have been used in this regard, 
dielectrophoresis (DEP) offers high controllability on the 
particles, provides high throughput, and is tunable. Due to these 
advantages,  DEP is used in this paper for the design of a micro-
separator. To optimize the geometry of such a separator, 
COMSOL Multiphysics® is used to simulate the electric field 
with the goal of achieving the highest performance in cell 
separation. For a DEP-based micro-separator, two inclined 
rectangle planar electrodes are considered. The effect of the 
width of each one of these electrodes as well as the gap between 
them on the DEP force is investigated to find the optimum 
design. 
Keywords- DEP; COMSOL modeling; Optimization, 
Microfluidics 
I.  INTRODUCTION 
     The separation of cells and particles in a micro scale has 
attracted the attention of researchers in the fields of 
microfluidics, bio-engineering, biology, chemistry, etc. The 
researchers are using different methods, which can be 
categorized into passive and active. The passive methods include 
micro-filters, micro-devices based on inertial forces, 
deterministic lateral displacement and the pinched flow 
fractionation. While the passive operate on their own, the active 
methods rely on an external force to manipulate the cells or 
particles, which can lead to more accurate and specific 
separation. Acoustic, magnetic, optical and electrical forces are 
among the forces that are used for cell/particle manipulation. 
The electric force can manipulate charged particles, which is 
called electrophoresis, or it can manipulate uncharged particles, 
which is called dielectrophoresis (DEP). DEP has been used by 
researchers for different applications such as cell patterning [1], 
trapping [2, 3], focusing [4], enrichment [5], separation [6] and 
isolation [7, 8]. DEP can separate the cells based on their 
electrical properties (electrical conductivity and permittivity) 
and size. Although some studies have used biomarkers to 
change the electrical properties of the cells [9], in general, DEP 
is a marker-free method depending on the intrinsic properties of 
the cells. Eliminating the labeling of the cells and biomarkers 
makes the preparation for DEP-based separation much faster 
and cheaper than some other methods such as fluorescence-
activated cell sorter (FACS) and magnetic-activated cell sorter 
(MACS). Another advantage of DEP over other marker-free 
techniques is its relative ease of fabrication compared to other 
techniques such as those based on acoustic forces.  
Different configureations of electordes such as interdigitated 
[10], castellated [11], top-bottom paterned [12] and sidewall 
patterned [13] have been used for DEP-based devices. Among 
these configurations, planar slanted electrodes are easy to 
fabricate and operate, and are suitable for continuous cell 
separation. The slanted electrodes can continuously move the 
cells laterally toward the target outlet.  
To apply an effective DEP force for cell/particle separation, the 
design needs to be optimized. This optimized design can lead to 
higher throughput and lower voltage (which means lower joul 
heating and higher cell viability). In this study, slanted 
electrodes are chosen and simulation is used to find the 
optimum width of the electrodes and the gap between them for 
achieving a maximum DEP force and hence effective cell 
separation. 
II. THEORY OF DIELECTROPHORETIC FORCE
When a particle is in a non-uniform electric field, it is 
polarized and experiences a force from the electric field. This 
phenomenon is referred to as DEP. The DEP force can be 
calculated as: 
𝐹𝐷𝐸𝑃 = 2𝜋𝜀𝑚𝑅
3𝐶𝑀∇𝐸2   (1) 
where 𝜀𝑚  is the absolute permittivity of the medium, 𝑅 is the 
radius of the particle, 𝐶𝑀  is the Clausius Mossotti factor and 𝐸 
is the electric field. The 𝐶𝑀  factor depends on the relative 
permittivity of the particle and medium, and it is the factor that 
determines the sign of the DEP force as described below: 
𝐶𝑀 =  
𝜀𝑝− 𝜀𝑚
𝜀𝑝+ 2𝜀𝑚
                                       (2) 
Based on the sign of the 𝐶𝑀  factor, there are two categories 
of DEP: negative dielectrophoresis (nDEP) and positive 
dielectrophoresis (pDEP). The pDEP happens when the particles 
are more polarizable than the medium and the DEP force on the 
particles is towards the highest intensity of the electric field 
regions. On the other hand, the higher polarizability of the 
medium in comparison to the particle generates an nDEP effect, 
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pushing the particles towards the regions with the lowest 
intensity of gradient of the electric field square. 
III. COMPUTATIONAL MODELING
The electric current module of COMSOL Multiphysics 
software have been used for the simulation of our design.  
Figure 1 shows the geometry (the cross section along width 
of the channel) which has been used for studying the effect of 
DEP on cell separation. The geometry consists of two rectanglar 
electrodes, which are positioned at the bottom of the 
microfluidics channel. The channel is 1 mm  75 µm and height 
of the electrodes are 100 nm. The width of the electrodes varies 
from 10 to 200 µm during simulation  to investigate the effect 
of the electrode size on the DEP force. 
The minimum feature size that we can fabricate in our clean 
room is 5 µm. Therefore, this is the minimum gap (see Fig 1) 
that is used in this study. The simulation has been done for gaps 
ranging from 5 to 85 µm and electode width ranging from 10 to 
300 µm. 1 volt AC electric current with a frequency of 100 kHz 
is applied to the electrodes and the other boundaries of the 
channel is assumed to be isolated. 
Electrical potential of 1 and -1 voltage were used as 
boundary conditions for electrode 1 and 2, respectively. In 
addition, at the interface of the electodes and fluid, continuity 
boundary condition was assumed. Furthermore, water and 
copper are used as the materials for the fluid and electrodes, 
respectively.  
In order to evaluate the changes in DEP force exerted on 
particles, one cut line across the top of the channel is drawn.  As 
can be seen in Figure 2 and Figure 3, the variation of the forces 
across this line have been evaluated. 
The electric current, electrical potential, and electrical field 
can be evaluated by solving the Ohm’s law. Fundamental 
equations from Ohm’s law are shown from equation (3) to 
equation (5). 
E = −∇V (3) 
𝐽 = 𝜎𝐸 + 𝑗𝜔𝐷 (4) 
𝐷 = 𝜀0𝜀𝑟𝐸 (5) 
𝐽, 𝜎, 𝐸, 𝜔 𝑎𝑛𝑑 𝑉  are electric current density, electrical 
conductivity, electrical filed, angular frequency, and electrical 
voltage, respectively.  𝐷  is the corrected electrical field in 
different mediums, 𝜀0 is the relative permittivity of air and 𝜀𝑟  is 
the relative permittivity of the used medium. AC voltage is 
applied as an input, both real and imaginary terms are created 
in the electrical flux 𝐽  and will be changed by the input 
frequency. 
In this study, only the variable 𝐸  is important as it has a 
direct influence on amount of DEP force, as demonstrated in 
equation (1). Furthermore, all other terms of equation (1) are 
constant for this specific study, except ∇𝐸2 term. Consequently,
we focus on this term as it has a direct impact on the DEP force. 
The widths of electrode 1 and electrode 2 and also the width of 
the gap between the two electrodes. play a vital role on the 
magnitude and direction of the ∇𝐸2 term and the DEP force.
Therefore, these parameters were used in this study. 
IV. RESULTS AND DISCUSSION
As mentioned before, the parameter that affects the DEP 
force in Equation (1) is ∇𝐸2, which depends on the geometry of
the device. The other parameters in this equation rely on the 
particle, medium, and frequency of the applied electric field. As 
for ∇𝐸2 , only its horizontal component affects the lateral
displacement of the particles. Thus, the horizontal component of 
∇𝐸2 is used to optimize the electrodes geometry. As shown in
Figure 2, the value of ∇𝐸2 is minimum on the top of the channel,
resulting in the minimum DEP force. To make sure that all the 
particles are affected by DEP, the ∇𝐸2 term must be maximized
on the top of the channel. 
Figure 2. The contour of ∇𝐸2  inside a channel with the width of the 
electrodes of bot 𝑊1 = 𝑊2 = 300 µm and 𝐺= 5 µm. 
Electrode 2 Electrode 1 
Figure 1. The geometry used for simulation 
Gap 
The gradient of electric field squared ∇𝐸2(
𝑉2
𝑚3
) 
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First, the effect of the gap between the electordes is studied. 
For this, the electrodes are assumed to have the same size. Then, 
the gap is changed to find the optimum gap size resulting in the 
maximum value of ∇𝐸2 on the top of the channel. The curves in
Figure 3 are each associated with a certain value of the electrode 
width. The results show that all the curves have a similar trend 
(as the gap is reduced the value of ∇𝐸2 increases), except for the
electrode widths of 10 and 40 µm. In order to make sure that this 
result is not just for the case of the same size electrodes, 
assuming that the first electrode is 100 µm wide, the second 
electrode’s size is changed for three different gaps, and the 
results are provided in Figure 4. Comparing Figure 4 (A), (B) 
and (C) shows that even if the electrodes’ sizes are not the same, 
as the gap decreases the DEP force increases. Hence, the 
optimum gap size is 5 µm.  
To find the optimum electrode width, the simulation was run 
with the gap size of 5 µm and the electrode size combination of 
of 10 µm, 40 µm, 70 µm, 100 µm, 140 µm, 200 µm, 250 µm and 
300 µm. The results in Figure 5 show that the electrodes smaller 
than 70 µm wide, lead to significantly lower ∇𝐸2. This means
that electrodes smaller than 70 µm wide should be avoided in 
this design. However, increasing the width after 70 µm does not 
have a signigicant effect on ∇𝐸2. A closer look to the results
shows that a slightly higher ∇𝐸2  (and DEP force) can be
generated by using a combination of 70 µm and 200 µm wide 
electrodes.  
Figure 3. Maximum value of ∇𝐸2  along the top of the channel as a 
function of the gap size. 
A 
B 
C 
Figure 4. Variations of the exerted force on the particles as 
afucntion of the distance across the cut line. 𝑊1 (th width of 
electrode 1) is considered as 10 µm while  𝑊2  (the width of 
electrode 2) is varied from 10 to 200 µm. 𝐺 (gap between two 
electrodes) is A) 80 µm , B) 35 µm and C) 5 µm. 
Figure 5. Maximum value of ∇𝐸2  on the top of the channel for the case 
that the gap is 5 µm and different combinations of the electrodes 
Figure 6. Variation of ∇𝐸2  along the top of the channel for a width of 
W1 = 70 µm and W2 = 200 µm and gap size of 5 µm. 
T
he
 g
ra
di
en
t o
f 
el
ec
tr
ic
 fi
el
d 
sq
ua
re
d 
∇
𝐸
2
(𝑉
2
𝑚
3
) 
T
he
 g
ra
di
en
t o
f 
el
ec
tr
ic
 fi
el
d 
sq
ua
re
d 
∇
𝐸
2
(𝑉
2
𝑚
3
) 
T
he
 g
ra
di
en
t o
f 
el
ec
tr
ic
 fi
el
d 
sq
ua
re
d 
∇
𝐸
2
(𝑉
2
𝑚
3
) 
T
he
 g
ra
di
en
t o
f 
el
ec
tr
ic
 fi
el
d 
sq
ua
re
d 
∇
𝐸
2
(𝑉
2
𝑚
3
) 
T
he
 g
ra
di
en
t o
f 
el
ec
tr
ic
 fi
el
d 
sq
ua
re
d 
∇
𝐸
2
(𝑉
2
𝑚
3
) 
T
he
 g
ra
di
en
t o
f 
el
ec
tr
ic
 fi
el
d 
sq
ua
re
d 
∇
𝐸
2
(𝑉
2
𝑚
3
) 
741
With the optimum values of the gap and the electrode widths 
obtained, the variations in ∇𝐸2  are calculated and shown in
Figure 6. This graph shows that the maximum value of the ∇𝐸2
term occurs on the side of the smaller electrode (blue line). Thus, 
the particle motion will be from the side of the large to the small 
electrodes. Based on these optimum values, the design shown in 
Figure 7 is used for a DEP-based micro-separator. 
Figure 7. A schematic of the proposed DEP-based micro-seperator 
V. CONCLUSIONS 
In this study, COMSOL Multiphysics® tool was used to 
simulate the electric field created by two electrodes for a DEP-
based cell/particle micro-separator. Different geometries in 
terms of the width of the electrodes and the gap between them 
have been investigated to find an optimum design, which leads 
to the maximum value of the DEP force on the top of the 
channel. The results show that in order to get the best outcome, 
the gap size must be as low as possible (which is 5 µm in our 
lab) and the width of the electrodes must be larger than 70 µm. 
Further investigation shows that the best results are obtained 
when the width of one of the electrodes is 75 µm and the other 
is 200 µm wide. Based on these results, a DEP-based micro-
separator design is optimized. 
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Automation in high throughput/content screening for cancer stem cell drug discovery 
Eleftherios Sachlos 
Department of Mechanical Engineering Lassonde 
School of Engineering, York University 
Mounting evidence suggests that cancer development is due to a rare population of cancer stem 
cells (CSC) uniquely able to initiate and sustain the disease (Al-Hajj et al., 2003; Bonnet and Dick, 1997; 
Lapidot et al., 1994; Li and Ren, 2008; Singh et al., 2003; Smalley and Ashworth, 2003).  
Conventional chemotherapeutics which inhibit cell proliferation are however ineffective against 
quiescent CSCs capable of re-initiating the disease (Bao et al., 2006; Dean et al., 2005; Diehn et al., 
2009; Diehn and Clarke, 2006; Eyler and Rich, 2008; Li et al., 2008; Woodward et al., 2007).  Instead, 
the indiscriminate cytotoxicity of these drugs often affects normal stem cells and progenitor populations, 
leading to dosage restrictions and necessitating supportive treatment (Smith et al., 2006).  This traditional 
therapy has defined current patient survival rates, but these rates remain largely unchanged during the 
past 3 decades (Estey and Dohner, 2006; Visvader and Lindeman, 2008) implying that novel 
approaches are required to fight cancer.  Recently, agents that selectively induce CSC apoptosis have 
been identified (Gupta et al., 2009) but their impact on normal stem cells has yet to be validated.  
Stem cells, whether normal or CSC, are defined by an equilibrium between 1) self-renewal and 2) 
differentiation.  In the case of CSCs, this equilibrium shifts towards enhanced self-renewal and limited 
differentiation capacity.  A deviation in equilibrium however leads to eventual stem cell exhaustion 
(Duncan et al., 2005). One approach to eradicate CSCs is to tilt the equilibrium in favour of terminal 
differentiation in an effort to exhaust the CSC population. Eliminating cancer by inducing differentiation 
was first proposed in the 1970s (Fibach et al., 1973; Friend et al., 1971; 
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Sachs, 1978a; Sachs, 1978b).  This led to the identification of all-trans-retinoic acid (ATRA) 
(Breitman et al., 1981; Breitman et al., 1980) and then arsenic trioxide (ATO) (Niu et al., 1999; 
Raffoux et al., 2003) as differentiation-inducing agents for the treatment of acute promyelocytic 
leukemia (APL), an acute myeloid leukemia (AML) subtype.  If left untreateted, APL causes death within 
weeks.  ATRA/ATO treatment of APL currently demonstrates remission rates in excess of 93% with 5-
year overall patient survival rates approaching 100% (Sanz, 2006; Sanz et al., 2009; Wang and Chen, 
2008) and exemplifies how differentiation therapy can be used to transformed a fatal, non-resectable, 
cancer to one that is essentially curable.     
Cancer differentiation therapy has not however been translated to the treatment of other cancer 
types, let alone other AML subtypes (Burnett et al., 2010; Estey et al., 1999). This failure is, in part, due 
to the absence of robust in vitro assays which can interrogate CSC differentiation.  
To address these issues, an overview of the application of automation for cancer stem cell 
screening will be presented.  
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Abstract—We have used microcontact printing as a means of 
simulating injury or wounds in a healthy monolayer of LLC 
PK1 cells to study the expression of Epithelial-to-Mesenchymal 
Transition (EMT) signature proteins. Cells were patterned on 
PDMS substrates using stamps that were prepared in the 
cleanroom using conventional soft lithography techniques. 
Patterned cells were exposed to an external stimulus of 
Transformation Growth Factor β (TGFβ) and analyzed further 
for the presence and upregulation of EMT signature proteins 
that are indicative of the progression of EMT.  
Microcontact Printing, Epithelial-to-Mesenchymal Transition, 
LLC PK1 cells, TGFβ 
 Introduction 
Organ fibrosis is considered a failed or dysregulated wound 
healing process, triggered by prolonged and repetitive injury to 
epithelium and endothelium. It was first discovered in 1995, that 
fibroblasts that contribute to fibrosis often originate from the 
local conversion of epithelium.1 This discovery set forward a 
slurry of research activity around the phenomenon of Epithelial-
to-Mesenchymal transition or EMT, and its role in organ 
fibrosis.2 EMT is a process through which epithelial cells lose 
their strong intercellular contacts and polarity, and transition to 
migratory and often invasive mesenchymal cell types.3 These 
mesenchymal cells then mediate either physiological functions 
(e.g. tissue differentiation during embryogenesis or normal 
wound healing), or participate in pathological processes 
(fibrosis, cancer).3  
Our goal is to investigate the concept that epithelial 
wounding or injury (which can be simulated in vitro by the 
absence of cell-cell contacts), predisposes the injured cells for 
various features of EMT, including the expression of EMT 
signature proteins (such as alpha-Smooth Muscle Actin). We 
also aim to investigate the proportional secretory response 
(termed profibrotic epithelial phenotype or PEP) caused by the 
loss of cell-cell contacts (or injury) which holds true even if 
EMT is just partial. We hypothesize that the length of free 
epithelial edges in a monolayer is proportional to the 
propensity of the epithelium to acquire a profibrotic epithelial 
phenotype.   
To address this hypothesis, we have used microfabrication 
to establish a model in which the proportionality of the 
response can be investigated. To establish our gold standard, 
initially we investigated SMA expression., the hallmark of 
full-blown EMT. The next step will be the investigation of the 
secretory phenotype. 
I. EXPERIMENTAL SETUP 
A. Cell Culture and treatment 
We use porcine kidney proximal tubule cell line (LLC-PK1) 
used to conduct all experiments as described in previous 
studies.4 Cells are cultured using DMEM supplemented with 
10% fetal bovine serum and 1% penicillin/streptomycin. After 
patterning, cells are treated with 5 ng/ml TGFβ in serum free 
medium for 48 hours. Cells are washed with phosphate- buffered 
saline (PBS) prior to analysis.  
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B. Mold fabrication for Microcontact printing 
The stamps used for patterning cells are prepared using 
conventional soft lithography techniques in a cleanroom.5 
Stamps are incubated with 80ug/ml Fibronectin prior to 
stamping. Polydimethylsiloxane (PDMS) is used to line 6-well 
plates to prepare surface for cell patterning. 
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Abstract—Linked-segment models of the head-arms-trunk 
(HAT) along with an inverse dynamics approach can be used 
for estimating inter-vertebral moments. Several studies 
estimated the lumbo-sacral inter-vertebral moment using one-
segment HAT models during execution of different functional 
tasks. However, methods for estimating inter-vertebral 
moments at different levels of the spinal column have rarely 
been investigated due to the propagation of the experimental 
errors. This study quantified multi-segment HAT kinetics 
during multi-directional trunk-bending after minimizing the 
experimental errors. Eleven healthy individuals participated in 
a multi-directional trunk-bending experiment in five directions 
with self-comfortable pace. We used a reconstructed seven-
segment HAT model for each participant along with a bottom-
up inverse dynamics approach to estimate intervertebral 
moments after minimizing the effect of experimental errors. 
Our results indicate a significant effect of joint level and trunk-
bending direction as well as interaction effects. Our results 
revealed complex patterns for three-dimensional (3D) inter-
vertebral moments which can only be obtained via a multi-
segment model and error minimization. Inter-vertebral moment 
patterns along the spinal column after minimizing the errors can 
play a significant role in objective clinical evaluations and in 
designing pre- and post-treatment strategies. 
Keywords-component; Inverse dynamics; Joint moments; Multi-
segment model; Trunk kinetics 
I. INTRODUCTION 
Estimation of the inter-vertebral interactions such as motions 
and loads is useful for clinical evaluation of several pathological 
conditions such as low-back pain [1] and spinal cord injury [2]. 
Moreover, injury prevention strategies, as well as the risk of 
injury assessment, can benefit from the accurate estimation of 
inter-vertebral loads [3].   As a mathematical technique, linked-
segment models of the body have been extensively used for in-
vivo studying of spine kinematics [4]. Previous studies have 
addressed the three-dimensional (3D) kinematics of the upper 
body using single-segment and multi-segment models of the 
head-arms-trunk (HAT). Estimating joint moments and forces 
using a linked-segment model of the HAT along with an inverse 
dynamics approach requires inter-segmental kinematics, 
accurate estimation of individual-specific body segment 
parameters (BSPs), and force plate measurements of the external 
forces. However, the accuracy of an inverse dynamics approach 
can be affected by experimental errors such as inaccuracies in 
(a) kinematics, (b) estimation of BSPs, and (c) force plate 
measurements. These inaccuracies could cause errors 6% to 
232% of the estimated peak moment [5] implying that 
minimizing the effect of experimental errors is of great 
importance.  
Previous studies addressed the significant effect of the 
relative motion between the skin-mounted markers and actual 
bony anatomical landmarks, soft tissue artifacts (STA), on the 
kinematics and kinetics of the lower limb [6], [7]. The effect of 
STA on the kinematics of the spinal column has been 
investigated [8]. However,   No study has addressed the effect of 
STA on the estimating inter-segmental moments of a multi-
segment HAT. 
In addition, estimating inter-segmental moments using a 
linked-segment model and an inverse dynamics approach 
requires accurate estimation of BSPs including mass, the center 
of mass (COM), moments of inertia, and joint centers of rotation 
(JCRs).  Medical imaging techniques can provide an accurate 
estimation of BSPs for each individual; however, radiation 
exposure [9] make them non-practical for routine clinical motion 
analyses. Some studies reported BSPs for a single cadaver [10], 
other studies proposed regression equations based on cadaveric 
data [9] for estimating individual-specific BSPs based on body 
weight and height. However, estimating BSPs based on 
cadaveric data may have error larger than 40% [11]. As a 
different approach, some studies used optimization techniques 
to minimize the effect of inaccuracies in BSPs on joint moment 
estimation at lower limb joints with assuming HAT as a single 
rigid segment [11]. However, there is currently no study that 
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estimated joint moments in a multi-segment HAT based on 
optimized individual-specific BSPs.  
Several studies have calculated the 3D joint moment at the 
𝐿5/𝑆1 joint using a single-segment HAT model based on BSPs 
estimated via regression equations [12], [13] and for clinical 
evaluation of low-back pain [14]  and lower-limb amputation 
[15]. However, none of these studies obtained 3D joint moments 
at different levels of the spinal column using a multi-segment 
model due to several technical challenges such as estimating 
individual-specific BSPs. Our team has recently proposed (a) a 
method for compensating the effect of STA on kinematics of a 
multi-segment HAT, and (b) an optimization-based method for 
estimating individual-specific BSPs for each HAT segment. 
Based on our previous studies, this study presents 3D joint 
moments in a multi-segment HAT model using optimized 
individual-specific BSPs and STA error compensation during 
trunk-bending tasks at different directions. The effect of joint 
levels and trunk-bending directions have also been investigated. 
II. METHODS
A. Experimental Protocol 
The experimental protocol was described in detail in our 
previous study [4] and thus, are only briefly described here. 
Eleven non-disabled individuals (4 females; age: 28.5±3.3 years; 
trunk height: 0.75±0.04 m) with no history of spine-related 
neuromuscular or musculoskeletal impairments or recurrent 
back pain take part in this study. All participants provided 
written consent prior to participating in the experiment. 
Research Ethics Board approval was received from the local 
ethics committee.  
Participants sat on a rigid force plate in an upright natural 
posture with no backrest or foot support. The arms were crossed 
motionless over the chest. Five targets were placed anterior to 
the participant. The distance and height of each target were 
adjusted to represent the trunk-bending angle of 45°. Each 
participant was asked to lean toward the target, touch the target 
with the head, and return to the initial upright position. Each 
trunk-bending trial was performed three times at self-
comfortable pace. To avoid a counterweight effect of the lower 
legs during trunk movement, participants were asked to keep 
their legs vertically downwards throughout the experiment 
(Figure 1).  
B. Data Acquisition and HAT Model 
Twenty-three reflective markers were placed on the spinous 
processes and around them for each participant to constitute a 
seven-segment HAT model. The instantaneous position of 
markers was captured via six motion tracker cameras (Vicon, 
Oxford, UK) at the sampling rate of 120 Hz.  A force-plate 
(AMTI, Watertown, MA, USA) was used to measure ground 
reaction forces (GRFs) and center of pressure position (COP) at 
the frequency of 1000 Hz. The time-series of the marker’s 
trajectory were filtered via an 8th-order dual-pass Butterworth 
low-pass filter with a cut-off frequency of 2 Hz. 
Figure 1. Targets were placed for each participant at the distance and height 
which represent the trunk-bending angle of 45°. Targets were placed in the 
transverse plane at 45° intervals, anteriorly and laterally of the participant. 
C. Seven-Segment HAT Modeling 
We reconstructed a seven-segment model for each 
participant consisting of two segments for lumbar spine: upper 
lumbar (UL: T12-L3), lower lumbar (LL: L3-S1). Four 
segments for thoracic spine: upper thoracic (UT: C7-T3), mid-
upper thoracic (MUT: T3-T6), mid-lower thoracic (MLT: T6-
T9), lower thoracic (LT: T9-T12), and one segment for head and 
neck (HD). The segments were assumed to be rigid and 
connected to each other by 3D revolute joints located at the 
center of respective inter-vertebral discs (Figure 2). Each 
segment was defined by a cluster of three markers: one marker 
placed centrally on the spinous process of the caudal vertebra of 
that segment, and two markers placed laterally at 5 cm distance 
from the spinous process of the rostral vertebra of that segment 
(Figure 2).  
Based on the three markers of each segment, a segment-fixed 
frame was defined for: The X-axis pointing from left to right, 
parallel to the two rostral markers, the Z-axis pointing 
superiorly, parallel to the line between the caudal marker and the 
mid-point of two rostral markers, and the Y-axis pointing 
anteriorly, as the cross-product of the Z and X axes. Therefore, 
the X-, Y-, and Z-axes represented flexion/extension, lateral 
bending, and axial rotation, respectively. A pelvis-fixed frame 
was defined based on the markers placed on the left and right 
anterior superior iliac spine (ASIS) and the midpoint between 
the posterior superior iliac spines (PSIS). 
D. Inverse Dynamics 
A custom-made Newton-Euler iterative algorithm was 
developed for calculating the inter-segmental moments based on 
bottom-up and top-down inverse dynamic approaches. Using 
kinematic data, BSPs for each segment as well as force plate 
measurements, the bottom-up approach calculates joint 
moments from the bottom-most joint and proceeds superiorly 
with applying force plate measurements as the boundary 
condition of the inferior segment. The top-down approach uses 
kinematic data and BSPs to calculate joint moments from the 
top-most joint and proceeds downward with assuming zero loads 
at the top-most joint.   
E. Minimizing the Effect of Experimental Errors 
1) Soft Tissue Artifacts (STA)
STA is defined as the relative displacement between the 
skin-mounted marker and actual underlying bony anatomical 
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landmark. The effect of STA induced error on kinematic 
measurements of the multi-segment HAT was compensated 
based on the model introduced in our previous study [8]. This 
model assumed that the relative displacement between the skin-
mounted marker and actual bony anatomical landmark is 
minimum (zero) at initial upright posture and proportionally 
increases with the trunk-bending angle, and thus, it is maximum 
at the maximum trunk-bending posture. 𝜃𝑡, instantaneous trunk,
was defined as the angle between the line from 𝑆1  and 𝐶7 
markers at each instant of time(𝑡), and the initial upright posture. 
Soft tissue artifact of marker 𝑖 in segment 𝑗 was calculated in the 
segment’s local frame as defined in equation (1): 
𝑆𝑇𝐴𝑖
𝑗(𝜃𝑡) = 𝑆𝑇𝐴𝑖
𝑗(𝜃𝑚𝑎𝑥)
𝜃𝑡
𝜃𝑚𝑎𝑥
(1)
where 𝜃𝑚𝑎𝑥  and 𝑆𝑇𝐴𝑖
𝑗(𝜃𝑚𝑎𝑥) are the maximum trunk-bending
angle, soft tissue artifacts, respectively. The instantaneous 
position of the markers were then corrected:  
𝐶𝑖
𝑗
(𝑡) = 𝑅𝑗(𝑡)𝐿
𝐺 [ 𝑅𝑗
−1(𝑡)𝐿
𝐺 . 𝑃𝑖
𝑗(𝑡) − 𝑆𝑇𝐴𝑖
𝑗(𝜃𝑡)] (2)
Figure 2. Markers were placed over the spinal column to form a seven-segment 
trunk model: Head and neck (HD), upper thoracic (UT), mid-upper thoracic 
(MUT), mid-lower thoracic (MLT), lower thoracic (LT), upper lumbar (UL), 
lower lumbar (LL), and sacral (SC) segments. 
where 𝑃𝑖
𝑗
(𝑡)  and 𝐶𝑖
𝑗
(𝑡)  are the preliminary and corrected
trajectory of marker 𝑖  in segment 𝑗  at the time index 𝑡 , 
respectively, and  𝑅𝑗(𝑡)𝐿
𝐺  is the instantaneous rotation matrix
from the segment-fixed frame to the lab-fixed frame. 
2) Optimized Individual-Specific BSPs and COP Offsets
Calculating 3D joint moments requires individual-specific 
estimation of BSPs for each segment including mass, COM, 
moments of inertia, and JCRs. Vette et al. [10] calculated upper 
body BSPs for a 38-year-old white male cadaver (height: 1.80 m 
and weight: 90 kg). We estimated the initial guess of BSPs for 
each individual by scaling cadaveric data based on participant’s 
trunk height and body weight. We assumed that the body is 
symmetric in the frontal plane and, thus, that all COMs and JCRs 
lie in the body’s sagittal plane. However, scaling method based 
on cadaveric data induces inaccuracies in estimating BSPs when 
the individual falls outside the originally studied population for 
which the BSPs were estimated in terms of age, gender, body 
type, and ethnicity [16]. As a result of induced inaccuracies, the 
value of the joint moments calculated via bottom-up and top-
down approaches differ mostly due to inaccurate estimation of 
individual-specific BSPs. In our previous study, we developed a 
nonlinear constrained multi-step optimization-based method to 
find an optimized set of individual-specific BSPs for each HAT 
segment as well as compensating the effect  of COP offsets that 
minimizes the difference between the joint moments calculated 
via bottom-up and top-down inverse dynamics at all inter-
segmental levels. We used the optimized individual-specific 
BSPs and COP offsets obtained via our optimization-based 
method to quantify multi-segment trunk kinetics after 
minimizing the effect of inaccuracies in BSPs, COP offsets, STA 
to obtain a less erroneous estimation of inter-segmental 
moments.  
F. Data Analysis 
The Kolmogorov-Smirnov test and Levene's test showed that 
the absolute peak values of the 3D moments came from a normal 
distribution with equal variances. We conducted a two-way 
analysis of variance (ANOVA) on the absolute peak moments in 
the sagittal, coronal, and transverse planes to investigate the 
effect of joint levels (SC~LL to UT~HD), and trunk-bending 
directions. Moreover, we investigate the effect of STA 
compensation on estimating joint moments. We performed a 
two-way ANOVA on the root-mean-square (RMS) difference 
between the net joint moments before and after STA error 
compensation and investigated the effect of joint level and trunk-
bending directions for both bottom-up and top-down inverse 
dynamic approaches. For all statistical analyses, the significance 
level was set at 0.01 by considering Bonferroni correction. We 
performed a multi-comparison post hoc test for interpreting the 
main effects of joint level and trunk-bending direction as well as 
their interaction effect. 
III. RESULTS
Figure 3 represents the RMS difference between the net joint 
moments calculated with and without compensating the effect of 
STA. Results are presented as c at all inter-segmental levels, for 
five trunk-bending directions, calculated via both bottom-up and 
top-down approaches. Statistical analysis revealed significant 
main effects of joint level and trunk-bending direction and two-
way interaction effect on the RMS difference between the joint 
moments calculated with and without STA error compensation. 
We also observed a significant difference of inverse dynamic 
approaches.  
Figure 4 represents the absolute peak joint moments in the 
sagittal, coronal, and transverse planes as well as the plane of 
movement (net sagittal-coronal) after minimizing the effect of 
inaccuracies due to COP offsets, BSPs, and STA. Results are 
presented as a mean ± standard error at all inter-segmental 
levels and for five trunk-bending directions. The main effect of 
the joint level, trunk-bending direction, as well as two-way 
interaction effect.  
The main effect of joint level revealed that the sagittal 
moments of the lumbar joints were significantly larger (p<0.01) 
than thoracic and cervical joints. Among the lumbar joints, the 
LL~UL joint tended to have the largest sagittal moment. Among 
the thoracic and cervical joints, the sagittal moment at each 
inferior joint was significantly larger than superior joints 
implying that the sagittal moment decreased from inferior joints 
to superior joints. A similar trend was observed for the coronal 
moment, and it decreased from the inferior joints to the superior 
joints except for SC~LL joint which was significantly smaller 
(p<0.01) than the LL~UL joint. The transverse moment at the 
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most superior joint (UT~HD) was significantly larger than all 
other joints while no significant difference was observed among 
all other joints.  
The main effect of trunk-bending direction reflected that the 
sagittal moment across different joint significantly decreased 
with more lateral directions and it was maximum at the anterior 
direction (p<0.01). No significant bilateral asymmetry effect 
was observed (p=1.00). The opposite pattern was observed for 
the coronal moment. The coronal moments across different 
joints increased significantly with more lateral trunk-bending 
directions (p<0.01), and it was maximum for bending towards 
left and right direction and minimum for the anterior direction. 
No bilateral asymmetry was observed (p=1.00). No effect of 
direction was observed for the transverse moment. 
Figure 3. RMS difference between the inter-segmental net joint moments 
calculated before and after STA error compensation at each joint level of the 
proposed HAT model (Figure 2) for five trunk-bending directions (Figure 1). 
Results are expressed as mean ± standard deviation among all participants and 
obtained through both bottom-up and top-down inverse dynamic approaches. 
Figure 4. Peak joint moment in sagittal, coronal, and transverse planes and in 
the plane of movement (net sagittal-coronal) calculated via bottom-up approach 
using optimized individual-specific BSPs and STA compensation for different 
joint levels, and trunk-bending directions.  Results are presented as bar and error 
bar plots. Moments (N.m) were normalized by participant’s body weight and 
trunk height. (L: left, AL: anterior-left, A: anterior, AR: anterior-right, R: right). 
IV. DISCUSSIONS
Estimating inter-vertebral moments requires: (a) the capture 
of inter-segmental kinematics, (b) accurate measurement of 
GRFs, and (c) individual-specific estimation of BSPs. Using 
regression and scaling equations [12], [13] along with single-
segment trunk models, many studies have investigated 
lumbosacral (L5-S1) joint moments. The accuracy of the 
estimated joint moments is dependent on the accuracy of the 
kinematics, BSPs estimation, and force plate measurements. 
Therefore, methods that compensate for the above-mentioned 
inaccuracies can result in less erroneous estimation of joint 
moments. Although previous studies demonstrated the influence 
of STA on estimating lower limb joint moments, its effect on the 
joint moment estimation of the multi-segment HAT is yet to be 
studied. Our team has recently proposed a method to compensate 
for STA induced error on the kinematics of the multi-segment 
HAT model. We employed the same approach in the current 
study to investigate the effect of STA on the multi-segment HAT 
kinetics. Moreover, Inaccuracy in estimating individual-specific 
BSPs and its effect on the lower limb kinetics with assuming the 
trunk as a single rigid body has been addressed by previous 
studies. In fact, due to the high inter-participant variability of 
BSPs for HAT segments, multi-segment HAT kinetics have 
been rarely investigated. We have recently proposed a nonlinear, 
constrained, multi-step optimization-based method for 
estimating individual-specific BSPs for each HAT segment in 
the proposed model (Figure 2).  In the current study, we used our 
STA error compensation method along with the optimized 
individual-specific BSPs to obtain a less erroneous estimation of 
inter-segmental moments in the proposed multi-segment HAT 
model. We subsequently investigated the effect of the joint level, 
and trunk-bending directions in the sagittal, coronal, and 
transverse planes. 
A. Effect of STA on Net Joint Moments 
The results (Figure 3) revealed that for both inverse dynamic 
approaches, the RMS difference between the net joint moments 
calculated before and after STA error compensation was 
significantly larger at the two bottom-most joints (SC~LL and 
LL~UL) compared to all other superior joints. Moreover, The 
RMS difference significantly decreased from the inferior joints 
to the superior joints.  This implies that kinetics of the inferior 
joints can be significantly more affected by STA and thus STA 
compensation is more required for the kinetics of the inferior 
joints compared to the superior joints.  
In addition, The RMS difference between the net moments 
calculated with and without STA compensation tended to 
decrease with more later directions at SC~LL and LL~UL joints. 
The opposite was observed for MLT~MUT and MUT~UT joints 
where the RMS difference tended to increase with more lateral 
directions. This is due to the fact that trapezius muscles in this 
region are involved in bending toward lateral directions which 
increases STA.    
B. Effect of Joint Levels and Bending Directions 
Both sagittal and coronal components of the 3D moments, 
decreased from LL~UL joint to UT~HD joint, going superiorly. 
This is due to the fact that inferior joints bear more weight during 
the trunk-bending task. Although no significant difference was 
observed between the sagittal moment at SC~LL and LL~UL 
joints, this component tended to be larger at the LL~UL joint. 
However, the coronal component at the LL~UL joint was 
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significantly larger. This is justified as the maximum curvature 
of the lumbar spine occurs at this joint when the trunk bends. 
Moreover, the moment for the weight bearing during trunk-
bending tasks toward the anterior direction is projected into the 
sagittal plane and during trunk-bending toward the lateral 
directions is projected into the coronal plane which can be 
observed in Figure 4. The two-way interaction effect between 
the joint level and trunk-bending direction revealed no 
significant difference among the sagittal moments across 
different joint for the lateral directions. However, the sagittal 
moment at the mid-lower joints (SC~LL, LL~UL, UL~LT, and 
LT~MLT) for anterior direction was significantly larger 
compared to more lateral bending directions while sagittal 
moment at the mid-upper joints (MLT~MUT, MUT~UT, 
UT~HD) was not significantly affected by trunk-bending 
direction. This finding suggests that even though the sagittal 
moment significantly decreased from inferior joints to the 
superior joint for anterior direction, this is not valid for bending 
in lateral directions. No significant difference was observed 
among the coronal moments across different joints for the 
anterior direction while for the lateral direction this component 
significantly decreased from the inferior joints to the superior 
joints.  Results also indicate that the transverse component was 
significantly smaller and negligible compared to the sagittal and 
coronal components at each joint level and trunk-bending 
direction. This is due to the fact that the participants were asked 
to preserve their spine’s torsional direction during bending trials. 
We calculated the net sagittal-coronal moment to investigate 
whether these components reflect the upper body weight bearing 
moment projected into the sagittal and coronal planes (Figure 4). 
The effect of the joint level was similar to the sagittal and 
coronal moments. Net sagittal-coronal moment significantly 
increased inferiorly from UT~HD to SC~LL except for the 
LL~UL which was the largest. Interestingly, no significant effect 
of trunk-bending direction was observed while the contribution 
of the sagittal and coronal moments to upper body weight 
bearing increased with more anterior and lateral directions, 
respectively. No significant two-way interaction effect was 
observed for the net sagittal-coronal moment. These findings 
imply that the sagittal and coronal moments are the weight-
bearing moments projected into the sagittal and coronal planes 
during trunk-bending tasks. The results of the joint moments 
obtained for the multi-segment HAT model reflect the complex, 
task-specific patterns across joint levels and trunk-bending 
directions which cannot be observed using a single-segment 
HAT model or without compensating inaccuracies in input 
parameters. The bilateral symmetrical moment patterns found in 
this study could be useful for objective clinical assessments to 
recognize any asymmetrical patterns at different levels of the 
spinal column. Note that this study demonstrates the results for 
a mix-gender relatively small population which can be a general 
representation of neither male nor female non-disabled 
populations. Larger datasets could be useful for identifying 
clinical meaningful moment patterns for clinical evaluations. 
In conclusion, this study presented a less erroneous 
estimation of the 3D inter-segmental moments at different levels 
of the spinal column during bending toward different directions 
after minimizing the effect of experimental errors using a multi-
segment HAT model. The error minimization was achieved by 
using STA error compensation method, optimized individual-
specific BSPs and COP offsets from our previous studies. Our 
results showed complex and task-specific patterns for 3D 
moments at different levels of the spinal column which could not 
be captured by a one-segment HAT model. Accurate estimation 
of the joint moments can be useful for objective clinical 
evaluation, rehabilitation, as well as designing pre- and post-
surgery treatments. 
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)LJ7DEOH ,,DQG,,,
DQG HVWDEOLVKLQJ D UREXVW JHQHUDO PRGHO WKDW DOORZV IRU ORFDO
PRGLILFDWLRQV WKDW FRXOG DOORZ IRU UDSLG FKDQJHV ZRXOG
PLQLPL]HWKHUHYHUVHHQJLQHHULQJGDWDFROOHFWLRQ
7KH JRDO RI WKLV UHVHDUFK LV WR OHYHUDJH DGYDQFHG &$'
PRGHOLQJ WHFKQLTXHV WR FUHDWH D G\QDPLFDOO\ UHFRQILJXUDEOH
KDQGPRGHOWKDWFDQEHDQLPDWHGWRWHVW ILQJHUPRYHPHQW DQG
KRZDEUDFHZRXOGEHKDYHIRU GLIIHUHQWSRVLWLRQVH[$ILVWRU
JULSSLQJSRVLWLRQ
)LJXUH 7KHµL¶UHSUHVHQWVHDFKILQJHUWKHWKXPEEHLQJ,DQGSLQN\9
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,QLWLDOUHVHDUFKKDVEHHQSHUIRUPHGWRGHVLJQIDEULFDWHDQG
WHVW VSHFLDOL]HG GHVLJQV IRU ILQJHU DQG KDQG EUDFHV >@
'LIIHUHQWSDUDPHWULFPRGHOOLQJDSSURDFKHVDUHEHLQJH[SORUHG
IRU UHDGLO\ DFFRPPRGDWLQJ VSHFLDO FRQGLWLRQV7KHPRGHOOLQJ
DSSURDFK VKRXOG EH IOH[LEOH DGDSWDEOH HDV\ WR XVH E\ QRQ
GHVLJQHUVDQGUHTXLUHDPLQLPDODPRXQWRIUHQGHULQJWLPH)RU
WKLV UHVHDUFK WKH ELW YHUVLRQ RI5KLQRFHURV LV HPSOR\HG
ZLWK WKH *UDVVKRSSHU JUDSKLFDO SURJUDPPLQJ DQG %RQJR
DQLPDWLRQDGGRQV 7KH*UDVVKRSSHUJUDSKLFDOSURJUDPPLQJ
WRRO FDQ OHYHUDJH NQRZQ VWUXFWXUDO UHODWLRQVKLSV DQG FDQ
+DQGVWUHQJWKLVPHDVXUHGE\WKHTXDQWLW\RIVWDWLFIRUFHDKDQGFDQVTXHH]HDURXQGDG\QDPRPHWHUDQGLVPHDVXUHGLQNJRUOE
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SURSDJDWH FKDQJHV WKURXJKRXW WKH ZKROH GHVLJQ
VLPXOWDQHRXVO\ /RFDO PRGLILFDWLRQV FDQ EH SHUIRUPHG XVLQJ
WKH5KLQRFHURV&$' WRROV DQG MRLQW PRWLRQ UHODWLRQVKLSV
IRUDQ\GHVLJQFDQEHUHDGLO\PRGHOHG IRUYLUWXDO WHVWLQJ7KH
JHQHUDO SURFHVV IORZ LV VKRZQ LQ )LJ  7KH PHWKRGRORJ\
SUHVHQWHG LV DQRYHUYLHZ7KH GHWDLOV DUH QRW LQFOXGHGGXH WR
VSDFHFRQVWUDLQWV
7KH EDVLF ILQJHU ERQH PRGHOOLQJ LV HVWDEOLVKHG IRU WKH
WKXPE DV LW KDV WKH VLPSOHVW VWUXFWXUH 7DEOH ,,, $ VLPSOH
PRGHO RIWKHSUR[LPDOWKXPEERQH ZLWKIODWHQGVDQGDWDSHUHG
LQWHUPHGLDWH VHFWLRQ ZDV GHYHORSHG XVLQJ PXOWLSOH ORIWHG
FLUFOHV6LQFH HYHU\KDQG LV XQLTXH WKH OHQJWKVRI WKH ILQJHUV
QHHGWREHFDOFXODWHGXVLQJWKHSDUDPHWULFUHODWLRQVKLSVVKRZQ
LQ7DEOH,DQG,, LHXVLQJWKHKDQGOHQJWKDVWKHNH\LQSXW
7KLVVWDWLFPRGHOZDVXSGDWHGWRLQFOXGHWKHGLVWDOERQH
)LJXUH 6WHSVLQFUHDWLQJWKHILQDODGDSWDEOHPRGHO
2QFH EDVLF JHRPHWULF UHODWLRQVKLSV ZHUH HVWDEOLVKHG
HOOLSWLFDO FURVVVHFWLRQV ZLWK VSHFLDOW\ *UDVVKRSSHU
SURJUDPPLQJ FRPPDQGV 93LSH RU YDULDEOH SLSH DUH
HPSOR\HG WRPDNH WKLVPRGHOPRUH UHDOLVWLF 6HWVRI HOOLSVHV
DQG WKHLU FRQWURO SODQHV DUH HVWDEOLVKHG 7KHPRGHO ZLWK WKH
HOOLSWLFDO FURVV VHFWLRQV LV PRUH FXVWRPL]DEOH DV WKHUH DUH
YDULDEOH UDGLL LQ WZR GLUHFWLRQV DQG WKH HOOLSVHSRVLWLRQVPD\
EHDOWHUHG XVLQJWKHLQSXWWRWKHSDUDPHWULFUHODWLRQVKLSVLQWKH
PRGHO)LJ5DGLLDUHFRQWUROOHGE\D µVOLGHU EDU¶ LQSXWDV
VKRZQ LQ )LJ 7KLV PRGHOLQJ DSSURDFK OHYHUDJHV NQRZQ
UHODWLRQVKLSV\HW FDQDFFRPPRGDWH RIDZLGHUYDULHW\RIKDQGV
RUORFDOL]HGYDULDWLRQVLH DQDUWKULWLFKDQGDVVKRZQ)LJ
)LJXUH (OOLSWLFDO FURVV VHFWLRQV DQG FRQWURO SODQHV LOOXVWUDWLQJ WKH ORFDO
FRQWURORIWKHILQJHUVKDSHV7KHFURVVVHFWLRQVDUHODEHOOHG
)LJXUH $QRWKHUDQJOHRIWKHERQHFURVVVHFWLRQDQGLWVIOH[DELOLW\
8VLQJWKHHOOLSWLFDOPRGHODVDEDVHOLQH WKHURXQGHGHQGV
WRWKHSUR[LPDOERQH DUHDGGHGYLDHOOLSVRLGVZKHUHWKHFRQWURO
JHRPHWU\ LV OLQNHG WR WKHERQHJHRPHWU\7KH HQGFDSV PRGHO
FDQDOVREHSHUVRQDOL]HGDVQHFHVVDU\7KHSURJUHVVLRQIURPD
ERQH WRD ILQJHU LVVKRZQIURPULJKWWRSFRXQWHUFORFNZLVH WR
ULJKWERWWRPODEHOOHG± LQ)LJ 7KH VHPLFLUFXODUULQJDW
WKHHQGRIWKHILQJHULVRSWLRQDOIRUQRZ
)LJXUH 7KHEXLOGRIWKHILQJHUERQHVRUGHUHGIURPVLPSOHWRFRPSOH[DQG
RUGHURIFUHDWLRQ
8VLQJ WKH UHODWLRQVKLSV DQG GHVLJQ DSSURDFK WKH ERQH
ILQJHU PRGHO LV XSGDWHG WR EHFRPH DXWRPDWLFDOO\ DGDSWDEOH
,QVWHDG RI XVLQJ WKH IL[HG QXPEHUV ZLWK WKH IRUPXODV DQG
SDUDPHWULFUHODWLRQVKLSVµVOLGHUEDU¶LQSXWVRU YDULDEOHV ZKLFK
DUHFRQWUROOHGE\WKHXVHUDUHXWLOL]HG 7KHIOH[LELOLW\SURYLGHG
E\WKHVOLGHUEDUVLVVKRZQLQ)LJDQG
)LJXUH 7KHDGDSWDELOLW\RIWKHHQGFDSVGHPRQVWUDWHG
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)LJXUH 7KHVLPSOLFW\RIFKDQJLQJWKHILQJHUUDGLLLVVKRZQZLWKWKHUDGLLLI
WKHILQJHUERQH
)LJXUH 7KHZLGH UDQJH RI WKH UDGLL LV GHPRQVWUDWHG WKURXJK WKH H[WUHPH
VL]HVRIWKHHQGFDSVVKRZQ
7KH LQWHUIDFHRI WKH*UDVVKRSSHUDOJRULWKP LVVKRZQLQ)LJ
7KHSDUWVDUHFRQQHFWHG WRHDFKRWKHUXVLQJµZLUHV¶ LQ WKH
SURJUDP 7KLVIHDWXUHDOORZV WKHLQSXWGDWDWREH WUDQVIRUPHG
XVLQJ PDWKHPDWLFDO IXQFWLRQV DQG WKH SURJUDPPDEOH FRQWURO
VKDSHVWRFUHDWHVXUIDFHPHVKRUVROLGPRGHOJHRPHWU\LQWKH
5KLQRFHURVHQYLURQPHQW
)LJXUH/DEHOOHG*UDVVKRSSHU LQWHUIDFHVKRZQWKHEHKLQGWKHVFHQHVRI
WKHILQJHUPRGHO
7KHVH ILQJHU PRGHOV FDQ HDVLO\ EH DVVHPEOHG LQWR WKH
LQGLYLGXDOV KDQG PRGHO LQ WKH 5KLQR HQYLURQPHQW XVLQJ
DQWKURSRPHWULF UHODWLRQVKLSV DQG FRQVWUDLQWV WR OLQN WKH
LQGLYLGXDO FRPSRQHQWV LQWR D ILQDO NLQHPDWLF DVVHPEO\ 7KLV
ERQHILQJHUKDQG PRGHO FDQ WKHQ EH DQLPDWHG IRU GLIIHUHQW
VLWXDWLRQV VXFK DV KDQG JULSSLQJ XVLQJ WKH %RQJR DGGRQ
2QFHWKHDSSURSULDWHUHODWLRQVKLSVDUHILQDOL]HGFXVWRPILQJHU
EUDFHVRUKDQGEUDFHPRGHOV FDQEHEXLOWRQWRSRIWKLV
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7KH UHVXOW RI WKLV SURFHVV LV D FXVWRPL]DEOH ERQHILQJHU
KDQG PRGHO WKDW FDQ EH DGDSWDEOH IRU D YDULHW\ RI VKDSHV
LQVWDQWDQHRXVO\ 7KH SURJUDPPLQJ HOHPHQWV RI WKLV PRGHO
DOORZV D KDQG FRQILJXUDWLRQ WR EH SURJUDPPHG XVLQJ
SDUDPHWULF UHODWLRQVKLSV HVWDEOLVKHG E\ RWKHU UHVHDUFKHUV 7KH
KDQGOHQJWK DQGEUHDGWK DUH PHDVXUHG7KH\DUHWKHQXVHGDVDQ
LQSXW WR HVWDEOLVK WKH ERQH OHQJWKV IRU WKH PHWDFDUSDO DQG
SKDODQJHDOERQHVHDFKILQJHU ([DPSOHVROXWLRQVDUH VKRZQLQ
)LJXUH DQG7KH\DUHKDQGRID\RXQJIHPDOHDQG\RXQJ
PDOH2QWKHOHIWLVWKHZLUHIUDPHVSULQWRXWRIWKHPRGHOFHQWHU
WKH KDQG DQG RQ WKH ULJKW WKH ' VKDGHG PRGHO RI WKH KDQG
IURP 5KLQRFHURV 7KH UHFRQILJXUDEOH UHYHUVH HQJLQHHUHG
KDQGPRGHOV DUH FUHDWHG
%RWK KDQGV VKRZQ KDYH GLIIHUHQW KDQG OHQJWKV EUHDGWKV
DQG ILQJHU UDGLL DQG WKLV PRGHO ZDV DEOH WR FRQIRUP WR WKH
PHDVXUHPHQWVDQGFUHDWHDFXVWRPL]HGPRGHORIWKHKDQG
$ SUHOLPLQDU\ µSURRI RI FRQFHSW¶ DQLPDWLRQ RI WKHVH
UHFRQILJXUDEOH PRGHOV KDV EHHQ FRPSOHWHG ([DPSOHV RI WZR
DQLPDWLRQVZLWKGHYHORSHGZLWKWKH%RQJRDGGRQDUHVKRZQ
LQWKHOLQNV EHORZ DQG)LJDQG
KWWSVZZZVFUHHQFDVWFRPWP)HFG*P(
KWWSVZZZVFUHHQFDVWFRPWT2QI6HWT$
)LJXUH )HPDOHKDQGPRGHO
)LJXUH0DOHKDQGPRGHO
)LJXUH7KHKDQGPRGHOZLWKPRGHUDWHO\ VSUHDGDSDUWILQJHUV
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)LJXUH 6WLOOIURPDKDQGPRGHODQLPDWLRQRIILQJHUPRYHPHQW
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5HYHUVHHQJLQHHULQJDKDQGWRFUHDWHDQHGLWDEOHVXUIDFHRU
VROLGPRGHOLVDWLPHLQWHQVLYHWDVNDQG UHTXLUHVKLJKO\VNLOOHG
GHVLJQHUVIDPLOLDUZLWKVXUIDFHPRGHOLQJVWUDWHJLHV7KHJRDOWR
GHYHORSDG\QDPLFDOO\UHFRQILJXUDEOHERQHILQJHUKDQGPRGHO
ZDV UHDOL]HG XVLQJ D VHW RI PRGHOLQJ WRROV W\SLFDOO\ XVHG LQ
DQLPDWLRQ HQYLURQPHQWV 'HYHORSLQJ RUJDQLF SDUDPHWULF
PRGHOVLQ&$7,$LVSUREOHPDWLFGXHWROLQNLQJWKHPDQ\ERQH
ILQJHUKDQGFRQVWUDLQWV >@
$V KXPDQ DQDWRP\ KDV JHQHUDO NQRZQ UHODWLRQVKLSV
DQWKURSRPHWULF GDWD EXW LQGLYLGXDO YDULDQWV WKH
*UDVVKRSSHU YLVXDO SURJUDPPLQJ ODQJXDJH LV XVHG WR
OHYHUDJH WKH UHODWLRQVKLSV WR FUHDWH HGLWDEOH PRGHOV LQ WKH
5KLQRFHURVHQYLURQPHQW7KLVIRXQGDWLRQDOUHVHDUFKDOORZVIRU
WKH FUHDWLRQ D FXVWRPL]HG KDQG EUDFH ZLWKRXW D VLJQLILFDQW
DPRXQWRIPHDVXUHPHQWVRUGDWDPDQLSXODWLRQIRUGHYHORSLQJD
SHUVRQDOL]LQJ&$'PRGHO7KLV&$'PRGHOFDQWKHQEHXVHG
DVDQLQSXWIRUDQ$0SURFHVV
7KURXJKRXWWKLVSURFHVVWKHPDLQJRDOZDVWRDGGHQRXJK
GHWDLO WR UHSUHVHQW WKHXQLTXHQHVVRI WKHLQGLYLGXDO¶VKDQGEXW
QRW WR EH RYHUO\ FRPSOH[ RU KDYH WKH GDWD HQWU\ EH D WLPH
FRQVXPLQJWDVN'XHWRWKHPRGHO¶VDELOLW\WRKDYHIXOOFRQWURO
RYHUWKHVKDSH RIWKHILQJHUHVVHQWLDOO\WKHWKLFNQHVVPXVFOHV
DQG VNLQZLOO EH DGGHG LQ WKH IXWXUH 7KH RYHUDOO SURFHVV IRU
FUHDWLQJVSHFLDOW\EUDFHVVKRZQLQ)LJ
)LJXUH 6WHSV IRU FUHDWLQJ ILQDO DGDSWDEOH KDQG DQG EUDFHV PRGHOV  ±
SUHVHQWUHVHDUFK± RQJRLQJ UHVHDUFK± IXWXUHZRUN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/RFDOL]HG µQRQHOOLSWLFDO¶ JHRPHWU\ VROXWLRQV ZLOO EH
H[SORUHG 7KH DQLPDWLRQPRGHOV ZLOO EH LPSURYHG WR LQFOXGH
DQWKURSRPHWULF UHODWLRQVKLSV DV WKHUH DUH XQLTXH PRWLRQ
FRQGLWLRQV IRU RXU KDQGV )RU H[DPSOH DOO MRLQWV LQ WKH ULQJ
ILQJHUFDQQRWEHIXOO\URWDWHGLQZDUGVZLWKRXWFUHDWLQJPRWLRQ
LQ WKHPLGGOHRUSLQN\ ILQJHUV7KH*UDVVKRSSHUPRGHOZLOO
EHVWUHDPOLQHGWRDGGDXVHULQWHUIDFHGDWDFROOHFWLRQVWUDWHJLHV
GHWHUPLQHG DQG EUDFH GHVLJQ VROXWLRQV ZLOO EH GHVLJQHG
IDEULFDWHGXVLQJDQ$0SURFHVVDQGWHVWHG
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Abstract—the aim of the overall research presented here was 
to investigate the motion of a wheeled mobile robot in an 
indoor (structured) setting while following a pre-set trajectory. 
An example of an application for this research would be 
automated maneuvering of a smart power wheelchair in a 
health care setting, such as a hospital, which would benefit the 
aging Canadian population. For the specific research reported 
here, the aim was to investigate the mobility of an assistive 
device for Sit-to-Stand (STS) operation and walking. A rehab 
robot was developed and was attached to a wheeled mobile 
robot to accomplish STS operation and to help walk a patient 
for rehabilitation. Four major phases of this research are: (i) 
design of the rehab robot, (ii) development of the control 
algorithm, (iii) experimentation, and (iv) navigation of the 
mobile robot and the rehab walker (robot). This research 
project can be extended to lower limb rehabilitation and 
design of a smart walker. It intensively studied current 
research and projects, designed a rehab robot and four control 
algorithms to help people in both STS and walking processes. 
Experiments were implemented, and the results indicated the 
effectiveness of the control algorithms and the prescribed 
navigation algorithm. According to the results, this project 
achieved the original goals to assist people in standing up and 
walking, and to navigate to a pre-set location.    
Keywords: mobility assistive device; rehab robot; navigation 
I. BACKGROUND AND MOTIVATION 
As the aging population increases, more and more countries 
require a larger workforce to take care of the elderly. 
Meanwhile, the gradually soaring cost and investment in 
healthcare and nursing have become a global issue. Taking 
care of people with impaired lower limb functions is one of 
the trickiest problems. A number of elderly have problems 
with their knees, hips, and lower limb strength, which affects 
their mobility. They have difficulties in walking and are not 
able to cope well at home. People recovering from stroke, 
lower limb fracture, and some other illnesses suffer similar 
problems as well. Rehabilitation services and nursing are 
available, but access is limited due to constrained medical 
resources and their high cost. As a result, some of these people 
miss the best time for recovery, and their limited activity 
keeps them in their home and hence, they suffer from more 
health issues caused by lack of movement and being alone. 
One of the motivations for this research is to provide easy 
standing and walking assistance for these people and an 
alternative solution for nursing care as well. This is also 
expected to help in lower limb rehabilitation and patients’ 
autonomy. 
A variety of walkers are available on the market that help in 
walking, such as the rollator walker and the adjustable 
standard walker [15]. However, most traditional walkers are 
designed for people with a high self-care ability level. For 
people with poor health conditions, such as weakened leg 
strength, limited hand and finger motion, and hemiplegia 
sequelae, merely operating the walker would be a huge 
challenge. Traditional walkers do not provide support for Sit-
to-Stand (STS), which is one of the toughest challenges for 
self-autonomy. Hence, it leads to a second motivation for this 
research, to design a device that helps a broader range of 
people.  
Motivated by medical needs as stated above, this project is 
focused on research of lower limb rehabilitation and assistance 
by devising a machine with the following capabilities: 
1. Have basic walker functions.
2. Help in the STS process (the major goal of this design).
3. Provide assistance in standing and walking.
4. Be smart in navigation (this feature will provide care,
convenience, and assistance to users, and allow patients
for rehabilitation by walking in a pre-defined path).
5. Have a good level of adaptability (it should be able to
help a wide range of people having different height,
weight and health conditions, and be useful for
home/hospital).
A. Literature Review 
Several researchers proposed interesting designs and ideas, 
and also studied some related topics in this area.  
Morbi et al. [1] designed a system called Gait-Enable, which is 
used in over the ground walking and balance training. This 
design integrated the Bungee Mobility Trainer, which is a 
patented elastic passive body weight support system that 
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consists of a 3-DOF linkage that supports the patients’ pelvis 
from below. The test results show that the Gait-Enable system 
will reduce pelvis and torso motion constraints.  Ahmed et al. 
[2] designed an assistive device named E-Just Assistive 
Device (EJAD), a low cost intelligent assistive device to help 
elders in walking and sit-to-stand activities. This is a 
mechanical design based on the imitation of the caregivers’ 
motion during the support task, which is mainly composed of 
back support, a robot arm and an active walker.  Bauzel et al. 
[4, 5] analyzed current research on smart walkers and 
proposed three required significant features: provide dynamic 
support, demand little or no effort to use, be user-friendly. 
Also, a new user interface which allows users to control the 
walker intuitively was designed and implemented on a 
ASBGO walker, which is an active robotic walker that assists 
the elderly and disabled people in walking. Measures have 
been adopted to assure safety and customer comfort, such as 
infrared rays gesture detection, force detection of falls, and 
limit wheels’ orientation and speed.  Bulea et al. [6] proposed 
a new design with adapted gas spring actuators to enable auto 
lifting, utilizing both handles and platforms for arm support. 
The gas spring provides lifting forces and a steel shaft is 
designed to help users moving freely. The experimental results 
from a partially paralyzed male show that the lift walker 
significantly shortened the transition time of the sit-to-stand 
process and also resulted in a steadier rise than with a standard 
walker. Jorge et. al. [7] reviewed all current robotic systems 
for lower-limb rehabilitation in 2011 and pointed out that 
research in this field has grown exponentially during the last 
decade. About 43 robotic systems were mentioned that can be 
classified into the following five categories: Treadmill Gait 
Trainers, Foot-Plate-Based Gait Trainers, Overground Gait 
Trainers, Stationary Gait Trainers and Ankle and Knee 
Rehabilitations Systems made up of Stationary Systems and 
Active Foot Orthoses. Of these, more than half of the systems 
have neither been marketed nor applied for home use.  This is 
due to their bulky size, elevated cost and the lack of high 
clinical improvement evidence. Research specifically in the 
STS area has also been investigated and has further 
contributed to this work. It has helped in developing and 
designing the motion control algorithms of the walker used in 
this project.  
Other research work has been carried out to help the 
development of smart robotic walkers. Pasqui et. al. [8] found 
that the global shape of a patient’s trajectory is an “s-like” 
curve.  This was discovered through experiments participated 
by patients. Wang et al. [9] presented a fuzzy controller design 
for a lower limb rehabilitation robot, which is more effective 
than a traditional PID controller. Pasqui et al. [10] proposed a 
method to assess the efficiency of smart-walkers by measuring 
the time cost of different walkers when users were required to 
complete a series of movements. Other types of robotics to 
assist walking and lower limb rehabilitation have also been 
studied these include a new design of an exoskeleton system 
presented by Castro et al. [11], a new robot design for children 
with cerebral palsy presented by Giergiel et al. [12] and a 
mechanism model of a lower limb passive rehabilitation 
system built by Zhang et al. [13]. In addition, some 
researchers have also studied the psychological aspects of 
lower limb rehabilitation. For example, Koenig et al. [14] 
discussed a psychological measurement method which may 
help in robotic-assisted gait rehabilitation. 
To summarize, some of the work done in this area has been 
reported here. However, most of the existing rehabilitation 
systems are not good enough for commercialization. Most of 
them have issues in cost, safety and portability; and also lack 
reliable testing. Unfortunately, none of the intelligent devices 
available can help both STS and the walking process. Hence, a 
mature, smart, and affordable rehabilitation system for STS 
and walking has yet to be designed.  
B. Research Objective 
The objectives of this research can be summarized as follows: 
1- Investigate the state-of-the-art for the existence and needs 
of an assistive device for the sit-to-stand (STS) and walking 
operation. Develop such a device and its relevant motion 
control algorithms to help patients with rehabilitation. 
2- Investigate and test the STS operation and the interaction 
between the user and the device. Test control algorithms for 
the rehab robot and evaluate its effectiveness in helping people 
with lower limbs rehabilitation 
3- Investigate/examine navigation algorithms in a medical 
setting that may help in walking for rehabilitation. 
C. Research Methodology 
A literature review was performed and a device (rehab robot) 
was designed based on conclusions and ideas drawn from it. 
After a prototype of the rehab robot was manufactured, control 
algorithms for three different means of STS: arm-pad support, 
handlebar support, and belt support, were developed. 
Following this, practical tests with different control algorithms 
were implemented and analyzed. Also, a questionnaire was 
handed out to participants and the results were analyzed 
qualitatively. Lastly, the smart walker was attached to an 
Autonomous Ground Vehicle (AGV) which was used as the 
driver, and an existing navigation algorithm was tested to 
assess its feasibility for this project. 
II. DESIGN OF THE REHAB ROBOT
Since this project is an attempt to develop an affordable 
mature smart walker, the AGV was adopted as a driver in the 
experiments. A rehab robot was designed to attach to the AGV 
and complete the major functions of a smart walker. This 
rehab robot has basic walker functions and adjusts its height 
according to a control algorithm or a user’s commands, hence 
it helps in the STS process and walking.  
There are three main parts in the design process: function 
analysis, mechanical design, and electrical design. Function 
analysis was applied first in order to guide both the 
mechanical and electrical design.  Six major functions were 
determined as follows: help the STS process, be capable of 
moving, be automatic, be safe, be comfortable to various 
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users, and be cost effective. Each function was also analyzed 
in detail [16], which assured that the design met the 
requirements.  
After function analysis, a mechanical prototype was designed 
since it not only was needed to meet all requirements, but also 
had to provide sufficient convenience for electrical design and 
its functions. For example, a battery box was designed for the 
storage of batteries and other electrical components. There are 
several parts in the mechanical design section: conceptual 
design, detailed design, Finite Element Analysis and material 
selection. The rehab robot prototype is shown in Figure 1.  
Figure 1.  Prototype of the Rehab Robot 
The electrical component design was developed for motion 
and control. First, the goal and requirements for the electrical 
design were clarified and then appropriate electrical 
components were selected (after extensive research). The 
electrical flowchart of the system is shown in Fig. 2. The basic 
idea is that microcontrollers (two Arduino Mega 2560) collect 
data from real-time transducers including, force sensors, 
position sensors, keypad inputs and as options, a sound 
detector and voice recognition module. Then the 
microcontrollers process the data through a programmed 
control algorithm downloaded to the microcontrollers and 
output the corresponding signals to a motor controller. Next, 
the motor controller, that uses a constant power supply from 
batteries and a voltage regulator, outputs a voltage that 
governs the motion of the actuators. Transducers collect data 
at one second intervals. Hence, the closed-loop control 
algorithm is able to control the motion of the actuators quickly 
and effectively.  
Transducers in the prototype collect position and force data 
that mainly helps in detecting the users’ status, such as sitting, 
standing, walking and falling. Keypad, screen, voice 
recognition module, sound detector, and speaker were 
designed as the user interface. This enabled the rehab robot to 
take in data that reflects user information and preference, and 
to react to real-time commands. 
Figure 2.  Electronics Connection Schematic Diagram 
III. CONTROL ALGORITHM DESIGN AND RESEARCH
The algorithms developed in this project utilized three 
different techniques to help in the STS process: 1-arm-pad 
support, 2-handlebar support, and 3-belt support, as shown in 
Fig. 3. There are two algorithms (Test 3 and Test 2-1) for arm-
pad support, one algorithm (Test 4-2) for handlebar support, 
and one for belt support (Test 5). More algorithms and 
corresponding test information can be found in Table 1.  
(a) Arm-pad Support           (b) Handlebar Support  (c) Belt Support 
Figure 3.  Three Lifting Methods  
These algorithms were used to first detect the status of the user 
and then react appropriately for each status. For the arm-pad 
support algorithms, once the device detects a user, it triggers 
the upper frame with the support arm-pad to lift to a 
theoretical best height, calculated from the applied force on 
the actuators, user’s height and weight. Once it reaches the 
theoretical height, it enters into a height adjustment phase, 
where the user will be able to adjust the height automatically 
or manually. When the adjusting phase is completed, the rehab 
robot goes into a steady state mode and maintains the same 
height for the upcoming walking process. When no input is 
received from the user after a specified period, the actuators 
will retract to the initial position and wait for the next round of 
usage. The schematic diagram of the control algorithm is 
shown in Fig. 4. 
Figure 4.  General Control Algorithm Concept Diagram 
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The belt support algorithm is very similar to the arm-pad 
support algorithm, except that the actuators are lifted to a 
higher position first to enable the belt to help lift the user to a 
fully upright position. It will then be lowered to the theoretical 
best height before entering into the height adjustment phase.  
The handlebar support algorithm is a simple algorithm that 
controls the height of the rehab robot to follow the trajectory 
of the desired hand height of the user during the STS process. 
Abnormal cases have been considered in all algorithms, and 
voice control is also available. A flowchart for each algorithm 
and a detailed introduction to these can be found in section 3.1 
of [16]. 
IV. RESULTS AND ANALYSIS
This section discusses the test process for the control 
algorithms, provides results, analysis and comparison with all 
experiments conducted. Seven experiments were conducted 
with the help of three participants. Table 1 shows a summary 
of these experiments. In general, the tests demonstrated in [16, 
Chapter 4] that they can also be categorized into three classes: 
arm-pad support lift tests (Test 1-1, Test 1-2, Test 2-1, Test 3), 
handlebar support lift tests (Test 2-2, Test 4-2), and belt 
support lift test (Test 5). Also Natural STS is Test 4-1. 
TABLE 1. TEST LIST OF REHAB ROBOT (ALL ALGORITHMS USE FORCE AND 
DISPLACEMENT FEEDBACK) 
The purpose of discussing the eight tests in this project is to 
compare the three different support lifting methods, and also 
compare the effectiveness of the different algorithms for the 
same lifting method. In general, all three lifting methods 
provide assistance to the STS process, and require less leg 
strength, compared with the natural STS process. The belt 
support lifting method provides the most assistance, which can 
be concluded from Comparison I: Arm Force Comparison [16, 
section 4.4]. As the force on arm settles down quicker than 
other approaches. The other two lifting methods provide a 
similar amount of support assistance during the STS process. 
Fig. 5 is a typical result of arm force comparison for different 
algorithms. For overall lower limb assistance, the arm-pad 
support lifting method could be the best, because it also carries 
the upper limb weight during the walking process, and maybe 
some upper trunk weight as well. The results can be found in 
detail in Comparison II: Leg Force Comparison [16, section 
4.6]. Fig. 6 shows the averaged test results comparison. 
In the two control algorithms designed for the arm-pad support 
lifting method, the Applied Force Based control algorithm was 
found to be the better algorithm, according to Comparison I: 
Arm Force Comparison [16, section 4.4]. Perhaps, this is 
because this algorithm is more stable, and it takes less time for 
the participants to find their best arm height. 
Figure 5.  Test Results of the Participant TZ (Force on Arms Comparison), 
arm-pad support (Tests, 1-1, 2-1, 3), belt support (Test 5). 
Figure 6.  Comparing Different Methods of STS (Leg Force), average results 
of three participants. Arm-pad support (Test 1-1) , Natural STS (Test 4-1), 
Handlebar support (Test 4-2). 
V. NAVIGATION ALGORITHM AND TESTS 
To demonstrate the walking aspect of the rehab robot, a 
Fuzzy-Logic-Based (FLB) algorithm [18] was adopted for 
navigation of the AGV driving the rehab robot in an indoor 
medical setting. Using this algorithm, the AGV was able to 
successfully reach several goals while avoiding obstacles 
during its motion. 
Figure 7.  Test of rehab-robot Avoiding Obstacles 
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The rehab robot was attached to the AGV and tested using the 
FLB algorithm (see Fig. 7). Based on H. Barden’s gait speed 
classification [17], three speed tests were implemented: 0.9 
m/s, 0.65 m/s, 0.4 m/s, and one-obstacle and two-obstacle 
cases were tested for each speed. During the tests, the device 
successfully reached preassigned goals and avoided obstacles, 
however, it made sharp turns, and the user experience was not 
ideal for practical applications. Fig. 8 shows a typical example 
of navigation of the rehab robot while avoiding a two-obstacle 
situation. Detailed test results and findings can be found in 
[16, section 5.3]. 
Figure 8.  Typical Test Results of Avoiding Two Obstacles (Path). (X: 
Horizontal Displacement, Y: Vertical Displacement, Goal Position: (8000, 
2200)) 
VI. CONCLUSIONS
The design of the mechanical and electrical parts, 
development and comparison of the algorithms, and tests of 
the navigation algorithm were addressed here. Also, several 
participants tested the algorithms. The results showed that the 
designed algorithms helped in the STS process and aided users 
in finding a comfortable walking position within a reasonable 
time. According to the results of experiments and 
questionnaires, the four developed algorithms successfully 
helped participants to complete the STS process and provided 
a relatively good user experience at the same time. Hence, it 
can be concluded that major design goals for the rehab robot 
have been achieved. However, for future research and possible 
commercialization, some design details have to be improved 
and large-scale test data is needed for optimizing the control 
algorithm. After the rehab robot was fully developed, it was 
attached to a wheeled mobile robot and went through a set of 
tests. For navigation, the FLB algorithm adopted in this 
project, helped in reaching the goal position while avoiding 
obstacles. However, the user experience was not ideal and 
hence the navigation aspect of this research needs to be 
modified for use in any future medical applications. 
REFERENCES 
[1] A. Morbi, M. Ahmadi, and A. Nativ, "GaitEnable: An 
omnidirectionalrobotic system for gait rehabilitation," Mechatronics and 
Automation (ICMA) International Conference, pp.936,941, 5-8 Aug . 
2012. doi: 10.1109/ICMA.2012.6283269.
[2] S. Koenig et al., "A Systematic Approach for Design a Low-Cost Mobility 
Assistive Device for Elderly People,"  Int. J. Medical, Health, Biomedical and 
Pharmaceutical Engineering, vol. 5, no.11, pp.597,602, 2011.
[3] S. Omar, A. A. Ramadan, S. Sessa, A. A. Ismail, M. Fujie, A. Takanishi, 
"ANFIS-based Sensor Fusion System of Sit-to-stand for Elderly People 
Assistive Device Protocol," Int. J. Automation and Computing, vol. 10, no. 5, 
pp. 405-413, 2013. doi: 10.1007/s11633-013-0737-6.
[4] M. Martins, C. Santos, E. Seabra, A. Frizera and R. Ceres, "Design, 
implementation and testing of a new user interface for a smart walker," 2014 
IEEE Int. Conf. on Autonomous Robot Systems and Competitions (ICARSC), 
Espinho, pp. 217,222, 14-15 May, 2014.
doi: 10.1109/ICARSC.2014.6849789.
[5] M. Martins, C. Santos, A. Frizera and R. Ceres, "Real time control of the 
ASBGo walker through a physical human–robot interface," Measurement, vol. 
48, no. 2, pp.77, 86, 2014. doi: 10.1016/j.measurement.2013.10.031.
[6] T. Bulea and R. Triolo, "Design and Experimental Evaluation of a Vertical 
Lift Walker for Sit-to-Stand Transition Assistance," J. Med. Device, vol. 6, 
no. 1, 2012. doi: 10.1115/1.4005786.
[7] I. Díaz, J. Gil and E. Sánchez, "Lower-Limb Robotic Rehabilitation: 
Literature Review and Challenges," J. Robotics, vol. 11, 11 pp., 2011. 
doi: 10.1155/2011/759764.
[8] V. Pasqui, L. Saint-Bauzel and O. Sigaud, "Characterization of a Least Effort 
User-Centered Trajectory for Sit-to-Stand Assistance," In: Stephan G, L. Kovacs 
L. and A. Toth. IUTAM Symposium on Dynamics Modeling and Interaction 
Control in Virtual and Real Environments, Springer Netherlands, vol. 30, pp. 
197-204, 2011. doi: 10.1007/978-94-007-1643-8_22.
[9] H. Guo, Z. Wang, "Design of Fuzzy Controller Used in Lower Limbs 
Rehabilitative Robot Drive System Based on Genetic Algorithm," Fuzzy Systems 
and Knowledge Discovery, Fourth International Conf., vol.4, pp. 168,171,24-27 
Aug. 2007. doi: 10.1109/FSKD.2007.245.
[10] V. Pasqui, L. Saint-Bauzel, P. Rumeau, N. Vigouroux, "Proposed 
Generic Method to Assess Efficiency of Smart-Walkers" Lecture Notes in 
Computer Science, vol. 7251, pp. 218-221, 2012. 
doi: 10.1007/978-3-642-30779-9_29.
[11] S. Castro, E. Lugo, P. P. Cruz, and A. Molina, "Assistive Robotic 
Exoskeleton for Helping Limb Girdle Muscular Dystrophy," Int. Conf. 
on Electron. and Automot. Eng.(ICMEAE), Morelos, Mexico, pp. 27, 32, 
19-22, Nov. 2013. doi: 10.1109/ICMEAE.2013.9.
[12] M. Giergiel, A. Budzinski, G. Piatek, M. Waclawski, "Personal Lower Limb 
Rehabilitation Robot for Childre," in Mechatronics - Ideas for Industrial 
Application, J. Awrejcewicz, R. Szewczyk, M. Trojnacki, and M. Kaliczynska. 
Springer International Publishing, 2015, pp. 169-176.
[13] M. Zhang and X.Li, "A Design of the Mechanism for Lower Limbs 
Passive Rehabilitation and Kinematics Analysis," 2010 Fifth Int. Conf. Frontier 
of Comp. Sci. and Tech. (FCST) , Changchun, Jilin Province, pp.603,607, 
18-22 Aug. 2010. doi: 10.1109/FCST.2010.94.
[14] S. Koenig et al., "Psychological state estimation from physiological 
recordings during robot-assisted gait rehabilitation," J. Rehab. Res. Dev., vol. 
48, 367–386, 2011. doi: 10.1682/JRRD.2010.03.0044.
[15] Drive Medical, Four Wheel Walker Rollator with Fold Up Removable Back 
Support, 2017. [Online] Available: https://www.amazon.ca/Wheel-Walker-
Rollator-Removable-Support/dp/B005S1CHKC/, Accessed Apr 22, 2017.
[16] X.Han, "Development of a Mobility Assistive Device for Sit-to-Stand," 
M.Sc. thesis, Dept. Mech. Eng., Univ. Saskatchewan, Saskatoon, Canada, 2017.
[17] H. Braden, "Self-selected gait speed: A critical clinical outcome," 2012.
[Online]. Available: http://lermagazine.com/article/self-selected-gait-speed-a-
critical-clinical-outcome. Accessed May 26, 2017.
[18] F. Heidari, M. Vakil and R. Fotouhi, "Sensor-based navigation of agricultural 
autonomous mobile robots," ASME Int. Design Engineering Technical Conf, 
Chicago, United States, Aug 12-15, 2012. DETC2012-71348.
764
Design and Rapid prototyping of  Novel Ventricular Assist device 
Sayedali Mousavi  
Department of Mechanical Engineering, Njafabad Branch, 
Islamic Azad University, Najafabad, Iran 
Afshin .Enteshari 
Department of Mechanical Engineering, Njafabad Branch, 
Islamic Azad University, Najafabad,Iran 
Abstract—According to statistics coronary heart disease is one 
of the most common causes of death in the world. Heart 
failure patients with these diseases are the most common one. 
External assisted Pumps help ventricular thrust can treat this 
condition. Novel designed pump were developed in this 
research due to the expensive production techniques prices  by 
using rapid prototyping stereo-lithography .This device were 
fabricated and experimental flow  parameters were tested  by 
artificial blood .The obtained experimental results were 
compared with software results . Significant collaboration 
were obtained and the minor discrepancies in the results were 
indicated because of the lack of impeller surface finishing 
defects in stereo lithography. Future research could be 
conducted to evaluate the parameters with other rapid 
prototyping techniques such as Selective laser sintering. 
Keywords- ventricular assist device, Pump, Rapid prototyping, 
Automatic 
I. INTRODUCTION
According to statistics released by coronary heart disease 
and one of the most common causes of death in the world.[1] 
Congestive heart failure is one of the most common diseases 
with Sander recent decades due to the great need for these 
patients to a heart transplant and a shortage of hearts for 
transplantation, doctors and engineers together have tried using 
mechanical pumps; devices help ventricular for this disease and 
produce. [2,3] . Different pumps for ventricular assist thrust 
were developed in several researches and several fabrication 
methods were presented.[4,5,6] 
 These pumps were divided into different categories, one of 
the divisions based on fluid flow through the pump into two 
general types Axial and Centrifugal.[7] Axial pumps have more 
advantages in comparison to the pumps. Axial flow blood 
pumps due to the fluid flow during pumping will not redirect 
any the fluid were pumped in the direction of the axis ;it 
resulted that these  blood pumps  has with less damage than 
others.[8,9] Axial pumps are consist of four important part of 
the building is (Inducer, Impeller, diffuser, split Straightener) 
as it illustrated in figure 1. It is an important principle in the 
design of pumps blood to be pumped with less noise and 
turbulence Because of turbulence in fluids such as blood can 
damage blood components that cause clotting of red blood cells 
in the blood.[10] 
Figure 1: Main components of axial pumps. 
Recently, by rapid development of CAD technology in 
detailed design s, modification forms  data in  3D through 
tranquil. As a result of this data in programming CNC and 
RP(rapid prototyping), by CAD / CAM, automatic tangible 
progress is remarkable. Increase the number of common parts 
and advanced design makes increasing use of CAD design is 
more complex levels. To reduce the time and costs involved as 
well as new developments in industrial production, rapid 
prototyping is known as a great way to prototyping.[11] The 
purpose of this paper is to present a method of rapid 
prototyping (RP) used in the development of a of ventricular 
assist pump. stereo lithography technology was used to create 
complex impeller blade profiles for testing as part of a this 
device to optimization fluid convection process.  
II. METHODOLOGY
Design and Construction of Vane Pump 
The Ventricular Assist pump and the environment by using 
software were designed. As mentioned, the pump is composed 
of four blades, each blade of the specific task they are doing at 
the pump. The four blades, three blades and other moving 
Impeller are fixed In order to reduce the time to design and 
simulate blades of any part of the blade is a blade design and 
simulation The output of the simulation and analysis for a 
complete blade. So when output from any part of a pre-existing 
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ANSYS. The output file that can be acceptable for CATIA 
software for design and ANSYS for analytical analyzed 
experiments and the final output file is in IGS format. The 
output files are in the software CATIA as a shell First it should 
be map the output and then turned to the other parts and details 
should be added. Which these output would be used with 
ANSYS for experimental result simulation. (Figure 2 ) 
Figure 2: a blade of Impeller 
IGS file output from part design were converted using 
ANSYS software from CATIA environment module, by using 
the multimedia section. The volume created for the following 
blade with 4 blades creates. Thus, we repeat the above steps for 
the other Vane Pump.(Figure 3) 
Figure 3: Impeller completed 
Design and construction of the pump casing 
After the turn of the pump casing is designed blades. 
Designed pump casing is designed according to the shape of 
the blades. As already mentioned, only with rotary vane pump 
is Impeller. The distance (clearance) Impeller the body of each 
side is 0.2 mm. The following figure Impeller with pre-
Impeller body inside it shows. 
The body design Impeller a groove at both ends, for male 
and female for the purpose of making and assembling other 
parts of the body are embedded. In real examples of the 
different parts of the fuselage on both the threads and the O-
rings are used to seal off these parts. Due to the method of 
stereo lithography  construction on the project it should be 
designed housing for threaded connections there. The 
possibility of making the thickness of less than 0.8 mm is not 
possible for us and because of the thickness and depth of less 
than 0.8 is threaded on the connection. In this project we have 
used male and female groove. After Impeller body design, 
body design Inducer we start. Inducer first blades from the inlet 
pump. The blades rotate and move not because any Within the 
body and is fixed for any clearance between the blades there 
Inducer body fluid passes only through the vane pump. In other 
words, in addition to covering the body Inducer duty blade 
holder also holds Inducer. (Figure 4) 
In the actual case, the pump inlet in parallel with the axis of 
the blade and shift into the pumped fluid without any In the 
prototype system driving the pump electrically and fails 
Impeller pump rotor and a winding around the exterior 
Impeller, and by passing an electric current through the coil, 
rotor, which Impeller be induced and began to spin and causes 
the fluid motion forward. 
Figure 4: Body Inducer with pre Inducer inside 
In these pumps because the steel blades of titanium and 
titanium as well as magnetism, no holes on the blades Impeller 
create and sticks very small magnetic inserted up to a coil 
around it could bars inspire and create spin in Impeller But the 
project of a power transmission systems outside the pumps 
have been used. In the following sections we will refer to it 
because of the design of the pump inlet to discuss the case of 
90 degrees. After Inducer body design, body design diffusers 
have begun. Like Inducer a fixed diffuser blades and chassis in 
addition to covering the diffuser blades, it also has the duty 
holder. At the beginning and end of the groove body in order to 
get on Impeller body and the body is designed Straightener. 
The last part of the pump body, the body is Straightener. This 
body should also fully compatible with the external form 
Straightener blades because the body in addition to covering 
the blade, blade holder also plays a role. This part of the 
system, like other parts of the body to the groove of the male 
and female together. It is located in the pump outlet pipe. 
Outlet pipe to the inlet pipe diameter is the same. 
Transmission 
As mentioned in the previous sections due to laboratory use 
of the pump system for the external drive. This  pump were 
installed  with two mm shaft rotor diameter  and the hole on the 
side of Inducer and pre Inducer and pre Impeller had crossed in 
front, and inside the bearings inside the body of the diffuser of 
the bearings packed and in the end Inducer body by bearings 
inside the bearing are sealed. Because the system driving the 
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pump externally and by an axis of rotation of the pump to 
Impeller transmitted, so unlike real examples pump axial inlet 
hose pump with the pump shaft angle of 90 degrees to find 
which in turn caused a slight difference in pump efficiency 
compared to the simulated data. Compliance is centered inside 
the Impeller for the referendum. Sliding bearings used in the 
pump within Inducer body and diffuser are asking for 
compliance and the final fabrication were illustrated in figure5. 
The modified impeller blade profiles, relative to the 
standard radial configuration, were evaluated with the use of 
computational fluid dynamics (CFD) and experimental testing. 
Rapid prototype impellers were needed for experimental 
validation and comparison of results with software (CFD ) 
results.  
Figure 5: Sample Laboratory pumps 
III. RESULTS
We have chosen. Then the pump inlet pipe placed inside the 
container. In the direction of the inlet pipe to connect a tap 
water tested. Pump outlet pipe into an empty container with a 
capacity of 6 liters made. the path is not output, the pumps are 
turned on In the direction of the outlet pipe pump, a pressure 
gauge and a pressure relief valve to measure and control the 
output pressure placed on the inlet port of the pump and the 
valve at the outlet is also open to any pressure The path is not 
output, First, we tested the pump with 4000rpm rotational 
speed, the speed water pump with flow rate of 3L / min and a 
pressure of 40 mmHg the pump. Next, set the pump on a 
rotational speed of 6000rpm and we turn it on. The speed of the 
fluid pump is proceeding with a flow rate of 5 liters per minute 
and a pressure of 80mmHg pump. (figue.6) During testing the 
pressure reducing valve is slowly closed until pressure is 
100mmHg. The pump discharge pressure to 4.8L / min 
reduced. In the final stage pump with ideal rotational speed that 
simulate the speed of 6250 rpm, the test was conducted At this 
rate observed at 100 ml mercury pressure, pump flow is equal 
to 7.5 liters per minute.(table1). 
Table 1: Results of testing pumps 
(liters rotationaoutput fluid Experimen
per minute) l speed 
(rpm) 
pressure (mm 
Hg) 
t 
3 0444 04 The first 
stage 
5 0444 04 The second 
stage 
0/0  0444 044 The third 
stage 
7/5  0554 044 The fourth 
stage 
Figure 6: The results of the simulation software 
IV. DISCUSSION AND CONCLUSION
In fabrication of such a complex and sensitive products, the 
product development process should be done gradually. The 
product is designed, for example, then the simulation is done, 
then built and tested prototypes of the product were developed 
gradually. Actual samples of products were fabricated and the 
processes were repeated to justify test condition environment. 
After making quality assurance of product were obtained, the 
product mass-produced and used. The aim of the project is the 
construction of a ventricular assist pump test. This pump using 
actual environment was designed and simulated. In order to 
ensure the results of the simulation, we decided to build a 
prototype of the pump. All sizes according to the size of the 
pump is powered by software. After making the prototype 
pump were manufactured with  rapid prototyping and the 
experiments were conducted to  test it by flowing artificial 
blood . 
 The significant results were obtained with slight difference 
with comparison with the results of the simulation. The reasons 
for this minor difference between the results of the simulation 
results were analyzed. The ability to manufacture complex 
blade profiles that are robust enough for testing, in a rapid and 
cost effective manner is proving essential in the overall design 
optimization process for this device. 
Finally, the main clues were obtained for the rapid 
prototyping method of making practices such as, low cost and 
suitability of accuracy of this method to manufacture prototype 
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of the pump. Construction of the pump with other rapid 
prototyping methods such as FDM ,SLS or SLA would be next 
phase of  this research, which at this stage is a real sample of 
the product will be produced by selective laser sintering with 
bio metal material such as tantalum.. 
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Abstract—The reconstruction process following a mastectomy 
procedure may require the use of a tissue expander(s) to 
accommodate an implant. Over several months, the expanders 
are routinely filled with sterile saline solution to gradually 
stretch the skin and muscle around the subpectoral pocket. The 
saline solution is injected manually by the surgeon or nurse into 
the expander using a syringe, catheter and needle. The injection 
process is physically demanding and repetitive; it has been 
reported to pose negative long-term effects on the muscles and 
joints of the hand, causing repetitive strain injuries for the 
syringe operator. Thus, the purpose of this study is to analyze 
the injection process and provide a comprehensive 
understanding of the factors that can be intervened upon to 
make this process more ergonomic and safe. To achieve this 
understanding, a laboratory testing setup is developed to 
mechanically simulate and analyze the fluid injection process 
into tissue expanders. Experimental results show that the 
magnitude of the syringe force required to inject the fluid is 
significantly correlated to the rate of compression, the size of 
the syringe and the resistance produced by the stretching of 
tissue expander. Moreover, the magnitude of forces measured 
during testing are found to be well above the recommended 
values to prevent repetitive stress injuries.  
Keywords- Breast Tissue Expander, Breast Implant, 
Biomechanics, Ergonomics, Mastectomy. 
I.  INTRODUCTION 
The mastectomy procedure is a common prophylactic 
management for breast cancer, wherein some or all the breast 
tissue and overlying skin is removed. The breast implant 
involves the insertion of a synthetic sac-like prosthesis under the 
skin and muscle structures of the chest wall to mimic the natural 
breast mound. In this process, a tissue expander can be utilized 
prior to implant insertion to reduce discomfort and maximize the 
aesthetic outcome. The expander is a flexible shell that is 
inserted into the subpectoral pocket immediately post-
mastectomy or later. It is gradually injected with a saline 
solution, which increases the volume of the expander shell to 
create a breast mound, and consequently stretch the involved 
skin and muscle tissue. Saline solution is introduced through the 
skin of the patient into the expander through a syringe, catheter 
and needle, via a fill port located within the expander [1]. Figure 
1 shows these elements.  
Figure 1: Syringe, catheter, needle and breast implant expander 
Repetitive hand strain injuries are an occupational hazard 
that can cause long-term disability and impact quality of life of 
operators. Actions such as applying force to a syringe plunger 
for a prolonged period when filling a tissue expander can cause 
joint pain and even cause cumulative trauma disorders, such as 
carpal tunnel syndrome [2]. It is believed that the trauma is 
inflicted by repetitive tension in the flexor tendons of the hand, 
which over time lead to inflammation and compression of the 
median nerve within the carpal tunnel [3].   
The force applied on a syringe by the operator resembles a 
chuck pinch, or a pinch implicating the thumb, the second and 
third digits. A study conducted on eight female and eight male 
participants found that a thumb in hyperextended position can 
achieve a maximum pinch force of 49.49 N and 73.7 N, 
respectively, when the wrist was in a neutral position [4-5]. 
However, pinch strength appears to decrease significantly, as the 
wrist is flexed as well as with the use of the non-dominant hand 
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[6-7]. Moreover, if the thumb is not hyperextended, the resulting 
force is inferior and pinch force is inversely proportional to the 
pinch width [8]. Other studies also reported that the maximum 
acceptable force for tasks completed two times per week at a rate 
of two repetitions per minute involving repetitive flexion pinch 
grips is 6.35 N [9], which is considerably less than the maximum 
pinch force abilities of the human hand. This is comparable to 
the frequency that a surgeon or nurse operates a syringe during 
the expansion procedure on a weekly basis. 
Through the literature review, no studies have analyzed the 
mechanical behaviour of the injection process for tissue 
expanders and its human factor implications. Consequently, it is 
unclear to what extent different factors germane to the expander 
expansion process can influence comfort and ergonomics for the 
operator. Thus, this study aims to achieve a comprehensive 
understanding of this mechanical procedure and determine the 
optimal ergonomic method for filling the breast tissue 
expanders. 
II. METHOD
In this study, the mechanical behavior of tissue expanders 
during the expansion process is experimentally characterized 
using an Instron™ universal testing machine. The magnitude of 
the syringe force required to inject the fluid into the expander is 
analyzed while altering key variables. Five variables that are 
believed to have an impact on the syringe injection mechanism 
and its ergonomics are selected and presented as follow: 
Syringe size: 
Different operators use distinct syringe sizes to inject fluid. 
A varying syringe size corresponds to a changing plunger 
surface area and thus a change in the force required to create the 
same fluid pressure. In this study, three common syringe sizes 
are tested to evaluate their impact: 10, 20 and 60 mL. 
Syringe compression speed: 
The operator can only inject the fluid at a limited speed 
before feeling a substantial syringe force resistance. It is 
believed that the injection speed affects the plunger dynamics, 
fluid resistance through the needle and catheter as well as the 
resistance caused by the mechanical properties of the tissue 
expander. For this variable, syringe compression speeds of 20, 
25 and 30 mm/min are selected and tested. 
Expander size: 
The size of the tissue expander varies between patients such 
to adapt to their needs. A different expander size equates to a 
different volume and surface and thus alters the resistive 
behavior of the tissue expander especially when inserted in the 
subpectoral pocket. For these tests, expanders from Naturelle 
[10] in common volume sizes of 250, 300, 400, 500, 600, 700, 
750 and 850 mL are selected and tested. 
Expander resistance: 
The skin and muscle of the patient creates a resistance 
against the expansion process. The pressure applied to the tissue 
expander is hypothesized to restrict the flow of fluid coming 
from the syringe, thus increasing the required syringe force 
applied by the operator. Two constant weights of 1 and 2 lbs are 
placed on the tissue expanders while testing to simulate constant 
skin resistance load. 
Injected fluid volume: 
 A limited amount of fluid may be injected per visit to 
minimize discomfort. Expanders with larger volumes tend to 
have a larger diameter, which may cause an unsymmetrical or 
incorrect breast shape for patients with smaller chest widths. In 
these cases, smaller expanders with the correct diameter are 
overfilled (filling the expander beyond the recommended fluid 
amount) to further stretch the skin and give a more natural 
appearance. Consequently, this process amplifies the effort 
required to inject the saline solution and leads to hand fatigue 
and discomfort. This scenario is mechanically simulated to 
analyze the extent of the impact of filling the expander past the 
rated volume. 
To achieve the tests and evaluate the impact of the five 
selected variables, an experimental apparatus is developed in 
laboratory to facilitate standardized measurements of the tissue 
expanders expansion mechanism. As shown in Figure 2, a 
supporting jig is fabricated using a PVC tube with three 
openings: one at the top to observe the amount of liquid 
dispensed, and two at opposite sides of the tube’s base to 
facilitate access to the expanders, catheter and needle. A 
plexiglass circle with a centered hole was attached to the top of 
the tube using mechanical fasteners to accommodate the 
placement of the syringes. The expanders were elevated to help 
keep the catheter straight and minimize additional resistance.  
All data is collected using an Instron™ universal testing 
machine with a 1 kN load cell with an accuracy of +/- 0.25%. 
Tap water is used as a substitute to saline fluid for simplicity.  
Figure 2: (a) Front view b) Side view c) Top view of the plastic tube (with 
60 mL syringe) 
III. RESULTS
The introduction of the five selected variables throughout 
testing had shown a substantial impact on the syringe force 
required to inject the fluid into the tissue expanders. A first test 
is conducted, without the use of a tissue expander where the fluid 
is simply injected into an open container. This is achieved to 
determine the mechanical behaviour attributed to the syringe 
plunger, catheter and needle mechanisms. The data from this test 
is presented in Figure 3. This graph also shows a general profile 
of the curve found in all the achieved tests. The curve displays 
the transient and steady state response of the syringe force (y-
axis, load) when the plunger is moved by the Instron machine 
with a uniform displacement speed. For clarity and simplicity, 
only the average of the syringe force will be presented as a bar 
plot for all subsequent presented results. 
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Figure 3: Compressive syringe force (Load) vs compression for a 60 mL 
syringe subjected to compression rates of 15, 20, 25, 30 and 35 mm/min 
Preliminary experimental tests showed that the results are 
relatively consistent as the tissue expander is progressively filled 
until it reaches its recommended volume (without being 
overfilled). Thus, the following results and analysis will only 
consider the overfill scenarios such to demonstrate the effects of 
this practice on the required syringe force. 
Syringe size and syringe compression speed rate 
Figure 4 shows the results for the average compression force 
for three distinct syringe sizes (10, 20 and 60 mL) while varying 
the compression speed rate (20, 25 and 30 mm/min). The test is 
achieved using a 250 mL expander and being overfilled with an 
additional volume of 60 mL. 
Figure 4: Average compression force of various syringe sizes subjected to a 
varying compression rate using a 250 mL expander  
Expander size 
Figure 5 shows the results for the average compression force 
for eight distinct tissue expanders (250, 300, 400, 500, 600, 700, 
750, 850 mL. The tests are conducted at a speed of 25 mm/min 
while being overfilled with an additional volume of 60 mL using 
a 60 mL syringe. 
Figure 5: Average compression force for a 60 mL syringe subjected to 
various expander sizes at a compression rate of 25 mm/min  
Expander resistance 
Figure 6 shows the results for the average compression force 
for three distinct resistance weights (1, 2 and 3 lbs.). The tests 
are conducted at a speed of 25 mm/min while being overfilled 
with an additional volume of 60 mL using a 60 mL syringe. 
Figure 6: Average compression force for a 250 mL expander subjected to 
various exterior resistance with a compression rate of 25mm/min using a 60 
mL syringe  
Injected fluid volume 
Figure 7 shows the average compression force for the seven 
sequences that are required to fill a 250 mL expander using a 60 
mL syringe at a speed rate of 25 mm/min.  
Figure 7: Average compression force of the seven sequences required to fill 
a 250mL expander with a 60 mL syringe at a compression rate of 25 mm/min 
IV. DISCUSSION
The first results presented in Figure 3 display the transient 
and steady state response of the syringe force upon the Instron 
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machine moving the syringe plunger with a uniform 
compression speed. Depending on the speed, the measured force 
varied between 5 and 16 N for a speed range of 15 to 35 mm/min. 
These represent significant force magnitudes given the absence 
of the tissue expander and patient skin resistance properties in 
these tests. Moreover, these results also demonstrate the 
viscoelastic behaviour of the syringe, catheter and needle 
mechanism. 
Syringe size 
 The impact of syringe size on the compression force is 
demonstrated in Figure 4. It has been shown that even while 
varying the speed of compression, the magnitude of force 
measured remains proportional to the syringe size. Relatively 
low force magnitudes of 5 N or less were measured for the 
syringes of 10 and 20 mL while large force magnitudes of about 
15 N were measured for the 60 mL syringe. Based on these 
results, a smaller syringe size would be ideal to achieve smooth 
and small syringe forces during the injection process. However, 
a smaller syringe size may be less desirable since it prolongs the 
expansion process and consequently the overall surgical 
procedure.  
Syringe compression speed 
Compression speed refers to the rate at which the syringe 
plunger is compressed (mm/min). Figure 4 shows how the 
compression speed affects the required compressive force while 
the rate varies from 20 to 25 to 30 mm/min. On average, a 5 
mm/min increase in speeds equates to a force increase of 2.65 N 
without an expander, and 2.54 N with an expander. The results 
demonstrate high viscoelastic behaviour and such when the 
compressive speed is increased; the compression force is also 
increased. Therefore, the use of a high compressive force to 
drive the syringe faster is counterproductive as intuitively 
experienced by operators. A slower and consistent syringe 
compression speed results in a smaller compression force and a 
safer process for the operator.  
Expander size 
Figure 5 shows the compression force while filling various 
expander sizes (250, 300, 400, 500, 600, 700, 750, 850 mL). 
Given the absence of the skin resistance properties, there is no 
clear correlation between the compression force and the 
expander size. However, the two largest forces were found when 
filling the smaller expanders (13.13 N for the 250 mL expander 
and 13.03 N for the 400 mL expander).  Some limitations of the 
study may provide an explanation for this phenomenon.  
Expander resistance 
As seen in Figure 6, an increase in the external resistance 
simulated by the addition of the free weights (1 and 2 lbs.) 
resulted in an increase in the magnitude of the compression 
force. The addition of the 1 lbs. weight increased the average 
compression force by 0.91 N, whereas the 2 lbs. weight caused 
an increase of 1.34 lbs. Similar but amplified resistance is 
expected by the skin and over-lying tissues given its non-
uniform and increasing stiffness properties throughout 
deformation. The procedure may be more strenuous on patients 
with lower tissue elasticities (i.e. patients that have undergone 
radiation).  
Injected fluid volume 
Figure 7 shows data spanning the entire process of filling one 
250 mL expander with a 60 mL syringe, at a compression rate of 
25 mm/min. Data is divided into seven sequences, wherein 50 
mL of saline was injected per sequence. The first five sequences 
represented complete filling of a 250 mL expander, whereas the 
last two sequences recorded the effects of overfilling the 
expander. The compression force required to push the syringe 
plunger remains relatively the same as the expander is being 
filled, with a small gradual increase of 0.39 N on average. 
However, the force tends to increase more rapidly as it nears full 
capacity and when the expander is being overfilled. The force 
increases by 0.85 N between the 5th and 6th trials, and then by 
1.55 N between the 6th and 7th trails. 
Limitations 
The substitution of tap water for saline may have affected the 
magnitude of the measured forces since saline solution is denser 
than tap water and would therefore require larger force. 
However, the magnitude of the force difference is considered 
negligible. 
Instability of the weights on the expander during the 
experiment may have caused inconsistencies during data 
acquisition. The variation in the placement of the weights could 
also have an impact on the magnitude of the compression force. 
The absence of a correlation between the compression force 
and the expander size during overfill could be explained by the 
selected overfill amount. The overfill volume was chosen to be 
a constant 100 mL for all the expanders. This means that during 
the overfill phase of the experiment, a 250 mL expander was 
overfilled by 40 % whereas a 500 mL expander was only 
overfilled by 20 %. Therefore, the smaller the expander, the 
higher the percentage of overfill. Since a higher percentage of 
overfill creates more pressure in the expander, it increases the 
magnitude of the compression force (as seen in the high force 
observed for the 250 mL and 400 mL expander in Figure. 5). 
V. CONCLUSION 
The measured magnitudes of force required to fill a breast 
tissue expander in a mechanical setup were mostly above the 
recommended value for preventing repetitive stress injuries 
given in [9]. The data showed quantifiable trends among most of 
the selected tested variables. It was observed that a slower 
compression speed required a smaller compressive force and 
was a more ergonomic alternative. The magnitude of the 
compressive force also decreased when the size of the syringe 
decreased. Therefore, a smaller syringe is more ergonomic as 
opposed to a larger one. An array of expander sizes was tested; 
however, the size of the expander did not display any definite 
effect on the magnitude of the compressive force. External 
resistance was also applied to the expander using free weights to 
mimic the resistance applied on the expander by the skin in a real 
case scenario. As the magnitude of the external resistance was 
increased, the magnitude of the compressive force also 
increased. Incorporation of the observed principles from this 
study (i.e. smaller syringe sizes and a slower rate of 
compression) into clinical practice may influence the incidence 
of repetitive strain injuries for surgeons and nursing staff who 
participate in tissue expansion on a routine basis. Other factors 
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such as the use of a larger needle could facilitate the task but may 
cause additional discomfort to the patient. Further clinical 
research is needed to determine the significance of these 
adjustments.  
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Abstract— This paper describes the evaluation of the 
MyoWare Electromyographic (EMG) sensor performance 
during a typical end-use application to help determine if it 
could be used for an EMG-based controller of an upper-limb 
robotic exoskeleton. Tests were conducted to study the signal-
to-noise ratio (SNR) and a series of experiments were 
performed to determine the sensor’s capability of capturing 
key EMG signal features while a subject performed bicep 
curls. LabVIEW was used for data collection and processing, 
and Matlab was used for statistical analysis. The results 
revealed that the SNR was between 10dB and 33dB for the 
average peak root mean square (RMS) EMG, and between 
1dB and 27dB for the average voluntary contraction (AVC) 
EMG which – except for one case – were all above the 
acceptable level in the field. The validation of the sensor 
performance showed a correlation consistent with literature 
between the force exerted and the RMS EMG signal under 
both dynamic and static loading. These initial results indicate 
that the MyoWare EMG sensor could be used in a more 
advanced robotic exoskeleton EMG-based controller beyond 
its current popular use as an EMG-level threshold-based 
ON/OFF switch.  
Keywords- electromyography, EMG, muscle, myosignals, upper 
limb, robotic exoskeleton. 
I.  INTRODUCTION 
With the expected surge in the global aging population and 
the inevitable motor impairment in the elderly, it is anticipated 
that the already overloaded medical workforce will not be able 
to keep up with the onset of anticipated rehabilitation demands 
[1]. To address this issue, the field of Robotic Exoskeletons is 
growing rapidly, though most of the existing systems are at the 
research level or are too cost-prohibitive to be widely available. 
It is pertinent for the technology to be accessible now to 
educate future researchers and developers in the field. 
Consequently, Beyond Robotics GmbH released the EduExo 
Robotic Exoskeleton kit in October of 2017. The kit contains 
all the major subsystems relevant to a Robotic Exoskeleton 
including an Electromyography (EMG) sensor – the MyoWare 
EMG sensor (AT-04-001) from Advancer Technologies. This 
sensor reads a wearer’s EMG signals which are indicative of 
muscle activation levels [2]. The controller implemented with 
this kit activates the exoskeleton elbow joint motor when the 
measured EMG signal surpasses a set threshold value. In this 
paper the present authors investigate the performance of the 
sensor in an application to determine the possibility of using it 
in a future-build robotic exoskeleton controller to, for example, 
provide proportional control of the motors to assist the user in 
achieving the desired motion. A brief background is provided 
on EMG controllers to justify why studying the sensor’s SNR 
and its degree of linearity are important for the intended 
application. Factors which influence the fidelity of the signal 
will also be discussed, followed by a description of the sensor 
specifications. The experimental setup and procedure will then 
be presented, the results will be shown and discussed, after 
which conclusions will be drawn. 
II. BACKGROUND
There are numerous factors that can influence the quality 
and amplitude of EMG measurements. On the apparatus side, 
De Luca [3] states that the “main issue of concern that 
influences the fidelity of the [EMG] signal is the signal to 
noise ratio.” Additionally, the design of the electrodes, the 
distance between them, and the placement and the orientation 
of them along the muscle affect signal fidelity. Furthermore, 
the quality of the contact between the electrodes and the skin, 
the wire length to the amplifier, the characteristics between the 
electrodes [4], the amplifier unit, and the signal processing 
methods are also important. There are many factors which can 
influence the EMG signal on the subject side as well, such as 
the conditions of the muscles. For example, EMG 
measurements can look very different depending on whether 
or not a muscle has been warmed up or fatigued. Other factors 
that could affect the EMG levels are age, sex, quality of the 
skin, body mass index (BMI) level (which is indicative of the 
thickness of the fat layer over the muscle), and quality and 
health of the muscle. EMG readings can also vary from day to 
day [5] even if the subject is performing the same tests as on 
the previous day. It is also to be noted that the subject’s 
psychophysiological factors, such as emotions, play a factor in 
the produced levels of the EMG signal [6].  
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Fig. 1 High-level EMG-Controller implemented on top of the Low-level 
Position Controller (used with permission from [12]) 
Numerous existing Robotic Exoskeleton Systems [7,8,9] use 
these EMG signals as the primary command signal to robot 
controllers. The EMG signal is typically captured using 
electrodes on the body that are connected to commercial 
amplifiers, such as those from Biopack Systems [10]. These 
controllers incorporate muscle models (myoprocessors) which 
rely on a correlation between the EMG signal amplitude and 
dynamic or static exerted force. This information can enable 
either position control or torque control of the joints with the 
goal of providing seamless assist-as-needed support to the 
user. An example of an EMG high-level position controller is 
shown in Fig. 1 where an EMG sensor is used to determine the 
desired position of a joint. It is, therefore, critical to identify 
the correlation between the EMG signal under different loads. 
Perry [7] points out that a great advantage of EMG controllers 
is that, due to the “electromechanical delay in the human 
neuromusculoskeletal physiology, the system can predict the 
operator’s intention”. The EMG signal changes in magnitude 
20-80ms before the actual contraction of the muscle [11]. As a 
result, the controller can provide smooth motion coordination 
between the user and the exoskeleton [7] before the muscles 
have even begun to move. 
An EMG controller “needs to provide the correct amount of 
support to the user with correct timing” [12]. Control systems 
rely on sensor feedback updates – sometimes hundreds of 
times per second in motor control applications. When 
discussing applications that depend on EMG signals, De Luca 
[2] emphasizes that the EMG signal should be detected and 
recorded with maximum fidelity as it is an indicator of the 
initiation of muscle activation and it has a relationship to the 
force produced by the muscle.  If the signal is noisy and not 
properly filtered, the resulting exoskeleton motion could be 
unstable and unsafe.  High EMG signal SNR is thus crucial. 
The question at hand is: Is the MyoWare EMG sensor able 
to collect EMG data that is high-fidelity and relatable to the 
amount of effort exerted by the user so that it could be used in 
a future-build Robotic Exoskeleton EMG controller for more 
sophisticated control strategies than just ON/OFF? 
III. EMG SENSOR AND SYSTEM DESCRIPTION
Table I summarizes the MyoWare EMG sensor 
characteristics that will be studied in this paper, along with 
what they indicate, their relevance, how they will be 
characterized, and the location from where they are calculated 
as shown on a sample EMG signal (Fig. 2). 
The MyoWare EMG sensor, shown in Fig. 3, measures 
electrical signals which are detected on the skin just before 
and during muscle contraction. These signals are usually on 
the order of μVolts to low mVolts [5] and need to be amplified 
so that they can be digitized, recorded, analyzed and utilized. 
The MyoWare EMG sensor is an all-in-one device which 
amplifies, rectifies and filters the raw EMG signal, and 
provides the RMS EMG envelope as an output with an 
amplitude between 0 and the supply voltage (2.9-5.7V). Some 
of the advantages of the sensor are that it is inexpensive, the 
raw signal is also available, and the electrode connectors, 
which are placed 3 cm apart, are embedded on the sensor 
board to minimize noise.  
 
TABLE I 
SENSOR BEHAVIOUR CHARACTERISTICS PERTINENT TO EMG CONTROLLERS
Characteristic to 
be measured 
Indicator Relevance to Robotic Exoskeleton EMG 
Controllers 
Characterization Location in Fig. 2 
SNR Fidelity of the 
signal 
High-fidelity data is crucial for timely and 
appropriate motor commands 
Compare the EMG signal amplitude 
between rest and Max EMG signal, 
and rest and static loading EMG signal  
1 vs 2 (dyn. loading)  
and 1 vs 3 (static 
loading) 
Linearity  
Max RMS EMG 
(dynamic loading) 
Indication of the 
intended exerted 
force 
The EMG signal is used as control input to the 
EMG controller to prepare the assist-as-need 
routine before the muscles have even moved 
Compare the Max EMG signals from 
200 tests performed with different 
weights 
2 
Linearity  
AVC RMS EMG 
(static loading) 
Indication of the 
sustained force 
The EMG signal is used as control input to the 
EMG controller to command required torque or 
position command to the low-level controller 
Compare the Average EMG signals 
during static loading from 200 tests 
performed with different weights 
3 
Fig. 2 Sample EMG Signal while subject curled a 5 lbs weight 
1. noise 
baseline 
2. Max EMG 
3. AVC 
Fig. 3 The MyoWare EMG Muscle Sensor (shown at full scale) 
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IV. TESTING METHODOLOGY
The evaluation process consisted of initial tests to verify the 
sensor’s SNR after which a series of extensive tests were 
performed by a subject to validate the linearity between 
exerted force and the EMG signal. 
A. SNR Tests 
To measure the baseline noise level of the sensor and verify 
the SNR of the MyoWare EMG sensor, the EMG signal from 
the sensor was collected while the two parallel electrodes were 
connected to the reference potential and when the electrodes 
were connected to the subject’s arm and the bicep muscle was 
relaxed. The data was captured using the National Instruments 
USB-6361 Analog/Digital Converter (A/DC) and a LabVIEW 
program which sampled the data for 500ms at a sampling 
frequency of 2000Hz. 
B. Linearity Tests 
A series of tests were then carried out to observe the 
performance of the sensor and to determine the degree of 
linearity during a typical end-goal application scenario, such as 
those performed during upper-limb robotic exoskeleton 
assisted rehabilitation sessions.  
The tests were performed on a healthy female with no 
history of bicep pathology, neuromuscular conditions or 
cardiac disorder. As the SNR is determined almost 
“exclusively by the electrodes, and more specifically, the 
properties of the electrode-electrolyte-skin contact” [6, 13], 
great effort was taken to ensure optimum contact.  In 
particular, the subject’s skin at the contact site was exfoliated, 
cleaned and dried. Next, tape was applied and swiftly pulled 
from the skin to remove any remnant dry skin at the site. Two 
3M RedDot bi-polar surface Ag/AgCl monitoring electrodes 
with soft cloth tape and solid gel were placed parallel on the 
subject’s dominant (left) belly of the bicep branchii in 
accordance with the sensor manufacturer’s instructions. 
Furthermore, as suggested by De Luca [3], the subject flexed 
her bicep to find the optimum placement of the electrodes to 
minimize cross-talk noise from neighbouring muscles and 
increase SNR. A third electrode was placed as far as possible 
from the bicep branchii, which in this case was limited by an 8 
cm length of wire which connected the reference electrode 
snap to the sensor board. During the tests, the subject sat on a 
chair and watched the LabVIEW User Interface shown in Fig. 
4. Each test lasted 3 seconds.
At the beginning of the test, the subject had her arm down 
holding the weight at full extension (0°) with the bicep muscle 
relaxed. When the ‘CURL’ indicator on the LabVIEW User 
Interface turned yellow, the subject lifted the current weight to 
full elbow flexion (90°). The subject then maintained a static 
hold at 90° for the remainder of the 3 seconds. Then there was 
a 3 second rest period after which the next repetition started. 
This procedure was carried out 40 times for a specific weight. 
When completed, the subject was given a 5-minute rest period. 
The set of 40 repetitions were performed consecutively with 5 
different weights: 0lbs, 3lbs, 5lbs, 10lbs, and 15lbs. A total of 
200 tests were, therefore, performed by the subject. Note that 
the maximum weight was limited to the 15lbs dumbbell since 
the amplifier sometimes saturated during tests with heavier 
weights and the subject could also not perform 40 tests in a 
row using the larger weights. The data was collected using the 
National Instruments USB-6361 A/DC and a LabVIEW 
program with a sampling rate of 2000 Hz which was 
consistent or faster than tests in the literature [6, 10]. The 
experimental setup diagram in Fig. 5 shows the computer 
running the LabVIEW program, the Arduino Uno 
microprocessor which was used in this case to power the EMG 
sensor, the EMG sensor placed on the bicep, and the EMG 
sensor’s connection to the NI A/DC which digitized the data 
that was then collected by the LabVIEW program running on 
the computer.  
Fig.5 Experimental Setup Diagram for the Curl Tests (modified and used 
with permission from [12])
Fig. 4 LabVIEW User Interface for Curling Tests. 
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V. RESULTS AND DISCUSSION 
LabVIEW was used to process the EMG data and Matlab was 
used to perform statistical analysis and plot the results. 
A. SNR Tests 
The measured (amplified and processed) baseline noise 
Vrmsnoise was 65mV (for both when the electrodes were 
connected to the reference electrode and when the muscle was 
relaxed). The SNR was then calculated as follows [14,15]: 
SNR = 20 log10(Vrmssignal/Vrmsnoise) 
Table II shows the calculated average maximum RMS 
EMG (dynamic loading) values for the groups of tests 
performed with each weight, while Table III shows the 
Average Voluntary Contraction (AVC) RMS EMG (static 
loading) values for the groups of tests performed with each 
weight. As can be seen in these tables, as the amount of effort 
increased, the EMG signal amplitude also increased – 
resulting in a greater SNR. Delysis Inc [16], an industry leader 
in wearable sensors, states that SNR values above 1.2 are 
acceptable. Except for the SNR of the AVC averages at 0lbs, 
the SNR for the MyoWare EMG sensor is very good.  
One important value to note in the noise baseline of the 
EMG signal when the muscle is relaxed. Florimond [5] has 
pointed out that it is generally accepted that the surface EMG 
of a muscle at rest should be below 5µV, while De Luca [2] 
indicated that it should be less than 2µV. The voltages 
measured during the tests carried out in this paper are 
amplified. Thus, to determine the relaxed muscle (noise) 
voltage, it was necessary to divide the measured EMG voltage 
at the skin by the amplification factor of 9,306.3 [17] resulting 
in 65mV/9,306.3=7µV which is consistent with the literature. 
This value is satisfactory. 
TABLE II 
SNR: AVERAGE MAX RMS EMG (DYNAMIC LOADING)
Weight 
(lbs) 
Avg Max RMS EMG 
at this weight [mV] 
SNR SNR (dB) 
0 0.2150 3.26 10 
3 0.5599 8.48 19 
5 0.8816 13.36 23 
10 1.5280 23.15 27 
15 2.7970 42.38 33 
TABLE III 
SNR: AVC RMS EMG (STATIC LOADING) 
Weight 
(lbs) 
AVC RMS EMG at 
this weight [mV] 
SNR SNR (dB) 
0 0.0748 1.13 1 
3 0.1693 2.57 8 
5 0.3299 5.00 14 
10 0.6328 9.59 20 
15 1.4142 21.43 27 
B. Linearity Tests for Dynamic Loading 
Fig. 6 plots the maximum RMS EMG signal for all 200 
tests (40 tests at each of the 5 weights). As can be seen in the 
figure, the Max RMS EMG signal became progressively larger 
as the exerted force increased. Fig. 7 plots the average 
maximum RMS EMG signal as a function of the weights lifted 
along with the corresponding 95% confidence intervals. A 
straight line and a second-order polynomial were fit to the 
data, with R2 values of 0.9728 and 0.9949 (shown), 
respectively.  
C. Linearity Tests for Static Loading 
Fig. 8 plots the Average Voluntary Contraction RMS EMG 
(Static Loading) signal for the last 500 ms of each of the 200 
tests (40 tests for each of the 5 weights). Similar to the Max 
RMS EMG signal, the AVC RMS EMG signal also became 
progressively larger as the exerted muscle force increased, but 
with roughly half of the amplitude. Fig. 9 plots the average 
AVC RMS EMG signal as a function of the weights lifted 
along with the corresponding 95% confidence intervals. A 
straight line and a second-order polynomial (shown) were fit 
for the static loading as was done with the dynamic loading 
plots. R2 values of 0.9311 and 0.9921, were calculated for the 
straight line and the second-order polynomial fits, 
Fig. 6 Maximum RMS EMG Signal for Tests with Different 
Weights (Dynamic Loading)
Fig. 7 Average Max. RMS EMGS for Different Weights with 
95% Confidence Interval (Dynamic Loading)
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respectively. Like with the dynamic loading, a correlation 
between the exerted force and the measured AVC RMS EMG 
signal was observed and are both consistent with the curves 
attained in literature [18, 19] for 61 subjects and 10 subjects 
respectively. Since the results show a characterizable 
relationship, the sensor would likely be suitable for a future-
build robotic exoskeleton EMG-based controller.  
A correlation was also observed between the variability of 
the EMG signal and the applied force for both types of loading 
– up to 50% for the 15lbs dynamic loading tests. Similar
observations were presented in [20]. Some possible solutions 
to minimize variability could be to apply sensor-side or 
controller-side processing or limit the number of repetitions in 
each test and the payload to 5lbs or less - where the spread is 
significantly smaller. 
VI. CONCLUSION
Experimental tests were performed on a subject using the 
MyoWare EMG sensor to evaluate its use for future robotic 
exoskeleton applications. Verification test showed acceptable 
SNR values. The degree of linearity of the sensor was studied 
while it was utilized in a typical end-use application and the 
results showed expected correlation between the exerted force 
and both the dynamic and static load EMG signals. Although 
these results look promising and suggest that the sensor would 
be a good candidate for a proportional robotic exoskeleton 
EMG controller, further investigation would be beneficial to 
verify the linearity of the sensor itself without the human in 
the loop. It would also be interesting to perform the same tests 
on more subjects, and with other EMG sensors. Additionally, 
it would be beneficial to examine the sensor’s raw EMG signal 
and explore its performance in the frequency domain. 
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Abstract
Detection of volatile organic compounds (VOCs) in the 
exhaled breath is found to be a promising method to diagnose 
different diseases. The amount of alcohol or drugs 
absorbed/inhaled in the body can also be measured using gas 
sensors. Oral habits can affect the composition and also 
concentration of VOCs produced as a result of cellular 
metabolic reactions inside our body. Recognition of exhaled 
breath patterns including composition and concentration of 
VOCs provides useful information regarding how the breath 
affects the artificial olfaction systems. This can provide a 
powerful tool to calibrate gas sensors and detect VOCs 
associated with different diseases. 
In the following study, the breath signatures are extracted 
after different activities including fasting, brushing teeth, and 
drinking coffee. The results are normalized and implemented 
into a feature extraction model that extracts principal features 
for each regime. This will determine the breath signature of 
each regime. The results show that the effect of these activities 
on the breath is consistent between different subjects. This 
study provides the base signature of the exhaled breath which 
can be used in a clinical setting to identify other target VOCs 
that are considered the biomarkers of diseases.  
Keywords— breath analyzer, gas sensor, microfluidic 
artificial olfaction  
I. INTRODUCTION 
Breath analyzers have been considered as a non-invasive 
method for detection of chemicals or mixtures of chemicals that 
are either produced as part of biological metabolism or are 
absorbed from exogenous sources [1]. The exhaled breath can 
contain volatile organic compounds (VOCs) (e.g., acetone, 
ethanol, and isoprene), inorganic compounds (e.g., carbon 
dioxide and nitrogen), and non-volatile substances (e.g., 
isoprostanes and peroxynitrite) [2]. The “smell-print” can be 
used as an indicator of the patient physical condition and 
lifestyle. Despite its great potential, breath analysis still has 
several practical challenges. A mixture of inorganic gases (e.g. 
CO2, ethanol, and N2) and VOCs in the exhaled breath of a 
normal healthy person can be identified (many of these 
chemicals are absorbed from environment such as smoking, 
food consumption, bacterial microflora, work environments 
and medication [3]). However, The exact composition is 
influenced by diet, age, body mass index (BMI), and gender, 
and hence, varies between individuals [4]. Although the 
majority of VOCs in exhaled breath have external sources, they 
still should be distinguished from the endogenous species.  
Another challenge associate with breath analysis is 
calibration of the sensor based on standard samples. For 
example, for detection of the cannabis use, it is necessary to 
control temperature and humidity, and breath samples must be 
collected from the lower airways (alveolar air). Also, in order 
to quantify impairment, one must discriminate between THC 
(the psychoactive component) and CBD. 
Finally, identifying a particular health condition is not 
achievable by detection of a single target gas and instead 
requires detection of a pattern of compounds [5]. For example, 
monitoring the level of methane and hydrogen is a promising 
technique for diagnosis of Small intestinal bacterial overgrowth 
(SIBO), Irritable bowel syndrome (IBS), and diabetes [6]. 
However, these gases could be produced as a result of normal 
digestion and respiration. Therefore, the rate and concentration 
of these species in exhaled breath should be determined base on 
each metabolic reaction [7]. Also, malabsorption of lactose and 
glucose causes huge production of hydrogen and methane in 
breath [8]. Discovery of the breath pattern as a result of this 
process will prevent mixing up this malfunction of metabolic 
system with another disease like diabetes at first stages [9]. 
The technology presented here has high sensitivity and 
selectivity, and it uses a single sensor embedded in a 
microfluidic channel [10]. The latter adds several benefits (such 
as less calibration complexity, smaller size, and lower cost) 
compared to traditional e-noses [11]. This technology is used to 
detect VOCs in the exhaled breath of several subjects after 
different activities. The purpose of this study is to develop base 
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signatures of the breath that can be considered while it is used 
for detection of a certain biomarker for a disease.  
II. EXPERIMENTAL
A. Device description 
This technology is portable and easy to assemble, making it 
ideal for a hand-held device (see Fig. 1). The air chamber is 
built into the main cartridge, eliminating the need for a separate 
chamber to be filled with the sample. Both humidity filters (i.e., 
potassium hydroxide and zeolite) can be easily 
installed/replaced simply by sliding each piece into the 
cartridge. A total of three pieces are needed to complete the two 
filters. The last piece of the filter design includes slots for three 
springs to be inserted. These are used to make a one-way valve. 
A rubber stopper is attached to the end of the three springs to 
prevent a backflow of the air sample. When the breath is blown 
into the device, the force of the air will compress the springs 
allowing the air to flow pass the filters and into the sensing 
chamber. The one way valve housing is bolted to the cartridge 
to ensure an air right seal and easy assembly. The opening at 
the end of the one way valve housing allows a disposable 
mouthpiece to be attached for each new sample.  
Fig. 1 - Layout of the breathalyzer including each component 
     A box containing the sensor and electronics is connected to 
the cartridge and sensing chamber with a push valve. A large 
bracket will then slide into place following guides imbedded 
into the cartridge. It can hold the sensing device firmly in place. 
A schematic of the device including all components and also 
the test setup is shown in Fig. 2. 
B. Materials 
The entire device is 3D printed to reduce machining costs. 
The cartridge, filters, a one-way valve housing are made of 
veroclear (UBCO Star 3D printing facility) to allow intricate 
geometries. Before testing, the cartridge and all of the parts are 
coated with Parylene C to prevent diffusion of the gases into 
the plastic.  
Fig. 2 - Schematic of the device and test setup 
C. Testing procedure 
     Over the period of testing, the subjects started the 
experiment by fasting for 12 hours. Following the collection of 
the breath after fasting, the experiment was carried out by 
collecting the breath samples after certain activities including 
drinking black coffee, brushing the teeth (Colgate cavity 
protection winter fresh), and washing using a mouthwash 
(Listerine original). After performing each activity, the subject 
blows into the device twice, giving two samples to ensure the 
results reproducibility. 
III. RESULTS
     Fig. 3 shows the sensor response (referred to as the “smell 
print”) after each activity for each subject. For every subject, 
the response was the strongest after using mouthwash. The 
second strongest response curve is after fasting for 12 hours, 
which is followed by the signal of the breath sample collected 
after drinking coffee and finally brushing the teeth. The 
sensor’s strong response after the use of mouthwash is due to 
the presence of various alcohols (26.9%) and also organic 
compounds (e.g. Thymol and Menthol) in the mouthwash 
solution. Also, since the concentration of ethanol and acetone 
in the exhaled breath of a person after fasting for 12 hours 
increases [12], the sensor’s second largest response is for the 
samples collected after fasting. It is worth to mention that 
regardless of the subject the trend of the response curves 
associated with each activity is similar. This proves that the 
“smell print” of each activity is unique in the breath.  
The pattern of breath signature across different activities 
looks similar for that particular activity between different 
subjects. This similarity can be observed in the slopes of the 
curve during the rising period (i.e., for the exposure process) 
and decaying part (i.e., for the recovery stage).  
Fig.  shows the results of the feature extraction method 
(performed based on three features including: the area under 
each curve, the maximum response, and response at t=200s for 
the breath samples collected after using the mouthwash. The 
results show that each subject has a unique breath signature 
after rinsing the mouthwash. Also, the two replications 
conducted for the breath of each subject are in agreement in 3-
dimensional space, showing reproducibility of the results.  
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Fig. 3 - Results of the experiment for each subject. The trend in each graph for 
each activity is similar for different subjects. 
Fig. 4– Feature extraction of results for the breath samples collected after using 
the mouthwash. These features are based on the area underneath the curve, the 
maximum response, and response at t=200s. 
IV. CONCLUSION
     The response of the microfluidic olfaction breath analyzer 
showed that the trend for the breath samples collected after 
different activities is consistent regardless of the subject. The 
response of the sensor (“smell print”) is much stronger after the 
use of mouthwash and fasting due to high amount of alcohol 
existing in exhaled breath in both of these activities. The 
experimental results were reproducible for each subject as the 
signal magnitude trend between different activities was the 
same in all cases. For the future study, a diverse range of 
subjects will be tested to observe and extract biomarker patterns 
in a wide variety of cases. 
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Abstract—Heart valve replacement is still the optimal solution 
in young patients with severe symptomatic heart valve disease.  
In those patients, bileaflet mechanical heart valves (BMHV) 
are preferred to biological valves because of their higher 
durability. However, thrombus formation has been reported as 
a common complication following BMHV implantation 
despite a permanent anticoagulation therapy. Thrombus 
formation can lead to valve leaflet dysfunction, a life-
threatening event that requires immediate surgical 
intervention. This study aims to investigate the fluid dynamics 
downstream of a dysfunctional bileaflet mechanical aortic 
valve. A bileaflet ON-X mechanical aortic valve is used with 
different dysfunctional configurations. In this study, partially 
and totally blocked configurations of one of the leaflets is 
investigated relative to its orientation with the sinus of 
Valsalva. Time-resolved two-dimensional particle image 
velocimetry measurements are performed to investigate flow 
field characteristics in the ascending aorta in terms of velocity 
and vorticity fields and circulation. Vorticity and circulation in 
the aorta are significantly affected by the valve orientation 
with respect to the sinus of Valsalva. 
Bileaflet Mechanical Heart Valve; Particle Image 
Velocimetry; Hemodynamics. 
I.  INTRODUCTION 
Heart valve failure is a known cardiovascular disease where 
valves fail to open or close properly. A report from the 
American Heart Association mentioned that the prevalence of 
heart valve diseases in the United States is 2.5% in 2013[1].  
Treatment of valvular diseases ranges from adopting 
healthy lifestyle up to valve replacement [2] which is 
recommended for severe symptomatic cases.  
Bileaflet Mechanical Heart Valve (BMHV) is a preferable 
choice for valve replacement in young patients because of its 
reported longer durability compared to prosthetic biological 
heart valves (BHV) [3], [4]. However, BMHV can be affected 
by thrombus of pannus formation [5]–[7]. Thrombosis 
formation has been shown to be related to non-physiological 
flow characteristics at the vicinity of the valve leaflets [5], 
where the shear stress levels may cause blood cell damage that 
would lead to platelet activation and clot formation [5], [8], [9]. 
Thrombus formation is more anticipated in BMHV than in 
BHV [6]. The incidence rate of prosthetic valve thrombus 
ranges between 0.03%- 5.7% per year [7]. Moreover, its 
occurrence is as high as 24% within the first year of the valve 
replacement [7]. This highly anticipated thrombus formation is 
expected to cause a dysfunction of one or both BMHV leaflets 
which will inevitably affect the fluid dynamics and 
hemodynamics in the ascending aorta [5].  
Few previous studies investigated the flow past a 
dysfunctional BMHV. They considered the fluid dynamics and 
hemodynamics changes induced by the dysfunctional valve. In 
addition, they investigated the ability of current diagnostic 
tools to detect BMHV dysfunction. 
Smadi et al. [10] first investigated numerically the steady 
flow through a defective BMHV at different flow and 
pathological conditions. They reported that Doppler 
echocardiography assessment of the dysfunctional valve is 
suboptimal mostly in the evaluation of transvalvular pressure 
gradients. The same authors [11] further investigated 
experimentally and in vivo the flow downstream of a 
dysfunctional BMHV. They showed that current clinical 
guidelines cannot accurately detect the presence of a 
dysfunctional BMHV and suggested new clinical parameters. 
Finally, Shahriari et al. [12] investigated numerically the shear 
stress accumulation on blood components in a dysfunctional 
BMHV by using smoothed particle hemodynamics. Their study 
was the first using a fully mesh-free method to cardiovascular 
flows.  They reported that a dysfunctional BMHV leads to 
significantly more damage to blood components compared to a 
normal valve. 
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In the previous studies, the orientation of the dysfunctional 
leaflet with respect to the sinus of Valsalva (SV) was not 
investigated. Despite the fact that bileaflet valves are usually 
installed with one leaflet facing one sinus and the other leaflet 
being shared by the other two sinuses [13]–[16]. This is an 
important issue since the development of the sinus vortex 
(washout vortex) and the coronary flow are both linked to the 
leaflet position relative to the sinus [5], [17]–[19]. Therefore, it 
is important to investigate the direct impact of BMHV 
dysfunction on flow characteristics downstream of the valve 
but also in the sinus region. This study aims to investigate 
experimentally using time-resolved two-dimensional (2D) 
particle image velocimetry the effect of a dysfunctional BMHV 
on flow characteristics in the ascending aorta. 
I. METHODOLOGY 
A. Silicone molding 
An anatomically accurate aorta, left atrium and a simplified 
symmetric left ventricle are constructed using silicone molding. 
The molding process is done by adding a silicone rubber base 
to a curing catalyst (XIAMETER RTV-4234-T4 Base and 
XIAMETER T4/T4 O Curing Agent), with a ratio of 10:1 by 
mass respectively. The cured silicone has a Young modulus of 
1.675 MPa.  The silicone is coated on a three-dimensional 
printed core mold of the parts. Four layers are coated, then, the 
parts are mounted to a rotating arrangement (speed of 
rotation=10 rpm) to ensure a homogenous distribution of 
silicone over the core mold surface.  The final thickness of the 
silicone layers ranges between 2-3 mm.  
B. In vitro left heart simulator 
The left heart is assembled and mounted to a custom-made 
double activation in vitro heart simulator which is shown in 
Fig.1. The heart simulator has an activation box where the left 
ventricle is placed. The activation box is made of plexiglass 
(with index of reflection = 1.49) which is filled with blood 
mimicking fluid and is connected to a cylinder which contains 
a compliance chamber to adjust the left ventricle compliance. A 
piston is sliding inside the cylinder to transfer the stroke from a 
linear motor to the left ventricle. Above the activation box, 
both aorta and left atrium are connected to the left ventricle. 
The aorta is placed inside a plexiglass box and is connected to 
the top of the open reservoir. The four pulmonary veins 
branching from the left atrium are all connected to the bottom 
of the reservoir. On the system, the left atrium is also activated 
by using a cam-follower arrangement mounted on a servomotor 
which transfers its motion to the left atrium. Both linear and 
servomotor are controlled with custom-made LabView 
interface which controls the timing and stroke of both motors.  
The liquid used is a mixture of water/glycerol with a 
volumetric ratio of 60% / 40%, respectively. The mixture has 
an index of reflection = 1.4 at 20°C, while its dynamics 
viscosity is = 4 cP at 23°C and its density is = 1080 kg/m3. The 
flow rate is recorded for each case by using a magnetic 
inductive flow sensor with a flow range from 0.03-6.6 g/min 
and with a resolution of 0.01 g/min (Prosense FMM50-102, 
Germany), while the pressure is recorded by using a fiber optic 
pressure sensor with a pressure range up to 300 mmHg and 
with a resolution of <0.3 mmHg (FISO FOP-M260, Canada). 
C. Mechanical aortic valve 
The mechanical aortic valve used in this study is a bileaflet 
mechanical heart valve (On-XA-25, (manufactured by 
CryoLife, Inc, GA, USA)) with an inside diameter of 24.9 mm.  
The valve is assembled and placed inside the aorta model. The 
leaflets orientation relative to the sinuses of Valsalva is selected 
based on previous studies [13]–[16].  
The investigated dysfunctional cases are summarized in 
Table 1. In order to induce partial valve leaflet dysfunction, a 
plastic wire of 0.7 mm diameter is placed at accurately  
calculated positions relative to the leaflets to work as an 
obstacle to leaflet opening. The level of leaflet dysfunction is 
confirmed by analyzing the opening angle of each leaflet and 
comparing it to the reported values by the manufacturer. The 
small sized plastic wire has the advantage of not interfering 
with the flow upstream of the valves. Complete valve leaflet  
dysfunction cases (C and D) are achieved by gluing the leaflet 
with the valve’s inner casing.  
D. Particle image velocimetry measurements 
Time-resolved 2D Particle image velocimetry (PIV) 
measurements are carried out using a YLF laser with a 10mJ 
output energy at 1kHz at 527nm wave length (Litron Laser, 
UK). The laser sheet is placed as shown in Fig. 2. Images are 
captured using a Phantom V9.1 high speed camera with 1000 
fps at a full resolution of 1632x1200 pixels (Vision Research, 
Inc., USA). Both laser and camera are controlled using a high-
speed controller (Lavision GmbH, Germany). The number of 
recorded frames is 400 and the recording duration is 1s. The 
fluid inside the heart simulator is seeded with polyamide 
seeding particles with a mean particle diameter of 50 µm and 
an index of reflection of 1.5 (Dantec Dynamics A/S, Denmark).  
Each captured frame contains two pairs of images where 
the time interval Δt between the two pairs is 600µs for cases N, 
B, and C, while Δt is 400 µs for A, D, and E. 
Figure 1 Experimental setup showing the camera, the laser, and the custom-
made heart simulator components. 
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Figure 2 Front and top views of aorta showing the position of the aortic valve and the 
leaflets orientation with respect to the sinuses of Valsalva, beside the different 
dysfunction configurations of valve’s leaflets. In the top view, green line represents the 
particle image velocimetry measurement plane. 
TABLE 1. SUMMARY OF INVESTIGATED CASES AND MAXIMAL VELOCITY 
RECORED AT THE PEAK OF SYSTOLE  
Symbol Case Dysfunction 
(%) 
Maximum 
flow 
velocity 
(m/s) 
Percentage of 
velocity 
increase relative 
to normal 
operation (%) 
N Normal Null 1.26 Null 
A Left leaflet 
partially 
dysfunctional 
40-45% 1.41 11.9% 
B Right leaflet 
partially 
dysfunctional 
40-45% 1.39 10.3% 
C Left leaflet 
totally 
dysfunctional 
100% 2.37 88.8% 
D Left leaf leaflet 
totally 
dysfunctional 
100% 2.48 96.8% 
The difference in the time interval between the investigated 
cases is due to the difference in the expected maximum flow 
velocity and to fulfill the requirements of the “1/4th law”    
DaVis 7.2 software (Lavision GmbH, Germany) is used to 
post-process the recorded images where it calculates the 
velocity vectors from the raw images by using a fast Fourier 
transform cross-correlation with an initial 64x64 squared 
interrogation window (with three passes) with 50% overlap 
down to a 32x32 circular window (with two passes) with 50% 
overlap. A linear filter is then being applied to filter the noisy 
vectors. 
A trigger is used between the heart simulator and DaVis7.2 
so that each recording starts at the same time during the cardiac 
cycle (start of left ventricle systole). The recording is taken 
after 20 cycles lapse to ensure that the flow has reached its 
normal operation conditions. 
Figure 3 Velocity contours for normal case at different instants, [a] when the 
leaflets open, [b] at the peak of systole, [c] when the leaflets close.  
II. RESULTS
A. Velocity field downstream of the BMHV 
The maximal velocity at the peak of systole is summarized 
for all cases in TABLE 1. Figure 3 shows the velocity contours at 
the measurement plane at different phases during the cardiac 
cycle for the normal case. The normal maximum velocity for 
the valve is consistent with the reported values in [8], [17] by 
taking into consideration that the mean flow rate in this study is 
3.8 l/min . The velocities are much higher for the totally 
blocked cases which is directly related to the reduction in the 
effective orifice area (EOA) of the valve. The velocities 
obtained for cases C and D also agree with the values reported 
by [2].  
B. Vorticity and circulation 
To evaluate the effect of valve dysfunction on the flow field 
in the ascending aorta, vorticity contours are shown in Fig. 4 
for each case at the peak of systole. The vorticity is calculated 
using (1), using a 4th order compact Richardson scheme: 
ωz=0.5(δv/δx – δu/dy) (1) 
where ωz  is the vorticity in z plane, δv/δx is the derivative 
of y-velocity component in x direction, and δu/dy is the 
derivative of x-velocity component in y direction. 
In the normal case, vorticity values in both directions are 
almost the same despite a higher value at the left side.  
For a dysfunctional left leaflet or totally blocked (cases A, 
C), higher negative vorticity values are noticed, however the 
positive vorticity (counter clockwise rotation) dominates the 
measurements plane as shown in Fig. 4 a, b. The opposite 
behavior is noticed when the right leaflet is blocked, where 
clockwise rotation (negative sign vorticity) dominated the flow 
field as shown in Fig. 4 c, d. Therefore, the magnitude and 
distribution of circulation regions inside aorta is dependent on 
the position of the blocked leaflet. 
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Figure 4 Vorticity contours (1/s) at the peak systole for [a] normal case, 
[b]left leaflet partially blocked, [c] right leaflet partially blocked, [d] left 
leaflet totally blocked, and [e] right leaflet totally blocked 
Circulation, Γ is calculated by integrating the vorticity over 
the 2D area in the sinus of Valsalva (SV) using (2) and is 
plotted against time for all cases as shown in Figure 5. 
 Γ=∫∫A(x,y) ωz dx dy (2) [20] 
 As shown in Fig.5, circulation magnitude and direction 
inside the SV is dependent on the position of the blocked 
leaflet relative to the SV. In the normal case, the circulation 
inside the SV is positive during systole. When the right leaflet 
is blocked, positive circulation is also noticed in both B and D, 
however at A when the left leaflet is partially blocked, we still 
can notice a positive circulation which is of a lower value 
compared to the normal case N. Case C caused a negative 
circulation inside the SV, which is also noticed to be lower in 
magnitude compared to case D.  
 The effect of circulation inside the SV has been reported 
to be related to coronary flow and to wall shear stresses by 
[18], [19].  Cao and Sucosky [19] described the interaction 
between the circulation inside SV and the coronary flow. While 
Stein et al.[18] noticed that the function of SV is to reduce 
turbulence near the entry of the coronary artery. Therefore, 
future studies have to investigate the impact of BMHV 
dysfunction on coronary flow circulation.   
Figure 5 Temporal evolution of circulation -for (N) Normal case, (A) left 
leaflet partially blocked, (B) right leaflet partially blocked, (C) left leaflet 
totally blocked, and (D) right leaflet totally blocked- over the 2D area of the 
sinus of Valsalva (in white). 
III. LIMITATIONS
In this study, time-resolved 2D PIV measurements are 
performed while the flow pattern is expected to be of a 3D 
nature. Time-resolved 3D PIV measurement is one of our 
recommendations for future studies. Another limitation is 
using only one type of BMHVs. Future studies have to 
consider testing other types of valves and different valve sizes.  
IV. CONCLUSION
In this study we investigated the fluid dynamics 
downstream of a dysfunctional bileaflet mechanical aortic 
valve. An ON-X BMHV is used with different dysfunctional 
configurations. Both partially and totally blocked leaflet 
configurations are investigated relative to the orientation with 
the sinus of Valsalva. Time-resolved 2D particle image 
velocimetry measurements are performed to determine the 
flow field characteristics in the ascending aorta. Vorticity and 
circulation inside the aorta is significantly affected by the 
valve orientation with respect to the SV. The magnitude and 
direction of flow circulation inside the SV were also affected 
by the position of the dysfunctional leaflet relative to the SV. 
This observation should be considered in future studies 
dealing with the flow dynamics downstream of dysfunctional 
BMHVs. Further studies are required to fully understand the 
effect of a dysfunctional leaflet on flow topology and stability.  
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Abstract—An experimental study of cough airflow fields 
produced by subjects who had influenza-like illness was 
conducted.  Particle image velocimetry (PIV) and hot wire 
anemometry (HWA) measurements were taken in the far-field 
downstream of the mouth of a participant.  Droplet sampling 
was performed at two locations within a large cough chamber, 
and a nasal swab confirmed the presence of an infection.  The 
present work analyzes data from two separate cohorts, and 
modest differences were observed between coughs from sick 
and convalescent participants. The results are also compared to 
data obtained from a large eddy simulation (LES) which seeks 
to model the transient behaviour of a human cough. 
Keywords-Cough; Influenza; Cold; Airflow; Particle image 
velocimetry; Hot wire anemometry; Bioaerosol; Fluid mechanics 
I.  INTRODUCTION 
Surprisingly little is known about the mechanism of 
respiratory virus transmission and the dispersion of viral 
bioaerosols, even though such information is critical in 
healthcare settings during viral outbreaks.  Presumed safe 
separation distances are not based on scientific evidence, yet 
there is a widespread adoption of the “3ft/1m rule” and the 
“6ft/2m rule” [1].  Several studies have conducted measurements 
of cough strength at the mouth and in the near-field region (x < 
60 mm downstream) [2-7], but such small separation distances 
between people are atypical and so significant experimental data 
in the far field region (x ≥ 1m), while lacking, could provide 
useful information in the development of infection prevention 
measures and protocols. 
The current project seeks to (1) Assess the “3 ft/1m rule” by 
analyzing velocity measurements taken 1m downstream, (2) 
Estimate and quantify the exposure to airborne viruses and (3) 
develop a computational fluid dynamics model of cough flow 
and particle transport based on Large Eddy Simulation (LES) 
[8,9].  The objective is to recruit 50 participants, naturally 
infected with influenza, conduct laboratory experiments when 
they are presumed ill (“sick trials”) and to repeat the experiments 
later when they have recovered (“convalescent trials”).  The 
project also aims to recruit a reference cohort of up to 50 healthy 
volunteers.  Participant recruitment and data analysis will 
continue throughout 2018, therefore, the current paper 
represents a preliminary report.   
II. METHODOLOGY
A. Experimental facility (The FLUGIE cough chamber) 
The Fluids from Undergraduates Influenza Enclosure 
(FLUGIE) consists of a 1.81m x 1.78m x 1.81m rectangular 
wooden box (Fig. 1).  A pear-shaped opening allows the 
participant to cough into the chamber with their nose and mouth 
unobstructed, while a padded head rest and chin rest ensure that 
the position of participant’s head remains constant between 
individual trials.  The walls of the chamber are painted black, 
except for a glass side wall allowing optical access, and a glass 
insert on the bottom of the chamber, allowing a thin laser sheet 
(t=1mm) to pass through base.  Titanium dioxide (TiO2) particles 
are aerosolized before they fill the chamber for Particle Image 
Velocimetry (PIV) measurements.   
Figure 1: FLUGIE Schematic (All dimensions in m) 
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B. Experimental measurements 
After the chamber has been seeded with TiO2 particles, a 
double-pulsed Nd-Yag laser, operating at 15 Hz, generates a 
vertical light sheet.  The 120mJ pulses have a duration of 3-5ns, 
and the camera operates with a PIV exposure of 400us.  The 
measured field of view (Fig. 2) is 0.48m height x 0.89m width, 
and it is centered 1m downstream from the participant.  Image 
pairs are captured by a CCD camera (TSI Inc) with a spatial 
resolution of 6.87pixels/mm. Eighty image pairs per cough, are 
then processed into 102 x 18 vector arrays using Insight 4G 
software.  In separate trials, a single hot-wire anemometer 
(HWA) probe samples velocity readings at 1kHz, at a location 
1m downstream and 0.170m below the inlet centre-line.  This 
probe is calibrated using a separate facility for low air velocity 
measurements.  To assess the presence of viral bioaerosols 
produced by the violent expiratory events, two low-flow air 
sampling pumps draw aerosols within the air onto PTFE 
membrane filters at a constant rate of 4000 ± 40mL/min.  The 
membranes are transferred into individual tubes of UTM viral 
transport medium.  A mid-turbinate swab (MTS) is also 
collected, to identify the pathogen causing the respiratory 
infection.  All of the sampling tubes are shaken by a vortex 
shaker before they are stored at -80oC.  The samples are shipped 
on dry ice and analyzed by the Dept. of Microbiology at 
Sunnybrook Health Sciences Centre (Toronto).   
C. Procedure 
Influenza-infected participants are recruited from the clinic 
at Western Student Health Services after the physicians 
determine their symptoms to be consistent with an influenza 
infection.  The recruitment procedures are approved by 
Western’s Research Ethics Board (REB approval no. 108945). 
The inclusion criteria are: age 18-35 and presenting with fever 
and cough and/or sore throat in the absence of another known 
cause of illness (e.g. allergies), while exclusion criteria include: 
immunocompromised, underlying cardiopulmonary disease, 
pregnancy and smoking. The referred participant is asked to 
cough 3 times, while aerosol sampling occurs and hot-wire 
measurements are recorded.  There is sufficient time between 
trials to ensure that residual air motion within the trials is 
minimal. The hot-wire and sampling cassettes are then removed 
from the chamber so that the chamber can be seeded for PIV 
measurements.  This is necessary since the seeding particles 
would damage the hot-wire upon contact. Three additional 
coughs are then recorded by the PIV system after an even 
distribution of particles is present within the chamber.  Subjects 
then self-collect a MTS before the experiments are completed. 
The participant returns after at least 4 weeks, to repeat the 
hotwire and PIV measurements in their convalescent state.  The 
same procedure is followed for the healthy cohort, but MTS are 
not collected, and there is no aerosol sampling.  Healthy 
participants also do not return for a second laboratory visit.  
III. RESULTS AND DISCUSSION
Throughout the 2018 flu season, 7 participants have been 
recruited to date.  From the 7 participants recruited this year, we 
have collected quality PIV data for 14 coughs. Coughs were 
excluded from this analysis if the entire width of the expired jet 
was not contained vertically within the field of view, and if the 
bulk velocity within the jet was lower than 0.2m/s, since in this 
scenario, it is difficult to distinguish the jet from ambient fluid 
motion within the chamber.  
Each cough was examined, and boundaries that contain the 
entire jet were specified. Velocity profiles at the midpoint of 
these boundaries, where the highest velocities are noticed, were 
extracted at 1m downstream. Fig. 3 shows these profiles plotted 
with respect to time.  The velocity obtained from the LES 
simulation is shown on the same plot for comparison.  Boundary 
conditions for the LES were selected according to conditions of 
a representative cough based on [10]. A mouth diameter of 3cm 
was specified, with a maximum, transient inlet velocity of 
20m/s. The average peak velocity for the PIV results is 1.4m/s, 
at 1m downstream, which is considerably higher than the 1.1m/s 
obtained from the LES.  The difference may be attributed to the 
selection of the LES conditions as the average of coughs from 
12 female and 13 male participants, whereas the experimental 
coughs each had different inlet velocities.  The presence of 
Figure 3: PIV Jet Centre 2D Velocity Magnitudes for Individual 
Trials 
 
Figure 2: PIV Field of View (All dimensions in m) 
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several very strong coughs produced by a couple of participants 
has influenced the mean, and it is believed that as more 
participants are recruited, the average maximum velocity at this 
location will more closely align with the LES.  The velocity 
profiles were normalized by the initial peak 2D velocity 
magnitude (<V’>=<V>/<V>peak ), and the time that the peak 
occurs (τ=t/tpeak) (Fig. 4).  Following normalization, it may be 
seen that the LES profile more closely resembles those obtained 
experimentally, but there are data available for many more time 
steps within the LES.  The LES exhibits a secondary peak, which 
is observed experimentally as well, but this secondary peak is 
closer in velocity magnitude to the initial peak, and in some 
trials, it surpasses the velocity of the first peak.  The velocity 
magnitude within the jet was spatially averaged and normalized 
(Fig. 5).  The plot, again, shows a reasonable agreement between 
the LES and experimental data, although a large variability was 
observed experimentally.   
In order to obtain a better understanding of the spread, and 
angle of entry of the studied cough jets, U-component velocity 
measurements were averaged across all x-values, for each y-
value (<Ux’>).  These profiles were then normalized by the 
maximum average U velocity and the time that it occurs (Fig. 6). 
These directionally-averaged profiles were translated so that the 
jet was centered on the inlet axis.  The average distance that the 
profiles were translated was 0.179m, indicating that the hot-wire 
anemometer was appropriately placed to measure velocities at 
the centre of the jet.  An average jet entry angle of 10.2 degrees 
below the horizontal centreline was calculated from basic 
trigonometric ratios.  Gupta et al. demonstrated that the average 
cough angle was 40 degrees [10], thus the padded headrest and 
chin rest successfully reduced the angle, so that the cough enters 
the chamber roughly horizontally.   
 The hot-wire data obtained from this cohort requires further 
analysis before the results can be presented, but hot-wire data 
was collected from 9 subjects who were recruited during the 
2017 flu season.  From these, 4 subjects had laboratory 
confirmed illnesses from the MTS results.  Considering the 
recruitment methods, this is overall a good result. While the 
other 5 participants exhibited influenza-like symptoms, they 
might have had bacterial infections like pneumonia or 
streptococcus, although the presence of these infections was not 
assessed.  The four etiological agents that were found were: 
coronavirus (CoV) NL63, CoV OC43, Influenza A (H3N2) and 
respiratory syncytial virus (RSV).  Typical velocity time 
histories are shown for one participant in Fig. 7.  The coughs 
were processed using a moving average filter, with a window 
size of 299 samples (0.299s), so that residual turbulence 
fluctuations could be separated from the mean cough speed.  The 
peak moving average cough speeds were ranked (Fig. 8), and 
negligible far field velocities were obtained for about a third of 
the coughs, in both the sick and convalescent cases.  Fig. 9 shows 
the cumulative average of peak moving average velocity and 
turbulence intensity of coughs ordered from smallest to largest.  
The results show that for this cohort, convalescent coughs were 
slightly stronger but a minimal difference in turbulence intensity 
was noticed.   
IV. CONCLUSION
At the time of writing 44 participants have been recruited since 
the study began in 2014.  Of these 44, 21 have exhibited 
influenza-like symptoms and were included in the “sick” 
cohort.  Altogether, HWA data were collected for 48 “sick” 
coughs, 24 “convalescent” coughs, and 33 “healthy” coughs. 
PIV data were collected for 29 “sick” coughs, 9 “convalescent” 
coughs and 15 “healthy” coughs, though much of the data 
requires further analysis, and were not included in the present 
paper.  MTS and filter cassettes from the most recent cohort of 
“sick” participants will soon be assessed for viral content. When 
comparing the preliminary data with the LES model there is 
reasonable agreement.  As more data are collected, it is 
expected that the agreement will improve, and that it should 
then be possible to better quantify the differences between 
coughs from sick and healthy subjects.   
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Figure 8: HWA Velocity Profiles 
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Abstract— Characterization of human brain material properties 
in the form of computationally feasible mathematical models is 
a complex problem; especially when the models are used in 
complicated Finite Element simulations. Various models have 
been proposed to include the tissue’s hyper-viscoelasticity, 
most of which are quite complicated and therefore only suited 
to Software-based Finite Element methods. Use of linear 
material models simplifies the problem and saves much time 
and effort, allowing the researcher to verify the results of more 
sophisticated models with lower computational cost. However, 
the preciseness of the results from such models is subject to 
special conditions. This study proposes and validates a 
Generalized Maxwell linear viscoelastic model with five 
constants to be used as an acceptable computational method to 
simulate brain’s viscoelastic behavior at low strain rates. To this 
end, an explicit numerical integration scheme is used to 
simulate the single-DOF tissue response with a Generalized 
Maxwell viscoelastic model. Using the material constants of a 
previous hyper-viscoelastic model, the results are compared 
with those obtained from a previous experiment. The 
comparison shows that the linear GM viscoelastic model is 
predicting the low-strain-rate behavior of the brain tissue with 
acceptable error. 
Keywords- Viscoelasticity; Finite Element; Generalized 
Maxwell, Linear Viscoelastic Model; Strain Rate 
1- INTRODUCTION
   The head is often considered as the most critical region of the 
human body for life-threatening injuries as result of accidents. 
The cost incurred by the accidents is estimated to be 160 billion 
Euros per year in the European Union alone [1]. In a 6-year 
period, an average of 1.4 million cases of traumatic brain injury 
occurred in the United States each year, of which 20% resulted 
from motor vehicles accidents. In order to develop effective 
protective measures, a better understanding of the process of 
injury development in the brain is required. [2-5] 
    Over the past three decades, several researchers have 
investigated the mechanical properties of brain tissue in order 
to establish constitutive relationships over a wide range of 
loading conditions. In experimental methods, dynamic 
oscillatory shear tests [4,8,9] and unconfined compression tests 
[10] have been conducted more frequently. The resulting
constitutive models have been introduced in Finite Element
(FE) analyses to simulate the actual response of the tissue to
external stimuli. Among these modes, most of them use hyper-
viscoelastic constitutive material assumption which, when
combined with the complex geometry of brain parts, lead to
complicated analyses [11]. The nonlinearity included in such
models may lead to distorted results if the convergence problem
is not handled. Therefore, simpler linear models such as the one
presented here can serve as useful tools for verification of these
models.
    In current FE head models, brain tissue is commonly 
assumed to display hyper-viscoelastic material behavior. The 
tissue behaves like a non-linear viscoelastic solid for shear 
strains above 1%. The modelling of the tissue behavior with 
these assumptions leads to somewhat more accurate results than 
linear models. However, it maintains the big drawback of high 
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computational cost and time-consuming nature of these 
constitutive nonlinear models. [5, 6, 12]. Simpler computational 
frameworks such as the one presented herein serve as useful 
tools for engineering approximations of the resulting values of 
stress and strain fields.  
   This study seeks to investigate the extent of validity of a linear 
viscoelastic numerical model for modelling the response of the 
brain tissue to single-DOF loading-unloading cycles of shear 
strain. In order to evaluate the model, the results are compared, 
on various levels, with those of an experimental study. 
2- METHODOLOGY
2-1- Derivation of Mathematical Models
Generalized Maxwell Model 
     In order to derive a computational framework for solving the 
Generalized Maxwell (GM) model (figure 1), one may derive 
the equation for a single mode spring and damper in series and 
then sum over the number of modes. The effect of infinity 
spring is finally added to complete the model. 
Figure 1- The Generalized Maxwell (GM) model for viscoelastic materials. Ei 
and ɳi are serial spring and damping constants and E∞ is the parallel spring 
constant 
    Considering a single mode spring and damper in series and 
the infinity spring in parallel, the stress can be written in terms 
of strain and strain rate in the following form, 
𝜎(𝑡) =  𝐸∞𝜖(𝑡) + 𝜎
∗  (1) 
where 
𝜎∗ =  𝜼
dϵ∗
dt
 (2) 
    Solving and integrating the equation above for 𝜖(𝑡), the 
integral equation for two consecutive steps is obtained in the 
following form, 
𝜎𝑛+1
∗ −  𝜎𝑛
∗ =
−1
𝜆
∫ 𝜎∗(𝑡)𝑑𝑡 + 𝐸(𝜖𝑛+1
∗ − 𝜖𝑛
∗ )
𝑡𝑛+1
𝑡𝑛
   (3) 
Considering that the integral is from 𝑡𝑛 to 𝑡𝑛+1 ,it’s possible
to approximate it using Implicit or Explicit method (Forward 
Euler and Backward Euler) 
Substituting, 
𝜎∗(𝑡) =  𝐸𝜖(𝑡) − 𝑦(𝑡)     (4) 
Where, 
𝑑𝑦(𝑡)
𝑑𝑡
=
−1
𝜆
𝑦(𝑡) + 
𝐸
𝜆
𝜖(𝑡)       (5) 
    An explicit numerical method can be obtained to 
approximate the integral in the following form: 
𝜎𝑛+1
∗ = 𝑒
−∆𝑡
𝜆  𝜎𝑛
∗ + 𝑒
−∆𝑡
𝜆  𝐸∆𝜖𝑛   (6) 
     Now one can add the effects of all the parallel units the 
single-mode model. 𝜎𝑛
∗ is calculated for each unit and finally
summed to obtain the total 𝜎∗.
𝜎∗ =  𝜎∗1 +  𝜎
∗
2 + ⋯ + 𝜎
∗
𝑛  (7) 
The total 𝜎∗ is subsequently added to the effect of infinity
spring to yield the total stress by substituting into equation 1. In 
the above equations, n is the order of GM model denoting the 
number of parallel modes. Time constants need to be calculated 
for every parallel Maxwell unit and considered separately in the 
corresponding stress update algorithm: 
𝜆𝑖 =
𝜼𝑖
𝐸𝑖
 (8) 
2-2- Application of Load
Two load scenarios were considered as input, namely Load
Scenario A and Load Scenario B. The load scenarios were 
chosen to replicate a previous experiment on samples from 
human head (Ref [4]) 
2-2-1- Load Scenario A
In this load scenario, triangular pulses with constant strain
rate of 1.5 /s were applied to the viscoelastic single-dimensional 
model. The input pulses were obtained from [4] and simulated 
as triangular pulses (Fig. 2). The strain was applied as input by 
using explicit finite difference method with 600 steps and time 
constant of 1.1s. The strain rate was kept constant at the value 
of 1.5/s (Table 1). 
𝐸𝑖
𝜂𝑖
𝐸∞
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Figure 2- Triangular pulses (constant shear rate in loading and unloading) of 
Scenario A [4] 
Table 1- Characteristics of the Triangular pulses of Scenario A [4]  
Pulse 
number 
Max. 
Strain 
Pulse 
Duration (s) 
strain Rate 
(/s) 
1 0.05 0.06 1.50 
2 0.10 0.13 1.50 
3 0.15 0.20 1.50 
4 0.20 0.26 1.50 
5 0.30 0.40 1.50 
6 0.50 0.66 1.50 
2-2-2- Load Scenario B
In this load scenario, triangular pulses with various strain
rates of 1 /s, 0.1 /s and 0.01 /s were applied to the viscoelastic 
single-dimensional model. Table 2 shows the characteristics of 
the input strain pulses applied to the computational model. 
Table 2- Characteristics of the Triangular pulses of Scenario B  
Pulse 
number 
Max. 
Strain 
Pulse end 
time (s)
Strain rate 
(/s) 
1 0.1 0.2000 1 
2 0.1 2.0000 0.1 
3 0.1 20.0000 0.01 
3- Material constants
   For the 5-branch GM linear viscoelastic model, 5 sets of 
material data including the instantaneous and equilibrium shear 
moduli, time constant, and viscous damping coefficient was 
obtained from Ref [4]. The input data was included in the GM 
model in the form of Prony Series (Table 3) 
Table 3- constants of the GM model obtained from curve-fitting of a hyper-
viscoelastic model on the experimental results of Ref [4] 
4- Results
   The results of the application of nine strain pulses from two 
scenarios to the GM model are shown in figures 3 and 4. Fig. 3 
indicates the resulting stress from input strain of load scenario 
A with constant strain rate, and Fig. 4 shows the effect of 
changing the strain rate (load scenario B) 
  In all calculations, in order to reach better convergence and 
considering a recovery time as two times a full pulse, explicit 
algorithm has been used with 600 steps.  
GM 
Mode 
Number 
G 
(Modulus) 
(Pa) 
τ (time 
constant) 
(S) 
η (Viscous 
damping 
coefficient) 
Ge 
(Equilibrium 
Modulus) 
(pa) 
Mode 1 835.50 0.012 10.02 182.90 
Mode 2 231.20 0.35 80.92 182.90 
Mode 3 67.10 4.62 310.00 182.90 
Mode 4 3.610 12.13 43.68 182.90 
Mode 5 2.79 54.31 151.49 182.90 
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Figure 3 -Stress-Strain results obtained from applying the input pulses of 
Scenario A to the Generalized Maxwell Model (5 branches) 
Figure 4 -Stress-Strain results obtained from applying the input pulses of 
Scenario B to the Generalized Maxwell Model (5 branches)  
4- Discussion of Results
   Nine input strain pulses were applied to a single-DOF linear 
GM viscoelastic model in two load scenarios. The resulting 
stress was calculated by using a finite difference integration 
scheme and plotted against the stress for all pulses (Fig. 3, 4). 
The input strain and material constants were obtained from 
curve-fitting of a hyper-viscoelastic model on a set of 
experimental curves from the literature [4].  
   The results from the application of the same load pulses in the 
referenced experiment are shown in Fig 5 and 6. As it can be 
observed, the Generalized Maxwell of order 5 shows acceptable 
qualitative agreement with those of the experiment. As it was 
predicted, the similarity of the trends is more noticeable at lower 
strain rates. The relative error at the end of the loading cycle 
(i.e. at maximum strain) for pulse 3 is 3% with respect to the 
experimental value. This can be observed by comparison of Fig. 
3 and 5. The linearity of the model leads to differences with the 
experimental results which are more pronounced at higher input 
strains and strain rates. At the strain of 0.5, the result of stress 
shows 10% deviation from the experimental results (pulse 6 
from load scenario A). In addition, the quantitative comparison 
of the results reveals the incapability of the linear model in 
prediction of the material behavior at high strain rates and high 
strains (by comparison of the stress in pulse 1 from scenario B 
and the corresponding curve in Fig. 6). At the strain rate of 0.1/s 
and strain of 0.1, the relative error of the linear model with 
respect to experiment results is 33% which is more than the one 
reported by the hyper-viscoelastic model of reference [4] 
(21%).  
Figure 5-Stress-Strain curve (Curve-fitted) obtained from applying the input 
pulses of Scenario A (constant shear rate) in the experiment of Ref [4] for two 
samples. 
Figure 6-Stress-Strain curve obtained from applying the input pulses of 
Scenario B (constant shear rate) in the experiment of Ref [4] 
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5- Conclusions
   In this study, a linear viscoelastic model was used to assess 
the capability of linear computational models to model the 
complex behavior of brain material. 9 input strain pulses were 
replicated from a previous experiment and applied to the model 
and the resulting stress was compared with the ones reported in 
the literature. 
   It was observed that the results of our model show good 
qualitative agreement with those of the experiment. In terms of 
quantity, however, the agreement of the results is restricted to 
lower strain values and strain rates. Also, the impact of strain 
rate on the difference seems to be more noticeable than the 
absolute value of strain input. However, it seems that the 
mentioned deviation does not justify using a nonlinear hyper-
viscoelastic model in some studies instead of a linear 
viscoelastic one which is simpler and has a lower computational 
cost. It should also be noted that, in order to use the linear 
viscoelastic model, the parameters of the model must be 
obtained through direct comparison with experimental results, 
which may lead to improvements in the accuracy of the present 
model. 
     Finally, the comparison of the results reveals that the linear 
model, although not capable to fully trace the hyper-viscoelastic 
nature of the phenomena, displays a maximum relative error of 
10%, which can be justified given the lower computational cost. 
This can especially be useful in real-time simulations of 
surgical procedures, tumor growth and other applications 
involving change in brain tissue with low strain rates. The GUI 
used in this study to simulate and obtain the results can be an 
example of a useful tool for such applications (Figure 7). 
Figure 7- Stress-strain result of the application of pulse No. 2 from Scenario 
B to the model and visualization of the results via Matlab GUI. The GUI was 
developed based on the calculations presented in this paper to better visualize 
the results. 
6- References
[1] J.Ivarsson, D.C,Viano, P.Lovsund, B.Aldman, "Strain relief from 
the cerebral ventricles during head impact: experimental studies on 
natural protection of the brain,".Journal of Biomechanics, vol. 33, issue 
2, pp.181-189, 2000, doi:10.1016/S0021-9290(99)00144-X.
[2] S.S.Margulies, L.E.Thibault and T.AGennarelli, "Physical model 
simulation of brain injury in the primate". J.Biomech,vol 23, pp. 
823-836, 1990, doi:10.1016/0021-9290(90)90029-3.
[3] S.S.Margulies and L.E.Thibault. "A proposed tolerance criterion for 
diffuse axonal injury in man". J.Biomech, vol. 25, issue 8, pp: 917-923, 
1992, doi:10.1016/0021-9290(92)90231-O.
[4] M.I. Hrapko, J.A. van Dommelen, G. W. Peters, J. S. Wismans, 
"The mechanical behaviour of brain tissue: large strain response and 
constitutive modelling," Biorheology. vol. 43, issue 5, pp.623-36, 2006.
[5] M.Prange, S.Margulies, "Tissue strain thresholds for axonal injury 
in the infant brain". Proc. ASME Bioeng. Conf. BED  vol. 50, pp. 
833-834, Snowbird, UT: Am. Soc. Mech. Eng.
[6] W.Hardy, C.D. Foster, M.J. Mason, K.H. Yang and A.I. King, 
"Investigation of head injury mechanisms using neutral density 
technology and high speed biplanar x-Ray," Stapp Car Crash Journal, 
November 2001, vol 45, paper no: 2001-22-0016.
[7] S.A.Lippert, M.J.Grimm, "Estimating the material properties of 
brain tissues at impact frequencies: a curve fitting solution", Summer 
Bioengineering conference 2003, June 25-29, Sonesta beach resort in 
key Biscayne, Florida.
[8] K.K. Darvish and J.R. Crandall, "Nonlinear viscoelastic effects in 
oscillatory shear deformation of brain tissue," Med. Eng.& Phys., vol. 
23, pp. 633–645, 2001, doi: 10.1016/S1350-4533(01)00101-1.
[9] B.R. Donnelly and J. Medige, "Shear properties of human brain 
tissue," J. Biomech. Eng. vol., 119, pp. 423–432, 1997, 
doi: 10.1115/1.2798289.
[10] M.S. Estes and J.H. McElhaney, "Response of brain tissue of 
compressive loading," in Proceedings of the 4th ASME J.Biomechanics 
Conf., 70-BHF-13, 1970.
[11] K. Miller, "Constitutive modeling of brain tissue: Experiment and 
theory," J. Biomech., vol. 30, pp. 1115–1121, 1997, 
doi: 10.1016/S0021-9290(97)00092-4.
[12] B. Rashid, M. Destrade, M. Gilchrist, "Mechanical 
characterization of brain tissue in tension at dynamic strain rates," J. 
Mech. Behav. Biomed. Mater., vol. 10, pp. 23-38, 2012, 
doi: 10.1016/j.jmbbm.2012.01.022.
[13] A. Goriely, M.G.D. Geers, G.A. Holzapfel, et al., "Mechanics of 
the brain: perspectives, challenges, and opportunities," Biomech. 
Model. Mechanobiol., vol. 14, pp. 931-965, 2015, 
doi: 10.1007/s10237-015-0662-4.
799
 
 
 
 
 
 
 
ENGINEERING ANALYSIS 
& DESIGN 
  
800
Vibration Isolation of a Carbon Nanotube Filled with a Mass Chain
Lu Lu 
Department of Mechanical Engineering
University of Alberta
Edmonton, AB T6G 2G8, Canada 
Shanghai Institute of Applied Mathematics and Mechanics
Shanghai University
 Shanghai 200072, China E-mail address: llu1@ualberta.ca
C.Q. Ru
Department of Mechanical Engineering 
University of Alberta  
Edmonton, AB T6G 2G8, Canada 
Abstract—Vibration isolation is one of the most prominent 
characteristics of elastic metamaterial with negative effective 
mass. In this work, we show that a carbon nanotube filled with 
a linear mass chain can behave like an elastic metamaterial 
with negative effective mass density and exhibit remarkable 
vibration isolation phenomena within a certain frequency 
range. 
Keywords - carbon nanotube; metamaterial; negative 
effective mass; mass chain; vibration isolation. 
I. INTRODUCTION
 Elastic metamaterials characterized by negative effective 
mass and/or negative effective modulus have attracted 
considerable attention [1-3]. It has been shown that the 
negative effective mass/modulus of elastic metamaterials are 
essentially attributed to their internal degrees of freedom, 
particularly so-called “locally resonant” microstructure [4, 5]. 
Inspired by an idea that a carbon nanotube (CNT) filled with a 
mass chain [6-8] could offer an already fabricated and available 
metamaterial with locally resonant microstructure, the present 
work aims to investigate filled carbon nanotubes as a potential 
new kind of elastic metamaterials. Unlike the known elastic 
metamaterials proposed in literature which are all based on 
often complicated artificial design of their microstructure, the 
carbon nanotube-based metamaterials proposed in the present 
work can exhibit negative effective mass and achieve desirable 
metamaterial dynamic properties even without any artificial 
design of their microstructure. 
II. CONTINUUM MODELING
Fig.1 shows the schematic of a single-walled CNT filled 
with a linear C-chain. The CNT is modeled as an elastic beam 
of length L, diameter d, bending rigidity EI, mass density ρ1 
and cross section area A1. The inserted C-chain is treated as an 
elastic string of mass density ρ2 and cross section area A2 but 
with no meaningful bending rigidity. Thus, the coupled 
governing equations for the filled CNT can be written as [7]  
4 2
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1 1 2 14 2
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w w
EI A c w w
x t

 
  
 
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where w1 and w2 are the transverse deflection of the CNT and 
the C-chain, respectively, t is the time and c is the van der 
Waals interaction coefficient (per unit length) between the 
mass chain and the CNT. 
Figure 1 schematic of a single-walled CNT filled with a linear 
C-chain
Substituting Eq. (1) into Eq. (2), the governing equation of the 
filled CNT for the deflection w1 can be obtained as 
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(3) 
which is of the standard form of dynamic equation for a 
metamaterial elastic beam with negative effective mass 
density within a certain range of frequencies. To see this, let 
us consider a periodic harmonic motion w1(x, t)=f(x)exp(iωt), 
where f(x) is the mode shape function, i denotes the imaginary 
unit and ω represents the frequency. Substituting w1 into Eq. 
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(3), the effective mass density of the filled CNT can be 
obtained as the following form: 
21 2 1 2
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It is clearly seen that the effective mass density become 
negative when the frequency is within the bandgap 
2 2
0 0
2 2 1 1
1
Ac
A A

  

    (5)
It is noticed that the values and order of magnitude of this 
"metamaterial" bandgap are determined by the van der Waals 
interaction coefficient c and the mass of the inserted mass 
chain, and the bandgap can be wider if the mass of inserted 
chain is not very small as compared to the mass of the CNT. 
III. FORCED VIBRATION DRIVEN BY PERIODICALLY 
VIBRATING ENDS 
      Consider forced vibration of a hinged filled CNT driven by 
periodically vibrating ends: w1=δsinωt at x=0 and x=L, where δ 
is the amplitude of the vibrating ends. The stimulated steady 
state forced vibration of the filled CNT is of the form  
1
1
( ) 1 sin sink
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w x a t
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
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where ak (k=1,2,3,⋯) are some real constants. Substituting Eq. 
(6) into Eq. (3), and using the Fourier series expansion
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where the coefficients ak are to be determined. Thus, forced 
vibration of the hinged filled CNT driven by two periodically 
vibrating ends can be evaluated. To demonstrate this, a (5, 5) 
CNT filled with a linear C-chain is considered. The material 
and geometrical properties of the CNT are taken as: Young's 
modulus E=1TPa, mass density ρ1=2200 kg/m3, and single-
walled thickness h=0.34nm.  
The bandgap of the C-chain filled (5, 5) CNT is (ω0, 
1.05ω0), where ω0 is the lower-edge frequency=3.09THz. 
What plotted in Fig. 2 is forced vibrational modes of a C-chain 
filled-CNT driven by two periodically vibrating ends for 
excitation frequencies within the bandgap. It is seen that when 
the excitation frequency is within the bandgap, the forced 
vibrational mode is highly localized near the two vibrating 
ends but is vanishingly small in all other parts of the filled 
CNT, in sharp contrast to other excitation frequencies out of 
the bandgap for which the forced vibrational mode always 
spreads into the entire filled CNT. Therefore, a filled CNT 
indeed exhibits remarkable vibration isolation when it is 
excited by its periodically vibrating ends. 
Figure 2 Forced vibrational mode shape of a filled CNT under 
different excitation frequencies (L=10d). 
IV. CONCLUSIONS
     A carbon nanotube filled with a mass chain can behave like 
a metamaterial with negative effective mass and exhibit 
remarkable vibration isolation within a certain frequency 
range without any artificial design of their microstructure. 
When the excitation frequency is within the bandgap, the 
forced vibrational mode of a filled carbon nanotube driven by 
periodically vibrating ends is highly localized near the two 
vibrating ends but is vanishingly small in all other parts of the 
filled CNT. 
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Abstract—In this industry-academia collaboration, a multi-
platform hybrid numerical simulation was performed to assess 
the effectiveness of a tuned liquid damper (TLD) to be installed 
in a high-rise condominium located in Downtown Toronto. The 
structure was modeled using OpenSees, while the nonlinear 
TLD model was developed in MATLAB. A dynamic analysis 
was performed using statistically-generated dynamic wind 
loads. It was determined that the TLD improved the 
performance of the structure (storey acceleration, roof drift) for 
various levels of wind loading, improving the comfort of the 
residents of the building. Minimal benefit was observed for 
reducing base shear as well as storey shear demands on the 
structure. 
Keywords-tuned liquid damper; vibration control; structural 
control; hybrid simulation; wind engineering 
I.  INTRODUCTION
 High-rise structures are flexible structures, and are highly 
sensitive to dynamic excitation – even vibration caused by 
ordinary wind loading may be problematic from the viewpoint 
of serviceability and comfort of occupants. Tuned-liquid 
dampers (TLDs) are passive vibration absorbers which are used 
to control wind-induced vibrations of tall structures. The TLD’s 
properties are tuned to the system’s fundamental oscillation 
frequency such that the liquids sloshing action dampens the 
building’s oscillations. In this collaboration, a multi-platform 
tool was developed to accurately and precisely model the 
components required to understand the structure-liquid 
interaction. The structure was modeled using OpenSees [1], 
while the TLD was modeled in MATLAB [2] using Yu’s model. 
Lastly, the dynamic wind loading applied to the structure was 
developed using NatHaz Online Wind Simulator (NOWS) web-
based tool [3]. The details of each portion of the multi-platform 
tool are given below. 
II. DEVELOPMENT OF MULTI-PLATFORM TOOL
A. Structural  Model
OpenSees, an object-oriented open source software
framework, was used to model the tower. The structural model 
which was developed for the central tower of the 90 Harbour 
Street development from the 6th storey upwards – since the 
podium levels and underground parking garages are shared 
between the two towers, they were assumed to provide a rigid 
base for each of the individual towers. As such, the base nodes 
of the structure were modeled as fixed nodes in OpenSees. 
The structure was modeled using fibre section elements, 
wherein the sections were varied based on cross-sectional area, 
level of horizontal and vertical reinforcement, and concrete 
strength. Due to the complexity of the structure, and the large 
number of individual element properties to consider, the tower 
was split into seven categories (by storey), varying along the 
height of the structure. The individual member properties were 
assumed to remain constant in each section of the building. 
Lastly, the floor slabs were not modeled directly in 
OpenSees. Rather, they were assumed to provide a rigid support 
at each floor level. The EqualDOF command in OpenSees was 
used, wherein each node at a given floor level is forced to have 
the same displacements as the designated master node at that 
floor. While the structural properties of the floor slab were not 
modeled, the mass of the slabs was still accounted for, with the 
mass being distributed to the nodes by tributary areas.  
B. TLD Model
TLDs dissipate energy through liquid boundary layer
friction, free surface contamination, and wave breaking. With 
the horizontal component of the liquid velocity related to the 
wave motion, wave crests descend as amplitude of motion 
increases, and simple linear models are no longer adequately 
able to describe the liquid behaviour [4]. 
1) Theory of Yu’s Model: Using shallow water wave theory,
the TLD can be modeled as an equivalent nonlinear-stiffness-
damping (NSD) system [5][6]. The behaviour of the NSD 
system is matched to that of the real TLD using an energy 
dissipation matching procedure, where the NSD parameters 
𝑚𝑑 ,𝑐𝑑 ,𝑘𝑑  are determined by introducing the interaction force
created by the TLD liquid sloshing inside the tank. 
The energy dissipation inside the tank can be found using 
Figure 1: Schematic representation of (a) TLD and (b) equivalent NSD model. 
Sponsored by NSERC Engage Grant EGP 486047-15. 
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𝐸𝑤 = ∫ 𝐹𝑤𝑑𝑥
𝑇𝑠
(1)
where 𝐹𝑤 is the force generated by the liquid sloshing inside the 
tank. The non-dimensionalized energy can be determined: 
?́?𝑤 =
𝐸𝑤
0.5𝑚𝑤(𝐴𝜔)2
(2)
The non-dimensionalized energy dissipation parameter for the 
NSD model is determined using the behaviour when subjected 
to base excitation with frequency 𝛽: 
?́?𝑑 = 2𝜋|𝐹𝑑| sin 𝜃 (3) 
where the non-dimensionalized magnitude |𝐹𝑑| and phase angle 
𝜃 can be found using: 
|𝐹𝑑| =
√(1 + (4𝜁𝑑
2 − 1)𝛽2)2 + 4𝜁𝑑
2𝛽6
1 + (4𝜁𝑑
2 − 2)𝛽2 + 𝛽4
(4)
𝜃 = tan−1 (
2𝜁𝑑𝛽
3
−1 + (1 − 4𝜁𝑑
2)𝛽2
) (5)
where 𝜁𝑑 =
𝑐𝑑
𝑐𝑐𝑟
 is the damping ratio of the NSD model. The non-
dimensionalized energy dissipation parameters are matched 
together using a least-squares method, analyzing the results 
through two parameters: the frequency shift ratio 𝜉 =
𝑓𝑑
𝑓𝑤
 and the 
stiffness hardening ratio 𝜅 =
𝑘𝑑
𝑘𝑤
. The frequency of the water in 
the tank is determined using: 
𝑓𝑤 =
1
2𝜋
√
𝜋𝑔
𝐿
tanh (
𝜋ℎ𝑤
𝐿
) (6)
The stiffness of the water in the tank can then be determined: 
𝑘𝑤 = 𝑚𝑤(2𝜋𝑓𝑤)
2 (7)
In order to calculate the restoring force that the TLD applies to 
the structure, the following equations were used: 
𝐹𝑇𝐿𝐷 = 𝑘𝑑𝑥𝑇𝐿𝐷 + 𝑐𝑑?̇?𝑇𝐿𝐷 (8)
where 𝑥𝑇𝐿𝐷 and ?̇?𝑇𝐿𝐷 are the displacement and velocity of the 
TLD determined from the OpenSees model, and 𝑘𝑑 and 𝑐𝑑 are 
the NSD stiffness and damping parameters, determined from the 
energy matching procedure as follows: 
𝑘𝑑 = 2.52 (
𝑥𝑇𝐿𝐷
𝐿
)
0.25
𝑚𝑑(2𝜋𝑓𝑤)
2 (9)
𝑐𝑑 = 0.52 (
𝑥𝑇𝐿𝐷
𝐿
)
0.35
2(𝑘𝑑𝑚𝑑)
2 (10)
2) Verification of Yu’s Model: To justify the use of Yu’s
model in this simulation, results from the MATLAB model were 
compared with previously performed experiments on TLDs [4]. 
The TLD which was tested had measurements of 464 mm x 305 
mm, and a water height of 40 mm. The corresponding tank 
frequency was 0.667 Hz, and the weight of the water in the tank 
was 5.64 kg. The TLD was subjected to a sinusoidal 
displacement history with amplitude of 20 mm, and the results 
are shown in Figure 2.  
Figure 2: Experimental results for TLD force-displacement behaviour. TLD 
dimensions: 464 mm x 305 mm, water height 40 mm. 
The same TLD was then modeled in Matlab using Yu’s 
model. In this implementation, a simple SDOF structure (portal 
frame) was modeled with the TLD at the roof level. A sinusoidal 
force was applied to the portal frame which resulted in a TLD 
displacement of 20 mm, as in the experimental setup. This 
system was analyzed using the Newmark-beta method, and 
results are shown in Figure 3. 
The results show that the MATLAB model matches the 
experimental data well – the shape of the force-displacement 
curve is similar, and the magnitude of the force is similar as well. 
Since the shallow water limit (
ℎ𝑤
𝐿
< 0.1)  is met for both 
experimental and numerical TLD models, we can conclude that 
Yu’s model is able to accurately capture the experimental TLD 
behaviour for the shallow water scenario. 
C. Dynamic Wind Loading Simulator 
The dynamic wind loading patterns for the structure were 
obtained using the NatHaz Online Wind Simulator (NOWS) 
web-based interface. The tool provides users with an on-line 
simulation of stationary Gaussian multivariate wind fields. 
Figure 3: Matlab model results for TLD behaviour. TLD dimensions same as for 
experimental specimen in Figure 2. 
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Random wind fields of varying intensities, corresponding to 
various National Building Code of Canada 2010 (NBCC) limit 
states [7], were generated using a discrete frequency function 
with Cholesky decomposition and Fast Fourier Transform 
(FFT). The outputs of the tool were a time history of wind speeds 
at the various heights of the structure – a sample output from the 
tool is shown in Figure 4. These wind speeds were then 
converted to equivalent forces using the guidelines given in ISO-
19902, which gives: 
𝐹𝑤 =
1
2
𝜌𝑎(𝑈𝑤)
2𝐶𝑠𝐴 (11)
where 𝜌𝑎 is the mass density of air, 𝑈𝑤 is the given wind speed
in 
𝑚
𝑠
, 𝐶𝑠  is the shape coefficient of the structure, 𝐴  is the
tributary cross-sectional area of the wind-facing surface, and 𝐹𝑤
is the equivalent lateral force. 
D. Multi-Platform Model Algorithm 
The methodology and algorithm that was used to define the 
interaction between all components of the tool is shown in 
Figure 5. This interaction loop was repeated for each time step 
that the wind loading was simulated. The outputs of interest were 
taken from the Matlab model and the OpenSees model, and 
included a time history of TLD force as well as structural 
displacements, acceleration, storey and base shears, as well as 
element forces. 
E. Solution Procedure 
The model was analyzed using a transient analysis method, 
and the Newton numerical method. While the details of this 
solution method are not given in this paper, further details can 
be found in literature [8]. 
Figure 4: Fluctuating wind speed (about mean wind speed) at Floors 1, 34, and 
67 for a sample wind loading scenario obtained from NOWS web tool. 
Figure 5: Schematic representation of interaction algorithm used in TLD-
structure simulations. 
Table 1: Comparison of periods of vibration (ETABS vs. OpenSees) for 
dominant modes of vibration. 
ETABS Model OpenSees Model 
Mode 1 Period 6.166 sec 6.204 sec 
Mode 1 Direction E-W E-W 
Mode 2 Period 4.970 sec 3.738 sec 
Mode 2 Direction N-S N-S 
The results show that the first mode period is quite well-
matched between the two models. This is important as the 
structure was analyzed in the direction of the first mode (E-W). 
F. Description of Wind Loading Profiles 
Table 2 shows the three wind loading profiles which were 
chosen for analyzing the structure with and without the TLD. 
These wind loading profiles were selected in order to analyze the 
structure and be able to compare the results to NBCC 2010 
human comfort and structural integrity checks. Scenario 1 
corresponds to a 1/10 level of wind, which is recommended by 
the NBCC 2010 for checking serviceability comfort levels as 
well as structural performance. Scenario 2 corresponds to the 
recommended 1/50 wind level, and Scenario 3 represents a more 
severe wind storm. 
Table 2: Summary of wind loading conditions. 
Scenario 1 Scenario 2 Scenario 3 
6th floor 
wind speed
12.1 m/s 35.5 m/s 53.2 m/s 
30th floor 
wind speed 
20.4 m/s 45.4 m/s 68.2 m/s 
Roof wind 
speed 
23.1 m/s 51.4 m/s 77.2 m/s 
The structure was analyzed under various performance 
indicators, including peak storey accelerations. These values 
were compared to the NBCC 2010 acceleration limit for human 
comfort, as well as the limit suggested by the Council for Tall 
Buildings and Urban Habitat (CTBUH). 
In NBCC 2010, several levels of service for the performance 
of the building under wind loading are considered – specifically, 
Commentary I sentence 78 requires that the maximum 
acceleration be less than 1.5% of g, as any higher level of 
acceleration is perceptible to occupants (barring additional 
effects such as visual cues, body position, and orientation). This 
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acceleration guideline is the same in CTBUH, with the added 
restriction that the Root-Mean-Square (RMS) acceleration 
should be less than 0.5% of g. Furthermore, NBCC 2010 
Commentary I sentence 74 states that the lateral deflection of the 
building should be no more than 1/500 of the building height 
[10]. 
G. Discussion of Results 
Table 3: Summary of key structural performance parameters with TLD (and % 
change compared to uncontrolled structure). 
Parameter Scenario 1 Scenario 2 Scenario 3 
Peak roof 
drift (m)
16.8 (-12%) 172 (-20%) 395 (-21%) 
Peak storey 
acceleration 
(% g) 
0.69 (-12%) 9.22 (-2%) 24.8 (-0%) 
Peak Base 
Shear (MN) 
1.7 (-1.1%) 24.1 (-0.2%) 65.6 (-0.1%)
Using the multi-platform tool previously described, it was 
determined that for the 1/10 level of wind, the structure met the 
performance criteria set out in both NBCC 2010 as well as 
CTBUH – the storey accelerations were well below the NBCC 
2010 1.5% of g guideline, and the RMS acceleration was 0.507% 
of g. It is important to note that in the CTBUH guidelines, a 6-
year level of wind was recommended when checking RMS 
acceleration limits, whereas a 10-year level of wind was used in 
the simulations for consistency with NBCC 2010. Furthermore, 
the roof drift was well below the 400mm limit prescribed by 
NBCC 2010, with a maximum roof drift of 19mm without the 
TLD and 16mm with the TLD.  
The roof drift limits are similarly met for Scenario 2, which 
represents a more severe wind level. While the peak storey 
acceleration limits are not met for Scenario 2, the wind level 
represents a more severe loading than suggested for 
serviceability checks (Scenario 1). The mean storey 
displacements for Scenario 2 are shown in Figure 6, and a 
marked reduction in storey displacements can be observed, with 
more significant improvements to be seen at the higher storeys 
of the structure.  
Table 4: Summary of improvement in mena storey displacement/shear results 
(top & bottom 20 storeys) with TLD vs without TLD. 
Parameter Scenario 1 Scenario 2 Scenario 3 
Top 20 Storeys 
% Change in 
mean storey 
displacement
-8.27% -7.51% -6.90% 
% Change in 
mean storey 
shear 
+5.71% +2.06% +0.62% 
Bottom 20 Storeys 
% Change in 
mean storey 
displacement
-0.25% +0.98% +0.65% 
% Change in 
mean storey 
shear 
-1.10% -0.36% -0.15% 
Figure 7 also shows the time history of roof displacement 
under the most severe wind storm, Scenario 3. The results show 
that even for such a high level of wind, the TLD can provide 
significant reductions in roof drift, keeping the structure within 
the NBCC 2010 limit for roof deflection.  
Table 4 summarizes some key parameters for structural 
performance, namely storey displacements and storey shear, but 
for the upper 20 storeys of the structure only. This is to 
understand the benefits that the TLD provides to the most 
flexible parts of the structure. For all three wind loading 
scenarios, the TLD can reduce the storey displacement demands 
at the upper storeys of the structure – this is critical for the 
comfort of the occupants, as these storeys typically experience 
the largest displacements.  
Across all three wind loading scenarios, a couple of trends 
can be seen for the structural performance with and without 
TLD. The first is that there is a negligible change in base shear 
for the structure with the addition of the TLD; slightly higher 
storey shears are observed at the upper levels of the structure, 
whereas slightly lower storey shears are observed at the lower 
levels of the structure. While the TLD can dissipate vibration 
energy through non-linear liquid sloshing, the addition of a 
significant mass (1.5% of the structural mass) at the roof level of 
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Figure 6: Mean storey displacement for wind loading scenario 2. 
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the structure imposes large forces on the upper storeys of the 
structure.  
Secondly, a noticeable improvement in structural 
performance is observed with regards to roof displacement and 
global mean storey displacement, while a smaller improvement 
is seen with regards to storey accelerations. As was the case with 
the storey shears, the TLD provides more benefits at the upper 
storeys of the structure than at the lower storeys. This is still a 
good result, as these measures are critical for human comfort and 
serviceability checks, and the upper levels of the structure are 
where accelerations and displacements are the greatest – and 
hence the need for improved performance is also greatest. 
III. CONCLUSION AND RECOMMENDATIONS
The objective of this collaboration was to analyze structural 
performance of a real high-rise structure both with and without 
TLD under various levels of wind loading to better understand 
the effects and potential benefits the TLD could provide to the 
structure. Structural performance was then to be compared to the 
limits set in NBCC 2010 and CTBUH for human comfort and 
safety, including maximum lateral deflection of the structure and 
maximum storey accelerations.  
The TLD model which was built was based on Yu’s model, 
where the TLD is modeled as an equivalent non-linear-stiffness-
damping oscillator. The TLD properties were tuned to the first 
mode of vibration of the structure, which was determined in 
OpenSees and cross-checked and verified with existing linear 
models in ETABS developed by the team at Stephenson 
Engineering, as well as third-party wind tunnel testing results.  
The structure was analyzed under dynamic wind loading 
using a transient, multi-platform simulation algorithm. Three 
wind loading scenarios were considered, including NBCC 2010 
service-level wind loads, and two more severe wind loading 
cases. The structure was found to remain in the elastic range for 
all three cases, and the structure met the NBCC 2010 and 
CTBUH human comfort limits. At higher levels of wind, the 
TLD effects were more pronounced, with benefits in terms of 
storey displacements and accelerations observed especially at 
the upper storeys of the structure. However, improvements to the 
structure with respect to storey and base shear were negligible 
with the TLD addition, due to the large additional mass imposed 
by the TLD at the roof level of the structure.  
It is recommended that the TLD and structure are monitored 
together, with the TLD being modified such that its properties 
match that of the structure. TLD performance is highly 
correlated with the tuning of its frequency to the structure – as 
the structure ages and concrete cracks, it is likely that its 
vibration characteristics will change, and hence the TLD will 
likely need to be adjusted (e.g. changing water levels) to match 
the structure over time. 
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Abstract— Thermal Barrier Coatings (TBC) are used to shield 
hot sections of gas turbine engines, helping to prevent the 
melting of metallic surfaces. This paper proposes a Five-phase 
model to calculate the effective thermal conductivity of a 
TBC, taking into consideration the effect of various defects. 
By comparing the predicted values with experimental results, 
it was shown that the proposed five-phase model can predict 
the thermal conductivity of ceramic coatings closer to the 
actual values. 
Keywords- TBC, Thermal Conductivity, High-temperature 
coatings, Modelling, Porosity and Defects. 
I. INTRODUCTION
The advancement in high-temperature engineering alloys 
led to the design and development of the present era turbine 
engines. The laws of thermodynamics suggest that with an 
increase in inlet operating temperature, the performance and 
efficiency of an engine can be increased [1].  
The components of a turbine engine are exposed to elevated 
temperatures as well as to an oxidative and corrosive gaseous 
environment. In certain cases, there are some impacts from 
high-velocity foreign particles during operation [2]–[4]. The 
components used at elevated temperatures are coated with a 
ceramic coating to have protection against high-temperature 
degradation. A Thermal Barrier Coating (TBC) provides 
thermal shock resistance, creep resistance, strain tolerance, 
protection against hot corrosion and stability to the substrate at 
higher temperatures [5] [6]. 
The simple structure of the TBC system consists of the 
ceramic top coat, bond coat and superalloy substrate. During 
service life, a thermally grown oxide (TGO) layer (mostly α-
Al2O3) forms on the bond coat surface and reduces the rate of 
oxidation [7]. The objective of the top ceramic coating is to 
reduce the metal temperature. A metallic bond coat is used to 
enhance the bonding between the top coat and the underlying 
super-alloy and to protect the super-alloy from oxidation and 
hot corrosion [8]. Yttria-stabilized Zirconia [YSZ] containing 
6-8%Y2O3 is known as a state of the art thermal barrier coating
topcoat [9].
The key properties of YSZ TBC are low thermal 
conductivity, high melting point, phase compatibility with 
alpha alumina, and the combination of good resistance to 
corrosion and damage from large particle impacts [10]. The 
microstructure of ceramic coatings is highly heterogeneous as it 
consists of imperfections such as pores, voids, and vacancies, 
along with cracks of different shapes and sizes. Overall, the 
thermal conductivity of the coating is highly affected by the 
presence of such defects [11], [12] and spraying parameters 
[13]. The extent of change in the thermal and mechanical 
properties depends on the amount, size, and morphology of the 
defects present in the coating. 
Defects lead to a lower value for thermal conductivity and a 
lower thermal conductivity implies a longer service life, as heat 
transfer to the substrate is reduced. Lower heat transfer into the 
substrate also leads to lower damage to the coating interface, 
where most of the failure occurs [8]. To achieve lower values 
for thermal conductivity, better strain tolerance and higher 
lifetime, the distribution of cracks and pores in the coating 
needs to be optimized [14]. It thus becomes essential to 
understand the fundamental microstructural properties of the 
TBC in order to produce an optimized coating. Hence, one of 
the aims of TBC design is to design coatings with a lower 
thermal conductivity. Therefore, modelling provides an 
economical way to develop and understand the coating 
microstructure that will have lower thermal conductivity. This 
paper proposed a five-phase model for calculating the effective 
thermal conductivity of a TBC with the goal to improve the 
accuracy of modelling.   
II. MODELLING THERMAL CONDUCTIVITY
A. Modelling approach
Modelling or/and simulation is a cost-effective and flexible 
approach to optimize and understand the coating 
microstructure. Development of new types of coatings design 
or new structures can easily be performed. Modification of the 
Special Thanks to Dr. Natalie Baddour for sponsoring this paper. 
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parameters is simple, and the analysis can be performed 
quickly compared to a traditional experimental approach. 
Simulation can provide analysis of different microstructural 
parameters and their individual effect, as well as the combined 
effect on the TBC.  
The present study is based on the different types of defects 
(pores, voids and cracks) that are present in the coating during 
the fabrication of the coating. The effect of various defects 
needs to be included in the model to better predict the thermal 
conductivity of coating and to have a better understanding of 
the coating microstructure. Many researchers have presented 
models that can predict and calculate the thermal conductivity 
of the porous coatings. Out of those models, Bruggeman’s 
formula provides a model that takes into consideration the 
shape, orientation and volumetric fraction of pores. The details 
can be found in next section.  
B. Two-phase model for thermal conductivity 
Thermal conductivity (k), is the measure of heat transfer 
from one surface to another that is having a cross-sectional area 
A and are separated by a distance L. There are many formulas 
to calculate thermal conductivity depending on the coatings and 
its parameters. The thermal conductivity of free-standing 
materials can be determined by [15] 
pk C    (1) 
where ρ is the density of the free-standing material (kg/m3), Cp 
indicates the heat capacity of materials at constant pressure 
(J/(kg K)), and α is the thermal diffusion rate (m2/s). 
Bruggeman provided a model to predict the thermal 
conductivity of porous coatings [16]. Bruggeman extended the 
Maxwell model to systems having random dispersions of 
spherical particles of several sizes. He proposed a model 
assuming that if a relatively large spherical particle is 
introduced into a dispersion containing much smaller particles, 
there will be a negligible disturbance of the field around the 
large sphere due to the small spheres. With this model, he 
showed that the limitation on a volumetric fraction of dilute 
dispersion can be removed. The Maxwell model is extended to 
[17] 
2 2
m d m
m d m
k k k k
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k k k k
 
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(2) 
where k is the thermal conductivity of the composite, km is the 
thermal conductivity of the matrix, kd is the thermal 
conductivity of the dispersed phase, and f is the volumetric 
fraction of the ith phase. A change in conductivity dM, with the 
change in volume fraction of the dispersed phase, is expressed 
as 
3 1 2
d
d
k MdM dP
M P k M


 
 
 
 
 (3) 
Integrating P from 0 to f/(1+f) and M from km to k. leads to 
Bruggeman’s two-phase model given by 
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(4) 
An example for the two-phase coating can be seen in Figure 1. 
Also, in this case, it is possible to generalise the modelling to a 
solute dispersion of randomly oriented ellipsoids. 
Figure 1 Scanning Electron Microscopic Image of spherical pores in 
continuous matrix [18] 
Some assumptions in this work are as follows:  
• The thermal conductivity of the dispersed phase or of
the defect is assumed to be negligible.
• Heat transfer is along the thickness of the coating only
(or perpendicular to bond coat-substrate interface). No
lateral heat transfer is assumed.
• The effect of connected pores is neglected.
• There is a linear relation between the porosity and
thermal conductivity.
III. FIVE PHASE MODEL FOR THERMAL CONDUCTIVITY
A. Simplification of Bruggeman two-phase model 
Bruggeman’s model is further simplified by assuming the 
thermal conductivity of pores/defects is negligible i.e. kd = 0. 
Under the condition of non-radiating pores, the equation (4) 
reduces to 
 
3
21
m
k
f
k
  (5) 
This equation is the special case when the pores are of 
spherical shape. The Bruggeman model is based on ellipsoids 
of revolution, hence in general, for the dispersion of an 
ellipsoid, the Bruggeman model is a modified version of the 
equation (5) and is given by [19] 
 1
X
m
k
f
k
  (6) 
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where the value of X depends on certain factors such as the 
shape factor of the ellipsoid ( )F and α, which is the angle 
between the heat flux and the axis of revolution. The value of X 
can be described by [19] 
2 21 cos cos
1 2
X
F F
 
 

(7) 
The value X is set to 3/2 when there are only spherical pores in 
a continuous matrix. The assumption of non-conducting 
pores/defects is valid for a certain temperature limit, however, 
its primary purpose is to simplify the model [16].  
In reality, coatings contain several types of defects [11], 
[20]–[22]. Therefore, for more realistic modelling of coatings, 
superposition of the contributions of different defects types on 
the overall thermal conductivity is required. One approach is to 
iterate the Bruggeman’s two-phase model to higher levels of 
porosities. This approach is explained in detail in subsequent 
paragraphs. 
B. Iteration Approach 
This approach works in two steps, first of all, type 1 porosity is 
added in the continuous matrix so that the average thermal 
conductivity of a binary mixture is obtained. Then, for the 
second step, the binary mixture is considered as a continuous 
matrix, and subsequently, type 2 porosity is added in the same 
manner. This gives the combination of two different types of 
porosities in a continuous matrix. Suppose that f1 and f2 are the 
final percentages of type 1 and type 2 porosity, respectively, 
then the total porosity in the coating is given by f, which is 
given as the sum of the different types of porosities. Therefore, 
f = f1 + f2. There can be two ways of adding the defects in a 
continuous matrix. Consider if we add a Type 1 porosity first 
into the continuous matrix and then add a Type 2 porosity. This 
will lead to an equation given by 
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Now consider if we first add Type 2 porosity in the 
continuous matrix and then Type 1, this will generate the 
formula as- 
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 The model to calculate thermal conductivity is developed 
by averaging the multiple values of the constituents that 
directly make up the composite material. Therefore, when we 
average the two possible cases we can have the thermal 
conductivity of the three-phase mixture [19] as 
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 (10) 
where k0 is the thermal conductivity of the matrix,  f  and
 f are functions describing the effect of defects on the
thermal conductivity of the coating. This process is also known 
as an averaging technique. This process of averaging the all 
possible ways in which different types of defects can be added 
will provide the formula for n number of defects under 
consideration. A five-phase model will have 24 different 
equations that will be averaged to obtain thermal conductivity 
of coating. Therefore, for the five-phase model, there are four 
different types of defects that are assumed to be embedded in a 
continuous matrix.  
C. Five-phase model 
The volumetric fractions of different types of defects are given 
by f1, f2, f3 and f4.  The effect of each defect on thermal 
conductivity is given by functions Φ(f), Ψ(f), (f) and β(f),
respectively. The values of volumetric fraction are obtained 
from image analysis using Image J and from references using 
MIP (Mercury Intrusion Porosimetry). The functions are all 
defined by the equation (6). The five-phase model can be 
expressed as 
 0
24
k
k A B C D    (11) 
where A, B, C and D provides simplification of the formula. 
The formula averages all the possible conditions in which the 
four different types of defects can be added in different 
sequences. The details regarding the A, B, C and D can be 
found somewhere else [23]. 
IV. DATA RESOURCES
The data for the modelling work is obtained from several 
references, Image analysis and from MIP. The image analysis 
and MIP provide the details regarding the volumetric fraction 
of various kinds of defects present in the coating. In this work, 
a spheroidal shape is used to model various kinds of defects. 
This shape can cover a large number of real-life defects that are 
present in the coating.  
Image J provides the details regarding the porosity content 
present in the coatings. The four types of defects that are under 
consideration are open randomly oriented cracks, microcracks, 
non-flat spheroids porosity and defects having revolution axis 
oriented perpendicular to heat flux (penny-shaped defects). The 
equation (6) is used to define the functions and equation (7) is 
used to obtain the values of X. The X-factors obtained during 
this study are listed below in Table 1. Overall porosity content 
can be seen in Table 2 that are obtained from image analysis. 
Table 1 X factor for different defects [23] 
X-Factor Functions 
1.66 Open Randomly Oriented 
7 Microcracks 
2 Penny shaped (α=90o) 
1.7 Non-flat porosity 
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 Table 2 Overall Porosity Content of various coatings 
Coatings Overall Porosity (%) 
8YSZ (As-sprayed) 24.5 
8YSZ (Annealed) 20.7 
22MSZ (As-sprayed) 18.9 
22MSZ (Annealed) 16.8 
25CSZ (As-sprayed) 23.7 
25CSZ (Annealed) 13.9 
F&C (As-sprayed) 21.3 
F&C (Annealed) 16.9 
A&S (As-sprayed) 17.9 
A&S (Annealed) 16.1 
HOSP (As-sprayed) 19 
HOSP (Annealed) 14.4 
V. RESULT AND DISCUSSION 
A. Obtained Thermal Conductivity 
The five-phase model is used to calculate the thermal 
conductivity of the coating using the porosity content, 
volumetric fraction and the X values. The values of thermal 
conductivity for various coatings can be obtained from Table 3. 
Table 3 Thermal conductivity values obtained using five-phase model 
Coatings Thermal Conductivity 
(W/mK) 
8YSZ (As-sprayed) 1.18 
8YSZ (Annealed) 1.60 
22MSZ (As-sprayed) 1.14 
22MSZ (Annealed) 1.35 
25CSZ (As-sprayed) 1.175 
25CSZ (Annealed) 1.93 
F&C (As-sprayed) 1.2 
F&C (Annealed) 1.79 
A&S (As-sprayed) 1.33 
A&S (Annealed) 1.56 
HOSP (As-sprayed) 1.12 
HOSP (Annealed) 1.36 
B. Validation of Results 
The results obtained from the five-phase model are validated 
against experimental results. Thermal conductivity of different 
coatings obtained from the five-phase model, four-phase model 
and experimental results are compared in Figure 2. Thermal 
conductivity values of different Yttria Stabilized Zirconia 
(YSZ) obtained from the five-phase model, experimental and 
FEA model are compared in Figure 3.  
Figure 2 Comparison of thermal conductivity values. 
Figure 3 Comparison of thermal conductivity values for various YSZ 
coatings 
VI. CONCLUSION
A five-phase model to predict thermal conductivity of thermal 
barrier coatings was developed in this work and validated 
against the results from the four-phase model, FEA model and 
experimental results. The presented model takes into 
consideration the different types of pores that are mostly 
present in a topcoat. The parameters used in the model were 
obtained from previous models and fitting parameters. The 
results obtained with the new proposed model were then 
validated against the reference data. 
By comparing the predicted values with experimental 
results, it was shown that the proposed five-phase model can 
predict the thermal conductivity of ceramic coatings closer to 
the actual values. The five-phase model can predict the values 
of thermal conductivity within 6% of the experimental results. 
The proposed model uses real microstructure images and MIP 
results to obtain porosity content in the coatings to better 
predict the thermal conductivity. The proposed model has the 
potential to predict microstructure-property relationships. 
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The presence of different types of pores and cracks 
influences the overall thermal conductivity of the coatings. 
Microcracks present in the coating’s microstructure influence 
the thermal conductivity. The density of microcracks is 
affected by heat treatment due to the expansion of the coating 
material. Smaller cracks disappear in the coating due to 
sintering and lead to lower porosity content, which ultimately 
leads to an increase in thermal conductivity.  
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Abstract—The main goal of this paper is, to suggest improved 
higher order refined theory to the analysis of perfectly bonded 
stack sandwich and composite laminates with usual type 
lamination configurations. The analysis incorporates 
continuous flexural and in-plane displacements in the interface. 
Furthermore, the transverse shear stress is continuous and also 
constrained with the Lagrange multiplier technique by 
introducing new fourteen unknown variables. The unknown 
variables expressed in terms of interfacial strain energy; 
assuming the interfacial strain energy is continuous throughout 
the thickness of the laminate. To determine the newly 
introduced flexural and in-plane unknowns’ variables, total 
potential energy (TPE) is minimized using varational calculus. 
The numerical results are compared with existing reliable 
published papers. In general, the aforementioned approach is 
sufficient enough to analyze sandwich and laminate structures 
with the required accuracy. 
Keywords- Refined theory; Flexural displacement; In-plane 
displacement; Constraint; Strain Energy; TPE 
I. INTRODUCTION 
Nowadays, light weight sandwich and composite 
structures are widely used in the aeronautical/aerospace and 
marine industries to gain superior safety, higher payload and 
good fatigue resistance property. To achieve the above 
appropriate properties, multilayered laminate structure should 
requires advanced understanding of statics and dynamical 
behavior of composite materials[1]. Likewise, sandwich and 
composite structures are complicated in analysis and design 
aspect; because some unforeseen failure modes like 
delamination’s are considered [2-4].To overcome the 
aforementioned challenges inter-laminar strain energy 
continuity assumption based refined modeling has suggested. 
This approach gives limitless ways to design and optimize the 
laminates in accordance with the applied external load. 
In general, there is no exact mathematical assumption to 
analyze sandwich and laminated composite plate with the 
required accuracy. To plug in the gap, this paper play a vital 
role by considering layer by layer refined theory analytical 
approach with assumption of perfect bond between layers and 
the interfacial strain energy continuity throughout the 
thickness of the laminate. 
The energy in the interfaces to estimate the mechanical 
behavior of the laminate structures. The theory is implemented 
on layer by layer technique; in which total potential energy of 
each layer has minimized by Lagrange multiplier, in-plane and 
flexural displacement using varaitional calculus. To maintain 
the principle of continuous uniform deformation theory the 
plies are bounded perfectly and the continuity conditions 
constrained by the Lagrange multipliers to satisfy the 
boundary conditions in terms of in-plane and flexural 
displacements. Using the above approach, the in plane and 
flexural stresses can be easily analyzed in each layer of the 
lamina [5-7]. 
In general, we considered a refined composite and 
sandwich plate theory that incorporates continuous strain 
energy within the interfaces to calculate the mechanical 
behavior of laminate structures. Our theory is implemented 
using a layer-by-layer technique in which the total potential 
energy of each layer is minimized via the Lagrange multiplier 
to obtain in-plane and flexural displacements using variational 
calculus. To maintain the principles behind the continuous 
uniform deformation theory, the plies are perfectly bonded and 
the continuity conditions are constrained by the Lagrange 
multipliers to satisfy the governing equilibrium equation using 
boundary conditions to determine the unknown variables. By 
applying this approach, the flexural and in-plane stresses are 
easily analyzed at each layer of the lamina. Further, these 
formulations are calculated to yield easier plate configurations 
in two dimensions. 
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II. POTENTIAL ENERGY MINIMIZATION
In order to determine the natural boundary conditions 
and governing equilibrium equations in flexural and in-plane 
form, we can use minimization of total potential energy. In ord
er to analyze the above geometry of plate we have been made t
he following fundamental assumptions.(1) The laminate have 
uniform thickness and symmetrical at the mid-plane; to simplif
y the governing equilibrium equations; (2)The core is compres
sible ;(3) The global axes does not coincide with the local axes 
of symmetry; (4) The skin plies bonds to core perfectly; (5) Th
e core and skin layers are linear elastic (6) The face and core l
ayers are considered as 2D and 3D structures respectively; (7) 
The plate assumed to be flat and naturally it has no curve. 
Under this assumption, all odd polynomial superscript coeffici
ents become zero in the equilibrium equations. Therefore, the 
nine governing equilibrium equations of the laminate can be se
parated into five flexural and four in-plane components. By 
incorporating the constraints, the total potential energy 
minimized as follows.  
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III. ANALYTICAL CLOSED FORM SOLUTIONS
The aim of analytical closed form solutions is, to 
determine the unknown variables analytically. The unknown 
variables can be obtained from the displacement and inter-
laminar strain energy continuity formulas. For this approach 
the Lagrange, in-plane and flexural displacements equations 
are expanded as Fourier series based on boundary conditions. 
Considering a load: 
 1 2sin sin 3
o
mnq Q x x 
IV. RESULTS
Symmetric three layered simply supported square 
composite and sandwich plate with height is equal to 10h t
be used. Applying various aspect ratios(S) the numerical 
results of flexural displacement, inter-laminar shear stress and 
in plane stress are shown in the Table-1 and 2.Table-1 2 and 3 
shows that, the percentage error obtained from the suggested 
approach is in a good agreement with exact elasticity 
solution[8] and in conclusion while the error percentages 
decreasing as the plate aspect ratio increase. For S, equal to 4, 
10 and 20, the new approach gives a better estimate of in-
plane stress and inter-laminar shear stress than other 
approaches for the given aspect ratios. Furthermore, for very 
thin ply (a/h=50 and above) the suggested theory contributes a 
better accuracy for in-plane stresses as compared to other 
classical models.  
The results in the tables report are obtained by the 
following non-dimensional formulas: 
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Figure-1. Sandwich plate 
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SUMMARY 
In this paper, we explored and analyzed the accuracy of a 
layer-by-layer refined theory model with flexural and in-plane 
displacement continuity in a laminate composite and sandwich 
plate. The improved higher-order theory was applied for 
efficient execution of the refined theory. Inter-laminar 
continuity equations were also constrained using Lagrange 
multipliers by introducing new variables. The existing and 
newly introduced variables were then solved through a total 
potential energy minimization technique. Here, Navier-type 
analytical closed-form solutions were adopted for analyses. 
Considering simply supported boundary conditions, we 
analyzed higher and lower-aspect ratio sandwich plates. 
Further, the sandwich plate was subjected to sinusoidal 
distributed loading on the top face. Given this, we calculated 
all flexural displacements, in-plane displacements, in-plane 
stress, and interfacial shear stresses and then compared them 
with exact values presented in previous studies. Further, we 
performed some parametric tests, with results showing that the 
aspect ratio increases the accuracy of the analysis also 
increases for the above approach. We also found that each 
displacement or stress component requires its own plate model 
(which differs according to the change in outputs) to obtain 
exact results. Further, the accuracy of the solution also 
depends on thickness coordinate 3x . The key advantage of our
proposed approach is the ability to obtain remarkably accurate 
results for all ranges of aspect and modular ratios. Further, if n
eeded, it is possible to enhance our proposed approach by deco
mposing the lower-aspect ratio layer into a number of higher a
spect ratio layers. 
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Abstract—This paper investigates the libration stabilization 
control of a partial space elevator system with a moving 
climber in circular orbits. The system is described by a 
modified two-piece dumbbell model. The model consists of 
one main satellite, one climber and one end-body connected 
by two straight, massless and inextensible tethers. The climber 
and the end body can move along the tether. The libration 
motion and the tether reeling motion are separated. And a reel 
rate function is obtained by analyzing the equilibrium state of 
the libration motion, based on the which an analytical control 
scheme is designed. Using the sliding mode control law, the 
proposed control scheme can be implemented effectively and 
robustly. The results of numerical simulations show that the 
proposed control scheme has good performance in keeping the 
stable of the climber’s transfer of a partial space elevator 
satellite system. Furthermore, the proposed libration 
suppression control can be realized by using tension control 
only. 
Keywords: Partial space elevator system; libration stabilization; 
stable transfer; analytical reel rate control 
I.  INTRODUCTION
Partial space elevator system is a partial space elevator 
system which is a typical tethered satellite system (TTS) [1-6] 
where a middle body (climber) can move between the main 
satellite and end body. One difficulty associated with such 
system is to suppress the libration of the climber and the end 
body [7 - 9]. The libration is intrinsically unstable due to the 
Coriolis force produced by the moving climber. The Coriolis 
force could lead to the tumbling of the partial space elevator 
system [9, 10]. Moreover, by the end of the transfer period, the 
magnitude of the final libration angles of the climber and the 
end body apart from the equilibrium point should be limited so 
that the system can work in a general stable condition after 
transferring. Otherwise, additional energy consumption is 
required to stable the system [7]. Thus, the suppression of such 
system is critical for a successful climber transfer mission and 
making sure of the stable working state [10 - 12]. 
In this study, we aim to keep the climber at a desired 
constant libration angle in the transfer period. By analyzing the 
system dynamic, the proposed climbing speed of the climber is 
obtained. The proposed transfer speed is demonstrated by 
numerical simulations with a modifying control. The control 
can be realized by controlling the reel rate of the tether. The 
results show that the newly developed control method can be 
used to kept the climber at the desired angle. The simulation 
results also present that using the proposed control method, the 
end-body motion is also suppressed in the transfer period. 
Moreover, the control input is smooth overall, this is a good 
condition for the practical use. 
II. DYNAMICS OF A PARTIAL SPACE ELEVATOR SYSTEM
Consider a partial space elevator system in an orbital plane
of a circular orbit as shown in figure. 1. 
Figure 1 Partial space elevator system. 
The dimensionless math model of the partial space elevator 
system can be expressed as [9] 
11 22/ , /tot totm mM m mM  , 01 1 2 02/ , /L L Ll Ll      (1)
where t   is the dimensionless time, 1M  and 2M  are the 
dimensionless mas of the climber and the end-body, 
respectively. 1l  and 2l  are the dimensionless length of the 
tether 1 and tether 2, respectively. 
817
      
 
     
 
      
 
  
 
 
2
2 1 1 2 1 1
1 1
12 1 2
2 1 1 2 1 2 2
1
2
2
2
2
2 1 2
2
2 1 1 2 1 2 2
1 2 1 2
2
2 1 2 1 2 1 2 1
2 1 2
2
2
3 cos tan 2 13
sec
sec
sec
sec
sec
s
sin 2
2
2 1 tan
1 tan
ta
ec se
n 2 t
c
an
M l
lM
M l
l M
M l
l M
M M
M M
   
 
 
    
 
    
 
     
 
    
 
  

  




  

   
  

 

   
       
 
1 2
2
2 1 2 1 2 1 2
1
1
2
2 1 2
3 1 cos tansec
sec
M l
tol
l M
 
    
 

  
 
   
 (2) 
     
   
 
   
 
   
 
  
   
   
2
1 1 1 2
2 2
1 1 1 2
1 2 1 1 2 1
11 1 1 2
2 1 2 1 2 2
1 1 2
2
1
2
2
2
1 2 1
1 1 1 2
2 1 2
2
2
2
2
2
2
1
3 cos sin3 sin 2
2 1
2sin 2 1
11
2 cos
sin
sin
sin
sin
c
sin
sin
1
sinos
l
l M
l l
ll M
M
M
l
l M
M
M
M
M
M
  
 
 
   
 
    
 
  
 
    
 
 
   
 
 
 




 


  
  




  
 
 
     
 
2
2
1 1 2
2
2 2 1
2
2
2
1
1 22
2 2
2
1
3 cos si
sin
cos
sin
n
M
M
ol
M
t
M M
 
    
 

 
 



 (3) 
where 
   
 
   
   
2 1 2 1 2 1
1 2
1 1 2 1 2
1 2 2 1 2 1
2 2
1 1 2 1 2
sin cos 1
sin
sin 1 cos
1 sin
M l
tol
l M M
M l
tol
l M M
   
 
   
 
    
   
     
    
 (4) 
Eq. (4) is the length accelerating section that denotes the 
impacts of the tensions along tethers on the changes of 1  and 
2 . In the analysis, these two parts are regarded as system
noise and ignored, thus, they are the main disturbances source 
that can be deal with the modifying control.  
III. DYNAMIC ANALYSIS AND ANALYTICAL REEL RATE
CONTROL DESIGN 
A. Steady state during the moving of the climber
The steady state solution of the system can be simply
obtained by setting all first and second order derivatives to zero, 
such that, 
 1 2 1 20, 0, 0, 0           (5) 
To ensure climber’s stable climbing with constant pitch angles, 
the stable libration angles can be obtained from the simple 
dynamic equations with ignoring the length accelerating 
sections, such as 
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For constant pitch angles 1e  and 2e , the stable climbing is
dependent on 1el , which can be derived from Eq. (16) as
follows 
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2e e
l M M
l
M

    (7) 
B. Control law design based on stable climbing function
To stable the libration angle during the transfer phase of
the climber, control law is needed to compensate the possible 
disturbances. In this paper, we only aim to obtain the stable 
transfer of the climber, thus, the desired state for the climber 
in partial space elevator is 1 1e   and 2 0   is not required.
To achieve this state, define a sliding mode manifold that 
drives both 1  and 1  to 1e and zero, respectively, such that,
 1 1 1 0es c         (23) 
where c  is a positive constant that defines the bandwidth of 
error dynamics of s .  
The error dynamics can be derived by taking derivative 
with respect to   at both sides of Eq. (23)
1 1
dss c
d
 

   =  (24) 
Assume the control input is the velocity function of the 
climber. Define 1 1 1f b u    where 1f  is the nonlinear
function of 1  , 1b  is a gain function depending on 1l  and 1  ,
and the control input u  is a modification velocity of the
obtained function 1el , thus, the real velocity of the climber
becomes 1 1el u l   .
Substituting 1   into to Eq. (24) yield 
1 1 1s c f b u   =                              (25)
Thus, the sliding mode control law is derived from Eq. (23) as, 
 
 
1
1 1 1
1
1
u u u
u
u
b f c
b k sign s



 
 
 
 
eq sw
eq
sw
= +
 (26) 
where k is a positive control gain, ueq is the equivalent control 
input and usw is the switching input.  
For the sake of the avoidance of chattering in the sign 
function of Eq. (26) ,  sign s  is replaced by the saturation
function 
 
/
if ss
sat s
if ss


  
(27) 
where    is a small constant.
Next, consider a candidate Lyapunov function as 
/ 2V s s   
Taking the derivative of V  with respect to   yields
  0V s s ks sign s      
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Furthermore, if there is a bonded disturbance d in the system, 
Eq. (12) is revised as, 
1=df f d  (30) 
Submitting Eq. (32) in to Eq. (31) yields 
  if 0 k dV s s d k sign s s           (31) 
Thus, the system is robust when subjected to a bonded 
disturbance. 
IV. CASE STUDIE
In this work, 1tol  and 2tol  are set zero, this equals to add 
dynamic errors, 1tol  and 2tol , to the dynamic Eqs. (12) and
(13). Two cases are studied 1e , the desired stability angles of
1  are set 0.2 and 0.4, respectively. The climber is moving 
upwards, such that 1 0l  . The dimensionless masses
1 1/ 3M   and 1 2 / 3M  . The results are shown in Fig. 2 –
Fig. 6. 
Under the affection of the dynamic errors, the libration 
angles do not follow the obtained steady state even when the 
climbing speed follows the designed function, see figure 2 and 
3. The libration angle of the climber increases continuously
from the beginning, see figure 2. After 0.02 orbit, 1  is 
suppressed, and it converges to the desired magnitude. 
Meanwhile, 2  is also suppressed although the control law is
not designed to control it exactly. Figure 4 shows the control 
input. In the whole transfer period, the change of the reel rate is 
smooth generally, this is very good for the realization of the 
practical condition. The moving path of the climber is shown in 
figure 6. In the mission program, the libration angle of the 
climber is kept at the desired angle generally, this matches the 
result shown in figure 2. 
A. Case 1:
Figure 2 Libration motion of 1  versus orbits when 1 0.2e 
Figure 3 Libration motion of 2  versus orbits when 1 0.2e 
Figure 4 Dimensionless velocity of the climber along 1l  when 
1 0.2e 
Figure 6 Trajectory of the climber when 1 0.2e 
V. CONCLUSION
The dynamic and stable control of a partial space elevator 
in the transfer period is studied. By analyzing the system 
dynamic, the proposed climbing speed of the climber is 
obtained. The proposed transfer speed is demonstrated by 
numerical simulations with a sliding mode control with 
considering the input charting. The control can be realized by 
controlling the reel rate of the tether. The simulation results 
show that the newly developed control method can be used to 
kept the climber at the desired angle. The simulation results 
also present that using the proposed control method, the end-
body motion is also suppressed in the transfer period. 
Moreover, the control input is smooth overall, this is a good 
condition for the practical use. 
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Abstract—In this study, we implement a finite element 
approach and conduct experimental impact tests to evaluate 
the performance of 3D printed lightweight sandwich panels 
with architected cellular cores of programmable six-sided 
cells. The standard mechanics homogenization technique is 
implemented through a finite element modelling to accurately 
predict the effective mechanical properties of architected 
cellular cores. We implement an explicit large deformation 
finite element simulation using ANSYS to analyze the elasto-
plastic behavior of sandwich panels under a low-velocity 
impact. To experimentally corroborate the developed 
computational model and to evaluate the manufacturability of 
architected sandwich panels, we use the fused deposition 
modeling to 3D print samples of polylactic acid biopolymers. 
We conduct low-velocity impact experimental tests on the 3D 
printed panels to investigate their energy absorption 
capabilities. The results show that the auxetic sandwich panel 
is potentially an appropriate candidate for energy absorption 
applications due to its high energy absorption capability. 
Keywords-component: Architected 3D printed panels; Cellular 
solids; Energy absorption; Low-velocity impact. 
I. INTRODUCTION
Sandwich panels are nowadays extensively used in 
aerospace, marine, automotive, and windmills industries due to 
their high flexural stiffness-to-weight ratio, excellent thermal 
insulation, and high energy absorption capability [1]. Sandwich 
panels consist of two thin but stiff face-sheets at the top and 
bottom of the panels separated by a lightweight and relatively 
thick core. The lightweight core connects the face-sheets with 
small increase in weight but provides sandwich panels with a 
high bending stiffness and buckling resistance [2] as well as 
superb shear stiffness and energy absorption capability [3]. The 
lightweight core can be made of alternative materials but it is 
usually in the form of cellular materials, e.g. foams or periodic 
lattices. In a sandwich panel, the face-sheets carry most of in-
plane and bending loads while the core mainly carries 
transverse shear [1]. 
The energy absorption capability of an architected 
sandwich panel mainly depends on the material properties and 
geometrical features of solid sheets and the cellular core. 
Among all cell topologies for the core of architected sandwich 
panels, hexagonal honeycomb has been commonly used and 
analyzed as a cellular core [4, 5]. Sandwich panels with 
conventional honeycomb cellular cores are stiff and 
lightweight, while they absorb high energy under impact and 
shockwaves for applications in sports goods, automotive, and 
aerospace [6, 7]. However, they have some issues due to their 
closed-cell architectures including gas retention, leading to low 
thermal conductivity, and moisture trapping [1]. An alternative 
sandwich core is open-cell cores such as truss-like structures 
[8, 9]. It has been shown that truss-like cellular cores, with low 
relative densities, have significantly higher buckling resistance 
and energy absorption capability compared to hexagonal 
honeycomb cellular cores [10, 11]. 
More recently, auxetic sandwich cores have been examined 
due to their unusual deformation mechanisms, which is 
negative Poisson’s ratio. Auxetic cores possess promising 
properties in the aforementioned applications compared to 
other topologies of cellular solids. Due to the auxetic behavior, 
auxetic cellular cores reveal unique mechanical properties such 
as increased indentation resistance [12], shear resistance [13], 
fracture toughness [14, 15], and energy absorption capacity 
[16, 17]. Although a few investigations have been performed 
on architected sandwich panels , e.g. flexural behavior [18-20] 
and out-of-plane compressive strength [21, 22], less attention 
has been paid to explore the energy absorption capabilities of 
3D printed sandwich panels with architected cellular cores. 
The current study focuses on the effect of core’s cell 
topology and relative density on the energy absorption 
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capability and structural design of 3D printed sandwich panels 
with an architected cellular core. 
II. SANDWICH PANEL AND EXPERIMENTAL TEST 
CONFIGURATION 
Dimensions of the sandwich panel including length (𝑎), width 
(𝑏), and total thickness (ℎ) are shown in Fig. 1. The coordinate 
system (𝑥, 𝑦, 𝑧) is located at the midplane of the sandwich 
panel. The selected dimensions are listed in Table 1, which are 
chosen based on ASTM standard D3763 [23] and testing 
limitations. 
TABLE I. GEOMETRIC PARAMETERS OF SANDWICH PANELS (UNIT: MM). 
Length (a) Width (b) 
Total 
thickness (h) 
Core 
thickness 
(tc) 
Face-sheet 
thickness 
(ts) 
100 100 50 40 5 
A. Sample preparation
MK2 3D printer of MACHINA Corp. with the layer height
of 0.25mm manufactures the architected sandwich panels. 
MK2 3D printer uses fused deposition modeling technology 
(FDM) to additively manufacture architected samples of PLA 
polymers. Two types of sandwich panels (vertical or horizontal 
cells) with three different topologies of cellular cores 
(hexagonal, rectangular, and auxetic) are 3D printed. 
B. Experimental low-velocity impact test
The low-velocity impact tests are performed on sandwich
panels with different 3D printed cores using a drop weight 
machine based on the guidelines given in the ASTM standard 
D3763 [23]. The impactor has a mass of 12 kg and a diameter 
of 25.4 mm. During the impact test, the specimens are 
constrained between two parallel rigid supports with a 75 mm 
diameter hole in the center (see Fig. 2). 
Face-sheets
ba
hts
x
z
y
tc
Figure 1.  Geometry of an architected sandwich panel and the considered 
coordinate system. 
III. FINITE ELEMENT MODELING
The explicit large deformation 3D finite element modeling 
(FEM) is conducted using the commercial software ANSYS 
Workbench 18.2. Fig. 3 presents the model developed in 
ANSYS for conducting the low velocity impact analysis. The 
face-sheets and the core are meshed with quadrilateral and 
triangular elements and a convergence study is conducted to 
avoid mesh size dependency of FEM results. The spherical 
impactor is defined as a rigid body and the dynamic load is 
applied by assuming an initial velocity for the rigid impactor. 
The stress-strain curve of PLA is assumed as an elasto-
perfectly plastic model for FEM analysis. 
IV. RESULTS AND DISCUSSION
In this section, we examine the effects of the topology and 
relative density of cellular core of architected sandwich panels 
on energy absorption when the sandwich panel is subjected to a 
low-velocity impact. For experimental study, the sandwich 
panel is subjected to a 3J low-velocity impact test. 
A. Energy-time history
Fig. 4 presents the experimental and numerical results for
the energy-time history for alternative cell configuration, cell 
topology, and cell relative density. There is a good agreement 
between the results of experimental tests and numerical 
analyses. In the energy absorption versus time history res, the 
amounts of absorbed and returned (released) energies during 
the impact test can be observed. The absorbed energy is the 
energy mostly dissipated by various failure mechanisms such 
as delamination and cracking [24]. The returned (released) 
energy is the elastic energy. Herein, we define the energy 
performance based on the ratio of absorbed energy / maximum 
impact energy [24] (see Fig. 4). 
Figure 2.  Low-velocity impact test configuration of 3D printed architected 
sandwich panels. 
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Figure 3.  Model developed in ANSYS for the low-velocity impact analysis. 
Figure 4.  Energy-time history obtained from the experimental impact test on 3D printed architected sandwich panels of alternative cellular core configuration, 
cell topology, and cell relative density compared with FEM results 
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Figure 5.  Experimental and FEM results for the energy absorption capability of 3D printed architected sandwich panels of alternative cellular core configuration, 
cell topology, and cell relative density. 
B. Energy absorption capability
Fig. 5 shows the experimental and numerical energy
absorption capability of 18 3D printed sandwich panels with 
different core topologies including the horizontal and vertical 
auxetic, rectangular, and hexagonal cores (cell wall angle θ = 
70°, 90°, and 120°, respectively); and the relative densities of ρ 
= 0.1, 0.2, and 0.3. There is a good agreement between the 
results of experimental tests and numerical analyses. For all 
considered relative densities of horizontal/vertical cellular 
cores, the rectangular and hexagonal cellular cores provide a 
slightly higher energy absorption capability than the auxetic 
cellular core except for the auxetic cellular core with the 
relative density of ρ = 0.1. It should be noted that the auxetic 
cellular core with the relative density of ρ = 0.1 in the vertical 
configuration is the optimum cellular core, in terms of energy 
absorption, for the architected sandwich panels subjected to 
specific impact energy. 25% and 29% improvements for energy 
absorption are observed during the experimental tests by using 
auxetic cellular cores for architected sandwich panels in 
comparison with hexagonal and rectangular cores, respectively. 
V. CONCLUDING REMARKS
We develop a numerical and experimental study to 
determine the optimum geometry of architected 3D printed 
sandwich panels with a periodic cellular core. We 3D print 
architected sandwich panels of three different cell topologies 
made of biopolymers and conduct experimental low-velocity 
impact tests on samples to estimate their energy absorption 
capability. The results show that if relative density of the 
auxetic cellular core is selected appropriately for a specific 
value of impact energy, the sandwich panels with auxetic 
cellular cores can have a higher level of energy absorption 
capability up to 33% compared to the rectangular and 
hexagonal cellular sandwich panels. 
ACKNOWLEDGMENT 
A.H. Akbarzadeh acknowledges the financial supports 
provided by McGill University and Natural Science and 
Engineering Research Council of Canada (NSERC) through 
NSERC Discovery Grant RGPIN-2016-04716 and NSERC 
Engage Grant EGP 507009-16. 
            REFERENCES 
[1] T. A. Schaedler and W. B. Carter, "Architected Cellular Materials," Annu. 
Rev. Mater. Res., vol. 46, no. 1, pp. 187–210, Jul. 2016. 
doi: 10.1146/annurev-matsci-070115-031624.
[2] L. J. Gibson and M. F. Ashby, Cellular Solids, Cambridge University 
Press, 1997. doi: 10.1017/CBO9781139878326.
[3] H. G. Analysis and Design of Structural Sandwich Panels: A volume in the 
Commonwealth and International library: structures and Solid Body 
Mechanics Division, Elsevier, 2013 (1969). doi: 10.1016/C2013-0-02134-2.
[4] H. J. Rathbun et al., "Performance of metallic honeycomb-core sandwich 
beams under shock loading," Int. J. Solids Struct., vol. 43, no. 6, pp. 1746–
1763, Mar. 2006. doi: 10.1016/j.ijsolstr.2005.06.079. 
824
[5] B. L. Buitrago, C. Santiuste, S. Sánchez-Sáez, E. Barbero, and C. 
Navarro, "Modelling of composite sandwich structures with honeycomb 
core subjected to high-velocity impact," Composite Structures, vol. 92, no. 
9, pp. 2090–2096, Aug. 2010. doi: 10.1016/j.compstruct.2009.10.013.
[6] I. G. Masters and K. E. Evans, "Models for the elastic deformation of 
honeycombs,” Composite Structures, vol. 35, no. 4, pp. 403–422, Aug. 
1996. doi: 10.1016/S0263-8223(96)00054-2.
[7] W. Becker, "Closed-form analysis of the thickness effect of regular 
honeycomb core material," Composite Structures, vol. 48, no. 1–3, pp. 67–
70, Jan. 2000.The copyright for the paper content remains with the author. 
doi: 10.1016/S0263-8223(99)00074-4.
[8] D. J. Sypeck, "Cellular Truss Core Sandwich Structures," Appl. Compos. 
Mater., vol. 12, no. 3–4, pp. 229–246, May 2005. 
doi: 10.1007/s10443-005-1129-z.
[9] Y. Hu, W. Li, X. An, and H. Fan, "Fabrication and mechanical behaviors 
of corrugated lattice truss composite sandwich panels," Compos. Sci. 
Technol., vol. 125, pp. 114–122, Mar. 2016.
doi: 10.1016/j.compscitech.2016.02.003.
[10] Wadley, H.N., N.A. Fleck, and A.G. Evans, "Fabrication and structural 
performance of periodic cellular metal sandwich structures," Compos. Sci. 
Technol., vol. 63, no. 16, pp. 2331–2343, Dec. 2003. 
doi: 10.1016/S0266-3538(03)00266-5.
[11] J. Xiong, L. Ma, S. Pan, L. Wu, J. Papadopoulos, and A. Vaziri, "Shear 
and bending performance of carbon fiber composite sandwich panels with 
pyramidal truss cores," Acta Mater., vol. 60, no. 4, pp. 1455–1466, Feb. 
2012. doi: 10.1016/j.actamat.2011.11.028.
[12] R. S. Lakes and K. Elms, "Indentability of Conventional and Negative 
Poisson’s Ratio Foams," J. Compos. Mater., vol. 27, no. 12, pp. 1193–
1202, Dec. 1993. doi: 10.1177/002199839302701203.
[13] R. Lakes, "Foam Structures with a Negative Poisson’s Ratio," Science, 
vol. 235, no. 4792, pp. 1038–1040, Feb. 1987.
doi: 10.1126/science.235.4792.1038.
[14] W. Yang, Z.-M. Li, W. Shi, B.-H. Xie, and M.-B. Yang, "Review on 
auxetic materials," J. Mater. Sci., vol. 39, no. 10, pp. 3269–3279, May 
2004. doi: 10.1023/B:JMSC.0000026928.93231.e0.
[15] J. N. Grima and K. E. Evans, "Auxetic behaviour from rotating 
squares," J. Mater. Sci. Let., vol. 19, no. 17, pp. 1563–1565, 2000. 
doi: 10.1023/A:1006781224002.
[16] A. Alderson and K. L. Alderson, "Auxetic materials," Proc. Inst. 
Mech. Eng., Part G, vol. 221, no. 4, pp. 565–575, Apr. 2007. 
doi: 10.1243/09544100JAERO185.
[17] S. Hou, T. Liu, Z. Zhang, X. Han, and Q. Li, "How does negative 
Poisson’s ratio of foam filler affect crashworthiness?" Mater. Des., vol. 
82, pp. 247–259, Oct. 2015. doi: 10.1016/j.matdes.2015.05.050.
[18] G. AltaThe copyright for the paper content remains with the author.n and 
V. Kovan, "Flexural behavior of 3D printed honeycomb sandwich structures 
with waste filler material," Mater. Testing, vol. 58, no. 10, pp. 833–838, Oct. 
2016. doi: 10.3139/120.110927.
[19] T. Li and L. Wang, "Bending behavior of sandwich composite structures 
with tunable 3D-printed core materials," Compos. Struct., vol. 175, pp. 46–57, 
Sep. 2017. doi: 10.1016/j.compstruct.2017.05.001.
[20] J. B. Berger, H. N. G. Wadley, and R. M. McMeeking, "Mechanical 
metamaterials at the theoretical limit of isotropic elastic stiffness," Nature, 
vol. 543, no. 7646, pp. 533–537, Feb. 2017. doi: 10.1038/nature21075.
[21] D. K. Jayashankar and N. A. Prasanth, "Out of plane compressive 
strength of 3D printed vertical pillared corrugated core structure," Proc. 2nd 
Inter. Conf. Prog. Add. Manu., Singapore, 2016.
[22] A. J. Turner, Low-Velocity Impact Behavior of Sandwich Panels with 3D 
Printed Polymer Core Structures, MSME, 2017, Wright State University.
[23] Association, U.S., ASTM D3763-2006 Standard Test Method for High 
Speed Puncture Properties of Plastics using Load and Displacement Sensor. 
USA Standards Association International, USA, 2006.
[24] R. Ouadday, A. Marouene, G. Morada, A. Kaabi, R. Boukhili, and A. 
Vadean, "Experimental and numerical investigation on the impact behavior of 
dual-core composite sandwich panels designed for hydraulic turbine 
applications," Composite Structures, vol. 185, pp. 254–263, Feb. 2018.
 doi: 10.1016/j.compstruct.2017.11.007.
825
The Evalutation of Modelling Techniques for Lubricant Cavitation in the  
application of Squeeze Film Damplers
Tieshu Fan, Kamram Behdinan 
Department of Mechanical and Industrial Engineering 
University of Toronto 
Toronto, Canada 
Abstract—Squeeze film damper (SFD) is widely adopted in 
turbo-engines to suppress the rotor vibration. However, the 
prediction of SFD performance is complicated due to the 
inevitable occurrence of lubricant cavitation. This paper shows 
the application of three different cavitation algorithms for SFD 
with sealed conditions. In particular, the linear 
complementarity problem (LCP) method, which is advanced 
from a previous research study, is applied to compare results 
from the well-known methods, i.e. the π-film model and the 
Elrod cavitation method, for SFD executing circular centered 
orbits with fully degassed lubricant in the absence of oil 
feeding. Moreover, numerical models are developed 
incorporating the mentioned algorithms to predict the 
hydrodynamic pressure distribution over the cavitated fluid 
film. Results show that the conventional π-film model over-
estimates the cavitation region but under-estimates the 
reaction force.  
Keywords: SFD; Cavitation; LCP; Elrod Algorithm; π-film 
model  
I. INTRODUCTION 
SFD is commonly integrated into aircraft turbine engines to 
attenuate the level of vibration. It helps to improve the rotor 
stability and decrease the engine vibration leading to a 
reduction in the cabin noise. The design parameter of an SFD is 
the damping capacity. There is an optimum damping value in 
each application, given the fact that the rotor-bearing system 
has multiple degrees of freedom and too much or too little 
damping leads to the overall damping being less effective [1]. 
The dynamic performance of an SFD is affected by factors 
such as the damper geometry, the lubricant property and the 
operating condition. Development of a model that accurately 
predicts the dynamic behavior and the damping capacity 
requires integrating the effects of sophisticated lubricant 
characteristics including the lubricant cavitation effect.  
Lubricant cavitation is an ever-present phenomenon in 
hydrodynamic journal bearings. Typically, cavitation reduces 
the lubricant density, resulting in the degradation of damping 
capacity especially at high whirl frequencies and large journal 
eccentricities [2]. Cavitation in the SFD arises under three 
scenarios, including the entrapment of surrounding air at low 
hydrodynamic pressure, the release of dissolved gas in the 
lubricant due to the rapid change of the oscillating pressure, 
and the liquid vaporization at vapor pressure. Air entrapment is 
usually prevented by placing seals on the SFD [3]. In addition, 
the lubricant is regarded as well-degassed for application in a 
rotor-SFD system operating under steady-state conditions [4]. 
Consequently, only the vapor cavitation is considered for 
sealed SFDs under periodic motions. Vapor cavitation 
significantly influences the SFD load capacity, especially at 
high operating speeds. 
For several decades, researchers have been working on the 
improvement of modelling techniques to accurately simulate 
the lubricant cavitation. The main challenge in SFDs is the 
identification of the cavitation boundaries, which determines 
the hydrodynamic pressure distribution and the hydrodynamic 
fluid film reaction forces. In conventional SFD models, the 
fluid cavitation is represented by using the π-film model (i.e. 
half-Sommerfeld model) [5], where the full-film extends for π 
radians in the region of positive pressure. Furthermore, Gumbel 
suggested that the negative pressure values based on the flow 
equations correspond to cavitation, while the positive pressure 
region is invulnerable to cavitation [6]. While the Gumbel 
condition is readily incorporated into pressure calculations, it 
violates the conservation of mass in the cavitation boundary. 
Swift [7] and Stieber [8] suggested an enhanced boundary 
condition to simulate the cavitation. This condition, which is 
referred to as the Reynolds boundary condition, satisfies the 
flow continuity at the onset of the lubricant cavitation. The 
more sophisticated Jakobsson-Floberg-Olsson (JFO) boundary 
conditions [9, 10] provide an accurate representation of the 
cavitation boundaries, while maintaining the conservation of 
mass; however, this condition has limited application due to its 
computational inefficiency. The computational deficiency 
corresponding to the cavitation models is addressed by the 
Elrod algorithm [11, 12]. This model transforms the governing 
lubricant cavitation equation from elliptic form into parabolic 
form for both full film and cavitation regions. It firstly 
calculates the lubricant mixture density in the cavitation zone 
and subsequently, uses the density values to determine the 
hydrodynamic lubricant pressure distribution. The Elrod 
algorithm provides accelerated computational efficiency; 
however, the calculation of the film pressure and the cavitation 
extent substantially depend on the liquid bulk modulus. A 
novel lubricant cavitation evaluation technique has been 
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recently introduced based on the principle of complementarity 
[13]. This method is further elaborated to successfully solve the 
cavitation problem for SFD with open-ended conditions [14].  
This paper will evaluate three cavitation algorithms, i.e. the 
π-film model, the Elrod cavitation algorithm and the LCP 
method, for sealed SFD executing circular centered orbits with 
fully degassed lubricant in the absence of oil feeding. Firstly, 
the lubricant cavitation algorithms are briefly introduced, 
which will then be incorporated into a mathematical model to 
generate simulation results. Several different scenarios are 
subsequently studied and the results are presented for 
discussion.  
II. NOMENCLATURE
Symbol Quantity Unit 
c  SFD Radial Clearance m  
rF Radial Force N
tF Tangential Force N
g Switch Function 
(1 cos )h c ε θ= +  Fluid Film Thickness m  
L SFD Length m  
p Fluid Pressure Pa
0p Pressure at Maximum 
Film Thickness 
Pa
cavp Cavitation Pressure Pa
R SFD Radius m  
2Re c /ρω µ=  Squeeze-Film Reynold Number 
t Time s
β  Fluid Bulk Modulus Pa
ε  Eccentricity Ratio 
θ  Angular Coordinate rad
ρ  Fluid Density  3/kg m  
cρ Liquid Density at  
Cavitation Pressure 
3/kg m  
/ cρ ρ ρ=  Density Ratio 
µ   Fluid Viscosity  Pa s⋅
ω  Whirling Velocity /rad s
ξ Complementarity Variable 3/kg m  
η Complementarity Variable 3/kg m  
III. SIMULATION METHOD 
This section describes the governing equations for the 
hydrodynamic pressure and the fluid film reaction forces in 
SFDs. Furthermore, different lubricant cavitation models are 
presented. 
Tightly sealed SFDs allow little lubricant flow in the axial 
direction, such that the pressure gradient along the bearing 
length becomes negligible. Conventionally, the long bearing 
approximation (LBA) [15] is applicable to tightly sealed SFDs. 
Moreover, the Reynolds equation is typically applied to 
describe the pressure distribution in the thin film [16]. The 
Reynolds equation corresponding to LBA for the SFD is 
3
2
1 ( )
( )
12
h p h
R t
ρ ρ
θ µ θ
∂ ∂ ∂
=
∂ ∂ ∂
   (1) 
Integrating (1) twice in the axial direction and applying the 
Sommerfeld boundary condition [16] at the maximum lubricant 
thickness ( 0θ = ) yields an analytical solution for the fluid 
pressure. Assuming that the journal center executes circular-
centered orbits (CCOs), the pressure expression becomes 
2
02 2 2
12 sin (2 cos )
(1 cos ) (2 )
R
p p
c
µ ω ε θ ε θ
ε θ ε
+
= − +
+ +
 . (2) 
The subsequent cavitation models will be developed based 
on the assumption that 0 0p = . 
A. π-film Model
The π-film model [5] applies the Gumbel condition which
assumes that the negative pressure that is calculated from (2) 
corresponds to the cavitation pressure. Accordingly, the 
pressure distribution is described as follows 
2
2 2 2
12 sin (2 cos )
2
(1 cos ) (2 )
0cav
R
p c
p
µ ω ε θ ε θ p θ p
ε θ ε
θ p
 +
− < ≤= + +
 < ≤
.  (3) 
Furthermore, the fluid force components are determined by 
integrating the fluid pressure over the journal surface as 
2 3 2
2 2 2
12 2
cos
(2 )(1 )r
R L
F p RLd
c
p
p
µ ω ε
θ θ
ε ε
= = −
+ −∫ (4) 
2
3
2 2 2
sin
12
2
(2 ) 1
t
cav
F p RLd
R L
p RL
c
p
p
θ θ
µ ω pε
ε ε
=
= −
+ −
∫
 . (5) 
B. Elrod Caviation Model
The Elrod cavitation algorithm is widely employed to
calculate the effect of cavitation. Firstly, (1) is modified as 
3
2
1 ( )
( )
12
h h
g
R t
β ρ ρ
θ µ θ
∂ ∂ ∂
=
∂ ∂ ∂
, (6) 
where β  is the fluid bulk modulus defined as 
pβ ρ
ρ
∂
=
∂
 . (7) 
ρ  is a dimensionless parameter, which represents the ratio 
between the density of fluid and the liquid density at the 
cavitation pressure, i.e. 
c
ρρ
ρ
=  . (8)
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Note that ρ is less than 1 in the cavitation zone due to the 
reduced density by the generated cavitation bubbles. 
g is a switch function defined as 
0
1
in cavitation zone
g
in full film zone
 
=  − 
 . (9) 
Furthermore, the switch function can be expressed by the 
relative density as follows to meet the required condition in 
both flow regions 
11 1
2 2 1
g
ρ
ρ
 − 
= +  
− 
. (10) 
Subsequently, numerical techniques are applied to 
iteratively solve ρ  and g . The pressure distribution is 
calculated based on the direct integration of the bulk modulus, 
i.e.
lncavp p gβ ρ= +  . (11) 
Accordingly, the reaction forces of the squeezed film are 
determined by integrating the hydrodynamic pressure over the 
journal center, i.e. 
2
0
cos
sin
r
t
F
p LRd dz
F
p θ
θ
θ
   
=   
  
∫ (12) 
C. LCP Method
The LCP method provides a linear complementarity
equation set that can be used to efficiently find the pressure 
distribution.  
Define two variables ξ and η as 
( )/cp p
ce
βξ ρ ρ−= −  (13) 
( )/ 1cp pc e
βη ρ − = −  . (14) 
It has been proved that ξ and η are non-negative and 
complementarity to each other in the fluid domain regardless of 
film rupture [14], i.e. 
0
0
0
0
ξ
η
ξη
ηξ
θ
≥
 ≥
=
 ∂ =
 ∂
. (15) 
Based on (13) & (14), the fluid density and pressure can be 
described in terms of ξ and η as 
cρ ρ η ξ= + −   (16) 
ln 1c
c
p p
ηβ
ρ
 
= + + 
 
 . (17) 
Accordingly, the pressure gradient can also be derived from 
(17) as
c
p p η β η
θ η θ ρ η θ
∂ ∂ ∂ ∂
= =
∂ ∂ ∂ + ∂
 . (18) 
Substitution of (16)-(18) to (1) yields the following: 
( )
3
2
( ) ( )
12
c c
c
h h
R t
β ρ η ξ ρ η ξη
θ µ ρ η θ
 + − ∂ + −∂ ∂
= 
∂ + ∂ ∂  
.  (19) 
The above equation can be reduced to the following after 
applying the complementarity condition described in (15): 
3
2
( )
12 c
h h h
R t t
β η η ξ ρ
θ µ θ
 ∂ ∂ ∂ − ∂
= + ∂ ∂ ∂ ∂ 
 . (20) 
Consequently, an LCP equation set is formulated with 
respect to the introduced complementarity variables after 
applying the finite difference method, i.e.  
{ } [ ]{ } { }
{ }
{ }
{ }{ }
0
0
0
T
M qη ξ
η
ξ
η ξ
 = +

≥
 ≥
 =
, (21) 
where the detailed description of (21) is provided in the 
Appendix. 
A conventional technique for solving (21) is the Lemke’s 
pivoting algorithm [17]. Once the pressure distribution is 
calculated, the fluid film reaction forces are determined based 
on (12). 
IV. CASE STUDY AND RESULTS
This section represents results for the three lubricant 
cavitation models that were discussed in the previous section. 
The simulation condition is described as follows: the bearing 
diameter is 104.9mm; the damper length is 110.2mm; the radial 
clearance is 0.127mm; the lubricant viscosity is 0.005 pa⋅s; the 
fluid bulk modulus is 0.069GPa; the cavitation pressure is 
1kPa; the journal executes CCO and the whirling speed is 
3000rpm. Based on the values of the system parameters, the 
squeeze Reynolds number is at 0.9935. Large squeeze 
Reynolds number (i.e. Re>1) requires extra nonlinear 
expressions to modify the Reynolds equation to address the 
fluid flow, which opens the gate to study the effect of the fluid 
inertia. In our study scenario, this number is less than 1, thus 
the effect of fluid inertia is neglected so that the Reynolds 
equation is applied [16]. Subsequently, the three cavitation 
algorithms are incorporated into a MATLAB simulation model 
using the finite difference method.  
Fig. 1-4 compares the pressure distribution for the three 
cavitation models under different eccentricity ratios. In general, 
the π-film model predicts the largest cavitation zones and the 
smallest peak pressure amplitudes, while the LCP method 
provides the largest full-film regions and the highest peak 
pressures. As the eccentricity ratio increases, the extent of 
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cavitation based on the π-film model remains unchanged due to 
the corresponding assumption for the cavitation boundary 
condition; however, the extent of the cavitation deteriorates for 
the other two models. Moreover, the discrepancy between 
Elrod algorithm and LCP method results becomes smaller at 
high eccentricity ratios (i.e. 0.7ε = ). 
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Figure 1.  Comparison between the pressure distributions for the three 
cavitation models at eccentricity ratio 0.1 
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Figure 2.  Comparison between the pressure distributions for the three 
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Figure 3.  Comparison between the pressure distributions for the three 
cavitation models at eccentricity ratio 0.5 
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Figure 4.  Comparison between the pressure distributions for the three 
cavitation models at eccentricity ratio 0.7 
Fig. 5 and Fig. 6 compare the fluid film reaction force 
components at different journal eccentricity ratios. Fig. 5 shows 
that the magnitude of the radial force increases nonlinearly 
with the eccentricity ratio. Meanwhile, the π-film model 
predicts smaller magnitudes of the radial forces, while the LCP 
method presents the largest force components. Furthermore, 
Fig. 6 indicates a quasi-linear increase of the magnitude for the 
tangential force with the eccentricity ratio. The π-film model 
maintains the lowest predicted force magnitudes and the LCP 
method shows the largest force magnitudes. The discrepancies 
among the models are the result of differences in the pressure 
prediction, which can be attributed to the different assumptions 
about the cavitation boundary. 
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Figure 5.  Comparison between the radial fluid film reaction forces for the 
three cavitation models at different eccentricity ratios 
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Figure 6.  Comparison between the tangential fluid film reaction forces for 
the three cavitation models at different eccentricity ratios 
Fig. 7 compares the attitude angle for the cavitation models. 
The attitude angel is calculated as: 
arctan( / )t rF Fθ = − . (22) 
In general, the attitude angle declines as the journal 
eccentricity increases. The LCP method provides the prediction 
of the smallest angle. Furthermore, the discrepancy between the 
models decreases at higher amplitude motions. 
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Figure 7.  Comparison between the attitude angles for the three cavitation 
models at different eccentricity ratios 
CONCLUSION 
This work compares three cavitation models for sealed SFD, 
namely the π-film model, the Elrod algorithm, and the LCP 
method. Simulation shows that the extent of cavitation region is 
superior at large eccentricities, which is associated with the 
rapid buildup of larger magnitude pressure. Furthermore, the 
Elrod algorithm and the LCP method provide larger reaction 
forces but smaller attitude angles than that from the simple π-
film model. These models are computationally efficient so they 
have the potential to be integrated into rotordynamic studies. 
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APPENDIX 
The details of (21) are described as follows. 
Since the journal executes CCOs, the time variation can be 
expressed as the partial variation in the circumferential 
direction, i.e.  
f f
t
ω
θ
∂ ∂
= −
∂ ∂
where f represents a function. Accordingly, (20) can be 
written as 
3
2
( )
( )
12 c
h h h
h
R
β η η ξω η ξ ω ωρ
θ µ θ θ θ θ
 ∂ ∂ ∂ ∂ − ∂
= − − − − ∂ ∂ ∂ ∂ ∂ 
After applying the finite difference method to the above, the 
LCP equation is formulated as (21), where 
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The subscript i  ( 1, 2, , ni =  ) denotes the nodal position in
the discretized circumferential domain. 
The first row and the last row in the LCP equation represent the 
boundary condition given the pressure at the maximum film 
thickness. 
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Abstract—Shimmy damper is a passive solution for 
undesirable oscillations in landing gears. Although it mitigates 
shimmy to an allowable degree, it can introduce weight, cost, 
and reliability penalties especially when retrofitted to existing 
gears. In this report, early investigations into a novel shimmy 
damper are presented. This damper is suitable for existing and 
new landing gears and is based on replacing a torque link 
member with a combination of springs and dampers to 
suppress the shimmy. The damper is then optimized for a 
given geometry to deliver the maximum damping force. 
Keywords- shimmy damper; landing gear; optimization; design; 
I. INTRODUCTION
Nose Landing Gear (NLG) shimmy is known as self-
induced simultaneous torsional and lateral vibrations arising 
from the coupling of gear structure, elastic tire(s), and the 
fuselage structure during ground operations. The oscillations 
are typically in the range of 10-30Hz. Shimmy impairs the 
pilot’s visibility and control and causes passenger discomfort, 
structural damage, as well as sudden failure of the gear [1]. 
This phenomenon can occur during landing, take-off, and 
taxying operations. Worn parts contribute to shimmy; however, 
it also happens in new aircrafts due to the resonance between 
the gear and the airframe [2]. It is understood that shimmy 
mode is excited due to transfer of kinetic energy from the 
moving aircraft to the wheels [3], acting as the energy source 
for the undesired oscillations. Close to 60% of aircraft failures 
are related to the landing gear systems with fatigue due to 
multi-axial loads (e.g. case of shimmy) playing the number-one 
role in these accidents [4]. Examples of accidents due to 
shimmy can be found in [5] and [6]. The latter involved failure 
of the shimmy damper in addition to the landing gear. 
Shimmy needs to be prevented through adequate design 
during the aircraft development. In practice, shimmy is not 
discovered until the aircraft is flown and shimmy tests are 
performed on the ground. In the event of observing shimmy, it 
is often too late to alter the well-established gear and aircraft 
design, hence a damper may be designed and prescribed to 
remedy it. The UTAS (Goodrich) shimmy damper was 
presented in 2012 [7] which consisted of a damper on one side 
and a beam with adequate stiffness and strength on the other, 
the combination of which makes the shimmy damper. Early 
studies on the UTAS damper revealed a major issue due to its 
unsymmetrical design [3]. Although performing better than the 
flagship Boeing damper [8] in most of the cases, the UTAS 
damper led to unsymmetrical oscillations which degrades the 
lifespan of components and tires due to imbalanced loading and 
uneven wear. The Boeing damper has drawbacks such as 
adding extra freeplay and weight to the system. Both existing 
dampers are shown in Fig. 1 along the NLG schematic. 
Figure 1.  Schematic of the Nose Landing Gear (top), side and front views of 
Boeing damper (middle) and UTAS damper (bottom) 
The authors gratefully acknowledge the research grant provided by 
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Inspired by the UTAS damper and aiming to address its 
shortcomings, the idea of the present design is to replace one of 
the torque links (here the upper one) by a flexible beam and 
accompanying dampers to help stabilize the NLG, while no 
unsymmetrical behavior is induced in the system. 
II. THE SYMMETRIC BEAM-BASED SHIMMY DAMPER
As shown in Fig. 2, the upper torque link in the proposed 
design includes a beam (shaded) at the center and two identical 
damping devices (here pure dampers) symmetrically arranged 
on either side. The lower torque link is assumed to be rigid. 
The beam is the load-bearing element of the upper torque link 
which acts as a spring in parallel to the side dampers as well. 
In the event of shimmy, the lower part of the landing gear 
(tire and lower strut) tends to vibrate rotationally, hence 
deflecting the upper torque link. The dampers on either side 
experience a displacement as a result of the beam deflection. 
Fig. 3 depicts this effect in which the deflection of the beam at 
the torque link apex and its rate are designated as   and  . The 
beam deflection and its rate at the damper attachment location 
are shown as a and a respectively. Displacement of the
right and left damping devices (measured along the device 
axis) are 1  and 2  with rates of 1  and 2 respectively.
Figure 2.  Schematic of the novel shimmy damper and lower torque link. 
Left: front view, Right: side view 
Figure 3.  Schematic of the damper beam deflection and damper 
displacements 
Here, the goal is to express the net damping force as a 
function of the system inputs which are   and  . These two 
inputs are a function of the landing gear dynamics but here are 
treated as knowns. From the geometry of the design one can 
write: 
2 2 2 2
1 2 aa b b a b = + −  − + () 
2
2
2 2 22 aa b b a b = + +  − + () 
and hence: 
2 2
1 / 2a ab a b b = −  + −  () 
2 2
2 / 2a ab a b b =  + +   () 
The dampers generate forces along the damper axis which 
are proportional to 1  and 2 . However, only the components 
of these forces which are perpendicular to the beam are going 
to resist the beam deflection and hence alleviate shimmy. 
Therefore, we need to isolate the components of 1  and 2
which are perpendicular to the beam. These are designated as 
1 and 2 . To find them we can write:
( )221 1 )( /a ab a b = − −  + −  () 
( )222 2 ( )a ab a b =  +  + +   () 
After taking derivatives and simplifying: 
( ) ( )( )
2
1 1 1 3/2 2 22 2
a a
a a
b a
a b a b
−  
 = − + 
+ −  + − 
() 
( ) ( )( )
2
2 2 2 3/2 2 22 2
a a
a a
b a
a b a b
+  
 =  + 
+ +  + + 
 () 
Assuming a viscous damper with the coefficient of dC on 
each side, the total damping force can the expressed as: 
( )1 2dQ C=  +   () 
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The L  and b  dimensions are dictated by the geometry and 
strength of the torque links and existing gear design. However, 
a  needs to be decided by the damper designer in a way to 
ensure maximum efficiency during the ground operations. 
Smaller a  means the damping devices will be more 
perpendicular to the beam, but they will experience a smaller 
beam deflection. The opposite holds for a bigger a . Therefore, 
the optimal value of this parameter need to be determined for 
the range of inputs generated from the operation of the landing 
gear, which is the focus of the current study. 
It is important to note that the beam deflection is affected 
by the damper force as well, as depicted in Fig. 4. Hence, the 
relationship between   and a  (and their rates) is a function of 
both P  and Q  forces, where P  is the force applied by the 
lower torque link. Through governing relationships of a beam 
with modulus of E  and area moment I  and assuming small 
deflections we can write: 
( )
3 2
3
3 6
PL Qa
EI L a = − − () 
( )
2 3
3
6 3a
Pa Qa
EI L a = − −  () 
Defining 1 /aR =   and 2 /R Q P= we will have:
( )
( )
2 3
2
1 3 2
2
3 2
2 3
a L a a R
R
L a L a R
− −
=
− −
 () 
Hence, the relationship between the beam deflection at the 
torque link apex and damper attachment location can be 
expressed through 1a R =  . For simplicity of the analysis, it is 
assumed here that the deflection rates are also related through 
the same ratio, i.e. 1a R =  , which is to assume that 2R does 
not vary significantly with time. Introducing 1R and 2R
parameters allows us to optimize the performance while 
considering the effect of the damping force on the beam 
deflection, and without the need to directly estimate P , which 
is dictated by the NLG dynamics. 
Figure 4.  The forces applied to the beam 
III. PERFORMANCE ANALYSIS
The analysis is commenced by looking at the simpler case 
when the influence of damping force on the beam deflection is 
neglected, i.e. 2 0R = . Later, we quantify the effect of this
simplifying assumption. The geometry features of 0.4mL =  
and 0.25b L=  are assumed as our demonstration case and will 
be used throughout the paper unless otherwise stated. The net 
damping force is depicted as a function of /a L  in Fig. 5 with 
the optimal location (corresponding to the maximum damping 
force) marked as a star on each curve. For all cases that follow, 
unit damper coefficient and apex displacement rate ( 1dC = , 
1 = ) are used since the net damping force is a linear function 
of these parameters. From Fig. 5 one observes that the optimal 
damper location is a function of  . However, for the practical 
range of 0 0.05m   the optimal /a L only changes from 
0.63 to 0.58. Therefore, one may choose / 0.6a L  for this
case as a value which provides near-optimal performance for 
the intended range of operation.
Next, the effect of b  parameter is demonstrated for a fixed 
apex deflection of 0.01m = . Again, 2 0R = and damping
force is shown in Fig. 6. Typically, b  is not a design variable 
since it is dictated by the design of the gear to which the 
shimmy damper will be retrofitted. Nevertheless, it is beneficial 
to understand that a bigger b  leads to a bigger optimal /a L  
and a larger damping force as shown in Fig. 6. 
Figure 5.  Damping force versus damper location for 
2
0R = and various   
Figure 6.  Damping force versus damper location for 
2
0R = and various b
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A. Effect of 2 0R =  Assumption
To account for the effect of damping force on the beam
deflection we need to understand the influence of 2R
parameter on the predicted response. In practice, this value is 
non-zero due to presence of the damping force Q . In fact, we 
are dealing with a loop here: the calculation of damping force 
needs the accurate beam deformation and the beam 
deformation can be obtained by knowing the damping force. 
Hence, one may go through an iterative scheme to get the 
solution. Instead, here we calculate the solution for different 
values of 2R parameter which indicates how sensitive to the
damping force the exact solution is. 
In Fig. 7, the damping force and optimal damper location 
are depicted for various values of 2R for both small 
( 0.01m = ) and large ( 0.1m = ) apex displacement values. 
As expected, it is observed that a non-zero 2R alters the 
estimated damping force curve and the optimal damper 
location. Hence, the optimal damper location is underpredicted 
when assuming 2 0R = . However, for small values of 2R the
difference is negligible, and one can proceed with the 2 0R =
assumption for initial concept design studies. Furthermore, the 
influence of 2R on the optimal damper location decreases as 
grows. This is key since performance at larger   values should 
drive the design as it corresponds to severe shimmy situations. 
Figure 7.  Damping force versus damper location for various 
2
R . Top: 
0.01m = , bottom: 0.1m =
IV. OPTIMIZATION
Using the analyses presented so far, we can arrive at a more 
complete picture of the optimal damper location for a given 
geometry and range of operation. Here the torque link 
dimensions are given as 0.4mL =  and 0.25b L= . The torque 
link apex displacement   is assumed to be in the 0 0.1m    
range. Fig. 8-top shows the optimal location versus   for 
different values of 2R . Assuming 2 0R = results in a smaller
opt /a L but the error can be acceptable considering the curves 
are converging as   grows. For instance, in the case of a given 
shimmy-prone landing gear with maximum apex displacement 
of 0.04m =  one can choose opt / 0.6a L =  (assuming 2 0R = ) 
according to Fig. 8-top to ensure the damper performance is 
optimal for the maximum   and near optimal (since the lines 
are not steep) for smaller values. Similar curves are plotted for 
different b  values in Fig. 8-bottom. The predicted trend is that 
the /opta L is a function of  but may be fixed at the value 
corresponding to the maximum   in the operation range to 
ensure effective shimmy suppression. This embodies a worst-
case scenario design strategy where the performance of the 
system is optimal for the severe shimmy case and near optimal 
for other cases. Although this decision is adequate for the 
initial concept design, one needs to perform more thorough 
analysis involving real inputs from the NLG to ensure shimmy 
is suppressed effectively.  
Figure 8.  Optimal damper location versus   for various 
2
R values (top) and 
various b  values (bottom) 
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V. CONCLUSIONS
A novel shimmy damper concept is featured in the current 
work and initial optimization studies are presented to ensure 
maximum efficiency of the damper for the most critical 
shimmy scenario. This damper is superior to the Boeing one in 
that it does not add freeplay and is easily retrofitted to existing 
gears. It also addresses the unsymmetrical response issue of the 
UTAS damper. The evidence of symmetric response of the 
damper based on dynamic simulation of the NLG equipped 
with the damper remains to be obtained, although the 
symmetric design of the device promises such performance. 
The detail design of the beam and damping devices, as well as 
multi-disciplinary optimization studies require a 
computational dynamic model of the NLG such as [9] and 
[10]. The exact damping force can be estimated by adding the 
present damper model to the landing gear dynamic model 
which can provide the inputs in real-time. The damping force 
should also be fed back to the NLG system and the 
performance of the damper needs to be evaluated in ground 
operation simulations such as a landing scenario. Furthermore, 
more advanced combinations of springs, dampers, and inerters 
will be considered as damping devices to arrive at a more 
efficient and compact design. These ideas are under 
investigation by the authors and comprise the next steps of the 
present work. 
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Abstract— This paper covers a simple method of calibration 
for gas thrusters for the application of simulated space flight. 
Gas thrusters are a common means of controlling spacecraft, 
and proper calibration of such thrusters is essential to ensure 
accurate and stable control of the spacecraft. Satellite 
simulators attempt to replicate the behaviours of satellites in 
flight using a 3 degree of freedom air bearing table, which 
allows for frictionless flight, and gas thrusters to emulate the 
flight dynamics. 
Keywords-gas; thruster; calibration; force; spacecraft; satellite; 
simulator 
I. INTRODUCTION
In the following we will cover the process of calibrating gas 
thrusters which are used to control satellite simulators on an air 
bearing table. The purpose of this is not to precisely determine 
the output force of the thrusters, but rather to ensure that each 
thruster outputs the same force. These satellite simulators 
utilize gas thrusters as their primary means of positional and 
attitude control. As the thrusters are only able to be toggled on 
or off during operations, with no adjustments to the amount of 
output force, the specific output of each thruster must be 
calibrated to be equal to allow for reliable control under 
continuous thrust output.  
The simulator is a cube with 8 thrusters, each aligned to the 
horizontal plane, with two thrusters on each vertical face 
pointing outwards. In this configuration, motion in a straight 
line relative to a face is controlled by the two thrusters which 
are positioned in the opposite direction, and rotational 
maneuvers possible by firing alternating thrusters on each face. 
The thrusters utilize simple compressed air as propellant. The 
onboard air tank is charged to 20 Megapascals, this pressure is 
then reduced through two regulator valves to 0.4 Megapascals 
which is sent to the thrusters. If the two thrusters do not output 
the same force, then there will be a torque exerted on the 
simulator which causes it to turn. 
II. INSTRUMENTATION
To calibrate the thrusters, a means of detecting the output 
force is required. For this we utilized a digital force sensor with 
a magnetic mounting plate to attach the thruster and connected 
it via USB to a PC to record the measurements. The force 
sensor used here can resolve forces to an accuracy of 0.001 
Newtons. 
The thrusters themselves consist of a housing, which 
contains the actuator to toggle the output, and has a set of 
power cables running into the base, a set screw which allows 
the output to be adjusted, and an output nozzle. The set screw 
has an air inlet coupled with its connection to the housing.  
The sensor is placed on a level surface, here using the air 
bearing platform which is precisely leveled. The sensor is 
oriented vertically, with the magnetic mount at the top, the 
thruster is then attached with the nozzle output oriented to 
either push or pull against the force sensor. Either orientation 
of the output will provide the same magnitude measurements, 
with reversed sign of the value. As the thrusters require the 
power and air lines to be connected to operate, additional 
lengths of both are added to remove tensional forces. The air 
line is then charged to the operating pressure as the line may 
move while it pressurizes. This configuration on the level 
surface allows us to easily consider the force due to gravity 
acting on the thruster and the connected lines and assume the 
only change in force measured is due to the thruster output. The 
sensor is then zeroed in this position. 
III. MEASUREMENTS
The sample rate for the sensor was set to 200 samples per 
second for a 10 second duration. Force measurements were 
taken for a 1-3 second duration with the thruster off, and it is 
then switched on for the remainder of the test. Fig. 1 shows a 
single set of data. There is a large spike in the measured force  
when the thruster is switched from off to on, this is due to 
the actuation of the control valve in the thruster. This region of 
data is not included in the force determinations as it does not 
Figure 1. Force Output Data 
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represent the steady state output of the thruster. 
The data is then averaged for both the off and on positions 
of the thruster, the averaging process reduces the contributions 
of noise and vibrations in the system due to the air flow 
generated by the thruster, thereby providing a more accurate 
representation of the steady state characteristics of the system. 
The average value for the off state of the thruster, representing 
the zeroing error and noise of the system, is then subtracted 
from the average value of the on state of the thruster. This final 
value represents the steady state output force of the thruster.  
To calibrate each thruster to the same force, the 
performance envelope for each thruster nozzle first needs to be 
determined. Each nozzle is hand made and therefore has unique 
performance characteristics. The output force is measured with 
the setscrew at maximum and minimum in turn, which gives 
the range of pressures which are attainable with that thruster.  
Following the determination of the performance envelopes 
and selection of thrusters to calibrate, an overlapping force is 
selected for each to be calibrated to, here being 0.065 Newtons. 
To reach this output each thruster is again mounted on the force 
sensor, the setscrew is adjusted slightly, and another set of 
measurements is taken. This process is repeated until the 
desired output force is reached, the setscrew is then locked in 
place with a nut. Table 1 shows the resulting calibration 
measurements. 
TABLE I. FORCE CALIBRATION RESULTS 
IV. VERIFICATION
The final calibration of the thrusters is then able to be 
verified through a flight test of the satellite simulator system. 
The simulator is tasked to travel in a straight line and then stop. 
This requires 2 thrusters to be fired to begin moving, and then 
fire the 2 alternate thrusters on the same faces to bring the 
simulator to a stop. With the thrusters properly calibrated the 
simulator can perform this maneuver with no rotation 
occurring. 
V. CONCLUSION
Gas thrusters are a common means of spacecraft control. 
Using this method of thruster calibration, the satellite 
simulator system can reliably demonstrate the dynamics of 
space flight, with stable control using gas thrusters. This 
method of thruster calibration proves to be simple and reliable 
for this application.   
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1 0.065 0 0.065 
2 0.074 0.009 0.065 
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7 0.065 0 0.065 
8 0.067 0.002 0.065 
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Abstract— Polymer nanocomposites have opened a new path 
for multifunctional materials. In particular, carbon nanotubes 
have the potential to be used in various applications. This 
study focused on the evaluation of thermal conductivity of 
epoxy/carbon nanotube composites using analytical modeling. 
The influence of the filler content, the geometry, the size, and 
the aspect ratio on thermal conductivity of the composite were 
discussed within the context of the studied models. 
Keywords - polymer nanocomposites; multi-walled carbon 
nanotubes; thermal condcutivity; analytical modelling 
I.  INTRODUCTION 
Polymer-based composites (PC) have received significant 
attention due to their promising potential in various 
applications. They are rapidly replacing traditional inorganic 
materials such as metals, and natural materials such as wood 
due to their superior physical and mechanical properties [1]. 
One of the promising applications involves the use of PC 
materials (e.g. thermoset or thermoplastic matrices with glass 
or carbon fiber reinforcement) in different structural 
applications such as aircrafts, ships and automobiles [2]. 
However, PC are usually flammable and have comparatively 
low resistance to fire. As such, a critical safety issue may arise 
when PC get exposed to fire resulting in failure and collapse of 
a structure, and hence causing injuries or even fatalities. 
Therefore, a research thrust has been immerging to improve the 
flammability properties of PC using nanofillers such as carbon 
nanotubes (CNT). Nanofillers with suitable morphology, 
distribution and dispersion act in the condensed phase akin to 
char forming flame retardants, that is, they create a thermal 
insulation and mass transport barrier for the underlying 
polymer, hence mitigating the creation and escape of gaseous 
fuel for combustion. In addition, nanofillers may greatly 
increase the viscosity of the polymer decomposition phase, thus 
inhibiting flow and drip-off , reducing the decomposition area 
available for combustion. Kashiwagi et al. [3] used multi-
walled carbon nanotubes (MWCNT) as a fire retardant additive 
in polypropylene. They found that MWCNT significantly 
enhance the thermal stability of polypropylene in nitrogen 
atmosphere at high temperatures by greatly reducing the heat 
release rate of the polypropylene. However, in a different 
study, it was reported that an increase in MWCNT 
concentration resulted in an increase in a peak heat release rate 
due to an increase in thermal conductivity of the 
nanocomposites [4]. While polymers have low thermal 
conductivity ranging approximately from 0.2 W.m-1.K-1 for 
amorphous polymers to 0.5 W.m-1.K-1 for highly crystalline 
polymers, CNT possess a thermal conductivity that is four 
order of magnitude higher (2000-6000 W.m-1.K-1) [5]. 
Reducing the thermal insulation properties inherent to 
polymers may thus lead to reduced ignition times [4]. It is 
therefore necessary to gain a thorough understanding of the 
thermal response of nanocomposites, such as heat release rate, 
time of ignition and heat conduction, to evaluate their 
flammability and thus safety [2]. One of the main thermal-
physical properties that controls the thermal response is thermal 
conductivity.  
Many studies reported that the incorporation of CNT into a 
polymer matrix can lead to a certain enhancement of thermal 
conductivity of the CNT/polymer nanocomposites. Thermal 
conductivity is a phonon based mechanism influenced by many 
factors such as the thermal conductivity of each constituent, the 
shape, volume fraction, and the dispersion of nanofillers into 
the polymer matrix, as well as the interfacial thermal resistance 
between the filler and the polymer [6]. Manipulating one or 
more of these factors to observe the effect on the composite 
thermal conductivity might require a multitude of experiments. 
It is therefore imperative to find methods for estimating the 
thermal conductivity of the CNT/polymer nanocomposites and 
hence limit the number of experiments. Among these methods, 
analytical models supply closed-form expressions for the 
composite thermal conductivity. However, numerous analytical 
models have been proposed since the 19th century, and 
selecting the right model is not always straightforward.   
The present paper reports on the modelling the thermal 
conductivity of epoxy composites filled with low content of 
MWCNT. Analytical models available in the technical 
literature were employed for this purpose, and their associated 
results were contrasted to experimental data from published 
studies. The aim of this work is explore the effectiveness of 
selected thermal conductivity prediction models and provide a 
perspective on the aforementioned factors and their 
significance when estimating the thermal conductivity of 
epoxy/MWCNT composites. 
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II. REVIEW OF LITERARTURE MODELS
A variety of analytical models have been developed to 
predict the effective thermal conductivity of a composite 
material. They range from simple expressions (e.g. rule of 
mixture models) to rather complex expressions, depending on 
the factors taken into consideration. In this section, the most 
expedient models, based on the authors’ point of view, are 
discussed. The following notations are used: 𝐾c, 𝐾m, 𝐾f are
correspondingly the thermal conductivities (through-thickness 
direction) of the composite, polymer matrix and filler; and 𝑉f
is the filler volume fraction. 
A. Maxwell model [7]: 
The Maxwell expression is one of the early models 
proposed to predict the thermal conductivity of a composite 
material. The model was developed in 1904 and it describes a 
system of dilute spherical particles embedded in a continuous 
matrix. The model neglects the thermal interactions between 
the filler particles and only accounts for the thermal 
conductivity of the constituents and the volume fraction of the 
dispersed spherical fillers as follows: 
𝐾c = 𝐾m (1 −
3𝑉f
𝐾f−2𝐾m
𝐾f−𝐾m
− 𝑉f
) (1) 
B. Hamilton and Crosser model [8]: 
Hamilton and Crosser improved the Maxwell expression by 
taking into account the effect of the geometry of the filler. They 
showed that for non-spherical fillers, there is a drastic increase 
in thermal conductivity of the composite provided that the 
discrepancy in thermal conductivity of the continuous phase 
and the dispersed phase is an order of 100 or more. Thus, they 
introduced an empirical shape factor, n, that accounts for such 
effect as follows: 
𝐾c = 𝐾m [
𝐾f + (𝑛 − 1)𝐾m − (𝑛 − 1)𝑉f(𝐾m − 𝐾f)
𝐾f + (𝑛 − 1)𝐾m + 𝑉f(𝐾m − 𝐾f)
] (2) 
The shape factor, 𝑛, can be calculated using the following: 
𝑛 =
3
𝛾
(3) 
where γ is the sphericity and it is defined as the ratio of the 
surface area of a sphere (with the same volume as the given 
particle) to the surface area of the particle. 
C. Lewis-Nielsen model [9]: 
Even though the Lewis-Nielsen model does not consider 
the Kapitza or interface thermal resistance (ITR) between a 
filler particle and its surrounding polymer matrix, it was found 
to yield results that are in good agreement with measurements 
[9]. The model accounts for a wide range of filler and 
nanocomposite morphologies and can be described as follows: 
𝐾c =
1 + (
𝐾f 𝐾m⁄ −1
𝐾f 𝐾m⁄ +𝐴
) 𝐴𝑉f
1 − (
𝐾f 𝐾m⁄ −1
𝐾f 𝐾m⁄ +𝐴
) 𝛽𝑉f
(4) 
where A is the shape coefficient of the filler particles and it 
depends on the particle’s aspect ratio; 𝛽 accounts for the type 
of packing of the particles and can be calculated by Eq.(5). 
𝛽 = 1 + (
1−𝑉m
𝑉m
2 ) 𝑉f (5) 
where 𝑉𝑚 is the maximum packing fraction of the filler.
D. Model by Deng et al. [10]: 
Deng et al. developed a specific analytical model for 
predicting the thermal conductivity of CNT composites with 
low CNT loading. The model takes into consideration the 
effects of the thermal conductivity anisotropy, aspect ratio, 
non-straightness, interfacial thermal resistance, interaction, and 
either a random or aligned CNT distribution. The model can be 
written in the following form: 
𝐾c = 𝐾m [(
1
3
𝜃
𝐾m
𝜃𝐾33
cs + 𝐻(𝜃𝑝)
) 𝑉f + 1] (6) 
where 
𝐾33
cs =
𝐾33
c
(1 +
2𝑅k𝐾33
c
𝐿
)
(7) 
𝐻(𝜃𝑝) =
1
(𝜃𝑝)2 − 1
[
𝜃𝑝
√(𝜃𝑝)2 − 1
𝑙𝑛 (𝜃𝑝
+ √(𝜃𝑝)2 − 1) − 1] 
(8) 
where is 𝜃 is the straightness ratio and is given by 𝜃 = 𝐿ce 𝐿⁄ ;
𝐿ce is the equivalent average straight length of carbon
nanotubes; 𝐿 is the average twisted length of carbon 
nanotubes; 𝑝 is the aspect ratio and is given by 𝑝 = 𝐿 𝑑⁄  
where 𝑑 is the average carbon nanotube diameter; 𝐾33
cs is the
equivalent longitudinal thermal conductivity; 𝐾33
c  is the axial
thermal conductivity of the CNTs; 𝑅k is the ITR.
III. VALIDATION AND VERFICATION OF MODELS
For the present study, experimentally determined thermal 
conductivity data for epoxy/MWCNT nanocomposites as a 
function of the filler volume fraction were obtained from the 
technical literature. The literature data collected for 
epoxy/MWCNT nanocomposites varied in their properties due 
to differences in the constituent materials used in composite 
fabrication and possibly also due to the measurement methods, 
the thermal conductivities of the composite were normalized 
with their respective thermal conductivity of neat epoxy. 
Table 1 lists the different epoxy/MWCNT nanocomposite 
systems that were adopted for this study.  
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TABLE 1. SUMMARY OF EPOXY/MWCNT NANOCOMPOSITES TAKEN FROM TECHNICAL LITERATURE AND USED IN THIS STUDY. 
Reference 
MWCNTs properties Epoxy properties 
Measurement 
device for 𝑲𝐜
Range of 𝑽𝐟
(%) Density 
(g/cm3) 
𝐾f
(W.m-1.K-1) 
Length 
(µm) 
Diameter 
(nm) 
𝐾m
(W.m-1.K-1) 
Density 
(g/cm3) 
[11] 2.09 3000 0.1–10 10 0.22 1.24 Hot Disk TPS 2500 0.01–0.59 
[12] 2.09 3000 5 10–15 0.29 1.15 TCi Mathis Analyzer 0.55–0.17 
[13] - - 10–50 20 0.12 - ASTM-E12 25-87 0.30–0.89 
[14] - - 20–30 10–20 0.24 - Hot Disk TPS 2500 0.20–1.20 
[15] - - - - 0.24 - Hot Disk AB 0.06–0.17 
IV. RESULTS AND DISCUSSION
Figure 1 depicts the normalized experimental thermal 
conductivity data for epoxy/MWCNT nanocomposites that 
were taken from the technical literature and used in the present 
study. The data is shown as a function of filler volume fraction. 
Notably, data from [11], [13] and [15], and the initial data point 
from [14] appear to collapse approximately onto a single 
straight line. 
Figure 1. Normalized thermal conductivity of epoxy/MWCNT 
nanocomposites taken from technical literature. 
An attempt was made to predict the experimental thermal 
conductivity data of nanocomposites shown in Fig.1. The 
models proposed by Maxwell [7], Hamilton and Crosser [8], 
Lewis-Nielsen [9] and Deng et al. [10] were employed for the 
predictions. Table 2 summarizes the parameter values that were 
used in this context. Figure 2 depicts the predicted values in 
terms of normalized thermal conductivity for the above models. 
Note that due to a lack of information on the filler morphology 
a filler straightness ratio  of 0.7 was specified for the analysis, 
which assumes a MWCNT with moderate curvature. 
Figure 2 indicates that the Hamilton and Crosser model 
overestimates the experimental data. This behavior can be 
explained by analyzing the empirical shape factor function, 
Eq.(3), which was derived for geometries that deviate from 
sphericity (𝛾) by as low as 0.5. In this study, the sphericity 
value was calculated to be 0.012, which clearly indicates that  
Eq. (3) was used outside of their study range. However, the 
Hamilton and Crosser model can be modified by determining 
an empirical shape factor expression that accounts for the high 
aspect ratio of CNT. The Deng et al. model predicts thermal 
conductivity values that are higher than the experimental data 
from literature. Nevertheless, the Deng et al. model yielded 
predictions that are closer to experimental data than the 
Hamilton and Crosser model. It should be noted that the model 
by Deng et al. is rather comprehensive in the sense that it 
accounts for various nanocomposite morphology factors, i.e., 
ITR, aspect ratio, size and geometry. 
In contrast, the Maxwell and the Lewis-Nielsen models 
underestimate the literature data. The Maxwell model was 
developed for spherical fillers and ignored the effect of the 
ITR, the filler shape and aspect ratio. According to Nan et al. 
[18], the aspect ratio of CNT has a strong impact on the 
thermal conductivity of a composite. A large aspect ratio of 
CNT will minimize the amount of polymer matrix in between 
fillers, which results in an increased thermal conductivity by 
reducing the ITR as the probability of direct CNT contact 
increases [18]. Therefore, the Maxwell model cannot 
effectively predict fillers with high aspect ratios especially at 
higher volume fractions. 
An attempt was made to adjust the predictive models for 
the two models closest to the experimental data, i.e. Deng et al. 
model and the Lewis-Nielsen model. The Deng et al. model 
prediction was modified by adjusting the filler straightness 
ratio  while keeping other parameters constant. A straightness 
ratio of  = 0.4 was implemented, which is lower than the 
initially assumed value of 0.7. A lower  signifies that the CNT 
dispersed in the polymer matrix are not straight but rather 
curved. In an experimental study, an effort could be made to 
quantify the CNT straightness in nanocomposite samples using 
e.g. transmission electron microscopy. 
TABLE 2. PARAMETERS USED FOR THERMAL CONDUCTIVITY PREDICTIONS. 
Parameter Value  Reference 
Average Km (W.m-1.K-1) 0.22 
Table 1 
Kf (W.m-1.K-1) 3000 
Average length (µm) 17 
Average diameter (nm) 16 
Shape coefficient A 8.38 [9] 
Vm 0.52 [9] 
𝐾c
33 3000 [16] 
Rk (m2.K.W-1) 8.30E-08 [17] 
θ 0.7 Assumption 
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Figure 2. Normalized data for predicted thermal conductivity and 
experimental values as a function of filler volume fraction. 
Similarly, the Lewis-Nielsen model prediction was adapted 
by changing the shape coefficient, A, as it is the most sensitive 
parameter in the model. Setting A = 26 yielded values that 
matched the adjusted prediction based on the Deng et al. 
model. However, for the sake of clarity, A was set to 24 so that 
the reader can distinguish between the two models shown in 
Fig.3. For the considered filler volume fraction, these findings 
indicate that the filler geometry and aspect ratio play a critical 
role for the accurate prediction of thermal conductivity of 
polymer nanocomposites as demonstrated by adjusting 
respective parameters for both the Deng et al. and Lewis-
Nielsen models. 
Figure 3. Normalized thermal conductivity predictions from the Lewis-
Nielsen and Deng et al. models with adjusted filler morphology 
parameters, compared to experimental data. 
V. CONCLUSIONS AND RECOMMENDATIONS 
In the present study, models for the prediction of the 
thermal conductivity of epoxy/MWCNT nanocomposites were 
examined. A set of prevalent analytical models and 
experimental data were selected from the technical literature. 
All models indicated an increase in thermal conductivity with 
increasing filler loading. For the range of filler volume 
fractions studied the following conclusions were derived. 
• The Maxwell model strongly underestimated the thermal
conductivity for epoxy/MWCNT nanocomposites. This
model was developed for spherical fillers and is therefore
limited in its ability to predict the thermal conductivity of
high aspect ratio fillers.
• The Hamilton and Crosser model strongly overestimated the
thermal conductivity of epoxy/MWCNT nanocomposites,
which is due to a shape factor function that is incompatible
with high aspect ratio CNT fillers.
• The Lewis-Nielsen model and the Deng et al. model yielded
the most favorable predictions. Results from models could
further be improved by adjusting the shape factor and filler
straightness ratio, respectively.
• In general, it was observed that the parameters related to the
filler morphology (e.g. aspect ratio, curvature) have a strong
influence on thermal conductivity predictions. Predictions
are less sensitive to the physical properties of the
constituents such as their individual thermal conductivities.
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Abstract— In this research, a fiber Bragg grating (FBG) 
sensor is employed for monitoring thermal and mechanical 
strain induced by severe plastic deformation during high 
thermal and mechanical strain rate of cold spray technique. 
The FBG sensors are embedded in magnesium alloy substrates 
and the strain evolutions of the substrates are recorded during 
the cold gas spray coating process. In these experiments, the 
localized transient thermo-mechanical strain induced in the 
close vicinity of the substrate surface is monitored. Qualitative 
analysis of the complicated spectra shapes obtained during 
coating and cooling processes demonstrates the repeatability 
and sensitivity of the sensors in this condition. In addition, the 
obtained result from FBG sensors reveals the existence of 
compressive strain in the substrate near the interface during 
peening; however, it is released after a few second because of 
the high impact temperature of cold spray coating.  
Keywords- FBG Sensor; Cold Gas Spray; Magnesium alloy 
I. INTRODUCTION 
The FBG sensors have been employed for sensing the 
different stimulus such as strain, temperature, pressure, and 
vibration, because of the unique advantages (small size, 
immunity to external interferences, ability to operate in harsh 
environmental conditions, etc.) over other commercial sensors. 
The optical measurement is safe and superior over electrical 
one for wide range of applications in harsh environments such 
as lightening, high electromagnetic fields and in temperature 
ranging from cryogenic environments to high temperatures of 
up to 1000C [1-3]. FBG is typically constructed by writing 
periodic index modulation in the core of an optical fiber, which 
may later be coated with acrylate, polyimide, or organic 
modulated ceramic for specific application [4]. The grating 
works as an invisible reflector that reflects only certain 
wavelengths of light [5]. Deformation of a grating device in 
presence of external stimulus is represented by wavelength 
shifts, which can be recorded by an interrogator. If the 
deformation across the grating part is not uniform (e.g. 
localized loading), the reflected wavelength shape appears to 
be asymmetric. Such asymmetric behavior of FBG spectrum 
can be analyzed to quantify the thermal/mechanical strains. 
With the recent advancement in optical data acquisition 
systems, FBG sensors are able to record data (the wavelength 
changes) with high frequency. Hence, the FBG sensors are 
ideal candidates for the measurement of localized high 
temperature and high strain rate; a new application for FBG 
sensor that needs to be addressed. 
Cold gas spray is a method of coating in which, high 
velocity particles impact a surface and create a layer of solid-
state coating [6, 7]. Adiabatic shear deformation of the particles 
upon impact generates the localized heat and shear deformation 
at the contact area of the powder and substrate, which leads to 
mechanical and\or metallurgical bonding. Based on the cold 
spray mechanism, thermal softening and work hardening are in 
competition; since 90% of impact kinetic energy is dissipated 
as a heat in less than 100 ns, thermal softening may occur 
rather than work hardening [8]. Although the cold spray should 
be a low temperature coating method, the generated heat during 
impact process may cause to relive the beneficial residual stress 
due to peening process and microstructural changes, which 
needs to be considered. However, it may depend on coating 
and substrate material characteristics. This is a special localized 
high temperature and fast deformation phenomenon that can be 
observed in situ by using a FBG sensor. 
In this study, we investigate the capability of FBG sensor 
for revealing the localized residual stress development in 
magnesium during the cold spray coating process. A FBG with 
grating length of 4 mm was embedded in the magnesium 
sample; however, the phenomena happen over a few hundred 
microns below the substrate surface. Therefore, only a small 
part of the FBG was under stress. The goal of this research is to 
study the dynamic deformation of the substrate as well as 
temperature changes simultaneously. They determine the 
equilibrium situation of the magnesium grains, which may 
cause compressive or tensile residual stress and localized heat 
effects such as stress relief.   
A. Response of FBG sensor to the localized external 
stimulus 
During the experiments, any mechanical and\or thermal 
strain changes can shift the reflected wavelengths of the FBG 
sensors, which can be recorded by an interrogator. In this 
research, Sm125-200 with one optical channel, and the 
wavelength accuracy of 10 pm was employed.  
The relationship between the wavelength shifts, strain, and 
temperature changes is specified according to the following 
equations: 
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where,  is the wavelength shift, 0 is the base wavelength 
at test start, k is the gauge factor,  is the total strain caused by 
force (εm) and temperature (εT), αδ is defined by the change of 
the refractive index with temperature, αsp is the expansion 
coefficient of the sample (1/°K), and ΔT is the temperature 
change (ºK). For measuring temperature, a type K 
thermocouple (300 µm wires) was attached to each sample; 
hence, it would be able to detect the temperature of substrate 
surface during coating process. The FBG was used to record 
the strain developed in the sample. However, if the FBG sensor 
experiences a non-uniform strain over the grating length, the 
response of the sensor will be different. For instance, if only a 
part of the grating experiences the strain while the rest remains 
unresponsive to the phenomenon, the spectral response comes 
only from the sensor length that is exposed to the strain.  In this 
case, the sensor works as two individual in-line FBGs with 
different grating periods. Based on the optomechanical model 
proposed by Alemohammad et al. [9], the spectra of the FBG 
sensor was simulated when distributed strain was applied over 
the grating length of FBG sensor. The optomechanical model 
was employed to illustrate the response of the FBGs to 
localized strain. For instance, it was assumed that an external 
stimulus applied tensile stains of 0.001 and 0.002 over 200 µm 
length of the10 mm grating (Fig 1). Based on the simulation, 
the main wavelength peak of the sensor before applying the 
strain was a single peak with high intensity (black spectrum) 
(Fig 1-b). However, the induced strain created a lopsided peak 
at the right side of the main peak, while the intensity of the 
original peak was decreased. Increasing the strain from 0.001 
to 0.002 led to significant lopsided peak shifts compared to the 
previous case. Therefore, it is predicted that in case of the 
localized strain on a small part of the grating, the main 
spectrum will be spilt to lopsided peaks and the position of the 
peaks is proportional to strain amplitude. 
Fig 1: a) A schematic of grating part of FBG sensor under localized 
tensile loading; b) the spectra obtained from optomechanical model in 
different strain amplitudes 
II. EXPERIMENTAL PROCEDURES
In this study, three AZ31B-H24 Mg alloy samples with 
4mm thickness were used for in-situ strain and temperature 
measurement. Properties of the Mg alloy can be found in [10]. 
The shape of samples is shown in Fig 2-a. For these tests, the 
specimens were finely polished to minimize surface roughness.  
A. Sample preparation 
An initial step in developing a smart Mg alloy structure is 
specimen layout in a way that it would be enabled to 
accommodate the FBG sensors, respecting to the location of 
sensing the strain and temperature in the sample during the cold 
spray tests. Since the maximum strains are induced around 100 
µm below the substrate surface due to peening process, the 
grating needs to be embedded very close to the surface for 
optimum outcome. For this, two different embedding positions 
of the optical sensors were considered so that the propagation 
axis of the fiber makes an angle of 90º or 45º with the substrate 
surface. Three different holes were drilled in the samples. Two 
holes with a diameter of 700 µm was drilled at the angle of 90º 
and 45º relative to the substrate surface for embedding the 
FBGs, while the 1mm hole was drilled in the sample for 
embedding the thermocouple. Fig 2-a shows the positions of 
thermocouple and FBG sensors in the samples. After drilling 
the holes, all the samples were heat treated in order to relieve 
the induced stress during manufacturing and preparation of the 
samples. The heat treatment process was conducted at a 
temperature of under 260°C (500°F) for 15 minutes, followed 
by air-cooling [11]. 
B. Preparation of the FBG sensors
In this work, 10 mm long FBG sensors inscribed in Corning 
SMF-28 optical fiber with initial center wavelengths of 1540 
nm and 1560 nm were utilized (Fig 2-b). To have more precise 
results, the polyimide jacket was removed from the grating part 
of the FBG sensors before embedding inside the magnesium 
alloy sample’s holes.  
Then, the bare FBG sensors were accommodated in such a 
way that the 4mm length of grating was placed inside the holes 
and the rest was out of the sample. High temperature EPO-TEK 
353ND adhesive was used for embedding the sensors and 
thermocouple. To cure the epoxy resin, the samples were 
heated at 150ºC for an hour using an electric furnace. Fig 2-c 
shows the setup of the sample with embedded sensors and 
thermocouple. After embedding the sensors and curing the 
resin, the 6mm extra part of the grating were cut and gently 
polished with 800-grit sandpaper.  
Fig 2: a) AZ31B-H24magnesium alloy sample; b) Corning SMF-
28 FBG sensor; c) Test sample setup of embedding the sensor with 
thermal epoxy 
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Fig 3-a illustrates the reflected spectrum of one of the 
sensors, which demonstrates the initial center wavelength of 
1560 nm before embedding the sensor. After embedding, the 
shape of spectrum was completely rough-and-tumble and the 
peak broadening was also observed (Fig 3-b). Moreover, the 
intensity of the peak was changed after curing process. Fig 3-c 
shows the spectrum changes after cutting and polishing the 
extra part of the sensor. As seen, the spectrum became 
narrower after cutting in comparison to the same sensor after 
embedding.  
Fig 3: FBG spectrum, a) before embedding; b) after embedding 
with thermal epoxy; c) after cutting and polishing the sensor 
C.  Cold spray process
A commercial Cold Spray system (SST Series P) 
manufactured by Centerline was used to deposit spherical 
commercial Al7075 powder (supplied by Centerline) with the 
mean particle size of 23μm (measured by Retsch technology, 
Camsizer XT) on the smart magnesium alloy samples. The 
chemical compositions of Al7075 powders are listed in Table 1. 
Al7075 powders were accelerated through the De Laval 
UltiLife TM Nozzle with reciprocating movement on the 
samples. To create a coating layer of aluminium with 300 µm 
thickness, low porosity and high hardness, the Nitrogen gas 
was used with stagnation pressures of 200 Psi and temperatures 
of 400°C to produce the suitable particles velocity. For more 
clarification, all requirement parameters for conducting the 
relatively high quality of coating by cold spray deposition are 
listed in Table 2. 
Table 1: Chemical compositions of Al7075 coating powders 
Table 2: Cold Spray Coating Parameters [12] 
III. RESULTS AND DISCUSSION
In-situ monitoring of mechanical and thermal strain was 
implemented during the cold spray coating process through 
embedded FBG sensors in Mg alloy substrates. Response of 
FBG sensors to axial deformation (extension or contraction of 
the gratings) due to thermal and/or mechanical stimulus is a 
linear wavelength change; an increase in grating period due to 
elongation of the fiber causes a red shift (higher wavelength) of 
the central wavelength and vice versa [13, 14]. Fig 4 shows a 
set of critical spectrums obtained at different nozzle positions 
during cold spraying for three different embedded samples. It 
should be noted that during the cold spray experiments, only 
the responses of sensors embedded at a 45º directions were 
recorded. In all of the tests as shown in Fig 4-a, the first curves 
reveal the response of the sensors after embedding (before 
running the cold spray tests).When the nozzle approached the 
sensors, peak broadening and spectral red shift were observed 
(Fig 4-b). In this condition, thermal strain due to the carrier gas 
temperature leads to the shifting and broadening of the 
spectrums. The asymmetric spectra of the sensors were 
generated because of the non-uniform strains induced along the 
grating length. The spectra were expanded towards higher 
wavelengths, which emphasized on elastic strains accumulation 
close to the substrate surface. With decreasing the distance 
between nozzle and sensors, more stretching and shifting of 
spectrums expected. However, with placing the nozzle exactly 
above the sensors, in spite of higher predicted temperature due 
to the adiabatic shear instability for particles/substrate bonding, 
the peaks narrowing were observed while the main peaks still 
showed more transition to the right (Fig 4-c). This shape 
change of spectrum uncovers that a significant compressive 
residual stress is developed in the surface and as a 
consequence, a compressive strain is induced by peening and 
severe plastic deformation during the deposition, diminishing 
the effect of thermal expansion. This observation clarified the 
contrast between the peening effect and temperature deviation. 
After passing the nozzle the peaks became broaden and shifted 
even further to the right where the sign of compressive strains 
was no more observable. This indicates that the induced stress 
weakened in the substrate in a few second. Fig 4-e shows the 
shape of the spectrums after the cold spray tests were 
completed and the Mg alloy samples reached to the room 
temperature. The shapes of spectrums became narrow; 
however, the peaks were shifted to the right compare to the 
very initial spectrums (Fig 4-a). For Test #2 before recording 
the spectrum after cold spray at room temperature, the FBG 
failed; hence, the spectrum was not recorded. It should be noted 
that during the experiments the temperature of samples were 
recorded by thermocouples, simultaneously. The results 
obtained from the thermocouples showed that the substrates’ 
temperature was increased up to 330°C [15], while the 
annealing temperature of magnesium alloy AZ31B is about 
260ºC that confirmed the results obtained from FBG sensors, 
which demonstrated the relieving stress. Fig 5 shows the 
magnesium alloy sample embedded with two FBG sensors and 
thermocouple after conducting the cold spray coating tests.  
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Fig 4: The spectrums of FBG sensors for three different tests in five different situations: a) after embedding a sensor; b) during coating at 
10mm distance from the nozzle; c) coating on the sensor; d) at 10 mm after passing the nozzle; e) after coating at RT. 
Fig 5: Smart magnesium alloy tested sample after cold spray 
coating test 
For more clarification, the bandwidths and shifts of 
spectrums at different locations were measured: 1) before 
conducting the cold spray tests; 2) before receiving the nozzle 
to the tip of the sensor location; 3) where the nozzle was on the 
tip of sensors; 4) after passing the nozzle; and, 5) after the cold 
spray tests were completed and the part arrived at room 
temperature. The bar graphs in Fig 6-a depict the changes of 
spectrum bandwidth during the experiments. Usually, the 
bandwidth of the reflection peak is defined by Full-Width-Half-
Maximum (FWHM), which is the width of 50% of the main 
peak. In addition, the averages of the widths for all experiments 
in each situation were added to the bar graphs. Based on the 
measurements, for all experiments when the nozzle was on top 
of the sensor the bandwidths of spectra were decreased, 
significantly, while before and after receiving the nozzle during 
the cold spray the bandwidths were increased due to the raise in 
temperature.  
In addition, the wavelength shifts during the experiments 
and after the cold spray tests at room temperature were 
measured (see Fig 6-b). Based on the observations, the 
wavelengths shifted to the right noticeably, during the 
experiments because of increased temperature; however, subtle 
shifts occurred at different situations during the tests. After 
conducting the cold spray tests, a significant amount of 
wavelengths shifts observed in all samples (yellow bars in Fig 
6-b), which indicates the existence of tensile strains. These 
results highlight the effect of temperature due to carrier gas and 
adiabatic shear deformation on the evolution of tensile strains 
in the coated samples. It is noticeable that the stress relief 
process releases the residual elastic energy of the material 
while in these cases, not only the compressive stresses due to 
peening process were relieved, but also tensile residual strains 
were imposed in the substrates. This can be explained by 
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considering the thermal mismatch strain of the Al7075 coating 
and AZ31B-H24 substrate, which created tensile residual strain 
during the cooling process (after coating).  
Fig 6: a) Wavelength width for different situations in three tests; 
b) Wavelength shifts for different situations in three tests
IV. CONCLUSION
In this research, the capability of FBG sensors for detecting 
the localized thermal and mechanical strain induced in cold 
spray coated magnesium alloy is investigated. Localized 
increase in temperature and distributed deformation in a small 
area below the surface was implemented through the cold spray 
coating process. To this end, the FBG sensors were embedded 
in a magnesium alloy substrates and responses of the sensor 
recorded during the coating process. This observation revealed 
that the FBG sensor is able to tolerate the thermal and 
mechanical impact of the cold spray coating and detect the high 
mechanical and thermal strain rate during the process. In 
addition these experiments demonstrated that a compressive 
residual stress was induced in the substrate during coating, but 
it was relived after a few second, which could be an evidence 
for stress relief of the magnesium alloy substrate due to the 
coating temperature. 
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Abstract—Anisotropic elastic/plastic plate bifurcation is investigated. 
The pre-bifurcation loading consists of biaxial stresses along ξν  
axes parallel to the sides of a simply supported rectangular plate: 
νν ξξσ ασ= , 1 1α− ≤ ≤ . The ξν  axes are at an angle β with
the xy  principal axes of anisotropy. Analytical variational method is 
used together with Hill’s theory of anisotropic strain-hardening 
plasticity. Bifurcation stresses are determined for the anisotropic, and 
the classical isotropic incremental and deformation theories of 
plasticity, for equibiaxial compression ( 1)α = , equal compression 
and tension ( 1)α = − , and uniaxial ( 0)α = cases. The plastic plate 
buckling paradox is examined for each of the cases.   
Keywords-anisotropic plastic bifurcation, isotropic plastic 
bifurcation (incremental, deformation), buckling paradox 
1. INTRODUCTION
The plate plastic buckling paradox originated from the work of 
Handelman and Prager [1]. They found that the bifurcation 
stresses predicted by the isotropic Mises incremental theory, 
the “correct” theory of strain hardening plasticity, were 
absurdly higher than those from the “incorrect” deformation 
theory of plasticity. Experiments generally favour the 
predictions of the deformation theory. Hence, the plastic plate 
buckling paradox: a correct theory yields the wrong results, 
while an incorrect one gives the right results. Onat and 
Drucker [2] explained the paradox by showing that by taking 
“unavoidable” out-of-plane geometric imperfection into 
account in a nonlinear growth analysis of a plate, the 
incremental theory gives maximum loads matching the 
deformation theory bifurcation loads. The growth analysis is 
quite complicated, and can only be done numerically; efforts 
have been made to lower the buckling loads of the incremental 
theory by various means, but without success.  
Here, a bifurcation analysis for plate buckling is performed by 
considering the anisotropic behaviour of the plate material. 
For this purpose Hill’s incremental theory [3] for anisotropic 
strain hardening of sheet metals is used. The x  principal axis 
of anisotropy is taken as the rolling direction; y  is the 
transverse principal axis. These anisotropy axes are assumed 
to remain fixed, uninfluenced by the loading of the plate for 
bifurcation. Plane stress conditions are assumed to prevail. 
The loading is biaxial νν ξξσ ασ= , 1 1α− ≤ ≤ , with ξν
axes parallel to the sides of the rectangular plate, simply 
supported at 0,aξ = and at 0,bν = . The ξν  axes are at an 
angle β  (which may or may not be zero) with respect to the 
xy principal axes of anisotropy. Three cases are considered: 
(1) equibiaxial, (2) equal compression tension, and (3) uniaxial
compression.  The anisotropic bifurcation stresses are
compared with those from the isotropic incremental and
deformation theories of plasticity.
2. ANISOTROPIC CONSTITUTIVE RELATIONS
The stresses along the anisotropy axes are 
2 2
2 2
1
cos sin
sin cos
( )cos sin
( ) cos sin
xx
yy
xy
yx
ξξ νν
ξξ νν
ξξ νν
ξξ νν
σ σ β σ β
σ σ β σ β
σ σ σ β β
σ σ σ β β
= +
= +
= −
= −
   (1) 
The anisotropic yield criterion of Hill [3] is 
2 2 22 ( ) ( ) ( ) 2 2 1ij xx yy xx yy xyf G H F H H Nσ σ σ σ σ σ= + + + − + =   
(2)
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where
2 2 2 2 2 2
1 1 1 1 1 1
, , 2 , 2 .G H F H H N
X Y X Y Z T
+ = + = = + − =
, ,X Y Z and T are the current direct and shear yield stresses. 
For isotropy 3 .Z Y T X= = =
Normality rule gives the plastic strain increments: 
P
ij
ij
f
d dε λ
σ
∂
=
∂
where
P P
ij ijd dW dλ σ ε= = . Explicitly:
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{( ( )},
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2 , 0, 0
P P
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P P
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P P
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P P P P
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d dW N d d
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    (3)  
The elastic increments, assumed isotropic, are 
1
,Eij ij kk ijd d dE E
ν νε σ σ δ+= − 1 2Eii kkd dE
νε σ−=  (4a) 
{ }
1 (1 2 )
E E
ij ij kk ij
E
d d d
νσ ε ε δ
ν ν
= +
+ −
      (4b)    
The total strain increments, elastic plus plastic, are 
1 P
ij ij kk ij
ij
f
d d d dW
E E
ν νε σ σ δ
σ
+ ∂
= − +
∂
    (5) 
Now, as defined by Hill, the equivalent stress and the 
equivalent plastic strain increments are: 
2
0 0 0
2
0 0 0
( )3 2
,
2 ( ) 3
P P
eq eq
F G Hh
d dW
F G H h
σ ε
+ +
= =
+ +
(6)             
where 0 0 0, ,F G H and 0N are related to the initial yield 
stresses in direct and shear stresses, and 
2 2 2
0 0 0 0 0 0( ) ( ) 2 2 1yy xx xx yy xyh F H G H H Nσ σ σ σ σ= + + + − + ≥                           
    (7) 
is the non-dimensional hardening function, assumed common 
for all yield stresses: 
0 0 0 0, , ,X hX Y hY Z hZ T hT= = = = or,
2 2 2 2
0 0 0 0, , , .F h F G h G H h H N h N= = = =               (8) 
Also 
2( ) ( 1)
2
P
eq eqP P
mn mn eq eq
eq
d d
dW d d
d E
ε σ λσ ε σ σ
σ
−
= = = (9) 
where / ,tE E Eλ = and tE are the elastic and tangent moduli
from a uniaxial stress-strain curve of the material. Hence 
2 2
2
0 0 0
(1 ) 3( 1)
8 ( )
ij kk ij
ij
ij
d d dh h
d
E Eh F G H
ν σ ν σ δ λ
ε
σ
+ − − ∂
= +
+ + ∂
         (10)     
where 
2
2
1
2ij ij
f h
hσ σ
∂ ∂
=
∂ ∂
has been substituted. 
For plane stress behaviour 0zzdσ = , one has: 
( ) ( )P Pzz xx yy xx yyd d d d dE
ν
ε σ σ ε ε= − + − + .      (11) 
The above relations can be inverted to express ijdσ  in terms 
of ijdε . The results can be expressed as: 
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  (12) 
The incremental moduli ijC depend on the stresses at 
bifurcation, / tE Eλ = , and the anisotropic parameters
0 0 0 0, , ,F G H N . Referred to the ξν axes: 
[ ]
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where, as defined before, β  is the angle between the ξ axis 
of loading and the x principal axis of anisotropy. Thus
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12 12 12 12
12 12 12 12
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  (15) 
ji ijB B= are too complicated to express explicitly.  
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3. CLASSICAL ISOTROPIC THEORIES
The incremental stress strain relations based upon 
the 2J  (Mises) yield criterion are given by [4]: 
' 'B Cξξ ξξ ννσ ε ε= +  
' 'C Dνν ξξ ννσ ε ε= +                  (16a) 
2 ' , 2 'F Fξν ξν νξ νξσ ε σ ε= =   (16b) 
where 
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The parameters / , / 1t sE E e E Eλ = = − where 
/tE d dσ ε= and /sE σ ε= are the tangent and secant 
moduli at the equivalent stress level 'eqσ which for 
the biaxial state of stress ' ' ,νν ξξσ ασ= is 
2 2
2
2
' 3 ( ' ) ' ' ( ' )
1 '
eq J ξξ ξξ νν νν
ξξ
σ σ σ σ σ
α α σ
= = − +
= − + ×
        (18) 
Above are the current moduli of the 2J deformation 
theory. The current moduli of the 2J incremental 
theory follow by substituting 0e = in the above 
equations. Moduli for the elastic theory are obtained 
by substituting 0e = and 1.λ = Thus, the constitutive 
relations incorporate the two isotropic strain-
hardening plasticity theories, and also the purely 
elastic behaviour. We write: 
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21 22 23 24
32 32 33 34
41 42 43 44
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(19)                          
where ' 'ji ijB B= are the isotropic moduli in (19) in 
lieu of the anisotropic moduli in (15). 
4. STRESS STRAIN CURVE
The material is taken to be 2024S-T3 Aluminum alloy, used in 
aerospace, with a stress strain curve: 
70.002( )
76,500 300
σ σε = +                    (20) 
where σ  is in MPa units [5] and 76,500E =  MPa.  This is
taken as the required relation between eqσ σ= and
.P peq eqdε ε= ∫ Yielding begins around 170 MPa. The
representation is experimentally valid up to 310σ = MPa.
Poisson’s ratio is taken as 0.33.  
For accounting anisotropic plasticity 0 170X =  MPa is
taken. Other yield stresses 0 0 0, ,Y Z T are given appropriate
values in terms of 0X . The angle β  between the loading and
anisotropy axes is taken here to be just 00 and 022.5 . 
4. FORMULATION FOR BIFURCAION
Let ( , )w ξ ν  be the bifurcation transverse z  displacement.
Invoking the Kirchhoff kinematic hypothesis for thin plates, 
the incremental strains (symbol d omitted hereon) due to
bifurcation are 
, , ,zw zw zw zwξξ ξξ νν νν ξν ξν νξ νξε ε ε ε= − = − = − = −   
 (21) 
The stress increments are therefore 
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Plastic bifurcation under increasing load (Shanley’s concept) 
requires ijB to be constants over the thickness. Hence 
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Now, the principle of virtual work requires 
0 0
(
a b
M w M w M w M wξξ ξξ νν νν ξν ξν νξ νξδ δ δ δ+ + + −∫ ∫
1 1 ) 0Pw w Pw w d dξ ξ ν νδ α δ ξ ν− =         (24) 
where virtual work of axial loads 1P  and 2 1P Pα=  per unit 
length has been accounted. Substitution of Mξξ etc. renders
the virtual work equation as 
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4. DEERMINING THE BIFURCATION STRESS
Galerikin procedure is used. The displacement w and its
variation wδ  are taken of the same form, satisfying the
simple support conditions around the edges. The functions 
sin sin ,
sin sin
i i
i
i i
i
m n
w A
a b
m n
w A
a b
πξ πν
πξ πν
δ δ
= Σ
= Σ
      (26) 
are such functions, where ,i im n are the number of half waves
in ,ξ ν directions. The terms are such that i im n+  is equal
to 2,3,4,5,6,7,8 , giving 28  terms, a number assumed to
provide sufficiently accurate values of the bifurcation stresses. 
When substituted in the above virtual work equation and 
integrated, the arbitrary character of iAδ  yields a system of
linear homogeneous equations of a generalized eigenvalue 
problem 
3
1 1 2[ ]{ } [ ]{ } {0}12
t
K A P K A− =       (27) 
For a chosen ξξσ , the problem can be cast as 
2
1 22
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b
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t
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where
2
1 1[ ] [ ]12
b
K K
ξξσ
′ = depends on ςξσ , moduli ijB or 'ijB
and 
a
r
b
= .  Thus, the eigenvalue is
2
2
b
t
. 
Mathematica programs were constructed to obtain the critical 
values of 
t
b
 versus ξξσ  for the present incremental 
anisotropic theory of plasticity of Hill, and for the two 
classical isotropic theories.  
5. EQUIBIAXIAL COMPRESSION CASE
The results are given for rectangular plates with / 5a b = . 
The equibiaxial compressive stresses result in zero shear stress 
everywhere. The graphs below show gradual divergence 
between the incremental and deformation theory. At 
/ 0.0927t b ≈ the critical stress is 310 MPa for the 
incremental theory, whereas for the deformation theory it is 
around 286 MPa which is lower by 7.7%. This is not large 
difference and can be made still smaller by taking the 
transverse shear effects in the incremental theory. For circular 
SS plate [6] this difference is about 1%. This means that for 
this equibiaxial loading the paradox is practically non-existent.  
For a slight anisotropy 0 0X Y= = 170 MPa 0 00.9Z X= the
critical stress is around 290 MPa, somewhat higher than that 
from the deformation theory and lower than the incremental 
theory. No experimental data are available for this loading. 
Fig 1:  Critical Stress ξξσ in Equibiaxial Loading 
6. EQUAL COMPRESSION AND TENSION LOADING
Figure 2 below shows, for / 1a b = square plates, the extreme 
divergence between the bifurcation stresses predicted by the 
isotropic incremental and and deformation theories, 
confirming the plastic plate buckling paradox for this case of 
equal compression and tension loading. The results of the 
incremental theory exhibit increasing stiffness with increasing 
/t b  ratio, while those of the deformation theory show 
markedly softening behaviour. It seems that the result of the 
incremental theory are too high and those of the deformation 
theory too low.  In the absence of any experimental results for 
SS Rectangular Plate (a/b=5)
Equibiaxial Compressive Stress 
versus Thickness/Width
Deformation
(isotropic)
Incremental
(isotropic)
Incrementalanisotropic
0.06 0.07 0.08 0.09 0.10 0.11
Thickness
Width
180
200
220
240
260
280
300
320
CompComp
MPa
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such loading, it is conjectured that the true values are midway 
between the results of the two theories. 
Graphs obtained by choosing 
0 0 0 0 0 0 0170, 1.3 , 1.35 , / 3X Y X Z X T X= = × = × = MPa 
are shown for 0β = and 22.5β =  . These graphs lie 
between the results of the two other theories.  
Fig. 2: Critical Stress ξξσ in Equal Comp-Tension 
The above anisotropic values are not unique. They were 
chosen by trial and error to obtain graphs midway between the 
graphs of the two isotropic theories, keeping in mind that the 
yield stresses should not be very dissimilar. 
7. UNIAXIAL COMPRESSION LOADING
This case, for long plates, is the one most discussed, and has 
many experimental studies generally favoring the results of the 
deformation theory. It was also the case dealt by Handleman 
and Prager [1], and the paradox was discovered.  
Figure 3, drawn for / 5a b = , shows the wide divergence 
between the results of the incremental and the deformation 
theories for the uniaxial loading. The anisotropic graphs are 
for 
0 0 0 0170, 1.6 170, 1 170, 1.35 170X Y Z T= = × = × = × MPa, 
and 0 , 22.5β β= =  .
The graphs for these anisotropic values are quite close to the 
critical stresses predicted by the deformation theory, especially 
for 0β =  .  
This holds true for the entire range of stress in plastic strain-
hardening behaviour. For 22.5β =  a slightly stiffer 
behaviour is predicted than for 0β = .  
Fig. 3: Critical Stress ξξσ in Uniaxial Compression 
8. CONCLUSION
It is clear that the incremental theory, by considering the 
anisotropic plastic behaviour of the plate material, predicts 
bifurcation stresses which are close to the isotropic 
deformation theory results, which in turn are close to the 
available experimental values.  
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Abstract— Shot peening is a process widely used in industry to
improve the fatigue life of materials through induced
compressive residual stresses that retard crack initiation and
growth. In the peening process, there are two stages: 1) loading:
shot penetrating into target; and 2) unloading: shot rebounding
from the target. The strain rates in the loading process are
known to be in 105-106 1/s range, having heavy impact on the
materials’ properties. However, the effect of the loading strain
rates on the rebounding stage is not well studied. This paper
aims to determine the effects of the loading strain rates on the
unloading behavior of a material using FEM method. First, to
better understand the material behavior, this study evaluates the
loading-unloading responses of one element at high strain rates
in different scenarios. Then, it obtains the strain rates during the
loading and unloading for the different elements of a material
being impinged by one shot. The results show that the unloading
behavior of a material depends only on the loading equivalent
plastic strain and the strain rate of the unloading step.
Keywords: Shot peening, high strain rate, loading-unloading 
I. INTRODUCTION
Shot peening is the process of impinging small spherical
shots on the surface of a target material. These impacts create
plastic deformation that leads to the development of
compressive residual stress over the few-hundred micrometers
layer of a material within the vicinity of the shot. As fatigue
cracks are generally initiated from the surface of a material, this
compressive stress delay crack initiation and retards crack
growth, resulting in improved fatigue life of the material. Rate-
independent analytical/numerical methods for calculation of
residual stresses [1], with applications in many different
engineering fields [2]–[4], and for multiple applications of the
process [5] have been established. However, strain rate effects
in shot peening cannot be ignored.
Analytical and finite element (FE) modeling has been
employed to estimate residual stresses and/or model the process
of shot peening. The analytical method was developed based on
quasi-static response of a target material to single  impingement
[6], [7]. It was further developed to consider dynamic effects [8],
[9]. The FE evaluation of residual stress distribution has been
established in 2D [10] and 3D modeling [11], [12].
A major issue in modeling is the incorporation of strain rate
effect. The strain rates in the shot peening process can be as high
as 105-106 1/s [13][11]. Several studies have shown the effect of
strain rates in modeling residual stress distribution [11], [13].
Kim et al. [12] showed that the magnitude of the compressive
residual stress increases when considering strain rate effect.
Meguid et al. [11] showed that strain rate has a significant role
in the modeling of residual stress profiles in the peening of AISI
4340. Attempts have also been made to extend quasi-static based
analytical solutions [7] to strain rate-dependent solutions [13].
However, a comprehensive review of the literature reveals that
there is no study on the effect of loading strain rates on the
unloading behavior of a material and its effect on modeling the
shot peening process. This paper discusses different loading-
unloading scenarios to provide a simple evaluation of material
response at different loading and unloading strain rates. The
impact of one shot is modeled to capture the strain rate history
of the different elements through the depth of a material. Also,
necessary modifications for modeling the residual stress
distribution have been identified.
II. MATERIALS AND METHODS
This paper includes two parts. In part A, the effect of loading
strain rates on the unloading behavior of a material is discussed.
For better understanding of this effect in general, a virtual
material property with an exaggerated strain rate effect has been
considered using a one-element FE model. In part B, the actual
one shot impact on a steel alloy has been modeled to illustrate
the application of findings of the part A in the shot peening
process.
A. Effect of loading strain rate on unloading behavior of
materials, using one-element simulation
To figure out the effect of loading strain rates on the
unloading behavior of a material, this section discusses one-
element simulation of a virtual material with an exaggerated
dependency on strain rates. The one-element modeling is
performed because the loading and unloading conditions can be
simply applied and the response of the material can be obtained.
The virtual flow curves of the material assigned to the single
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element modeling is shown in Figure 1 for strain rates of 0.1 and
5 1/s.
Figure 1. Virtual flow curves of the material used in one-element simulation
The FE analysis is performed using Abaqus software. One
element with symmetric boundary condition at xz plane for its
bottom side has been used. In this case, the strain and stress in
the y-axis are the equivalent strain and stress of the element,
respectively. The element size is 1 x 1 x 1 m. Figure 2 shows the
geometry of one element modeling as well as the boundary, and
loading conditions.
Figure 2. One element modeling geometry
To study the effect of loading and unloading strain rates on
the stress-strain response of the material, a simulation using five
different strain rate scenarios is considered. Table 1 and Figure
3 describes these different scenarios and represents the strain
histories, respectively.
TABLE 1. FIVE LOADING AND UNLOADING SCENARIOS
Scenario Description
0 Quasi-static loading and unloading
1 Load fast and keep the strain constant
2 Load fast and then continue loading slowly
3 High strain rate loading followed by quasistatic unloading
4 High strain rate loading followed byunloading with the same rates as loading
5
High strain rate loading followed by
unloading with high rates different from
loading rate
Figure 3. Strain history for the different scenarios shown in Table 1
B. Application on modeling the shot peening process 
As noted, shot peening is a process whereby loading strain
rates are high and unloading behavior can be affected by these
high loading rates. To determine these effects, this section
discusses the finite element modeling of one shot impingement.
Abaqus/Explicit was used for modeling the shot peening
process. SAE1070 spring steel with dimensions of 76 mm×19
mm×1.29 mm has been used as the peened material. The stress-
strain curve is assumed to be bilinear. Figure 4 presents the
stress-strain curve of the SAE 1070 spring steel [14], known as
Almen strip type A. The Young’s modulus and Poisson’s ratio 
are 200 GPa and 0.31, respectively. The strain rate effect on the
stress-strain curve of this material has been modeled using the
Johnston-Cook model with C=0.0134 and a reference strain rate
of 7500 1/s [13][15].
Figure 4. Stress-strain curve of SAE1070 spring steel
Figure 5 shows the flow curves of the material at different
strain rates [13]. Table 2 shows the shot properties in the
modeling. The shot velocity of 45 m/s has been used in this
modeling. The steel shot is assumed to be elastic. The target
width and height of 5R and 6R are used as suggested in [11],
[16]–[18], respectively, where R is the radius of the shot. Eight-
node linear brick elements with reduced integration (C3D8R)
and a variable element size with minimum size of 5 x 5 x 5 m
at the impact point are employed for the modeling.
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Figure 5. Effect of strain rates on the flow curve of SAE 1070 spring steel [13]
TABLE 2. SHOT PROPERTIES 
Shot
material
E
(GPa)
υ
Density (Kg.m-
3)
D
(mm)
Steel shot 210 0.31 7800 0.4
All degrees of freedom at the bottom side of the target are
fixed, and symmetry conditions are applied at the xz and yz
planes. The damping model of [11] is used to remove
unnecessary oscillations. The penalty contact algorithm with an
isotropic coulomb friction coefficient of 0.2 is used [19][20].
Figure 6 shows the single shot geometry and meshed model.
Figure 6. Single shot geometry and meshing
III. RESULTS AND DISCUSSION
In this section, the results of one-element and one-shot
impingement are discussed.
A. Effect of loading strain rate on unloading behavior of 
materials, using one-element simulation 
The stress-strain response of one-element model in the
loading and unloading with the properties mentioned in Figure 4
are shown in Figure 7. For scenario 0, which is quasi-static
loading and unloading, the material follows the given flow curve
at the lowest strain rate. In scenario 1, in which the material is
loaded fast and then the loading surface is fixed, the material
follows the high strain rate behavior in the loading step, and at
the end of the loading, the stress drops to the equivalent stress in
the quasi-static stress-strain curve. The equivalent stress at each
moment is shown to be a function of equivalent strain and the
strain rate at that moment. Scenario 2, in which the material is
loaded fast and then the application of tensile strain continues at
a low strain rate, reveals that the material follows the stress-
strain curve at the high strain rate, then the stress is dropped to
follow the rest of the quasi-static loading behavior. In scenario
3, in which fast loading and then slow unloading happens, the
loading behavior of the material is the same as the stress-strain
behavior at the high strain rate, but the unloading curve fits the
unloading curve of the quasi-static condition. Thus, if the
unloading is quasi-static, its stress-strain curve, independent
from the loading strain rate, follows the quasi-static unloading
curve (scenario 0). Scenario 4 discusses the situation in which
both the loading and unloading happen at the high strain rate. In
this state, as the strain rates of both the loading and unloading
steps are the same, reverse yield happens at the reverse value of
the maximum loading stress if the material has isotropic
hardening behavior. Finally, scenario 5, in which the loading and
unloading strain rates are high but different, shows that the
unloading behavior is the same as the response of a material
when the unloading strain rate is applied for both loading and
unloading steps.
Figure 7. Stress-strain response of one-element in different loading-
unloading scenarios
B. Application on modeling the shot peening process 
This part examines the loading and unloading strain rates in
the shot peening process, as well as the considerations necessary
in modeling of this process, which requires evaluation of the
loading-unloading and equivalent stress histories. The strain
rates’ histories in one-shot impingement for different elements
through the thickness are shown in Figure 8. This figure shows
that the history of the strain rate is a combination of the different
scenarios discussed in the previous section. It also confirms that
the unloading strain rates are much lower than the loading ones.
The end of the loading step is defined as the moment when the
shot is at its maximum penetration depth through the target; after
that the shot will rebound. First, as shown, the maximum strain
rate happens when a load is applied to an element. After that, the
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strain rates are still high and vanish as the modeling time
increases. The time of the unloading is specified in Figure 8.
Although the strain rates in the unloading steps are much lower
than those in the loading step, their values are still considerable.
Figure 9 shows the variation of equivalent stress for various
elements through the depth of the material during the simulation
time. The equivalent stresses suddenly increase, at high rates
initially, and then continue to increase gradually when the shot
is still pressing the target. At the end of the loading step,
equivalent stresses drop elastically, with lower strain rates than
during the loading step.
Figure 8. Strain rates of different elements through the thickness elements vs
the time of modeling
Figure 10 shows the maximum unloading strain rates of the
different elements through the depth of the material. For this
peening example, the maximum strain rate in the unloading step
occurs for the element that is 50 micrometers below the surface.
Although the level of strain rates is one order of magnitude lower
than those in the loading step, the strain rate values are in the
order of 105 1/s. Unloading strain rates vanish quickly because
when the unloading is ended, the element’s strains will 
stabilized. Thus, the material will follow scenario 3 of the one-
element simulations, in which the unloading curves are fitted to
the unloading stress-strain curve of the quasi-static loading-
unloading.
Figure 9. Equivalent stress histories of different elements through the depth of
the material during the modeling time
Figure 10. Elastic unloading strain rates of different elements through the
depth of the material
CONCLUSION
The effect of loading strain rates on the unloading behavior
of materials has been discussed. The equivalent stress at each
moment has been shown to be a function of the equivalent plastic
strain and the strain rate of that moment. Also, unloading
behavior was found to depend only on the loading equivalent
plastic strain and the strain rate in the unloading step, meaning
the unloading behavior is independent of the loading strain rate.
The fact of considering just the loading strain rates, and scaling
the unloading curves based on the loading rates, can lead to an
error in modeling the residual stress distribution.
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Abstract— An ultrasonic tactile sensor that can measure the 
stiffness of the tissue was developed.  By combining analytical 
and numerical approaches, efficient design methodology was 
presented. The electrical and mechanical performance of 
developed sensor was experimentally validated. 
Ultrasonics; Tactile sensing; Equivalent circuit 
I.  INTRODUCTION 
Pathological changes in the tissues, such as tumors, affect 
the tissue stiffness. It has been reported that malignant tissues 
are several times stiffer than normal ones [1]. In clinical 
diagnosis, palpation is the oldest, but still the most commonly 
used technique by physicians [2, 3] to determine the stiffness of 
target regions. While palpation is simple, it is just a qualitative 
assessment and the results are widely open to user 
interpretation.  To overcome these shortcomings, various 
species of tactile sensors have been developed. By integrating 
different types of the sensing mechanisms onto the tactile 
probe, one can gather haptic responses from the object in 
standard forms and digitize them into quantitative measurement 
with the help of modern signal processing techniques [2, 3]. 
Being a direct imitation of palpation, static-force based 
tactile sensors are the most common types of tactile sensors. A 
typical design of the force-based tactile sensor can be found in 
the work by Sangpradit et al. [4]. They used a robotic 
positioning mechanism to control the sensing position and 
compression depths and measured the static forces with a load 
cell to estimate the stiffness of inclusions inside a softer 
phantom. The sensing mechanism is straight-forward, and the 
raw data is easy to comprehend. However, it can induce severe 
deformations on the surface of the object, which makes the 
method inappropriate for deformation-sensitive operations like 
neurosurgery. Besides, unlike the lab phantom, the real 
geometry of the object is usually irregular and rough, which 
brings tremendous challenges to the precise displacement 
control.  
On the other hand, vibro-tactile sensors utilize resonance 
phenomenon, thus can be applied to force-sensitive surfaces 
without inducing excessive deformations. Since the vibration 
characteristics are very sensitive to the environment in contact 
with the sensor, only minimal level of force to secure the 
contact with the object needs be applied; hence, no excessive 
pressure on the target surfaces is required. One of the examples 
of vibro-tactile sensors is the one developed by O.A. Lindahl et 
al. [5]. The device was intended to measure the stiffness of the 
human skin. The incident vibration signal is provided by the 
resonant circuit and the computer collects the filtered system 
response gathered by the piezoelectric pick-up. Instead of 
controlling the compression depths, the tactile behavior is 
bounded by the static force, which is done mechanically by 
limiting the deformation of the spring. 
Based on the same principle as the Lindahl’s device, our 
vibro-tactile sensor also works at ultrasonic frequency, but with 
an additional horn attached to increase the quality factor of the 
device. The enhanced frequency selectivity of the new design 
gave us a chance to use other parameters, such as quality factor 
and/or the sharpness of the impedance sweep response to assess 
the change in material properties of the target. 
In this paper, the design procedures of our ultrasonic tactile 
sensor are presented, followed by experimental validations of 
mechanical and electrical performance. 
II. SENSOR DESIGN
Fig. 1 shows the assembly of our ultrasonic tactile sensor. 
Figure 1. Full assembly of the ultrasonic tactile sensor 
A commercially available Langevin-type piezoelectric 
transducer was employed as the vibrator. Usually, such 
transducer is not operated independently, but with a 
deliberately designed structure attached to the output end of the 
transducer with a stressed bolt connection. In the meantime, the 
additional attachment includes a design feature at its nodal 
section that permits contact with a peripheral structure without 
affecting the vibration behavior of the system.  
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In tactile sensing application of the ultrasonic transducer, a 
vibration concentrator, a horn with a decreasing radius towards 
the output end, can greatly improve the sensing performance. 
The concentrator not only reduces the contact area of the output 
end (gives an edge in precise measurement), but also increases 
the quality factor Q of the current system. As a result, it 
enhanced the frequency selectivity of the device and made the 
load-induced response changes in frequency domain obvious. 
Therefore, an aluminum horn that resonates longitudinally at 
transducer’s resonance frequency (40 kHz) was fabricated and 
attached to the transducer with a bolt connection. 
Last but not the least, as an interface between the electrical 
driving circuit and electro-mechanical transducer, two sets of 
wires were soldered onto the copper electrodes and were later 
clamped to the terminals of the impedance analyzer with 
clippers. 
A. Ultrasonic Transducer 
The transducer used in this research was a commercially 
available device designed to operate at 40 kHz (Model: HEC-
1340P4BF, Honda Electronics, Japan). Technical drawings are 
available on their website. The typical application for this unit 
is ultrasonic machining where mechanical losses are the major 
concerns. This ensures that this type of piezoelectric transducer 
has a higher quality factor over its comparators. The power is 
not a critical design factor in this project, but the size is. So, the 
most compact model with the smallest power was selected.  
B. Horn Design 
The horn has a combinational shape of a step and a taper as 
shown in Fig. 1. Analytical derivation of precise design 
parameters for the horn is mathematically very challenging [6–
8]. Instead, a hybrid approach was adopted in this study, i.e. 
initial guesses were extracted from a simple analytical model 
and then refine these parameters through iterative processes 
with the aid of FEA models.  
In the initial guess stage, the horn was sketched out as a 
half-wavelength long stepped horn, which is a successive 
combination of two equally long cylinders of different 
diameters. Note that although a stepped horn design can be 
adopted for tactile sensor, it may introduce a large error 
between the model predictions and the actual behaviors 
because the continuum assumption in the pure analytical model 
does not hold well. To smooth the transition shape, a tapered 
feature was introduced to replace the step. To simplify the 
problem and simultaneously reduce the difficulty in machining, 
we have tried to avoid placing the fixture feature, the flange, at 
the tapered part. Next, in order to incorporate the tapered 
feature, we can replace the smaller end of the original design 
with a new cantilever stepped horn and smooth out the step 
with the slope afterwards (Fig. 2). 
These dimensions from the analytical derivations of the 
simple 2D model were found according to the equivalent 
circuit theory based on impedance analogies as shown in Fig. 3 
[9]. The electrical components’ values can be derived as in (1). 
A MATLAB code was developed to solve for them 
numerically. 
Figure 2. Design sketch for the horn: The darker grey part marks the initially 
designed half-wavelength (L1+L2) horn with larger diameter (R1) with the 
flange (R2) for fixation; The lighter grey part is the cantilever design output 
end (R3) with a total length of L3+L4+L5; And, finally the red dotted line 
shows the slope (smoothing transition from R1 to R3 in a length of L4) 
Figure 3. The analogy between the mechanical system and the corresponding 
electrical circuit (the impedance analogy) 
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In the iterative FEA simulation stage, a parametric model 
was constructed with a commercially validated Multiphysics 
package COMSOL to finalize the design with parameter 
sweeps. The lengthwise dimensions were tuned accordingly 
until the resonance frequency of the design converged within 1 
kHz offset from 40 kHz. Fig. 4 shows the final design of the 
horn. 
Figure 4. Final design for the horn 
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III. EXPERIMENTAL VALIDATIONS
A. Experiment Setups 
The first experiment was conducted to examine the 
mechanical behavior of fabricated horn. The test schematics is 
exhibited in Fig. 5. 
Figure 5. Test setup schematics for the design validation 
A temporary holding mechanism was implemented to 
secure the measurement positions for the laser doppler 
vibrometer (Polytec OFV-505) in the experiment. The base was 
a bulky part made of steel, which is not sensitive to the incident 
vibrations generated by our sensor. The holder, made of 
aluminum, was fixed on the threaded pole with a set of nuts so 
that the height of the holder is adjustable. The sensor was fixed 
to the holder at its flange with two bolts. The active elements, 
PZTs in the transducer, were connected to the output LEMO 
connector on the ultrasonic power source (PDUS200, 
Micromechatronics, USA). The vibrometer was also connected 
to the power source via its auxiliary input BNC connector. The 
data were collected with a host computer using the controlling 
program for the power source via the USB connection. The 
actual equipment and layout are shown in Fig. 6. 
Figure 6. Actual equipment and layout of the test: A) The vibrometer head and 
the sensor assembly; B) The signal-collecting laptop and the ultrasonic power 
source; C) The vibrometer controller box 
The AC signal generated by the ultrasonic power source 
was at the level of 20 Vpp, and the sensitivity of the laser 
doppler vibrometer was tuned to 1 um/V. For each 
measurement, a complete cycle sweep was conducted, i.e., it 
swept and recorded from 38 kHz to 42 kHz and then 
backwards. The measurement was taken on both tip end and 
the back of the horn as in Fig. 7. 
Figure 7. The laser measurement positions on the horn 
The second experiment was conducted to investigate the 
electrical behavior of the total assembly. As discussed in the 
introduction, part of the designing purpose of the horn was to 
increase the quality factor of the sensor and thus increase the 
frequency selectivity. Therefore, frequency sweeps were 
conducted with the impedance analyzer (HP4194A) under the 
conditions with and without the horn. 
B. Mechanical Vibration Measurement Results 
The data collected from the experiments are plotted in Fig. 
8(a) and the amplification ratio derived from Fig. 8(a) is 
plotted in Fig. 8(b). 
Figure 8. (a) experimental data; (b) The derived amplification ratio 
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The auxiliary transfer function (ratio between output 
voltage and auxiliary input voltage) was also automatically 
recorded by the embedded function in the ultrasonic power 
source controller program. Combining the calibration 
information from the laser doppler vibrometer controller box, 
we can find the actual transfer function ratio between the 
vibration magnitude (in [m]) and the input AC voltage (in [V]). 
It can be inferred from Fig. 8 that the system has a clear 
mechanical resonance at ~40 kHz (39.98 kHz to be exact). 
Amplification ratio shown in Fig. 8(b) followed the similar 
trend to the transfer function in Fig. 8(a), and the maximum 
amplification ratio was 13.01 at 39.95 kHz. 
C. Electrical Measurement Results 
Fig. 9 shows the impedance and phase angle responses of 
the ultrasonic device with and without the horn attached. 
Figure 9. (a) The impedance response of the device; (b) The phase response of 
the device 
Different ranges of frequency were used for the sweeps 
due to the obvious discrepancies in both responses. Both the 
series resonance frequency (close to the frequency where the 
impedance reaches minimum in Fig. 9(a) and the lower 
frequency where the phase angle is 0 in Fig. 9(b)) and the 
parallel resonance frequency (close to the frequency where the 
impedance reaches maximum in Fig. 9(a) and the higher 
frequency where the phase angle is 0 in Fig. 9(b)) shifted 
lower and became closer to each other (reduced difference 
from 2 kHz to less than 1 kHz) around 40 kHz when the horn 
was attached, which resulted in a steeper change from the 
lowest impedance to the highest impedance in Fig. 9(a) and a 
sharper response in the phase angle in Fig. 9(b). 
D. Comparisons and Discussions 
Table I presents the results from the analytical derivation, 
numerical simulation in COMSOL, and experimental 
measurement. 
TABLE I. DATA COMPARISONS 
Source 
Results 
Resonance Frequency (kHz) Amplification Ratio 
Analytical 40.00 >7.2 
Numerical 40.61 11.4 
Experimental 39.95 13.01 
The experimental results show good agreement with the 
analytical and the numerical results. This clearly indicates that 
the “guess and optimize” approach is a valid way to design the 
current device, and mechanically, the ultrasonic sensor was 
working as expected. 
As for the electrical responses, significant changes can be 
observed in Fig. 9. The responses were much “narrower” when 
the horn was attached to the transducer, which is a strong 
indication of the increase of quality factor Q, as pursued by our 
design. 
In conclusion, the ultrasonic horn design was successfully 
performed through the hybrid approach by taking advantage of 
the modern computing power and the programable software 
package. By integrating the ultrasonic horn into the system, the 
gap between both electrical resonance frequencies was 
significantly reduced, which made the identification of the 
mechanical resonance frequency (located somewhere between 
two electrical resonance frequencies) more accurate and easier. 
The increased Q factor suggests the feasibility of using Q factor 
deductions as a supplementary parameter to determine the 
mechanical property changes in the target objects. 
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Abstract—Three-dimensional digital image correlation
(3D-DIC) is an imaging technique that uses cameras to
measure the surface displacement of a speckled specimen
under test loading from which surface strains can be derived.
This study aims to investigate the effect of the speckle pattern
on the uncertainty in the measurement system. A Monte-Carlo
experimental approach is used by uniformly displacing a
known speckle pattern by a prescribed amount. This allows the
coupled influence of the image collection system, processing
and post-processing to be investigated. To minimize the
uncertainty of a speckle pattern, it was determined that
uniform speckle size of 5-pixel diameter speckles at a density
of one speckle per 20 square-pixels is optimal. The methods
used to measure and analyze the speckle pattern effects on
measurement uncertainty are presented.
Keywords-digital image correlation; measurement uncertainty; 
speckle pattern; strain measurement 
I.  INTRODUCTION
Three-dimensional digital image correlation (3D-DIC) is a
measurement technique that uses two cameras in a stereo
configuration to measure all three surface displacement
components of a specimen [1]. This includes bulk movement of
the specimen as well as local movement generated by load and
deformation of the sample. Each camera captures two images
of a specimen at different stages of the experimental testing.
The stereo pairs are used to locate the position of the surface
and the difference between successive image pairs is used to
calculate the surface displacement.
Some surfaces are intrinsically difficult to track with
cameras as they may be smooth, featureless or reflective. This
is typically addressed by introducing a random speckle pattern
to the surface of the specimen. The approach generates visibly
contrasting surface features within the images to be tracked in a
manner that is minimally invasive to the specimen surface
properties. However, there may be large variations in different
speckle patterns due to the difficulty in controlling the
application of the speckle. This potentially results in different
qualities of data between speckled specimens and even within a
single specimen that has varying speckle quality. The objective
of this investigation is to determine which characteristics of a
speckle pattern most significantly contribute to uncertainty in a
3D-DIC measurement system [2].
II. METHODOLOGY
A. Materials 
The image data are captured using a pair of typical
commercial machine vision cameras (GX-3300, Allied Vision
Prosillica) mounted in a stereo configuration with a ± 40° angle
offset from the viewing region-of-interest (ROI) or target, as
shown in Figure 1. These are high resolution cameras, each
capturing an image 3296 × 2472 pixels with an 8-bit resolution.
The cameras were equipped with 80 mm fixed length
commercial SLR lenses (f#2.8, Arax) with a 5° tilt angle. The
tilt allows rotation and overlapping of the focal planes of both
cameras to the same ROI. An LED white light source
(CN-600SA, Nanguang Photo & Video Systems Co.) was used
for illumination. Using in-house software, cameras were
controlled and images were collected and stored for later post
processing.
Figure 1.  The 3D-DIC measurement system setup for sample testing.
Sponsors: NSERC, CFI.
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The test specimens were speckle patterns that were
generated by a widely used open source software [3] and
printed on paper. The software allowed randomized speckle
patterns of prescribed speckle densities, speckle sizes and
speckle size variations to be generated. Speckle patterns of
varying characteristics were printed on printing paper at 1440
dots per inch (dpi). An example comparing the file images of
two of the different speckle patterns tested is shown in Figure
2. Note that these images are the same physical size.
Figure 2.  Comparison of file images of two different speckle patterns: (a)
larger speckles at low density, and (b) smaller speckles at high density.
The printed speckle specimens were mounted onto a flat
target that was connected to an optomechanical fixture that
included a traversing stage. The movements of the stage were
controlled and measured by a micrometer allowing movement
in only one direction, as shown below in Figure 3. This allowed
for the speckle sample to be displaced perpendicularly towards
and away from the cameras in a general out-of-plane direction.
Figure 3.  Displacement of micrometer-controlled stage.
B. Digital Image Correlation 
Commercial DIC software (DaVis 8.4, LaVision GmbH)
was used to analyze the image data. Camera calibration was
conducted with a 3D calibration plate (Type 11, LaVision
GmbH) that contains a known rectangular dot pattern of known
dot size and dot spacing at two different surface heights. Each
camera captured an image of the calibration plate from their
respective fixed positions. The DIC software used these two
images to spatially locate the cameras, allowing for the
conversion of image data to physical space. The stereo cameras
were located in a coordinate system associated with the
location and orientation of the calibration target. The
calibration target was generally aligned with the coordinate
system of the experiment. Images captured post calibration
were collected in the coordinate system of cameras, then de-
warped and overlapped into the same coordinate system as the
calibration target.
The following procedure was used to measure each speckle
test specimen. First, a reference image was taken at the position
of best focus relative to the cameras. All subsequent
displacements were measured in relation to this image.
Displacements of 1 mm steps were made from this point in the
out-of-plane direction towards the cameras up to 5 mm. This
direction was in the coordinate system of the experiment for
which the misalignment with a coordinate system of the
cameras was corrected.
After the data were collected, 3D-DIC processing was
conducted to extract physical displacements from the image
data. To do this, a sub-region, or window, of the image was
observed and an image cross-correlation algorithm was
conducted between the same window of two different images: a
measured displacement image and the reference image. The
window of the displaced image was then deformed and
compared with the reference image to in an attempt to find a
better correlation between the windows of both images. This
reoccurred until a better match between the windows could not
be found – the final window transformation was the resultant
displacement vector of the window. The process was repeated
using equally sized and equally spaced windows across the
whole image. For all sample displacement images, the result
was a displacement field spanning the entire image. The
displacement field was then analyzed to determine the
uncertainty of the measurement as detailed below.
C. Design of Experiments 
A 23 full factorial experiment based on design of
experiments (DOE) was the approach used to quantify how
individual characteristics of a speckle pattern affect
measurement uncertainty. The responses of this experiment
were the two properties used characterize uncertainty: precision
and accuracy. The precision was defined as the width of the
distribution of measurements in a displacement field, whereas
the accuracy was defined as a measure of the difference
between the expected displacement, defined by the movement
of the micrometer in the experiments, and the average value of
all displacement vectors in a displacement field. Thus, the
highest quality speckle pattern (i.e., the one with the least
uncertainty) was quantifiably the most precise and accurate [4].
The factor combinations for each sample are shown in
Table 1. The three input variables were the speckle density, the
speckle size and variation in the speckle size. The 23
experimental design allowed both main effects and effects of
interactions between two factors to be observed. Each input
was tested at two levels, and the samples were different
combinations of input levels.
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Table 1. Experiment sample factor combinations 
Sample 
no. 
Speckle 
density 
(#/pixel2) 
Speckle 
diameter 
(pixel) 
Speckle size 
variation 
(± pixel) 
1 0.20 10 0
2 0.20 10 3
3 0.20 5 0
4 0.20 5 3
5 0.05 10 0
6 0.05 10 3
7 0.05 5 0
8 0.05 5 3
As the focus of this study was to investigate the effect of
the speckle pattern on the derived displacement, all other
parameters were held constant. These included the camera
components and positions, the optomechanical components
used and the illumination source. The constant parameters of
the speckle specimen were the type of paper used and the print
settings.
III. RESULTS AND DISCUSSION
From the DIC measurements, displacement fields were
generated for each measured sample displacements. Because
there was no material or local deformation occurring due to
loading of the sample, the displacement was expected to be
uniform across the entire region and equal to that physically
determined by the micrometer. However, this was not the case
such as in Figure 4. The measured out-of-plane displacement
field, shown in Figure 4 (a), shows that the displacement
vectors generated by the 3D-DIC processing for a single
speckle pattern were not be identical throughout the entire
field. From all measured displacement vectors in the entire
field, the probability density function (PDF) in Figure 4 (b) was
generated. The difference between the mean and the prescribed
displacement was the accuracy of the measurement. The spread
of the measurement, quantified by the standard deviation, was
the precision. The combination of the two characterize and
quantify the uncertainty of the measurement. This
measurement procedure was used for every displacement of
each speckle sample to compare the uncertainties between
speckle patterns of known varying parameters.
After calculating the precision and accuracy of all
measurements, the DOE 23 full factorial experiment data was
analyzed using commercial software (Minitab 18, Minitab Inc.)
as summarized in Table 2 below. This statistical analysis used a
standard p-value < 0.05 to determine if a main effect or an
interaction effect was significant. The analysis showed that for
accuracy, all factors had a p-value that suggested significance.
However, for precision the most significant factors were
speckle size variation followed by the effect of the interaction
between speckle density and speckle size.
Table 2. Significance of speckle pattern parameters 
Factor 
P-value 
Accuracy Precision 
Speckle density < 0.001 0.395
Speckle diameter 0.007 0.588
Speckle size variation < 0.001 0.023 
Interaction
(density/diameter)
< 0.001 < 0.001 
Interaction
(density/size variation)
< 0.001 0.690
Interaction
(diameter/size variation)
< 0.001 0.454
Figure 4.  Displacement of a speckle sample 1 by 2 mm, showing (a) measured displacement vector field and (b) resultant PDF used to determine accuracy and
precision of measurement and resultant uncertainty.
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From the means plots of the factors significant to the
precision in Figure 5, the most precise speckle pattern had
speckle size uniformity and either larger speckles with higher
density or smaller speckles with lower density. The difference
between either interaction settings was minimal at these levels.
The reason for the reduction of precision from speckle size
variation may be due to larger speckles (or larger empty
spaces) physically dominating the correlation window. As a
result, the smaller speckles have a less significant effect in the
DIC process. This means that the displacement measurement is
more heavily influenced by fewer particles, resulting in an
effectively lower sample size and increasing the standard
deviation of the total measurement.
The interaction between speckle density and speckle
diameter was the most significant factor regarding precision.
Larger speckles at low density may reduce precision similarly
to the speckle size variation effect; single large speckles may
be too dominant in a single window. Regarding smaller
speckles at too high a density, there may be too many speckles
in a single correlation window such that they appear as noise
that is difficult to track. It also may be a limitation of using
speckles printed on paper. The details of a small speckle may
be too fine to capture on the prints and in the camera image
data. Consequentially, they can appear blurry and may not
represent the speckles as accurately as intended. A comparison
of a camera image from the experiment and its respective
original file is shown in Figure 6.
Figure 6.  Comparison of (a) camera image data to (b) original file.
Because all factors were observed as statistically significant
regarding accuracy, the pareto chart shown in Figure 7 was
used to determine if any factors were more significant than
others. The size variation and the interaction between the
speckle diameter and density were the most significant in this
scenario as well. Because the interactions involving speckle
size variation and the other two factors were more significant
than the main effects, the remaining factors may be significant
by association only. Therefore, heavier emphasis was placed on
the main effect of the speckle size variation and the interaction
effect of the speckle diameter and density interaction.
Figure 7.  Pareto chart showing factor effects with respect to accuracy.
From Figure 8, the means plots for accuracy showed that
the smallest uncertainty resulted from the speckle pattern with
lower density, smaller speckle diameters, and speckle size
uniformity. Like the statistical analysis of measurement
precision, the interaction effect of speckle density and speckle
diameter yielded higher accuracy with larger speckles at high
density or smaller speckles at low density. However, greater
accuracy resulted from the latter. This suggests that the optimal
speckle characteristics for minimizing uncertainty (regarding
both precision and accuracy) are 5-pixel diameter speckles at a
density of 0.05 speckles per square-pixel with no variation in
speckle size.
Figure 8.  Means plots of effects significant to accuracy measurement (left –
speckle size variation; right – speckle density and diameter interaction).
Figure 5.  Means plots of effects significant to precision measurement (left –
speckle size variation; right – speckle density and diameter interaction).
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The next step would be to verify the results with physically
air-brushed speckled specimens. Along with validating the
results, this process would also further investigate what can
physically be reproduced and what can practically be applied in
an experiment setting using DIC. Additionally, it may be easier
to acquire a less blurry image of a speckle pattern with the air-
brush method as opposed to the printed paper method,
potentially resolving this issue. Through these measures, a
greater understanding of the sources of uncertainty and the
approaches to limitations within a DIC measurement system
can be established.
A major limitation of this study is that the specimen is flat.
This serves as a necessary control in the study, but most
3D-DIC applications observe contoured surfaces. 3D surface
profiles will be investigated in a future study. Also, this study
only measures out-of-plane movement as in-plane movement is
expected to be less significant in the overall uncertainty of the
measurement of displacement in a stereo setting [5].
CONCLUSION
This study examined how the characteristics of a speckle
pattern affect measurement uncertainty. Using DOE, the effects
of input variables and interactions between variables were
observed and it was shown that speckle size variation and the
effect of the interaction between speckle density and speckle
diameter are the most significant effects regarding DIC
measurement uncertainty. Within the bounds of this
experiment, the optimal speckle pattern was determined to have
5-pixel diameter speckles, a density of one speckle per 20
square-pixel area, and speckle size uniformity. The knowledge
from this investigation is significant in understanding the
sources of uncertainty within a DIC measurement system, as
well as knowing how to effectively approach future
applications of DIC.
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Abstract — In the present study, the free vibration response of 
symmetric thickness-and-width-tapered (doubly-tapered) 
laminated composite beams is investigated. Considering the 
continuous-plies-interspersed ply drop-off configuration, called 
herein as taper configuration D, both conventional and 
hierarchical finite element formulations are developed based on 
the cylindrical bending theory of laminated beam. Natural 
frequencies of different types of internally-tapered composite 
beams are determined. Comparison of the hierarchical finite 
element solution with the Rayleigh-Ritz solution and a higher-
order finite element solution is performed. A parametric study 
is conducted to investigate the effects of width-taper-ratio and 
the thickness-taper-ratio (or equivalently thickness-tapering 
angle) on the free vibration response of doubly-tapered 
laminated composite beams. 
Keywords: Tapered Composite Beam, Free Vibration, Hierarchical 
Finite Element Method, Natural Frequencies 
I.  INTRODUCTION
Composite material refers to material that is created by the 
synthetic assembly of two or more organic or inorganic materials 
in order to obtain specific material properties such as high 
strength and stiffness to weight ratios, corrosion resistance, 
thermal properties, fatigue life, wear resistance and increased 
tolerance to damage [1]. In some specific applications of 
composite structures such as helicopter yoke or turbine blades, 
the laminate needs to be stiff at one location and flexible at 
another location. This type of structure is created by terminating 
or dropping-off selected plies at specific locations to reduce the 
stiffness, and is called as the tapered composite structure [2]. 
Finite Element Method (FEM) is one of the most accurate 
and powerful tools used to study the response of complex 
mechanical structures such as the vibration of laminated 
composite beams. The convergence and accuracy of the results 
determined using finite element formulation depend strongly on 
the selected type of element. The type of element that is 
considered for the finite element formulation in this study has 
two degrees of freedom per node (deflection and rotation) and 
two nodes per element. In Conventional Finite Element Method 
(CFEM), interpolation or shape functions are determined based 
solely on these degrees of freedom. In the Hierarchical Finite 
Element Method (HFEM), a number of trigonometric terms are 
added to these interpolation functions in a hierarchical manner. 
There are several studies on the free vibration of laminated 
composite beams, mostly on the subject of uniform-thickness 
uniform-width beams. Free vibration of uniform laminated 
composite beams was studied by Abarcar and Caniff [3], 
Chandrashekhara et al. [4], Marur and Kant [5] and Miller and 
Adams [6]. Reddy [7], Berthelot [8], Whitney [9], and Jones [10] 
have given the exact solutions for the free vibrations of uniform 
laminated composite beams. Vinson and Sierakowski [11] 
determined the exact natural frequencies of a simply-supported 
uniform composite beam based on classical laminate theory.  
There are selectively few studies conducted on tapered 
composite beams. He et al. [12] have conducted a review of the 
works on tapered laminated composite structures. Ganesan and 
Zabihollah have studied thickness-tapered laminated composite 
beams [13, 14] using a higher-order but conventional finite 
element formulation and performed a parametric study. Ahmed 
[2] has studied and conducted experiments on free and forced 
vibration response of thickness-tapered composite beams 
including the effects of axial force and damping. Badagi [15] 
conducted the free and forced vibration analysis of thickness-
and-width-tapered laminated composite beams using Rayleigh-
Ritz method. Farghaly and Gadelrab [16] have studied the free 
vibration of stepped uniform-width thickness-tapered 
Timoshenko composite beams. Salajegheh and Ganesan [17] 
have studied the vibrations of thickness-and-width-tapered 
laminated composite beams with rigid and elastic supports using 
a higher-order but conventional finite element. 
Hierarchical Finite Element Method (HFEM) has been used 
in the following works. Zienkiewicz [18], Cook [19] and Reddy 
[20] have described the use of HFEM to analyze the vibration of 
metallic and composite beams. Ganesan and Chen [21] have 
studied the free vibration response of thickness-tapered 
composite beams using HFEM and Rayleigh-Ritz method. Lees 
and Thomas [22] conducted a modal analysis on a clamped-
clamped Timoshenko beam using HFEM. Bardell [23] 
conducted a free vibration analysis of a rectangular plate using 
the HFEM. Yu et al. [24] studied a multivariable HFEM for 
static and vibration analysis of beams. Ribeiro and Petyt [25] 
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studied the non-linear free and forced vibrations of composite 
laminated plates using HFEM.  
It is learnt that although there are several works on the study 
of uniform composite beams, works on the vibration of tapered 
composite beams are scarce to find in the literature. Also, due to 
its accuracy and efficiency, HFEM seems the appropriate choice 
to employ for vibration analysis of composite beams. In the 
present work, doubly-tapered composite beam is studied for its 
free vibration response using HFEM.   
II. FINITE ELEMENT FORMULATION
The composite beam has a large length-to-thickness ratio as 
shown in Fig. 1, and therefore by applying the cylindrical 
bending theory and considering classical laminate theory, one 
can get the equation of motion in variational form as: 
! 𝑏(𝑥)&' 𝐷))(𝑥) *d,𝑤d𝑥,. *𝑑,𝛿𝑤d𝑥, . 𝑑𝑥 − ! 𝑏(𝑥)	𝑁4&' 5d𝑤dx 7 5d𝛿𝑤dx 7𝑑𝑥 
−𝜔, ! ! 𝜌:/,<:/, 𝑏(𝑥)&' 𝑤𝛿𝑤𝑑𝑥𝑑𝑧 = 0 (1) 
In which it is assumed that the deflection in (transverse) z-
direction can be expressed as: 
𝑤(𝑥, 𝑡) = 𝑊(𝑥)𝑒DEF	 (2) 
In (1), 𝐿 is the length of the beam, 𝑏(𝑥) is the width of the beam 
at each cross section along the length of the tapered part of the 
beam ( 𝑏(𝑥) = (𝑏H − 𝑏&)𝑥/𝐿 + 𝑏& ), 𝑁4 is the compressive axial 
force (if present), 𝐻 is the thickness of the beam, 𝜌 is the beam 
density. 𝐷))(𝑥) is the coefficient of bending stiffness of the 
laminated composite beam [8] and it can be calculated as: 
𝐷))(𝑥) = KL𝑡M𝑧M, − 𝑡MN12QRMS) T𝑄))VM (3) 
where 𝑡M denotes the thickness of kth ply and T𝑄))VM denotes the 
transformed reduced stiffness coefficient of the kth ply. 
A. CFEM formulation 
In Conventional Finite Element Method (CFEM), the 
structure is divided into a number of Euler-Bernoulli beam 
elements. Each element can have a number of nodes, which are 
the critical points. In this study, two nodes per element and two 
degrees of freedom per node are used in the formulation as 
shown in Fig. 1. 
Figure 1. Global and local co-ordinates (top), and nodal displacements and 
rotations (bottom) 
Having four degrees of freedom per element, a third-order 
polynomial is required for the expression of deflection to satisfy 
the boundary conditions as below: 𝑊(𝑥) = 𝑐) + 𝑐,𝑥 + 𝑐N𝑥, + 𝑐X𝑥N (4) 
After determining and using corresponding interpolation 
functions and following the CFEM, the equation of motion 
becomes: L! 𝑏(𝑥)Y𝐷))[𝑁[]][𝑁[] − 𝑁4[𝑁^]][𝑁^]_𝑑𝑥`a' 																−𝜔, ! 𝑏(𝑥)T𝜌b𝐻b + 𝜌c𝐻cV[𝑁d]][𝑁d]𝑑𝑥`a' Q {𝑢} = 0 (5) 
In (5),  [𝑁d] is the shape function matrix and [𝑁^] and [𝑁[] are 
the first and second derivatives of [𝑁d], respectively. 𝜌b is the 
density of the ply, 𝜌c is the density of resin,  𝑙i is the length of 
the element and 𝐻b and  𝐻c are the equivalent thicknesses of the 
resin and ply in each element, respectively. For example, if an 
element has a cross-sectional area of 𝐴 = 𝐴k`l + 𝐴HimDR  and 
element length of  𝑙i , therefore 𝐻b = 𝐴k`l/𝑙i and 𝐻c = 𝐴HimDR/𝑙i. 
 Stiffness [𝑘]  and mass [𝑚]  matrices are defined for each 
element as: 
[𝑘] = ! 𝑏(𝑥)Y𝐷))(𝑥)[𝑁[]][𝑁[] − 𝑁4[𝑁^]][𝑁^]_𝑑𝑥`a' (6) 
[𝑚] = ! 𝑏(𝑥)T𝜌b𝐻b + 𝜌c𝐻cV[𝑁d]][𝑁d]𝑑𝑥&' (7) 
One can assemble global stiffness [𝐾] and mass [𝑀] matrices of 
the beam using element matrices by enforcing deflection and 
rotation continuity conditions. As a result, (5) transforms into: r[𝐾]− 𝜔,[𝑀]s{𝑢} = 0 (8) 
Equation (8) is an eigenvalue problem and can be solved to 
determine the natural frequencies and mode shapes of the beam. 
B. HFEM formulation 
In the CFEM formulation, a cubical displacement function 
was assumed in Equation (4). In the Hierarchical Finite Element 
Method (HFEM) the displacement function is modified by 
adding trigonometric or polynomial functions [7]. In this study, 
the trigonometric hierarchical functions are used as: 
𝑊(𝑥) = 𝑐) + 𝑐,𝑥 + 𝑐N𝑥, + 𝑐X𝑥N + ∑ 𝑐DuX sin Dy4`azDS) ,			𝑖 = 1,2,3, …  (9) 
in which 𝑙i  is the length of the element and N is the number 
of hierarchical terms. Equation (9) can be expressed as: 𝑊 = [𝐾d][𝑐] (10) 
𝐾d = ~1		𝑥		𝑥,	𝑥N sin 𝜋𝑥𝑙i 	… 	sin𝑁𝜋𝑥𝑙i 	 (11) 
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[𝑐] =
⎣⎢⎢
⎢⎢⎢
⎡ 𝑐)𝑐,𝑐N𝑐X𝑐⋮𝑐zuX⎦⎥⎥
⎥⎥⎥
⎤	 (12) 
In the same manner, rotation (𝜃) can be expressed as: 𝜃 = [𝐾][𝑐] (13) 
𝐾 = 𝑑(𝐾d)𝑑𝑥 = ~0		1		2𝑥		3𝑥, 	 𝜋𝑙i cos 𝜋𝑥𝑙i …	𝑁𝜋𝑙i cos𝑁𝜋𝑥𝑙i 	 (14) 
The displacement matrix in local coordinate system is: 
{𝑢} =
⎩⎪⎪⎨
⎪⎪⎧𝑤)𝜃)𝑤,𝜃,𝐴)⋮𝐴z⎭⎪⎪
⎬⎪⎪
⎫ = [𝐾]{𝑐} (15) 
in which Ai are the hierarchical degrees of freedom 
corresponding to hierarchical terms and [𝐾] can be written as 
[21]: 
[𝐾] = 
1 0 0 0 0 … 0
(16) 
0 1 0 0 𝜋𝑙i … 𝑁𝜋𝑙i1 𝑙i  𝑙i, 𝑙iN 0 … 00 1 2𝑙i  3𝑙i, − 𝜋𝑙i … (−1)z 𝑁𝜋𝑙i0 0 0 0 1 … 0⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮0 0 0 0 0 … 1
The procedure to determine the stiffness [k] and mass [m] 
matrices for each element from the variational statement of 
equations of motion, (1), is  analogous to that described for 
CFEM. The algorithm to assemble the global stiffness [K] and 
global mass [M] matrices is described in the Appendix. 
Table I. Material Properties 
Mechanical properties of ply Mechanical properties of resin
Longitudinal modulus (E1) 113.9 GPa Elastic Modulus (E) 3.93 GPa 
Transverse modulus (E2) 7.985 GPa Shear modulus (G) 1.03 GPa 
E3 = E2 7.985 GPa Poisson’s ratio (ν) 0.37 
In-plane shear modulus (G12) 3.138 GPa Density of resin (ρr) 1000 kg/m3 
Major Poisson’s ratio (ν12) 0.288 
Minor Poisson’s ratio (ν21) 0.178 
Density of ply (ρp) 1480 kg/m3 
III. FREE VIBRATION ANALYSIS AND DISCUSSION
A. Validation and convergence of HFEM solution 
The material chosen in this study is NCT-301 graphite-epoxy 
prepreg which is available in the laboratory of Concordia Centre 
for Composites (CONCOM). The mechanical properties of the 
ply and the resin are given in the Table I. The beam has [0/90]9S 
laminate configuration unless specified otherwise.  
In order to validate the HFEM formulation, a uniform-
thickness uniform-width laminated composite beam is 
considered. The beam is composed of 36 plies. Individual ply 
thickness (tk) is 0.125 mm and the beam thickness (H) is 4.5 mm. 
Free vibration analysis is carried out using both CFEM and 
HFEM for clamped-free boundary condition. 
Figure 2. The comparison between results obtained using CFEM and HFEM 
 The first three natural frequencies are given in Fig. 2 for 
CFEM, HFEM with one hierarchical term (HFEM(1)) and 
HFEM with two hierarchical term (HFEM(2)) alongside the 
exact values of the natural frequencies [8]. 
As it is shown in Fig. 2, HFEM provides a better accuracy 
than CFEM with less number of elements that will significantly 
reduce the time required for the computations and reduce 
significantly the discontinuities in stress distributions across the 
nodes. In addition, there is no significant difference between the 
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results when the second hierarchical term is added. As a result, 
in this study HFEM with one trigonometric hierarchical term is 
considered. 
In order to validate the accuracy of the HFEM model, a 
comparison with the results obtained using R-R (Rayleigh-Ritz 
method) [15] and a HOFEM (Higher-Order Finite Element 
Method) [17] is performed. The values of the first three natural 
frequencies using HFEM are presented alongside the results 
obtained using R-R and HOFEM methods in Table A.I in 
Appendix. 
The comparison shows that HFEM provides accurate results 
within 0.2% of difference from the above-mentioned methods, 
which is very acceptable and appealing. 
B. Parametric Study 
As shown in Figure 3 (not to scale), a thickness-and-width-
tapered composite beam composed of 36 plies at the thick (left) 
side and 12 plies at the thin (right) side, is considered. Thickness 
of each ply is 0.125 mm and therefore the thick side beam 
thickness is 4.5 mm as opposed to 1.5 mm beam thickness at the 
thin side. The beam has a width of 15 mm at the wide section 
(bL) and 7.5 mm at the narrow section (bR), which leads to a 
width-taper-ratio (bR/bL) of 0.5. The beam has a length of 25 cm 
and [0/90]9S laminate configuration. The material properties are 
given in Table I. The beam has a simply supported boundary 
condition. 
Figure 3. Doubly-tapered composite beam in simply-supported boundary 
condition 
The following is a parametric study to determine the effect 
tapering on natural frequencies. In each section one variable is 
considered while all other variables remain constant with the 
values mentioned above as the base values. 
Figure 4. Uniform-thickness and width-tapered composite beam  
Figure 5. Thickness-taper configuration D 
First, the effect of width-tapering, as shown in Figure 4 (not 
to scale), on the first three natural frequencies is considered. 
Then, the effect of thickness-tapering for taper configuration D, 
as shown in Figure 5 (not to scale), on the first three natural 
frequencies is investigated. Finally, the first three natural 
frequencies are calculated for a doubly-tapered composite beam. 
C. Discussion 
Figure 6 shows the effect of width-taper-ratio on the natural 
frequency ratio of a uniform-thickness and width-tapered 
composite beam, for the first three natural frequencies. Natural 
frequency change is the ratio of the corresponding natural 
frequency for a given width-taper-ratio minus natural frequency 
of the uniform composite beam over the natural frequency of the 
uniform composite beam. As it is shown in Figure 6, The first 
natural frequency slightly decreases as the width-taper-ratio 
decreases. However, even by having a width-taper-ratio of 1/3, 
only 1.06% decrease is observed. However, For the second and 
third natural frequencies, by decreasing the width-taper-ratio, 
the natural frequencies slightly increase (less than 0.2 %). 
Figure  6. Effect of width-taper-ratio on the first three natural frequencies 
In Figure 7, the effect of thickness-tapering on the natural 
frequencies of  thickness-tapered composite beams is plotted. 
Here, the natural frequency change is the ratio of the 
corresponding natural frequency for a given thickness-ratio 
minus natural frequency of the uniform composite beam over the 
natural frequency of the uniform composite beam. Thickness-
ratio is the ratio of the thickness of the thin side over the 
thickness of the thick side. For this study thickness ratios of 1/3, 
1/2, 2/3, 5/6 and 1 are considered which corresponds to 
thickness-taper angles of 0.344°, 0.258°, 0.172°, 0.086° and 0°, 
respectively. As it is shown in Figure 7, as the thickness ratio 
decreases, the first natural frequency decreases drastically. For a 
thickness ratio of 1/3 (or equivalently thickness-taper angle of 
0.344°), the first natural frequency decreases by 39.82%. The 
second and the third natural frequencies show similar drastic 
reductions. This can be interpreted by the fact that by removing 
ply material along the thickness of the composite beam, the 
value of D11 decreases cubically, which results in the drastic 
reduction of stiffness of the beam. Moreover, thickness-tapering 
introduces packets of resin along the thickness of the beam 
which would also result in the decrease in stiffness of the beam 
and consequently the decrease of the natural frequencies. 
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Figure 7. Effect of thickness-taper-ratio (or equivalently thickness-taper-
angle) on the first three natural frequencies 
Figure 8, shows the effect of width-tapering on a thickness-
tapered composite beam with the thickness ratio of 1/3 (or 
equivalently thickness-taper angle of 0. 344°). It can be seen 
from Figure 8 that by having no width-tapering (width-tapering-
ratio = 1) the reduction of 39.82% in the first natural frequency 
is present. By decreasing the width-tapering-ratio we see an 
additional decrease in natural frequencies (up to 3.27% for 
width-taper-ratio = 1/3). However, as it was observed before, 
the second and the third natural frequencies are slightly 
increased (less than 0.9 % compared to the case of thickness-
tapered-only) by decreasing the width-taper-ratio. 
Figure 8. Effect of double-tapering on the first three natural frequencies – 
thickness-taper-ratio = 1/3  
IV. CONCLUSION
Hierarchical Finite Element Method (HFEM) provides a 
better accuracy than Conventional Finite Element Method 
(CFEM) with less number of elements and this will 
significantly reduce especially the stress/strain discontinuities 
across nodes. In addition, there is no significant difference 
between the results when the second hierarchical term is added. 
Moreover, a comparison with other published results obtained 
using R-R (Rayleigh-Ritz method) and a HOFEM (Higher-
Order Finite Element Method) shows that HFEM provides 
accurate results within 0.2% of difference from the above-
mentioned methods, which is very acceptable.  
A parametric study on the effect of boundary conditions, 
width-taper-ratio and thickness-taper-ratio (or equivalently 
thickness-taper angle on the free vibration response of doubly-
tapered laminated composite beams is conducted and the 
following are concluded: 
• Width-tapering has a small effect (1% decrease for a
width-taper-ratio of 1/3) on first natural frequency of a
simply supported composite beam. This effect is even
less significant for the second and the third natural
frequencies (less than 0.2% increase).
• Thickness-tapering on the other hand has a significant
effect (9.73% decrease for thickness-taper-ratio of 5/6
39.82% decrease for thickness-taper-ratio of 1/3) on the
first natural frequency of a simply supported composite
beam. This effect is similar for the second and the third
natural frequencies.
• Addition of width-tapering to a thickness-tapered
composite beam has a slight effect on its first natural
frequency (1.97% decrease for width-taper-ratio of 1/2).
However, this effect is insignificant on the second and
the third natural frequencies (0.54% and 0.38%
increase, respectively).
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APPENDIX 
Table A.I. Comparison between the natural frequencies obtained using HFEM, HOFEM and R-R method for different width-taper-ratios (bL=1.66 cm) 
bR/bL = 0.4 bR/bL = 0.6 
R-R [15] 
HOFEM 
[17] 
HFEM 
Difference 
with 
R-R (%) 
Difference 
with 
HOFEM (%) 
R-R HOFEM HFEM 
Difference 
with 
R-R (%) 
Difference 
with 
HOFEM (%) 
S-S 
ω1 (rad/s) 1259.9 1261.39 1261.4 0.12 0.00 1266.5 1267.88 1267.88 0.11 0.00 
ω2 (rad/s) 5085.7 5091.9 5092.02 0.12 0.00 5081.5 5087.07 5087.18 0.11 0.00 
ω3 (rad/s) 11439 11453.15 11455.45 0.14 0.02 11432 11444.15 11446.53 0.13 0.02 
C-C 
ω1 (rad/s) 2835.8 2839.29 2839.27 0.12 0.00 2864.6 2867.75 2867.75 0.11 0.00 
ω2 (rad/s) 7873.7 7883.45 7883.8 0.13 0.00 7915.2 7923.87 7924.32 0.12 0.01 
ω3 (rad/s) 15485 15504.47 15511.12 0.17 0.04 15533 15549.98 15557.16 0.16 0.05 
C-F 
ω1 (rad/s) 589.8 590.5 590.52 0.12 0.00 527.05 527.62 527.63 0.11 0.00 
ω2 (rad/s) 3089.8 3093.44 3093.58 0.12 0.00 2974.1 2977.28 2977.36 0.11 0.00 
ω3 (rad/s) 8200.2 8209.93 8211.02 0.13 0.01 8075.8 8084.5 8085.48 0.12 0.01 
F-C 
ω1 (rad/s) 341.34 341.77 341.76 0.12 0.00 386.35 386.79 386.77 0.11 0.01 
ω2 (rad/s) 2599.3 2602.53 2602.46 0.12 0.00 2701.1 2704.12 2704.08 0.11 0.00 
ω3 (rad/s) 7708.9 7718.54 7718.95 0.13 0.01 7809.6 7818.32 7818.89 0.12 0.01 
bR/bL = 0.8 bR/bL = 1 
R-R HOFEM HFEM 
Difference 
with 
R-R (%) 
Difference 
with 
HOFEM (%) 
R-R HOFEM HFEM 
Difference 
with 
R-R (%) 
Difference 
with 
HOFEM (%) 
S-S 
ω1 (rad/s) 1269.2 1270.44 1270.44 0.10 0.00 1270 1271.06 1271.06 0.08 0.00 
ω2 (rad/s) 5079.9 5084.81 5084.92 0.10 0.00 5080 5084.23 5084.34 0.09 0.00 
ω3 (rad/s) 11429 11440.43 11442.84 0.12 0.02 11430 11439.52 11441.93 0.10 0.02 
C-C 
ω1 (rad/s) 2875.9 2878.71 2878.72 0.10 0.00 2879 2881.34 2881.35 0.08 0.00 
ω2 (rad/s) 7931.3 7938.96 7939.44 0.10 0.01 7936 7942.54 7943.03 0.09 0.01 
ω3 (rad/s) 15552 15566.62 15573.99 0.14 0.05 15558 15570.55 15577.96 0.13 0.05 
C-F 
ω1 (rad/s) 484.13 484.6 484.6 0.10 0.00 452.44 452.81 452.81 0.08 0.00 
ω2 (rad/s) 2895.1 2897.87 2897.91 0.10 0.00 2835.4 2837.71 2837.73 0.08 0.00 
ω3 (rad/s) 7996.6 8004.25 8005.11 0.11 0.01 7939.1 7945.68 7946.46 0.09 0.01 
F-C 
ω1 (rad/s) 422.33 422.74 422.73 0.09 0.00 452.44 452.81 452.81 0.08 0.00 
ω2 (rad/s) 2776 2778.65 2778.65 0.10 0.00 2835.4 2837.71 2837.73 0.08 0.00 
ω3 (rad/s) 7881.6 7889.28 7889.97 0.11 0.01 7939.1 7945.68 7946.46 0.09 0.01 
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Table A.II  shows the assembly algorithm of K and M matrices in CFEM for a composite beam divided into 6 elements. Each 
element has 2 nodes and each node has 2 degrees of freedom (wi and θi). Each color represents an element’s k or m matrix. In the 
areas where two matrices overlap, the two corresponding matrix elements are being added together. 
Table A.II. Assembly algorithm of K and M matrices in CFEM 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1 w1 
2 θ1 
3 w2 
4 θ 2 
5 w3 
6 θ 3 
7 w4 
8 θ 4 
9 w5 
10 θ 5 
11 w6 
12 θ 6 
13 w7 
14 θ 7 
In HFEM with one trigonometric term, each element’s stiffness (k) or mass (m) matrix is a 5x5 matrix. The fifth row and the fifth 
column are the hierarchical terms corresponding to hierarchical non-physical degree of freedom (Ai) to complete the form of a square 
matrix. As it is shown in Table A.III, the global stiffness (K) and mass (M) matrices are assembled in the same manner as CFEM for 
the first four rows and columns and the hierarchical terms fill the rest of the matrix. 
Table A.III. Assembly algorithm of K and M matrices in HFEM with one hierarchical term 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 w1 
2 θ1 
3 w2 
4 θ 2 
5 w3 
6 θ 3 
7 w4 
8 θ 4 
9 w5 
10 θ 5 
11 w6 
12 θ 6 
13 w7 
14 θ 7 
15 A1
16 A2
17 A3
18 A4
19 A5
20 A6
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Abstract—A model describing the magneto-mechanical 
properties of magnetorheological elastomers (MREs) under an 
external magnetic field and a mechanical shear deformation is 
presented. The main purpose of the present study is to 
demonstrate the effect of particle distribution and applied 
magnetic field on the MRE mechanical properties. Four types 
of rectangular lattice models are considered as the 
representation of spatial distribution of magnetic particles in the 
matrix. Using the energy method, shear modulus is obtained 
and numerically calculated as function of the strength of the 
external magnetic field and the shear strain. The results show a 
high sensitivity of shear modulus on the spatial distribution of 
particles. Depending on the lattice type, shear modulus exhibits 
an increasing or decreasing behavior with the increase of 
magnetic field intensity. 
Keywords- MR elastomers; microstructure modeling; magneto-
mechanical properties; particle distribution  
I.  INTRODUCTION 
Among different types of smart materials, those that are 
responsive to an external magnetic field are called magnetically 
activated smart materials or simply magneto-active materials. 
Basically, magneto-active materials are composed of two main 
components: magnetizable particles and nonmagnetic matrix. 
The host nonmagnetic matrix can be a solid or a liquid, which 
are then impregnated with micron-sized ferromagnetic 
particles. Once a magnetic field is applied, the rheology of the 
material will change as a result of magnetic interaction between 
particles. Therefore, a common name for the magneto-active 
materials is magnetorheological materials or in abbreviation, 
MR materials. Among the MR materials, those with a solid 
elastomeric matrix are called MR elastomer or simply MRE. 
MREs can provide field-dependent elastic modulus making 
them ideal for many applications such as adaptive spring 
elements in seismic isolators, vibration absorbers, automotive 
suspension and artificial human body limbs to name a few [1]. 
Development of physic-based models capable of predicting the 
mechanical properties of MRES is of paramount importance for 
design of MRE-based adaptive devices and also development of 
control strategies. Many theoretical models have been presented 
to predict magneto-mechanical properties of MREs [2-5]. One 
of the promising modeling approaches is based on the magneto-
physical properties of components of the MREs. The method 
considers microstructure of the MRE and examines magnetic 
interaction between magnetic particles and their corresponding 
effect on elastomeric matrix that causes change of properties 
under an applied magnetic field [6-9]. Jolly et al. [6] presented a 
quasi-static dipole model to predict magneto-viscoelastic 
behavior of MREs with anisotropic (chain-like) distribution of 
particles. They only considered the interaction of two adjacent 
dipoles in a chain of particles in their model.  
Based on the previous progresses in modeling mechanical 
behavior of MR fluids [10, 11], Davis [7] has also worked on a 
dipole model to predict the maximum possible increase of shear 
modulus (once saturation of MRE is occurred) as a function of 
saturation magnetization and volume fraction of filler particles. 
Later, some authors tried to present models to encircle the 
interactions of all particles in a chain [9] or in the whole structure 
[12]. As a recent progress in this field, Ivaneyko et al. [8] 
developed a model that can predict magneto-mechanical 
behavior of MREs under an applied magnetic field by 
considering interactions between all particles in the network. 
They discussed the case of a MRE with isotropic spatial 
distribution of magnetic particles and finally presented the 
MRE’s modulus of elasticity as a function of magnetic field for 
tensile deformations. 
In the present work, the model of Ivaneyko et al. [8] is 
extended for the case of static shear deformations in the 
framework of a nonlinear elasticity approach. Magnetic particles 
are supposed to be located on the sites of four lattice types 
namely simple cubic, body centered cubic, face centered cubic 
and edge centered cubic lattices. The two former lattices were 
also used in [8] but the two latter ones are utilized here for the 
first time. In the following, first, the mathematical formulation 
of the model is introduced. This is followed by the derivation of 
total potential energy of the deformed MRE in a simple shear 
test under an applied magnetic field. The field dependent shear 
modulus is then extracted from the derived energy function. The 
shear modulus depends on the strength of the magnetic field, 
shear strain, mechanical and magnetic properties of the matrix 
and particles and finally on the particles’ lattice type. Finally, 
877
numerical results for the shear modulus are provided and 
discussed. 
II. MATHEMATICAL FORMULATIONS
In order to model the mechanical response of a MRE that 
has a particular spatial distribution of the magnetic particles, the 
total energy of a MRE sample is obtained in this section. Total 
energy of the elastomer is a function of the external applied 
shear deformation, applied magnetic field intensity, lattice 
model of the magnetic particles and mechanical or magnetic 
properties of the material.  In this study, a MRE sample under a 
simple shear loading in one direction (x-axis) which is normal 
to the direction of an applied magnetic field (y-axis) is 
considered. Fig. 1 illustrates this situation schematically that the 
simple shear happens in the x-y plane and the magnetic field 
(𝐻) is in the y direction. Magnetic particles inside the sample 
have magnetic dipoles in the direction of the external field. 
A. Total Potential Energy 
Total potential energy of a deformed MRE in the presence 
of a magnetic field is composed of two parts. One is the elastic 
energy of the deformed MRE due to the entropic elasticity of 
polymer chains (𝑒𝑒𝑙) and the other is due to the potential energy 
of the magnetic particles placed in an external magnetic field 
(𝑒𝑚). Thus, the total potential energy of the deformed MRE (𝑒𝑇) 
under external magnetic field can be written as: 
𝑒𝑇 = 𝑒𝑒𝑙 + 𝑒𝑚 
Here first, the elastic part of the energy (𝑒𝑒𝑙) is calculated for 
the case of a simple shear test on a continuous medium. Ogden 
strain potential is extensively used for such applications which 
is a nonlinear deformation model and valid for the large strain 
situations [13]. Here, a simplified form of the Ogden model 
with known coefficients is utilized. Based on this simplified 
model, the elastic energy of a MRE sample under nonlinear 
deformations can be presented with the Neo-Hooke law of the 
following general form [8]: 
𝑒𝑒𝑙 =
𝐺0
2
(𝜆𝑥
2 + 𝜆𝑦
2 + 𝜆𝑧
2 − 3) 
Figure 1.  Schematic representation of a MRE sample under 
simple shear deformation normal to the applied magnetic 
field direction 
where 𝜆𝑥, 𝜆𝑦, 𝜆𝑧 are the principal extension ratios, i.e. the ratio 
of the current length to original length, in the principal 
directions. 𝐺0 is the shear modulus of the MRE at zero field 
which is usually obtained experimentally. This material 
parameter introduces the effect of different complex 
phenomena into the elastic energy of the sample such as matrix 
reinforcement by the hard particles, adhesion of the matrix onto 
the surface of magnetic particles and so forth. 
The magneto-mechanical response of the deformed MRE 
under the applied magnetic field is characterized based on the 
value of the shear strain 𝛾 in the x-y plane. For the case of large 
shear strains, the relation between the extension ratio in x 
direction and the shear strain is [14]: 
𝛾 = 𝜆𝑥 −
1
𝜆𝑥

Assuming the material to be incompressible ( 𝜆𝑥𝜆𝑦𝜆𝑧 = 1), 
and considering a plane strain state (𝜆𝑦 = 1) the extension 
ratios are characterized based on the shear strain as:  
𝜆𝑥 =
𝛾+√4+𝛾2
2
 ,   𝜆𝑦 = 1 , 
𝜆𝑧 =
1
𝜆𝑥
=
2
𝛾+√4+𝛾2

Using relations  into , the elastic energy of the 
elastomer as a function of 𝛾 can be expressed as: 
𝑒𝑒𝑙 =
𝐺0
2
((
𝛾 + √4 + 𝛾2
2
)
2
+ (
2
𝛾 + √4 + 𝛾2
)
2
− 2) 
The second part of the energy in (2) is due to the field-
induced interaction of magnetic particles inside the elastomer. 
Applying a magnetic field on the MRE activates the elementary 
atomic magnetic dipoles in the magnetic particles. The induced 
dipole moment of each particle has an interaction with the other 
dipoles in the particle network and is known as the dipole-
dipole interaction. The magnetic energy of the material which 
is the dipole-dipole interaction energy per unit volume can be 
expressed as [8, 15]: 
𝑒𝑚 = −
1
𝑉
𝜇𝑟𝜇0
4𝜋
∑[
3(?⃗⃗? 𝑖 ∙ ?⃗? 𝑖𝑗)(?⃗⃗? 𝑗 ∙ ?⃗? 𝑖𝑗)
|?⃗? 𝑖𝑗|
5
𝑖𝑗
−
(?⃗⃗? 𝑖 ∙ ?⃗⃗? 𝑗)
|?⃗? 𝑖𝑗|
3 ] 

where 𝑉  is the volume of the sample, 𝜇0  is vacuum 
permeability, and 𝜇𝑟 is the relative permeability of the medium. 
Since we assume the elastomeric matrix to be non-magnetic, the 
relative permeability of the medium is unity (𝜇𝑟 = 1). Here ?⃗⃗? 𝑖 
and ?⃗⃗? 𝑗 are average induced dipole moments of the 𝑖-th and 𝑗-th 
magnetic particles, ?⃗? 𝑖𝑗 is the radius vector between the 𝑖-th and 
𝑗-th magnetic particles. The summation in  accounts for the 
superposition of mutual interaction between all pairs of 
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particles in the network. In order to simplify the calculation of 
the summation, we consider some lattice networks as the 
representation of the particle’s distribution in the matrix. In this 
work, besides the two lattice models of simple cubic (SC) and 
body centered cubic (BCC) which have been used in the work 
of Ivaneyko et al. 2012 [8], face centered cubic (FCC) lattice 
and edge centered cubic (ECC) have also been investigated. A 
unit cell of these four lattice networks as models of spatial 
distribution of the particles is illustrated in Fig. 2. 
For the sake of simplicity, all the particles are assumed to 
have the same spherical shape and with an average radius of 𝑟. 
The volume fraction of the magnetic particles dispersed in the 
matrix is given by: 
𝜙 = 𝜆
𝑣0
𝑎3

where 𝑣0 =
4
3
𝜋𝑟3 is a particle volume and 𝜆 is a factor depends
on the lattice type which considering Fig. 2 are found to be: 
𝜆𝑆𝐶 = 1,    𝜆𝐵𝐶𝐶 = 2,   𝜆𝐹𝐶𝐶 = 4,   𝜆𝐸𝐶𝐶 = 4 
As stated before, application of a magnetic field on a MRE, 
causes each of the magnetic particles to have a magnetic dipole 
moment. The induced magnetic dipoles ?⃗⃗? 𝑖 and ?⃗⃗? 𝑗 in  are
directed along the direction of applied magnetic field, ?⃗? ,
toward y-axis as shown in Fig. 1. Because of the symmetry of 
the lattice models with regard to the magnetic field, the absolute 
values of dipole moments are identical and related to the 
magnetization (𝑀) of each particle as 𝑚𝑖 = 𝑚𝑗 = 𝑣0𝑀.
Simple cubic (SC) Body centered cubic (BCC) 
Face centered cubic (FCC) Edge centered cubic (ECC) 
Figure 2.  Schematic illustration of different lattice networks as 
representation for spatial distribution of magnetic particles in 
the elastomeric matrix 
The relationship between the particle magnetization 𝑀 and 
the applied field strength, 𝐻,  can be approximated by the 
Frohlish-Kennely equation as [8, 16]: 
𝑀 =
𝑀𝑠(𝜇𝑖𝑛𝑖 − 1)𝐻
𝑀𝑠 + (𝜇𝑖𝑛𝑖 − 1)|𝐻|

where 𝑀𝑠 is the saturation magnetization and 𝜇𝑖𝑛𝑖 is the initial
magnetic permeability of the particles. To have more compact 
and simpler formulation,  can be transferred into a 
dimensionless form as: 
𝑀
𝑀𝑠
=
ℎ
1 + |ℎ|

where ℎ = (𝜇𝑖𝑛𝑖 − 1)𝐻/𝑀𝑠  is called reduced magnetic field
and 𝑀/𝑀𝑠  the reduced magnetization. Equation  can
predict saturation of a magnetic material. Indeed, the value of 
magnetization 𝑀  increases with an increasing magnetic field 
and reaches to saturation magnetization, 𝑀𝑠, when 𝐻 → ∞.
By expressing the spatial distribution of particles with 
simplified arrangements as the lattice models presented in Fig. 
2, the summation over indices 𝑖 and 𝑗 in  can be simplified. 
The 𝑗-th particle is taken and the summation is performed over 
index 𝑖. Since there is a translational symmetry in the infinite 
lattice with regards to the magnetic field, the dipole-dipole 
interaction of a given 𝑗 -th particle with adjacent particles 
around it does not depend on the number 𝑗 . Therefore, the 
double sum over indices 𝑖 and 𝑗 is reduced to a simple sum over 
index 𝑖 multiplied by the number of particles 𝑁. Thus,  can 
be simplified as: 
𝑒𝑚 = −𝑢0𝑣0
2𝑐 (
𝑀
𝑀𝑠
)
2
∑[
3(?⃗? 𝑖)𝑥
2
− |?⃗? 𝑖|
2
|?⃗? 𝑖|
5 ]
𝑖
 
where 𝑐 = 𝑁/𝑉 is the concentration of particles. The vector ?⃗? 𝑖𝑗
is replaced by ?⃗? 𝑖 for convenience, since the vector is calculated 
from the origin of a lattice. The parameter 𝑢0 is defined as
𝑢0 =
𝜇0𝑀𝑠
2
4𝜋

which is defined as the characteristic energy density for 
magnetic interaction [8]. The radius vector 𝑅𝑖⃗⃗  ⃗ in  depends
on the macroscopic shear strain 𝛾. The components of the radius 
vector after deformation can be defined as 
(𝑅𝑖)𝑥 = (𝑅𝑖
0)𝑥  𝜆𝑥 = (𝑅𝑖
0)𝑥
(𝛾 + √4 + 𝛾2)
2
 
(𝑅𝑖)𝑦 = (𝑅𝑖
0)𝑦 𝜆𝑦 = (𝑅𝑖
0)𝑦 
(𝑅𝑖)𝑧 = (𝑅𝑖
0)𝑧 𝜆𝑧 = (𝑅𝑖
0)𝑧
2
(𝛾 + √4 + 𝛾2)
 
where (?⃗? 𝑖
0)
𝜉
 are the components of the radius vectors before
deformation, (𝜉 = 𝑥, 𝑦, 𝑧). In a non-deformed MRE, the radius 
vector ?⃗? 𝑖
0 is defined based on the assumed lattice models in Fig. 
2 and can be presented as, 
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?⃗? 𝑖
0 = 𝑎 ∙ 𝑟𝑖 ⃗ 
where the dimensionless vector 𝑟𝑖 ⃗ runs over all particles on the 
sites of all lattices with the edge length 𝑎 = 1. Using (10), and 
(13-16), the magnetic energy 𝑒𝑚  as a function of a reduced 
magnetic field ℎ and shear strain 𝛾 can be expressed as: 
𝑒𝑚 = 𝑢0𝜙
2 (
ℎ
1+|ℎ|
)
2
𝑓(𝛾)  
where the dimensionless function of strain 𝑓(𝛾)  is in the 
following form: 
𝑓(𝛾)
= − 
8
𝜆
(Γ)3 ∑[
2𝑟𝑖𝑥
2 (Γ)4 − 4𝑟𝑖𝑦
2 (Γ)2 − 16𝑟𝑖𝑧
2
(𝑟𝑖𝑥
2 (Γ)4 + 4𝑟𝑖𝑦
2 (Γ)2 + 16𝑟𝑖𝑧
2)
5
2
]
𝑖


and Γ = 𝛾 + √4 + 𝛾2. 
The components of vector 𝑟𝑖 ⃗ = (𝑟𝑖𝑥 , 𝑟𝑖𝑦 , 𝑟𝑖𝑧)  represent the 
location of all particles in the lattices which depend on the 
lattice type. Accordingly, the value of the function 𝑓(𝛾) also 
depends on the lattice type. In order to solve the problem 
numerically in the next section, vector 𝑟𝑖 ⃗ should be programmed 
as such to locate the particles arranged in the four considered 
lattice networks. This would be done through nested loops in 
the coding for each of the lattice types. The number of loops 
depend on the configuration of particles in the lattice.  
Finally, using  for elastic energy and  for magnetic 
energy, the total potential energy of the deformed MRE under 
application of the external magnetic field, can be obtained as: 
𝑒 =
𝐺0
2
((
Γ
2
)
2
+ (
2
Γ
)
2
− 2) + 𝑢0𝜙
2 (
ℎ
1 + |ℎ|
)
2
𝑓(𝛾)  
where the value of function 𝑓(𝛾) presented in  depends on 
the  lattice types shown in Fig. 2. Having the total energy as a 
combination of elastic and magnetic contributions, the 
magneto-mechanical properties of the MRE can be 
investigated. In the next section, elastic shear modulus of the 
elastomer will be obtained from the energy function and will be 
presented on graphs as a function of the applied magnetic field 
intensity. 
B. Elastic Shear Modulus 
The interesting feature of magnetorheological elastomers is 
their adaptability and possibility of changing their modulus of 
elasticity by application of an external magnetic field. Shear 
modulus of a MRE sample having different idealized 
distribution of particles can be derived from the total potential 
energy of the material formulated in the previous section. 
Considering the case of a MRE sample under shear deformation 
normal to the direction of external magnetic field as shown in 
Fig. 1, the elastic shear modulus can be obtained as the second 
derivative of total energy with respect to 𝛾, at equilibrium state 
as: 
𝐺 =
𝜕2𝑒
𝜕𝛾2
|
𝛾=0
  
where 𝐺 is the shear modulus of the MRE. Here, the ratio of 
modulus 𝐺/𝐺0 is going to be depicted as a function of magnetic 
field magnitude 𝐻 for each of the considered types of particle 
networks shown in Fig. 2. This dimensionless ratio also depends 
on the parameter 𝜙 and the dimensionless ratio of 𝐺0/𝑢0. 
III. RESULTS AND DISCUSSIONS
By programming in MATLAB® environment, shear 
modulus is calculated numerically. Fig. 3 shows the shear 
modulus ratio 𝐺/𝐺0  as a function of the applied magnetic 
field, 𝐻, at different volume fractions 𝜙 = 0, 0.05, 0.1, 0.15 and 
constant value of 𝐺0/𝑢0=1.5 for all types of lattices considered 
in this work i.e. simple cubic, body centered cubic, face 
centered cubic, and edge centered cubic. Fig. 4 presents the 
same results at the fixed value of volume fraction 𝜙 = 0.1 but 
different values of parameter 𝐺0/𝑢0=1, 1.5, 5, 10. It is noted 
that numerical values of 𝑀𝑠=1990 kA/m, and 𝜇𝑖𝑛𝑖=132 as in 
[16] are utilized for obtaining numerical results. 
(a)
(b) 
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(c) 
(d) 
Figure 3.  Shear modulus ratio 𝑮/𝑮𝟎 versus magnetic field 
intensity 𝑯 (mT) at different volume fractions 𝝓, obtained 
for four different lattice networks: simple cubic lattice (a), 
body-centered cubic lattice (b), face centered cubic lattice (c), 
and edge centered cubic lattice (d). 
(a)
(b) 
(c) 
(d) 
Figure 4.  Shear modulus ratio 𝐺/𝐺0 versus magnetic field 
intensity 𝐻 (mT) at different values of 𝐺0/𝑢0 and fixed 
volume fraction 𝜙 = 0.1, obtained for four types of lattice 
networks same as Fig. 3. 
Examination of Figs. 3 and 4 reveals that, shear modulus of 
a magnetorheological elastomer decreases with magnetic field 
for the simple cubic, body centered cubic, and edge centered 
cubic lattices and increases for the face centered cubic lattice. 
These observations obviously show the impact of particles’ 
network type on the magneto-mechanical behavior of MR 
elastomers. Different responses of lattice types to the applied 
magnetic field is due to the special arrangement of particles in 
each network which causes a different interaction between 
magnetic particles. Since the mutual interaction of all particles 
in the network is considered and summed for the calculation of 
magnetic energy and shear modulus, it is very difficult to 
evaluate the differences in reciprocal actions of particles for 
each lattice type. Among the considered lattices, edge centered 
cubic lattice has the largest change in the absolute value of the 
change of the shear modulus |𝐺 − 𝐺0| with magnetic field. This 
may be due to the more compact arrangement of particles in this 
lattice type in comparison to the others. 
In addition, it can be seen from Fig. 3 that an increase of the 
volume fraction 𝜙 results in the increase of the absolute value 
of the change of the modulus |𝐺 − 𝐺0| for all lattice types. That 
means the more number of particles participated in the material, 
the bigger the contribution of magnetic energy in the shear 
modulus by the application of a magnetic field. Furthermore, 
according to Fig. 4, increase of the parameter 𝐺0/𝑢0 decreases 
the absolute value of the change of the modulus |𝐺 − 𝐺0| for all 
distributions of particles. Considering that the parameter 𝐺0/𝑢0 
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is in fact the ratio of the characteristic values of the elastic 
energy to the magnetic energy, increase of this parameter 
decreases the contribution of magnetic interaction on the shear 
modulus of the material. The results of this paper are compatible 
with those reported in [8] for the Young’s modulus of a 
magneto-sensitive elastomer. 
IV. CONCLUSIONS
In this work, a microstructure model of mechanical 
properties of MR elastomer materials was employed and 
extended to predict the static shear modulus of a MRE under an 
external applied magnetic field. To identify the effect of 
magnetic particles distribution on the magneto-mechanical 
behavior of a MRE, four idealized homogeneous arrangements 
of particles called lattice networks were considered. The 
utilized lattice types are simple cubic, body centered cubic, face 
centered cubic, and edge centered cubic. First the mathematical 
formulation of the total potential energy of a MRE sample under 
a shear deformation and also an external magnetic field was 
derived. The total energy has two parts of the elastic energy and 
the magnetic energy. The latter one depends on the interaction 
of magnetic particles and so on the lattice type. Second the shear 
modulus of the MR elastomer was extracted from the total 
energy. Then, using numerical calculations, the shear modulus 
was obtained as a function of magnetic field and presented for 
samples having different content of particles and initial 
properties. 
According to the results presented in this work, the shear 
modulus decreases with increase of the magnetic field for three 
of the considered lattice types including simple cubic, body 
centered cubic, and edge centered cubic. However, the shear 
modulus increases with the magnetic field for the face centered 
cubic lattice. The variety of the results of the lattice types to the 
magnetic field is an obvious indication for the impact of 
magnetic particles distribution on the magneto-mechanical 
properties of the material. Besides, the effect of volume fraction 
of particles 𝜙 and the ratio 𝐺0/𝑢0 on the shear modulus is also
investigated. The absolute value of the change of shear modulus 
from the initial modulus |𝐺 − 𝐺0| increases with an increase of
volume fraction and decreases with an increase of the ratio 
𝐺0/𝑢0.
In order to know which of the assumed particle networks 
can be a more realistic model of particles distribution in 
homogeneous MRE materials, these theoretical results should 
be compared with experimental tests. Looking through the 
literature, the static shear modulus of a MR elastomer normally 
should increases under an applied magnetic field [7, 9, 17]. 
Accordingly, the results of the face centered cubic (FCC) lattice 
can be of higher validity. Comparing the theoretical results of 
the investigated model in the present work with the results of 
experimental tests can be as an objective of another work in this 
subject. 
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Abstract—The formulation, tuning and performance of a 
signal prediction algorithm as applied to the determination of a 
Go-NoGo state are discussed.  Simulations were used to tune 
and assess the performance of the signal prediction algorithm. 
The paper describes the development of useful criteria, based 
on the mean and standard deviation of the predicted signal, 
used for producing the Go-NoGo state. A latching algorithm 
was used to improve the output of the Go-NoGo state. 
Keywords-Signal prediction; Go-NoGo state; control system state 
estimation 
I.  INTRODUCTION 
In marine applications, the determination of the ship motion 
and the relative motion between two independent bodies is a 
challenging task. The motion of the mothership often defines 
the availability for load transfer, aircraft landing opportunities 
and the launch and recovery of marine craft. Sophisticated and 
established methods do exist that determine the motion of a ship 
in a seaway through panel or finite element methods [1],[2]; 
however, these methods do not lend themselves to real-time 
estimation. Moreover, these methods cannot be extrapolated to 
determine any generalized signal or motion. Kuchler et al. [3] 
presented an implementation of a wave-prediction algorithm, 
which combats transport delays between actual ship motion and 
measurement of ship motion. Woodacre et al. [4] was able to 
build upon Kuchler et al. [3] and use a version of the prediction 
algorithm as a previewing function for a Model-Predictive 
Control scheme (MPC). The current authors are building upon 
these works to generalize a signal prediction algorithm (SPA) 
so that it can predict any sinusoidal signal and, given a set of 
criteria, determine if a process has a high likelihood of success. 
This paper presents the formulation of the signal prediction 
algorithm (SPA) in the following section, followed by an 
investigation of the tuning parameters used for detecting the 
modes of the signal. Simulation results are analyzed in Section 
III and useful criteria for defining a “GO” scenario are 
developed for the purpose of producing a Go-NoGo command 
signal. In Section IV, a latching algorithm is proposed to 
remove fluctuations in the Go-NoGo command signal. The 
paper ends with concluding remarks and future work. In 
general, the methods proposed can be used for fault detection 
and avoidance of unmanned systems. 
II. SIGNAL PREDICTION ALGORITHIM
A. Signal Prediction Formulation 
The signal prediction method based on the work of Kuchler 
et al [3] and Woodacre et al. [4],[5] is composed of three distinct 
parts: mode detection, estimation, and prediction. To predict the 
wave motion, the periodic components, or modes, must be 
identified. These modes are determined by decomposing the 
measured signal s(t) into a set of N sine waves expressed as 
𝑠(𝑡) = ∑ 𝐴𝑖 sin(2𝜋𝑓𝑖𝑡 + 𝜑𝑖) + 𝑣(𝑡)
𝑁
𝑖=1
(1) 
where the amplitude A, frequency f, and phase φ of each mode 
i are obtained by taking the Fast Fourier Transform (FFT) of 
past measured data over a specified time interval. Additionally, 
the static signal offset is denoted by v(t).  The specified time 
window for the FFT, referred to as TFFT, and sampling 
frequency are set depending on the frequency content of the 
known wave spectrum. The time window TFFT is chosen such 
that the highest frequency of the wave spectrum can be detected, 
while also preventing aliasing. The sampling frequency of the 
FFT is selected such that a desired resolution in the frequency 
domain is achieved. 
As conditions change, the number of modes N and 
associated frequencies f change with time; therefore, to predict 
the periodic motion, a peak detection algorithm is performed at 
every TFFT interval on the latest set of measured data. This peak 
detection algorithm determines the amplitude AFFT and 
frequency fFFT of each mode based on the dominant peaks in the 
FFT spectrum. A peak in the FFT spectrum is determined to be 
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dominate when it exceeds a peak detection sensitivity, η, which 
is set by the user. When a new set of modes is identified, it is 
used to initialize an observer model with a new set of 
parameters: AFFT, fFFT, φFFT, and N. 
The observer model is used to continuously estimate the 
mode parameters AFFT and φFFT such that the latest signal 
measurements are used to adapt AFFT and φFFT at each time step. 
For the prediction algorithm, a discrete Kalman filter is 
implemented to estimate the system states and has the form 
?̂?𝑘+1 = 𝚽?̂?𝑘 + 𝑳(𝑤𝑘 − ?̂?𝑘),   ?̂?0 = 𝑥0 (2) 
?̂?𝑘 = 𝑪?̂?𝑘 
where k is the current time step, Φ is the discrete system matrix, 
𝒙 is the vector of observed states, L is the observer gains matrix, 
ŵ and w are the estimated motion and measured motion 
respectively, and C is the system output matrix. The discrete 
system matrix, observed states and system output matrix were 
derived following the work of Kuchler et al. [3].  
For the current study, a static observer gain matrix was 
selected via manual tuning and has the form 
𝑳 = [0.2 3    0.2 3    … 0.2    3 0.1] (3) 
From each detected mode, two observer states xi,1 and xi,2 
are estimated and then rearranged to solve for the adapted 
observer parameters φobs and Aobs at the current time tk, such 
that: 
𝜑𝑜𝑏𝑠 = arctan (
2𝜋𝑓𝑖?̂?𝑖,1
?̂?𝑖,2
) − 2𝜋𝑓𝑖𝑡𝑘 (4) 
𝐴𝑜𝑏𝑠 =
?̂?𝑖,1
sin(2𝜋𝑓𝑖𝑡𝑘 + 𝜑𝑜𝑏𝑠)
Finally, the prediction algorithm can be used to forecast the 
motion sequence over a prediction horizon TPred, i.e. at the time 
tk + TPred. Referring to Equation 1, the predicted motion at tk + 
TPred is 
𝑠𝑃𝑟𝑒𝑑(𝑡) =        (5) 
∑ 𝐴𝑜𝑏𝑠,𝑖,𝑘 sin(2𝜋𝑓𝑖(𝑡𝑘 + 𝑇𝑃𝑟𝑒𝑑) + 𝜑𝑜𝑏𝑠,𝑘,𝑖)
𝑁
𝑖 + 𝑣(𝑡) 
To test the SPA and develop the Go-NoGo discriminator, a 
benchmark data set was used. 
B. Benchmark Data 
Figure 1 shows the benchmark test case used as the input 
signal s(t) throughout this paper. This test case originates from 
a set of digitized ship motion data from the Australian DSTO 
report [6]. The signal s(t) is the resolved roll motion of the data, 
in degrees. 
Figure 1. Benchmark test case of resolved roll motion from the Australian 
DSTO report [6]. 
C. Mode Detection Tuning 
In the SPA formulation section above, it was discussed that 
to detect the dominant modes of the incoming signal it is 
necessary to select an appropriate TFFT and peak detection 
sensitivity, η. The selection of an inappropriate TFFT can result 
in two undesirable scenarios: the first being too short an interval 
that results in no modes detected, and the second being too long 
an interval that results in modes detected at a rate that does not 
keep up with changing conditions, yielding aliasing. To 
examine these issues, Figure 2 plots the input signal s(t), as a 
solid blue line, and the prediction sPred(t), as a dashed red line, 
at 0.25 s into the future. sPred(t) is shifted back 0.25 seconds, i.e. 
25 time steps, to place both the input signal and the prediction 
in the same time frame. The  dotted green line between 70 s and 
80 s in Figure 2 depicts the scenario where there is no predicted 
signal due to no modes detected during the previous TFFT 
interval. 
Figure 2. Measured and predicted signal together, with prediction signal time 
shifted to the input signal timeframe. The prediction discontinuity due to no 
modes detected is shown in green. 
To address the issue of discontinuities in mode detection, 
the detection algorithm was amended such that in the case 
where zero modes are detected, the set of data over which the 
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FFT is performed is expanded every time step until at least one 
new mode is detected. The next mode detection is then 
performed after another TFFT window, starting where the new 
set of modes was detected. In this way, the mode detection 
algorithm can handle slower than expected modes that may 
exist in the signal s(t). In addition to the latter, the proposed 
amendments stated above also eliminate the second undesirable 
scenario, as the user can set a shorter TFFT to avoid aliasing, 
without needing to consider the TFFT length required to ensure 
continuous mode detection. 
The peak sensitivity η describes the minimum peak height; 
a threshold value used by the peak detection algorithm to 
determine the dominant peaks in the FFT spectrum. Figure 3 
shows the amplitude-frequency spectrum of the first 10 s of the 
benchmark test case in Figure 1 with η = 0.01 , indicated by a 
dashed red line. For this η, the number of peaks detected is 6, 
denoted by the triangle markers. By inspection of the first 10 s 
of the benchmark test case in Figure 1, to capture the dominate 
motion at most two peaks should be detected. Any other peaks 
in the FFT spectrum is attributed to sensor noise. By increasing 
the value of η, the sensor noise can be rejected. Shown as a 
dashed red line in Figure 4, η has been increased by a factor of 
10 (η = 0.1) and the number of peaks detected is two. The 
selection of peak detection sensitivity η must therefore be set 
based on sensor noise and is case specific. Future work could 
examine a recursive methodology to determine if a peak is valid 
or estimate how many peaks should be identified.  
 
Figure 3. Dominant peaks detected from the FFT spectrum of the first 10 s of 
the benchmark case for η = 0.01 
Figure 4. Dominant peaks detected from the FFT spectrum of the first 10 s of 
the benchmark case for η = 0.1 
III. RESULTS
A. Simulation 
The SPA detailed in Section II was implemented in 
MATLAB and simulated in the Simulink environment. Figure 
5 depicts the Simulink block that calls on the SPA function. The 
input variables include input signal s(t); the GO criteria; tuning 
parameters TFFT and η; and the prediction horizon TPred. The 
SPA block outputs the predicted signal s(t+TPred) and the 
Go/NoGo command signal. A fixed step, discrete solver was 
used with fixed step dt = 0.01 s. For the benchmark case in 
Figure 1, the simulation runtime is approximately 11 s for the 
full 118 s of the benchmark signal.  
Figure 5. SPA function block implemented in the Simulink environment 
B. Prediction Assessment 
Figure 6 displays the predicted signal, solid red line, over a 
continuous prediction horizon of 10 s for the benchmark input 
signal, solid blue line, at time t = 38 s. The parameters used for 
the prediction were: TFFT = 10 s and η = 0.1. In Figure 6, good 
accordance is observed between the input signal and predicted 
curve until TPred ≈ 3 s. To investigate this further, the predicted 
signal is examined for 1 s, 3 s and 10 s prediction horizons.  
Figure 7a depicts the prediction error for the prediction at 1 
s into the future at every point in time. Similarly, Figure 7b and 
c respectively depict the prediction error at 3 s and 10 s into the 
future at every point in time. Note that the first 11 s are omitted 
to ignore the initialization period of the SPA. The maximum, 
minimum, mean and standard deviation of the error for each 
case are tabulated in Table I for t = 11 s to 110 s. From Table I, 
both the mean and standard deviation of the absolute error are 
significantly larger, by an order of magnitude, for the longest 
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prediction horizon of 10 s. The latter is consistent with what 
was qualitatively observed in Figure 6 at t = 38 s. The results in 
Table I suggest that determining the likelihood of success of a 
process to produce a Go-NoGo command becomes less accurate 
for longer prediction horizons as the mean error increases 
significantly over this time interval. Furthermore, defining the 
GO scenario based on the maximum error observed over TPred 
alone is not representative of true future events for longer 
predictions. The following section will develop useful GO 
criteria that considers the error that exists in the prediction. 
 
Figure 6. Benchmark data with prediction curve at t = 38 s plotted over a 
continuous time horizon of 10 s into the future. 
TABLE I. ERROR METRICS FOR VARIOUS PREDICTION HORIZONS 
|Error| [deg] 
Prediction Horizon, TPred  
TPred = 1 s TPred = 3 s TPred = 10 s 
Maximum 1.74 3.72 3.88 
Minimum 4.57 x 10-6 4.41 x 10-4 2.93 x 10-4 
Mean 0.29 0.89 1.41 
Standard 
Deviation 
0.35 0.92 1.69 
Figure 7. Error between benchmark data and prediction at a) 1 s into the 
future, b) 3 s into the future and c) 10 s into the future.
C. Developing the Go/NoGo Criteria 
For the purposes of this paper, the SPA is used to output a 
Go-NoGo command based on given GO criteria. The GO 
criteria could be one or several parameters used to define the 
acceptable conditions for a GO scenario. The criteria are 
compared with the predicted signal over the continuous 
prediction horizon TPred at each time step. If over the prediction 
horizon, the predicted signal meets the GO criteria, a GO 
command is output. Conversely, if the GO criteria are not met 
by the predicted signal over the prediction horizon, a NoGo 
command is output. In this section, the development of useful 
definitions of the GO scenario, to be identified based on the GO 
criteria, are investigated.  
The first definition of the GO scenario to be investigated is 
the simple Maximum Prediction Threshold (MPT) approach. 
This approach identifies a GO scenario if over the entire 
prediction horizon, the maximum value of the predicted signal 
is below the given threshold value. In other words, only one 
point of the predicted signal must to be above the threshold to 
output a NoGo command. The results in Table I suggest that 
this simple Maximum Prediction Threshold approach would not 
provide a useful definition of the GO scenario for longer TPred, 
as there exists more error with the predicted signal as the 
prediction horizon increases. Two more GO criteria are 
suggested below that are defined such that the  error that exists 
in the prediction is considered. 
If instead, the GO scenario is defined based on the statistical 
spread of the predicted signal, it is possible to relax how the GO 
criteria identify a GO scenario. The spread of 1 Standard 
Deviation (1-SD) approach outputs a GO command when the 
prediction mean, evaluated over the prediction horizon, plus 1 
standard deviation of the prediction is below a threshold value. 
The 1-SD approach is expressed empirically in Equation 6 as 
Go Criteria > 𝑠𝑃𝑟𝑒𝑑,𝑘̅̅ ̅̅ ̅̅ ̅̅ + 𝜎𝑘 (6) 
where 𝑠𝑃𝑟𝑒𝑑̅̅ ̅̅ ̅̅ ̅ is the prediction mean over TPred at time step k, and 
σ is the standard deviation of the prediction over TPred at time 
step k. Equation 6 is equivalent to stating that for any randomly 
selected sample of the predicted signal over TPred, a GO 
command is output if 68% of the sampled points fall below the 
threshold.  
The spread of 1.645 Standard Deviations (1.645-SD) 
approach defines the GO scenario to occur when the prediction 
mean plus 1.645 standard deviations is below the threshold 
value. The 1.645-SD approach is expressed empirically in 
Equation 7 as  
Go Criteria > 𝑠𝑃𝑟𝑒𝑑,𝑘̅̅ ̅̅ ̅̅ ̅̅ + 1.645 𝜎𝑘 (7) 
Equation 7 is equivalent to stating that for any randomly 
selected sample of the predicted signal over TPred, a GO 
command is output if 90% of the sampled points fall below the 
threshold. Both methods described in Equations 6 and 7 are 
based on the same principle but differ in how conservatively 
they evaluate the predicted signal. 
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To evaluate the three definitions of the GO scenario MPT, 1-
SD and 1.645-SD, the SPA was run for each case with the 
benchmark data and compared with the desired Go-NoGo 
command signal. The desired command signal was determined 
by setting the command as GO when the benchmark case is 
below the threshold value and setting the command as NoGo 
when the benchmark case is above the threshold value. Figure 
8a shows the input signal, left axis, as a solid blue line with the 
GO criteria threshold, set as 2.5°, as a dashed red line. In Figure 
8a, the desired Go-NoGo command signal, right axis, is also 
shown for t = 50 s to t = 90 s of the simulation. Here GO = 1 
and NoGo = 0. Figure 8 part b, c and d depict the Go-NoGo 
command signal for the MPT, 1-SD and 1.645-SD approaches 
respectively. The three GO scenario definitions were evaluated 
based on the number of seconds that a GO command is output 
compared to the amount of GO time registered by the desired 
command signal. When obtaining the GO time, the first 11 s of 
data are omitted to ignore the SPA initialization period. In Table 
II, the GO time for the benchmark case from t = 11 s to t = 118 
s is tabulated for each approach. 
TABLE II.   EVALUATION OF GO SCENARIO DEFINITIONS 
“GO” 
metric 
“GO” scenario definition [11 s – 118 s] 
Desired MPT 1-SD 1.645-SD 
“GO” 
time [s] 98.98 
87.71 94.78 77.94 
Error [s] 11.27 4.20 21.04 
Due to its close agreement with the desired command signal, 
the best definition of the GO scenario, based on a given 
threshold value, is the 1-SD method. Moreover, with the least 
amount of GO time, the 1.645-SD method was found to be the 
most conservative method for defining the GO scenario.  
Figure 8. Go-NoGo command signals with desired command signal in a), and 
resulting command outputs for approaches b) MPT, c) 1-SD and d) 1.645-SD. 
For display purposes, the results are shown for t = 50 s to t = 90s. 
D. Go-NoGo Command Latching 
Observing the Go-NoGo signals in Figure 8b, c and d at 60 
s, 80 s and 90 s, there is rapid fluctuation in the command signal. 
For a physical implementation of the SPA, it is desired that the 
SPA latches on to a GO or NoGo command to meet the 
responsivity of the physical system components. A method for 
Go-NoGo command latching is proposed below to limit this 
undesirable fluctuation. 
Figure 9 shows the logic flowchart for the latching algorithm. 
To start, the latching algorithm receives the Go-NoGo state 
determined from the predicted signal. Next, the algorithm looks 
to see if a target state has been set. If no target state has been 
set, the current Go-NoGo state is set as the target state. The 
algorithm must then determine whether it will commit to this 
target by watching the incoming Go-NoGo state over an 
evaluation period Teval. During this evaluation period, if at any 
point the incoming Go-NoGo state differs from the target state, 
the current Go-NoGo state is set as a new target state and Teval 
is reset. However, if all Go-NoGo states received during the 
evaluation period match the target state, the algorithm will 
"latch" onto the target state and output this command over the 
runtime interval Trun. After Trun is complete, a new evaluation 
period begins. 
Figure 10 shows the results of the latching algorithm where 
the Go-NoGo command signal without latching is shown in 
10a, and the Go-NoGo command signal with latching is shown 
in 10b. For illustrative purposes, Teval was set as 0.1 s and Trun 
was set as 2 s, i.e. if a GO condition is sustained for 0.1 s the 
system will latch in a GO condition for at least 2 seconds. The 
command signals are output for the benchmark test case for t = 
50 s to t = 90 s. It is observed that for the selected Teval and Trun, 
all fluctuation was removed from the original command signal 
in Figure 10 a. Teval and Trun are case specific and should be 
based on the physical systems involved. 
Figure 9. Flow chart of the logic used in the command signal latching 
algorithm. 
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Figure 10. Go-NoGo command signals for the benchmark test case without 
latching in a) and with command latching in b). For display purposes, the results 
are shown for t = 50 s to t = 90s. 
IV. CONCLUSIONS
This paper describes the generalized formulation and tuning 
of a signal prediction algorithm as it applies to the 
determination of a Go-NoGo state. A key modification made to 
the SPA was the implementation of continuous mode detection 
that enables the algorithm to dynamically handle changing 
conditions of the input signal. Tuning the SPA also included 
setting a peak height sensitivity parameter that is used for 
determining the dominant peaks in the FFT spectrum during 
mode detection. By investigating the FFT spectrum of one 
identification period of the input signal, it was determined that 
the peak height sensitivity should be set such that it ignores 
sensor noise in the measured signal and is therefore case 
specific. 
The paper also described the development of useful GO 
criteria used for producing the Go-NoGo state. Because 
prediction error increases over the prediction horizon, it was 
determined that a GO scenario identified by the maximum point 
of the prediction should not be used, as this approach can lead 
to erroneous conclusions regarding the Go-NoGo state. Instead, 
a GO scenario defined by the mean and one standard deviation 
of the predicted signal over the prediction horizon was found to 
produce a Go-NoGo signal that agreed the most with the desired 
Go-NoGo signal. 
Performance of the SPA was further improved with the 
implementation of a latching algorithm that successfully 
removed undesirable fluctuation in the Go-NoGo signal. 
It is anticipated that several practical industrial applications 
can benefit from the proposed methods of determining a Go-
NoGo state. In general, the methods proposed can be used for 
fault detection and avoidance of unmanned systems. 
Specifically, with UAV ship landing operations the SPA can be 
employed to estimate the ‘quiescent period’, where the roll and 
pitch angles of the ship are below critical threshold values. 
From the estimated quiescent period, a Go-NoGo state is 
inferred that can be used to increase the effectiveness of 
autonomous vertical landings on transient platforms.  
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Abstract— Notches are inevitable in many components and 
structures due to design limitations. In addition, they are the 
locations for stress concentration and are susceptible to fatigue 
failure. As a result, the cyclic stress/strain response at a notch 
is of key importance. Fiber Bragg Grating (FBG) sensors have 
been successfully utilized for mechanical and thermo-
mechanical strain measurement in many cases; nevertheless, 
their capability of measuring strain at spots with intensive 
stress/strain has not yet been explored. In this research, FBG 
sensors are employed for strain measurement at the notch tip. 
A verification test was designed to substantiate the FBG 
measurements. The test involves a rectangular magnesium 
sheet with a center hole, subjected to uniaxial cyclic loading 
while the strain was measured at the notch tip using three 
different methods: strain gage, digital image correlation (DIC), 
and FBG. There were good agreements between the three 
measurements. 
Keywords- Notch; strain measurement; FBG; DIC 
I.  INTRODUCTION 
Fatigue is the dominant failure mode for components under 
cyclic loading, particularly in notched members [1]. To assess 
fatigue life, the cyclic stress/strain response at the notch tip is 
of key importance; however, strain measurement at this 
location has been challenging due to the high gradient of strain 
over a small area in the vicinity of the notch.  
The common experimental approaches for notch 
stress/strain assessment are photoelasticity, thermoelasticity, 
brittle coatings, strain gages, and digital image correlation 
(DIC). Photoelasticity was initially devised by Brewster [2]. 
More than a century later, Coker and Filon developed this 
method as a tool for stress distribution assessment [3]. In this 
technique, a transparent material is utilized for fabricating a 
specimen with geometry similar to that of the notched member, 
and stress distribution is obtained by monitoring changes in the 
optical properties of the loaded transparent specimen via a 
polariscope. Photoelasticity can be adapted to both static and 
dynamic loading scenarios, even though doing so requires 
model preparation, and sometimes, tedious post-calculation [4]. 
The thermoelastic effect in metals was first recognized by 
Weber [5]. Belgen developed the first thermoelasticity 
application for contactless experimental stress analysis [6]. In 
thermoelasticity, local small temperature alterations of the 
loaded specimen indicate the stress distribution, allowing full-
field stress map to be made of the surface. In this method, the 
minimum detectable stress is restricted by the sensitivity of the 
employed apparatus; therefore, high precision requires costly 
experimental setup [7]. 
The brittle coating method begins with spraying a brittle 
coating on the surface of the notched member and letting it dry. 
The applied load will form crack patterns in the coating. The 
region and magnitude of stress concentrations can be indicated 
by comparing the crack patterns with the intact surface of the 
calibration coating. The coating’s vulnerability to humidity and 
temperature, and the qualitative rather than quantitative results 
are two disadvantages of this method [8]. 
The strain gage technique is the most common 
experimental method for local strain measurement. The strain 
gage consists of a metallic foil pattern that acts as electrical 
resistance, supported by an insulating backing. It is attached to 
a prepared surface in the region of interest by a suitable 
adhesive. The dimensional change caused by the applied load 
results in electrical resistance alternation of the foil, which is 
used for strain measurement [9]. Initial calibration, non-
linearity, and pointwise measurement are among strain gage’s 
main drawbacks [7]. 
Digital image correlation (DIC), is a non-contact optical 
technique for strain measurement, employs image tracking and 
registration techniques [10]. One of the first applications of 
DIC for deformation quantification was suggested by Peters 
and Ranson [11]. The DIC’s accuracy has been widely 
substantiated through comparison with finite element and other 
verified methods [12]–[17]. Two DIC algorithms were used by 
Gonzáles and co-workers [10] for elastoplastic strain 
distribution measurement in shallow and deep notches. They 
verified their results with finite element method (FEM). 
Kotousov et al. [18] employed DIC for displacement- and 
strain-fields quantification near a sharp notch and compared the 
measurements with analytical and numerical solutions. 
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The Fiber Bragg grating sensor is another advanced optical 
method for gauging external stimulants like strain. The Bragg 
gratings are written into the germanium-doped core of an 
optical fiber by periodic ultraviolet exposure leading to peculiar 
wavelengths reflection [19]. Any externally applied load and/or 
change in temperature increases or decreases the initial 
wavelength that is recorded by an interrogator during the 
experiment. The magnitude of this alternation can be converted 
into strain values by means of the mathematical expressions 
[19]. Even though the merit of FBG sensors for mechanical 
strain quantification has been verified extensively in the 
literature [20]–[24], its capability for intense notch tip strain 
measurement is still not well understood. 
Because of the high resolution of the grating in the FBG 
sensor, it could be a proper candidate for mechanical strain 
measurement at spots with an intensive stress/strain gradient, 
e.g., at notches. To explore the applicability of the FBG, they
are employed in this work for strain measurements at the notch 
tip. Variable amplitude cyclic loading was applied to the 
specimen, and the strain was measured utilizing three different 
measurement methods: strain gage, DIC, and FBG. 
II. MEASUREMENT AND TEST PROCEDURES
A. Material and Experimental Setup 
The material under investigation was 4mm thick AZ31B-
H24 hot-rolled magnesium sheet, provided by Magnesium 
Elektron of North America (MENA). Wrought magnesium has 
different yields in tension and compression [25] similar to the 
strength-differential effect seen in high strength steels [26]. The 
specimen was machined along the rolling direction with the 
dimensions shown in Fig. 1.  
Figure 1.  Notched specimen geometry (dimensions in millimeters) 
Miniature strain gage C2A-06-015LW-120 from Micro 
Measurement Co. was selected for parallel strain measurement. 
The geometry of the strain gage is shown in Fig. 2. DAQ-
DQ430 data-acquisition was employed, and one dummy gage 
was linked to the device to support quarter bridge gage 
configuration. 
Figure 2.  C2A-06-015LW-120 Strain Gage 
Figure 3.  FBG equipment a) Corning SMF-28 with Bragg Grating b) Micron 
Optic SM125-200 Interrogator 
Corning SMF-28 FBG with 5 mm effective length and 125 
𝜇𝑚 dimeter were used in this research. The fiber optic 
sensor is illustrated in Fig. 3 (a).  The initial wavelength was
measured to be 1550 nm. The grating modulation is 
Gaussian-apodized for this sensor, and the Bragg grating (1 
mm length) had been written on a single mode of the optical 
fiber. The utilized optical interrogator is a Micron Optic 
SM125-200 with 5 pm resolution and an accuracy specification 
of 10 pm, as shown in Fig. 3 (b). It was connected to one side 
of the fiber optic cable by a FC/APC fiber connector.  
For DIC strain measurement, the ARAMIS 3D System with 
two 5 megapixels CCD cameras, capable of 15 fps readout at 
full resolution has been employed. This stereo system delivers 
precise 3D coordinates by using stochastic patterns or reference 
point markers. 
Three different methods- DIC, strain gage, and FBG- were 
utilized for notch tip strain measurement. The schematic 
configuration indicating the devoted area to each technique is 
illustrated in Fig. 4 (a). To obtain comparable results from the 
different techniques, measurement was performed at the same 
distance from the notch tip. Due to the installation limitations 
enforced by the strain gage dimensions, the strain gage was 
attached to the specimen as close to the notch tip as was 
technically possible. Then, its location was used as a reference 
for the FBG sensor and DIC measurements. The FBG sensor 
was connected to the other side of the notch, as shown in Fig. 4 
(b). For simultaneous strain measurement, LabVIEW was used.  
(a) (b) 
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 Figure 4.  Schematic configurations of a) techniques used for notch tip strain 
measurement b) FBG and strain gage positions relative to the notch 
B. Test Procedures 
The specimen was loaded using the 8874 Instron servo-
hydraulic test frame with 25kN load capacity and 100N.m 
torque capacity. The test was run in load-control mode, and a 
variable amplitude load (VAL) pattern was applied. The peak 
force was 13 KN in accordance with the notch tip stress 
concentration to compel plastic deformation at the notch tip, 
while the far field remained elastic. Given the specimen 
geometry, shown in Fig.1, and the mode of loading, Fig. 4 (a), 
the stress concentration factor is equal to 2.5 [27]. The VAL 
loading scenario is depicted in Fig. 5.  
Figure 5.  VAL scenario for FBG evaluation 
III. RESULTS AND DISCUSSION
Fig. 6 shows the test setup. Measured Peak and valley 
strains are tabulated in Table. I, and the engineering strain as a 
function of time is plotted in Fig. 7. All three methods follow 
the VAL pattern closely, with DIC having more noise in the 
measurements. This issue can possibly be resolved by utilizing 
higher resolution cameras. Fig 8. manifests the strain 
distribution around the notch tip for the first peak of loading 
captured by DIC. 
Figure 6.  Final setup for simultaneous strain measurement 
TABLE I. FIRST PEAK AND VALLEY OF STRAIN (%) MEASURED BY 
THREE DIFFERENT TECHNIQUES 
Techniques Peak  Valley 
Strain Gage 0.587 -0.497 
FBG 0.601 -0.575 
DIC 0.599 -0.523 
(a) 
(b) 
891
Figure 7.  Notch strain measured by three experimental approaches 
Figure 8.  Peak strain distribution at the notch tip captured by DIC a) sample 
with speckle pattern b) strain map  
The FBG sensor was capable of monitoring real-time strain 
during the experiment, whereas for DIC, the obtained images 
had to be analyzed after the test. In addition, the FBG 
pointwise resolution was higher compared to the strain gage. 
Overall, this study demonstrates the promising capability of 
FBG for fine strain measurement at the notch tip. Major 
sources for the slight difference in results are attributed to the 
following: 
 Due to the very high strain gradient in the area near the
notch root, even a few microns difference in the
measurement position can affect the results
significantly.
 All the implemented techniques average the strain over
a specific area, e.g., the resistor area (0.38 × 0.5 mm2)
of the strain gage, although efforts have been made to
keep it as small as possible.
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Abstract— The transition to cleaner, more efficient and longer-
endurance aircraft is at the forefront of current research and 
development in air transportation systems.  The focus of this 
research is to experimentally evaluate Hybrid Propulsion and 
Energy Harvesting Systems in Unmanned Aerial Vehicles 
(UAV).  Hybrid systems offer several potential benefits over 
more conventional gasoline and electric systems including 
lower environmental impacts, reduced fuel consumption, longer 
endurance, redundancy and distributed propulsion.  Additional 
energy efficiency can be achieved by harvesting some of the 
thermal energy of the exhaust gases. By using the Seebeck 
effect, the temperature gradient between ambient air and the 
exhaust can be used to generate electric power, making it 
possible to eliminate costly mechanical systems such as 
alternators and reduce fuel consumption. 
The development and experimental evaluation of a hybrid-
propulsion UAV was carried out at the University of Victoria 
Center for Aerospace Research (UVIC-CfAR) in the 
framework of the Green Aviation Research & Development 
Network (GARDN) grant.  The work involved the development 
of a framework to evaluate UAV hybrid propulsion efficiency, 
as well as to predict the amount of power harvestable from 
thermoelectric generators (TEG).  The hybrid propulsion 
framework was used to investigate the trade-offs between 
different hybrid architectures against conventional electric and 
internal combustion propulsion systems. The energy harvesting 
module was designed to evaluate the trade-off between energy 
harvested, implementation costs and weight. 
In order to validate the computational results, experimental 
testing was performed. First, an apparatus was designed to 
collect performance data of a triple-TEG system connected to a 
4-stroke Saito internal combustion engine.  Thermal 
performance of the system was evaluated at eleven different test 
points, and a number of variables were modified to simulate real 
flight profiles. Next, another apparatus was designed to 
characterize the performance of a parallel hybrid-electric 
propulsion system in a UAV.  This apparatus allows for 
different mission profiles that closely match the flight test data 
from other propulsion types.  
Keywords: hybrid propulsion, series and parallel architecture; 
energy harvesting; thermoelectric generators  
I.  INTRODUCTION 
Conventional aircraft are powered by fossil fuels used in 
different types of internal combustion engines, which produce a 
substantial amount of pollutants in the form of carbon dioxide.  
With new regulations and increase of public interest there has 
been an effort to transition to green transportation. Hybrid-
electric propulsion and energy harvesting technologies are 
potential solutions to mitigate some of the issues identified. 
There is substantial pressure on the industry to maximize the 
efficiency of propulsion systems and minimize environmental 
impact.  Gasoline internal combustion engines and electric 
motors are the two main architectures for UAVs, but each 
system has disadvantages. 
Internal combustion engines tend to have higher endurance than 
electric systems, but this comes at the cost of high vibration and 
noise pollution, as well as high levels of emissions.  Typically, 
gasoline engines are oversized for cruise in order to satisfy climb 
requirements.  Electric propulsion systems have the benefit of 
lower noise, vibration and emissions and can supply a high 
torque across their operating range.  However, the power density 
of battery packs is much lower than that of hydrocarbons, and 
the additional weight means that electric propulsion systems 
suffer from low endurance. A hybrid propulsion system that 
offers the benefits from both gasoline and electric configurations 
could prove to be a viable candidate for UAVs.  The potential 
advantages of a hybrid propulsion system include the reduction 
in fuel burn and emissions, lower acoustic signature when 
operating in electric-only mode, lower-vibration operations, and 
the possibility of novel configurations through distributed 
propulsion.  The efficiency of the overall system could be 
increased even further if some energy harvesting techniques are 
applied to the exhaust gas using thermoelectric generators. A 
hybrid propulsion system could also include some intangible 
benefits such as redundancy in the case of engine failure. 
The two types of hybrid-electric configurations used in this 
project are series and parallel, as shown in Fig. 1.  In a series 
configuration, the combustion engine and electric motor are not 
mechanically coupled. Instead, the combustion engine generates 
power using a separate generator which can be used to drive the 
electric motor or charge the battery packs.  In a parallel 
Green Aviation Research & Development Network 
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configuration, the combustion engine and electric motor are 
connected using some sort of mechanical coupling, and together 
drive the propeller.  In a parallel configuration, a clutch is 
required to disconnect either the electric motor or combustion 
engine to operate in isolated modes.  
One of the first major hybrid-electric propulsion UAV projects 
began in 2010 with the Air Force Institute of Technology's 
‘Project Condor’[1], [2]. This design involved conceptual 
design work, simulation, and control strategy development by 
several groups and predicted efficiencies of 94% [3]–[5]. The 
University of Colorado has shown success with their project 
HELIOS which also made use of a parallel hybrid architecture 
in their UAV [6]. Further, parallel hybrid research by Glassock, 
Hung, Gonzalez and Walker at Queensland University have 
suggested that an increase of power of 35% can be achieved 
with only a 5% weight penalty for a UAV [7]. 
In a study conducted by Harmon, Frank and Joshi [4] it was 
estimated that a parallel configuration on a small UAV would 
be approximately 8% lighter than a series configuration. This 
estimate is due to the large electric motor and generator 
requirement of the series configuration.  Although series hybrid 
configurations suffer substantial energy-conversion losses, they 
are simpler to control and offer features that are suitable for 
intelligence, surveillance and reconnaissance (ISR) missions 
such as distributed propulsion or electric-only operation. These 
features are possible for a series configuration because the 
internal combustion engine is decoupled from the electric motor 
that provides the propulsion.  
Energy harvesting is the practice of generating energy from 
ambient energy sources, such as solar, vibrational, acoustic or 
thermal energy. Many applications for energy harvesting can be 
found in aviation, from structural health monitoring (SHM) 
systems requiring in-situ power production to electric-based 
systems harvesting energy to increase endurance. Research into 
energy harvesting at UVIC CfAR has focused on recovering 
thermal energy to provide auxiliary power to an aircraft’s 
electrical systems. 
Thermoelectric generators utilize the Seebeck effect to convert 
thermal energy to electrical power when subjected to a 
temperature gradient. TEG efficiency depends on both the 
materials used and the temperature difference between the two 
sides of the module, as TEGs commonly operate at 
approximately 20% Carnot efficiency [8]. Commercial units 
have up to 12% conversion efficiency, with a 5% efficiency 
being common. 
As mentioned previously, reciprocating internal combustion 
engines are a popular choice for UAV propulsion due to the fuel 
high energy density; however, this comes with a tradeoff of low 
thermal efficiency. Only 30-45% of the fuel energy is utilized to 
produce mechanical power, and this figure is even lower for 
small-scale engines [9]. The remaining energy is lost to the 
environment, with 40% of the total energy lost as exhaust gas 
kinetic and thermal energy [10]. Exhaust temperatures 
commonly reach as high as 800 degrees Celsius. Therefore, the 
high temperature of the exhaust relative to the environment 
makes the exhaust system a potential candidate for 
thermoelectric energy harvesting. 
Thus far, thermoelectric energy harvesting research has largely 
been concentrated in the automotive sector. Generally, TEGs are 
placed on a specially designed exhaust pipe and are cooled with 
engine coolant; systems using heat pipes have been explored but 
are limited to low-temperature applications [8]. As weight is a 
secondary concern in the industry compared to aviation, a 
number of high-power energy recovery systems have thus been 
created and tested by companies such as BMW, Ford and Honda. 
Research has indicated that thermoelectric systems are capable 
of meeting the electrical requirements of vehicles, with 
experimental systems exceeding 700W power generation during 
bench testing [10]. An increase in fuel efficiency of up to 10% 
has been claimed, [11] though real-world efficiency gains were 
closer to 3% [9]. 
In contrast, thermoelectric energy harvesting for UAV 
applications has only received limited attention. Fleming, Ng 
and Ghamaty investigated thermoelectric power systems for 
micro air vehicle applications, [12] and Langley, Taylor, 
Wagner and Morris conducted theoretical modelling, design and 
optimization, and subsequent flight testing of a thermoelectric 
power system [13]. As system weight is of much higher concern 
in aerospace, thermoelectric energy harvesting is largely 
prevented from employing the liquid-cooled heat exchangers 
prevalent in automotive research; ambient air becomes a much 
more feasible option for cooling. Previous research on the 
subject has largely been limited to low-temperature, small-
gradient applications [14]. 
II. HYBRID PROPULSION SYSTEM
The purpose of the framework is to compare conventional 
electric and gasoline UAV propulsion systems against various 
hybrid-electric and energy efficient systems.  As new hybrid 
UAV projects emerge, it is difficult to quantify their 
performance against other designs as there is a wide range of 
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designs and applications.  This framework was developed using 
MathWorks MATLAB and includes all of the aircraft dynamics 
independent of the propulsion module so that propulsion 
systems can be used interchangeably.  Once the models are 
validated with real flight test data, this framework can be used 
to compare theoretical systems or prototype systems still in 
development.  Since all of the aircraft components are modelled 
parametrically, the design space can be thoroughly explored and 
optimized through various component sweeps and trade studies. 
The results from this exercise can be used to observe tradeoffs 
and impacts between different propulsion architectures and will 
drive design decisions for future UAVs. 
The series and parallel hybrid architectures were evaluated for 
several mission profiles. These missions provide a variety of 
different operating points that UAVs are typically used for, 
rather than steady-state comparison between propulsion 
systems. These profiles include a high-speed Interception 
Mission, a maximum-endurance Communications Relay 
Mission, a terrain following Pipeline Inspection Mission, and 
finally a flight path optimization mission for LIDAR Data 
Collection.  These missions are depicted in Fig. 2. 
Several of the individual components of the aircraft, such as the 
propeller, lithium polymer (LiPo) batteries, electric motors and 
the internal combustion engines were modelled from existing 
architectures and combined in the framework.  The propeller 
model includes a parametric model to morph measured 
geometry for a range of sizes. For the LiPo batteries, an 
equivalent circuit was used to model both the discharge and 
charge characteristics of a battery in order to accurately estimate 
the voltage drop. This model was used in combination with 
experimental data of voltage curves collected by discharging a 
LiPo battery at different rates. A thrust test stand was developed 
to determine the performance of these LiPo batteries with 
several electric motors. This thrust test stand allowed for any 
combination of batteries, electronic speed controller and motor 
to be tested together to collect experimental data, and included 
safety cut-offs for thermal, voltage or current thresholds. In 
order to validate these models, component-level bench tests 
were conducted.   
Fig. 3 depicts the results of an example exercise using the 
framework.  Here, the coefficient of lift parameter was swept 
from 0.55 to 0.90 to observe the trade-offs of fuel burn between 
the gasoline configuration, and both series and parallel hybrid 
configurations for a sample aircraft.  As can be seen, the series 
hybrid architecture will burn less fuel than the gasoline-only 
configuration at higher CL values, and the parallel hybrid is the 
most efficient with the lowest fuel burn for the full CL range. 
The ability to observe these trends and analyze the tradeoffs 
between different propulsion systems attests to the power and 
novelty of this framework. 
In future work, all of the components will be combined for 
system-level bench tests for both series and parallel hybrid 
architectures.  The system-level bench tests will provide the 
opportunity to observe the performance of the propulsion 
system in a controlled environment and provide repeatable 
results.  As with the component level testing, the results from 
the hybrid bench tests will be updated back into the framework 
to increase the accuracy of the theoretical models and lead to 
the design and integration into an airframe. 
III. THERMOELECTRIC ENERGY  HARVESTING
To validate the theoretical model of an exhaust energy 
harvester, a test apparatus was designed and built. The energy 
harvester was designed to use the exhaust flow from a 
commercial-grade 50cm3 4-stroke Saito FG36 gas engine to 
provide heat to 3 Marlow Industries 30mm x 30mm TG12-4 
thermoelectric generators. The cooling was provided by forced 
air. An Advanced Thermal Solutions ATS-EXL68-300-R0 heat 
sink was modified to provide two 15cm-long profiles, and the 
TEG modules were fixed between them using Arctic Silver 
Ceramique 2 thermal paste to maximize thermal contact. The 
heat sinks were enclosed in aluminum shrouds and the two sides 
were clamped together. To simulate external airflow, an electric 
ducted fan unit was integrated to simulate an aircraft speed of 
up to approximately 200 km/hr at ground level. The cold air 
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Figure 3. Framework design study example: Pipeline Inspection 
Mission CL versus Fuel Consumption. 
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flow and the exhaust flow were counter-current to each other. 
The system was connected to the engine exhaust using a 
corrugated metal hose. Removable fiberglass insulation was 
also installed to control heat loss from the apparatus.  
Figure 4. Energy Harvesting Apparatus Setup. 
The system was instrumented to record 5 design variables 
(engine throttle control, cold air flow rate control, and resistive 
load control for each of the 3 TEGs). The temperature gradient 
across each TEG was measured using two Digilent K-type 
thermocouples, and the exhaust temperature was recorded at 
both the exhaust manifold and the entrance to the heat 
exchanger. Ambient air flow temperature was tracked at the 
inlet and the outlet of the heat exchanger, and ambient air flow 
rate was measured at the heat exchanger inlet using an E+E 
Elektronik EE741 flow meter. For the engine control, air flow 
was tracked at the carburetor inlet and fuel mass was tracked 
using a load cell. Data collection and system control was 
accomplished using LabVIEW software. 
An energy harvesting module for the MATLAB framework 
was developed to predict thermoelectric power generation 
based on the operational state of the aircraft. Engine parameters 
were used as inputs to predict exhaust temperature, and the 
aircraft’s speed is used to determine the cold air flow. Load 
resistance was set to optimize power production throughout the 
mission, simulating the overall power generation. This power 
was directly applied to a battery module in the framework, and 
can be used to recharge the flight packs or supply power to a 
payload. Due to the relatively low operating temperature range, 
the energy harvesting module makes the assumption that the 
TEG material properties are temperature independent. 
Extensive component and system-level testing was 
performed. The performance of TEG modules was quantified 
experimentally as shown in Fig. 7. TEG power generation was 
changed by sweeping load resistance at constant airspeed and 
engine power. The ability to control load resistance ensures 
optimal power generation at any flight profile. The relationship 
between engine power, flight speed, and TEG temperatures was 
defined empirically and used to refine the energy harvesting 
module. 
Figure 7. TEG power generation for a given resistance. 
IV. CONCLUSION/RECOMMENDATIONS
A hybrid propulsion system framework has been implemented 
and evaluated for multiple mission scenarios. This framework 
allows the user to define component information and sizing, 
aircraft parameters, and complex mission profiles. From this 
setup, design trade-offs between UAV propulsion systems were 
identified and quantified to drive engineering design decisions. 
Specific experiments can be conducted to observe very precise 
and slight changes to the overall performance of an aircraft. As 
hybrid-electric aircraft increase in popularity, the aeronautical 
industry will benefit from such an analysis tool to optimize 
designs. As new and more efficient propulsion technologies are 
created, this framework will allow users to benchmark new 
designs. 
Using the framework, mission profiles were designed to 
simulate realistic missions such as Interceptor, Communications 
Relay, Pipeline Inspection and LIDAR Data Collection. Since 
UAVs are used in a variety of applications, it is a useful exercise 
Figure 5. Energy Harvesting Apparatus. 
Figure 6. TEG module exploded view. 
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to test the designs across multiple mission profiles to determine 
the optimal design. Together with the energy harvesting module, 
design decisions can be made on the trade-offs between different 
component sizes and optimized. 
Future work will include the construction of more detailed and 
complex mission profiles to further test the performance of 
aircraft. The ability to test the designs in real-world missions will 
not only allow for realistic performance estimates, but also open 
the opportunity in future work to tune the model using actual 
flight test results. Furthermore, experimental data from the 
component bench testing and the energy harvesting apparatus 
will be used to validate the framework and produce more 
accurate results. 
This project clearly demonstrates the need and novelty of the 
hybrid propulsion design tool to compare the performance of 
UAV propulsion types, and proves that hybrid UAVs are viable 
candidates for a variety of missions. Green aviation will likely 
be achieved by hybrid technology, and the framework provides 
valuable insight into engineering design decisions. Results from 
this project will be used to optimize the hybrid propulsion 
system for UAVs. 
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Abstract— Rocks may be subjected to dynamic disturbances 
while under high in situ stresses. When disturbed by dynamic 
loads from blasting, seismicity or rockbursts, the underground 
structures would be vulnerable to failure. Depending on the 
distance from the underground opening, the in situ stress states 
change from hydrostatic in the far-field, to triaxial in the 
intermediate distance, and to the pre-tension nearby the 
opening. Thus, SHPB testing system is further adjusted with 
confining pressure system into dynamic testing system of 
rocks under different in situ states. In the experiment with this 
dynamic testing system, the Brazilian disc rock specimens are 
first subjected to pre-stresses simulating in-situ stresses 
underground (including pre-tension, hydrostatic confinement, 
and triaxial confinement) and then loaded dynamically using 
the modified SHPB system. The dependence of dynamic 
tensile strength of the rock material on the static pre-stress and 
loading rate is investigated. These experimental results will be 
of great importance in the design and safety of underground 
rock engineering projects. 
Keywords-SHPB; Pre-stress; Hydrostatic Confinement; Tri-
axial Stress; Rate dependence 
I.  INTRODUCTION 
With the development of underground space, it is necessary 
to study the mechanical properties of underground rocks, which 
are subjected to high lithostatic and tectonic stress. Problems 
involving underground rocks are common in many important 
economic fields including hydropower, transportation, mining 
and defense infrastructure. Deep rock structures are prone to 
dynamic loads such as blast mining, rock burst and small 
seismic events, so it is necessary to simulate the underground 
stress state and conduct designed dynamic experiments to 
investigate the dynamic properties of underground rocks. 
Depending on the distance from the underground opening, the 
in situ stress states change from hydrostatic in the far-field, to 
triaxial in the intermediate distance, and to the pre-tension 
nearby the opening, as shown in Fig. 1.  
Dynamic mechanical properties of engineering materials 
have been investigated for many years and various devices are 
used to conduct experiments on these materials. One of the 
most frequently used techniques is the split Hopkinson pressure 
bar (SHPB) system. Using the SHPB technique, dynamic 
mechanical properties such as compressive strength, tensile 
strength and fracture toughness have been studied on 
engineering materials, mostly under uniaxial loading conditions 
[1]. However, underground rocks are subjected to in situ 
stresses and occasional dynamic loadings. Most research on 
axial compression properties of rock-like materials under the 
preloading situations are conducted on ceramics and concretes 
under lateral confinement, either passive or active [2]. Gong 
and Malvern [3] proposed a way to provide passive 
confinement on concrete specimens in the SHPB system. Chen 
and Ravichandran [4] adopted the passive confinement method 
to investigate the dynamic properties of ceramics. Song and 
Chen et al. [5] studied confinement effects on the dynamic 
compressive properties of an epoxy syntactic foam, considering 
the effect of both the loading rate and passive lateral 
confinement. Christen and Swanson et al. [6] designed 
dynamic mechanical experiments under active confinement. 
Gary and Bailly [7] adopted the technique and found the 
confining pressure more stable with air as the medium. They 
conducted experiments on concrete and proposed a meso-
mechanical model. Lindholm and Yeakley et al. [8] proposed 
the experimental method under hydrostatic confining pressure 
in 1974. Li and Zhou et al. [9] and Zuo and Li et al. [10] 
investigated the dynamic response of rocks under both axial 
and active lateral confinement. Frew and Akers et al. [11] 
improved Lindholm’s device and developed a hydrostatic 
apparatus based on SHPB system. 
Figure 1.  Zoning of the confining stress states around an underground 
opening 
It is worth noting that, in previous research, there are not 
many results of tensile experiments on pre-stressed rocks, and 
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if so, all of them are under quasi-static stress states. Some 
researchers conducted Brazilian disc (BD), shear and torsion 
tests on rocks under hydrostatic pressure [12, 13] and they 
found that the strength of rock increases with the hydrostatic 
pressure. Vasarhelyi [14] investigated the influence of 
confinement on the mode I fracture of Gneiss. Al-Shayea and 
Khan et al. [15] tested straight notched Brazilian disk (SNBD) 
specimens under diametrical compression to study the 
influence of confinement on fracture toughness of limestone. 
Chen and Zhang [16] studied the influence of confinement on 
rock fracture toughness using notch-hole combined Brazilian 
disc specimens and Funatsu and Seto et al. [17] did the same 
tests on notched semi-circular bend (NSCB) specimens and 
they found the same increasing trend with confining pressure. 
Therefore, there have been many improvements in dynamic 
testing of rocks with the static stress states; however, the 
research and testing system concerning various dynamic 
response (e.g. compression and tension strength, fracture 
toughness) of rocks subjected to different pre-stresses (i.e. pre-
tension, hydrostatic confinement, and triaxial confinement) are 
still deficient. In this paper, a SHPB testing system is adjusted 
with confining pressure system for dynamic response of rocks 
under different pre-stress states. To calibrate this testing 
system, the Brazilian disc rock specimens are first subjected to 
simulating in-situ stresses underground (including pre-tension, 
hydrostatic confinement, and triaxial confinement) and then 
loaded dynamically using the modified SHPB system. The 
dependence of dynamic tensile strength of the rock material on 
the static pre-stress and loading rate is investigated. The 
calibrated testing system will be importantly applied to the 
design and safety of underground rock engineering projects. 
II. SHPB SYSTEM FOR ROCKS UNDER PRE-
TENSION 
A. The Pre-tension SHPB System 
The modified SHPB system for pre-tension test includes 
three bars (a striker bar, an incident bar, and a transmitted bar) 
[18] and the pre-tension system (Fig. 2). The elastic bars are 
made of high strength maraging steel. The pre-tension system 
is mainly composed of a pressure chamber that provides axial 
preload to the bars and specimen, and a rigid mass at the 
incident bar end that is connected to the chamber by tie-rods. 
The pre-tension system is similar to that innovated by Frew et 
al. [11], who developed a modified SHPB system for dynamic 
tests under hydrostatic confinement. However, there is a main 
difference between the current design and those of Few et al. 
[11] and Zhou et al. [19]. In their designs, the bars are 
connected by the tie-rods from the impact end of the incident 
bar to the free end of the transmitted bar, while in the current 
design, the bars are connected near the other end of the incident 
bar through a flange (Fig. 2). The total length of the 
compressed bars in the current design is much shorter and thus 
is less prone to buckling. 
The recording system consists of the foil strain gauges, a 
signal conditioner, and an oscilloscope. There are two strains 
gauges on each bar attached at the symmetrical position, and 
they are connected to a signal conditioner through a 
Wheatstone bridge. The oscilloscope is connected to the signal 
conditioner using two channels, one for the signal on the 
incident bar and the other for the signal on the transmitted bar. 
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Figure 2.  Schematics of the pre-tension SHPB system 
B. The Validity of Dynamic Test with Pre-tension 
During the tests, the static pre-tension is applied to the 
specimen by the pressure loading unit attached to the end of the 
transmitted bar through the elastic bars and flange supported by 
a rigid mass. When the desired pre-tension is achieved, 
dynamic loading is applied from the impact of the striker bar 
on the free end of the incident bar. The incident pulse 
propagates along the incident bar before it hits the specimen, 
leading to a reflected stress wave and a transmitted stress wave 
that are recorded by the strain gauges attached on the incident 
and transmitted bar surfaces. The motion induced by the 
incident wave is to the right and thus the flange has no effect 
on the wave propagation. The strains of incident wave, 
reflected wave and transmitted wave are denoted by εi, εr and εt, 
respectively. 
Based on the one dimensional stress wave theory, and 
assuming stress equilibrium during loading [18] (i.e., εi+εr=εt), 
the history of the force on the specimen is: 

0( ) ( )dP t P P t   
where P0 is the static preload on the bars, Pd(t) is the dynamic 
force history on the bars after the impact. The tensile stress 
history at the center of the disc specimen can be determined as: 
 0 0
0
( )
( ) ( ) td
A E t
t t
RB

  

    
where σ0 is the pre-tension at the center of the disc, and 
 0
0
P
RB


  
where σd(t) is the dynamic tensile stress, E0 is the Young’s 
Modulus of the bars, A0 is the cross-sectional area of the bars; 
R is the radius of the specimen and B is the thickness of the 
specimen. The tensile strength is the maximum value of the 
tensile stress when the rock specimen is damaged. There is an 
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approximately linear region in σd(t) (Fig. 3), and its slope is 
taken as the loading rate. 
Similar to the traditional dynamic rock tension experiments 
in the SHPB system, the validity of dynamic test with pre-
tension is achieved by the force balance in the specimen during 
the experiments. This can be researched by using pulse shaper 
technique [18]. Fig. 3 shows the force history according to the 
strain gauges attached on the incident bar and the transmitted 
bar. The force on one side of the specimen is the sum of forces 
by the incident and reflected stress waves (marked as In.+Re), 
and the force on the other side of the specimen is by the 
transmitted stress wave (marked as Tr). The initial force on the 
transmitted bar corresponds to the preload on the specimen, 
which is P0 as in Eq. (1). It can be seen from Fig. 3 that the 
dynamic forces on both sides of the specimens are almost 
identical during 80 μs to 160 μs, which is the main dynamic 
loading period. It is also noted that the forces on the two ends 
of the specimen are different before 80 μs. The reason is that 
before the dynamic impact, the specimen is subject to the static 
preload through the transmitted bar, which is already 
compressed and thus the strain gauge on the transmitted bar 
measured the preload. However, the incident bar is free before 
impact loading and thus there is no deformation measured by 
the strain gauge on the incident bar at the beginning. The force 
difference at time zero in Fig. 3 is the static preload applied on 
the rock specimen, which is 10.07 KN in this case, 
corresponding to the pre-tension of 10 MPa at the specimen 
center.  
Figure 3.  Dynamic force balance in a typical pre-tension SHPB test 
C. Dynamic Brazilian Test with Pre-tension 
Five groups of BD rock specimens (with static tensile 
strength of 12.8 MPa) under the pre-tension of 0 MPa, 2 MPa, 
4 MPa, 8 MPa, and 10 MPa are tested under different loading 
rates. 
During each test, the tensile strength is the maximum value 
of the tensile stress history. Fig. 4 illustrates the dynamic 
tensile strength versus loading rate. It is obvious that the 
dynamic strength increases with the loading rate, revealing the 
phenomenon of rate dependency that is common for 
engineering materials, such as rock [20], concrete [21, 22], 
ceramic [23, 24]. 
Apart from the rate dependency mentioned above, what can 
be seen from Fig. 4 is that the dynamic tensile strength of the 
rock decreases with the increase of the pre-tension when 
subjected to the same loading rate. For example, when the 
loading rate is approximately 190 GPa/s, the dynamic tensile 
strength is 19.8 MPa when the specimen is loaded stress-free 
being subjected to dynamic loading. However, the dynamic 
tensile strength of the one with 10 MPa pre-tension is 11.7 
MPa, which is 8.1 MPa lower than the former. The decrease of 
dynamic tensile strength is caused by the opening of 
microcracks when the specimen bears the pre-tension stress, 
which is consistent to the results reported by Xia et al. that the 
microstructures affect the dynamic stress of rock specimens 
[2].  
Figure 4.  The dynamic strength versus loading rate for different pre-tensions 
III. SHPB SYSTEM FOR ROCKS UNDER
HYDROSTATIC STRESS 
A. The SHPB System with Hydrostatic Confinement 
The modified SHPB apparatus for tri-axial stress state 
includes the three bars (a striker bar, an incident bar, and a 
transmitted bar) [18] and a hydraulic system, as shown in Fig. 
5. The elastic bars are made of the same material as that for the
pre-tension test. The hydraulic system is mainly composed of a 
cylinder that applies lateral confinement to the rock specimens 
(Cylinder 1), and a pressure chamber that provides axial 
preload (Cylinder 2) to the bars and specimen. The only 
difference between the apparatus in Fig. 2 and the apparatus in 
Fig. 5 is Cylinder 1 that provides the lateral confining pressure. 
The recording system is same as the pre-tension SHPB system 
(Fig. 5).  
Figure 5.  Schematics of the modified SHPB system for Tri-axial test 
As shown in Fig. 6, the two cylinders are connected to the 
same hydraulic press by separate valves. When the two valves 
are open at the same time, the rock specimen would be in 
hydrostatic stress state, regardless of the shape of the rock 
specimen. Denote Ab as the cross area of the bars, As as the 
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contact area between the specimen and the transmitted bar; 
denote σ0 as the oil pressure provided by the pump, σ1 and σ2 as 
the stresses of the specimen at the transmitted bar end and the 
incident bar end, respectively. 
When the two valves are open at the same time, both the 
lateral confining stress on the specimen and the stress on the 
transmitted bar are equal to the oil pressure σ0. Since the 
transmitted bar is force balanced, the force on the transmitted 
bar at the specimen end equals that at the pump end. The force 
at the specimen end is composed of two parts, the one by the 
pressure oil σ0(Ab- As) and the one by the specimen σ1As; the 
force at the pump end is σ0Ab. So, the force balance of the 
transmitted bar leads to: 
 0 s 1 s 0( )+b bA A A A     
solve Eq. (4) we can get 
 1 0   
similarly, we can get 
 0 1 2     
Hence the specimen is in hydrostatic stress state when the two 
valves are both open at the same time. It can be shown in the 
similar way that for a specimen with arbitrary shape, as long as 
it is symmetric with respect to the loading axis, the specimen is 
under hydrostatic confinement if the pressure in both cylinders 
is identical.  
Figure 6.  Hydrostatic stress of rock materials in a SHPB test 
B. The Validity of Dynamic Test with Hydrostatic 
Confinement 
Similar to the dynamic test with pre-tension in SHPB 
system, the dynamic test with hydrostatic confinement in 
SHPB system is valid when the force balance in the specimen 
during the experiments is achieved. This is also facilitated by 
using pulse shaper technique. In addition, enough loads are 
required to break the confined specimen so the striker is 
launched with sufficient air pressure every time with different 
pulse shapers. Different dimensions of the shapers made of 
different materials lead to different loading rates on the rock 
specimens.  
Fig. 7 shows a typical force history of the two loading ends 
of the specimen measured by the strain gauges. On one side of 
the specimen is the sum of forces by the incident and reflected 
stress waves, which is marked as In.+Re. in the figure, and on 
the other side is the force by the transmitted stress wave, 
marked as Tr. It can be seen that the dynamic forces on both 
sides of the specimens are identical during the loading and 
unloading period, demonstrating the validity of the test. It also 
shows that although the incident force is as high as about 200 
KN, the force on the specimen is only about 50 KN, which is 
25 percent of the incident force, and this is why the striker is 
launched at high air pressure every time to make sure the load 
is high enough to break the confined specimens. 
Figure 7.  Dynamic force balance in a typical SHPB test with confined 
Brazilian disc specimen 
C. Dynamic Brazilian Test with Hydrostatic Confinement 
Five groups of specimens are tested under the hydrostatic 
confinements of 0 MPa, 5 MPa, 10 MPa, 15 MPa, and 20 MPa. 
The tensile stress history at the center can be determined as: 

2 ( )
( ) b b t
A E t
t
BD



  
where Eb is the Young’s Modulus of the bars, Ab is the cross-
sectional area of the bars; B and D are the thickness and the 
diameter of the specimen, respectively. The tensile strength is 
the maximum value of the tensile stress when the confined rock 
specimen is damaged. 
Fig. 8 illustrates the dynamic tensile strength versus loading 
rate. It is obvious that the dynamic strength increases with the 
loading rate. 
Based on the fitted curves in Fig. 8. It is obvious that the 
dynamic tensile strength increases with both the hydrostatic 
stress and the loading rate. It can be also seen that the 
increment of the dynamic tensile strength decreases with the 
loading rate and the hydrostatic stress. This indicates that when 
the confining pressure reaches a certain value, or at a certain 
underground depth, the dynamic tensile strength of rock 
materials would mainly depend on the loading rate, it does not 
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change much as the confinement increases further under the 
same loading rate. 
Figure 8.  Dynamic tensile testing results under different loading rates and 
hydrostatic pre-stress, and data fitting of the results 
IV. SHPB SYSTEM FOR ROCKS UNDER TRI-AXIAL
STRESS STATES 
A. The SHPB System for Tri-axial Stress State 
The modified SHPB apparatus for tri-axial stress state is the 
same as that for hydrostatic confinement test, as shown in Fig. 
5. The experimental design is that we first exert a hydrostatic
stress to the BD specimen through the cylinders and the press, 
by opening the two valves at the same time. When the 
hydrostatic stress is achieved, the valve controlling the lateral 
confinement is closed, and the cylinder at the transmitted bar 
end is used to provide more axial load to the specimen for pre-
tension so that the specimen is under triaxial stress conditions 
(Fig. 9). 
Figure 9.  Experimental design with different hydrostatic stress and 
pretension 
After the calculation of the stress on the specimen, the 
stress exerted on the bar is then determined to achieve the pre-
stress conditions before the impact is launched. For example, 
when the hydrostatic stress is 5 MPa, then the Brazilian tensile 
strength of the specimen is 17.8 MPa, which is the sum of the 
hydrostatic stress and the BD strength without any 
confinement. Then with the design that the pretension is 20% 
of the strength, which is 3.56 MPa on the specimen. Through 
the correlation between the tensile stress on the specimen and 
the stress at the bar specimen interface, the load needed on the 
bar can be determined. 
Denote σt as the tensile stress at the specimen center, 
through the correlation between the tensile stress at the 
specimen center and the stress at the specimen-bar interface, 

2 2
t
2 1
=
2 2
b b b bD DP
BD BD BD
  

 
   
where P is the force on the bar, B and D are the thickness and 
diameter of the specimen, while σb is the stress on the bar, and 
Db is the diameter of the bars. So, the stress on the bar should 
be calculated from Eq. (9) to achieve the desired pre-stress 
conditions. 
 2
2 t
b
b
BD
D

   
With hydrostatic confinement, the axial stress applied on 
transmitted bar is: 
 02
2 t
b
b
BD
D

    
where σ0 is the hydrostatic stress on the specimen. 
B. Dynamic Brazilian Test under Tri-axial Stress State 
Similar to the dynamic test with hydrostatic confinement in 
SHPB system, the dynamic test for the tri-axial stress state is 
valid by using the achievement of the force balance in the 
specimen during the experiments. This is also facilitated by 
using pulse shaper technique. 
Figure 10.  Total strength of rock specimen under 5MPa hydrostatic stress and 
pre-tension 
The tensile stress history at the center can be determined as: 

2 ( )
( ) b b t
A E t
t
BD



  
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where Eb is the Young’s Modulus of the bars, Ab is the cross-
sectional area of the bars; B and D are the thickness and the 
diameter of the specimen, respectively. The tensile strength is 
the maximum value of the tensile stress when the confined rock 
specimen is damaged. 
Four groups of specimens are tested under the hydrostatic 
confinements of 5 MPa and the pretensions are 20%, 40%, 
60% and 80% of the tensile strength under the corresponding 
hydrostatic stress state, as shown in Fig. 10. Fig. 10 illustrates 
the correlation between tensile strength and the loading rate 
when the rock specimens are under 5 MPa hydrostatic stress 
and various pretensions, respectively. It can be observed that 
the tensile strength increases with the loading rate almost 
linearly, revealing the phenomenon of rate dependency that is 
common for engineering materials. Besides the rate 
dependency mentioned above, it is also obvious from Fig. 10 
that the dynamic tensile strength of the rock decreases with tri-
axial stress states, which is also observed from the pre-tension 
tests in Section II.  
V. CONCLUSIONS 
When the underground rocks under high in situ stresses are 
disturbed by dynamic loads from blasting, seismicity or 
rockbursts, the underground structures would be vulnerable to 
failure. In situ stress states of the underground openings change 
from hydrostatic in the far-field, to triaxial in the intermediate 
distance, and to the pre-tension nearby the opening. In order to 
investigate the dynamic behaviors (e.g. compression and 
tension strength, fracture toughness) of rocks under in situ 
states, a dynamic testing system of rocks under different in situ 
states (i.e. pre-tension, hydrostatic confinement, and triaxial 
confinement) is modified with the SHPB testing system and 
confining pressure system.  
To calibrate the dynamic testing system of rocks under in 
situ states, the Brazilian disc rock specimens are first subjected 
to simulating in-situ stresses underground (including pre-
tension, hydrostatic confinement, and triaxial confinement) and 
then loaded dynamically through the modified SHPB system. 
The advantages of the design for the dynamic testing system is 
given and the validity of dynamic BD rock tests performed in 
this dynamic testing system was discussed. Based on this 
system, the dependence of dynamic tensile strength of the rock 
material on the static pre-stress and loading rate is investigated. 
The calibrated testing system will be importantly applied to the 
design and safety of underground rock engineering projects. 
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Abstract— Permanganate phosphate coating is considered as 
one of the most promising alternative coatings to chromate 
conversion coating because of the similarity between 
permanganate and chromate. However, the permanganate 
phosphate coating always has net-work cracks. In this paper, a 
thick and crack-free permanganate phosphate coating was 
developed by a two-stage conversion process. Results of 
scanning electron microscope (SEM) with X-ray diffraction 
(XRD) analysis showed that some more corrosion resistant 
compounds appeared in the coating after a two-stage 
conversion treatment, which were not found in the single 
conversion coating. Moreover, the two-stage conversion 
coating has a higher thickness with few cracks. Furthermore, 
electrochemical tests and salt spray test further exhibited that 
the two-stage conversion coating had a better corrosion 
performance than either of the two single conversion coatings. 
Keywords-AZ31; Conversion coating; Two stage process; 
Corrosion 
I.  INTRODUCTION 
Two major obstacles have limited the expansion of Mg alloy 
use in transportation industry. The limited slip systems at 
room temperature leads to activation of deformation twinning 
which causes different yield strengths in tension and 
compression [1-2] (which is different from hydrostatic stress 
dependent strength different effect [3] seen in high strength 
steel).  The high corrosion susceptibility of magnesium alloys 
extremely restricts their further application in automotive, 
aerospace industries and electronics [4]. Presently, the most 
widely used method in industries to provide the protection on 
magnesium and its alloys is generally the chromate conversion 
coating. However, the inevitable environmental and health 
problems caused by hexavalent chromate leads to a real 
necessity of developing alternative conversion coatings. 
During the past 20 years, a few environmental friendly 
conversion coatings were proposed to be aimed at replacing 
chromate conversion coating, including metal phosphate 
coatings, rare earth coating, stannate coating, etc [5-8].    
Compared to chromate conversion coating, permanganate 
phosphate coatings are more environmental friendly and could 
provide equivalent corrosion resistance and paint adhesion. In 
recent years, varieties of research related to phosphate 
permanganate coating have been made on magnesium alloys. 
Hawke et al. [9] developed a coating consisting of an 
agglomerate of well-formed crystals with the coating thickness 
of 4-6µm using a conversion bath containing KMnO4 and 
NH4H2PO4, which showed good corrosion resistance and paint 
base performance. Typically, permanganate phosphate 
coatings have severe cracks, through which corrosive spices 
could readily reach the Mg substrate.  Jian, etc. [10] reported 
that a phosphate-permanganate conversion coating without 
cracks was able to be fabricated in a strongly acidic solution 
which exhibited excellent corrosion resistance. However, this 
coating is too thin and too weak. To date, there are no work on 
magnesium alloys reporting a permanganate phosphate 
conversion coating that is both thick and crack-free.  
In the present study, a two-stage conversion process is 
proposed to form a dense and thick phosphate-permanganate 
coating. The microstructure and corrosion resistance of this 
two-stage conversion coating was evaluated by SEM-EDS, 
electrochemical testing. Results showed that this two-stage 
conversion coating were both dense and thick that the 
corrosion resistance was improved compared to the single-step 
conversion coating. 
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II. MATERIALS AND EXPERIMENTS
A. Materials and surface preparation 
Specimens of AZ31B [11-12] cast alloy with a size of 
3×25.4×50.8 mm taken from a cylindrical ingot were utilized 
as the test material. These coupons were mechanically grinded 
to 1200# using emery paper, ultrasonic degreased in acetone, 
washed in ethanol and dried in air stream.   
B. Conversion coating treatment and characterization 
methods 
Potassium permanganate (15g/L KMnO4), potassium 
dihydrogen phosphate (3g/L KH2PO4), manganese sulfate 
(4g/L MnSO4) and ethylenediaminetetraacetic acid, namely 
EDTA (1g/L C10H16N2O8) were used to prepare the aqueous 
conversion bath. The two-stage conversion process was firstly 
conducted in a low pH bath and then was immediately treated 
by a high pH solution Another two single stage coatings were 
also separately obtained as a comparison by a single low pH 
solution treatment (marked as LP treatment)  and a single high 
pH solution treatment (marked as HP treatment).  
The surface morphology, microstructure and chemical 
composition of the conversion coating were characterized using 
scanning electron microscopy (SEM) and energy-dispersive 
spectrometry (EDS). The potentiodynamic polarization and 
electrochemical impedance spectroscopy (EIS) measurements 
were performed in 3.5% sodium chloride (NaCl) using a 
potentiostat/galvanostat electrochemical system (Solartron SI 
1287 and 1255B). Prior to the polarization scan and EIS 
measurement, each sample was immersed in the testing 
solution for 30min to reach a steady open circuit potential 
(OCP). The potentiodynamic polarization measurement was 
conducted by sweeping the potential from -100mV to +500mV 
vs the OCP at a scan rate of 1 mV/s. For EIS analysis, each 
spectrum was recorded at the OCP in frequencies ranging from 
100 kHz to 10 mHz, with a sinusoidal signal amplitude of 
10mV. All experimental data were presented in the form of the 
average± the standard deviation of three measurements. 
The salt spray chamber test was performed according to the 
SAE J2334 standard. In this test, the coupons were placed at an 
angle of 15˚-30˚ from the vertical direction in a chamber. One 
24-hour cycle includes a 6 hours exposure in 100% condensing 
humidity at around 50℃, a 15 minutes exposure at 25℃ to a 
fog containing 0.5 wt. % NaCl, 0.1%CaCl2, 0.075% NaHCO3 
and a 17.75 hours exposure in a dry environment at 60℃ (50% 
relative humidity). 
III. RESULTS AND DISCUSSION
A. Surface morphology and coating composition analysis 
Figure 1.1 shows the surface morphology of the coating 
obtained by the two-stage conversion process described above. 
Another two coatings, i.e. the most corrosion resistant from 
the low pH treatment and the most corrosion resistant from the 
high pH treatment, are also presented in the figure together 
with the bare alloy for comparison. In general, all the coatings 
displayed similar surface morphology with networks of 
shallow cracks except that some cracks in the two-stage 
coating was slightly widened. The ESD analysis suggested 
that the second phase particles in the bare alloy were oxidized 
after the conversion process, as shown in the Table . And it 
can be seen from Figure  that more oxidized second phase 
particles were seen in the coating from the high pH treatment 
(HP coating) than that from the low pH bath (LP coating). The 
fact that the second phase particles can be seen on the coating 
surface indicates that the coating was quite thin. The most 
interesting aspect of EDS results is that some manganese 
oxides were also detected in the two-stage conversion coating, 
as shown by the spot D in Figure (d). Manganese oxides 
(MnO/MnO2/Mn2O3) are generally more corrosion resistant 
than MgO and Al2O3. Therefore, this two-stage conversion 
process has the potential to further improve corrosion 
resistance of the Mn-P coating, as compared to a single 
conversion process. Additionally, the thickness of each 
coating could be evaluated from the weight gain of the coated 
samples, as presented in Figure . It distinctly demonstrated 
that the two-stage conversion coating had the highest thickness 
and the HP coating film was the thinnest, indicating that the 
two-stage conversion process can be used to grow thick and 
corrosion resistant Mn-P coating on Mg alloys. 
Figure 1.1 The surface morphology of (a) the bare alloy; (b) the coating 
obtained by low pH treatment (LP coating); (c) the coating obtained by high 
pH treatment (HP coating); (d) Two-stage coating. 
Table 1 Chemical composition (atm.%) of the compounds as indicated in 
Figure 1.1
Spot Mg Al Zn Mn O 
A 90.65 6.88 2.47 
B 90.50 3.69 3.81 2.00 
C 67.64 19.01 12.18 1.16 
D 50.45 9.45 2.31 25.04 9.79 
(a) (b)
(c) (d)
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Figure 1.2 Weight gain of the samples after being treated by different 
conversion process 
B. Electrochemical test 
Figure  shows the potentiodynamic polarization curves of 
the various conversion coated AZ31B in 3.5% NaCl solution. 
Generally, the cathodic polarization curve is related to the 
evolution of hydrogen and the anodic polarization curve 
represents the corrosion resistance of the coating. As can be 
seen in the figure below, both the anodic and cathodic 
polarization curves of the conversion coatings  shifted toward 
the lower current direction (left) significantly compared to 
those of the bare alloy, indicating that both the anodic reaction 
and cathodic reactions were inhibited and hence the corrosion 
resistance of the AZ31B was effectively improved by the 
conversion coating. Moreover, it can be observed that a 
passive region (defined as the potential difference between the 
corrosion potential Ecorr and the breakdown potential Ebreak) 
occurred in the anodic polarization branch of the coated 
samples. Among all coated samples, the HP coating exhibited 
the largest passive region of 432.2mV. From the polarization 
test results we can see that the HP coating and two-stage 
coating showed similar corrosion behavior and both were 
more corrosion resistant than the LP coating.  
Figure 1.3 Polarization curves of the bare alloy and different conversion 
coated samples
Electrochemical impedance spectroscopy (EIS) was then 
used to further study the corrosion resistance of the coated 
samples. As can be clearly observed from the Bode plots 
(Figure ) of various conversion coatings and the bare alloy, the 
two-stage conversion coating exhibited the highest impedance 
values in the low frequency range. The impedance generally 
represents the ability of the coating to resist the flow of 
electrical current. Higher impedance suggests a lower anodic 
dissolution rate. Therefore, from the point view of EIS results, 
the two-stage conversion coating shows the highest corrosion 
resistance.  
From the results of the electrochemical tests, it can be 
concluded that the two-stage conversion process resulted in a 
thick and dense coating with better corrosion resistance than 
the coating obtained by a single conversion process (LP 
coating and HP coating).  
Figure 1.4 Bode plots of the bare alloy and different conversion coated 
samples
C. Salt spray test 
To characterize long-term corrosion performances of the 
coated specimens, salt spray chamber test according to SAE 
J2334 standard was conducted for up to 168 hours. The edge 
of the examined samples were all sealed with epoxy to avoid 
the edge effect in the corrosion process. By visual examination 
of the conversion coated samples as shown in Figure 1.5, we 
observed that a few corrosion pits were seen on the surface of 
LP coated and HP coated samples after a test duration of 96 
hours. In contrast, only several small corrosion pits were 
found on the surface of the two-stage conversion coated 
specimen. Furthermore, as the testing duration went up to 168 
h, corrosion pitting on the LP coated and HP coated coupons 
became more severe with an increased number of pits. 
However, the corrosion of two-stage conversion coated 
coupon did not deteriorate so much with the increasing testing 
time. 
Figure 1.5  Salt spray test results conversion coated samples: (a)(b) LP 
coating; (c)(d) HP coating; (e)(f) Two-stage coating 
IV. CONCLUSIONS
A two-stage conversion process, namely, the treatment in a 
low pH solution followed by an immediate treatment in a high 
pH solution, was developed to deposit a thick and dense 
protective surface coating on Mg alloy AZ31B. Results of 
SEM analysis, electrochemical tests and salt spray test 
exhibited that the two-stage conversion coating had better 
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corrosion performance than either of the two single conversion 
coatings. 
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Abstract— This paper discusses the development of a ground 
based experimental environment that can mimic the libration 
dynamics of tethered satellite systems. The setup consists of an 
Air-Bearing Inclinable Turntable (A-BIT), whose inclination 
and rotation rate can be adjusted independently. Appropriate 
scaling factors help compare the tethered system in the 
experiment to that in orbit, both of which experience vastly 
different magnitudes of forces. The two scenarios also differ in 
their physical parameters including the length of the tether, the 
mass of the satellite, and the tension along the tether. The 
scaling factors are used to compare the behavior of these two 
tethered satellite systems. 
Keywords- space tethers; air bearing table; inclinable turntable; 
ground based testing; tether deployment; scaling tether deployment; 
tether dynamics. 
I.  INTRODUCTION 
Tethers are long ropes or tapes that connect two satellites 
orbiting at different altitudes in space. They are usually 
constructed using a bare metal like aluminum, however, 
depending on their application they may have a part or the entire 
tether covered with insulating material. Tethers have numerous 
applications in space including power generation, attitude 
stabilization, momentum transfer, and de-orbiting the satellite at 
the end of its mission [1] [2] [3] [4]. When a tethered satellite is 
launched, the tether is folded and stowed inside of the satellites. 
Once the satellites are in orbit, the tether is deployed and 
stabilized in the desired orientation. In fact, all successful 
tethered satellites rely on the successful deployment and 
stabilization of the tether, while the missions that fail to achieve 
this struggle to complete their objectives. This fact is evidenced 
by missions such as the Tethered Payload Experiment (TPE) I & 
II, launched in 1980 and 1981, respectively. The TPE I mission 
deployed only 38 m, instead of the planned 400 m tether 
deployment, while the TPE II faired marginally better, 
deploying 103 m out of its 500m long tether [2] [4]. Onboard 
cameras showed that the under-deployed tether wasn’t under 
tension all the time, which resulted in the tether coiling up. 
Similarly, the Small Expendable Deployer System (SEDS-I), 
launched in 1993, failed to slow down the deployment of the 
tether, which caused the satellites to recoil at the end of 
deployment [1] [2] [3]. The unsuccessful deployment of the 
tether in all such missions inhibited the payload onboard from 
completing the mission objectives. This presents a serious 
challenge for tethered satellite missions, as a tremendous amount 
of resources are wasted if the tether does not deploy properly. 
Although it is not possible to completely eliminate the 
possibility of mechanical failure of the deployment and 
stabilization mechanism, an experimental verification of the 
behavior of the satellite, given the mission parameters, can help 
fine-tune the deployment process in order to ensure a smooth 
and complete deployment of the tether. 
This research focuses on the development of a testbed that is 
capable of imitating the behavior of a tethered satellite system 
orbiting in a circular Low Earth Orbit. The testbed utilizes an 
Air-Bearing Inclinable Turntable or A-BIT, whose inclination 
and rotation rate can be adjusted independently. A similar 
experimental technique was employed by [5] [6], focusing on 
the dynamics of a climber attached to a pre-deployed tether. The 
A-BIT aims to provide insight into the libration dynamics of a 
tethered satellite and provide a platform to test control strategies 
that stabilize the libration of the tethered satellite system. 
II. EXPERIMENTAL SETUP
The proposed experimental setup of the A-BIT is shown in 
Fig. (1). The table is 2m long and 1 m wide. There are two 
dummy CubeSats on the table. The mother satellite is anchored 
near the edge of the table furthest from the rotation axis, while 
the daughter satellite is free to move across the table. There are 
three air blowers mounted on the rotating frame that allow the 
satellite to float on the testbed. The mother and daughter satellite 
are connected by an aluminum tape tether which has a width of 
1cm and a thickness of 50 µm. 
Prior to deployment, the tether is folded and stored in a 
stowage box placed above the daughter satellite [7], and both 
satellites are held together by an electromagnet mounted on the 
mother satellite. The electromagnet latches on to a threaded steel 
rod which passes through a spring mounted on the daughter 
satellite. As the daughter satellite is pushed together with the 
mother satellite, this spring get compressed between the two 
satellites. To deploy the daughter satellite, the electromagnet is 
remotely deactivated, converting the potential energy of the 
spring into the kinetic energy of the daughter satellite. The 
stowage box of the tether includes a passive braking mechanism 
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which uses friction to slow down the deployment process and 
avoid recoil. There are two cameras mounted on the table, one 
on either side of the mother satellite in order to track the motion 
of the daughter satellite. A proximity sensor is placed on the 
table near the mother satellite to measure the deployment speed 
of the daughter satellite. 
The inclination of the A-BIT with respect to the local 
horizontal Φ, and its rotation rate ω can both be adjusted 
independently. An Inertial Measurement Unit (IMU) is mounted 
on the turntable to measure the values of Φ and ω. The 
inclination of the table emulates the gravity gradient along the 
tether, while the table’s rotation emulates the centrifugal and 
Coriolis forces acting on the daughter satellite. 
III. SCALING EXPERIMENTAL PARAMETERS
In order to emulate the behavior of an orbiting tether using 
the A-BIT experiment properly, the forces acting on the daughter 
satellite in the experiment should be similar to those in orbit, 
namely, the gravitational gradient, the centrifugal force and the 
Coriolis force. Since the magnitude of these forces are not the 
same as those in orbit, they need to be appropriately scaled. This 
can be achieved by equating the net torque and the net angular 
momentum of the two systems. This provides a relationship 
between the libration angle of the tether in the experiment to the 
same in orbit, as expressed in Eq. (1)  sin 𝜃% = 	 ()*+*,-./(1	234∅6	7*8	9:2*∅) 	sin 2𝜃: (1) 
where 𝜃%is the libration angle of the tether on the A-BIT, 𝜃: 
is the libration angle of tether in orbit, g is the acceleration due 
to gravity, r is the distance of the mother satellite to the rotation 
axis, and Φ is the inclination of the A-BIT as defined before. The 
terms M, L, and Ω represent the mass of the daughter satellite, 
the length of the tether and orbital rate of the tethered satellite 
system respectively in orbit, while the terms m, l, and 𝜔	represent the same, but in the experiment. 
Similarly, the relation between the tension along the tether in 
orbit and the tension along tether in the experiment, is expressed 
in Eq. (2) [8]: 𝑇: = 	𝑀𝐿𝐼𝑜2 Ω2 + 𝑓	 ± 2Ω 𝑓 + 2Ω2𝐼𝑜2 (2 a) 𝑓 = 	 GH*./ 𝑇% − 𝑚𝑔	𝑠𝑖𝑛Φ + 𝑚𝑘𝜔-𝑐𝑜𝑠-Φ(𝑟 − 𝑙)   (2 b) 
where Te and To are the tensions along the tether in the 
experiment and in orbit respectively, while Ie and Io are the 
moments of inertia of the system in the experiment and in orbit 
respectively. The moment of inertia is measured about the center 
of mass of the mother satellite. 
The following expression is introduced in order to relate the 
orbital rate of the tethered satellite system with the rotation rate 
of the air-bearing table [6] [8]: 𝜔 = 	 ,)*Ω2T.𝑙2 (3) 
where k is a dimensionless constant used to limit the 
inclination and rotation rate of the A-BIT. It should be noted that 
this expression holds true for small libration angles only. 
As with the forces, the timescale of the tether libration in 
orbit and in the experiment, is not the comparable. In order to 
overcome this, both timescales can be resolved into 
dimensionless time by using the orbital rates as a normalizing 
factor. 
IV. EXPERIMENTAL RESULTS AND ANALYSIS
Once the orbital parameters to be simulated have been 
decided, the experiment is setup using the parameters developed 
in the previous section. Figures (2a) and (2b) show the 
experimental results along with the numerical simulation of an 
800m long tether orbiting at 1440 Km and 1450 Km above the 
Earth’s surface, respectively. The results show that the time 
periods of libration, in orbit and in the experimental setup, are 
comparable. The results of the experiment show a 3% longer 
time period than the simulation. This is most likely caused by 
Figure 1: An Overview of the Experimental Setup 
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the damping experienced by the system in the experiment, but 
not in orbit. However, this damping can be measured and its 
effects can be accounted for. As mentioned in the previous 
section, the scaling factors have been developed such that the 
amplitude of libration matches only for small libration angles. 
Since no control law has been applied to the simulation of the 
tether in the orbit, the amplitude of libration is very high and thus 
does not match up to that in the experiment. 
V. CONCLUSION 
The results serve as a preliminary indicator that the A-BIT 
can be utilized to study the behavior of the tethered satellites in 
orbit. They show that the scaling factors have been implemented 
effectively and that these factors can be used to scale up the 
libration dynamics measured in the experiment to those expected 
to be observed in orbit. Future work on the experimental setup 
would include measurement of the extent of damping 
experienced by the system and model it out of the resultant 
motion observed. Sensors would be put in place to measure the 
tension along the tether. A wide-angle camera would be 
mounted on top of the table. This would provide better position 
estimation and reduce the drag experienced by the daughter 
satellite due to the change in orientation of the mounted target 
that is being tracked. The experimental setup will be modified to 
include various control strategies, whose behavior in orbit is 
known. Implementing these control laws will reduce the 
libration angle of the tether. Comparing the behavior of the 
tethered satellites in the experiment to that in orbit should 
provide details about the effectiveness of the experimental setup 
to measure amplitude of the libration as well, instead of just its 
time period. A successful imitation of both these parameters in 
the experiment will allow this setup to be used for validating the 
effectiveness of new control strategies to stabilize tethers in 
orbit. 
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Abstract— The merit of Jahed-Varvani (JV) as an energy-based 
model and Smith-Watson-Toper (SWT) as a critical plane 
fatigue model are assessed for three wrought magnesium alloys. 
The raw data, including the stabilized strain-stress hysteresis 
loops and strain-life curves, was collected from the literature. 
The SWT model provided more scattered predictions than the 
JV model, which suggests that the JV model is more appropriate 
for fatigue modeling of wrought magnesium alloys, that exhibit 
anisotropic and asymmetric behavior. A discussion justifies the 
differences between the predictions of the two models. 
Eventually, the life of the materials in different directions is 
predicted by one set of JV parameters, which was previously 
extracted for AM30 in the transverse direction. The promising 
results provide supplementary support for the auspicious 
capability of strain energy density as a damage parameter for 
wrought magnesium alloys. 
Keywords- Magnesium; wrought; anisotropy; fatigue; modeling 
I.  INTRODUCTION 
The profound impact of the automotive industries on 
greenhouse gas emission and global warming has led them into 
light-weighting of their products [1]. Magnesium (Mg) alloys 
with roughly 35% and 75% less density than aluminum and 
steel, respectively are the lightest available structural metals. 
This low density and high specific strength of the Mg alloys have 
made them highly attractive for the transportation industries.   
Load-bearing components in vehicles undergo cyclic 
loadings; therefore, fatigue analysis is inevitable in their design 
process. However, finding a reliable model to mimic the fatigue 
behavior of wrought Mg alloys has been a challenge due to their 
asymmetric and anisotropic characteristics.  
Numerous approaches have been developed and evaluated 
for the life prediction of wrought Mg alloys including, the 
energy-, strain-, stress-, and fracture-mechanic-based models. 
These efforts can be categorized into either model that consider 
just one material direction [2]–[6] or the ones that account for 
the anisotropic characteristic of wrought Mg alloys [7]–[11].  
Lugo et. al [3] developed a microstructure-sensitive model 
that successfully imitates strain-controlled fatigue experimental 
observations along the working direction. The model is based on 
the crack initiation and growth stage constitution, and was 
justified for three AZ31 initial conditions, i.e., extrusion, rolled 
plate, and rolled sheet. Castro and Jiang [5] assessed three 
critical plane approaches: Smith-Watson-Toper (SWT) [12], 
Fatemi–Socie , and Jiang [14] models, during tension–
compression, torsion, and combined axial–torsion loading on 
AZ31B along the extrusion direction. The Fatemi–Socie 
damage parameter provided reasonable fatigue life prediction, 
but the SWT failed to follow torsion and tension-compression 
experimental data. The mixed mode cracking was suggested as 
the source of inaccurate crack orientation prediction for both the 
SWT and Fatemi–Socie models. The results of Jiang’s model 
were substantiated for all loading conditions, predicting both 
the fatigue life and the cracking orientation. Xiong and Jiang 
[2] noticed the SWT parameter’s inability to correlate the 
fatigue life of ZK60 extrusion while scrutinizing its cyclic 
behavior with intense texture under high strain amplitudes up to 
6 % and also stress-controlled condition. Specimen failure 
under compression for strain amplitudes larger than or equal to 
3.5% was implied to be the cause of the inaccurate SWT 
predictions, based on the fact that SWT is founded on tensile 
cracking as the failure mechanism. In contrast, SWT exhibits 
promising life prediction in the range of 0.2% to 1.5% strain 
amplitudes [6]. 
Concerning anisotropic fatigue modeling, Lin et al. [4], [8] 
modified the conventional Basquin’s model to account for the 
mean stress effect and applied the model to hot-rolled AZ91 
under cyclic asymmetric stress-controlled loading for rolling and 
transverse directions. Park et al. [10] evaluated the fatigue life 
prediction capability of the Ellyin energy-based model [15] in 
conjunction with stress and plastic strain amplitudes as two 
damage parameters for rolled AZ31. Loads were applied parallel 
and perpendicular to the rolling direction. This study concluded 
that the energy model performs better than the other two models. 
By employing the modified total strain energy density model 
proposed by Jahed and Varvani (JV) [16], Roostaei and Jahed 
[9] achieved satisfactory fatigue life prediction for AM30 
extrusion independent of material orientation. They reported that 
the predicted lives by the SWT model are more scattered and 
more conservative than the JV model. This behavior was 
attributed to intricate maximum stress variation at different 
strain amplitudes [9].  
In spite of several attempts to model the fatigue behavior of 
Mg alloys, a phenomenological study in search of suitable 
fatigue criterion capable of capturing the asymmetric and 
anisotropic behavior of wrought Mg alloys is still lacking. This 
paper examines SWT and JV models for anisotropic life 
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prediction of wrought Mg alloys using data available in the 
literature. Then, the idea of employing a single set of parameters 
for life estimation of wrought Mg alloys in various loading 
directions is evaluated. For this study, the set of parameters for 
the JV model, already been extracted for AM30 extrusion in the 
transverse direction, was utilized to predict the fatigue life of 
AZ31B and AZ80 in different directions. 
II. EXPERIMENTAL SETUP
Only a few published works present the strain-life curves and 
stabilized hysteresis loops for wrought Mg alloys in different 
directions. The studies conducted by L. Wu et al. on rolled 
AZ31B-H24 [17], F. Lv et al. on rolled AZ31B [11], Xiong and 
Jiang on rolled AZ80 [7] and Roostaei and Jahed on AM30 
extrusion [9] are among those few published results. The details 
of the investigated materials are presented in Table. I. In what 
follows, rolling direction (RD) will be assigned as the reference 
direction for AZ31-H24, AZ31B, and AZ80 in two fatigue 
models and the life in the other directions will be predicted based 
on the reference parameters.  
TABLE I. INVESTIGATED WROUGHT MG ALLOYS 
Material Process Directions 
Strain 
ratio 
Environment Reference
AZ31B-
H24 Rolled 
Rolling (RD) 
Transverse (TD) 
Normal (ND) 
-1 Ambient [17] 
AZ31B Rolled 
Rolling (RD) 
Normal (ND) 
-1 Ambient [11] 
AZ80 
Hot-
rolled 
Rolling (RD) 
Normal (ND) 
30° to normal (ND30) 
60° to normal (ND60) 
-1 Ambient [7] 
AM30 Extrusion 
Extrusion (ED) 
Transverse (TD) 
-1 Ambient [9] 
III. MODELING 
A. Smith-Watson-Topper (SWT) 
SWT is a critical plane fatigue model, that takes into account 
mean stress effect through the maximum stress term as shown in 
)1( [12]: 
 𝑆𝑊𝑇 = 𝜎𝑛,𝑚𝑎𝑥
∆𝜀1
2
 
where 𝜎𝑛,𝑚𝑎𝑥 and ∆𝜀1 are the maximum normal stress and the
principal strain range on the principal strain plane, respectively. 
The SWT parameter has been correlated to the fatigue life of Mg 
alloys by either [2], [6], 
 (𝑆𝑊𝑇 − 𝐹𝑃0)
𝜐𝑁𝑓 = 𝐷 2
where 𝐹𝑃0 , 𝜐 , and 𝐷  are fitting coefficients; or by Coffin-
Manson parameters [9], [18]–[20] employed in this study as 
well,  
 𝜎𝑛,𝑚𝑎𝑥
∆𝜀1
2
=
𝜎′𝑓
2
𝐸
(2𝑁𝑓)
2𝑏
+ 𝜎′𝑓𝜀
′
𝑓(2𝑁𝑓)
𝑏+𝑐
 3
where: 
𝜎′𝑓: Fatigue strength coefficient
𝜀′𝑓: Fatigue toughness coefficient
𝑏: Fatigue strength exponent 
𝑐: Fatigue toughness exponent 
and E is the modulus of elasticity. The parameters in the SWT 
model are essentially the same as those in the Coffin-Manson 
model [21], [22],  

∆𝜀
2
=
𝜎′𝑓
𝐸
(2𝑁𝑓)
𝑏
+ 𝜀′𝑓(2𝑁𝑓)
𝑐
 
Therefore, the parameters are obtained by the decomposition 
of strain range into elastic and plastic strain ranges, as shown in 
Fig. 1. 
The Coffin-Manson parameters for the three different 
materials were extracted in the reference direction, RD, and are 
tabulated in Table. II. Adopting the SWT criteria and using the 
Coffin-Manson parameters, fatigue lives in all directions were 
calculated using a single set of parameters per material. Fig. 2 
depicts the predicted life versus the experimental life for the 
three materials in various directions. The solid line denotes the 
perfect estimation, whereas the dashed and dashed-dot lines 
enclose the factor of 2 and 3 boundaries, respectively. 
Figure 1.  Strain range decomposition for the Coffin-Manson model; the 
typical result for AZ31B-H24 along RD 
TABLE II. COFFIN-MANSON PARAMETERS ALONG RD FOR 
INVESTIGATED MG ALLOYS 
AZ31-H24 AZ31B AZ80 
𝝈′𝒇 (MPa) 442.49 749.75 422.07 
𝜺′𝒇 1.393 0.185 0.103 
b -0.092 -0.179 -0.071 
c -0.811 -0.604 -0.545 
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As expected, the life estimation for RD in all materials is 
satisfactory, demonstrating that the mathematical fitting was 
conducted correctly. However, the fatigue lives in other 
directions were overpredicted for AZ31B-H24 and AZ80, and 
underpredicted in AZ31B. In particular, the predicted life 
deviated from the factor of 3 bound for ND samples of AZ80 
and AZ31-H24. This deviation is more intense for AZ80 in 
ND30 specimens, which will be discussed later. In contrast, the 
predicted lives for AZ31B, being conservative, fall within the 
factor of 2 bound lines. 
Figure 2.  SWT fatigue life prediction for a) AZ31B-H24, b) AZ31B, and c) 
AZ80 
B.  Jahed-Varvani (JV) 
The invariant nature of energy makes energy-based fatigue 
models appropriate candidates for Mg alloys with asymmetric 
and anisotropic characteristics, and they have been employed for 
the life estimation of many Mg alloys [5], [9], [10], [18], [20], 
[23]–[27]. Jahed and Varvani [16] employed total strain energy 
density as the damage parameter by incorporating energy-based 
fatigue properties, 
 ∆𝐸 = ∆𝐸𝑒
+ + ∆𝐸𝑝 
where ∆𝐸𝑝  is plastic strain energy density and defined as the 
area enveloped by the stabilized hysteresis loops and ∆𝐸𝑒
+ is the 
positive elastic strain energy density, and is calculated as 
follows:  
 ∆𝐸𝑒
+ =
𝜎𝑚𝑎𝑥
2
2𝐸
 
where 𝜎𝑚𝑎𝑥  is the maximum tensile stress of the stabilized 
hysteresis loop. The JV parameter is correlated to the life 
through: 
 𝐽𝑉 = 𝐸𝑒
′ (2𝑁𝑓)
𝐵
+ 𝐸𝑓
′(2𝑁𝑓)
𝐶
 
where 
𝐸𝑒
′ : Fatigue strength coefficient 
𝐸𝑓
′ : Fatigue toughness coefficient 
𝐵: Fatigue strength exponent 
𝐶: Fatigue toughness exponent 
are the material constants extracted from the curves fitted to the 
elastic and plastic strain energy versus life, as depicted in Fig. 3. 
This figure presents the typical strain energy decomposition for 
AZ31B-H24 along the reference direction, RD. The JV model 
parameters for the three different materials along RD are 
summarized in Table. III. 
Figure 3.  Decomposition of strain energy for the JV model; the typical result 
for AZ31B-H24 along RD 
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TABLE III. JV MODEL PARAMETERS ALONG RD FOR DIFFERENT MG 
ALLOYS 
AZ31-H24 AZ31B AZ80 
𝑬′𝒆 (MJ/m
3) 2.225 6.387 2.024 
𝑬′𝒇 (MJ/m
3) 1115.85 746.37 64.26 
B -0.185 0.357 -0.142 
C -0.884 0.911 -0.598 
By employing the JV model in conjunction with a single set 
of parameters per material, fatigue lives in different directions 
were predicted and plotted against the experimental lives in Fig. 
4. The vast majority of data points for all subject materials are
bounded within the factor of 3, independent of loading direction. 
Modest overprediction is perceived for AZ31-H24; in contrast, 
the lives congregate tightly about the ideal estimation with slight 
conservative predictions for AZ31B. The life of AZ80 samples 
in ND is highly overpredicted at the two extremes of the 
experimental life range, whereas estimated life is almost 
uniformly distributed over and under the ideal prediction in RD, 
ND30, and ND60 directions, besides laying within the bounds 
of ±3 factor. The observed results demonstrate the competency 
of the JV model for anisotropic and asymmetric wrought Mg 
alloys. 
Figure 4.  JV fatigue life prediction for a) AZ31B-H24, b) AZ31B, and c) 
AZ80 
4. Discussion
In general, the two models provide a good fatigue-life 
prediction performance. The SWT model’s shortcomings for 
some of the fatigue data are attributed to two factors [2]: 
1. Many wrought Mg alloys show nonlinear
elastoplastic strain responses in the strain amplitudes
higher than 1 % which could not be captured by linear
Coffin-Manson fitting embedded in the employed
SWT method [2], [7], [11].
2. Deformation mechanism alternation from slip to
twinning/detwinning at some certain strain level
introduces a kink point in the strain-life curve [2], [5],
[6], which can considerably affect the fatigue
resistance. Also, the change in the deformation
mechanism is reflected in the hysteresis-loop shape
and the enclosed area, which is not accounted for in
the SWT model.
To further investigate the life prediction of SWT under large 
strain amplitudes, the stabilized hysteresis loops for AZ31B-
H24 under a=1.4% in different directions are provided in Fig. 
5. The life reported for these tests in all directions are roughly
the same and equal to 250 cycles [17]; however, their hysteresis 
loops are substantially different. Also, a significant mean stress 
is developed that is not accounted for, in the life model 
parameters of SWT. Table. IV compares the JV and its 
components in addition to SWT damage parameter for RD and 
ND.  In spite of the fact that both RD and ND samples had nearly 
the same life, the SWT parameter values in these directions 
differ by 42%, whereas the difference for the JV parameter is 
14%. The pronounced elastic strain divergence in comparison 
with plastic strain could explain the SWT’s unsatisfactory life 
prediction in HCF where the elastic energy is dominant. The 
minimum difference belongs to the plastic portion of the strain 
energy density, which has been proven to be a robust damage 
parameter for the LCF regime [7], although its precision will 
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decrease in the HCF regime, where less energy is dissipated in 
each cycle.  
Figure 5.  AZ31B-H24 stabilized hysteresis loops for 1.4 % strain 
TABLE IV. AZ31B-H24 FATIGUE MODEL PARAMETERS FOR AZ31B-H24 
UNDER A = 1.4% 
RD ND 
Difference
(%) 
Elastic Energy 
Density 
0.672 0.215 68.0 
Plastic Energy 
Density 
3.612 3.475 3.8 
JV 4.284 3.690 13.9 
𝜺𝒆𝒍𝒂𝒔𝒕𝒊𝒄 0.0055 0.0031 43.6 
𝜺𝒑𝒍𝒂𝒔𝒕𝒊𝒄 0.0085 0.0109 28.2 
SWT 3.292 1.921 41.6 
In order to evaluate JV as a universal fatigue model for Mg 
alloys, the JV parameters extracted for AM30 in TD, which are 
tabulated in Table. V [9], were employed to predict the life of 
the three materials under investigation. Fig. 6 shows predicted 
versus experimental fatigue lives, where most of the points are 
condensed within the factor of 3 boundaries. The present 
research further supports the findings of previous studies [5], [9], 
[10], [18], [20], [23]–[26] in which the strain energy density with 
its corresponding life model is an appropriate damage parameter 
for wrought Mg alloys with asymmetric and anisotropic 
behavior. 
TABLE V. JV PARAMETERS FOR AM30 EXTRUSION ALONG TD [9] 
𝑬′𝒆 (MJ/m
3) 2.995 
𝑬′𝒇 (MJ/m
3) 1710.690 
B -0.281 
C -0.975 
Figure 6.  JV fatigue life estimation 
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Abstract — Axisymmetric finite element models are 
developed to simulate static pull test and dynamic drop test of 
MCB33 (modified conebolt with full dedonding) using 
ABAQUS. Results from the numerical models are in 
reasonable agreement with the test results. A parametric study 
is performed considering various variables (i.e. friction, cone 
angle, material strength, etc.) to analyze the performance of 
MCB33. The results demonstrate that friction between the 
steel and resin, cone angle, and the Poisson’s ratio of the resin 
affect the static and dynamic behaviors of the rockbolt. These 
parameters can be modified to improve the current design and 
enhance the overall performance of the rockbolt. 
Keywords: finite element analysis; rockbolt; modified conebolt; 
static pull test; dyanmic drop test 
I. INTRODUCTION 
As depth of mining and underground construction 
increases, stress-induced rock fracturing is inevitable due to 
high in-situ stress and complex geological and geometrical 
conditions in underground hard rock mines. In some cases, 
rock can fail violently, leading to seismic events and rockbursts 
[1, 3, 6,7 and 8]. 
Rockbursts can cause fatalities and injuries to workers, 
damage mine infrastructures and equipment, disrupt 
production, thus increase investment risk. To minimize the 
rockburst risk, design measures will be required. As an 
important line of defense, ground control support systems are 
used to prevent or minimize rockburst damage to excavation 
and enhance workplace safety.  
In some deep hard rock mines, the modified conebolt 
(MCB) [2] are used for dynamic rock support. To further 
improve the performance of the MCB, design modification and 
subsequent static and dynamic testing is required. However, 
laboratory and field-testing of a new product is time-consuming 
and costly. To complete one design modification, several 
iterations of prototype manufacturing and testing are required. 
Hence computer-aided product design and testing is required to 
reduce the product development cycle and cost. 
A. Modified conebolt 
The modified conebolt shown in Fig. 1 is a long slender 
steel bar (17.3 mm diameter) with a cone-shaped anchorage, 
resin mixing blade and a plastic sleeve on the shank to fully 
debond the bolt from the resin grout and apply all loads to the 
bolt to facilitate cone plough. As the cone ploughs through 
grout in a controlled fashion, the bolt absorbs energy. The 
MCB33 (modified conebolt with 33 mm borehole size) 
attributes mostly to cone resistance in resin without the 
frictional forces of the shank. As a result, the cone plough is 
more predictable.  
Once a borehole (e.g. diameter 33 mm) is drilled deep into 
the stable hard rock, resin packs are inserted. The MCB33 is 
then drilled into the borehole while the resin-mixing blade 
mixes the resin, thus the bolt is encapsulated with resin. The 
plastic sleeve on the shank fully debonds the shank from the 
resin. When the resin is cured in a few minutes, the MCB33 is 
ready to take load and deform. If a rockburst is significant and 
impose a large dynamic loading to the rock, the cone will 
plough through the resin and aid in dissipating energy. The act 
of cone ploughing creates displacement without significant 
yielding of the bolt. 
Figure 1.  Schematic of a MCB33 [2]. 
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II. TESTING METHODS
A. Static pull test 
The static pull test is used to determine the load–
displacement curve of a bolt. A hydraulic jack is used to apply 
a force on the end plate. The applied force on the bolt plate will 
deform the bolt and if load and displacement are measured, the 
load–displacement curve can be obtained. 
B. Dynamic drop test 
The dynamic drop test is used to evaluate energy absorbing 
capacities of rockbolts. A rockbolt is encapsulated in a thick 
wall steel pipe with the use of grout – resin or cement. A 
weight free falls onto the end plate to load the rockbolt 
dynamically at a pre-determined impact energy. Monitor 
systems are used to measure load and displacements at both 
ends of the rockbolt so that strains can be calculated. Fig. 2 
shows the drop test facility at CANMET, Canada. 
Figure 2.  Drop test setup for MCB rockbolt testing at CANMET, Canada. 
III. MODELLING METHODOLOGY
A. Static pull test 
An axisymmetric finite element model of MCB33 (Fig. 3) 
is developed to simulate the in-situ pull test. The conebolt is 
fully encapsulated in resin in a 33 mm borehole in hard rock. 
Model dimensions of the rockbolt follow typical dimension of 
the modified conebolt for borehole sizes of 33 mm, and the 
rock surrounding the borehole is large enough for using a fixed 
boundary condition. The axisymmetric model has four 
components: (a) modified conebolt for borehole size 33 mm, 
(b) resin bonding the modified conebolt to the surround hard 
rock, (c) surrounding hard rock, and (d) interface between the 
bolt and the resin. 
The following assumptions are considered to simplify the 
static pull test model: 
• The rockbolt has no threads
• No head nut and plate for the rockbolt
• Rock-resin interface is assumed to be tied
• Friction interface is assumed for the bolt-resin
interface.
Figure 3.  Schematic of the axisymmetric static pull test model (not to scale). 
B. Dynamic drop test 
An axisymmetric finite element model of the modified 
conebolt is developed to simulate the dynamic drop test. A 
conebolt is fully encapsulated in resin in a steel pipe with 33 
mm inner diameter. The pipe wall is 13.5 mm thick. A drop 
weight around the pipe is dropped from 1.5 m height to impact 
the plate. The model has five components: (a) a modified 
conebolt for borehole size 33 mm with a plate, (b) resin 
bonding the modified conebolt and the pipe, (c) surrounding 
pipe, (d) drop weight, and (d) interface between the bolt and 
the resin. 
The following assumptions are considered to simplify the 
dynamic drop test model: 
• The rockbolt has no threads
• No head nut for the rockbolt
• Resin-pipe interface is assumed to be tied
• Friction interface is assumed for bolt-resin interface.
Figure 4.  Schematic of the axisymmetric dynamic drop test model (not to 
scale). 
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C. Finite element model properties 
All finite element models developed in this study are 
analyzed using dynamic explicit analysis. Axisymmetric stress 
quad (CAX4R) element in ABAQUS is utilized to simulate 
the static pull test and the dynamic drop test. Because 
computational time is less for this type of analysis, a fine mesh 
with an aspect ratio between 1 and 1.5 is used. 
As mentioned above the MCB has a debonded shank. The 
coefficient of friction affects the contact behaviors of the 
shank-to-resin interface and the cone-to-resin interface. We 
assume frictionless for the shank-to-resin interface due to 
perfect debonding, but the friction of the cone-to-resin 
interface is unknown thus a parametric study is needed to 
investigate the effect of the coefficient of friction of the cone-
to-resin interface on the performance of MCB.   
D. Material properties 
For initial models the material properties are either 
measured through lab testing or obtained from available values 
in literature. The aim is to choose a property that best 
represents each component. The two main components of 
concerns are the encapsulate resin and the rockbolt. All other 
parts (e.g. rock, pipe, plate and weight) are simplified to 
isotropic elastic homogenous materials. 
To represent the rockbolt, the model must be able to 
represent pre- and post-failure. The steel’s (C1055) tensile and 
compressive behaviors are the same; thus the selection of an 
appropriate material model is based on elasticity, plasticity and 
ductile damage consideration. Experiments were conducted to 
determine the deformation behavior of the steel. The force–
displacement curve obtained from the experiments was 
converted into true stress–true strain curve for input into 
ABAQUS.  
The encapsulated resin is difficult to represent in the model 
because of the plastic softening behavior. Laboratory 
experiments were conducted to determine the Faslok resin 
behavior. It is found that the behavior of the resin can be 
captured using Concrete Damage Plasticity [5] model.  
The simulation results are compared with the experimental 
results [2] to calibrate the parameters of the static pull test 
model. Once the final model of fully calibrated data best 
represents the static pull test from the field experiments, the 
parameters (i.e. resin material properties and coefficient of 
friction) are used in the dynamic drop test. 
Parameters obtained from the static pull test are utilized for 
the initial dynamic drop test model with an impact energy of 
16 kJ. The results from the dynamic drop test model are 
compared with the experiment ones [2]. The finite element 
model is further calibrated to replicate the experimental results 
for all drop tests with an impact energy of 16 kJ. Then those 
parameters are used to simulate the drop test with 26 kJ impact 
energy. 
IV. INPUT DATA USED IN ANALYSIS
Table 1 presents the material properties used for each part 
of the simulation model. Table 2 presents the coefficients of 
friction between different interfaces for the static and dynamic 
tests. Fig. 5 shows the converted nominal stress–nominal 
strain curve from laboratory testing of tensile samples of the 
rockbolt material (C1055). Faslok resin is used for the 
encapsulating a bolt in a borehole or a steel pipe (for dynamic 
drop test). The pipe, plate, and weight are simulated using a 
general steel property. The density of the drop weight is varied 
to obtain the desired weight for each drop test. The rock 
material is for the surround rock and the Young’s modulus can 
be varied to consider soft and hard rocks. 
0 0.05 0.1 0.15 0.2 0.25
0
100
200
300
400
500
600
700
800
Strain
S
tr
e
s
s
 (
M
P
a
)
Figure 5.  Stress–strain curve of C1055 steel obtained from lab test. 
TABLE I.  MATERIAL PROPERTIES FROM EXPERIMENTS AND 
LITERATURE [4]. * DEPENDING ON THE TEST AND THE GEOMETRY OF THE 
WEIGHT THE DENSITY IS CALCULATED TO GET 16 KJ AND 26 KJ IMPACT 
ENERGY 
Material 
Properties 
Young’s 
modulus 
(GPa) 
Poisson’s 
ratio 
Density 
(Kg/m3) 
Uniaxial 
compressive 
strength 
(MPa) 
C1055 200 0.3 7500 - 
Faslok 
resin
10-30 0.15-0.38 2050 30 
Steel 210 0.3 * - 
Rock 5-50 0.25 2440-2700 - 
TABLE II. COEFFICIENTS OF FRICTION BETWEEN DIFFERENT INTERFACES 
Test 
Interface 
Cone-resin Shank-resin 
Static pull 0.1-0.3 0 
Dynamic drop 0.5-0.1 0 
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V. SIMULATION RESULTS 
A. MCB33 static pull test simulation results 
With the axisymmetric models, preliminary design 
parameters are used to get a general idea of the trends and 
behavior of the MCB33 rockbolt under static loading. The 
model is further calibrated to give satisfactory results. Fig. 6 
shows the stress in the y-direction (parallel to the bolt’s long 
axis) when the conebolt is pulled 165 mm. Fig. 7 presents the 
modeled load–displacement relation superimposed with the 
experiment results [2], showing a good agreement between the 
two. 
Figure 6.  Top section of the MCB33 finite element model for the static pull 
test showing the stress (Pa) distribution along the y-direction (S22). 
Figure 7.  Static pull test (SPT) results [2] superimpossed with the results 
from numerical modeling (FEA). 
B. MCB33 dynamic drop test simulation results 
With the calibrated parameters using the static pull test 
results, dynamic drop test simulations were conducted. Fig. 8 
shows the y-stress distribution at time 0.57 s from a 16 kJ drop 
test simulation. Figs. 9 and 10 show the plate displacements 
from the numerical simulations for 16 kJ and 26 kJ impact 
energy, respectively, superimposed with the experiment results 
[2]. It is seen that the numerical modeling captures the test 
results very well.  
Figure 8.  Top section (left side) and bottom section (right side) of the 
MCB33 dynamic drop test model showing stress (Pa) distribution in the y-
direction (S22). 
Figure 9.  Dynamic drop test results for plate displacement at 16 kJ impact 
energy [2] superimposed with the numerical modeling results. 
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Figure 10.  Dynamic drop test results for plate displacement at 26 kJ impact 
energy [2] superimposed with the numerical modeling results. 
A further parametric study was conducted for both static and 
dynamic tests. The rockbolt material’s strength and geometry, 
the resin material’s strength and geometry, and the coefficient 
of friction between the bolt-resin interfaces are varied to study 
the performance of the bolt. It is seen from the static pull test 
and drop test simulation results that increasing the rockbolt 
material strength will increase performance of the MCB33. 
The resin material properties have a large influence on the 
performance of the MCB33. Higher Young’s modulus of the 
resin grout can lead to less cone plough. Smaller coefficients 
between the bolt and the resin lead to more cone plough and 
increasing the cone angle reduces cone plough. Hence, it is 
possible to use numerical tools such as ABAQUS to calibrate 
available test results and refine design to optimize the 
performance of the MCB33 rockbolts.  
VI. CONCLUSION
Static and dynamic test results of MCB33 rockbolts have 
been simulated using an explicit FEM tool. The modeling 
results agree well with field and lab test results. Dynamic rock 
support is needed for mining in highly stressed ground to 
reduce rockburst damage risk and increase workplace safety. 
Further development of yielding rockbolts such as refinement 
of MCB33 and proofing other new support technologies can 
be assisted with the use of advanced numerical modeling to 
reduce product development cycle and cost.   
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Abstract— Coordinate metrology is the most commonly used 
inspection method to analyze surfaces for manufacturing 
errors and imperfections. The computational in today’s 
coordinate metrology are composed of a series of extensive 
computational tasks. Developing a triangulated skin model 
using a finite element method is an approach to construct a 
surface based on the discrete measured points, which can be 
used for integrated computational algorithms reducing the 
uncertainty of the inspection process. Reducing the errors in 
developing the skin model by calibrating the two main 
parameters of the algorithm, which specify the propagation 
of the geometric deviations in two orthogonal directions, is 
the objective in this work. By varying theses propagation 
parameters and tracking the overall error of the constructed 
skin model, their effects are evaluated. Various cases are 
studied and the resulting patterns of the errors for different 
surfaces are used to make suggestions on selection of the two 
parameters resulting accurate construction of the skin model 
of the measured work pieces based on the coordinate 
metrology data. This will provide a reliable technique to 
develop the skin model of the manufactured products for 
quality control, manufacturing process control, or repair and 
finishing of the products. 
Keywords: coordinate metrology; skin model; error 
propagation rates; Deviation Zone Evaluation (DZE); Point 
Measurement Planning (PMP)
I. INTRODUCTION 
Coordinate metrology incorporates the use of three 
different processes, namely, Point Measurement Planning 
(PMP), Substitute Geometry Estimation (SGE), and Deviation 
Zone Evaluation (DZE). In such systems, the inspection 
accuracy is subject to the issue of uncertainties due to 
estimating some aspects of a probability distribution on the 
basis of sampling which adversely affects the accuracy and 
reliability of the inspection. 
Selection of location, distribution, and number of sample 
points using the available information is the objective of PMP 
Sponsored by NSERC 
process. Finding the best ideal substitute geometry that 
represent the selected sample points using a desired fitting 
criteria is performed by SGE process. Developing a 
comprehensive representation of geometric deviation for any 
point of the measured surface including the points that are not 
physically measured, is the goal of DZE process. These three 
computational tasks were  traditionally conducted in a 
sequential manner. All three tasks have access to three sets of 
external data including: the desired geometric features which 
are typically represented by Computer Aided Design (CAD) 
models, data  and information from the  corresponding 
manufacturing operations used to fabricate the work piece, 
and the objective of the inspection process corresponding to 
the downstream processes that are planned for the measured 
work piece [1]. 
Output of each task is used as the input for the next task in 
the PMP-SGE-DZE sequential order. The typical output of the 
measurement instruction developed by PMP is used for 
capturing a limited number of discrete 3D points from the 
work piece. This data set is used as an input to SGE to fit the 
best representative substitute geometry. The external data 
regarding the objective of the inspection process is used to 
define the fitting criteria in SGE process. The geometric 
deviations of the measured sample points are calculated using 
the results of SGE and are input to the finishing computational 
task, i.e., DZE. DZE is responsible to analyze the distribution 
of geometric deviations and represent a detailed deviation 
zone for the entire measured surface. This result is the ultimate 
output of the coordinate metrology process which can be 
represented by statistical characteristics of the distribution 
and/or a full skin model of the measured surface. It is worth 
mentioning that, in order to develop the full skin model, DZE 
should be capable to estimate the geometric deviation function 
for the entire measured surface including infinite points that 
are not physically measured [1]. 
The concept of skin model is introduced in the field of 
tolerance analysis [2]. Tolerances are specified during the 
design process to meet the desired form, fit, and functionality 
of the products. Today’s design and manufacturing paradigms 
do not allow the design tolerance analysis being performed 
without  considering  the  manufacturing  uncertainties.  A 
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detailed representation of the geometric deviations from the 
best fitted desired geometry, which are mainly caused by the 
inherent errors in the employed manufacturing processes is 
needed to complete an integrated tolerance analyses. This 
detailed model of geometric deviations is a non-ideal Surface, 
which  is  also  referred  as  a  Skin  Model  of  the  part  in 
Geometrical Product Specification (GPS) standards [2]. The 
need  for  developing  a  Skin  Models  is  addressed  by  the 
standards and is the new focus of research [3]. However, 
methodologies to develop these models need further research. 
A skin model is a discretized surface generated from a 
point cloud. The advantage of this method is its ability to 
reflect the deviation of the surface at any location, even those 
that were not sampled from. This data can be used to allow for 
virtual sampling of the piece. In a previous work, Lalehpour 
and Barari developed a finite element method to develop the 
skin model using the coordinate metrology discrete 3D points 
[1]. However, the developed method was not fine-tuned to 
provide the most accurate results. This paper will seek to fine- 
tune that method. The accuracy of the developed skin model 
on the size of the data set is selected from each window. These 
will become non-moving vertices of the skin model. This skin 
model relies on triangular elements, so a Delaunay 
triangulation is used on these non-moving vertices to create 
the triangular model. 
This triangular surface becomes the basis for the rest of the 
skin model. The areas of each triangle are checked for size, 
with large areas being subdivided into smaller ones with the 
addition of another point at the centroid. This process repeats 
until all triangles are under the size threshold defined by the 
overall size of the data set. This increase in density causes an 
increase in accuracy for the finished skin model. These 
additional points do not initially have the correct geometric 
deviation to accurately represent the measured surface. In 
order to determine the correct placement of these vertices, a 
finite element method was used using Poisson Equation as 
follows: 
is of paramount importance in design and manufacturing 
systems. The skin model is used directly for any possible 
downstream design and manufacturing processes that need the 
results of coordinate metrology process, this includes planning 
for precise finishing operations, manufacturing error 
compensation, closed-loop of manufacturing and inspection, 
dynamic process control, or for any tolerance evaluation 
required for the assembly and interaction of the work piece 
with the other mechanical components. Therefore, the added 
value in developing an accurate skin model of the work piece 
to the design and manufacturing processes is highly 
significant. 
It is shown in several recent research [4-8] that integration 
of PMP, SGE, and DZE tasks will result in reducing the 
computational uncertainties in coordinate metrology. Another 
interesting application of a full skin model is to reduce the 
uncertainties of coordinate metrology process by conducting 
mutual closed loops between the computational tasks. The 
developed skin model by DZE is dynamically feed-backed to 
SGE and PMP to improve the processes in integrated 
inspection system using DZE-SGE and DZE-PMP closed- 
loops. 
II. THEORETICAL BACKGROUND 
Lalehpour and Barari [1] developed the finite element 
method utilized in this paper. In this method, the data set that 
is obtained from the surface is first randomly pruned down. 
This is done as the entire sample set should not be required to 
accurately create a skin model. These points that are removed 
from the skin model data set will be used to validate the skin 
model once it is generated. 
The new sample set is then transformed from real space, 
where x, y and z coordinates are used, to a parametric space. 
In this space, u, v, and d become the axes. The two largest 
principal axes of the data set become the u and v axes, while 
the smallest principal axis becomes d, or the geometric 
deviations. The data set is then divided into windows. Each of 
where,  u  and  v  are  two  orthogonal directions on  the 
measured surface, Kuu and Kvv are the error propagation rates 
in u and v directions, E is the determined geometric deviation, 
and S is the skin model. The K in [1], these K values were both 
assumed to be equal to unity for simplification and validation 
purpose. This paper will focus on determining the optimal K 
values. The effect of these two parameters on the accuracy of 
the skin model is studied in this paper. This resulting 
information can be used to produce more accurate skin model 
or to be used as the initial condition for an optimization 
process. Particle swarm optimization algorithm [9] is 
suggested for this case which is one of many algorithms that 
optimize based on different patterns found in nature. 
III. METHODOLOGY
A large amount of data is measured from the work-pieces 
using a coordinate measuring machine (CMM). The PMP 
process is then deployed to virtually sample from the given 
datasets. Once the smaller datasets were chosen, SGE is 
performed to find the closest representative plane to fit the 
given dataset. The method utilized for this purpose is total 
least squares (TLS) fitting to find the best fit plane for the 
given surfaces. This can be utilized for the SGE process 
because of the use of solely planar geometry. 
The propagation rates of geometric deviations (PRGD), 
both in the u and v directions, used to construct the skin model 
are examined using the following process. A 40 x 40 matrix 
of PRGD values in the u and v directions ranging from -20 to 
20 discrete values. This constructs a total of 1600 different 
skin models for each given dataset. After the skin model is 
constructed and the deviation of each point is known, the total 
error for each skin model is calculated by taking the difference 
from the generated original chosen data points to the generated 
skin model. The total error is the cumulative sum of square of 
the errors for each skin model. 
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The effect of the fitting parameters (PRGDs) is analyzed 
by graphing the total error for each skin model to show the 
total error for the given matrix of values. The results are then 
optimized using an algorithm to find the lowest values and 
removing them recursively to find a trend line of values. This 
trend line is then analyzed for patterns involving different 
topologies. 
IV. RESULTS AND DISCUSSION
In order to determine the area for optimization, the results 
of the error value for the 1600 skin models was graphed for 
each case study. Since the observed pattern were consistent, 
the graphs corresponding a typical case study is used for the 
rest of this paper. 
Fig. 1 presents the error values corresponding to 1600 skin 
models developed for the case study, with a random sample 
piece for illustrative purposes. With this data, it was easy to 
determine problem values for the error propagation rate 
values. The worst results were consistently those where the 
error propagation rates had signs that differed from one 
another. With this in mind, a filter was applied to remove a 
large number of the error samples. For the first pass, any value 
larger than 0.000001% of the minimum value was removed. 
This resulted in Fig. 2. 
In Fig. 2, the sections with the smallest error can be seen. 
Those areas where the error propagation rates had differing 
signs have been completely removed. Another interesting 
characteristic is the symmetry developed between the two 
remaining segments. This means the optimization algorithm 
can be configured to only search one small segment of the 
overall data set, and it will be likely to achieve an acceptable 
result in a short amount of time. 
Figure 1.   Error Results for 1600 Skin Models 
Figure 2.   99.999999% of the Range Removed 
Another factor looked at was the density of points in 
different locations. This was examined to see if there was a 
correlation between high density zones of points and the 
lowest error results. With this information, the optimization 
area could be further refined. To test this, a data set was 
generated with equally spaced points. Then, a section of the 
data set was populated with a much higher density data set. 
Finally, the error graph generated was examined to determine 
where the lowest points were found. These points had a line 
fit to them, and the slope of the line was examined. Fig. 3 
shows the first of these data sets. 
Data Set 1 is heavily weighted to the positive x direction, 
and is shown in Fig. 3. Fig. 4 shows the results of the error 
analysis. The final graph has the errors of the opposing signed 
error propagation rates removed like in Fig. 2. There is also a 
large decrease in error between these two figures as data set 1 
is very planar. None of the minimum error values were found 
in either of those regions, which was to be expected. 
Figure 3.   Data Set 1 
Figure 4.   Data Set 1 - Error Modeling Results 
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The red line on the bottom of the graph is the best fit line 
for the lowest error values. It has a very large slope, which 
shows that the error propagation rate in the v axis on the refit 
data set dominates, corresponding with the increase in point 
density. This result is reflected in Fig. 5 and Fig. 6. 
As the high density area is moved along the x-axis in the 
negative x direction, there is a corresponding shift in the slope 
of the line in the results. This test was repeated with the high 
density section moving along the entire u-axis. In each case, 
the slope of the line continued to shift in the same direction. 
This meant that the location of the points had an effect on the 
location of the minimum values, and therefore the start 
conditions for the optimization algorithm could be selected 
more intelligently, increasing the accuracy of the skin model 
as it would be more likely to find a better solution. 
V. CONCLUSION 
The goal of this paper was to determine the area of 
optimization for the two main parameters involved in the skin 
model process, i.e. the geometric error propagation rates in 
the two orthogonal directions. A series of tests are conducted 
to model the effect of the error propagation rates on the 
accuracy of the resulting skin model. It was found that when 
the PRGD values had different signs from each other, the 
error was greatly increased. This allowed for the removal of 
those regions from analysis. Further examination showed that 
the remaining regions were symmetric, and therefore only 
one of them needed to be used to find the best PRGD values. 
Next, the effect of the density of sample points on the error 
values was examined. 
Figure 5.   Data Set 2 
Figure 6.   Data Set 2 - Error Modeling Results 
The results showed that this density did have a large effect on 
the error. This effect was also fairly systematic, and therefore 
could be predicted. With this information, the area of 
optimization can be further refined. Both of these results can 
be used to better customize the skin model algorithms and 
achieve more accurate results using the skin model method. 
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Abstract—Topology Optimization is currently the main 
technique to optimize an objects structural design. This method 
commonly produces parts that have exceedingly complex 
geometry. Additive manufacturing (AM) is the main 
manufacturing process to produce these optimized designs due 
to the flexibility and speed it offers. However, results of 
topology optimization without considering manufacturing 
process limits, even AM ones, may result in designs that are 
expensive and difficult to build. This paper presents a topology 
optimization filter that minimizes the effect of overhang 
structures. These structures are very difficult to manufacture 
using conventional AM techniques. In order to constrain the 
gradient compliances with respect to densities and converge the 
results towards a structure with the least amount of overhang 
structures, sensitivities are modified using the proposed filter. 
To implement the proposed filter and the base topology 
optimization methods ESO and SIMP, ANSYS Parametric 
Design Language (APDL) is employed within the ANSYS® 
Workbench™ environment. The results of a case study using 
the different topology optimization methods are investigated. 
Finally, an implementation of the proposed AM filter is used to 
solve an MBB-beam problem. The result is a structure that 
needs the least amount of support structure. 
Keywords-Additive Manufacturing; 3D Printing; Topology 
Optimization; Finite Element Analysis; ANSYS®; ANSYS 
Parametric Design Language (APDL) 
I.  INTRODUCTION 
Topology optimization is a subset of structural optimization 
with the goal of finding an optimal design for a certain set of 
constraints. It can be described as an iterative process where the 
results of a finite element analysis (FEA) are used to determine 
the optimal geometry and locations of voids in a solid object [1]. 
In the context of engineering, finite element analysis is a 
mathematical method of solving a system which cannot easily 
be described using closed form equations. Instead it breaks the 
system into smaller, easier to solve or approximate, parts using 
what are known as elements [2]. One popular FEA software for 
engineering is ANSYS®. Released in 1971 and still being 
actively developed, ANSYS® can be used to solve a diverse field 
of engineering problems including static structural, dynamic, 
heat transfer, fluid flow, and electromagnetism. Currently, the 
user facing software of ANSYS® is Workbench™, from which 
a coding language called ANSYS Parametric Design Language 
(APDL) is called when simulations are run. This language 
executes the FEA, calculating all necessary parameters to solve 
the analysis. For advanced users, APDL is user accessible 
through custom command scripts that can be injected at any 
point during the analysis. 
Creating a topology optimizer from scratch would include 
the development of a topology optimization algorithm and the 
development of a complete FEA solver. Additionally, if the 
creation and editing of geometry was also required, a computer 
aided design software would also be required. Instead, the 
accessible interface of ANSYS® and its mature FEA solver can 
be utilized to create a more extensive and easy to use topology 
optimizer through custom injected APDL scripts. Since 
ANSYS® includes Multiphysics simulations, the ability to add 
additional constraints and objectives, including manufacturing 
constraints and coupled analyses may become possible. 
Additive manufacturing (AM) is a fairly young and quickly 
developing technology that overcomes many traditional 
manufacturing limits for complex geometries. However, all 
additive manufacturing methods still have some constraints that 
need to be considered during the design process. The use of 
disposable support material is one method to work around these 
constraints, but it is not a perfect solution as it often leads to a 
poor surface quality finish [3]. This support material is used to 
prevent failure during the manufacturing procedure by 
preventing overhang structures in the part geometry from 
collapsing, or otherwise ruining the final parts finish [4]. Since 
most AM processes use a manufacturing method where material 
is added layer by layer, each being fused to the previous, it can 
be said that there exists an angle where supports will be required. 
Other approaches to minimize the prevalence of overhangs 
in topology optimized parts have been developed [5]. In this 
paper, a 3D implementation of the evolutionary structural 
optimization (ESO) and solid isotropic material with 
penalisation (SIMP) methods are presented along with a new 
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filtering method to reduce the amount of material needed for 
supports, all in ANSYS®. 
II. BACKGROUND
A. Evolutionary Structural Optimization (ESO) Method 
A topology optimization problem seeks to minimize 
compliance while satisfying various constraints such as a given 
amount of material, weight, manufacturing  requirement, and 
cost [1]. The measure of stiffness of a structure can be calculated 
using a finite element analysis. In literature, instead of stiffness, 
mean compliance C, is considered as the objective for topology 
optimization. The evolutionary procedure based on stiffness as 
the objective function can be described as follows: 
1) Discretize the body for FEA.
2) FEA determines sensitivity number for each element.
3) Remove elements with lowest sensitivity number based
on element removal ratio. 
4) Repeat the procedure to reach termination term
(maximum displacement, stress, etc). 
B. Solid Isotropic Material with Penalization (SIMP) 
Minimizing compliance is the most used objective in 
topology optimization, shown in (1). 
𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥
:  𝑐𝑐(𝜌𝜌) = 𝑈𝑈𝑇𝑇𝐾𝐾𝑈𝑈 = �(𝜌𝜌𝑒𝑒)𝑝𝑝 𝑢𝑢𝑒𝑒𝑇𝑇 𝑘𝑘𝑒𝑒𝑢𝑢𝑒𝑒𝑁𝑁
𝑒𝑒=1
(1) 
𝑆𝑆𝑢𝑢𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑆𝑆 𝑆𝑆𝑡𝑡: 𝑉𝑉(𝜌𝜌)
𝑉𝑉0
= 𝑓𝑓
; 𝐾𝐾𝑈𝑈 = 𝐹𝐹 
  ; 0 < 𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑥𝑥 ≤ 1 
Where the stiffness matrix for each element can be found 
from (2). 
𝑘𝑘𝑒𝑒 = �𝐻𝐻𝑇𝑇𝐷𝐷𝐻𝐻 𝑑𝑑𝑑𝑑
𝛺𝛺=  ��𝑤𝑤𝑚𝑚𝑤𝑤𝑗𝑗|𝐽𝐽(𝜉𝜉, 𝜂𝜂)|𝐻𝐻(𝜉𝜉, 𝜂𝜂)𝑇𝑇𝐷𝐷𝐻𝐻(𝜉𝜉, 𝜂𝜂)2
𝑗𝑗=1
2
𝑚𝑚=1
 (2)
Here, the starting Young’s modulus of an object does not 
influence the optimal results of topology optimization, since any 
changes will be relative. The general solution of the topology 
optimization is constructed to minimize compliance using a 
Lagrange multiplier method as shown in (3). 
𝐿𝐿(𝜌𝜌, 𝜆𝜆) = 𝑓𝑓𝑇𝑇𝑑𝑑(𝜌𝜌) + 𝜆𝜆𝑇𝑇�𝑓𝑓 − 𝐾𝐾(𝜌𝜌)𝑑𝑑(𝜌𝜌)� (3) 
By setting 𝜆𝜆 = 𝑑𝑑  and 𝑘𝑘𝑒𝑒 = ∫ 𝐻𝐻𝑇𝑇(𝐸𝐸0 + (𝜌𝜌𝑒𝑒)𝑝𝑝𝐸𝐸1𝐷𝐷∗𝐻𝐻 𝑑𝑑Ω Ω , 
the derivative of the lagrangian equation with respect to the 
design variables can be determined as (4) [6]. 
𝜕𝜕𝐿𝐿(𝜌𝜌, 𝜆𝜆)
𝜕𝜕𝜌𝜌𝑒𝑒
= −𝑃𝑃(𝜌𝜌𝑒𝑒)𝑝𝑝−1𝑑𝑑𝑒𝑒𝑇𝑇𝐾𝐾𝑓𝑓𝑒𝑒𝑑𝑑𝑒𝑒 (4) 
Updating of element densities heuristically can be achieved 
using the bi-section algorithm. A heuristic algorithm is used here 
based on the Optimality Criteria (OC) method shown in (5) [7]. 
A numerical constraint has been considered to limit the update 
for densities, m. 
𝜌𝜌𝑒𝑒𝑚𝑚𝑒𝑒𝑛𝑛 =
⎩
⎪⎪
⎨
⎪⎪
⎧ 𝑚𝑚𝑓𝑓    𝜌𝜌𝑒𝑒𝐵𝐵𝑒𝑒𝜂𝜂 ≤ 𝑚𝑚𝑚𝑚𝑥𝑥(𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚,𝜌𝜌𝑒𝑒 −𝑚𝑚)
𝒎𝒎𝒎𝒎𝒙𝒙(𝝆𝝆𝒎𝒎𝒎𝒎𝒎𝒎,𝝆𝝆𝒆𝒆 −𝒎𝒎)
𝑚𝑚𝑓𝑓  𝑚𝑚𝑚𝑚𝑥𝑥(𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚,𝜌𝜌𝑒𝑒 −𝑚𝑚) < 𝜌𝜌𝑒𝑒𝐵𝐵𝑒𝑒𝜂𝜂 < 𝑚𝑚𝑚𝑚𝑚𝑚(1,𝜌𝜌𝑒𝑒 + 𝑚𝑚)
𝝆𝝆𝒆𝒆𝑩𝑩𝒆𝒆
𝜼𝜼
𝑚𝑚𝑓𝑓 𝑚𝑚𝑚𝑚𝑚𝑚(1,𝜌𝜌𝑒𝑒 + 𝑚𝑚)  ≤ 𝜌𝜌𝑒𝑒𝐵𝐵𝑒𝑒𝜂𝜂
𝒎𝒎𝒎𝒎𝒎𝒎(𝟏𝟏,𝝆𝝆𝒆𝒆 + 𝒎𝒎) ⎭⎪⎪⎬
⎪⎪
⎫
(5) 
Where 𝐵𝐵𝑒𝑒
𝜂𝜂 = −1
𝜆𝜆
𝜕𝜕𝜕𝜕
𝜕𝜕𝜌𝜌𝑒𝑒
  and 𝜂𝜂 (=1/2) is a numerical damping 
coefficient. 
C. Implementation of Overhang Constraint 
Applications of developed topology optimization methods 
have been very restricted due to the limitations in manufacturing 
and inspection of the resulting complex geometries. 
A successful design process needs to be conducted by 
considering all of the manufacturing and inspection 
requirements [8]. Although additive manufacturing processes 
are still not able to produce high surface qualities [9], [10], they 
are highly flexible in producing the complex geometries 
produced by topology optimization [11], [12]. Also, the 
advances in coordinate metrology algorithms allow relatively 
fast inspection of the complex topologies resulting by the 
topologically optimized designs [13]. 
These normal topology optimization methods converge to a 
computationally stiff structure, but without regard for the 
difficulty of manufacturing. Here is where another constraint is 
added that limits the surface area of elements to be less than a 
specified value for the optimal solution. This approach can be 
used to implement an overhang constraint. In the methodology 
section a new scheme is developed to estimate the sensitivities 
of overhanging elements in 3D space. These elements can then 
be penalized with respect to their overall sensitivity. 
D. Using APDL in ANSYS® 
All the simulation and FEA functionality of ANSYS® comes 
from APDL commands [2]. Any FEA parameter that is 
calculated in ANSYS® can be read, and as logic applies, can be 
modified.  
The syntax for an APDL commands starts with the name of 
the commands, followed by a comma, and then the operators of 
the commands, all separated by commas. There are also logical 
operators such as do, if, ifelse, and while. 
The actual FEA solver in ANSYS® operates much like other 
FEA solvers [14]. There are three overall levels within the 
solver, the first being the preprocessor. This is where the mesh 
of the geometry is defined, as well as the loads on the body and 
boundary conditions. Next, the solver processes the generated 
simultaneous equations, which results in the values for degrees 
of freedom for the nodes on each element. This data is then taken 
into the final level, the postprocessor, where all other results are 
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calculated, such as stress and strain. It is important to note that 
only certain APDL commands can be executed in certain levels 
of the FEA, limiting how one can interact with the program. 
However, with a large selection of pre-defined commands 
combined with logical operators, essentially anything related to 
the FEA process can be modified and manipulated. 
III. METHODOLOGY
A. Implementing the Topology Optimization Overhang 
Constraint 
Using a similar method to that Sigmund used to solve the 
optimality criteria, the area of an element can be considered as a 
new constraint. A method has been developed to calculate the 
derivative of the surface area of each element with respect to its 
density [15]. Using the same approach shown in (6), the 
approximate surface area sensitives are calculated for the bottom 
elements, which are multiplied by a constant coefficient γ, as 
shown in Fig. 1. 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜌𝜌𝑚𝑚
�
𝑓𝑓𝑓𝑓𝜕𝜕𝑒𝑒
=
⎩
⎪
⎨
⎪
⎧ 𝜕𝜕�𝜌𝜌𝑚𝑚 − 𝜌𝜌𝑗𝑗�
�𝜌𝜌𝑚𝑚 − 𝜌𝜌𝑗𝑗�
  𝑚𝑚𝑓𝑓 𝜌𝜌𝑚𝑚 ≠ 𝜌𝜌𝑗𝑗
−𝜕𝜕        𝑚𝑚𝑓𝑓 𝜌𝜌𝑚𝑚 = 𝜌𝜌𝑗𝑗 = 𝜌𝜌𝑚𝑚𝑓𝑓𝑥𝑥
𝜕𝜕        𝑚𝑚𝑓𝑓 𝜌𝜌𝑚𝑚 = 𝜌𝜌𝑗𝑗 = 𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚 ⎭⎪⎬
⎪
⎫ (6) 
Figure 1. Elements that are considered in the modification of perimeter 
sensitives based on each element connectivity 
For the estimation of the overhang sensitivities, a scheme 
used to penalize overhang structures shown in (7) is developed. 
Individual element connectivity’s are found using a predefined 
function inside ANSYS® that finds the six elements connected 
to the element. 
𝛛𝛛𝛛𝛛
𝛛𝛛𝝆𝝆𝒆𝒆
= �∂A
∂ρi
�
face(𝑚𝑚,𝑗𝑗+1,𝑘𝑘) + ∂A∂ρi�face(𝑚𝑚−1,𝑗𝑗,𝑘𝑘) +
∂A
∂ρi
�
face(𝑚𝑚+1,𝑗𝑗,𝑘𝑘) + ∂A∂ρi�face(𝑚𝑚−1,𝑗𝑗,𝑘𝑘+1) +
∂A
∂ρi
�
face(𝑚𝑚−1,𝑗𝑗,𝑘𝑘−1) + 𝛾𝛾 �∂A∂ρi�face(𝑚𝑚−1,𝑗𝑗−1,𝑘𝑘) +
∂A
∂ρi
�
face(𝑚𝑚,𝑗𝑗−1,𝑘𝑘) + ∂A∂ρi�face(𝑚𝑚+1,𝑗𝑗−1,𝑘𝑘) +
∂A
∂ρi
�
face(𝑚𝑚,𝑗𝑗−1,𝑘𝑘+1) + ∂A∂ρi�face(𝑚𝑚,𝑗𝑗−1,𝑘𝑘−1)�� 
(7) 
From this, the modified sensitivities are shown in (8). 
𝐶𝐶𝑒𝑒
𝜂𝜂 = − 1
𝜆𝜆
�
𝜕𝜕𝑐𝑐
𝜕𝜕𝜌𝜌𝑒𝑒
+ 𝛿𝛿 𝜕𝜕𝜕𝜕
𝜕𝜕𝜌𝜌𝑒𝑒
� (8) 
Now, the update scheme shown in (5) is used for the 
topology optimization procedure, except the modified 
sensitivities are used instead of the compliance sensitivities to 
converge the densities away from overhang structures, (9). 
𝜌𝜌𝑒𝑒𝑚𝑚𝑒𝑒𝑛𝑛 =
⎩
⎪⎪
⎨
⎪⎪
⎧ 𝑚𝑚𝑓𝑓    𝜌𝜌𝑒𝑒𝐶𝐶𝑒𝑒𝜂𝜂 ≤ 𝑚𝑚𝑚𝑚𝑥𝑥(𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚,𝜌𝜌𝑒𝑒 −𝑚𝑚)
𝒎𝒎𝒎𝒎𝒙𝒙(𝝆𝝆𝒎𝒎𝒎𝒎𝒎𝒎,𝝆𝝆𝒆𝒆 −𝒎𝒎)
𝑚𝑚𝑓𝑓  𝑚𝑚𝑚𝑚𝑥𝑥(𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚,𝜌𝜌𝑒𝑒 −𝑚𝑚) < 𝜌𝜌𝑒𝑒𝐶𝐶𝑒𝑒𝜂𝜂 < 𝑚𝑚𝑚𝑚𝑚𝑚(1,𝜌𝜌𝑒𝑒 + 𝑚𝑚)
𝝆𝝆𝒆𝒆𝑪𝑪𝒆𝒆
𝜼𝜼
𝑚𝑚𝑓𝑓 𝑚𝑚𝑚𝑚𝑚𝑚(1,𝜌𝜌𝑒𝑒 + 𝑚𝑚)  ≤ 𝜌𝜌𝑒𝑒𝐶𝐶𝑒𝑒𝜂𝜂
𝒎𝒎𝒎𝒎𝒎𝒎(𝟏𝟏,𝝆𝝆𝒆𝒆 + 𝒎𝒎) ⎭⎪⎪⎬
⎪⎪
⎫
(9) 
B. Topology Optimization using APDL 
Building the topology optimizer on top of ANSYS® allows 
for a more flexible design platform. Using the methodologies 
just established, three APDL topology optimizers were coded. 
One based on the ESO method, one based on SIMP, and the last 
one adding the overhang constraint in the SIMP program. In 
each of the programs, the material property APDL command 
was used to modify the elements young’s modulus, therefore 
directly affecting its stiffness. Overall each script solves the 
initial FEA problem and gets the initial element values. Then it 
retrieves each elements sensitivity value, and uses the 
corresponding methodology to choose which ones to modify. 
Once all elements are looped through, the script re-solves the 
FEA and repeats until the convergence criteria are met. 
IV. RESULTS AND DISCUSSION
A. Topology Optimization – Case Study 1 
As an example, a bell crank was considered. There are two 
forces and a fixed hole which define the boundary conditions for 
this analysis. The setup in ANSYS® is shown in Fig. 2. The 
element size is 2 mm. The topology optimization results using 
ESO and SIMP without any additional constraints are shown in 
Fig. 3 and Fig. 4 at iterations 60 and 30 respectively. It can be 
seen that this structure may be difficult to produce using AM 
processes. 
930
Figure 2. Case Study 1 Setup 
Figure 3. Case Study 1 Results after 60 Iterations using ESO 
Figure 4. Case Study 1 Results after 30 Iterations using SIMP 
B. Topology Optimization – Case Study 2: Overhang 
Constraint 
Next, an MBB-beam as shown in Fig. 5 was considered. It 
has a fixed constraint at the bottom corner of one end and a 
rolling constraint at the other end, with a 1000 N force applied 
at the middle point of the top surface. It has a mesh size of 
40x180. The setup in ANSYS® is shown in Fig. 6. The SIMP 
method topology optimization results using half design domain 
with symmetry are shown in Fig. 7. The results in Fig. 8 and Fig. 
9 are with the overhang constraint with varying δ values from 
(8). The blue line at the bottom represents the build platform, 
with the blue arrow specifying the build direction. By inspection 
it appears that this structure does indeed have less overhanging 
structures than the normal SIMP method. 
Figure 5. MBB-beam. Top: full design domain, bottom: half design domain 
with symmetry [7].  
Figure 6. Case Study 2 Setup 
Figure 7. Case Study 2 Half Design Domain Results after 50 Iterations using 
SIMP (Purple elements are solid, green elements are a void) 
Figure 8. Case Study 2 Half Design Domain Results using Overhang 
Constraints, 𝛿𝛿 = 0.00005 (Purple elements are solid, green elements are a 
void) 
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Figure 9. Case Study 2 Half Design Domain Results using Overhang 
Constraints, 𝛿𝛿 = 0.0001 (Purple elements are solid, green elements are a 
void) 
V. CONCLUSION 
In this paper, three topology optimization codes were 
developed. Two based on previous methodologies, the ESO 
method and the SIMP method, and the final attempted to 
optimize the topology for AM processes by reducing the need 
for support material. All were implemented in ANSYS® directly, 
using APDL scripts, in order to achieve a flexible and reliable 
development platform. The first case study looked at the 
implementation of the ESO and SIMP methods, and the last one 
looked at the implementation of the overhang constraint. The 
proposed topology optimization filter modifies the element 
sensitivities to converge the optimization towards the optimal 
structure that needs the least amount of material for support 
structures. This will reduce the manufacturing cost and time for 
preprocessing and post-processing operations, and reduce 
material waste. The established methodology can be easily 
developed for various additive manufacturing technologies in 
various industrial applications. 
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Abstract—This paper develops an algorithm to estimate the 
relative pose, motion, and inertia ratio of an unknown target 
using stereoscopic vision. First, the positions and velocities of 
detected feature points on the spacecraft are estimated. Second, 
the angular velocity and attitude of the target are estimated by 
the least square method and q-method, respectively. Third, the 
position and velocity of the center of mass of the spacecraft 
are recovered. Finally, the inertia ratio is estimated based on 
the angular momentum conversation using the estimated 
angular velocity and attitude of the target. Numerical 
simulations are conducted to demonstrate the proposed 
algorithm. 
Keywords-relative state; inertia ratio; un-cooperative spacecraft; 
stereoscopic vision; 3-D reconstruction; constrains. 
I.  INTRODUCTION (HEADING 1) 
Estimating the dynamical parameters (pose and motion) and 
inertia property of an unknown target is one of the critical 
technologies during on-orbit autonomous close proximity 
operation missions [1], such as spacecraft rescuing, repairing, 
and capturing. These unknown targets are usually non-
cooperative without prior information about their structural and 
inertia parameters, nor artificial markers located known 
positions on the target. Therefore, the relative state and inertia 
properties are complete unknown. For a safe close proximity 
operation mission, such like approach to and capture the target, 
the relative state can provide important navigation information 
for the control strategy. Besides, the knowledge of inertia 
properties of the target is necessary to propagate its state and 
can be used in the motion prediction before capture and de-
spun control design after capture.  
Numerous vision-based estimation methods were proposed 
in the past [2-6] for non-cooperative targets. Terui et al. [7] 
proposed a 3D model matching method to estimate the relative 
state with the prior known structure of the target. Dehann et al. 
[8] adopted the stereo vision to measure the geometric center of 
the target as an approximation to its center of mass (CM). Du et 
al. [9] determined the pose of a large non-cooperative target 
based on two collaborative cameras by recognizing a 
rectangular feature on the target. Dong and Zhu [10, 11] 
estimated the pose and motion of a non-cooperative target with 
a monocular camera using some known feature point. Lichter 
and Dubowsky [12] presented a method to estimate the state 
using thousands of 3D points acquired from several 
cooperative 3D sensors, which leads to heavy computational 
efforts. Tweddle [13] proposed a Simultaneous Localization 
and Mapping (SLAM) solution to estimate the full state of a 
spinning non-cooperative target, with high computation 
complexity. Shay Segal [14] calculated the pose and motion 
with image position and velocity measurements of feature 
points on the target. By applying torque on the target produced 
from reaction wheels or a robotic arm, the inertia parameters 
are in-flight estimated [15, 16]. 
The purpose of this paper is to develop an innovative stereo 
vision-based algorithm to estimate the relative pose, motion, 
and inertia ratio of a non-cooperative target without prior 
knowledge about the positions of the feature points. The inertia 
ratio is estimated based on the conservation of angular 
momentum, assuming that the target is freely tumbling without 
any external torque on it. 
The remainder of this paper is organized as follows. Section 
II provides the observation model. Section III gives the details 
of the proposed estimation algorithm. In Section IV, the newly 
proposed algorithm is validated by numerical simulation. 
Finally, Section V concludes the paper. 
II. OBSERVATION MODEL
As depicted in Fig. 1, assume that two cameras mounted on 
the chaser are identical with parallel image planes and 
separated by a baseline b , the distance between the right 
camera’s center of projection 
R
COP  and the left camera’s 
center of projection
L
COP . The target is in the field of view 
(FOV) of the both cameras. Two coordinate frames are used to 
describe the relative pose and motion of the unknown target: a) 
the target body frame  is a Cartesian frame with its origin at 
the CM of the target; b) the camera frame  is a Cartesian 
frame with its origin attached to 
R
COP , xˆ  and zˆ  axes parallel 
to the image plane and yˆ  axis pointing towards to the target. 
Here the frame  is assumed to be aligned with the inertial 
frame. The position and attitude of the target are defined by the 
vector 0ρ  in the frame  and the direction cosine matrix 
t
cR
933
converting vectors from the frame  to the frame  . The 
corresponding translational and rotational velocities are 
denoted as 0ρ  and 
c
tcω , respectively. 
Fig. 1. Stereo vision measurement system. 
Assuming that an arbitrary point iP  on the target has the 3D 
coordinates 
T
i ix iy iz     ρ  in the frame  and the 2D  
images coordinates  =
T
R iR iRu vI  and  
T
L iL iLu vI  in the 
right and left image frames, respectively. According to the  
ideal pinhole camera model, the perspective projection 
transforms the feature point iP  from the 3-D space onto the 2-
D image plan, such that 
=
ix
iy
iz
iR
iyiR
i
iL ix
iL iy
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iy
f
u f
v
u b
f
v
f


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
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 
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η   (1) 
where f  is the focal length. 
Define the disparity as 
i iL iRd u u (2) 
The image velocity of the feature point is defined as the 
time derivative of its image coordinates, 
0
1 0
0
0
iR iR
iR iR
i
iL iLiy
iL iL
u f u
v v f
u f u
v v f

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   
   
   
      
ρ (3) 
Considering the image noise, denoted by ε , the images 
coordinates with noise could be modeled as 
 η η ε   (4) 
where  = , , ,
T
iR iR iL iLu v u vη  is the image measurement and iε  is a 
zero-mean white noise with covariance matrix iR , i.e., 
 0,i iε R . 
III. DESIGN AND IMPLEMENTATION OF STATE AND
STRUCTURE ESTIMATION OF TARGET
A. Positions and velocities of feature points 
The positions of feature points are estimated by 
 
 
2 2
2
iL iR
i
ix
i iy
i
iz
iL iR
i
b u u b
d
bf
d
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 
ρ   (5) 
The velocities of feature points are determined by 
i i iC
ρ ξ   (6) 
where the superscript “+” denotes the Moore-Penrose inversion 
of a matrix, and 
0
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B. Pose and motion estimation of the target 
At time instant t , the relationship between iρ  and ir  is 
expressed as:  
     0
c
i t it t t ρ ρ R r   (7) 
where  =
T
c t
t cR R  is the rotation matrix that transforms vectors 
from the frame  to the frame . Taking the time derivative 
of (7) yields 
       0
c c
i tc t it t t t     ρ ρ ω R r   (8) 
Defining      1i it t t  ρ ρ ρ  and 1i i  r r r  yield 
   
     t
, 1 1
i i
t
i tc i
c
t
c
t t
i N
t t t
 
 
 
  

  

R
R
ρ r
ρ = ω r
(9) 
Eliminating   i
c
t
tt R r  in (9) leads to 
     ci tc it t t     ρ ω ρ   (10) 
where  a  is the cross-product matrix expressed as 
 
3 2
3 1
2 1
0
= 0
0
a a
a a
a a
 
  
 
 
a   (11) 
The angular velocity of the target is estimated using LS 
method by 
         
1
=
T Tc
tc t t t t t

 
 
ω J J J b  (12) 
where N  is the number of feature points, and 
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According to (9), the following relationship holds, 
   
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 (13) 
where 0=kt t k t  , t  is the sample interval time, and k  is a 
positive integer. 
Eliminating tir  in (13) gives 
       0 0 , 1 1
c
it
T
i k k
c
tt t t t i N       ρR Rρ   (14) 
Define      ,0 0=c
T
kt tk
c c
tt t t   R R R  as the attitude change from 
0t  to kt , then (14) is rewritten as 
     ,0 0 , 1 1cti k k it t t i N    ρ ρR (15) 
Equation (15) is solved by the q-method. Choose a set of non-
negative weights  , 1,2..., 1ia i N   and define 
     
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1
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i
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

    z ρ ρ . 
The optimal estimation  ,0ˆ ct ktq  is the eigenvector 
corresponding to the largest eigenvalue of  L B . Given the 
initial relative attitude, the relative attitude quaternion of the 
frame  relative to the frame ,  ˆ ct ktq , can be calculated at 
any time. Accordingly, the estimated quaternion of the frame 
 relative to the frame  is 
     4ˆˆ ˆ
T
tc k k ct
T
ct kt t q t   q   (16) 
C. Position and velocity of the CM estimation of the target 
Assume the CM of the target moves approximately at a 
constant velocity in a short sampling interval t , such that 
     
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Define state as 0 0=
T
T T T
i
  X r ρ ρ , which satisfies 
   ,jk kt j t t k c j k
      X A X (18) 
where j  is a positive integer, c  is a time period, and 
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The measurement model can be written as 
     ,jk k kt j t t j t t k c j k
         Y C A X (19) 
with 
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The state X  can be estimated by LS given as 
    
1ˆ T T
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D. Inertia ratio estimation 
In the absence of external torques, the angular momentum 
of the target is constant in the inertial frame. Since the frame  
is assumed to be aligned with the inertial frame in this paper, 
the angular momentum of the target is constant in the frame , 
which is denoted as ch . At time instant t ,  
     t c tc tct t tR h Iω (21) 
where      =t t ctc c tct t tω R ω
Define the inertia vector as 
T*=
T
c c c
x y yh h h  
x I   (22) 
with *=
T
xx xy xz yy yz zzI I I I I I  I , (21) can be rewritten as 
Ax = 0  (23) 
where 
 
 
 
 
1 1
t t
c
t t
M c M
t t
t t
 
 
  
  
R
A
R
  (24) 
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with 
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Equation (23) can be solved in the least square, which means 
that the solution should minimize 
   
2
2
T T Tf   x Ax Ax Ax x A Ax (25) 
Obviously  f x  has the minimum when 
Bx 0 (26) 
with 9 9T  B A A . 
Reordering such that 
11 1
1
T
r
b 
  
 
bB
b B
(27) 
where 11b
 , 8 11
b , and 8 8r
B . Setting the first 
variable in x  to 1, i.e. = 1
T
T
r
  x x , (26) is reduced to
1r r  B x b (28) 
However, there are physical constraints between the 
elements of the inertia tensor I . Assuming that xxI  is the 
largest diagonal element of I , the following constraints hold, 
0
0
2
yy xx
zz xx
yy zz xx
xy xz yz xx yy zz
I I
I I
I I I
I I I I I I
 

 
  

     
(29) 
Since rB is also a positive-definite matrix. Therefore, the 
problem is a convex quadratic programming problem with 
convex quadratic function   1
1
2
T T
r r r rq  rx x B x b x  and 
inequality constraints (29) by setting the first variable in x  to 1. 
The interior-point-convex method is adopted here to solve this 
convex quadratic programming problem. 
IV. NUMERICAL SIMULATIONS
In this section, numerical simulations are performed to 
verify the proposed estimation algorithm. The estimation errors 
are defined as: 
0 0
0 00 0 2 2 2
0 02 2 2
ˆ ˆˆ
, c
tc
c c
tc tc
c
tc
e e e 
 
  
ω
ρ ρ ω ωρ ρ
ρ ρ ω
, (30) 
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
 r I
I Ir r
I
  (31) 
where the superscripts “ ˆ ” and “ ” denote the estimated value 
and true value, respectively, 
2
 is the norm of a vector, *iI  is 
the component of the normalization of *I , and D  is a reference 
dimension. The relative attitude estimation error is defined as 
 1 42cos ee q
   (32) 
where 4eq  is the scalar part of the error quaternion defined by 
ˆ
e tc tc q q q .  
In the simulation, the sample time step is assumed to be 1 s, 
the total simulation period is 3,000 s, and the time period is 10, 
the number of feature points is 4 and the reference dimension is 
3 m, the other conditions are listed in Table I. 
a 
b 
c d 
e f 
Fig. 2. Error of estimation. a) error of relative attitude, b) error of 
relative angular velocity, c) error of position for CM of the target, d) 
error of velocity for CM of the target, e) error of position estimation of 
one feature point, f) error of inertia ratio estimation. 
As shown in Fig. 2, the relative state and inertia ratio 
estimation can get high accuracy by the designed algorithm. 
The relative attitude error is less than 2.5%, the relative angular 
velocity error is no more than 4%, and the position and velocity 
errors of the CM are less than 0.1% and 2.5%, respectively, and 
the position error of one feature relative the reference 
dimension is less than 2.5%, the error of the normalized 
moments of inertia is of magnitude 18%. In fact, the number of 
the attitudes and angular velocities influence the accuracy of 
inertia ratio which is based on a least square optimization. 
Table I Simulation parameters. 
Simulation parameter Values 
Camera 
parameters 
Baseline length 1 m 
Focal length 0.1 m 
Image noise 0.2 pixel 
Pixel Size 2.55 μm 
Initial 
state 
Initial relative angular 
velocity 
[1.5 2.3 −1.9 ] rad/s 
Initial relative attitude [ 0 0 0 1]T 
Initial position [20 60 30] m 
Initial velocity [-0.01 -0.01 -0.02] m/s 
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V. CONCLUSIONS 
This paper develops an effective algorithm to estimate the 
relative pose, motion, CM and inertia ratio of an unknown 
target based on the consecutive images obtained from 
stereoscopic vision. The positions and velocities of the detected 
feature points on the target are estimated first, and then the 
estimation of the pose, motion, CM and inertia ratio. The 
advantage of this algorithm is its ability to estimate the CM, 
inertia ratio and the constellation of feature points of the target 
simultaneously without prior knowledge of the target. The 
simulation results show that the proposed algorithm can get a 
good estimation accuracy in acceptable measurement noise 
level. 
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Abstract — This work examines identifying reuses for 
wind-turbine blades that are retired when they reach the end of 
their technical life. Wind-turbine blades are made from fiber-
composite materials, for which effective material-based 
recycling technologies are extremely limited. An approach to 
avoid or postpone recycling is to repurpose wind-turbine blades 
in other applications, as they should not be reused as wind-
turbine blades for safety reasons. 
However, identifying promising reuses for wind-turbine 
blades is challenging due to their specific shape properties. In 
addition to issues of functional fixedness, wind-turbine blades 
are physically much larger than everyday objects with which 
people typically reason. Following a series of studies where 
engineering students were asked to identify wind-turbine-blade 
reuses, a method involving perspective-taking was developed 
and applied. The effects of this method on concept generation 
are reported and compared to SCAMPER, an existing design 
method. To better understand and motivate human designers, 
this work also incorporates psychological concepts, including 
Need for Closure and Regulatory Focus Theory. 
Keywords: Sustainability, Component reuse, Wind-turbine 
blades, Concept generation, Functional fixedness 
I.  INTRODUCTION 
Global installation of wind-turbine technology is expected to 
continue to increase, decreasing reliance on energy sources that 
contribute to climate change. However, wind-turbine blades of 
up to 100 meters in length are typically manufactured using 
glass-fiber reinforced polymer (GFRP). While GFRP provides 
structural integrity, it is also comprised of thermoset resins, 
which is difficult to reform or recycle. Although wind turbines 
are maintained over their use life for effective operation, they are 
eventually retired based on durability and prediction models. 
Ramirez-Tejeda et al. (2017) estimates that by 2028, retired 
wind-turbine blades will comprise 330,000 tons/year of 
composite waste. Recycling of retired wind-turbine blades for 
their scrap material is challenging since GFRP can only be 
reformed through machining, which destroys reinforcing fibers 
and compromises the material’s integrity.  
For the above reasons, the current work explores the process 
of identifying possible repurposes or reuses for retired wind-
turbine blades. In contrast to other cases of reuse, wind-turbine 
blades should not be reused in the same application, i.e., as wind-
turbine blades nor aircraft components for safety reasons. While 
retired wind turbines have been repurposed as children’s play 
structures and benches for public seating, such reuses alone will 
not likely fully absorb the supply of retired wind-turbine blades. 
II. BACKGROUND
This work combines design-related and social-psychology 
concepts to better understand and motivate designers. Thus, we 
begin with background on the seemingly disparate concepts 
before describing how they are incorporated in the current work. 
A. Functional Fixedness 
Adamson (1952) described functional fixedness as a 
tendency to focus on an object’s previously known function, 
which inhibits discovering appropriate new uses for this object. 
Related to design fixation, functional fixedness often leads 
designers to repeat the same set of solutions they identified, 
unable to see more creative solutions. Specific to the reuse of 
wind-turbine blades, individuals who are strongly affected by 
functional fixedness may have trouble identifying reuses other 
than as wind-turbine blades.  
B. SCAMPER 
SCAMPER is an acronym that corresponds to: Substitute, 
Combine, Adapt, Modify, Put to other use, Eliminate, and 
Reverse. SCAMPER is often applied to make modifications in 
configuration design, but it also has potential to help identify 
reuses for products. That is, each word or phrase of the acronym 
can be applied to a product or part to trigger potential reuses. 
Moreno et al. (2016) observed SCAMPER’s effectiveness in 
generating novel concepts, since reflecting on each 
corresponding word or phrase could provide novel insights. 
C. Regulatory Focus Theory (RFT) 
A motivational framework developed by social psychologist 
Higgins (2000), Regulatory Focus Theory (RFT) has two 
independent self-regulatory orientations: prevention and 
promotion. This framework adds a dimension to the hedonistic 
model of approaching pleasure and avoiding pain. In RFT, a 
prevention-focused individual would approach safety and 
security (non-losses) and avoid losses. In contrast, a promotion-
Funded by Natural Sciences and Engineering Research Council of Canada 
(NSERC) 
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focused individual would approach hopes and accomplishments 
(gains) and avoid stagnation (non-gains). 
In a variety of applications over the past two decades, 
Higgins et al. have demonstrated that increased task engagement 
results when individuals’ regulatory focus and task orientation 
align. Thus, appropriate framing of a design task may improve 
the engagement of designers with different regulatory foci. 
D. Need for Closure (NFC) 
Individuals in general have different needs when it comes to 
obtaining firm answers to questions. Webster and Kruglanski 
(1994) developed a scale, called Need for Closure (NFC) that 
aims to measure these needs for cognitive closure and aversion 
to ambiguity. This scale has the following five subscales and 
corresponding sample statements: (1) order and structure: I 
enjoy having a clear and structured mode of life; (2) ambiguity: 
I'd rather know bad news than stay in a state of uncertainty; (3) 
decisiveness: I usually make important decisions quickly and 
confidently; (4) predictability: I don't like to go into a situation 
without knowing what I can expect from it; (5) closed 
mindedness: I do not usually consult many different options 
before forming my own view. To such statements, respondents 
select from choices that range from strongly disagree to strongly 
agree, with each choice contributing to their NFC score.  
E. Authors’ Related Past Work 
Lai and Shu (2016) found that individuals with high NFC 
scores are more likely to fixate on a provided example when 
asked to develop a new concept. Olteteanu and Shu (2018) also 
linked subscales of the NFC to functional fixedness.  
Olteteanu and Shu (2018) presented objects in various 
orientations, i.e., turned 0, 90 and 180 degrees from a default 
orientation, and asked participants to identify alternative uses for 
the shown objects. Analysis of participant responses revealed 
that participants who were more receptive to reorientation cues 
were more likely to identify more, and more varied, uses for the 
objects. Thus, reorientation was shown to be an effective 
strategy to overcome functional fixedness in identifying 
alternative uses for everyday objects. These findings are 
consistent with those of Kudrowitz and Dippo (2013), whose 
Alternative-Uses-Test participants with more responses had 
more original responses.  
Relating to the current study, wind-turbine blades are much 
larger than the everyday objects used in past AUT studies. In 
addition, people do not tend to interact with wind-turbine blades 
as they would with common everyday objects. Wind-turbine 
blades also rotate, i.e., change orientation during use, which may 
further reduce the effectiveness of using reorientation in the 
same way to decrease functional fixedness. 
III. METHODS
A series of studies were conducted to gain insight into the 
process of generating reuse concepts for wind-turbine blades. 
This paper focuses on the fourth and fifth iterations, but major 
changes between iterations are summarized below to clarify 
previously encountered obstacles and how they were addressed. 
These studies serve to demonstrate the challenge in developing 
reuse concepts for a sustainable-energy object, which currently 
has few sustainable end-of-life options.  
A. Overview of Studies 
In each iteration of the study, engineering students were 
asked to identify reuses for parts of wind-turbine blades. They 
were shown drawings of four wind-turbine blade sections in at 
least one isometric and three orthogonal views. For parts with 
hollow sections, an additional isometric view was provided to 
show the section cut in half. The wind-turbine blades were 
presented as sections, since they are often cut into smaller pieces 
after being decommissioned for easier transportation. To convey 
part size, the first three iterations of the study used male and 
female CAD models as human scales. Since no difference in 
concepts were observed as a result of the different gendered 
models, the scale was replaced with a neutral stick figure to 
facilitate the introduction of other interventions. Fig. 1 shows the 
isometric views of all four sections, using this neutral figure to 
convey scale. Fig. 2 shows how the first part was presented to 
participants.  
Figure 1.  Isometric views of four wind-turbine blade sections. 
Figure 2.  Different views of wind-turbine-blade Part 1. 
B. Previous Iterations of Study 
The first iteration of the study was conducted at Oldenburg 
University in Germany, in a graduate-level engineering course. 
To reduce functional fixedness, participants were not told that 
the parts were wind-turbine blades. For the same reason, they 
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were not specifically prohibited from identifying reuses as wind-
turbine blades. However, many engineering-student participants 
recognized the air-foil cross-section (in parts 2 and 3), and thus 
identified reuses as wind-turbine or airplane parts. Since the 
parts could not be reused in wind turbines, much less airplanes 
for safety reasons, these reuses were not feasible. 
Thus, the second iteration, conducted in an engineering 
course at Bremen University in Germany, revealed that the parts 
were wind-turbine blades, and prohibited their reuse as the same 
or as airplane components. Although this restriction succeeded 
in reducing these specific reuse applications, the resulting reuse 
concepts either already exist, e.g., as children’s play structures, 
or were impractical, e.g., as giant industrial mixing paddles. 
Personal communication with a life-cycle engineering expert 
(Hauschild, 2017) towards more promising reuses led to the 
additional constraint that concepts address climate change. As 
this constraint could be expressed in multiple ways, they were 
formulated in line with Higgins’ promotion versus prevention 
foci. Thus, third-iteration participants were asked to develop 
concepts that either “Enable pro-environmental behaviors to 
decrease the rate of climate change” (promotion focused), or 
“Help people cope with the inevitable results of climate change” 
(prevention focused). While this additional constraint provided 
direction and focus for concept generation, third-iteration 
participants in a 4th year undergraduate design course at the 
University of Toronto were observed to struggle when 
developing concepts. Thus, subsequent iterations explored 
existing (SCAMPER) and new (perspective-taking) methods to 
support this concept-generation activity. 
IV. ITERATION FOUR USING SCAMPER
The fourth iteration of the study was conducted at the 
Technische Universität Braunschweig in Germany. 
A. Methods 
Sixty-five (65) participants were recruited from a course on 
the basics of engineering design and product development, in a 
bachelor degree program. Of the 65, 29 were asked to use 
SCAMPER, and the remaining 36 comprised the control group. 
However, the participants were known to be unfamiliar with 
SCAMPER. Therefore, those who were asked to use SCAMPER 
were given a four-page instructional aid, demonstrating how it 
could be applied towards concepts that reuse plastic bottles. 
Viswanathan et al. (2016) showed that examples with familiar 
features caused more fixation. Thus, examples in plastic-bottle 
reuse were chosen as they were dissimilar to wind-turbine blades 
in both function and scale. Fig. 3 shows examples for 
SCAMPER’s “adapt” (similar features). In the top example, the 
cylindrical portion of the bottle is adapted for use as cylindrical 
magazine holders. In the bottom example, threads on the mouth 
of the bottle are adapted to fit with threads on a garden hose. 
As was the case for the third iteration, participants were 
asked to complete the Need for Closure (NFC) questionnaire, 
and to identify which of two climate-change related goals their 
concepts addressed. They were specifically asked to clarify how 
each of their concepts can be used to either decrease the rate of 
climate change, or cope with the results of climate change. 
Figure 3.  SCAMPER plastic-bottle reuse examples for Adapt (Top left image 
used with permission of APlaceForEverything.co.uk; Bottom right image used 
under https://creativecommons.org/licenses/by-nc-nd/2.0/). 
To reduce instances of inaccurate claims, participants were 
reminded that reusing the material alone, e.g., as art, count as 
neither preventing nor coping with climate change. 
B. Results 
Table 1 compares by condition the average number of 
concepts generated per participant (including those who did not 
generate any concepts), as well as per concept-generating 
participant. The SCAMPER intervention led to fewer concepts 
compared to the control condition for both groups of 
participants, but this difference is significant for neither. 
TABLE 1. AVERAGE NUMBER OF CONCEPTS PER PARTICIPANT 
SCAMPER Control p 
Concept-generating 
participants 
2.54 2.95 0.12 
All participants 1.14 1.64 0.10 
Fig. 4 compares between conditions, the percentage of 
participants who generated concepts for none, to all four, of the 
four wind-turbine-blade parts. The first pair of bar graphs 
correspond to the number of participants who did not generate 
any concepts: 16/36 (44.4%) control and 16/29 (55.2%) 
SCAMPER participants. Combining the latter four bar graphs 
for the SCAMPER condition, 13 of 29 participants (44.8%) were 
able to generate reuse concepts for one or more of the four wind-
turbine parts. In contrast, 20 of 36 (55.6%) control-condition 
participants generated concepts for one or more of the four parts. 
The 10.7% difference between conditions in the proportion of 
participants who were able generate concepts for at least one part 
is insignificant (p=0.38). Thus, the SCAMPER condition was 
not successful in increasing the proportion of participants who 
were able to generate at least one reuse concept, and in fact 
decreased the proportion.  
940
Figure 4.  Proportion of participants who generated concepts for 0 to 4 of the 
four wind-turbine blade parts. 
After removing the participants who produced zero concepts, 
Fig. 5 compares the proportion of participants who produced 
concepts for just one, up to all four of the parts. On average, each 
concept-generating participant in the control condition 
developed concepts for 3.35/4 parts, while SCAMPER-
condition participants generated concepts for 3.15/4 parts, which 
is an insignificant difference.  
Figure 5.  Proportion of concept-producing participants who generated 
concepts for just 1 up to all 4 of the four wind-turbine blade parts. 
Fig. 6 compares the proportion of concepts generated for 
Parts 1 through 4 of the wind-turbine blade, which were always 
presented in the same order. As expected, more concepts are 
generally produced for the first versus last part presented, likely 
due to participant fatigue.  
Table 1 compared by condition the average number of 
unique concepts generated per participant. However, 
participants often identified similar reuses for different wind-
turbine parts, e.g., used both Parts 2 and 3 as fences. For concepts 
repeated by a participant, the one count for that same concept 
was allocated between the parts where the concept appears.  
The SCAMPER method increased neither the number of 
concepts generated to reuse the wind-turbine blade parts, nor the 
proportion of participants who were able to generate concepts. 
However, the reuse concepts generated both with and without 
SCAMPER were categorized towards another possible method 
to support concept generation, as described in the next section. 
Figure 6.  Proportion of concepts generated for wind-turbine-blade Parts 1-4. 
V. ITERATION FIVE USING PERSPECTIVE TAKING 
Building on previous iterations, a fifth iteration was 
conducted at Technische Universität Braunschweig in Germany. 
A. Methods 
Several approaches to categorizing the viable concepts from 
previous iterations were considered. One approach that emerged 
as promising for not just categorization, but also concept 
generation, involved perspective taking. This approach was then 
developed and tested in the current iteration on whether it can 
support participants to develop reuses for wind-turbine blades.  
Participant responses in the fourth iteration also suggested a 
language barrier as non-English notes were found on the 
worksheets. To reduce this possible language barrier in the fifth 
iteration, the worksheets were translated to German. 
1) Participants
Two hundred and four (204) participants were recruited 
from a second-year machine-elements course in mechanical 
engineering at TU Braunschweig. Demographic information, 
e.g., gender, native language and program of study, were
collected along with their concepts and NFC responses. Of the 
participants who generated concepts, 85% identified as male, 
10% identified as female, and 5% did not select from these 
choices. With respect to language proficiency, 87% were native 
speakers of German. Since all participants had attended a 
German university for at least one year, they were assumed to 
be able to understand and follow all the instructions in German. 
2) Intervention: Perspective-Taking Method
In a way, the reorientation cue developed by Olteteanu and 
Shu (2018) for everyday objects was modified to support 
participants in developing reuses for much-larger wind-turbine 
parts. Rather than ask participants to reorient wind-turbine blade 
parts, they were asked to imagine the part on six different sides 
of them (above, below, front, back, left, right). In other words, 
participants were asked to mentally place the parts around 
themselves and view the parts from different perspectives. The 
perspective-taking intervention will also be referred to as the 
perspective method or condition below. 
Fig. 7 shows how the perspective-taking intervention was 
conveyed graphically to participants, using “Teil”, the German 
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word for part, in a single-page aid. Compared to the four-page 
aid for SCAMPER in the fourth iteration, the perspective aid 
sheet is concise and requires minimal reading. The figures 
shown in Fig. 7 were revised multiple times to maximize 
neutrality and reduce suggestion of specific concepts. 
Above vs. below In front vs. behind To left vs. to right 
Figure 7.  How the perspective-taking intervention was conveyed. 
3) Instructions to Participants
The importance of wind-turbine-blade reuse was first 
conveyed through a presentation that highlighted the expected 
amount of waste generated from retired wind-turbine blades. 
Participants were then provided with worksheets that showed 
views of the four wind-turbine parts, with one part on each page. 
As in the two previous iterations, the worksheets asked 
participants to choose between and explain how their concepts 
either allow people to reduce the rate of climate change, or 
protect people from the effects of climate change. 
Participants were asked to represent their concepts by simple 
sketches and minimize required cutting to the parts. They were 
also reminded that reusing the material alone counts towards 
neither preventing nor coping with climate change.  
4) Distribution of Worksheets
Of the 204 participants, 98 were given the perspective- 
visualization method shown in Fig. 7 as the intervention, or 
perspective condition. The remaining 106 were not given the 
intervention and comprise the control group or condition. 
Worksheets with the two conditions were alternatively 
distributed to participants. That is, participants should have 
received a condition that is different from their immediate 
neighbors. Finally, worksheets were collected at the end of the 
45-minute limit given for generating and explaining concepts. 
B. Results 
To evaluate participants’ concepts, their responses were 
first translated to English. The generated reuse concepts were 
then analyzed and classified. For concepts repeated by the same 
participant, the count for that same concept is allocated between 
the parts for which the concept appears, as demonstrated in 
Table 2. Table 3 compares by condition, the average number of 
unique concepts generated per participant by all participants 
(including those who did not generate any concepts), versus 
only the participants who generated at least one concept.  
TABLE 2: EXAMPLE CONCEPT ALLOCATION TO WIND-TURBINE-BLADE PARTS 
Part Concepts Points 
Part 1 Roof for a house 1 
Part 2 Wind barrier, ship’s hull 1.5 
Part 3 Wind barrier 0.5 
Part 4 Dike reinforcement 1 
TABLE 3: AVERAGE NUMBER OF CONCEPTS GENERATED PER PARTICIPANT 
Perspective Control p 
Concept generating 
participants 
2.81 3.10 0.29 
All participants 1.91 1.55 0.043 
Considering only the concept-generating participants, the 
perspective group produced fewer concepts compared to the 
control condition, although this difference is insignificant. This 
non-intuitive trend could be because participants who persisted 
(instead of abandoned) the control condition were intrinsically 
stronger designers, and thus able to generate more concepts. 
What was significant, is that the perspective group produced 
more concepts compared to the control condition when averaged 
over all participants. That is, when including all participants, the 
perspective group has a 0.36 higher average number of concepts 
than the control group. This difference is significant with a 1-
tailed t-test at p=0.043, supporting the hypothesis that 
perspective-taking helps participants to generate concepts. 
Furthermore, in the perspective condition, 72 of 106 
participants (67.9%) were able to generate reuse concepts for 
one or more of the four wind-turbine parts. In contrast, 49 of 98 
(50.0%) control-condition participants generated concepts for 
one or more of the four parts. The 17.9% difference between the 
proportion of the two groups who were able generate concepts 
for at least one part is significant (p=0.0095, 95% Confidence 
Interval: 4.40% to 30.6%). Thus, the perspective method was 
successful in increasing the proportion of engineering-student 
participants who were able to generate at least one reuse concept. 
 Fig. 8 compares by condition, the proportion of participants 
who generated concepts for zero up to four of the wind-turbine-
blade parts. Consistent with the above results, a higher number 
of participants in the control condition returned worksheets with 
no concepts. However, when analyzing participants who did 
generate at least one concept, the gap between conditions 
reduces. Fig. 9 compares by condition the number of wind-
turbine parts for which concept-generating participants 
identified reuses. On average, each concept-generating 
participant in the control condition identified reuses for 2.80/4 
parts while perspective-condition participants identified reuses 
for 2.72/4 parts, an insignificant difference.  
The difference between the average number of parts with 
concepts and the average number of unique concepts (Table 3) 
is due to a combination of repetition and multiple concepts per 
part. Participants would generate similar concepts for different 
wind-turbine parts, or multiple concepts per part. 
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Figure 8.  Proportion of participants who generated concepts for 0 to 4 of the 
four wind-turbine blade parts. 
Figure 9.  Proportion of concept-producing participants who generated 
concepts for just 1 to all 4 of the four wind-turbine-blade parts. 
Similar to the previous (fourth) iteration, since participants 
went through worksheet pages ordered corresponding to wind-
turbine-blade Parts 1 to 4, the number of concepts generated for 
each subsequent part decreased as shown in Fig. 10. This result 
is likely due to participant fatigue. Again, for concepts repeated 
by the same participant, the count for that same concept is 
allocated between the parts where the concept appears. 
Figure 10.  Proportion of concepts generated for wind-turbine-blade Parts 1-4. 
VI. DISCUSSION
A. SCAMPER vs. Perspective-Taking Conditions 
Comparing the SCAMPER group of the fourth iteration and 
the perspective-taking group of the fifth iteration yields a 23% 
difference in proportion of participants who produced no 
concepts (p=0.024, 95% Confidence Interval: 3.05% to 41.3%). 
This significant difference suggests the benefit of the 
perspective-taking method by comparing it against an existing 
method as an intervention. Furthermore, the corresponding 
proportions for the control condition in the fourth iteration that 
used SCAMPER was 44%, versus 50% for the control condition 
in the fifth iteration that used the perspective-taking method. The 
difference of only 6% in the control-group participants between 
iterations of the study that used different interventions is 
insignificant (p=0.54). Fig. 11 shows the proportion of 
participants who produced no concepts for both conditions of the 
fourth and fifth iterations of the study. 
Limitations of this comparison include the following. While 
both the SCAMPER and perspective-taking iterations were 
performed at TU Braunschweig’s mechanical engineering 
department, participants were from different classes and years of 
study. Moreover, the SCAMPER materials were provided in 
English vs. German for the perspective-taking materials. Finally, 
the length of the 4-page SCAMPER aid sheets was considerably 
longer than the 1-page perspective-taking aid sheet. 
Figure 11. Proportion of participants who produced no concepts in fourth 
iteration using SCAMPER and fifth iteration using perspective-taking.
B. Regulatory Focus Theory and Need for Closure 
As previously mentioned, participants were asked to develop 
concepts that either 1) Allow people to reduce the rate of climate 
change, or 2) Protect people from the effects of climate change. 
The first choice corresponds to the promotion focus of 
Regulatory Focus Theory (RFT) by approaching hopes and 
gains, e.g., improvement of the environment. The second choice 
corresponds to the prevention focus of RFT, which is about 
preventing losses, e.g., protecting people. 
Common promotion-focused concepts included: turbines for 
hydroelectric power stations; artificial coral reefs; and solar 
panel mounts. Concepts generated under the prevention-focus 
(protect people) category included: flood and wind barriers; dike 
reinforcement or erosion protection; sun covering; and 
emergency shelters. 
In the perspective condition of the fifth iteration, 65 (of 106) 
participants completed the Need for Closure (NFC) 
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questionnaire. Linear regression yielded a negative relationship 
between the ambiguity subscale of NFC and the proportion of 
promotion-focused concepts. That is, the higher a participant’s 
desire to avoid ambiguity, the fewer promotion-focused 
concepts they produced as a proportion of all the concepts they 
generated. Shown in Table 4, a medium negative correlation (r 
= -0.31) was found between participants’ ambiguity subscale 
and their tendency to produce promotion-based concepts. This 
finding is related to the work of Toh and Miller (2014), who 
found that creativity is affected by varying tolerance levels for 
ambiguity. 
TABLE 4: REGRESSION RESULTS FOR PERSPECTIVE-CONDITION 
PARTICIPANTS’ NFC AMBIGUITY SUBSCALE AND PROPORTION OF 
PROMOTION-FOCUSED CONCEPTS 
Coefficients Estimate 
95% Confidence 
Interval 
p 
Intercept 1.38 0.633 to 2.13 0.0005 
Ambiguity -0.0237 -0.0431 to -0.00424 0.018 
F = 5.96, R2 = 0.0961, r = -0.31 
This same trend was not seen in the control condition of the 
fifth iteration. Instead, the proportion of promotion-based 
concepts correlated with the decisiveness subscale of the NFC. 
That is, the more decisive the participant, the more promotion-
focused concepts they generated. Analysis of the 46 participants 
with complete NFC scores yielded a medium positive 
correlation between their decisiveness subscale and the 
proportion of promotion-based concepts they generated, as 
shown in Table 5. 
TABLE 5: REGRESSION RESULTS FOR CONTROL-CONDITION PARTICIPANTS’ 
NFC DECISIVENESS SUBSCALE AND PROPORTION OF PROMOTION-FOCUSED 
CONCEPTS 
Coefficients Estimate 
95% Confidence 
Interval 
p 
Intercept -0.336 -1.133 to 0.463 0.40 
Decisiveness 0.0284 -0.0004 to -0.0572 0.053 
F = 4.84, R2 = 0.131, r = 0.36 
Overall, only 75 of 204 (48 perspective- and 27 control-
condition) participants explicitly identified whether their 
concepts aimed to achieve promotion-focused versus 
prevention-focused goals. Some uncategorized concepts were 
analyzed and added to the two categories. Overall, the control 
group generated 42 prevention-based concepts and 25 
promotion-based concepts, and the perspective group generated 
65 prevention-based concepts and 67 promotion-based 
concepts. Therefore, the perspective condition appeared to help 
balance the categories. 
C. Effects of Conditions on Shredding Concepts 
While participants were discouraged from making excessive 
cuts to wind-turbine blade parts, some participants suggested 
incineration or shredding the parts for use as insulation.  
In the fifth iteration, 2% of the perspective-taking 
participants generated concepts which required shredding 
compared to 7% in the control condition. This 5% decrease (p = 
0.011) suggests that the perspective-taking method encouraged 
reuses that utilize the overall shape of the part, by asking 
participants to imagine the parts around them.  
In the fourth iteration using the SCAMPER intervention, too 
few (3) concepts that involve shredding were observed over both 
conditions combined; therefore, no conclusions can be drawn. 
D. Prevention-Based vs. Promotion-Based Example Reuses 
Using wind-turbine-blade parts in shelter construction is a 
common participant-generated concept. Fig. 12 shows a bus-
shelter concept generated by a participant in the perspective-
taking group. The participant selected the box indicating that this 
concept is for protecting people from climate change, i.e., the 
prevention-focus choice. In the perspective-taking condition, 27 
of 76 (35.5%) concept-generating participants produced ideas 
involving shelter or roofing. In the control condition, 16 of 49 
(32.6%) participants produced similar concepts.  
Fig. 13 presents a unique (control-condition) participant’s 
concept of a vertical planter for plants to absorb carbon dioxide. 
The participant selected the box indicating that this concept is 
for enabling people to reduce the rate of climate change, i.e., the 
promotion-focus choice.  
Figure 12.  Participant-generated bus shelter concept for Part 1. 
Figure 13.  Participant-generated planter concept for Part 1. 
VII. SUMMARY AND FUTURE WORK
Five iterations of a study asked engineering-student 
participants to generate reuse concepts for wind-turbine blades. 
With focus on the fourth and fifth iterations, this paper examined 
the effect of different methods to support this challenging 
concept-generation activity. 
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To reduce functional fixedness, the first iteration did not 
reveal that the parts shown were wind-turbine blades, nor were 
participants specifically prohibited from identifying reuses as 
wind-turbine blades. However, many participants identified 
reuses as wind-turbine blades or airplane parts, which are 
excluded for safety reasons. Thus, the second iteration revealed 
that the parts were wind-turbine blades, and prohibited their 
reuse in the same or airplane applications. While this restriction 
reduced these specific reuse applications, the resulting reuse 
concepts either already exist or were impractical. Kwon et al. 
(2018) report in more detail the first two iterations.  
To help guide possible concepts, third-iteration participants 
were asked to develop concepts to address climate change. 
While this additional constraint provided direction and focus for 
concept generation, participants were observed to struggle to 
develop solutions. Thus, subsequent iterations explored methods 
to support this concept-generation activity. 
The fourth iteration used SCAMPER, an existing method, to 
support engineering-student designers in concept generation. 
However, SCAMPER did not appear to aid in reuse-concept 
generation. Thus, the perspective-taking method was developed 
for the fifth iteration. This method was observed to reduce the 
number of participants who produced no concepts, but did not 
affect the number of parts for which concepts were generated, 
nor the number of concepts generated by participants who 
persisted in the study. However, participants were not 
specifically encouraged to maximize the number of concepts 
they generated.  
While participants were asked to generate reuse concepts to 
address climate change, they were not given guidance to increase 
the environmental benefits of their concepts. Therefore, future 
work could also incorporate aspects to guide concepts towards 
those that maximize environmental benefits. Metrics to evaluate 
how well reuse concepts contribute to sustainability include 
manufacturing cost, waste management, and energy 
consumption (Jawahir & Dillon, 2007).  
This work aims to gain insights on the process of finding 
potential alternative uses of wind-turbine blades, which 
currently lack sustainable end-of-life solutions. The lack of 
sustainable post-use opportunities is recognized as a major 
impact area in sustainable manufacturing (Haapala et al., 2013). 
While attention to recycling and remanufacturing contributes to 
environmentally conscious product design, end-of-life options 
for already-designed and installed wind-turbine blades are 
required. Typical product end-of-life options include: direct 
reuse, repair, remanufacturing, recycling, and disposal (Ramani 
et al., 2010; Ilgin & Gupta, 2010), with Sabbaghi & Behdad 
(2018) noting that repair decisions are highly price dependent. 
Missing from these options is the opportunity to design for 
alternative uses of products at end-of-life. The role of product 
design in sustainable manufacturing has long focused on 
designing for the environment (Allen et al., 2002). In the case of 
closing the loop for wind-turbine blades, product design 
methods could also be leveraged towards alternative reuses of 
these parts, in the absence of other viable end-of-life solutions. 
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Abstract - Cellular materials are found extensively in nature 
such as wood, honeycomb, butterfly wings and foam-like 
structures like trabecular bone and sponge. This class of 
materials proves to be structurally-efficient by combining low 
weight with superior mechanical properties. Recent studies 
have shown there are coupling relations between the 
mechanical properties of cellular materials and their relative 
density. Due to its favorable stretching‐dominated behavior, 
continuum models of the octet‐truss were developed to describe 
its effective mechanical properties. However, previous studies 
were only performed for the cubic symmetry case where the 
lattice angle 𝜃 = 45°. In this work, we study the impact of the 
lattice angle on the effective strength of the octet-truss. A 
graphical method is utilized to plot the collapse surfaces for 
plastic yielding and elastic buckling for different loading 
combinations at different lattice angles. Generally, the 
(𝜎𝑥𝑧 , 𝜎𝑧𝑧) loading space is preferable for lattice angles greater
than 45°, while the (𝜎𝑥𝑥 , 𝜎𝑦𝑦) loading space is preferable for
lattice angles lower than 45°. 
Keywords - octet-truss; collapse surfaces; lattice angle; effective 
strength 
I.  INTRODUCTION 
In the last few decades there has been a growing interest in 
lightweight load-bearing structures. Inspiration from nature can 
be found in natural cellular materials like wood, honeycomb, 
butterfly wings, and foam-like structures such as trabecular 
bones and sponge [1]. Architectural cellular materials have been 
used to create mechanically-efficient engineering structures 
such as the Eiffel Tower and the Garabit Viaduct [2]. This class 
of materials combines the benefits of low density as it only 
occupies a fraction of the monolithic bulk solid, and strength by 
arranging its elements efficiently to carry the loads. Previous 
studies have shown that the macroscopic mechanical properties 
of cellular materials depend on three parameters: the constituent 
material properties, the deformation mechanism, and the relative 
density 𝜌  (defined as the solid volume within the unit cell 
divided by the total volume of the unit cell). Cellular-solids 
theory predicts scaling relationships between the macroscopic 
stiffness and strength vs. the relative density, namely 𝐸𝑠  𝛼 𝜌
𝑚
and 𝜎𝑦 𝛼 𝜌
𝑛 respectively, where the dimensionless parameters
𝑚 and 𝑛 depend on the unit cell geometry [3]. 
For a 3D structure to be rigid (i.e. statically and kinematically 
determinate), a minimum nodal connectivity of 𝑍 = 6  is 
required. A connectivity of  𝑍 = 12 categorizes the structure as 
stretching-dominated where the lattice members deform by 
tension/compression. Bending-dominated structures that deform 
through the bending of their members, has a connectivity of 6 ≤
𝑍 < 12 [4], [5]. For stretching-dominated structures such as the 
octet-truss lattice, these scaling relationships are linear. On the 
other hand, for bending-dominated structures such as 
honeycombs or the octahedral lattice, they are quadratic or 
stronger [6], [7]. 
When the dimensions of the lattice members are scaled down 
below the micron length scale, they exhibit different mechanical 
behavior. Examples of these size-dependent changes include 
strengthening in single crystalline metals and transition from 
brittle to ductile behavior in metallic glasses and ceramics [8], 
[9]. Recent advances in additive manufacturing techniques have 
made it possible to manufacture lattice structures with more 
geometrical and dimensional freedom. Certain AM techniques 
like self-propagating photopolymer waveguides [10], projection 
micro stereolithography [1], and two-photon lithography [11], 
[12] have been utilized to produce micro and nanolattices within 
the length scales required to activate material size effects. This 
is in addition to the structural effects activated by changing the 
various geometric parameters of the lattice unit cell [13].  
Continuum constitutive models have been developed to 
describe the effective mechanical properties of the octet-truss 
lattice structure. A common assumption amongst these models 
is that the lattice members are pin-jointed at all nodes, hence the 
contribution from the bending resistance of the members and 
nodes is negligible compared to the axial tensile/compressive 
stiffness of the members [14]. Deshpande et al. (2001) checked 
the accuracy of the pin-jointed assumption by comparing FE 
calculations of rigid-jointed structures against analytical values 
of pin-jointed models for relative densities 𝜌 ranging 0.01 to 0.5, 
the results showed excellent agreement between the FE and 
analytical values proving the validity of this assumption [4]. 
Generally, symmetry considerations could be employed to 
deduce the number of independent constants in the macroscopic 
stiffness tensor. Following the pin-jointed assumption, these 
elastic constants are determined by averaging the contribution 
from each element to the macroscopic stiffness, which is 
achieved through 3D coordinate transformations [15], [16]. 
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Nayfeh and Hefzy (1978) derived a first order approximation 
of the relative density of the octet-truss lattice by dividing the 
solid volume within the unit cell by the total volume of the unit 
cell [15]. They employed 3D coordinate transformation and 
volume averaging in order to obtain the macroscopic stiffness 
matrix. Lake (1992) constructed a strength tensor by converting 
applied stresses to strains for each parallel group of members 
using the macroscopic compliance matrix [17]. Failure would 
occur in a member if its axial strain exceeded a critical value 
based on an elastic buckling limit. The choice of elastic buckling 
over plastic yielding is somehow justified given that space 
structures, the typical application of lattice structures at that 
time, usually compose of slender members. Lake’s strength 
tensor could easily accommodate multiaxial loading as well as 
different loading directions through coordinate transformation. 
The author also developed a 3D plot of the uniaxial compression 
strength in cartesian coordinates, from which he concluded the 
direction and value of the maximum strength of the octet-truss 
lattice for the case of cubic symmetry where the lattice angle θ 
equals 45° (the angle between the individual members and the 
horizontal midplane as shown in Fig. 1). Deshpande et al. (2001) 
investigated the effective properties of the octet-truss lattice 
structure both theoretically and experimentally [4]. They 
validated the analytically-predicted elastic modulus and strength 
using FEM and experimental uniaxial compression of octet-truss 
lattice made from a casting aluminum alloy. They also explored 
the collapse criteria of two competing mechanisms (plastic 
yielding and elastic Euler buckling) and plotted the collapse 
surfaces for these two mechanisms under different loading 
conditions. The macroscopic collapse stress was evaluated by 
equating the external work for the kinematically admissible 
modes of collapse to: (i) the plastic dissipation in stretching the 
struts for the case of plastic yielding, (ii) and the internal work 
in buckling the struts for the case of elastic buckling. In addition, 
they proposed a third-order approximate formula for the relative 
density that includes a parameter dependent on the nodes’ 
detailed geometry. 
It is important to note that the previous studies were 
performed only for the case of cubic symmetry. At this angle, 
the octet-truss is considered to be at the highest attainable level 
of symmetry. However, potential applications of metamaterials 
(e.g. thin-walled pressure vessels) necessitates the use of 
anisotropic lattice structures in order to achieve the optimal 
combination of low density and high load-carrying capacity. 
II. EFFECTIVE STRENGTH
The macroscopic strength of the octet-truss lattice is defined 
as the maximum stress the lattice can sustain without any of its 
members reaching a critical stress limit. This limit can be 
defined according to two main modes of failure: (i) yielding for 
ductile materials or fracture for brittle materials (tensile or 
compressive), (ii) and Euler beam buckling (compressive). An 
additional mode of failure for hollow-tube lattices is the shell 
buckling (compressive). Dominance of either one of these types 
depends on the loading conditions and the geometry of the lattice 
members, namely their aspect ratio and cross-section [18]. 
In order to relate the effective strength of the octet-truss 
lattice to the local strength of its individual members, the 
effective macroscopic strains are transformed from the global 
coordinates to the local member coordinates as follows: 
𝜀(𝑘) = 𝑁𝑖𝑗
(𝑘)
𝜀?̅?𝑗 = 𝑛𝑖
(𝑘)
𝑛𝑗
(𝑘)
 𝜀?̅?𝑗
where 𝜀(𝑘) is the axial strain in the 𝑘𝑡ℎ member, 𝑁𝑖𝑗
(𝑘) is a linear
transformation operator that can be reduced to the product of the 
𝑘𝑡ℎ  member’s direction cosines 𝑛𝑖
(𝑘)  and 𝑛𝑗
(𝑘) , and 𝜀?̅?𝑗  is the
macroscopic strain, which can be related to a general stress 
tensor [𝜎′′] applied through a general direction defined by the
angles 𝜑  and 𝛼  as shown in Fig. 1 through the following 
relation: 
{𝜀?̅?𝑗} = [𝑆] [𝑇1] [𝑇3] {𝜎
′′}
where [𝑆] is the macroscopic compliance matrix, [𝑇1] and [𝑇3]
are the first and second strain transformation matrices 
respectively. The reader is referred to [19], [20] for details on the 
coordinate transformations. By considering the tetrahedron 
substructure selected as the structural basis in the continuum-
based modelling of the octet-truss, the stress in its six members 
can be expressed as follows: 
𝜎(𝑘) = 𝐸𝑠  𝑛𝑖
(𝑘)
 𝑛𝑗
(𝑘)
 [𝑆] [𝑇1] [𝑇3] {𝜎
′′}
where 𝑖 = 1, 2, 3, 𝑗 = 1, 2, 3, and 𝑘 = 1,2 . . 6. 
Figure 1.  The octet-truss unit cell with the tetrahedron substructure geometry 
(shown in blue) and the transformation coordinate systems (numbers shown in 
white identify the six tetrahedron truss members). 
III. COLLAPSE SURFACES
The collapse surfaces of the octet-truss lattice due to plastic 
yielding and elastic buckling are calculated for two 
combinations of loading, namely (𝜎𝑥𝑧 , 𝜎𝑧𝑧) and (𝜎𝑥𝑥 , 𝜎𝑦𝑦) for
different lattice angles. The tetrahedron substructure is used in 
the analysis in both cases, along with the pin-jointed assumption 
employed in the continuum-based modelling of the octet-truss. 
The collapse surface for each combination of loading can be 
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categorized into a number of modes depending on the governing 
collapse equation and which members would reach the stress 
limit (i.e. buckling or yielding) with reference to Fig. 1. Unlike 
the analytical methods used by Deshpande et. al (2001) [4], we 
utilized a graphical method to plot the collapse surfaces. 
Collapse lines are plotted according to the collapse criteria of 
each of the six tetrahedron members, the inner-most area is then 
isolated, and the surrounding collapse lines are used to plot the 
collapse surface. Hence, fundamentally each of the following 
governing equation is the collapse criteria of one (or more) of 
the six tetrahedron members. 
(a) 
(b) 
Figure 2.  Collapse surface of the octet-truss due to plastic yielding in 
(?̅?𝑥𝑧, ?̅?𝑧𝑧) space (top) and (?̅?𝑥𝑥, ?̅?𝑦𝑦) space (bottom) in specific strength
formulation at an aspect ratio of 𝑟/𝐿 = 0.14. 
A. (𝜎𝑥𝑧 , 𝜎𝑧𝑧) space due to plastic yielding
The collapse surface under the applied loads (𝜎𝑥𝑧 , 𝜎𝑧𝑧) for
three different lattice angles is shown in Fig. 2a using the 
specific formulation 𝜎/(𝜎y?̅?).
In Modes 𝐼𝑎  and 𝐼𝑏 , member no. 2 has reached the yield 
stress 𝜎𝑦 (under compression in Mode 𝐼𝑎 and tension in Mode
𝐼𝑏). The governing equations are as follows: 
Mode 𝐼𝑎: 
𝜎𝑥𝑧
𝜎𝑦
=
𝜎𝑧𝑧
2 𝑡𝑎𝑛(𝜃) 𝜎𝑦
+ 𝑐𝑜𝑠(𝜃)
𝐴𝑐
𝐿2
Mode 𝐼𝑏: 
𝜎𝑥𝑧
𝜎𝑦
=
𝜎𝑧𝑧
2 𝑡𝑎𝑛(𝜃) 𝜎𝑦
− 𝑐𝑜𝑠(𝜃)
𝐴𝑐
𝐿2
As for Modes 𝐼𝐼𝑎  and 𝐼𝐼𝑏 , member no. 5 has reached the 
yield stress 𝜎𝑦 (under compression in Mode 𝐼𝐼𝑎 and tension in
Mode 𝐼𝐼𝑏). The governing equations are as follows: 
Mode 𝐼𝐼𝑎: 
𝜎𝑥𝑧
𝜎𝑦
=
−𝜎𝑧𝑧
2 𝑡𝑎𝑛(𝜃) 𝜎𝑦
− 𝑐𝑜𝑠(𝜃)
𝐴𝑐
𝐿2
Mode 𝐼𝐼𝑏: 
𝜎𝑥𝑧
𝜎𝑦
=
−𝜎𝑧𝑧
2 𝑡𝑎𝑛(𝜃) 𝜎𝑦
+ 𝑐𝑜𝑠(𝜃)
𝐴𝑐
𝐿2
For lattice angles 𝜃 < 45° , there exists two additional 
Modes, 𝐼𝐼𝐼𝑎 and 𝐼𝐼𝐼𝑏, where members no. 1 & 4 have reached 
the yield stress 𝜎𝑦 (under compression in Mode 𝐼𝐼𝐼𝑎 and tension
in Mode 𝐼𝐼𝐼𝑏). The governing equations are as follows: 
Mode 𝐼𝐼𝐼𝑎: 
𝜎𝑧𝑧
𝜎𝑦
= +√2 𝑡𝑎𝑛(𝜃)
𝐴𝑐
𝐿2
Mode 𝐼𝐼𝐼𝑏: 
𝜎𝑧𝑧
𝜎𝑦
= −√2 𝑡𝑎𝑛(𝜃)
𝐴𝑐
𝐿2
B. (𝜎𝑥𝑥 , 𝜎𝑦𝑦) space due to plastic yielding
The collapse surface under the applied loads (𝜎𝑥𝑥 , 𝜎𝑦𝑦) for
three different lattice angles is shown in Fig. 2b using the 
specific formulation 𝜎/(𝜎𝑦?̅?).
In Modes 𝐼𝑉𝑎  and 𝐼𝑉𝑏 , members no. 2, 3, 5 & 6  have 
reached the yield stress 𝜎𝑦  (albeit 2 & 5 are under tension and
3 & 6 are under compression in Mode 𝐼𝑉𝑎 and the opposite in 
Mode 𝐼𝑉𝑏). The governing equations are as follows: 
Mode 𝐼𝑉𝑎: 
𝜎𝑥𝑥
𝜎𝑦
=
𝜎𝑦𝑦
𝜎𝑦
−
2 𝑐𝑜𝑠(𝜃) 𝐴𝑐
𝑡𝑎𝑛(𝜃) 𝐿2
Mode 𝐼𝑉𝑏: 
𝜎𝑥𝑥
𝜎𝑦
=
𝜎𝑦𝑦
𝜎𝑦
+
2 𝑐𝑜𝑠(𝜃) 𝐴𝑐
𝑡𝑎𝑛(𝜃) 𝐿2
As for Modes 𝑉𝑎 and 𝑉𝑏, members no. 1 & 4 have reached 
the yield stress 𝜎𝑦  (under compression in Mode 𝑉𝑎 and under
tension in Mode 𝑉𝑏). The governing equations are as follows: 
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Mode 𝑉𝑎: 
𝜎𝑥𝑥
𝜎𝑦
=
− 𝜎𝑦𝑦
𝜎𝑦
−
√2 𝐴𝑐
𝑡𝑎𝑛(𝜃) 𝐿2
Mode 𝑉𝑏: 
𝜎𝑥𝑥
𝜎𝑦
=
− 𝜎𝑦𝑦
𝜎𝑦
+
√2 𝐴𝑐
𝑡𝑎𝑛(𝜃) 𝐿2
C. (𝜎𝑥𝑧 , 𝜎𝑧𝑧) space due to elastic buckling
The collapse surface under the applied loads (𝜎𝑥𝑧 , 𝜎𝑧𝑧) for
three different lattice angles is shown in Fig. 3 using the specific 
formulation 𝜎/(𝜎y?̅?). A yield strain has to be used in order to
show both elastic buckling and plastic yielding collapse lines in 
the same plot. Yield strains of 𝜀𝑦 = 0.1 and 0.05 are utilized in
Fig. 3a and 3b respectively. It can be seen that the yield strain 
value has no effect on the yielding collapse lines. 
In Mode 𝐵 − 𝐼 , member no. 2  has reached its elastic 
buckling limit. As for Mode 𝐵 − 𝐼𝐼, member no. 5 has reached 
its elastic buckling limit. In Mode 𝐵 − 𝐼𝐼𝐼, members no. 1 & 4 
have reached their elastic buckling limit. The governing 
equations are as follows: 
Mode 𝐵 − 𝐼: 
𝜎𝑥𝑧
𝜎𝑦
=
+𝜎𝑧𝑧
2𝜎𝑦 𝑡𝑎𝑛(𝜃)
+
𝜋𝐴𝑐
2 𝑐𝑜𝑠(𝜃)
8𝜀𝑦𝐿4
Mode 𝐵 − 𝐼𝐼: 
𝜎𝑥𝑧
𝜎𝑦
=
−𝜎𝑧𝑧
2𝜎𝑦 𝑡𝑎𝑛(𝜃)
−
𝜋𝐴𝑐
2 𝑐𝑜𝑠(𝜃)
8𝜀𝑦𝐿4
Mode 𝐵 − 𝐼𝐼𝐼: 
𝜎𝑧𝑧
𝜎𝑦
=
𝜋𝐴𝑐
2 𝑡𝑎𝑛(𝜃)
4√2𝜀𝑦𝐿4
D. (𝜎𝑥𝑥 , 𝜎𝑦𝑦) space due to elastic buckling
The collapse surface under the applied loads (𝜎𝑥𝑥 , 𝜎𝑦𝑦) for
three different lattice angles is shown in Fig. 4 using the specific 
formulation 𝜎/(𝜎y?̅?). Similar to Fig. 3, a yield strain of 𝜀𝑦 =
0.1 and 0.05 are utilized in Fig. 4a and 4b respectively. 
In Mode 𝐵 − 𝐼𝑉 , members no. 2 & 5  have reached their 
elastic buckling limit. As for Mode 𝐵 − 𝑉, member no. 3 & 6 
have reached their elastic buckling limit. In Mode 𝐵 − 𝑉𝐼 , 
members no. 1 & 4  have reached their elastic buckling limit. 
The governing equations are as follows: 
Mode 𝐵 − 𝐼𝑉: 
𝜎𝑥𝑥
𝜎𝑦
=
+𝜎𝑦𝑦
𝜎𝑦
−
𝜋𝐴𝑐
2 𝑐𝑜𝑠(𝜃)
4𝐿4𝜀𝑦 𝑡𝑎𝑛(𝜃)
Mode 𝐵 − 𝑉: 
𝜎𝑥𝑥
𝜎𝑦
=
+𝜎𝑦𝑦
𝜎𝑦
+
𝜋𝐴𝑐
2 𝑐𝑜𝑠(𝜃)
4𝐿4𝜀𝑦 𝑡𝑎𝑛(𝜃)
Mode 𝐵 − 𝑉𝐼: 
𝜎𝑥𝑥
𝜎𝑦
=
−𝜎𝑦𝑦
𝜎𝑦
−
𝜋𝐴𝑐
2
4√2𝐿4𝜀𝑦 𝑡𝑎𝑛(𝜃)
Upon comparison, the collapse surfaces at the lattice angle 
of 𝜃 = 45° under the two loading combinations of (𝜎𝑥𝑧 , 𝜎𝑧𝑧)
and (𝜎𝑥𝑥 , 𝜎𝑦𝑦)  for both plastic yielding and elastic buckling
clearly agree with those developed by Deshpande et al. (2001) 
[4]. 
IV. CONCLUSIONS
The purpose of the present research is to investigate the 
effect of the lattice angle on the effective strength of the octet-
truss lattice structure. A graphical method is utilized to plot the 
collapse surfaces for plastic yielding and plastic buckling for 
different loading conditions and different lattice angles. 
Generally, the (𝜎𝑥𝑧 , 𝜎𝑧𝑧) loading space is preferable for lattice
(a) 
(b) 
Figure 3.  Collapse surface of the octet-truss due to elastic buckling in 
(?̅?𝑥𝑧, ?̅?𝑧𝑧) space at an aspect ratio of 𝑟/𝐿 = 0.14 and a yield strain of 𝜀𝑦 = 0.1 
(top) and 𝜀𝑦 = 0.05 (bottom). 
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angles greater than 45°, while the (𝜎𝑥𝑥 , 𝜎𝑦𝑦) loading space is
preferable for lattice angles lower than 45°. 
(a) 
(b) 
Figure 4.  Collapse surface of the octet-truss due to elastic buckling in 
(?̅?𝑥𝑥, ?̅?𝑦𝑦) space at an aspect ratio of 𝑟/𝐿 = 0.14 and a yield strain of 𝜀𝑦 =
0.1 (top) and 𝜀𝑦 = 0.05 (bottom).
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Abstract—This paper presents a manufacturing process for 
extrusion assisted foam production with a physical blowing 
agent (PBA) for Rapid Rotational Foam Molding. A completely 
new experimental setup was designed to identify, conceive, 
establish, and develop, the necessary processing concepts and 
conditions for fabricating a new class of rotationally molded 
integral-skin cellular composite having low-density foamed 
core. The new design incorporates a helical static mixer that can 
operate at 31 MPa in 200°C environment. Supercritical CO2 
will be injected into the pressurized static mixer to thoroughly 
disassociate into the polymer melt to create a single-phase 
solution. The process temperature is maintained by PID 
controlled band heaters and an integral liquid cooling jacket. 
The system can facilitate rapid pressure drop as high as 30 MPa 
to produce polyolefin foam. 
Keywords; helical; static mixer; RRFM; PBA; Polyolefin; 
supercritical fluid; QFD; carbon dioxide 
I.  INTRODUCTION 
Rotational molding technology has been in use for the last 
few decades to produce light weight structural foam composites 
with a distinct foamed core encapsulated by an unfoamed outer 
skin. This type of roto-molded articles are in high demand in the 
automotive, construction and marine industries for their 
enhanced strength-to-weight ratio [1, 2]. However, the 
manufacturing process associated with rotational molding is 
lengthy and highly energy intensive. In recent years a newly 
patented rotational foam molding process, referred to as Rapid 
Rotational Foam Molding (RRFM) was developed to reduce the 
lengthy production time and to improve the overall quality of the 
foamed composites [3, 4]. 
The RRFM technology by design produces the outer skin 
independent from the foaming process. This novel processing 
concept takes advantage of an extruder to produce the polymer 
foam, which is directly injected inside the hot mold cavity 
containing the soft outer skin. The foamed core encapsulated by 
the outer skin is gradually cooled to room temperature before 
extracting the final part from the mold. Through greater control 
over the manufacturing process, RRFM technology has reduced 
the cycle time and energy consumption compared with 
traditional rotational foam molding process [3]. 
In the current art, RRFM process is open to further 
improvement. The technology can be modified in two areas, 
rotational molding process, or the foam extrusion process. 
However, the foam extrusion process shows greater potential for 
improvement. Currently the polymer foam is created using 
chemical blowing agents (CBA). The foamable resin is mixed in 
with the CBA before introducing the mixture into the extruder. 
In the extruder the CBA activates to produce the polymer foam. 
An alternative approach to this process is to produce the foam 
using a physical blowing agent (PBA). Polymer foaming with a 
PBA for rotational foam molding has never been attempted. 
Plastic foam produced with PBA have higher cell density which 
can further improve the strength-to- weight ratio [5]. Therefore, 
it is the next logical step in development to replace CBA with 
PBA for processing polyolefin integral-skin composites with 
RRFM.  
The principal objective of the presently presented research is 
to design and develop an experimental setup that would enable 
testing and verification of novel processing concepts that would 
improve further melt extrusion-assisted rotational foam molding 
operations. In this context, the existing lab-scale rapid rotational 
foam molding experimental setup will have to be modified to 
introduce a physical blowing agent. 
II. CONCEPT GENERATION
The RRFM experimental setup consists of a rotational arm 
assembly; mold translation system; convection oven and the 
extruder assembly (Fig. 1). The new modification will be 
applied to the extruder assembly to introduce PBA into the 
polymer melt. In the subsequent experiments, super critical 
carbon dioxide will be used as the blowing agent. CO2 is ideal 
for foaming application for having higher solubility in polymer 
melt compared to nitrogen gas. In this context, the foam 
produced from carbon dioxide is of a higher quality [6]. 
Figure 1. Existing Rapid Rotational Foam Molding experimental setup. 
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A. Design Selection Methodology 
It is important to identify the engineering specifications that 
are necessary for a good design. In the current state, the 
experimental setup is not equipped for PBA introduction. The 
goal is to design a system that can work efficiently with the 
existing extruder and produce foamed articles that are of equal 
or of a higher quality than RRFM foam composites. To identify 
the design requirements, a quality function deployment (QFD) 
tool was used. It translates general qualitative (non-specific) 
customer needs into engineering specifications for a new system 
design. Utilizing the house of quality (QFD tool), the most 
important engineering specifications were identified from the 
prospective of a customer. In this QFD assessment the primary 
customer is identified as a researcher in polymer processing 
industry. The strongest relationship between a customer 
requirement and the design parameters are identified in table I. 
The identified design parameters are implemented in the 
concept generation phase. A decision matrix is used to select a 
system design from one of these concepts. The criteria for 
selection is based on the overall operation of each concept, rather 
than on each individual component. The importance of each 
criteria is assigned a value from 1 to 10, where 10 is the most 
important criteria. One of the concept is selected as the datum to 
compare against the alternatives. A positive or a negative symbol 
is given on how well a criterion is satisfied under each concept 
against the datum (table II). The weighted total is tabulated for 
each concept by multiplying the symbol to each criteria rating. 
The concept with the highest weighted total is selected for the 
new system design. 
B. Concept Selection 
Each concept is represented in a simplified block diagram 
where all major components are identified in Fig. 2. The 
functional requirement for every concept is to achieve high 
degree of mixing between the polymer melt and supercritical 
CO2. It is through the mixing process where CO2 gas is 
dissolved into the polymer melt to produce a single-phase 
solution [7]. This process is controlled through manipulating the 
chamber pressure, temperature, and the flow rate of both gas and 
molten polymer. The dissolved CO2 gas within the molten 
polymer will produce the foam after experiencing a rapid 
pressure drop at the die exit. In order to understand the necessary 
processing condition for PBA application in RRFM technology, 
each concept presents a different foaming strategy for feasibility 
analysis. 
a) Concept 1: In this experimental setup, the molten
polymer is fed into a static mixer from the extruder. The melt 
pressure and the polymer flowrate are controlled by the screw 
RPM. The CO2 gas is injected into the static mixer chamber to 
begin the mixing process. The gas laden polymer melt moves 
down the static mixer barrel toward stationary mixing blades. 
These blades provide the mixing action through splitting the 
polymer flow and then recombining it to disassociate the CO2 
gas into the polymer matrix. The temperature of the mixture is 
controlled by band heaters and an oil-based cooling jacket 
placed on the exterior shell. The final polymer solution is 
extruded out of the die where rapid drop in pressure produces 
the foam. 
b) Concept 2: In this configuration, two extruders are
placed in tandem seen in Fig. 2. The first extruder plasticizes 
the polymer resin and the second extruder is used to mix the 
CO2 gas. It is through the rotation of the second screw where 
vigorous shear mixing can be achieved [7]. The polymer/gas 
solution pressure and flowrate are controlled from the second 
extruder. However, the feedrate into the second extruder is 
controlled by the first one. Temperature of the gas laden 
polymer melt is maintained by PID controlled band heaters on 
the extruder barrel. 
c) Concept 3: The final proposal is a modified version of
concept 1. In this setup, a gear pump is used to compensate for 
pressure loss incurred in the static mixer because of frictional 
losses at the blade surface. The pressure and flow rate can be 
controlled by both the gear pump and the extruder screw RPM. 
In the cooling system, water is used as the cooling fluid rather 
than oil. 
The weighted total from the decision matrix is negative for 
concepts 2 & 3. Therefore, concept 1 will be used as the 
experimental setup for PBA application. Although concept 1 
has lower degree of process control, it is more attractive for 
having fewer design and fabrication complexity than the 
alternatives. In regards to safety, concept 2 is better for having 
an integrated heating element housed within the extruder and 
thereby lowering the risk of contact with the operator. However 
this setup requires more lab space which makes it difficult for 
TABLE I. QUALITY FUNCTION DEPLOYMENT ANALYSIS 
Customer 
Design Parameters from House of Quality 
Assessment 
Customer 
Requirements 
Engineering 
Specifications 
Researcher 
Homogenize 
Mixing 
Gas solubility in polymer 
melt; Heat Input; Screw 
RPM; Blade geometry & 
length 
Microcellular 
bubble formation 
Screw RPM; Gas injection 
pressure; Pressure drop 
Process Control 
Heat Input; Gas injection 
pressure; Screw RPM; 
Cooling fluid flowrate 
TABLE II. CONCEPT FEASIBILITY OF PBA APPLICATION 
Criteria Importance 
Alternative 
Concept 
1 
Concept 
2 
Concept 
3 
Design 
Complexity 10 
Datum 
- - 
Process 
Controllability 9 + + 
Space Required 
for Components 7 - - 
Safety 8 + - 
Fabrication 
Complexity 9 - - 
Weighted Total 0 -9 -25 
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the operator to move around and use other equipment. Concept 
2 is the least desirable in term of safety for having a water 
cooling system, where steam might be produced. Which will 
pose as a hazard for the operator by leaking out through small 
clearances in the pipefittings and connecting junctions. Steam 
has to be safely vented to stop pipe rupture. Also, when water 
turns to steam a liquid pump cannot pump it. Therefore, a 
cooling fluid with a high boiling point must be selected to 
prevent this problem. An oil-based cooling system will be 
implemented to provide all the cooling needs for the foam 
extrusion process. 
III. FINAL PBA EXPERIMENTAL SETUP DESIGN
The newly modified lab-scale custom-build experimental 
setup must accomplish high degree of mixing between the CO2 
gas and the polyolefin melt. A single-phase polymer-gas 
solution with homogeneity greater than 80% is desired. The 
pressure drop across the length of the mixing apparatus must not 
exceed the burst pressure of the extruder. The maximum 
allowable pressure drop should be limited 7 to 10 MPa. 
A. Design Guidelines 
The physical blowing agent (CO2) will be injected directly 
into the static mixer at pressures between 20-30 MPa to mix with 
the melted polyolefin resin. For instance, CO2 is soluble in 
molten polyethylene at high pressure and it can act as a 
plasticizer. Static mixers have to be attached after the extruder 
to completely dissolve the gas solution into the polymer melt. 
The blade design of the static mixer must generate shear field to 
enhance gas disassociation. Rapid pressure drop will be initiated 
at the die exit to cause phase separation between the gas and 
polymer solution. This will cause the gas to bubble out of the 
solution creating polymer foam. The foam will be injected into 
the open mold to fill the mold’s cavity on top of the hot skin as 
the mold is rotated in a single axis. 
An optimal cooling rate must be established to ensure the 
generation of microcells and even cell distribution. A cooling 
system on the static mixer wall will be used to cool the mixture 
temperature near the die inlet. This will lower the gas solubility 
within the polymer matrix and this will initiate phase separation 
and cell nucleation. 
B. Static Mixer Chamber Design 
Static mixers provide advantages and disadvantages in 
polymer foam processing. Static mixers have static blades that 
replicate shear fields necessary for high degree of mixing. The 
geometry of the mixing elements reorients the flow in radial 
direction to enhance the mixing. Through this mixing process 
radial temperature gradient is eliminated, and wall-creep 
material is incorporated into the bulk polymer flow. A major 
disadvantage is the pressure loss across the length of the static 
mixer. The static mixer type and size are crucial to determine if 
the extruder can provide enough force to push the material 
through the mixing elements. Static mixers are installed in front 
of the extruder. Many types of arrangements are possible which 
depends on the specific application. Some industrial applications 
include, extrusion blow molding, foam sheet production, co-
extrusion and for blow film [8]. 
Figure 2. Possible Experimental setup for PBA Application. 
The main purpose of the static mixer is to homogenize the 
melt upstream from the die exit. This is achieved through 
splitting the flow toward the radial direction and later 
rearranging the two split streams. The mixing elements are offset 
by 90° to ensure uniform distribution. The pressure loss across 
the length of the static mixer is dependent on the polymer-melt 
viscosity, Reynolds number, mixing element geometry, and 
process temperature and polymer grade [8]. 
𝛥𝑃 = (
4
𝜋
) 𝑁𝑒𝑅𝑒𝐷 (
?̇?
𝐷3
) ƞ (
𝑛𝑀𝐸
2
).  (1) 
ƞ = 𝑓(?̇?, 𝑇, 𝑝𝑜𝑙𝑦𝑚𝑒𝑟(𝑡𝑦𝑝𝑒, 𝑔𝑟𝑎𝑑𝑒), 𝑝𝑜𝑝 .  (2) 
?̇? = 𝑓(?̇?, 𝐷𝑀𝐸 , 𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑦).  (3) 
The pressure loss inside a static mixer is obtained from “(1)”, 
where “NeReD” is the Reynolds number and “ ?̇? ” is the 
volumetric flow rate and “ 𝑛𝑀𝐸 ” is the number of mixing
elements and “ƞ” is the melt viscosity. The melt viscosity is 
obtained from “(2)”, which is dependent on operating pressure, 
temperature, polymer type and shear rate “?̇?”. The shear rate
“(3)” is a function of flow rate, and the mixing blade geometry. 
Concept 2 
Concept 1 
Concept 3 
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In relation to a grid mesh mixer, the Reynolds number can be 
between 1200 & 2000. However, inside a helical type mixer the 
Reynolds number is between 200 & 400. 
Engineering Equation Solver (EES) software has been used 
to perform parametric analysis on different types of static 
mixers. A range of viscosity values was used to calculate the 
pressure drop across the length of the static mixer. It is important 
to note here that the gas/polymer solution will have a lower 
viscosity than a pure polymer in the actual experiment. The 
pressure loss is highest for GX-type static mixer sold by 
Stamixco.inc shown in Fig. 3. A higher degree of mixing is 
possible with the GX-type static mixer compared to a helical 
static mixer. The minimum length of the static mixer cannot be 
less than 20 cm. As multiple ports need to be drilled into the wall 
of the static mixer chamber, shorter tubes are more likely to warp 
during the drilling process. The extruder’s maximum pressure 
limit is 45 MPa and the maximum pressure loss for a 16.5 cm 
helical static mixer is 5 MPa at 3000 Pa.s viscosity (Fig. 3). 
Hence, the maximum possible pressure loss for a helical static 
mixer is within acceptable range. The acceptable pressure loss 
range for the GX type mixers is at viscosity levels below 1000 
Pa-s. Helical static mixers can be safely operated at higher 
polymer viscosity composites without rupturing the rupture disc 
on the extruder. Therefore, the static mixer will be 16.5 cm long 
with twelve helical mixing elements [8]. 
Stamixco manufactured the static mixer chamber. It was 
designed to meet all the engineering requirements for PBA- 
based extrusion foaming (Fig. 4). The static mixer assembly 
comprises of three sections: gas injection; homogenization; 
foam extrusion (Fig. 5). The static mixer pipe thickness was 
determined according to ASME section 8 division II pressure 
vessel code. The maximum operating temperature is 200°C, 
which serves well for polypropylene (PP) foam production. The 
maximum allowable pressure according to Stamixco’s analysis 
is 31 MPa. The pipe is made of 17-4PH stainless steel with ID = 
1.9 cm. The static mixer is 13.5 cm long with 12 helical mixing 
blades. 
a) Gas Injection Section: In the aft section of the static
mixing chamber, supercritical CO2 gas will be injected into the 
polymer melt through an injection port. The port was designed 
for a 1/8 NPT check valve. The spring activated check valve 
will be screwed into the injection port to prevent back flow. 
This will stop molten polymer from getting into the injection 
tube and “freezing”. The check valve cracking pressure will  be 
set higher than the maximum operating pressure of the extruder 
to eliminate the possibility for back flow into the injection pipe. 
b) Homogenizing Section: In this section of the static
mixer chamber, twelve helical blades are used to dissolve the 
CO2 gas into the polymer melt. A single-phase polymer-gas 
solution is necessary for obtaining fine-celled microcellular 
foam. Helical blades are a popular design with lower pressure 
drop compared to more complex shaped mixing blades. The 
helical blades are manufactured by twisting metal strips or by 
machining a single piece of solid rod. Advanced machining 
techniques has allowed for smaller diameter helical blades, 
which are ideal for high-pressure applications. Each blade is 
1.65 cm wide and 2.86 cm long. The blades are welded together 
in a series, and each blade is oriented at a 90° offset from the 
blades on either side. This offset splits the polymer flow toward 
the radial direction increasing the degree of mixing. The 
contours of the helical blades generate shear fields to dissolve 
the gas bubbles into the polymer matrix.  
The temperature within the barrel of the static mixer must be 
maintained above the melting temperature of the polymer. In 
real test conditions, the temperature within the barrel of the 
mixer will be kept at the CO2 saturation point for a given mixing 
pressure. This will ensure that the maximum possible amount of 
CO2 can be dissolved into the polymer. Higher concentration of 
CO2 dissolved within the mixture creates higher cell density in 
the final foamed product. Three Mica band heaters with an 
output of 200 watts can maintain the surface temperature of the 
static mixture above 400°C. Band hater output will be controlled 
using a J type thermocouple in a closed-loop feedback. One inch 
thick insulation will be placed between the band heaters to 
maintain the correct temperature profile. The insulating material 
is made from silica aerogel with thermal conductivity value of 
35 (mW/m.K) at 300°C. 
c) Cooling Section: The cooling shell on the static mixer
is an integral part of the overall cooling system design. The inlet 
and outlet ports are positioned in a manner to make the cooling 
shell a parallel flow heat exchanger shown in (Fig. 6). Channels 
on the static mixer wall (ribbed section) increase the overall 
surface area to promote high rate of heat transfer. The cooling 
fluid flows from the inlet port and gradually flows through each 
of the channel before exiting through the outlet port. It is not 
necessary for the cooling fluid to be pressurized because the 
flash point of engine oil is over 200℃. The operating 
temperature of the oil will be well below this point minimizing 
the presence of any combustible vapor. 
The polymer melt cooler consists of an air-cooled radiator, 
hydraulic oil pump, throttling valve, 1/4” hydraulic tubing, and 
two 12 V DC power supply (Fig. 6). The two power supply unit 
provide the same voltage but different current according to the 
maximum current rating of the radiator fan and the oil pump. 
The pump can supply cooling oil at a maximum rate of 1.5 l/min 
to the cooling shell. The flow rate can be reduced with the aid 
of a throttling valve if needed. The air cooled radiator can cool 
the return fluid from the static mixer as high as 100℃ using a 
fan  capacity of 266 CFM. Two  thermocouples  will be used to 
Figure 3. Pressure loss analysis for a GX and helical static mixer blades. 
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 Figure 4. Exploded view of the static mixer chamber assembly. 
  Figure 5. Full assembly arrangement of the static mixer chamber. 
monitor the oil temperature at the inlet and the outlet ports. If 
the return fluid temperature is above 110℃, a safety switch will 
be triggered to shut down the pump. A manual emergency 
switch has been integrated into the system to shutdown 
operation if a leak is present. The whole system can be turned 
on and off using the green switch during normal operation (Fig. 
6). 
a) Extrusion Section: The single-phase solution will
experience rapid pressure drop as it flows out of the die nozzle 
opening. This will initiate phase separation within the mixture 
and the polymer melt will start to foam and fill the mold cavity. 
The interior contours of the die channel the gas laden polymer 
melt toward the opening seen in Fig. 7. The die opening is 3 mm 
and the length is 100 mm. It has been designed to deliver the 
polymer foam inside a cylindrical mold. The overall pressure 
drop inside the die was determined from ANSYS Polyflow 
software package for polyethylene melt. It was determined from 
the analysis that with a maximum melt flow rate of 5 kg/h and 
1000 Pa.s die inlet viscosity, the maximum pressure drop from 
the inlet to the outlet is 30 MPa as seen in Fig. 8. 
Figure. 6. Polymer melt cooler assembly. 
Figure. 7. Die geometry for PBA foam extrusion. 
Figure. 8. Pressure loss along the die length. 
IV. CONCLUSION
The presented experimental setup was designed to produce 
polyolefin foam with PBA for RRFM process. The new setup 
was selected for having fewer design and fabrication 
complexities compared against the alternative proposals. In this 
unique design, the PBA is directly injected into the mixing 
chamber rather than the extruder barrel. The gas/polymer 
solution will be produced inside the static mixer.  It has been 
shown, that helical static mixers are suitable for polymer 
foaming application for having significantly lower pressure loss. 
The new experimental setup could lead to developing 
breakthrough processing concepts that would be capable of 
fabricating new classes of ultra-low-density rotationally molded 
integral-skin cellular composites.      
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Abstract—The present paper addresses the challenges in 
design and analysis of 3D printed structures with anisotropic 
material properties. In recent years the additive manufacturing 
technologies have been used in most of the industries because 
of their freedom in fabrication of any complex geometry part. 
However, the final properties of the 3D printed parts are 
anisotropic though the material used is isotropic. Further, the 
properties of printed part are not homogeneous. This change in 
the properties is due to process parameters and build 
orientation of the parts.  Therefore, this calls special attention 
of the designer for effective design and analysis of such parts. 
In this paper, design consideration of the parts for 3D printing 
and also, their structural analysis for effective design of parts 
for 3D printing are discussed. Further, different steps involved 
from design to 3D printing of a product are discussed. 
Keywords-3D printing; Material properties; Design; Analysis; 
I.  INTRODUCTION 
Additive manufacturing, also known 3D printing, fabricates 
3D part by deposition of material layer upon layer. This layer 
by layer fabrication technology can build a part of any kind of 
geometry. It means that the technology facilitates more 
freedom for designing of any intricate shape of parts.  The 
ASTM [1] classifications of AM processes based on process 
methodology are binder jetting, direct energy deposition, 
material extrusion, material jetting, powder bed fusion and 
sheet lamination and photo-polymerization.  The other main 
benefits are rapid prototyping, fabrication of product with 
minimum part count, better structural integrity of product, no 
special tooling, flexibility for fabrication of wide range of 
products, no need of skilled operator, eliminates different sizes 
of stock materials and minimal or no wastage of processing 
materials. Furthermore, the AM techniques allow tailoring the 
material properties of the part by printing desired mesostructure 
during material deposition and also building functional graded 
parts much easier. The design of part for 3D printing is not 
same as traditional design for machining methods and the 
design rule for additive manufacturing is discussed by [2]. The 
material properties of the printed parts are differing form their 
initial properties and the effect of anisotropic material 
properties on structural behavior of the printed parts was 
addressed in [3]. Effect of process parameters on the material 
microstructure and design principle for additive manufacturing 
a part is available in [4]. The design of a part for 3D printing 
involves much more than just fabricating a three dimensional 
part. It involves design of microstructure, selection of printing 
direction, process parameters and build orientation. This paper 
addresses the effect of anisotropic material properties on the 
design of a part. Also, challenges in design and analysis of part 
for 3D printing are discussed. Then the different stages and the 
factors that need to be considered during design stage of a part 
for additive manufacturing process are presented.  
II. CHALLENGES IN DESIGN AND ANALYSIS
The 3D printing of any complex geometry allows the 
designer for designing of parts of size microstructural 
(micrometers) to structural level (meter level). At the same 
time the designer needs to pay attention to the fabrication 
process and its process parameters while designing the part for 
3D printing. The physical phenomena that take place during the 
layer upon deposition of the material have strong impact on the 
quality of the printed parts that includes mechanical properties. 
This is due to printing the microstructure of the part during 
layer upon layer material deposition and the mesostructure is 
mainly governed by the process parameters. This introduces the 
anisotropy in the material properties even though the isotropic 
material used for printing. Also, the degree of anisotropy 
depends on the type of AM process employed for printing the 
part. Furthermore, the material of the printed part is not 
homogeneous in different sections of the part. This 
inconsistency in the material properties of the printed part is 
major challenge to designer to specify the final material 
properties of the part. To account this change in the material 
behavior, the parts have to be designed not just based on 
geometrical analysis but also based on the phenomena that is 
taking places during printing. Therefore, it is essential to 
consider type of AM process and its process parameters while 
designing the parts for 3D printing.  
The limitations of AM processes are range of materials for 
printing, dimensional accuracy, build time, support structures, 
surface finish, mass production, post processing and 
consistency in the material properties. These are mainly 
governed by the type of AM process and its process 
parameters. Also, the build orientation of the parts influences 
the build time, quality of the part and material properties. So 
far, the design of parts for printing is based on geometrical 
analysis, reduction in build time and cost, minimal support 
structures and for better surface finish. The anisotropy in the 
material properties of the printed part via different AM 
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Figure 1. Stages in the product design, development and fabrication 
processes was addressed [5]. Effect of the build orientation of 
the part and process parameters on the mechanical properties of 
the printed part via FDM was discussed in [6]. The anisotropic 
material  behavior of printed parts via SLA [7]. The variation in 
the material properties of the printed part via SLM are 
discussed in [8]. Therefore, while designing a part for 3D 
printing the designer need to consider the influence of AM 
process and its process parameters on the final printed part. 
Further, the limitation of the process and influence of build 
orientation on quality and performance of the part are to be 
considered while designing. It means that for effective design 
and analysis of parts for 3D printing the designer need to have 
idea about the relationship between process-structure-property-
performance.  
The parts subject to certain loads are designed and analyzed 
for a selected material to get the its geometrical parameters. It 
means the geometrical features (size, shape) of the part derived 
from design and analysis calculations for desired strength to 
sustain the applied load on it. Different stages involved in the 
design and development of a product for traditional machining 
methods are shown in Fig. 1. The main inputs for the product 
design are its functional requirements and design space. The 
functional requirements of product include its purpose, load 
type and maximum applied load. Then the design space defines 
the maximum allowed size and shape of the product. Then the 
geometry of the parts of the product are designed for the 
applied load and selected material. This involves the design 
calculation that the stresses of the parts produced due to applied 
load lower than the strength of the selected material. 
Simultaneously during design stage, the design for 
manufacturability (DFM) and design for assembly (DFA) are 
considered for fabrication and assembly and disassembly of the 
parts of the product. Then in the next stage, the product is 
analyzed and optimized for higher strength to weight ratio. 
Finally, the detail drawing of the optimized parts are produced 
with the tolerances, surface quality requirements and 
suggestions of machining methods for fabrication of the parts. 
For instance, a part is to be designed for holding two shafts and 
subjects to load (P). The Fig. 2 explains different stages 
involved in design and analysis of the part. 
The design of a part for 3D printing could not follow the 
same stages, because the challenges in designing and their 
limitations of AM processes as mentioned earlier. Anisotropy 
and inconsistent material properties of printed part are the main 
challenges during the design. Let us consider a 3D printed L 
bracket via FDM process. The bracket has two plates; 
horizontal and vertical plate and a cylindrical section to each of 
them. The horizontal plate is oriented on the substrate of the 
printer and the orientation of the vertical plate is perpendicular 
to the horizontal. As discussed earlier that the properties of the 
printed parts depend on process parameters and it build 
orientation. The material properties and behavior of the two 
plate would not be same because of their build orientation. The 
behavior of printed horizontal plate would be orthotropic and 
vertical is transverse isotropic. The 3D printing of L bracket 
with different build orientations is shown in Fig. 3 and their 
influence is presented in Table I.  The other process parameters 
of FDM such as layer thickness, printing direction, percentage 
of infill, infill pattern, air gap between the fibers, temperature 
of build area and printing speed influence the mechanical 
properties of the printed part. Because of change in the material 
properties, the initial properties used in design calculations of a 
part for 3D printing do not provide reliable design output. That 
includes the geometrical feature of the part and expected 
material behavior of the part for applied loads. Besides that, 
results of analysis and optimization of the part based on initial 
properties are not correct. Because of such challenges, the 
design of a product for additive manufacturing (DFAM) is 
much more than the traditional design process for machining 
methods. The DFAM requires the designer to take care of type 
of AM process, material properties, build orientation, support 
structures, build time, cost and quality of the parts.  
Figure 2. Stages in design and analysis of a part. 
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Figure 3. Different build orientations of the L bracket for 3D printing. 
TABLE I. INFLUENCE OF BUILD ORIENTATION OF A PART 
IN 3D PRINTING. 
3(a) 3(b) 3(c) 3(d) 
Properties of A,B ≠ ≠ = = 
Homogeneity in A, B No  No Yes Yes 
Support structures Cyl B Cyl A, B None  None 
Build time Higher Highest Lower Lower 
Assembly None None Yes Yes 
Structural integrity Strong Strong Weak  Weak  
Post processing Yes Yes No  No  
A modified design process and the special design tools 
that consider the flow of information between the process–
structure–property–performance could help the designer for 
effective design and analysis of the parts for 3D printing. The 
modified design process and steps involved during design of 
part for 3D printing is presented in Table II. The designer 
tools for 3D printing guides the designer based on the type of 
AM process and its process parameters for fabricating the 
parts. More importantly material data of the final printed 
parts based on the process parameters and build orientation 
for effective design and analysis of parts for 3D printing.  
TABLE II. STEPS IN DESIGN OF A PART FOR 3D PRINTING. 
1. Inputs; functional requirements, design space of product
2. Preliminary design-design calculations based on initial material
3. Design for additive manufacturing
Build time, support 
structure, quality, DFA, 
build orientation 
Material properties, 
structural integrity 
AM Process and its 
parameters 
4. Material mesostructure modeling and AM process modeling 
5. Analyze design
6. Redesign with actual material properties
7. Optimize 
8. 3D print
III. CONCLUSIONS 
The additive manufacturing technologies facilitated more 
freedom for fabrication of any shape of the part and with 
additional benefits such as rapid prototyping, no tooling and 
minimal or no wastage of material. However, the changes in 
the material properties of a part due to the physical 
phenomena that is taking places during layer upon layer 
deposition of a material need to be addressed. The change in 
the material behavior greatly influences the design and 
analysis of the parts for 3D printing. The anisotropy and 
inhomogeneity in the material properties do not allow the 
designer for effective design of the parts. Also, designing of 
a part for 3D printing requires to consider influence of other 
factors that include type of AM process and its parameters 
and build orientation on build time, cost, support structure 
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and surface quality of the parts. Further, the relation between 
the process-structure-property-performance is need to be 
considered during the design stage of a part for 3D printing 
for effective design and analysis. 
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Abstract—     Control valves are known as the final control 
element in hydraulic closed/open loops of modern process 
industries around the world. Proper selection of control valve 
leads to enhanced performance curve of the hydraulic systems 
and therefore increases the efficiency, reliability, profitability 
and safety of the system. Flow coefficient (CV) of a control 
valve describes the relation between the pressure drop across 
the valve and the flow passing through it. Despite many 
computational efforts for calculating the exact value and curve 
of CV, the experimental procedure of the CV test has not been 
documented well. We used a control valve test-set up designed 
based on the standards ANSI/ISA-75.02-1996 and IEC 60534-
2-3 (2013) to evaluate the performance of a 3 in. control valve.
Upon extracting the results in terms of inlet, and outlet pressure
and flow, the characteristic parameters such as CV and opening
percentage were derived and compared with an ideal curve.
Error analysis was performed to account for the tolerance of the
measured parameters by the measuring devices. The results
show acceptable agreement within the criteria of a reference
standard approving the validity of the design method.
Keywords- Control valve; Flow coefficient, Ideal curve, Test set-
up, Performance 
1- INTRODUCTION
    Control valves have long been used as the final control 
elements in various types of process lines. They are typically 
known to be in charge of one-third of the total pressure drop 
along the hydraulic line which represents a high impact on the 
regulation of total line performance curve. The coefficient of 
valve (CV) is related to the surface area through which the fluid 
can throttle (pass). Such area is controlled via moving (linear) 
or rotating (rotary) a closure element relative to a fixed housing 
(seat). The position of the closure element is controlled by 
various types of actuators including pneumatic, electric, 
electrohydraulic and hydraulic actuators; among which 
pneumatic actuators are simpler and more common.  
     A Globe valve with linear actuator is composed of body, 
bonnet, plug, seat, stem, and for the case where more pressure 
drop is required at the price of less CV, various types of cage 
are used.   Flow coefficient (CV) of a control valve describes 
the relation between the pressure drop across the valve and the 
flow passing through it. The definition of Control Valve 
Coefficient was soon accepted and applied universally after its 
first introduction to industry by Masoneilan in 1944. [1] In more 
practical terms, the flow coefficient CV is the volume (in US 
gallons) of water at 60°F that will flow per minute through a 
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valve with a pressure drop of 1 psi across the valve. [2, 3] A 
comprehensive laboratorial set-up is required for fine 
measurement of variables such as flow and pressure drop, from 
which the CV can be calculated and plotted. The specifications 
of such set-up for incompressible flow measurement are 
mentioned in ANSI/ISA-75.02-1996 and IEC 60534-2-3 (2013) 
standards [4, 5]. Previous researchers have implemented the 
testing process such as that of Vikas et al., in which a 4 inch 
globe control valve is tested experimentally for its equal 
percentage and linear performance curves. [6] Computational 
methods have been presented by Guy Borden [7] to calculate 
and plot the ideal performance characteristics for throttling 
valves which include linear and equal percentage characteristics 
of the valve. Also, Aragon et al. have presented a method for 
experimental determination of valve capacity with 
compressible flow [8]. 
    Despite the achievements of previous publications, a full 
procedure for testing and analysis of a control valve 
performance curve has not been proposed. Since such analysis 
can serve as a validation method for the control valve design 
and on-site performance, it is of critical importance to consider 
the effects of various variables such as hysteresis in sequential 
opening and closing of the valve, error analysis and considering 
the existing criteria [9] for acceptance of the curve, on which 
few documents have been published. The current study aims to 
analyze the results of a performance test on a 3 inch commercial 
Globe Control Valve with equal percentage trim to represent a 
nonlinear characteristic behavior. 
2- METHODOLOGY
2-1- Valve Characteristics
     A 3 inch. globe control valve manufactured with modern 
technology was tested. The specifications of the test valve are 
shown in Table 1.  
    The trim of the top guided valve is a contoured plug head 
with equal percentage characteristics. The contoured plug head 
of the valve is designed based on the computations of [7] for a 
3*2.5 in valve with 40mm of stroke. A computational code in 
MATLAB was used to estimate the curve of the contoured plug 
(Figure 1). The control valve is equipped with a single acting 
pneumatic actuator and a Yamatake positioner with 0.1% travel 
accuracy for fine positioning of the stem during opening and 
closing cycles. 
Table 1- Type test characteristics and dimensions 
Figure 2- Left: Plug head curve (half of the contoured plug) designed for the 
3*2.5 in valve with 40mm stroke and recovery factor of 0.9 Right:  a MATLAB 
code is written for computation of the curve based on [7] (courtesy of Rasta 
Group Industrial valve Co.) 
2-2- Laboratory Test Set-up
A laboratorial test set-up which has been designed for 3 in.
valves was prepared for the study. (Figure 4) The set-up was 
verified for dimensional agreement with ANSI/ISA 75.02-
1996. [9] (Figure 3). The standard ANSI/ISA-75.01.01-2002 
(2002) was used for sizing calculations which defines equations 
Valve Type & Rating Globe Top Guided GS1000- ANSI 300 
Valve Size 3 in. Manifold * 2.5 in Plug 
Valve Rated CV (Fully Open) 72 
Valve Characteristic Equal percentage with 0.05 of Rated CV 
at Min. 
Actuator Type Pneumatic Single Act. 
Positioning Azbil (Yamatake) AVP302 
Figure 1- Top Guided Globe Valve Trim Style (Courtesy of Rasta Group 
Industrial Valve Co.) 
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for sizing control valves and showing the result as a flow 
capacity coefficient, CV. [1, 2] 
Figure 3- Test Circuit Suggested by ANSI/ASME 75.02 for testing the 
performance characteristic of control valves [3, 4] 
Figure 4- The test bench used for the experiment (Courtesy of Thermo-
hydraulic Laboratory of the Iranian Ministry of Power) 
      The test bench instrumentation was chosen to meet the 
specifications of standards ANSI/ISA-75.02-1996 (1996) and 
ANSI/ISA-75.01.01-2002 (2002). [4, 5] Three physical 
variables were obtained at each run: pressure, temperature and 
flow rate, with the following characteristics, 
      Pressure: All pressure measurements are made with an error 
not exceeding ±2% of the actual value. [4, 5] Rosemount 3051 
Pressure Transmitters are used to meet the specified accuracy. 
(Figure 5)     
     Temperature: The flow temperature should be measured 
within an error not exceeding ±1°C (±2°F) of actual value. [4, 
5] A standard temperature sensor is used to make sure the
temperature of water is within acceptable limits.
    Flow: The flow rate instrumentation may be any device that 
meets specified accuracy. This instrument is used to determine 
the true time average flow rate within an error not exceeding ± 
2% of the actual value. [4, 5]  The resolution and repeatability 
of the instrument must be within ± 0.5%. A Magnetic 
MAXIFLO flow-meter with the accuracy of 2% has been used 
to measure the flow. Three readings are made each time and the 
average is calculated and reported as data.  
Pump: A centrifugal Pump with maximum flow capacity of 
120 m3/h and suitable pressure limit for 4 in piping is used. 
Figure 5- Valve installed in 3-in pipeline (left), Pressure 
transducers installed on pressure taps (right) 
2-3- Test procedure
The set-up was used to test the valve through stepwise
closing and opening of the valve and recording the measured 
parameters including differential pressure across the valve and 
flow. The test was repeated in three cycles of closing-opening-
closing of the valve and during the steps, data was recorded on 
every 6.25% change in stem travel (This is equivalent to 1 mA 
change in positioner signal input in the range of 4-20 mA 
current). 
    Scenario A- Closing the valve from fully-open condition 
(maximum Cv) to minimum flow at 0.05 of maximum Cv. And 
recording data including: 1- Inlet and Outlet static pressure 
using digital pressure gauges. 2- Flow passing through valve 
measured by a magnetic flow-meter. Results were plotted as 
calculated Cv vs. travel percentage to characterize the valve. 
Attempt was made to avoid choking conditions which 
correspond to maximum allowable pressure drop.  
    Scenario B- The above step was repeated from fully-closed 
condition to fully open.  
    Scenario C- The above step was repeated once more from 
fully-open condition to fully-closed. 
 Calculation of flow coefficient based on the standard ISA 
75.01 and IEC 60534 was performed as follows [2, 3]: 
𝐶𝑉 =
𝑤 
27.3 ×√𝜌×∆𝑃
 (1) 
    ,where w is the mass flow rate in kg/h, ρ is fluid density in 
kg/m3, and ∆𝑃 stands for the pressure drop across the valve in 
965
bar. The equal percentage theoretical characteristic of valve is 
calculated from the formula of equation (2). [7]  
𝑞 = 𝑎1−ℎ  (2) 
, where 
𝑞 =
𝐶𝑉 𝑎𝑡 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑜𝑝𝑒𝑛𝑖𝑛𝑔
𝐶𝑉 𝑎𝑡 𝑓𝑢𝑙𝑙𝑦−𝑜𝑝𝑒𝑛 (𝑅𝑎𝑡𝑒𝑑 𝐶𝑉)
 (3)   
𝑎 =
𝐶𝑉 𝑎𝑡 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑂𝑝𝑒𝑛𝑖𝑛𝑔
𝐶𝑉 𝑎𝑡 𝑓𝑢𝑙𝑙𝑦−𝑜𝑝𝑒𝑛 (𝑅𝑎𝑡𝑒𝑑 𝐶𝑉)
 = 0.03   (4)   
ℎ = 𝑇𝑟𝑎𝑣𝑒𝑙 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 =
𝑃𝑙𝑢𝑔 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝐹𝑟𝑜𝑚 𝑆𝑒𝑎𝑡 (𝑇𝑟𝑎𝑣𝑒𝑙)
𝑇𝑟𝑎𝑣𝑒𝑙 𝑎𝑡 𝑓𝑢𝑙𝑙𝑦−𝑜𝑝𝑒𝑛 (𝑆𝑡𝑟𝑜𝑘𝑒)
(5) 
     The resulting curve was compared with the ideal equal 
percentage curve based on the criteria suggested by ANSI/ISA–
75.11.01–1985 (R2002) [9] which provides limits for 
acceptable deviations of actual inherent characteristic from the 
characteristic reported by manufacturer. (Figure 6) 
Figure 6- Acceptable range of deviations from catalogue curve by ANSI/ISA–
75.11.01–1985 (R2002) [9] 
3- RESULTS
    The obtained results – in terms of valve coefficient (CV) 
versus travel percentage of valve stem - from the first scenarios 
(Fully-open to Fully-closed) are shown and compared to the 
theoretical equal percentage characteristic from equation (3) in 
Figure 7. As it was expected, the equal percentage characteristic 
was properly followed by the performance curve of the trim. 
However, there seemed to be minor deviations around the 
opening of 80%.  
    Additionally, the results of the other two scenarios were 
demonstrated in Fig. 8. It seems that the cyclic hysteresis effect 
is more considerable in the range 60%-80% opening where it 
caused fluctuations and minor discrepancy in the results of the 
three scenarios. R2 value from statistical analyses of six pairs of 
results are shown in Table 2. Based on the values, the first 
scenario is the closest to the ideal characteristic and the closing 
cycles (scenarios 1 & 3) seem to be more similar in pattern than 
the other pairs. 
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Figure 7– Flow characteristic obtained from the test vs. the ideal equal percentage 
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966
Table 2- R2 values for trend lines of the three test scenarios with theoretical 
curve. Ideal characteristic is considered equal percentage with Min CV of 3% 
4- DISCUSSION OF RESULTS
    The three recorded equal percentage characteristic curves are 
shown and compared for hysteresis of the hydraulic system 
denote fluctuations in the measurements at some points along 
the valve full stroke. The data of the first scenario (fully-open 
to fully closed condition) are compared to the ideal equal 
percentage characteristic of reference [7] shown in Equation 
(2). This is displayed in Figure 7 where the deviations from 
ideal equal percentage characteristic are almost negligible for 
the first scenario. However, the deviation becomes more 
noticeable in the two remaining repetitions of the scenario 
(scenarios 2 and 3). This can be attributed partly to 
measurement and reading errors.  
    The comparison of the trend of test results in terms of R-
squared in Table 2 shows that the test results are acceptable 
valid regression models of the theoretical data. However, the 
similarity of the trend line is more noticeable in opening curves 
(higher R-squared value for test1-test3 comparison). For better 
evaluation of the quantitative validity of test results, a statistical 
T-test was performed. (Table 3)  In this table, the average of the
three values for each test point in terms of CV has been
considered as test results, which is compared to the ideal
characteristic. From equation (6), the result of the T-test show
that the averages of the two sets of data do not differ
significantly.  As it can be seen, the statistical analysis including
the qualitative (R2) and quantitative (T-test) results demonstrate
acceptable results.
 Table 3- T-Test comparison for ideal characteristic and test data 
Parameter Ideal Test Result 
Mean 21.16 22.807055 
Variance 461.74 500.219218 
Observations 17 17 
t Stat 0.21 
P(T<=t) one-tail 0.41 
t Critical one-tail 1.69 
P(T<=t) two-tail 0.82 
t Critical two-tail 2.03 
,the requirement of the T-test acceptability is as follows: 
−t Critical two − tail ≤ t Stat ≤ +t Critical two − tail   (6)                
−2.03 ≤ 0.2 ≤ +2.03
    More precise analysis can be made through the method of 
ANSI/ISA–75.11.01–1985 (R2002) which provides limits for 
acceptable deviations of actual inherent characteristic from the 
characteristic reported by manufacturer. The Ensemble CV in 
Equation (7) at fully-open condition is average for the three 
scenarios at this condition. As it is observed, the maximum 
relative error is 4.3% at fully-open condition for the third 
scenario where the calculated CV is 75.09 while the nominal 
CV equals 72. In addition, the changes of relative error 
threshold from reference [9] is compared to the actual relative 
error from ideal equal percentage trim (the average of three 
scenarios at each control point has been used) in Figure 9. It can 
be inferred from the Figure that, although the average values of 
CV do not exceed the threshold level, the values of CV tend to 
slightly fall beyond the levels at some points of the threefold 
scenarios. The highest relative errors, which are accompanied 
by slightly exceeding the threshold, occur when the valve stem 
is 6.25%, 43.75% and 81.25% open.  
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒 𝐶𝑉 𝑎𝑡 𝑓𝑢𝑙𝑙 𝑇𝑟𝑎𝑣𝑒𝑙 =  
73+70.23+75.09
3
= 72.77
(7) 
𝑁𝑜𝑚𝑖𝑛𝑎𝑙 𝑅𝑎𝑡𝑒𝑑 𝐶𝑉 = 72
Figure 9- Comparison between experiment relative error (average of three 
scenarios at each control point has been used) and allowable limit of error 
from [9] 
The compound error of CV calculation from the measured 
parameters (w and pressure drop) is presented in Equation (8), 
𝛿(𝐶𝑉) = [
1 
27.3 ×√𝜌×∆𝑃
× 𝛿(𝑤)] + [
𝑤
27.3×2∗×√𝜌×∆𝑃×∆𝑃
× 𝛿(∆𝑃)]
(8) 
    ,where 𝛿(𝐶𝑉) is the ensemble error of CV, 𝛿𝑤 error of flow 
measurement which is 2% for based on the specifications of the 
measurement device, and 𝛿(∆𝑃)  represents the error of 
pressure drop measurements which equals two times the error 
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of one reading (totally 4% since the pressures are read at input 
and output and then they are subtracted). 
    As it can be inferred from Figure 10, the measurement 
compound error grows as the calculated CV is increased. This 
occurs due to higher contribution of flow (than pressure drop) 
to CV measurements in control valve. As a result of the 
proportionality of flow and CV, and given the somewhat 
constant pressure drop throughout the test, the width of the error 
bars grow exponentially similar to the equal percentage 
characteristic of valve.  By adding the values of measurement 
compound relative error to the relative errors of the experiment 
results from ideal characteristic (Figure 9), the threshold is 
surpassed only at 81.5% travel by the amount of 3% relative 
error which can be considered negligible. 
Figure 10- Compound error of CV measurement based on the accuracy of 
measurement devices shown for the results of the first scenario (fully-open to 
fully-closed) compared with exact ideal equal percentage characteristic (with 
minimum relative CV of 0.03)  
5- CONCLUSIONS
    A 3 in. globe control valve with top guided contoured trim 
was tested experimentally for its performance curve on a 
standard 3 in. control loop set-up. The performance test was 
repeated three times starting with a fully-open to fully-closed 
condition of valve and the data of water flow and pressure drop 
across the valve were recorded after each 1 mA change in 
positioner input signal (equivalent to 6.25% change in valve 
stem travel after calibration of positioner).  
    The tests were carried out in three various scenarios including 
successive opening and closing cycles. The results show 
negligible hysteresis existing between the cycles with opposite 
moving directions of valve stem. The valve characteristic was 
compared to the ideal characteristic of reference [7] which 
demonstrated acceptable results not exceeding the threshold of 
relative error addressed by reference [9]. However, it was later 
shown that the compound measurement error of CV can push 
the values slightly beyond the acceptable limits of reference [9]. 
Although, the overall results of the experiment are acceptable, 
In order to further reduce the compound errors of 
measurements, there are a number of methods including use of 
a pressure subtractor measurement device and performing 
sensitivity analysis. 
6- ACKNOWLEDGEMENTS
    The authors would like to express their appreciations to Rasta 
Group Industrial Valve Co. for financially supporting the 
project. Instrumentation specialists Mr. Zargaran and Mr. 
Arbabi for accompanying the project to the very end. In 
addition, the cooperation of the Iranian Ministry of Power is 
appreciated for making the necessary arrangements for valve 
set-up and installation.  
7- REFERENCES
0
10
20
30
40
50
60
70
80
0 20 40 60 80 100 120
C
V
Travel (Percent)
Test Results
Ideal Characteristic-0.03 equal
[1] J. Love, “Valve Sizing,” in Process Automation Handbook, Berlin, 
Germany: Springer, pp. 133-141.  
doi:10.1007/978-1-84628-282-9_20. 
[2] Industrial-process control valves. Flow capacity. Flow capacity. Sizing 
equations for fluid flow under installed conditions, BS EN 
60534-2-1:1999, 1999. doi: 10.3403/02604354. 
[3] Industrial-process control valves. Flow capacity. Sizing equations for 
fluid flow under installed conditions, BS EN 60534-2-1:2011, 2011. 
doi: 10.3403/30178780. 
[4] Control Valve Capacity Test Procedures, ANSI/ISA–75.02.01–2008, 2008. 
[5] Industrial-Process Control Valves, Part 2: Flow Capacity, Section 3: Test 
Procedures, IS/IEC 60534-2-3, 1997. 
[6] V. L. Karade, A. B. Shinde, and P. V. Pol, “Control Valve Coefficient 
Testing,” Int. J. Innov. Res. Technol., vol. 2, no. 6, pp. 5, Nov. 2015. 
[7] G. Borden, P. G. Friedmann. Control valves. NC: Instrument Society of 
America, 1998. 
[8] G. Aragon-Camarasa, G. Aragon-Gonzalez, A. Canales-Palma, and A. 
Leon-Galicia, “Test Bench for Process Control Valves.,” in 
Electronics, Robotics and Automotive Mechanics Conference (CERMA 
2007), 2007, pp. 139–144. 
doi: 10.1109/CERMA.2007.4367675. 
[9] Inherent flow characteristic and rangeability of control valves, ANSI/
ISA-75.11.01, 1985. 
968
Graphene Oxide Reinforced Bio-epoxy Polymers
Anthony Loeffen 
Mechanical Engineering 
University of Saskatchewan 
Saskatoon, Canada 
aal771@mail.usask.ca 
Mina Sabzevari  
Mechanical Engineering 
University of Saskatchewan 
Saskatoon, Canada 
mina.sab@usask.ca 
Duncan Cree 
Mechanical Engineering 
University of Saskatchewan 
Saskatoon, Canada 
duncan.cree@usask.ca 
Lee Wilson 
Department of Chemistry 
University of Saskatchewan 
Saskatoon, Canada 
lee.wilson@usask.ca 
Abstract— The majority of epoxy/graphene oxide (GO) 
composite studies have been conducted on synthetic epoxies. 
This work presents the results on GO filler loadings of 0.1, 0.2 
and 0.3 wt. % to a green bio-epoxy polymer. GO was 
synthesized from oxidation of graphite flakes. The epoxy/GO 
composites were prepared using a solution mixing route. 
Scanning electron microscopy (SEM) was used to examine the 
graphite and GO powder morphology and composite fractured 
surfaces. Fourier transform infrared (FTIR) spectroscopy was 
used to identify functional groups on the produced GO 
material. Tensile strength of pure and modified bio-epoxy 
composites was evaluated. SEM showed differences in 
fractured surfaces which implies the GO material was able to 
modify the bio-epoxy polymer. The FTIR results confirmed 
oxidation of the graphite was successful. The tensile strength 
and modulus improved by 23 % and 35 %, respectively as 
compared to the pure bio-epoxy with only 0.3 wt. % GO filler. 
Additions of GO to bio-epoxy revealed a significant 
enhancement in tensile strength and stiffness could be 
achieved with considerable lower filler loadings than 
traditional fillers. 
Keywords-graphene oxide; bio-epoxy; composite; mechanical 
properties  
I. INTRODUCTION
Synthetic epoxy polymers are used in a number of 
industries such as aerospace, automotive and consumer 
products due to their lightweight, corrosion and chemical 
resistance. Cured epoxy composites tend to be brittle and have 
low impact strengths which can have limitations on certain 
applications. Fillers are added to polymers to reduce 
component costs. Mineral fillers in thermoset polymers help to 
improve impact toughness, modulus and hardness of the 
composites. However, these fillers tend to decrease the tensile 
strengths of the polymer composites. It has been reported 
much less graphene oxide (GO) fillers are required compared 
to traditional fillers to improve mechanical properties [1]. 
Graphite, a carbon based three-dimensional crystalline 
material was discovered by KW Scheele in 1779.  Each layer 
of carbon atoms are covalently bonded, while the bonding 
between the layers or sheet are weakly bonded with Van der 
Waals bonds [2]. By exfoliating the sheets of graphite, 
graphene a two-dimensional material is formed. Graphene was 
discovered in 2004 and is defined as a single flat sheet of 
graphite where its carbon atoms are arranged in a hexagon 
structure [3]. Although studies have shown graphene can 
improve properties of polymer composites, graphene has a 
smooth, non-reactive surface which prevents a good bond to 
form, limiting the load transfer from the polymer matrix to the 
graphene sheets [4]. Compared to graphene, GO obtained from 
oxidizing graphite contains a number of GO sheets stacked on 
top of each other. The GO sheet can be exfoliated into single 
sheets by sonication in water, solvents and polymers. The 
advantage of using GO in polymers is the presence of 
functional groups on the surface and edges of the GO sheets. 
Significant improvements in mechanical properties can be 
obtained by adding GO to epoxy resin. For example, when GO 
was added to a synthetic epoxy in loadings of 0.1 wt. %, 0.2 
wt. % and 0.5 wt. %, tensile strength  improved by 7 %, 9 % 
and 11%, respectively and tensile modulus increased by 8 %, 
20 % and 24 %, respectively [1]. 
This study investigates the mechanical tensile strength of a 
green bio-epoxy composite containing GO fillers in loadings 
of 0.1-0.3 wt. %. The aim of the work was to evaluate the 
morphology of the GO filler and fractured surfaces of the 
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modified and unmodified composites and verify appropriate 
oxidation of the graphite. The initial results of this work are 
provided. 
II. EXPERIMENTAL
A. Materials
Super Sap CPM/CPL a bio-based epoxy was purchased
from Entropy Resins Inc., San Antonio, USA. The resin was 
mixed with a ratio of 10:4 by weight, bio-epoxy to hardener. 
Natural graphite flakes, -325 mesh (44μm), 99.8% (metals 
basis) were provided by Alfa Aesar Thermo Fisher Scientific.  
B. Graphene Oxide Preparation
GO was prepared according to the modified Hummer’s
method which oxidizes graphite using sulfuric acid, sodium 
nitrate and potassium permanganate. The solution was purified 
with multiple rinsing using millipore water, 30 % hydrochloric 
acid and ethanol until a pH of ~7 was reached. The product 
was finally vacuum dried at 40 °C for 12 hours to produce a 
GO film. The film was then made into powder using a mortar 
and pestle. 
C. GO/Epoxy Resin Composite Preparation
The GO powder was added to acetone in separate batches in
weight fractions of 0.1 wt. %, 0.2 wt. % and 0.3 wt. %. The 
GO powder was homogeneously dispersed and exfoliated in 
acetone by sonication for 1 h. The GO/acetone mixture was 
added to the bio-epoxy resin and mechanically stirred for 
another 1 h. The resin was placed in an oven at 40 °C under 
vacuum overnight to evaporate the acetone. The hardener was 
added and mechanically stirred for 10 min. followed by 
vacuum degassing at room temperature for 30 min. The 
mixture was then poured into silicone molds and cured for 24 
h at room temperature followed by a post-cure at 82 °C for 1h. 
Tensile specimens are shown in Fig.1. 
 
Figure 1.  Schematic route for preparation of epoxy and epoxy/GO 
composites. 
D. Measurements and Characterization
Graphite and GO powder morphology and tensile fractured
surfaces were observed by scanning electron microscopy 
(SEM) using a JEOL JSM-6010 LV (Tokyo, Japan) operated 
at 10-15 kV. The samples were coated with a thin layer of 
gold. Fourier transform infrared (FTIR) spectroscopy was 
performed on as received graphite and as synthesized GO. The 
FTIR spectra were conducted on a Bio-Rad FTS-40 
spectrophotometer. The spectra for each analysis was obtain in 
reflectance mode with a resolution of 4 cm-1 over the spectral 
range between 500 and 4000 cm-1. The samples were made 
into powdered form and compressed into tablets of KBr in a 
weight ratio of 1:10 (sample powder: KBr). Tensile strength 
tests were conducted using an Instron 1137 universal testing 
machine with a 10 kN load cell. Tensile strength was 
evaluated at a strain rate of 5 mm/min according to ASTM 
D638-14 on dog-bone specimens measuring 165 x 13.0 x 3.3 
mm3 (l x w x t). Five specimens were tested for each 
composite and averaged. 
III. RESULTS AND DISCUSSION
A. Scanning Electron Microscopy Analysis
The different morphologies of the starting graphite and
synthesized GO sheets are shown in Fig. 2. The majority of 
natural graphite has a flake-like structure, with some having 
smooth, rounded edges stacked together forming solid 
dispersed materials as shown in Fig. 2 (a). The graphite flakes 
also show a flat plate-like morphology with sizes less than 
44μm and thicknesses of several micrometers. After chemical 
oxidization, the GO material has an irregular, layered, plate-
like structure as shown in Fig. 2 (b). The flakes appear to be 
thinner with fewer layers than the initial graphite flakes 
possibly due to exfoliation from the sonication process. 
Figure 2. SEM image of (a) graphite powder and (b) GO powder. 
=+
Epoxy 
resin/hardener 
(a) 
(b)
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The SEM images of the fractured tensile surfaces are 
shown in Fig. 3. Pure epoxy is shown in Fig. 3 (a) with its 
typical smooth plate-like featureless surface. Some cracks are 
present indicating brittle fracture (low ductility). With the 
addition of 0.3 wt. % GO reinforcement into the bio-epoxy 
polymer, the fractured surface becomes altered as shown in 
Fig. 3 (b). The surface appears to be rougher and more 
irregular with smaller failure surfaces. The image shows 
additional white regions which exhibits a more ductile 
fracture. The dispersion and possible agglomeration of GO 
sheets in the bio-epoxy matrix are difficult to visualize using 
SEM. One proposed method would be to etch the composite in 
sulfuric acid to reveal the GO sheets and their locations [6].  
Figure 3. SEM images of fractured tensile surfaces of (a) pure epoxy and 
(b) epoxy/0.3 wt. % GO composite. 
B. FTIR Analysis
FTIR tests were carried to confirm successful oxidation of
graphite as shown in Fig. 4. Natural graphite powder did not 
show any significant peaks. In contrast, GO contains different 
functional groups as observed by characteristic feature peaks 
in the FTIR spectrum. A broad peak at 3400-3600 cm-1 
signifies O-H stretching vibration of the hydroxyl groups [1] 
and water absorption at 3200 cm-1 [5]. The absorption peak at 
1720-1732 cm-1 is attributed to stretching vibration of the 
carbonyl (C=O)/carboxyl (COOH) groups [1, 5]. The peak at 
1620-1622 cm-1 is attributed to the vibration of adsorbed water 
and vibrations from skeletal un-oxidized graphitic domain 
(some regions did not oxidize) which can be assigned to the 
aromatic C=C bonds [5]. The 1200-1237 cm-1 peak is the C-
OH stretching from carboxylic groups [5], while the peak at 
1050-1057 cm-1 is attributed to the skeletal C-O or C-C 
stretching from carbonyl, carboxylic and epoxy groups [5]. 
FTIR confirmed GO was successfully synthesized based on 
the presence of the oxygen-containing functional groups (O-H, 
C=O, COOH, C-OH and C-O). 
 
 
Figure 4. FTIR results for graphite (left scale) and graphene oxide (right 
scale). 
C. Mechanical Properties
When GO was mixed into the bio-epoxy, the
composites turned black in color as shown in Fig.1. This
occurred for all bio-epoxy/GO composite loadings, even
with 0.1 wt. % GO. This change in color was also
observed for epoxy composites containing 0.5-2 wt. %
GO and was attributed to the addition of the GO material
[6].
The tensile strength and modulus results are shown in
Fig. 5 with error bars representing the standard deviations.
The pure bio-epoxy had a tensile strength and modulus of
59.68 MPa and 2.6 GPa, respectively. The composites
showed an improvement compared to the pure bio-epoxy
for all GO filler loadings. The most significant
improvement was at a loading of 0.3 wt.% GO where the
tensile strength and modulus reached 73.55 MPa and 3.5
GPa, respectively which are increases of 23 % and 35 %.
The large surface area and functional groups on the
surface and edges of the GO sheets have an affinity to the
bio-epoxy matrix [7]. This improved interaction translates
to a strong interfacial adhesion and load transfer between
the matrix and the GO reinforcements.
(a) 
(b) 
(O-H) 
(C=O) 
Graphene oxide (GO) 
Graphite 
(C-OH) (C-O) 
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Figure 5. Tensile strengths and tensile modulus results for pure epoxy and 
epoxy/GO composites. 
IV. CONCLUSION
Epoxy/GO composites have successfully been produced 
using a simple solution mixing method. SEM showed the 
fractured surfaces of the tensile samples were altered from the 
addition of GO. FTIR verified the presence of oxygen based 
functional groups on the surface of the GO material and 
confirmed successful oxidation of graphite using the modified 
Hummer’s method. Both tensile strength and tensile modulus 
showed a steady increase with the addition of GO. With a 0.3 
wt. % loading, the tensile strength improved by 23 % whereas 
the modulus increased by 35 % over the pure bio-epoxy. 
Therefore, a reinforcing effect has been observed with the 
addition of very small amounts of synthesized GO material. 
Based on the results, adding GO to a green bio-epoxy polymer 
is seen as a positive approach to enhance its tensile strength 
properties much more than traditional fillers of the same 
weight percentages. This composite would be able to compete 
in industries where synthetic epoxies are currently used. 
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Abstract—Electrically conductive polymer/carbon nanotube 
nanocomposites have drawn attention for a wide range of 
applications because of their light weight, good chemical 
resistance, ease of processing, and tunable multifunctional 
properties. High density polyethylene (HDPE)/multiwalled 
carbon nanotube (MWCNT) nanocomposites and their foams 
were fabricated, and their electrical properties were explored in 
this research. Parametric studies were conducted to investigate 
the effects of initial MWCNT loading and processing 
conditions on the foaming behaviors of HDPE/MWCNT 
nanocomposites. Experimental results revealed that both the 
initial MWCNT loading and foam morphology were governing 
factors to tune the electrical conductivity and the percolation 
threshold of HDPE/MWCNT nanocomposites.  
Keywords-electrical conductivity; foam morphology; multiwalled 
carbon nanotubes; percolation threshold; polymer nanocomposites 
I.  INTRODUCTION 
Polymer/carbon nanotube (CNT) nanocomposites have 
drawn extensive interests from researchers and industries 
because of their low density, superior chemical resistance, good 
manufacturability, and tunable multifunctional properties. As a 
result, this versatile material system has found a wide spectrum 
of applications including electromagnetic interference shielding 
[1], energy harvesting [2], energy storage [3], sensors [4-6], and 
thermal management [7]. Recent studies have suggested 
foaming polymer composites and nanocomposites as a 
promising fabrication strategy to tailor their micro-and-
nanostructures. Through biaxial stress fields induced by foam 
expansion, it is possible to align both one-dimensional (1D) and 
two-dimensional (2D) multifunctional fillers and thereby 
promote the material system’s mechanical [8], electrical [9], and 
thermal [10] properties.  
The electrical conductivity of a polymer/CNT 
nanocomposite can be drastically improved once its CNT 
loading has increased above a critical level, denoted as 
percolation threshold (pc). While high CNT loading promotes 
nanocomposites’ electrical conductivity, it is detrimental to the 
weight, processability, and mechanical properties of 
polymer/CNT nanocomposites. In this context, extensive studies 
were conducted to develop strategies for promoting 
polymer/CNT nanocomposite’s electrical conductivity with 
lower CNT loading. These includes the utilization of hybrid 
conductive fillers with different types, sizes, and/or shapes as 
well as using immiscible polymer blends. Park et al. [11] 
investigated the effect of hybrid fillers on the electrical 
conductivity of the polypropylene (PP) composite. In their 
investigation, the inclusion of both MWCNT and carbon fiber in 
the PP matrix led to better conductivity than the case filled with 
only carbon fiber. In another study [12], acrylonitrile butadiene 
styrene (ABS) was melt-blended in polycarbonate (PC)/ 
MWCNT nanocomposite. Due to the partial solubility of ABS 
in PC, the selective dispersion of the MWCNTs in the ABS 
phase significantly promoted the electrical conductivity while 
reducing pc. 
This paper reports the application of supercritical carbon 
dioxide (ScCO2) foaming to tailor the nanostructure of high 
density polyethylene (HDPE)/multiwalled carbon nanotube 
(MWCNT) nanocomposites. Parametric studies were conducted 
to elucidate the processing-structure-property relationships of 
HDPE/MWCNT nanocomposites and their foams. The effects 
of initial MWCNT loading and foaming temperature on the foam 
morphology and MWCNT networking of HDPE/MWCNT 
nanocomposites were studied. Furthermore, the interrelations 
among HDPE/MWCNT nanocomposite’s foam morphology, 
MWCNT localization and networking, as well as the material 
system’s electrical conductivity and percolation threshold were 
systematically studied. This work provides important guidelines 
to design and fabricate polymer/carbon nanotube 
nanocomposites with enhanced electrical conductivity and 
suppressed percolation threshold. 
II. EXPERIMENTAL
A. Materials 
Commercially available HDPE/MWCNT nanocomposite 
masterbatch (Nanocyl, Plasticyl HDPE1501), loaded with 15 
wt% MWCNT (Nanocyl, NC7000TM), and neat HDPE (NOVA 
Chemicals, SCLAIR® 2710) were used to prepare 
HDPE/MWCNT nanocomposites of different MWCNT 
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loadings. The constituent MWCNT had an average length of 1.5 
m and an average diameter of 9.5 nm. The physical foaming 
agent used in this study was carbon dioxide (CO2) (Linde Gas 
Inc., 99.8% purity). Tables I through III summarize the physical 
properties of HDPE/MWCNT masterbatch, HDPE, and 
MWCNT, respectively. All materials were used as received 
without any modification. 
B. Sample Preparation 
Calculated amounts of HDPE/MWCNT nanocomposite 
masterbatch were weighed and the MWCNT content were 
reduced to various levels by adding different amounts of neat 
HDPE. The dilution was done by melt compounding the 
mixtures using a micro-compounder (HAAKE™ MiniCTW 
Micro-Conical Twin Screw Compounder) in the circulating 
mode for 5 minutes at 215C, with the screw speed set at 75 rpm. 
The extrudates were pelletized and compression molded into a 
circular disc sample of 115 mm in diameter and 0.50 mm in 
thickness using a compression molding machine (Craver Press, 
4386 CH). The compression molding procedure is summarized 
below: 
STEP 1. Weighed amount of HDPE/MWCNT nanocomposite 
pellets were loaded into a circular disc mold of 115 mm 
in diameter and 0.50 mm in thickness. 
STEP 2. The compression molding machine was equilibrated at 
155C. 
STEP 3. The heat platens of the compression molding machine 
were brought into contact with the mold, which loaded 
with the nanocomposite pellets, for 5 minutes to ensure 
the complete melting of the nanocomposite pellets. 
STEP 4. The molding pressure was ramped up to 4,000 psi and 
held at this level for 6 minutes. 
STEP 5. The disc samples, which were still inside the mold, 
were transferred to a cooling module with flowing 
water channels to solidify the disc samples. 
STEP 6. The samples were cut into rectangular specimens with 
dimensions of 12 mm × 10 mm × 0.50 mm. The 
specimens would then be characterized using an 
electrical conductivity analyzer or be foamed by 
ScCO2. 
HDPE/MWCNT nanocomposite foams were fabricated by 
a batch foaming chamber using ScCO2 as the physical foaming 
agent. In the physical foaming process, nanocomposite 
specimens were saturated with ScCO2 for 30 minutes at preset 
combinations of saturation pressure (Psat) and saturation 
temperature (Tsat). Subsequently, an outlet valve of the batch 
foaming chamber was opened to rapidly depressurize it. This led 
to thermodynamic instability in the HDPE/MWCNT/ScCO2 
system, and thereby induced cell nucleation and subsequent cell 
growth in the HDPE matrices. Table IV summarizes the key 
parameters being studied in the physical foaming experiments. 
C. Sample Characterization 
The apparent density of MWCNT/HDPE nanocomposite 
foams, were determined in accordance with ASTM D792. After 
measuring their masses in air and in water, the apparent density 
of a foam sample (ρf) and the volume expansion ratio (ϕ) can be 
determined by Equations (1) and (2), respectively.  
 𝜌𝑓 =
𝑚𝑎𝑖𝑟𝜌𝑤𝑎𝑡𝑒𝑟
𝑚𝑎𝑖𝑟−𝑚𝑤𝑎𝑡𝑒𝑟
 
where mair and mwater are the masses of samples measured in air 
and in water, respectively; and ρwater is the density of water. 
𝜙 =
𝜌𝑠
𝜌𝑓
 
where ρs is the density of the solid HDPE/MWCNT 
nanocomposite sample. 
The phase and foam morphologies of the solid and foamed 
HDPE/MWCNT nanocomposite samples were characterized by 
scanning electron microscopy (SEM) (FEI Company Quanta 
3D FEG). The cross-sections of all samples were exposed by 
cryo-fracturing the samples under liquid nitrogen. The fractured 
TABLE I. PHYSICAL PROPERTIES OF HDPE/MWCNT 
NANOCOMPOSITE MASTERBATCH  
Property Value Unit 
MWCNT Loading 15 wt% 
Density 977 kg/m3 
Melting Temperature 135 C 
Resistivity 1.0 (max) k 
TABLE II. PHYSICAL PROPERTIES OF NEAT HDPE 
Property Value Unit 
Density 951 kg/m3 
Vicat Softening Temperature 125 C 
Resistivity 1.0 (max) k 
TABLE III. PHYSICAL PROPERTIES OF MWCNT 
Property Value Unit 
Average Diameter 9.5 nm 
Average Length 1.5 m 
Carbon Purity 90 % 
Surface Area 250-300 m2/g 
Volume Resistivity 10-4 cm 
TABLE IV. PARAMETERS STUDIED IN PHYSCIAL FOAMING 
EXPERIMENTS 
Parameter Value  Unit 
MWCNT Loading 1, 2, 3, 5, 7, and 10 wt% 
Psat 1,200 (fixed) psi 
Tsat 123 - 135 ºC 
Saturation Time 30 (fixed) min 
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surfaces were then sputter-coated with gold (Denton Vacuum, 
Desk V Sputter Coater). The cell size and cell population 
density of selected foam samples were obtained by analyzing 
the SEM micrographs of the foams using Image J (National 
Institute of Health). The cell population density (N0) with 
respect to the unfoamed volume was determined by Equation 
(3). 
 𝑁0 = 𝜙 × [
𝑛𝑀2
𝐴
]
3
2
 
where n is the number of cells in the SEM micrograph; M is the 
magnification factor; and A is the area of the micrograph. 
The electrical conductivity of solid HDPE/MWCNT 
nanocomposite samples were measured by the two-wire 
technique using a multifunctional source meter (Keithley, 2450 
Source Meter). The two-wire technique was performed in 
accordance with the ASTM D257-07 standard. By printing 
conductive silver-epoxy paste as electrodes on both ends of a 
sample, the voltage difference was introduced through the 
sample and the flowing current was recorded to calculate the 
electrical conductivity of the nanocomposite sample. 
Depending on the volume expansion ratios, the thicknesses of 
foamed nanocomposite samples varied from 0.50 to 2.5 mm. 
Fig. 1 illustrates the schematic of a nanocomposite sample 
prepared for the two-wire technique. 
III. RESULTS AND DISCUSSION
Parametric studies were conducted to elucidate the 
processing-structure-property relationships of HDPE/MWCNT 
nanocomposite foams. On the one hand, it was expected that the 
presence of MWCNT would influence the ScCO2 foaming of 
HDPE. On the other hand, the biaxial stress fields induced by 
foam expansion would affect the alignment and localization of 
MWCNT in the HDPE matrix. 
A. Micro-and-Nanostructures of HDPE/MWCNT 
Nanocomposites and Their Foams 
Fig. 2 (a) and (b) illustrate representative SEM micrographs 
of HDPE/MWCNT nanocomposites loaded with 3 wt% and 10 
wt% MWCNT, respectively. While increasing MWCNT 
loadings would promote the interconnectivity of MWCNT in 
HDPE matrices, it can be observed that continuous networks of 
MWCNT were omnipresent in the HDPE matrix even at 3 wt% 
MWCNT loading. 
Fig. 3 (a) through (f) show the SEM micrographs of 
HDPE/MWCNT loaded with 3 wt% MWCNT before subjected 
to ScCO2 foaming at Psat of 1,200 psi and different Tsat. 
Experimental observation revealed that foam morphologies of 
HDPE/MWCNT nanocomposite foams had strong dependence 
on Tsat. At 123ºC, the HDPE matrix, reinforced by MWCNT, 
was too stiff to achieve observable foam expansion. As Tsat 
gradually increased, the foam morphologies evolved from 
having a high cell density with fine cells to a reduced cell density 
with larger cells. The foam structure was finally deteriorated 
when Tsat was increased to 135C. In other words, within the 
processing window, varying Tsat would be an effective approach 
to tune the cell morphologies and thereby the MWCNT network 
of HDPE/MWCNT nanocomposite foams.  
(a) (b) 
Figure 2.  SEM Micrographs of HDPE/MWCNT Nanocomposites Loaded 
with (a) 3 wt% and (b) 10 wt% MWCNT 
Figure 1.  A Schematic of a Nanocomposite Sample Prepared for 
Electrical Conductivity Measurement by Two-Wire Technique 
(a) (b) 
(c) (d) 
(e) (f) 
Figure 3.  SEM Micrographs of HDPE/MWCNT Nanocomposite and Foams 
Loaded with 3 wt% Fabricated at Psat of 1,200 psi and different Tsat: (a) Solid 
Nanocomposite; (b) 123ºC; (c) 125ºC; (d) 127ºC; (e) 130ºC; and (f) 135ºC 
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B. Foaming Behaviours of HDPE/MWCNT Nanocomposites 
Experimental observation revealed that the optimal Tsat, to 
maximize the volume expansion of HDPE/MWCNT 
nanocomposite foams, depended on the initial loading of 
MWCNT. According to Fig. 4, by increasing the MWCNT 
content of the nanocomposites from 1 to 10 wt%, their optimal 
Tsat value also increases as the nanocomposite’s melting 
temperature rises by increasing the MWCNT loadings. This 
could be attributed to the increased melt strength of the cell wall 
and reduced CO2 diffusivity as MWCNT loading increased. 
C. Electrical Conductivity and Percolation Thresholds of 
HDPE/MWCNT Nanocomposites and Their Foams 
To compare solid and foamed composites, the loadings of 
MWCNT were converted from weight fraction to volume 
fraction by considering the MWCNT density to be 1.75 g/cm3
[9]. The volume fraction of MWCNT in foamed samples were 
calculated with respect to the total volumes of the solid part and 
the voids. Fig. 5 illustrates the effects of volume fractions of 
MWCNT on the electrical conductivity of HDPE/MWCNT 
nanocomposites and their foams at different initial MWCNT 
loadings (i.e., 3, 5, and 10 wt%). Regarding of the initial 
MWCNT loading, the electrical conductivity of all 
nanocomposites increased with the final volume fraction of 
MWCNT. However, depending on the initial MWCNT content, 
nanocomposite foams loaded with the same final volume 
fraction of MWCNT showed significantly different electrical 
conductivity values. Experimental results also indicated that at 
low volume fraction of MWCNT, the electrical conductivity of 
foamed samples was remarkably higher than the solid samples. 
This increase was more significant for nanocomposites with 
higher MWCNT loading. As an example, the electrical 
conductivity of HDPE/MWCNT foam samples initially loaded 
with 10 wt% MWCNT was two orders of magnitude higher than 
the solid samples at 0.5 vol% (about 1 wt%) and seven orders of 
magnitude higher at 0.3 vol% (about 0.5 wt%).  
The value of pc of the HDPE/MWCNT nanocomposites, 
which is the minimum MWCNT loading that would transform 
the nanocomposites from insulating to conductive, was 
estimated by fitting the percolation model (i.e., Equation (4)) to 
the experimentally obtained electrical conductivity data. 
 σ σ0  p pct 
where σ is the electrical conductivity of the nanocomposite; p is 
the loading of MWCNT; and σ0, pc and t were fitting constants 
and achieved by curve fitting using the root-mean-square-error 
method.  
Fig.6 presents the effect of foaming process on reducing pc 
of the solid HDPE/MWCNT nanocomposites. Experimental 
results indicated that pc of HDPE/MWCNT nanocomposites 
effectively decreased after foaming. The initial MWCNT 
content was a critical factor on suppressing the percolation 
threshold of the nanocomposite foams. By increasing the initial 
MWCNT loading of the nanocomposite samples from 3 wt% to 
10 wt%, the percolation threshold of the nanocomposite 
decreased from 0.55 vol% to 0.36 vol%. 
Figure 4.  Effects of Tsat on Volume Expansion of HDPE/MWCNT 
Nanocomposite Foams with Different Initial MWCNT Loadings  
Figure 5.  Effects of Volume Fractions of MWCNT on the Electrical 
Conductivity of HDPE/MWCNT Nanocomposites and Their Foams at 
different initial MWCNT loadings  
Figure 6.  Percolation threshold for foams prepared with different 
initial MWCNT loadings vs that of solid nanocomposite 
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Fig. 7 shows the dependence of electrical conductivity on the 
volume expansion ratio of HDPE/MWCNT nanocomposite 
foams. At the same initial MWCNT content, the higher 
expansion ratio would lead to smaller volume fractions of 
MWCNT, which decreased the electrical conductivity value for 
the foamed samples. Similar behavior was observed for all 
nanocomposite samples with different MWCNT initial loadings. 
However, it must be noted that larger volume expansion would 
also reduce the effective MWCNT loading in the nanocomposite 
foam. Overall, experimental results demonstrated that foaming 
was a promising strategy to increase the electrical conductivity 
of HDPE/MWCNT nanocomposites and to reduce the 
percolation threshold. 
IV. CONCLUSION
In this study, the effects of physical foaming on the electrical 
conductivity and the percolation threshold of HDPE/MWCNT 
nanocomposites were investigated. By changing the saturation 
temperature, one of the governing physical foaming parameters, 
the effects of foam morphology and volume expansion ratio on 
the electrical conductivity of the foamed samples were also 
explored in this research. The foam morphology and volume 
expansion ratio of nanocomposite foams were crucially 
dependent on both saturation temperature and initial loadings of 
MWCNTs in nanocomposites. The electrical conductivity of 
foamed samples was significantly higher than their solid 
counterparts, especially at low MWCNT volume fraction. The 
enhancement in the electrical conductivity was more pronounce 
for nanocomposites with higher initial MWCNT loadings. This 
also led to lower percolation thresholds than their solid 
nanocomposites. 
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I. Abstract— The effect of porosity on elastic modulus in
low porosity materials is investigated. First, several models 
used to predict the reduction in elastic modulus due to porosity 
are compared with a compilation of experimental data to 
determine their ranges of validity and accuracy. The 
overlapping solid spheres model is found to be most accurate 
with the experimental data and valid between 3-10% porosity. 
Next, a FEM is developed with the objective of demonstrating 
that a macroscale plate with a center hole can be used to model 
the effect of microscale porosity on elastic modulus. The FEM 
agrees best with the overlapping solid spheres model and 
shows higher accuracy with experimental data than the 
overlapping solid spheres model. 
Keywords-porosity, elastic modulus, FEA 
II. INTRODUCTION
A. Background
Porosity can cause changes to a material’s behaviour under
loading that is different than predicted. In the extreme case, 
these changes, if unaccounted for, could lead to major safety 
and economic concerns. Therefore, the ability to accurately and 
easily model the effect of porosity is of paramount importance 
during the design and testing stages. While metals are typically 
not intended to contain significant pores, micro pores can be 
present due to manufacturing defects. These pores, which at 
first glance may appear inconspicuous, can increase in size 
during service in harsh environmental conditions. For example, 
in oil and gas pipelines and in hydrogen fuel tanks (typically 
found in aerospace), materials can be subject to high 
concentrations of hydrogen. Over time, hydrogen can diffuse 
into the material and recombine into H2, increasing the size of 
the initial voids and thus raising the porosity to a level that may 
effect the elastic modulus of the material [1-2].  However, 
while the effect of low levels of porosity on the yield stress has 
been comprehensively studied and captured in finite element 
software, the effect on the elastic modulus requires further 
research [3].  
B. Porosity and its Effect on Modulus
Significant research has been completed on the relationship
between porosity and elastic modulus. Models typically agree 
that the relationship falls into categories based on the level of 
porosity. For example, the work of Zhang and Wang in [4] has 
recommend subdividing porosity levels into low, medium and 
high porosity. Where low porosity is less than 10%, medium 
porosity is 10-70% and, finally, high porosity is greater than 
70%. Therefore the approach taken to predict the effect of 
porosity on elastic modulus depends first on the degree of 
porosity in the material.   It is important to remember that the 
numbers in these ranges are not necessarily exact and could 
possibly be better described as extremely low porosity, 
extremely high porosity, and then the large middle level [5]. In 
low porosity materials (<10% porosity) there are several 
suggested relationships between porosity and elastic modulus 
that depend only on porosity. However, they do not predict the 
same influence of porosity and create a potential confusion 
when attempting to model a porous material. Therefore, this 
study attempted to clarify this confusion by evaluating these 
models and then demonstrating the applicability of a finite 
element model (FEM) to accurately predict the change in 
elastic modulus due to porosity. 
1) Low Porosity Materials
For materials of low porosity there have been both
analytical and experimental studies that developed a 
relationship to predict the elastic modulus in terms of the 
porosity. In this porosity level the elastic modulus is typically 
determined based on the assumption that voids are not 
interacting and that void fraction, and not void orientation, 
effects the materials behaviour [6]. As a result, models in the 
low porosity level are independent of the material and depend 
only on the degree of porosity.  
For example, it has been suggested that a more simplified 
approach to modelling the elastic modulus of a porous material 
can be to consider the rule of mixtures used in composites to 
relate the modulus of two phases based on a volumetric 
fraction. In this case, one of the phases is considered as the 
solid non porous material and the other phase is the empty 
voids [5, 7]. However, there is a lack of research on the validity 
of this model or its ranges of accuracy as compared to 
experimental data. As another example, Coble and Kingery in 
[8] developed a model to describe materials with spherical
pores through testing of cast alumina with porosity from 5-
50%. Elastic modulus was then measured using samples in
transverse bending and a model was generated that best fit
experimental findings. Similarly, Maiti et al. in [9]  developed
a relationship between modulus and porosity by  measuring the
mechanical properties of three types of cellular solids as a
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function of density. An analytical model was then developed 
based on the concept that the loading of foam first causes 
deflection in the cells walls, which can be calculated by 
relating the densities of the foams to the cell walls. While this 
study was initially developed to model properties as a function 
of density, the ratio of the densities can also be related to a 
porosity ratio; allowing for the subsequent development of a 
model to predict the behaviour of porous materials. Finally, in 
[10] Lu et al. studied the effect of porosity on common
industrial materials such as carbon rods, woods, ceramics and
foams. Based on these experimental results a micromechanical
theoretical model was then developed that related the elastic
modulus to the porosity for porosity less than 30%. This model
considered the material as an isotropic matrix with n spherical
voids of varying sizes. Average shear strains were then
calculated for a given shear stress, allowing the shear and
elastic modulus to be calculated as a function of porosity. The
theoretical model showed good agreement with the
experimental data presented.
2) Intermediate Porosity
It is important to note that some models developed for the
intermediate porosity level have also shown accuracy with 
experimental values in the low porosity level. As a result, some 
of these analytical models were also considered for their 
accuracy in predicting the elastic modulus in low porosity 
materials. In medium porosity materials pores can interact and 
lead to stress redistribution in the material. Moreover, there 
exists a critical porosity fraction that, when reached, the 
material loses all stiffness and load carrying capability. 
Accounting for this critical porosity value, data Bert et. al. in 
[11] presented (1) to predict the elastic modulus of medium
porosity materials through an empirical observation of trends in
experimental data. This model was developed based on the
assumption that the ratio of porous material property to the
solid material property is proportional to the ratio of minimum
solid contact area to total cross-section area in the porous
material [12]. The parameters ϕ0 and  must be determined for
each model/material by best fitting to experimental/analytical
results.
E(ϕ) = E0 (1- (ϕ/ϕ0))
n (1) 
Where  is the elastic modulus of the material without pores, 
ϕ0 is the critical porosity value for the given material (between 
.37 and .97), ϕ is the porosity of the material, and n is a power 
exponent that must be determined for each model/material. 
Building on this model, in [13] Roberts and Garboczi used 
finite element analysis to study the influence of porosity and 
pore shape on the elastic properties of model porous ceramics. 
The study developed three different FEMs by placing 
spheres/ellipses in a unit cell to create various pore shapes and 
then best fitting the results to the model suggested by Bert in 
[5] to determine the ϕ0 and  parameters. Predicted elastic
moduli agreed well with experimental data and several models
also accurately predicted the elastic modulus of materials with
porosity below 10%. Therefore these models will also be
considered as potential models for the low porosity level.
Similarly, Hardin and Beckermann in [5] used a FEM to 
determine the best fit parameters for cast steel. First, a simple 
tension test and radiographic measurement was performed and 
a FE mesh was mapped onto an object in Abaqus. However, 
due to the microscopic nature of the pores, a small 
representative volume with a defined porosity fraction was 
used. A relationship for porosity was then determined by 
minimizing the difference between the FEM and experimental 
values and best fitting the results to the model suggested by 
Bert in [5].Results demonstrated that this method was accurate 
in the prediction of strains but had significant error in 
predicting the elastic modulus. The paper concluded that there 
was no correlation between average porosity and elastic 
modulus and that the reason for this error in modulus was 
because the FEM was a representative sample of the total 
porosity [5].  However, while the results may not be as useful 
in the prediction of elastic modulus, they serve to shed light on 
the importance of a FEM fully accounting for variations in 
porosity in the material.  
C. Finite Element Models
Perhaps the most commonly referenced FEM for porous
metals is the porous plasticity model found in Abaqus [14]. 
This model is based on the Gurson-Needleman-Tvergaard 
(GTN) model originally developed by Gurson in [15] and later 
extended by Tvergaard in [3] for the failure of ductile materials 
due to void coalescence. This model defines a yield potential 
based on an isolated spherical void and forms the basis of the 
porous plasticity model currently used in Abaqus to predict the 
behaviour of mildly voided materials. However, while the 
model is able to accurately predict micromechanical parameters 
such as yield stress, it is unable to account for the macro scale 
effects of the micro scale pores.  For example, Hardin and 
Beckermann in [16] investigated using the porous plasticity 
model to model the influence of porosity on the yielding of cast 
steel. As porosity was changed the only observable difference 
in the stress strain curves was a change in yield stress [16]. 
Therefore, because there was no change in the slope of linear 
portion of the plot, the model does not predict a change in 
elastic modulus due to porosity.  This finding serves to 
highlight the confusion at hand. While studies and intuition 
dictate that porosity should effect the modulus, the most 
commonly used models appear to ignore or not account for the 
effect on elastic modulus.  
D. Purpose of Study
As can be seen from the above review, several models exist
to predict the influence of porosity on elastic modulus. 
However, because there is no study on the ranges of validity 
and relative accuracy of these models there is a potential 
confusion when attempting to predict the elastic modulus of a 
low porosity material.  Moreover, the GTN model, a popular 
microscale model in Abaqus for low porosity materials, only 
adds to the confusion by predicting a change in the yield stress 
and no change in the elastic modulus. As a result, Abaqus does 
not have the capability to accurately predict the elastic modulus 
of a porous material. To help eliminate this gap in knowledge 
this study focused on the evaluation of models used for 
materials in the low porosity level. The first objective of this 
study was to compare the present models and to clearly identify 
their validity when compared to experimental data. Next, a 
FEM was developed with the objective of demonstrating that a 
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macroscale plate with a center hole can be used to the effect of 
microscale porosity on elastic modulus.  
III. PROCEDURES
A. Evaluation of Existing Models 
The first step in this study was to examine experimental data 
to verify that that there was indeed an effect of porosity on 
elastic modulus. This was achieved by compiling a set of 
previously conducted experimental data on the elastic modulus 
of materials with porosity ranging from 0-10%. Next, this 
experimental data was used to evaluate the previously 
suggested relationships between porosity and elastic modulus 
to determine their relative accuracy.  
B. Finite Element Model Study 
After determining which relationship best predicted the 
effect of porosity on elastic modulus a simplified FEM was 
then developed using the finite element software Abaqus. First, 
a large 2D stainless steel plate in plane stress was developed 
and a pressure load was applied on its right edge. The plate was 
fixed in the U1 direction on its left edge to model a tension test. 
A simulation was then run to produce a stress strain curve 
using the applied pressure and change in length of the plate. 
Finally, the slope of this curve was used to obtain an effective 
elastic modulus of 200 GPa; matching the inputted value and 
therefore verifying the model. 
Next, python scripting was used to investigate the effect of 
pore orientations on elastic modulus. The pores simulated 
various degrees of porosity in the material. The above test was 
replicated for a range of pore orientations and stress strain 
curves were used to calculate the elastic modulus at 2,4,6 8 and 
10% porosity.  A summary of the pore orientations tested is 
shown in Figure 1. 
Finally, based on the findings of pore orientation, python 
scripting was used to test plates with a center pore accounting 
for 1-10% of the total surface area of the plate. The center pore 
simulated various degrees of porosity in the plate based on the 
assumption that total pore volume, and not pore orientation, 
effects the modulus for low porosity materials. The slope of the 
stress strain curve was then used to obtain the effective elastic 
modulus for the steel at various degrees of porosity. These 
results were then compared with experimental data and the 
most accurate models from above to demonstrate that a 
macroscale FEM accurately predicted the influence of porosity 
on elastic modulus. 
IV. RESULTS AND DISCUSSION
A.  Effect of Porosity on Elastic Modulus 
While several models exist to predict the change in 
elastic modulus due to porosity, their relative accuracy and 
ranges of validity remains unknown. To close this knowledge 
gap a comparison between several models and experimental 
data was conducted. Figure 3 compiles a set of experimental 
data on the percent reduction in elastic modulus for a range of 
porous materials. The data observed a linear trend of increasing 
percent reduction in elastic modulus with increasing porosity 
(R2 = .77).  Therefore, it is clear that porosity has a direct effect 
on the elastic modulus of a material. The wide range of 
materials and preparation techniques for the experimental data 
also shed light upon the variables that should be considered 
when modelling porosity. For example, alumina values were 
obtained from two different sources [17-18]. In [18], Asmani 
et. al shaped alumina pellets via uniaxial pressing and then 
sintered these pellets at various temperatures to produce closed 
porosity shapes. The elastic modulus was then measured using 
a pulse echo method that calculated the transit time and 
longitudinal/transverse wave velocities.  In contrast, the data 
provided by Knudsen in [17]  was a compilation for a range of 
tests on the elastic modulus of alumina. Samples were prepared 
via cold and hot pressing and elastic modulus was determined 
both statically and dynamically. Therefore, given that both data 
sets closely follow the same trend, it appears that 
preparation/measuring techniques do not influence the 
reduction in elastic modulus. While the majority of materials 
closely followed this trend, porosity in HfO2 resulted in a lower 
reduction in elastic modulus than other materials. The HfO2 
samples were prepared using a dried powder that was formed 
calcined, and then stabilized with approximately 30% Er2O3 
[19]. However, this additive was shown to change the 
microstructure and effect the baseline elastic modulus [19]. As 
a result, the stabilizer may have changed the porosity of the 
material and lead to less of a reduction in elastic modulus. 
Moreover, when the data for HfO2 is ignored the linearity of 
the experimental values raises to and R-squared value of .87. 
Overall, because the data for several different materials 
followed the same linear trend it supports the conclusion that 
models for low porosity materials do not need to be material 
specific and that the pore volume is critical parameter. 
Fig. 1 – A compilation of experimental data for the percent 
reduction in elastic for various materials with porosity 
between 1-10% (Alumina 1 [17],  Alumina 2[18], thermoset 
polyester resin [20], HfO2 [19], sintered Iron [21] , MgAl2O4 
([22]) 
B.  Evaluation of Existing Models 
Next, 6 models for low porosity materials were evaluated 
against the experimental data above. First, the three 
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relationships modelled by Roberts and Garboczi in[13] based 
on various pore orientations were considered (2-4). These 
equations were developed by placing either spheres or ellipses 
into a unit cell such that the orientations of these pores created 
various pore shapes. Results were then best fit to (1) to 
determine the ϕ0 and  parameters. 
E(ϕ) = E0 (1- (ϕ/0.652))
2.23 (2) 
E(ϕ) = E0 (1- (ϕ/0.818))
1.65 (3) 
           E(ϕ) = E0 (1- (ϕ/0.798))
2.23 (4) 
Where (2) was developed for overlapping solid spheres by 
placing solid spheres at random points in a unit cell, (3) was 
developed for overlapping spherical pores by interchanging the 
roles of the solid and pore phase of the overlapping solid 
sphere model and (4) was developed for overlapping ellipsoidal 
pores by changing to spherical pores to overlapping oblate 
ellipsoidal pores bound by a surface. 
In addition to these models, the rule of mixtures (5) in [7], 
the model for materials with spherical holes developed by 
Coble and Kingery (6) in [8], the model for closed cell porous 
materials developed by Maiti et al. (7) in [9], and the 
micromechanical model suggested by Lu et al. (8) in [10] were 
also considered. 
E(ϕ) = E0 (1- ϕ) (5) 
E(ϕ) = E0 (1- 1.86ϕ + 0.86 ϕ
2)  (6) 
E(ϕ) = E0 (1- (ϕ))
3      (7) 
E(ϕ) = E0 (1- 2ϕ)(1+4ϕ
2)             (8) 
Figure 4 presents the predicted percent reduction in elastic 
modulus for each model as compared to the experimental data 
for low porosity materials. First from an overall perspective, 
all analytical models considered captured the trend of 
increasing percent reduction in elastic modulus with 
increasing porosity demonstrated by the experimental values. 
Between 0-2% porosity (Figure 2A) it is difficult to discern a 
clear trend and the range of predicted values was closely 
clustered between a 2-6% reduction in elastic modulus. 
However, as the porosity increased (Figure 2B) the range of 
predicted percent reduction grew to over 20% and there were 
stark differences in the models. 
First, for the FEMs presented by Roberts and Garboczi in 
[13] it can be seen that the overlapping solid spheres model
and ellipsoidal pores model both fell within the range of
experimental values and were more accurate than the spherical
pores model. Moreover, when compared to line of best fit of
the experimental data the overlapping solid spheres model was
the most accurate model tested. However, the
micromechanical geometries of these models create potential
limitations to the respective ranges of validity. For example, in
the overlapping spherical pores model pores only become
macroscopically connected at porosities above 30%.
Therefore, an overlapping solid spheres microstructure is not
applicable for low porosity materials, potentially explaining
the inaccuracy with the experimental. Similarly, pores in the
overlapping ellipsoidal pores model only become 
macroscopically connected at porosities above 20%. However, 
while the range of validity for this model was also outside the 
porosity level in question, it’s validity was closer to the 0-10% 
level than the overlapping solid spheres model. This may help 
explain why it followed the experimental line of best fit closer 
than the overlapping solid spheres model.  Finally, the 
overlapping spherical pores model was the most accurate of 
the three and, unlike the other models, has a microstructure 
than becomes macroscopically connected at porosities above 
3%. Therefore, this model is valid within the majority of the 
low porosity range and was most accurate when compared to 
the experimental line of best fit. 
When examining the other models considered it can clearly 
be seen that (5), the rule of mixtures model, drastically under 
predicted the percent reduction in elastic modulus and did not 
agree with any experimental data. Similarly, the models 
suggested by Coble and Kingery (6) and Lu (8) both under 
predicted the reduction in elastic modulus and agreed only 
with the experimental data for HfO2 presented by Dole et al. in 
[19]. Therefore, these models are not recommended to predict 
the effect of porosity on elastic modulus. In contrast, (7), the 
model for closed cell porous materials developed by Maiti et 
al., also closely followed the experimental data and was the 
second most accurate model when compared to the line of best 
fit. This model was actually derived during the development of 
a model to predict mechanical properties of a cellular material 
in compression. The initial model predicted the elastic 
modulus of a foam through the ratio of the relative densities 
and the elastic modulus of the solid cell wall. (7) was then 
derived by replacing the ratio of the densities of foam to solid 
by one minus the porosity, and by then replacing the elastic 
modulus of the cell wall with the elastic modulus of the solid 
material. 
C. Finite Element Model
1) Effect of Pore Orientation on Elastic Modulus
After comparing and evaluating the existing models, the
next step was to examine the applicability of a FEM for low 
porosity materials in Abaqus. Although porosity is a 
microscale phenomenon, its effect can be seen on both the 
yield stress (a microscale property) and on elastic modulus (a 
macroscale property). Therefore, the fundamental question 
asked by this FEM was whether microscopic pores can be 
approximated as one bulk macroscopic hole and then be used 
to accurately obtain the elastic modulus, a macroscopic 
property. The first step to answering this question was to 
investigate the effect of pore orientation on elastic modulus. 
This was achieved by measuring the slope of the stress strain 
curve of a macroscopic plate in tension in Abaqus with various 
pore orientations accounting for 0-10% porosity.  
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Fig. 2 - Predicted reduction in elastic modulus for various 
analytical models compared with experimental data for 
materials with porosity between 0-2% (A) and 2-10% (B)  
The effect of porosity on elastic modulus for various pore 
orientations was compared in Figure 3. Several different pore 
orientations were considered that varied the size, number, and 
location of the pores. The maximum error between 
orientations occurred at 10% porosity (8.32%), while all other 
errors were below 6%. Therefore, changing pore orientation 
did not appear to cause a significant effect of the percent 
reduction of elastic modulus. However, it is important to note 
that as porosity increased the standard deviation between the 
various orientations also increased.  For example, at 2% 
porosity the standard deviation between all orientations was 
only 0.004 and the range in predicted reduction in elastic 
modulus was 5.9%-6.9%.  However, as the porosities 
increased so did the gap in the predicted reduction of elastic 
modulus. For example, by simply looking at Figure 3 it is 
clear that data at 10% porosity the results are significantly  
Fig. 3 - Effect of pore orientation on reduction of elastic 
modulus for low porosity materials.  
more spread out than the at the lower porosities. At 10% 
porosity the standard deviation was raised by approximately 
seven times to 0.025 and range in values was between 27-
34%. Therefore, while the assumption that pore orientation 
does not effect change in elastic modulus for low porosity 
materials was supported, there is more error in the assumption 
as the material nears 10% porosity. In addition, it can be seen 
that the 1 center pore always fell within the middle of the 
ranges of percent reduction in elastic modulus. Therefore, to 
ensure that the results were not biased by orientation, the 
center pore was used for comparison with analytical and 
experimental results. 
2) Comparison of Finite Element Model with Analytical
Models and Experimental Values 
After investigating the effect of pore orientation in a FEM, 
the next step was to compare the FEM with analytical and 
experimental results. First, Figure 4 compares the predicted 
reduction in elastic modulus for porosities between 0-10% for 
the proposed FEM with the analytical models. The FEM 
produced a highly linear relationship between porosity and 
elastic modulus between 1-10% porosity (R2 = .9983). Over 
the entire porosity range the overlapping solid spheres model 
had the lowest average error when compared to the FEM 
(average error of -4.38% with standard deviation of .0216) 
followed by (7) (average error of 8.67% with standard 
deviation of .0199). Therefore, the two models shown to be 
most accurate to the experimental data also matched best with 
the proposed FEM. 
Next, Figure 5 compares the results of the FEM with 
experimental data from several different low porosity 
materials. The experimental data and FEM both closely 
followed a similar linear trend with the FEM falling within the 
range determined by the various experiments. When 
comparing the FEM to a linear trend line of experimental data 
it can be seen that the FEM followed the experimental data 
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better than all other models for porosities between 5-10% and 
was second only to the overlapping solid spheres model for all 
other porosities.  Moreover, because the overlapping solid 
spheres model is not valid between 0-2%, the FEM was both 
more accurate and applicable over a larger range of validity. 
Therefore, a macroscale plate with a hole was shown to 
successfully predict the elastic modulus of materials with 
micro pores. 
V. CONCLUSIONS
An accurate relationship between elastic modulus and
porosity is critical to safely using materials with porosity. 
However, while several models exist to predict the effect of 
porosity on elastic modulus for low porosity materials, these 
relationships predict varying effects of porosity. This can 
create confusion for engineers looking to predict the behaviour 
of a porous material. Therefore, this study compared 
commonly used models against a compilation of experimental 
values. While several models did not match well with 
experimental values, the overlapping solid spheres model (2) 
best agreed well with the data. Next, this paper considered a 
large plate with a center pore in tension to demonstrate the 
validity of a using a macroscale model to predict the effect of 
microscale pores on the elastic modulus using FEA. The FEM 
matched with experimental data better than the overlapping 
solid spheres model and, unlike this model, was applicable for 
the entire low porosity range. Therefore, this study 
successfully demonstrated the most accurate relationship 
between porosity and elastic modulus and then used a FEM to 
improve upon this model. 
Fig. 4 – The predicted reduction in elastic modulus for 
porosities between 0-10% for the proposed Finite Element 
model as compared to analytical models. 
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Abstract— Ice accumulation on aircraft, wind turbines and 
power lines can have detrimental effects, including efficiency 
reduction, mechanical failures and the creation of safety 
hazards. The aim of this study is to investigate the ice 
adhesion and wear resistance of three hydrophobic and 
icephobic coatings applied onto an aluminum substrate. 
Ethylene-tetrafluoroethylene (ETFE) coating was deposited 
using a plasma spray method while advanced liquid glass 
(ALG) and silicone R-2180 were both applied using dipping 
followed by furnace curing. Water was applied and frozen 
between both bare and coated surfaces using a custom built jig 
at -20 °C for 24 hours. The ice adhesion strength was 
measured using a lap shear test done inside an insulated 
chamber. The results showed low ice adhesion strengths for 
both ALG and silicone R-2180 coatings when compared to the 
bare surface. It was also found the silicone R-2180 coating had 
a higher wear rate than both the ETFE and ALG coatings. By 
combining icephobic coatings with an ultrasonic de-icing 
system, the power required by the system can be reduced, 
creating a low-powered active approach to the de-icing 
problem. 
Keywords - anti-icing, coatings, ultrasonic de-icing system, 
ice adhesion 
I. INTRODUCTION
Ice accumulation and wet-snow adhesion to solid outdoor 
surfaces can cause severe accidents and large economic losses. 
Such problems are present in many fields, from aeronautics [1] 
to off-shore oil platforms [2] and from power lines [3] to wind 
turbines [4]. On aircraft, ice accumulation can result in 
decreased lift, increased drag, decreased thrust, reduced stall 
angle, altered stall characteristics and even engine failure due 
to ice shedding. Aircraft icing can occur both during flight and 
on the ground. It has led to many reported aircraft accidents 
including Air Florida Boeing 737 (1982) and the American 
Eagle ATR 72 (1997). To ensure aircraft safety, regulatory 
bodies such as the FAA, JAA and EASA have established 
regulations for anti-icing and de-icing measures.  
Present-day anti-icing and de-icing strategies can be chemical, 
thermal, electrical, and mechanical. Chemical methods belong 
to the passive techniques and can be used for anti-icing and 
de-icing. They can be categorized into freezing point 
depressants or icephobic/hydrophobic coatings. Freezing point 
depressants lower the freezing point of water which prevents 
the freezing of supercooled water droplets or creating a thin 
film of water between the aircraft surface/ice interface to assist 
ice-shedding. Viscous icephobic/hydrophobic coatings adhere 
to the surface, creating a thin film promoting ice-shedding. 
Chemicals can only be employed as an effective anti-icing 
strategy when being applied just prior to takeoff and reapplied 
for whenever the possibility of ice accretion exists on the 
ground. Corrosion becomes an issue with sodium chloride 
based inorganic freezing point depressants while organic anti-
icing and de-icing chemicals (such as propylene glycol) have 
the potential to provide better snow and ice control 
performance and are less corrosive. However, organic 
materials are generally more costly and may be subject to 
dilution and pose environmental concerns.  
The active methods depend on an external action being 
applied such as thermal, electro-thermal, electro-mechanical, 
or electromagnetic, and, as for passive methods, rely on the 
physical properties of the solid surface [5]. Thermal methods 
are based on the extraction of hot air from the engine, but this 
bleed reduces the efficiency of the engine.  An electro-thermal 
de-icing system was adopted by Boeing in the B787 but this 
solution is energy-intensive. Mechanical devices such as 
pneumatic boots which break the accumulated ice by inflating 
can be implemented but these boots have a significant impact 
on the aerodynamics of the aircraft and a low durability. 
Finally, electromagnetic technologies based on the 
deformation of a winding are penalized by the weight of the 
power supply. 
All of these existing methods entail disadvantages (cost, 
environmental concerns, large amount of power required). As 
such, the aviation industry is searching for a more efficient 
and cost-effective means for de-icing and anti-icing [6].  
The authors advocate the use of hydrophobic and icephobic 
coatings in conjunction with electro-mechanical ice protection 
systems. The active ice protection systems generate shear 
stresses at the interface between the ice and the structure to 
break the accumulated ice and this shear stress required for ice 
shedding is reduced by the coating, which reduces the power 
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required by the actuators, and also the size and weight of the 
overall system. Based on the published literature, two main 
coating types can lessen the effect of ice accumulation. The 
first type contributes to the so called icephobic materials [7-
10]. Such material reduces the shear forces required to break 
the accumulated layer of ice on the solid surface. The second 
type focuses on hydrophobic features. Surfaces coated with 
hydrophobic materials have a high tendency in repelling water 
due to the high contact angle between the water droplet and 
the solid surface. Hence this method eliminates the 
accumulation of water before water freezes and ice formation 
occurs. In the present study, two hydrophobic coatings 
(Ethylene-tetrafluoroethylene (ETFE), advanced liquid glass 
(ALG)) and one icephobic coating (silicone R-2180) were 
applied onto the aluminum (Al) 2024 substrate and tested for 
ice adhesion strength and wear resistance. These coatings were 
selected to experiment with different coating application 
methods and surface properties.     
II. MATERIALS AND EXPERIMENTAL PROCEDURES
A. Sample Preparation
The substrate material used in this study was Al 2024-T3 cut 
to a size of 75 mm by 25 mm for ice adhesion testing and a 25 
mm by 25 mm section for the wear test. Four different surface 
conditions were investigated. A sandblasted (SB) coupon with 
no coating, a SB coupon with ethylene-tetrafluoroethylene 
(ETFE from Dupont) plasma sprayed coating, a SB coupon 
with an Advanced Liquid Glass (ALG, from Liquid Glass 
Shield) coating, and a SB coupon with silicone R-2180 (Nusil 
Technology). ETFE is similar to PTFE as they are both 
hydrophobic and composed of a carbon chain with fluorine 
reaction groups while ALG is a hydrophobic low friction 
coating with added silica particles. For ice adhesion tests, 
coating was applied only to 25 mm by 25 mm section of the 
coupon.  
During the plasma spraying of ETFE, a mixture of 20% 
nitrogen gas and 80% argon was used as the carrier gas. The 
aluminum coupons were preheated for two minutes by the 
plasma stream before spraying. Other spraying parameters for 
ETFE coupons consisted of 190 A arc current, 220 slm argon 
gas flow rate and 100 mm offset distance between the nozzle 
and the coupons. After coating, all ETFE coupons were baked 
at 274°C for 20 minutes as recommended by the supplier [11]. 
The other two coatings, ALG and silicone R-2180, were 
applied using dipping application. Samples were dipped into a 
beaker containing ALG for 5 seconds and were cured in an air 
furnace at 250 °C for 1 hour.  For the silicone R-2180 coating, 
the samples were dip coated and allowed to cure at room 
temperature for 30 minutes, then were placed in a furnace at 
75 °C for 45 minutes and subsequently the temperature was 
increased to 150 °C and cured for another 135 minutes.  
B. Ice Adhesion Test
A freezing jig was manufactured to hold the coupons in place 
during the freezing process. The jig was designed such that the 
gap clearance between the top and bottom coupons remains 
constant at 1 mm. The jig shown in Figure 1 uses slots to keep 
the coupons aligned and can hold six test specimens at once (a 
total of 12 coupons). A layer of parafilm was placed on top of 
the jig to prevent the coupons from sticking to the surface of 
the jig during the freezing process. Using a 1 mL syringe, 0.6 
mL of deionized water was then injected into the hole in the 
lap shear joint (25 mm overlap) and the jig was placed in a 
freezer for 24 hours. This was done to ensure a complete 
transition of water to ice between the two coated surfaces. 
After 24 hours, each specimen was removed and inspected to 
ensure complete formation of ice between the coated surfaces.  
Figure 1: (a) As fabricated jig used to align lap shear 
samples during freezing and (b) jig with sample loaded. 
The ice adhesion test was carried out using a Material Testing 
System (MTS) to measure the force required to break the lap 
joint. From the measured force, the shear stress at which ice is 
detached from the surface can be determined. The frozen 
specimen was placed inside an insulated chamber and gripped 
by the MTS. The chamber kept the specimens at a temperature 
of approximately -20 °C for the duration of the test. The test 
setup can be found in Figure 2(a) while the inside of the 
chamber is shown in Figure 2(b). An axial displacement rate 
of 1 mm/min was used to pull the joint apart. The maximum 
load was then recorded for each sample. 
Figure 2: (a) Insulated chamber shown in the MTS and (b) 
cross-section of the insulated chamber with a loaded 
sample. 
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In order to compare the results obtained, the adhesion 
reduction factor (ARF) was used and is calculated using the 
following equation: 
ARF = (τaluminum/τcoating)      (1) 
where τaluminum is the shear stress of the bare aluminum 
sample and τcoating is the shear stress in the coated sample 
being investigated. A high ARF value corresponds to a coating 
that has a low ice adhesion strength when compared to 
aluminum [12]. 
C. Maintaining the Integrity of the Specifications 
A pin-on-disk wear test was carried out to compare the 
coating’s resistance to wear. It was performed under the dry 
sliding condition, according to ASTM 99-05 using a wear 
tester with model No: NEO-TRIBO MPW110 provided by 
NEOPLUS.  This apparatus uses a rotating pin pressed under a 
normal force of 24.5 N against a static coating sample. The pin 
used was a Teflon ball with a radius of 2.5 mm. During the 
test, the specimen was placed horizontally with its center at a 
distance of 5 mm away from the vertical axis of the pin shaft. 
The pin (ball) was spinning at a constant speed of 50 RPM. As 
the result of friction/wear, a 10 mm diameter circular wear 
track was generated on the specimen surface. Wear loss of the 
coating material was measured based on the track depth. A 
new Teflon ball was used for each test to eliminate cross 
contamination between samples. 
III. RESULTS
A. Ice Adhesion Strength Results 
The lap shear test results are presented in Table 1. The bare, 
sandblasted aluminum samples required on average 447 kPa to 
shear the ice between the two coupons. This indicates that the 
bare sand blasted coupons exhibited a stronger adhesion to ice 
than the other coatings tested in this study.  
Table 1: Adhesion strength for tested coatings 
Coating Adhesion Strength (kPa) ARF 
Sandblasted Al 447 ± 71 - 
ALG 151 ± 69 2.96 
ETFE 357 ± 72 1.25 
R-2180 187 ± 26 2.39 
A total of six samples were shear tested for each type of the 
coatings. A large variation was observed in the results 
obtained from this study. However, these variations in 
adhesion strength for each coating group are similar and also 
comparable that from previous tests conducted by other 
researchers. The ice adhesion strength of aluminum has been 
measured as low as 242 kPa [13] and sandblasted aluminum 
has been measured at 610 kPa [14]. In a similar experiment 
carried out using a lap joint shear test conducted in an MTS, 
the ice adhesion strength of the bare aluminum 2024 sample 
was 399.7 kPa [15] which closely resembles the 447 kPa 
obtained in this study. Although the results of this study do not 
closely match previous work [2], the ARF instead acts as a 
comparison tool for the tested coatings. ALG had the highest 
tested ARF of 2.96, followed by R-2180 (2.39) and ETFE 
(1.25).  
There are several variables that could not be controlled during 
the testing and lead to deviations in the results. Any deviation 
in terms of actual ice temperature would have an impact on the 
required shear force. Another variable is the clamping pressure 
used during freezing. While the position of the clamps was 
constant for freezing each sample, the pressure exerted on 
each sample could be different due to the effects of the surface 
tension exerted by the water. Since each surface is different in 
the surface tension can vary significantly and cause a 
difference in the adhesion of ice to the sample.  
B. Wear Resistance Results 
A pin on disc wear test was used to evaluate the wear 
resistance of the three coatings using the procedure described 
previously. After the wear testing was conducted, SEM images 
were obtained to assess the damage to the coatings. The 
amount of wear was dependent on the type of coating and the 
duration of the test. Each coating was tested for durations of 1, 
2, 4 and 8 minutes. A graph showing the wear loss, in terms of 
wear depth tracked by the location of the pin, of the three 
coatings plotted against the number of cycles can be found in 
Figure 3. ETFE wears at a rate of approximately twice the rate 
of the ALG samples while the silicone R-2180 samples wear 
out approximately six times more than the ALG samples.  
Figure 3: Wear loss for the ALG (red), ETFE (blue) and 
silicone R-2180 (green) samples. 
As the test duration increased, the wear rate of each coating 
decreased. This can be expected as the longer the test lasts, the 
Teflon ball comes into contact with more coating surface area 
and a larger force is required to displace the coating. ALG 
coating, being a primarily SiO2 based, was the most resistive 
to wear. The silicone R-2180 is an elastomer-based coating 
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and is fairly soft so the ball could easily displace the coating 
along the wear track. There was also a net mass increase in 
each sample due to the deposition of Teflon flakes from the 
pin onto the sample. As the surface of the pin was in contact 
with the coating, flakes wore off from the tip and were left 
along the wear track. Figure 4 shows the flakes that were 
deposited into R-2180 coating that was tested for 4 minutes.  
Figure 4: Teflon flakes were deposited into the wear track. 
C. Feasibility for anti-icing applications 
A composite plot was created in order to aid the selection 
process of anti-icing coatings for industrial applications. This 
plot is shown in Figure 5. As can be seen on the plot, ALG has 
the combination of the highest ARF and the lowest wear loss 
making it the most suitable coating for anti-icing applications. 
Coatings in the contained region possess a high ARF and low 
wear rate relative to other tested coatings. Coatings outside of 
this region are not suitable for aircraft as they possess either an 
ARF that is low when compared to other coatings or can wear 
quickly, exposing the surface of the aircraft.  
Figure 5: Composite plot of ARF and wear loss for the 
tested coatings. 
D. Potential for combined anti-icing coating and ultrasonic 
de-icing systems 
The potential exists to combine icephobic coatings with pre-
existing de-icing systems to reduce the ice adhesion strength 
on the surface, which results in lower power consumption. 
Budinger et al. experimented with ultrasonic de-icing systems 
and developed a model to calculate the stress in the 
piezoceramic and the required voltage and current needed to 
delaminate a sheet of ice [16]. It was shown that the voltage 
and current required for delamination are linearly related to 
the ice adhesion strength [6]. Thus, the power required to 
delaminate a sheet of ice is proportional to the square of the 
ice adhesion strength, which means that an ARF of two would 
cause the power to decrease by a factor of four, reducing the 
size of actuator needed for the system.  
Listed in Table 2 are the ARF of the tested coatings and the 
theoretical reduction in power due to the coating being used in 
conjunction with the ultrasonic de-icing system. Further 
decreases in the power can be achieved using icephobic 
coatings with a higher ARF.  
Table 2: Power reduction factor when the coating is 
combined with an ultrasonic de-icing system 
Coating ARF Power Reduction Factor 
ALG 2.96 8.76 
R-2180 2.39 5.71 
ETFE 1.25 1.56 
The proposed system is shown in Figure 6. Several 
piezoelectric actuators are positioned on the inside of the 
leading edge of the aircraft while an icephobic coating is 
applied on the exterior. The size and quantity of the actuators 
is dependent on the ARF of the selected coating. The system is 
similar to the Low Frequency De-Icing system (LFDI) 
proposed by Endres et al. [17] with the surface having a lower 
ice adhesion strength due to the icephobic coating. 
Figure 6: Proposed ice protection using both icephobic 
coating and piezoelectric actuators. 
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IV. CONCLUSIONS
Ice accretion on aircraft can have catastrophic consequences 
and the aviation industry is looking for both passive and active 
approaches to prevent and eliminate ice accretion. Ice 
adhesion was studied on four types of surfaces with different 
characteristics in order to analyze their icephobic properties. 
Ice adhesion strength measurements were obtained using an 
MTS and a constant axial displacement rate. The ALG coating 
decreased the ice adhesion by a factor of 2.96 and the silicone 
R-2180 reduced the ice adhesion strength by a factor of 2.39
when compared to an uncoated aluminum substrate. In
addition to analyzing the icephobic characteristics of coatings,
the durability in terms of wear was also assessed to validate its
continuous effectiveness against ice.  The R-2180 coating
wore off easily compared to the ETFE and ALG coatings. As
such, ALG coating was found to be a more suitable coating for
the anti-icing application as it would not need to be
consistently reapplied while having the highest ARF.
By selecting a coating with a high ARF and a low wear rate, 
the coating can be coupled with ultrasonic de-icing systems 
and provide an effective solution to de-icing. The relationship 
between the ARF and reduction in power is exponential, 
which makes the ARF a critical factor when selecting a 
coating.  
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Abstract— This paper presents a modified version of fiber 
metal laminates with integrated mechanical interlock 
bonding system for aerospace applications. Sheet metals of 
Al 2024-T3 with surface machined infinitesimal hooks are 
used along with impregnated glass fiber composites to 
manufacture a modified version of GLAss REinforced 
aluminum (GLARE). Low-velocity impact responses of the 
modified GLARE is examined using a drop weight impact 
testing machine at an impact energy of 7.5 J. To optimize 
the geometry of the machined hooks to maximize the 
modified GLARE low-velocity impact resistance, we 
developed and tested four configurations of modified 
GLARE with four variants of hooks’ geometry, including 
two hook sizes, namely, nano and micro and two hook 
profiles, namely, curved and straight. Impact tests show that 
modified GLARE with Straight Nano Hooks (SNH) have 
comparable dynamic responses to the standard GLARE 
(without hooks), while experiencing much less delamination 
and fiber damage. Microscopic inspection of the four 
configurations of modified GLARE also illustrates that 
SNHs generate modified GLARE with minimal 
manufacturing defects. The results obtained indicate that 
SNH is the optimum hook geometry for the development of 
modified GLARE. It can be considered as an alternative 
surface treatment for sheet metals in FML development 
process as it offers a modified version of the material with 
comparable impact responses to those manufactured by the 
industrial standard methodology but at a fraction of 
production cost. 
Keywords: Fiber Metal Laminates, Experimental Optimization, 
Surface Topology, Structured Materials, Aerospace Materials, 
GLARE 
I. INTRODUCTION 
Increasing demands in aerospace industries for high-
performance and lightweight structures with cost-effective 
manufacturability have stimulated a strong trend towards the 
development of refined models of hybrid materials such as 
Fiber-metal laminates (FMLs). While FMLs possess better 
specific mechanical properties compared to traditional 
aerospace materials, it is also several times more expensive. 
This can be attributed to the costly surface treatments and 
manufacturing processes designed to improve the adhesion 
bonding between FML layers to minimize its consistency 
failures. Particularly, surface topology optimization is a key 
element to maximize adhesion bonding between FML 
layers. 
Developed during the late 1980s at Delft University, 
GLARE was the second generation of FMLs. Through its 
high-strength glass Fiber Reinforced Polymers (FRP) layers, 
GLARE possesses better impact behavior compared to 
monolithic aluminum alloys and FRPs [1, 2, 3]. GLARE 
also possesses superior tensile strength compared to 
monolithic aluminum alloys [3]. In addition, GLARE is 
extremely resistant to environmental factors such as 
moisture, fire, corrosion, and lightning, and can be 
machined and repaired using common techniques used for 
aluminum alloys [4, 5, 6]. With its low density compared to 
monolithic aluminum alloys, GLARE can offer weight 
savings of up to 25% [1, 7, 8]. Given these promising 
properties, GLARE has been used in a variety of 
applications in the aerospace industry, such as in the cargo 
floor of the Boeing B777, the upper fuselage of the Airbus 
A380, and as bonded repair patches [3, 4, 8, 9]. 
Given that low-velocity impacts are common in aerospace 
structures during operation, improving the low-velocity 
impact response of GLARE is very important [10]. This can 
be done by preventing the common modes of failure that 
occur during impact. From existing literature [11, 12], 
delamination and debonding tend to be among the most 
important failure modes for laminated structures such as 
GLARE [11]. Studies have been done to prevent this type of 
failure by improving the adhesion at the internal interfaces 
between layers through metal surface treatments. Botelho et 
al. [12] investigated the effects of sulphuric chromic acid 
etching and chromic acid anodizing on the interfacial 
adhesion of GLARE and found that both surface treatments 
improved the adhesion between the aluminum and the FRP 
layers compared to non-treated aluminum. Ostapiuk et al. 
[13] found similar results with regards to sulphuric acid 
anodizing as well. However, these surface treatments are 
991
expensive and/or require specialized equipment. Since one 
of the main disadvantages of  
GLARE is its high unit cost compared to aluminum, a more 
cost-effective solution should be found [7, 8, 9]. 
In this study, the low-velocity impact behavior of a novel 
GLARE variant using a low-cost technology, developed by 
our industrial partner, is investigated. Here, machined hooks 
are created on the surface of sheet metal aluminum. During 
the curing cycle of the GLARE, those hooks penetrate the 
FRP layers creating an integrated mechanical interlock 
bonding system. While the modified GLARE possesses 
mechanical properties similar or comparable to those of 
GLARE build using the standard methodology available in 
the aerospace industry, the hook formation process is less 
costly compared to other surface treatment methods used to 
improve consistency failure. Moreover, we used the hot-
press method to build our samples which is very cheap 
compared to the infrastructure required for the autoclave 
manufacturing process which further reduces the cost.  
This paper is organized in five sections. After this 
introduction, the manufacturing process of the modified 
GLARE is explained in section 2. The test setup, procedures 
and results for impact testing are presented in section 3. 
Mechanical characterization results obtained through tensile 
testing are presented in section 4. The paper is concluded in 
section 5. 
II. MODIFIED GLARE
A. Lay-up 
We based the lay-up of the modified GLARE on those of 
GLARE-3 [14]. The lay-up of the modified GLARE is 
formed of three layers of aluminum 2024-T3 (two external 
layers with single-sided hooks and one middle layer with 
double-sided hooks) alternating with two pre-impregnated 
(pregregs) glass fiber layers. We used fiber layers consisting 
of 0.008” (0.20 mm) thick of 8H satin glass fiber weaved 
prepregs supplied by ACP Composites [15]. This is chosen 
due to availability, cost, and storage requirements. 
To optimize the geometry of the hooks, four configurations 
of modified GLARE are considered in this study. The 
different configurations are based on geometry variants of 
the machined hooks including two hook sizes as well as two 
hook profiles. Table 1 summarizes the lay-up specifications 
of the four configurations of modified GLARE considered 
as well as those of the standard GLARE (with no-hooks). 
B. Hooks Development 
0.016” (0.40 mm) thick ALCLAD 2024-T3 aluminum sheet 
metals are used. Nano and micro hooks with straight and 
curved profiles are machined on the surface of sheet metals 
using the manufacturing services at our industrial partner. 
Due to tooling limitations, we are able to machine the hooks 
on only a 6” wide sheet metal strips. The sheet metal strips 
are cut into 12” in length to fit within the hot-press available 
for the manufacturing of GLARE. Fig. 1 shows microscopic 
images of the machined sheet metal with straight and curved 
hooks. 
TABLE I. LAY-UP SUMMARY OF THE STANDARD AND MODIFIED 
GLARE 
Figure 1.  Microscopic view of CMH (left) and SMH (right) using 
AmScope Inverted Trinocular Metallurgical Microscope 
Standard 
(No-Hooks) 
Modified GLARE 
Straight 
Nano 
Hooks 
(SNH) 
Straight 
Micro 
Hooks 
(SMH) 
Curved 
Nano 
Hooks 
(CNH) 
Curved 
Micro 
Hooks 
(CMH) 
Metal Layer 
2024-T3 
ALCLAD 
aluminum 
2024-T3 
ALCLAD 
aluminum 
2024-T3 
ALCLAD 
aluminum 
2024-T3 
ALCLAD 
aluminum 
2024-T3 
ALCLAD 
aluminum 
Metal 
Thickness 
0.016” (0.40 
mm) 
0.016” 
(0.40 mm) 
0.016” 
(0.40 mm) 
0.016” 
(0.40 mm) 
0.016” 
(0.40 mm) 
No. of No-
Hooks 
Layer 
3 sheets — — — —
No. of 
Hooked 
Layer 
— 
2 single-
sided, 
1 double-
sided 
2 single-
sided, 
1 double-
sided 
2 single-
sided, 
1 double-
sided 
2 single-
sided, 
1 double-
sided 
Hook Type — 
Straight-
profile 
nano 
hooks 
Straight-
profile 
micro 
hooks 
Curved-
profile 
nano 
hooks 
Curved-
profile 
micro 
hooks 
Hook 
Height 
— 
0.008” 
(0.20 mm) 
0.028” 
(0.70 mm) 
0.008” 
(0.20 mm) 
0.028” 
(0.70 mm) 
Hook Width — 
0.0012” 
(0.03 mm) 
0.0042” 
(0.11 mm) 
0.0012” 
(0.03 mm) 
0.0042” 
(0.11 mm) 
Hook 
Density 
— 
250-260 
hooks/in2
(single-
sided), 
240-250 
hooks/in2 
per side 
(double-
sided) 
250-260 
hooks/in2
(single-
sided), 
240-250 
hooks/in2 
per side 
(double-
sided) 
250-260 
hooks/in2
(single-
sided), 
240-250 
hooks/in2 
per side 
(double-
sided) 
250-260 
hooks/in2
(single-
sided), 
240-250 
hooks/in2 
per side 
(double-
sided) 
Prepreg 
Layer 
(ACP 
Composite) 
E-glass fabric 
impregnated 
with a 
thermosetting 
epoxy resin 
system 
E-glass 
fabric 
impregnate
d with a 
thermosetti
ng epoxy 
resin 
system 
E-glass 
fabric 
impregnate
d with a 
thermosetti
ng epoxy 
resin 
system 
E-glass 
fabric 
impregnate
d with a 
thermosetti
ng epoxy 
resin 
system 
E-glass 
fabric 
impregnate
d with a 
thermosetti
ng epoxy 
resin 
system 
Prepreg 
Thickness 
0.008” (0.20 
mm) 
0.008” 
(0.20 mm) 
0.008” 
(0.20 mm) 
0.008” 
(0.20 mm) 
0.008” 
(0.20 mm) 
Prepreg 
Type 
57x54 8H 
Satin Weave 
57x54 8H 
Satin 
Weave 
57x54 8H 
Satin 
Weave 
57x54 8H 
Satin 
Weave 
57x54 8H 
Satin 
Weave 
Resin 
Content 
30% +/- 3% 
30% +/- 
3% 
30% +/- 
3% 
30% +/- 
3% 
30% +/- 
3% 
Surface 
Treatments 
Grit blasting, 
AC-130-2 
sol-gel by 
3M 
— — — —
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C. Manufacturing 
The GLARE manufacturing process can be summarized into 
four distinct stages, namely, cleaning, lay-up, curing, and 
cutting. Prior to lay-up and curing, the prepreg layers are cut 
to 152 x 304 mm2 (6 x 12 in2) and debulked in a cold 
hydraulic press at 1.4 metric tons of pressure for 12 hours to 
remove any air pockets before lay-up.  
The sheet metals are then degreased with methyl ethyl 
ketone (MEK) followed by cleaning in an ultrasonic bath 
using 100 mL of soap and 20 L of water for 15 minutes, 
before being thoroughly rinsed with tap water and wiped 
down with isopropyl alcohol, as shown in Fig. 4.  
Following industry standards for the manufacturing of 
standard GLARE, prior to lay-up, no-hook sheet metal 
layers, used to manufacture the standard GLARE, are further 
treated with grit blasting using silica sand at 110 psi and 
then sprayed with 40 mL of AC-130-2 Sol-Gel, produced by 
3M [16]. The Sol-Gel is then left to dry for 1 hour before 
beginning the lay-up of the standard GLARE. Sol-Gel forms 
an organic layer which promotes bonding between layers. 
Prior to curing, the laid-up panels are debulked once again 
in a hydraulic press at 1.4 metric tons of pressure for 1 hour 
at room temperature to promote adhesion and to remove any 
air trapped during lay-up. Curing was done in house using a 
heated Carver pneumatic press at a pressure of 1.6 tons, as 
shown in Fig. 4. The temperature was increased from room 
temperature to 310 °F at an approximate rate of 5 °F/min, 
then cured for an hour at 310 °F before being left to cool to 
room temperature. Cured samples are then removed from 
the press once their temperature fell below 140 °F (after 
approximately four hours). 
Test samples are cut from the manufactured GLARE panels 
using a UHAP Smart Cut 6100 composite wet saw to the 
dimensions described in Section 3.2. The saw uses a nickel 
bond diamond wafering blade lubricated with distilled water 
to accurately cut samples to size with a precision of 0.13 
mm (0.05 in). 
D. Microscopic Investigation 
To check the quality of the modified GLARE panels, pre-
testing microscopic analysis is conducted. Cross-sections are 
cut from a random selection of the manufactured panels and 
inspected using an optical microscope, as shown in Figs 2-5. 
As shown in Fig. 2, GLARE with SNH showed the best 
manufacturing quality. It is observed that SNHs are able to 
penetrate well into the fiberglass composite which resulted 
in a very good integration at the interface of the different 
layers of the material. However, in few locations the hooks 
are found not penetrating the fibers and instead, the fibers 
are bending around the hooks creating potential gaps and 
fiber breakage, as shown in Fig. 2. A potential solution to 
this includes using a fiberglass weave with lower fiber 
density as well as redesigning the hooks with straight, 
sharper, pin profile.  
Figure 2.  Microscopic view of modified GLARE with SNH using 
AmScope Inverted Trinocular Metallurgical Microscope 
Figure 3.  Four microscopic views of modified GLARE with CNH using 
AmScope Inverted Trinocular Metallurgical Microscope 
As shown in Fig. 3, microscopic inspection of modified 
GLARE with CNH showed several manufacturing flaws 
including hooks crushing and breakage as well as 
development of gaps and fiber breakage. This can be 
attributed to the curved hook profile which significantly 
reduce the penetration capability of the hooks into the 
composite layers. 
Modified GLARE with micro hooks showed the worst 
manufacturing quality. As shown in Fig. 4 and 5, most of 
the SMH and CMH are either crushed under pressure during 
curing or resulted in fiber breakage and development of 
several gaps. 
III. LOW-VELOCITY IMPACT TESTING
A. Test Setup 
Low velocity impact tests were performed using an Instron 
Dynatup 8200 drop weight impact tower following ASTM 
D7136/D7136-M [17]. A hemispherical impactor with a 
diameter of 25.4 mm and a mass of 10.1 kg was used in all 
tests. Samples were clamped using a custom-built impact 
fixture modelled after the impact fixture used by Laliberte et 
al. [18], shown in Fig. 6. The impact fixture had a filleted 
circular opening with a diameter of 112 mm (4.4 in) to 
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prevent corner and edge deformations. Three samples of 
each GLARE configuration are tested at 7.5J energy level, 
including one configuration of standard GLARE with no-
hooks and four configurations of modified GLARE. 
Samples were cross-sectioned and examined under an 
optical microscope post-impact to determine internal 
damages. 
Figure 4.  Microscopic views of modified GLARE with SMH using 
Keyence Digital Microscope VHX-6000 Series 
Figure 5.  Microscopic view of modified GLARE with CMH using 
AmScope Inverted Trinocular Metallurgical Microscope 
B. Impact Response 
The averaged load versus time curves for each test 
configuration are shown in Fig. 7. The averaged maximum 
load of each test configuration is shown in Table 2. As 
shown in Fig. 7, samples of modified GLARE with nano 
hooks have similar impact responses to those of standard 
GLARE. While the modified GLARE with SNH supports a 
lower maximum load than standard GLARE, as shown in 
Table 2, a drop of 2% is deemed insignificant compared to 
cost savings during metal sheet surface preparation. 
Modified GLARE with micro hooks had worse impact 
responses compared to modified GLARE with nano hooks 
and standard GLARE. Despite supporting similar maximum 
loads to the other GLARE configurations, modified GLARE 
with micro hooks experienced significant internal failure 
during impact, as shown by the sharp drop in supported load 
in Fig. 7. This is attributed to the significant presence of 
voids and internal defects in the micro-hooked samples, as 
shown in Figs. 4 and 5. 
Figure 6.  Drop tower (left) and custom impact fixture (right) 
Figure 7.  Averaged load v. time curves for each test configuration 
TABLE II. AVERAGED MAXIMUM LOAD OF GLARE 
Specimen 
Averaged Maximum Load 
(N) 
No-hooks 2571.7±19.6
SNH 2256.5±0.8
SMH 2552.0±19.6
CNH 2529.6±21.0
CMH 2588.3±156.4
C. Damage Assessment 
Fig. 8 shows a representative internal cross-section of each 
test configuration. As shown in Fig. 8, modified GLARE 
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with nano hooks experienced significantly less delamination 
and fiber breakage than standard GLARE.  
Figure 8.  Internal cross sections of samples at 7.5 J, in the following order 
from top to bottom: standard GLARE, SNH, SMH, CNH, CMH 
Standard GLARE samples also possess a larger internal 
damage area, as internal damages extend far beyond the 
impactor dent. This can be attributed to the superior 
interlocking behavior of the nano hooks. The modified 
GLARE with micro hooks experience significantly more 
damage than the other test configurations. In addition to 
experiencing major fiber breakage near the impactor dent, 
the modified GLARE with micro hooks are the only test 
configurations that experience observable cracks in the 
metal surfaces, as shown in Fig. 8. This is due to the 
reduction in strength in the metal layers due to hooks 
machining. Since the hooks are made directly from the sheet 
metal surfaces, larger hooks would remove more material, 
reducing its strength. Since nano hooks have smaller hooks, 
it would not experience as significant of an issue. 
IV. MECHANICAL CHARACTERIZATION
Tensile tests were performed to mechanically characterize 
the modified GLARE. Tensile tests are performed using 810 
Materials Testing System (MTS), shown in Fig. 9. 
Rectangular test samples are manufactured following ASTM 
D3039/D3039M [19] with dimensions of 216 x 22 mm2 (8.5 
x 0.85 in2) and grip lengths of 47 mm (1.85 in). Five 
samples of each GLARE configuration are tested including 
one configuration of standard GLARE with no-hooks and 
four configurations of modified GLARE. Samples are tested 
at a constant load rate of 2.0 mm/min. Test data was 
recorded at a frequency of 5.0 Hz. 
The averaged stress versus strain curves for each test 
configuration are shown in Fig. 10. The averaged elastic 
modulus, yield strength, ultimate tensile strength, and 
elongation to fracture of each test configuration are shown 
in Table 3. 
All tensile samples of modified GLARE with micro hooks 
as well as those of standard GLARE experienced significant 
fiber breakage and edge delamination upon tensile failure, as 
shown in Fig. 11. 
Figure 9.  810 Material Testing System (MTS) (left) and a mounted tensile 
test sample (right) 
Figure 10.  Tensile test results of GLARE 
Also, their samples experienced full rupture upon failure, as 
shown in Fig. 12. Samples of modified GLARE with nano 
hooks tended to partially fracture, leaving the back metal 
sheet intact, as shown in Fig. 13. Despite earlier failure of 
modified GLARE samples with CNH and at lower ultimate 
stress level compared to standard GLARE and modified 
GLARE with SNH, the difference in strength between them 
lie only within 10% - 20%. As shown in Fig. 10 and Table 
2, modified GLARE with SNH experienced drop of 4.5% 
and 3% in elastic modulus and yield strength, respectively, 
compared to the standard GLARE. 
TABLE III. TENSILE MECHANICAL PROPERTIES  OF GLARE 
Specimen Elastic 
Modulus  
(GPa) 
Yield 
Strength  
(MPa) 
Ultimate 
Strength 
(MPa) 
Elongation 
to Break 
(%) 
No-hooks 42.3±0.3 243.4±2.3 378.5±8.8 2.69±0.1 
SNH 40.4±1.6 236.8±4.6 362.3±16.8 2.63±0.29 
SMH 28.0±0.02 141.5±2.3 143.2±2.6 0.75±0.02 
CNH 53.1±1.4 229.9±0.8 352.2±2.8 2.02±0.07 
CMH 28.3±0.5 145.7±1.8 156.0±6.0 0.93±0.15 
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Figure 11.  Fiber breakage and delamination in standard GLARE (left) and 
modified GLARE with CMH (right) 
Figure 12.  Top view of fractured samples of modified GLARE with CMH 
(left) and standard GLARE (right) 
Figure 13.  Partial fracture in samples of modified GLARE with SNH (left) 
and CNH (right) 
The results from the tensile tests agree with the conclusions 
from the impact tests, namely comparable mechanical 
responses between the modified GLARE with SNH and 
standard GLARE, and the superior internal damage 
resistance of modified GLARE with SNH. 
V. CONCLUSION 
The low-velocity impact response of GLARE samples with 
and without hooks are experimentally investigated to 
determine whether machined hooks can be considered as a 
low-cost alternative to expensive industry-standard methods 
of improving adhesion in FML manufacturing. Hooks of 
different sizes and profiles are tested to determine the 
optimal hook size and profile. The following conclusions are 
made: 
Modified GLARE with SNH samples had comparable 
dynamic impact responses to standard GLARE samples, 
while outperforming the standard GLARE samples in terms 
of the severity and extent of internal damages. While 
modified GLARE with CNH had comparable behavior to 
that with SNH, microscopic analysis revealed that CNHs do 
not penetrate the fibers in the composite layer due to the 
shape of its profile. 
Micro-hooked samples perform significantly worse 
compared to all other test configurations in terms of both 
dynamic response and internal damages. This is due to the 
high number of voids and internal defects in the micro-
hooked samples, which stem from the composite layer being 
too thin to fully encompass the larger hooks. In addition, the 
micro hooks are deformed or damaged due to the clamping 
pressure exerted on it during manufacturing.  
Based on these conclusions, modified GLARE with SNH 
has the potential to be a viable, low-cost alternative to 
traditional methods of improving consistency failure in 
FMLs. 
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Abstract—Micro-arc oxidation (MAO) technology is
attractive for the surface treatment of Mg alloys for diverse
applications because it can be used to form adherent coatings
with superior wear and corrosion resistance. In the present
study, the corrosion protective MAO coatings were prepared
on the AZ31B, AZ80 and ZK60 cast magnesium alloy at a
constant current mode in an alkaline silicate electrolyte.
Analysis of the surface and cross-section morphology, phase
composition and microstructures of the MAO coatings and
these three kinds of substrates was conducted utilizing
scanning electron microscope (SEM) and X-ray diffraction
(XRD) techniques. The corrosion properties of the uncoated
and MAO coated Mg alloys were investigated using advanced
electrochemical methods including the open circuit potential
(OCP) measurement and electrochemical impedance
spectroscopy (EIS). To further characterize the protectiveness
of the MAO coating, the scribed MAO coated AZ31B and
ZK60 alloy coupons were exposed to the continuous salt spray
corrosion testing (SSCT) for 168 h. The experimental results
show that the phase composition, the thickness and the
microstructure of MAO coatings on different kinds of Mg
alloys did not show any differences between them. While the
MAO coating provides the best robust protection on the ZK60
Mg alloy substrate in the aqueous salt solution and continuous
salt spray environments, the corrosion resistance increased by
nearly three orders of magnitude as compared to uncoated Mg
alloy.
Keywords-Cast magnesium alloys; Micro-arc oxidation; 
Electrochemical kinetic parameters; Scribe testing 
I. INTRODUCTION
In the automotive industry, magnesium and magnesium
alloys have been given priority to be the structural components
to reduce the weight and decrease the fuel emissions [1]. As the
application of magnesium alloys becoming mature, they are not
only applied in the internal and unloading components, but also
serviced in the external and loading parts [2,3]. However,
magnesium alloy is prone to corrosion during services, which
is a major factor in obstructing its application [4,5].
This paper discusses a promising surface treatment, micro-
arc oxidation (MAO), to form the ceramic coatings on Mg and
their alloys [6]. Up to now, the MAO coatings are widely used
on different kinds of the magnesium alloy, which makes the
perfect combination of the base material [7]. In this work, we
chose two Mg-Al alloys (AZ31B and AZ80) and one Mg-Zn
alloy (ZK60) as the substrate. Inclusion of Al can improve the
corrosion resistance of magnesium alloy[8], and the zinc
element with zirconium in Mg alloy has successful grain
refinement and better anti-corrosion behavior [9]. For a better
understanding of the correlations of MAO coatings, different
substrate element alloys, corrosion kinetics in simulated service
environment of automotive applications, the microstructure and
corrosion properties of uncoated and MAO coated AZ31B,
AZ80 and ZK60 were studied by the microscopic analysis and
corrosion methods.
II. MATERIALS AND EXPERIMENTS
A. Materials
The materials were commercially available AZ31B [10,11],
AZ80 [12] and ZK60 [9] cast Mg alloys (see Table 1). These
alloys were cut into flat coupons with the dimensions of 50
mm*25 mm*3 mm. And then all the specimens were ground
with emery paper to achieve lower surface roughness.
The processing parameters for the MAO treatment are
listed in Table 2. All MAO coatings were performed at Xi’an
University of Technology. After the MAO treatment, the
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specimens were first cleaned with distilled water and then air
dried for further analysis.
TABLE 1 Chemical composition of the substrate alloys
Alloys Compositions (wt.%) 
Al   Zn    Zr    Mn     Si    Cu    Mg 
AZ31B
AZ80
ZK60
3.1 1.05 0.54 0.02 0.0008   Balance
8.4 0.48 0.2 0.026 0.0026 Balance
5.2 0.47 0.09 0.03 0.005   Balance
TABLE 2 Processing parameters for the MAO treatment
Electrolyte composition
Na2SiO3-5 g/L;
KF-8 g/L;
KOH-10 g/L
Electrolyte pH 13
Current density (mA/cm2) 34
Power supply pulse width (μs) 80
Processing time (min) 5
Power supply average current(A) 1
B. Specimen examination and test methods 
For metallographic characterization of the base alloys,
optical microstructure of the specimens were studied using the
etching reagents, and the etching procedure was immersing
specimen face up with gentle agitation until face turns brown.
The surface and cross-section morphologies of the MAO
coated different substrate were investigated by XL30 SEM.
And phase composition of uncoated and MAO coated
specimens was identified by XRD analysis.
The electrochemical measurements including open-current
potential (OCP) and electrochemical impedance spectroscopy
(EIS) were obtained using a Solartron Analytical 1287A
potentiostat/galvanostat and Solartron 1255B Frequency
Response Analyzer controlled by a personal computer at room
temperature in the corrosive medium 3.5 wt.% NaCl solution.
The scribe test were conducted in the Singleton
Corp.SCCH-salt fog chamber to a static environment of
continuous salt spray with a concentration of 5 wt.% NaCl at
36 ℃, 100% relative humidity according to ASTM B117 [13].
MAO coated AZ31B and ZK60 contained a vertical scribe
parallel to major long axis (about 3.5 cm in length) down the
centerline. Scribing was performed by rounded tip scribing tool
to make sure that fresh Mg alloy substrate metal was exposed.
The rust creepage along the scribe after corrosion testing was
evaluated.
III. RESULTS AND DISCUSSION
A. Materials characterization 
Fig.1 shows the optical micrographs of the internal
structure for the AZ31B, AZ80 and ZK60 cast magnesium
alloys. For AZ31B, the volume fraction ratio of the β-Mg17Al12
is low and it is diffused in the matrix α-Mg because of the low
aluminum content as shown in the Fig.1a. In the AZ80 alloy,
the higher content of Al element, the richer β-phase formed a
continuous network and precipitated along the grain boundaries.
There are MgZn2 and Zn2Zr intermetallic compound in the
ZK60 alloy (shown in Fig.1c,d). The zirconium in ZK60
magnesium alloys can refine grain and purify the composition
of alloy [14].
Figure 1. Optical micrographs (a,b,c) and XRD patterns (d) of the  AZ31B,
AZ80 and ZK60 Mg alloys
SEM images and phase compositions of the typical surface of
the MAO coated magnesium alloys are shown in Fig.2. The
surface of the MAO treated different Mg alloys under same
processing parameters were featured by a porous morphology
with lots of volcano top-like micro-pores which diameter is
about 1 μm, dense and uniform ceramic coating with strong
adhesion to substrate are formed on the substrates. There is no
obvious difference between the surface micrographs of these
three specimens. The thickness of the MAO coatings is about
5.5 μm, and a typical amount of micro-pores and micro-cracks
can still be found in the coatings. Seen from the XRD spectra,
it is clear that the surface of all treated specimens are mainly
composed of Mg phase, MgO, MgF2 and Mg2SiO4. And they
also contained some complex silicate compounds
Mg3Al2(SiO4)3 and MgxFy(SiO4)z.
Figure 2. SEM images of the surface, cross-sectional morphology and the
corresponding phase compositions (d) of the MAO coated (a) AZ31B, (b)
AZ80 and (c) ZK60 Mg alloys
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B. Electrochemical corrosion test 
1) OCP
Fig.3 shows the OCPs of these different specimens. After
30 min of immersion, all these specimens were reached to the
relatively stable values of electrode potentials. Compared with
the bare substrate, the OCPs of the specimens with MAO
coated Mg alloys were shifted towards the noble direction. The
uncoated Mg specimens had a low average OCP value of -1.54,
-1.52 and -1.49 V for AZ31B, AZ80 and ZK60 Mg alloy,
respectively. In contrast, all the MAO coated AZ31B, AZ80
and ZK60 specimens showed more noble average OCP values,
which were -1.29, -1.28 and -1.26 V, respectively. These
results suggest that MAO deposited on magnesium alloys
showed a better thermodynamically stable and can improve the
corrosion resistance of magnesium alloys in a dilute chloride
solution.
Figure 3. OCPs vs. immersion time curves in 3.5 wt% NaCl solution for
uncoated and MAO coated different Mg alloys
2) EIS
Fig.4 shows the plots of impedance modulus vs. frequency
and phase angle vs. frequency measured after the OCP test for
the MAO coated and bare magnesium alloys. The equivalent
circuits seen in Fig.5 were used to simulate the measured
impedance data of the uncoated and MAO coated Mg alloys,
and it shows the charge transfer between the reference
electrode and working electrode during the corrosion process.
Figure 4. EIS experimental data and simulated curves for coated and uncoated
Mg alloys specimens in the form of Bode plots: (a) impedance modulus vs.
frequency, and (b) phase angle vs. frequency plots
Figure 5. Equivalent electrical circuits for (a) AZ31B, (b) AZ80 and ZK60 and
(c) MAO coated AZ31B, AZ80 and ZK60 alloys
For the substrate AZ31B Mg alloy, Fig.5 shows the
adsorption inductance behavior in the low frequency range
(less than 100 Hz) of the spectrum. Its equivalent circuit
(Fig.5a) is made up of the electrolyte resistance (Rs), charge
transfer resistance (Rct) of the double-layer capacitor and
double-layer capacitance (Qdl) which are attributed to the
Faradaic processes [15], adsorption resistance (Rads) and
adsorption inductance (Lads) which are associated with either
the corrosion products such as MgO/Mg(OH)2 formed on the
surface of Mg alloy or Mg dissolution in chloride containing
solution. In AZ80 and ZK60 alloy, their equivalent circuit
includes Rs, Rct and Qdl. The proposed equivalent circuit of
MAO coated Mg alloys is shown in Fig.5c. It consists of Rs, Rct
and Qdl, coating resistance (Rcoat) and coating capacitance
(Qcoat) which is the virtual properties of MAO coating [16]. It
can be seen from Fig.4 that the simulated curves fit very well
with the experiment data. The fitting results are summarized in
Table 3.
TABLE 3 Results of fitting EIS data for the uncoated and MAO coated Mg
alloys specimens
Specimen
Rct 
(Ω∙cm2) 
Qdl 
(μF/cm2∙s1-n) 
ndl 
Rads 
(Ω∙cm2) 
Lads 
(H/cm2) 
Rtotal 
(Ω∙cm2) 
AZ31B 1.59×103 23.59 0.864 870 1415 2.459×103 
AZ80 3.31×103 18.92 0.901 3.307×103 
ZK60 6.34×103 8.72 0.938 6.335×103 
Specimen
Rcoat
(Ω∙cm2) 
Qcoat
(μF/cm2∙s1-n) 
ncoat
Rct
(Ω∙cm2) 
Qdl
(μF/cm2∙s1-n) 
ndl 
Rtotal 
(Ω∙cm2) 
MAO 
coated
AZ31B
7.97×105 0.066 0.885 1.34×106 0.186 0.856 2.141×106 
MAO 
coated
AZ80
8.28×105 0.040 0.859 2.10×106 0.103 0.883 2.929×106 
MAO 
coated
ZK60
2.10×106 0.010 0.847 3.54×106 0.068 0.895 5.645×106 
In this work, a Rads of 870 Ω∙cm2 was obtained for the
uncoated AZ31B alloy specimen. In comparison, 3-4 orders of
magnitude higher coating resistance Rcoat (7.97×105 ~ 2.10×106
Ω∙cm2) than the Rads of uncoated AZ31B Mg alloy were
obtained for the MAO coated specimens. It is suggested that
the formation of complex compounds consisting of mainly
Mg2SiO4 and MgF2 on the alloy surface during the MAO
process improved the corrosion resistance of the alloy
significantly. The high Rcoat and low Qcoat indicate a small
number of ionic conducting pathways (pores and micro-cracks)
in the MAO coating, especially for the MAO coated ZK60 Mg
alloy. It should be noted that for all coated specimens the
charge transfer resistance Rct obtained is always higher than
coating resistance Rcoat, indicating that the charge transfer
through the electrical double-layer at the coating/substrate
interface is also pronouncedly impeded by the MAO coating,
leading to improve the corrosion resistance of the MAO coated
Mg alloy specimens.
For the charge transfer resistance (Rct), it can be acquired
from the high-frequency range and correspond to the
dissolution of magnesium alloy and can directly characterize
the corrosion resistance of the specimens. As shown in Table 3,
the MAO coated ZK60 Mg alloy specimen has a very high Rct
(3.54×106 Ω∙cm2) and low Qdl (0.068 μF/cm2∙s1-n) compared
with other coated specimens. This can be attributed to the more
compact coating microstructure and elements with more
positive potential obtained under such a processing condition.
It is worth noticing that the polarisation resistance Rtotal
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(Rtotal=Rcoat + Rct for MAO coated Mg alloys specimens,
Rtotal=Rads + Rct for uncoated AZ31B specimen, and Rtotal=Rct
for uncoated AZ80 and ZK60 specimens) measured by EIS, as
listed in Table 3, follows such an order: MAO coated ZK60 >
MAO coated AZ80 > MAO coated AZ31B; for bare alloys:
ZK60 > AZ80 > AZ31B. The polarisation resistance from EIS
has been widely used to account for the kinetics of
electrochemical corrosion process [17]. The higher polarisation
resistance, the better corrosion resistance the coated specimen
exhibits.
C. Scribe testing
Fig. 6 shows the photographs of the MAO coated AZ31B
and ZK60 specimens after 0 h, 72 h and 168 h exposure in the
ASTM B117 test environment. After 72 h, visual corrosion
damage associated with the scribe was observed on the MAO
coated AZ31B alloy. None of the MAO coated ZK60 alloy
exhibited any visual corrosion damage associated with the
scribe. As the corrosion continues (168 h), MAO coated
AZ31B specimen exhibited significantly more corrosion
products relative to the MAO coated ZK60 alloy. And there are
some corrosion areas occurred on the MAO coated AZ31B
alloy. The visual extent of the adherent corrosion product was
significantly less than the MAO coated ZK60.
Figure 6. Photographs of the scribed MAO coated (a) AZ31B and (b) ZK60
specimens before corrosion and after ASTM B117 testing for 72 h and 168 h
It seems that the spread of corrosion from scribe was
influenced more by the difference in the coating substrate.
Combining the microstructure and electrochemical corrosion
results, in AZ series and ZK60 alloys, the corrosion mechanism
was more influenced by the Al, Zn distribution and
morphology of the formed β-phase. The highest corrosion
resistance of ZK60 among these three alloys is related to Zn
and Zr elements which can form the compounds of MgZn2 and
Zn2Zr [18]. For MAO coating, the MAO coated Mg alloys
exhibited excellent corrosion performances due to the
protection of the MAO coatings containing Mg2SiO4 and MgF2
phases that have relatively stable chemical properties [19].
Under the same MAO processing parameters, there is not much
difference between the thickness and density of the coating on
different substrate. When the coating is broken down, its
corrosion is mainly depended on the substrate properties. After
the scribe testing, the MAO coating on ZK60 specimen
exhibited better corrosion protection in the continuous slat
spray environment than that synthesized on the AZ31B alloy.
IV. CONCLUSIONS
In this work, the significance of the microstructure and
corrosion properties of the MAO coated different kinds of
magnesium alloys were evaluated using advance
microstructural and surface analysis techniques,
electrochemical testing method and scribe testing exposure in
the ASTM B117 test environment. The conclusions can be
summarized as:
1) The corrosion behavior of the three kinds of cast
magnesium alloy of AZ31B, AZ80 and ZK60 has shown that
the ZK60 Mg alloy is better than AZ80 and AZ31B.
2) Adherent, dense and uniform MAO coatings are grown
on AZ31B, AZ80 and ZK60 Mg alloy substrates in an alkaline
silicate electrolyte. SEM and XRD analysis has shown that the
MAO coating is a complex mixture of compounds including
MgO, Mg2SiO4 and MgF2, etc. The variation of different
substrate materials did not result in any marked change in the
compositional or phase composition and the thickness,
microstructure of the MAO coating.
3) MAO coatings provide robust protection of the
AZ31B, AZ80 and ZK60 Mg alloys substrate in both
electrochemical and scribe salt spray corrosion tests. The
MAO coated ZK60 exhibited better anti-corrosion
performance among these specimens.
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Abstract— Elemental powders of Atomized Iron (Fe), Carbon 
(C) and Molybdenum (Mo) were weighed and mixed in a pot
mill to yield the composition of C45, C45-1%Mo and C45-
2%Mo Steels, then compacted and sintered. The Sintered
preforms had a density- 75% of the Theoretical Density. Then
the Sintered preforms were subjected to densification to get
two densities- 80% and 85% of the theoretical density through
Forging. The sintered and densified preforms of alloy steels
are subsequently machined to get the required test specimens.
The experiments were conducted on a pin-on-disc Tribometer,
conforming to ASTM G99 standards, on a rotating EN32 disc.
Using Minitab 16 software, the Dry Sliding wear experiments
were planned using L27 Orthogonal Array. The % Theoretical
Density of the Specimens, % Mo Addition, Load and Sliding
Speed were taken as input parameters, mass loss was the
output parameter. It was observed that the increasing density
of alloy steels adversely affects the wear resistance of the alloy
steels and mass loss is increased. It was found that the addition
of Mo significantly improves the wear resistance of the alloy
steels irrespective of the densities due to hard phase carbides
present in the microstructure. Empirical correlations for mass
loss with respect to input parameters had been developed
using Regression Analysis. In the case of Mo added alloy, Mo
particulates embedded between the ferrite-pearlite grains are
observed from the microstructure.
Keywords- Powder Metallurgy, Wear, Sintered Steels 
I. INTRODUCTION
Tribology is a field of science which applies an operational 
analysis to problems of great economic significance such as 
reliability, maintenance and wear of technical equipment 
ranging from household appliances to aircraft. Derived from 
the Greek word ‘Tribos’, which means sliding or rubbing, the 
term deals with friction, wear and lubrication of the interacting 
surfaces in relative motion. Wear is an inevitable phenomenon 
and occurs at all places where there exist interacting surfaces 
in relative motion such as gears, bearing, coupling, sealing, 
cams, clutches, etc. Wear is the major cause of material 
wastage and loss of mechanical performance and any 
reduction of which can result in considerable savings. Friction 
is the principle cause of wear and energy dissipation. It is 
estimated that one third of world’s energy resources in present 
use is needed to overcome friction in one form or another. One 
effective way to friction and wear is lubrication. Another 
convenient method is to devise special Tribo materials, which 
is more wear resistant as well as economically affordable 
II.  LITERATURE SURVEY
Molinari and Straffelini [1] investigated the wear behaviour of 
Fe-C-Ni-Mo and Fe-C-Mo steels in three states namely steam 
treated, sintered and heat treated (oil quenching and stress 
relieving). Due to their high resistance to plastic flow, the 
heat-treated steels exhibited lesser wear rates. Oxidative wear 
is commonly observed in all the three states. The Molybdenum 
alloyed steel had a higher wear resistance compared to the 
other steels due to the evenly distributed bainite structure. 
Molinari and Straffelini [2] investigated the dry sliding wear 
behaviour of sintered and steam treated Fe-2%Cu and Fe-
0.3%C alloy steels. They found that the wear rate is 
independent of the chemical composition of steels as long as 
the oxide layer forms on the outer surface and the wear rate is 
lesser. The Copper and Carbon alloyed steels exhibit improved 
wear resistance because to the domination of delamination 
wear mechanism. Wang and Danninger [3] found that the 
Sintering temperature affects the wear behaviour of sintered 
steels with 1% Carbon and 3.5% Molybdenum addition. At a 
Lesser sintering temperature (11200C) the wear rate of the 
steels is lesser when compared with Steels subjected to the 
higher sintering temperature (12200C). Razavizadch and 
Davies [4] reported that the addition of copper as alloying 
element to iron based alloys significantly improves the wear 
resistance of the alloy steels due to predominant delamination 
wear process. Ceschini et al [5] have found that the increase in 
Molybdenum addition to Fe-C steels and higher a sintering 
temperature lead to significant improvement in the sliding 
wear resistance of Fe-C-Mo because to the formation of 
bainite microstructure.  Gopinath [6] studied the influence of 
speed on the wear of sintered iron-based materials. The wear 
rates of sintered Fe-Cu alloys got reduced with increasing 
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sliding speed upto a particular threshold value, after which the 
trend got reversed. Zhang et al [7] observed that the addition 
of Sulphur (S) to Fe-Mo alloy steels contributes to reduction 
of the wear rate due to the chemical reactions of Sulphur with 
Molybdenum, which leads to the formation of Sulphide of 
Molybdenum, which forms adherent film on the wear surface. 
Murakami et al [8] observed that the Fe-Mo Steel specimen 
exhibited higher wear resistance at the non-annealed state 
when compared to the annealed specimen of the same alloy 
steel because of higher fracture toughness and hardness. The 
formation of oxides of Molybdenum during the wear test lead 
to lower coefficient of friction. Adhesive wear mechanism was 
identified as the predominant in the wear of alloy steel. Tekeli 
et al [9] experimentally found that the wear rate of Annealed 
Fe-0.3%C P/M steel, followed by water quenching was lower 
compared to that of as sintered state. This is due to the 
transformation of pearlite into martensite microstructure 
during quenching process. The wear mechanism found in the 
alloy specimen is a mixture of adhesive and abrasive wear due 
to high volume fraction of martensite in microstructure. 
Tekeli and Gural [10] have investigated the effect of 
microstructure and heat treatment on dry sliding wear 
behaviour of Sintered steels with 0.3% Carbon and 2% Nickel 
additions. They have experimentally found that the Tempered-
Quenched specimens had lower wear resistance when 
compared to the Inter-Critically Annealed specimens of same 
composition. It was due to the detachment of surface platelets 
(wear debris) by micro ploughing and subsequently the 
predominant abrasive wear mechanism is taking place on the 
surface. The specimens subjected to Lower Inter-Critical 
annealing temperature (7280 C) exhibited lesser wear rate 
when compared to the specimens annealed at the higher Inter-
Critical Annealing temperature (9000 C) due to the 
transformation of martensite from the rich austenite 
microstructure. Caloco et at [11] experimentally found that 
though the Laser Surface Melted- Sintered AISI M42 
exhibited higher hardness when compared with as sintered 
AISI M42 specimens. The Laser Surface Melted- Sintered 
specimens exhibited poor wear resistance compared to 
sintered specimens. It was due to the complete elimination of 
residual porosity and formation of super saturated martensite 
that lead to the dominance of abrasive wear. Anton et al [12] 
found that the addition of 0.7% Carbon to plain carbon steels 
enhances their wear resistance when compared with 0.3% 
Carbon addition. They have also found that the addition of 
Manganese (Mn) alone to the 0.7% Carbon steels showed 
improved wear behaviour than combined Nickel-Manganese 
addition, due to the formation of higher percentage of 
martensitic-bainitic structure in a ferritic-pearlitic matrix. 
Abrasion-adhesion wear mechanism was found to be dominant 
in these alloy steels, that lead to higher wear rates. Leheup et 
al [13] investigated the effect of density on wear behaviour of 
sintered iron specimens. They have experimentally found that 
the wear behaviour of the sintered preforms is dependent upon 
the sliding amplitude rather than the density. At the higher 
sliding amplitude, the higher density sintered preforms are 
subjected to the higher wear loss compared to the lower 
density specimens. Lim and Brunton [14] investigated the 
predominant wear mechanism of the Sintered and Non-
Sintered steels were ploughing and delamination. The open 
pores on the sliding surfaces of sintered iron preforms acted as 
a site for the generation and collection of wear debris. Lim et 
al [15] have investigated the wear properties of unlubricated 
specimens of sintered and non-sintered medium and low 
carbon steels. They found that the wear behaviour of both the 
non-sintered and sintered steels were similar. Mild oxidation 
wear producing fine oxide debris and oxide plateau, with 
delamination as a secondary mechanism at higher load and 
speed has been reported. Kang [16] has investigated the wear 
behaviour of Copper based and Iron based sintered alloy 
materials. At mild sliding conditions Cu-based alloy had better 
frictional properties. On the other hand, for the severe sliding 
conditions Fe-based sintered material was better. At the lower 
load condition, the softening effect of Cu in the Cu-based 
alloy could prevent the wear without material transfer and the 
delamination wear is found predominant at the higher load and 
speed conditions. Dhanasekharan and Gnanamoorthy [17] 
found that the addition of Molybdenum Disulphide (MoS2 ) to 
Fe-C-Cu and Fe-C-Cu-Ni Sintered Steels improves the wear 
behaviour of alloys. 
III. SPECIMEN PREPARATION
Due to their high strength and hardness, the P/M Low alloy 
steels under the present study could be potential candidates for 
high-wear applications. Therefore, the need for studying their 
wear behaviour was strongly felt. Atomized powders of Iron 
(Fe), Carbon (Graphite Form) and Molybdenum (Mo) were 
weighed separately in a 4 decimal Mitutoyo Digital Balance. 
Then the powders were mixed according to their weight 
composition in pot mill and allowed to mix well for about 8 
hours. Few drops of Liquid Paraffin was added as a binder to 
these powders. After 8 hours, the powders were taken out, 
weighed separately and packed for the preparation of each 
specimen. Compaction of premix was carried out at different 
pressures from 400 Mpa to 600Mpa by using Hydraulic 
compacting press of capacity 100 tons. Aspect ratio for 
samples was maintained less than 1 (L/D<1). The Die & 
Punch design and fabrication were carried accordingly, such 
that they should withstand the sufficient Load. A High 
Chromium High Carbon Steel Die was selected for the 
Compaction process as shown in Figure 3.1. The Die must me 
fixed and does not escape from the base plate while applying 
load. Initially the lower punch was inserted in the die case and 
placed properly in the base plate of hydraulic press. Zinc 
Stearate was applied over the die cavity, upper punch and 
lower punch. Powder was poured into the die cavity carefully. 
Load was applied after the contact has been made between the 
upper punch and upper plate of hydraulic press for the 
compaction of powders as shown in Figure 3.2. The load was 
applied gradually until required pressure has attained. After 
that the upper plate is moved upside and carefully the upper 
punch were removed for obtaining the Green Compact as 
shown in Figure 3.3. The Green Compact was given a coating 
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to prevent it from oxidation. Sintering of the coated samples 
was carried out in a muffle furnace. Sintering furnace of 
rectangular cross section (max Temp. 12500C) with a 
provision for necessary reducing atmosphere was chosen for 
Sintering, where the loosely packed Green Compact will be 
transformed into metallurgically bonded sample. Samples 
were placed in heating zone and heated to its sintering 
temperature (Ts= 0.7 - 0.8 Melting Point) as shown in Figure 
3.4. In the first step of Sintering, the coating was removed and 
burned. This step is popularly known as ‘de lube’ or ‘dewax’ 
step. In the Second step the powder particles fuse together. 
The Third Step of the sintering cycle is the cooling step. Both 
sintering and cooling were done in controlled atmosphere. The 
details of the Sintering Parameters is given in Table 3.1. The 
Sintered Specimens had a Density about 75% of the 
theoretical density. Figure 3.5 shows the Sintered Specimens. 
Then the sintered specimens were subjected to densification 
through Forging. The specimens were subjected to two 
different loads in order to get two different densities for each 
alloy, namely 80% and 85% of theoretical density. The 
theoretical and the actual densities obtained, along with the 
Vicker’s Hardness is given in Table 3.2 
S.No. Sintering Parameters Values 
1 
De-Lube/ De-Wax 
temperature 
475 + 300 C 
2 Sintering temperature 1100 C +  100 C 
3 Sintering time 120 min 
4 Cooling way Furnace cooled 
5 Atmosphere used Argon 
6 Gas Flow Rate 0.4 m3/ hr 
Table 3.1: Sintering Parameters 
Specimen Theor
etical 
Densit
y 
(g/cc) 
Actual 
Density 
(g/cc) 
% 
Densified 
Vicker’s 
Hardness 
(HV) 
C45 
7.7148 
5.7861 75 87 
6.1718 80 120 
6.5575 85 170 
C45- 7.7328 
5.7996 75 94 
6.1862 80 134 
1%Mo 
6.5728 85 154 
C45-
2%Mo 
7.7534 
5.8150 75 100 
6.2027 80 140 
6.5903 85 180 
Table 3.2: Theoretical, Actual Density & Hardness of the 
Specimens 
 Fig 3.1 Die and Punch for 
 Compaction 
 Fig 3.2: Load applied during 
     Compaction 
 Fig 3.3: Green Compact Fig 3.4: Sintering of Green 
Compact 
 Fig 3.5: Sintered Specimens 
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IV. WEAR TESTING
In this work, a dry sliding wear behavior of P/M Steels were 
studied using a pin on-disc apparatus (DUCOM™ make). 
Figure 4.1 shows the arrangement of pin-on-disc apparatus. 
The disc material was made of EN-32 steel with a hardness of 
65 HRC. The pin specimen is pressed against disc at a specified 
load usually by means of an arm and attached weights. The dry 
sliding wear tests were carried out at room temperature (30°C ± 
3°C, RH 55 % ± 5%) under dry sliding condition in accordance 
with the ASTM G 99 standard.  Cylindrical pins of 10 mm 
diameter and 25 mm long were machined and polished by 
metallographic method. Immediately prior to testing, were 
cleaned and dried using acetone to remove all dirt and foreign 
matter from the specimens. Initial and final weight of the 
specimen was measured using a Mitutoyo™ make electronic 
weighing machine with an accuracy of 0.0001 grams. Wear 
measurement is carried out to determine the amount of 
materials removed (or worn away) after a wear test, (and in 
reality after a part in service for a period of time). The material 
worn away can be expressed either as weight (mass) loss, 
volume loss, or linear dimension change depending on the 
purpose of the test, the type of wear, the geometry and size of 
the test specimens, and sometimes on the availability of a 
measurement facility [4]. The specimen was fixed in the arm 
and the disc was made to rotate below the pin. Mass of the 
specimen before and after the test is measured using digital 
balance and mass loss is found out for each set of input 
parameters. Wear track images and SEM images were taken to 
analyze the maximum wear. 
Fig 4.1 Pin-on-Disc Tribometer    Fig 4.2: Wear Test Specimens 
 Setup  
V.  RESULTS AND DISCUSSIONS 
The Experiments were conducted according to the Taguchi’s 
L27 Orthogonal Array- 3 level and 4 Factors. The Input 
Parameters and their Levels is given in Table 5.1. The result of 
the output parameter Mass loss is given in Table 5.2. Minitab 
16 software was used for further analysis. 
Input 
Parameter 
Level 1 Level 2 Level 3 
 % 
Theoretical 
Density 
75 80 85 
% Mo 
Addition 
0 1 2 
Load (N) 10 20 30 
Sliding 
Speed (m/s) 
1 2 3 
Sliding 
Distance (m) 
3000 m 
Table 5.1 Input parameters for Wear Test 
Calculating the Signal-to-Noise ratio () [5]: Mass Loss has to 
be minimized; it is smaller- the better type of quality 
characteristics. Hence, S/N ratio for Mass Loss is computed 
from the following equation:  
Smaller the better = )  (1) 
S.No 
% 
Theoretical
Density 
% Mo 
Addition
Load 
(N) 
Sliding
Velocity
(m/s) 
Mass Loss 
(g) 
S/N Ratio
1 75 0 10 1 0.4709 6.541426 
2 75 0 20 2 0.5351 5.431301 
3 75 0 30 3 0.5545 5.121969 
4 75 1 10 2 0.3369 9.44998 
5 75 1 20 3 0.3452 9.238584 
6 75 1 30 1 0.3943 8.083464 
7 75 2 10 3 0.2251 12.95249 
8 75 2 20 1 0.2542 11.89649 
9 75 2 30 2 0.2842 10.92752 
10 80 0 10 2 0.5724 4.846007 
11 80 0 20 3 0.5786 4.752431 
12 80 0 30 1 0.5839 4.67323 
13 80 1 10 3 0.4035 7.883129 
14 80 1 20 1 0.4556 6.828326 
15 80 1 30 2 0.4951 6.106141 
16 80 2 10 1 0.3320 9.577238 
17 80 2 20 2 0.3564 8.961246 
18 80 2 30 3 0.3800 8.404328 
19 85 0 10 3 0.6875 3.254546 
20 85 0 20 1 0.8944 0.969364 
21 85 0 30 2 0.9563 0.388117 
22 85 1 10 1 0.4249 7.434265 
23 85 1 20 2 0.4322 7.286305 
24 85 1 30 3 0.5481 5.222804 
1005
25 85 2 10 2 0.4021 7.913319 
26 85 2 20 3 0.4263 7.405693 
27 85 2 30 1 0.4600 6.744843 
Table 5.2 Results of the Wear Test 
 Fig 5.1: Main Effect Plots for S/N Ratios 
A.  The regression equation 
Mass Loss = 3.17363 – (0.0898507* % TD) + (0.35593 % 
Mo) – (0.0257828*Load) + (0.151944*SV) + (0.000704889* 
%TD* %TD) + (0.0712389* %Mo*%Mo) – (2.46111e-005* 
Load*Load) – (0.0179111*SV*SV) – (90.00785467* 
%TD*%Mo) + (0.000393511*%TD*Load) – 
(0.00129911*%TD*SV) – (0.00149511*%Mo*Load) + 
(0.00456444*%Mo*SV) + (0.000616 Load*SV) 
S = 0.0700912  R-Sq = 92.16%    R-Sq(adj) = 83.01% 
The lowering in wear rate of P/M Steels can be raised due to 
the addition of Molybdenum and which reduces the wear rate 
of the P/M Steels. The decrease in the Mass loss can also be 
correlated by role of Molybdenum as spacers that prevent 
direct contact between rough surfaces. The thermal mismatch 
between the Iron and Molybdenum increase the dislocation 
density that increases the resistance of the materials to plastic 
deformation. The formation of solid film Oxide and Sulphides 
of Molybdenum, makes the C45 Steel wear resistant. At a 
higher loads, the thermal softening and the plastic deformation 
tends to prevail. From the Table 5.3, it is very clear that the % 
porosity (Inverse of % Theoretical Density) also plays a 
significant role in reducing the Wear rate of both the Steels. It 
is due to the fact that the pores acts as site, where there are no 
material present, thereby reducing the Mass Loss 
considerably. For the lower density preforms, the plastic 
deformation of material can be accommodated by the pores by 
reducing the volume and subsequently the effective number of 
asperities is getting reduced and makes the surface smooth. 
This in turn leads to the reduction in wear loss. In contrast, the 
plastic deformation with fewer pores in higher density 
preforms with asperities opposing on the surfaces, which in 
turn makes the specimen subjected to higher wear loss.  
Source DF Adj Ss F 
P 
% 
Contribution
%TD 1 0.001177 0.2395 0.633379 24.79 
%Mo 1 0.005237 1.0661 0.322195 54.41 
Load 1 0.002564 0.522 0.483838 4.74 
SV 1 0.000891 0.1813 0.677805 0.11 
%TD*%TD 1 0.001863 0.3793 0.549498 0.25 
%Mo*%Mo 1 0.03045 6.1981 0.028453 4.05 
Load*Load 1 0.000036 0.0074 0.932878 0 
SV*SV 1 0.001925 0.3918 0.543075 0.26 
%TD*%Mo 1 0.017352 3.532 0.08469 2.27 
%TD*Load 1 0.004355 0.8865 0.364996 0.69 
%TD*SV 1 0.000475 0.0966 0.761259 0.17 
%Mo*Load 1 0.002515 0.5119 0.488012 0.33 
%Mo*SV 1 0.000234 0.0477 0.830769 0.03 
Load*SV 1 0.000427 0.0869 0.773202 0.06 
Error 12 0.058953 7.84 
Total 26 100 
Table 5.3: ANOVA table for % contribution of inputs for 
Mass Loss 
B. SEM Analysis Wear surface morphology of C45 Steels 
 Fig 5.2.a C45 Steel-75%TD  Fig 5.2.b C45 Steel-80%TD 
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 Fig 5.2.c C45 Steel-85%TD 
Figure 5.2.a, b and c shows the Optical Microscope images 
of Maximum Worn surfaces of C45 Steel at 75%, 80% and 
85% Theoretical Density (TD). 
 Fig 5.3.a C45 Steel-75%TD  Fig 5.3.b C45 Steel-80%TD 
 Fig 5.3.c C45 Steel-85%TD 
Figure 5.3.a, b and c shows the SEM images of Maximum 
Worn surfaces of C45 Steel at 75%, 80% and 85% Theoretical 
Density(TD). It is observed that the C45 steel is subjected to 
uniform wear throughout the wear region and makes it 
uniform mass loss over the contact surface. The bright areas of 
thin oxide layer are visible throughout the entire wear surface 
micrograph and the dark areas are probably the areas fully 
covered by oxide [9]. The alternate white and dark areas may 
be the hill and groove of the wear track [10]. Few bright 
particles are also observed in the image and this could be the 
metallic debris embedded in the pores [11]. As the plain 
carbon steels consists of soft ferritic-pearlitic structure, the 
wear loss is observed to be uniform [12]. This is evident from 
the uniform wear track of the surface. The wear loss is 
observed to be uniform. This is evident from the uniform wear 
track of the surface. 
C. SEM Analysis Wear surface morphology of C45-2%
Mo Steels
 Fig 5.4.a C45-2% Mo Steel  Fig 5.4.b C45-2% Mo 
Steel 75%TD      80% TD 
 Fig 5.4.c C45-2% Mo Steel-85%TD 
Figure 5.4.a, b and c shows the Optical Microscope images of 
Maximum Worn surfaces of C45-2% Mo Steel at 75%, 80% 
and 85% Theoretical Density (TD). 
 Fig 5.5.a C45-2% Mo Steel    Fig 5.5.b C45-2%Mo Steel 
 75%TD  80%TD 
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Fig 5.5.c C45-2% Mo Steel-85% TD 
Figure 5.5 a, b and c shows the SEM images of Maximum 
Worn surfaces of C45-2% Mo Steel at 75%, 80% and 85% 
Theoretical Density(TD). It is clearly evident from the SEM 
image of Mo alloyed steels that the layered appearance shows 
the removal of flakes due to delamination process [14]. The 
trapped wear asperities in the open pores, found in some 
places, significantly enhance the wear resistance of the alloy 
steel [14]. Appearance of tongues at some places in the SEM 
image could be the effect of deep metallic flow of steel due to 
deformation, which could further contribute to the reduction 
of wear rate of alloy steel and consequently enhance the 
friction at the interface [13]. The Wear of Mo alloyed steels, 
irrespective of densities is Non-Uniform. 
VI.  CONCLUSION
The wear resistance is increased by addition of Molybdenum 
to C45 Steel. Irrespective of alloy steels as density increases 
wear resistance decreases and mass loss increases. The C45 
Steel is found to undergo uniform wear due to the soft nature 
of the ferritic-pearlitic micro structure, while Mo alloyed steel 
is subjected to non-uniform surface wear due to the presence 
of hard particulates. Delamination is found to be a common 
mode of wear for carbon and alloy steels. Addition of Mo to 
plain carbon steel increases the hardness [16]. Hardness of As 
Sintered preforms is found to be decreased when compared to 
densified preforms. In the case of As Sintered preforms large 
no. of pores are observed when compared to densified 
preforms [17]. Confirmation Experiments were carried with 
the Empirical Equation obtained. The deviation from the 
Actual Readings were around 20%. 
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Abstract— 3D reinforcements were introduced to mitigate and 
overcome limitations arising from the use of traditional textile 
reinforcements in the construction of polymer matrix 
composites (PMC), in terms of their resistance to impact and 
inter-laminar shear strength (ILSS), both resulting from 
delamination. 
Many thick interlaced textile structures were developed 
towards that end but many more possibilities exist in terms of 
yarn interlacing patterns, leading to different types of 3D 
textiles that may potentially be built. The effect of different 
interlacing patterns on the compaction behaviour of such 
interlaced 3D textiles is probed in this paper. Trends and 
differences in the compaction behaviour were observed for 5 
series of 3 consecutive compaction cycles applied to 16-layers 
interlaced 3D reinforcements. Those trends and differences are 
presented and discussed.  
Overall, the maximum recorded volume fraction ranged 
from 0.58 to 0.86. Values of the volume fraction reached in 
the first cycle C1 were always lower than in following cycles 
C2 and C3. Although some elements of behaviour were 
common to all samples and tests, differences also emerged 
between samples featuring different interlacing patterns. 
Keywords- 3D reinforcement fabrics; compaction; interlacing 
pattern; volume fraction 
I. INTRODUCTION 
3D textile reinforcements featuring relatively few through-
thickness yarns may be constructed from 2D fabrics, stitching 
them together using structural thread to enable some level of 
local load transfer between layers in addition to assembling the 
2D layers into a 3D textile. 2D textile layers can also be held 
together using technologies such as tufting or z-pins [1]. 
Advantages of such methods for producing simple 3D textile 
reinforcements include reduced labour and level of uniformity 
that are largely maintained, without the need for complex 
textile manufacturing processes. However, a suitable joining 
method for assembling different layers together is critical for 
handling of the fabrics, and for the mechanical properties of 
the final PMC part [2].  For example, Quan et al. reported a 
multi-layer 3D textile reinforcement consisting of 2D layers of 
plain weave, 0º unidirectional non-crimp fabric, 90º 
unidirectional non-crimp fabric, and plain weave laid either 
side of a foam core and held together by 4 pins [3].  
3D reinforcements featuring more interlacing can be 
produced through dedicated weaving, braiding and knitting 
processes using specially designed automated looms. These 
reinforcements are better in the sense that yarn interlacing 
between layers is more pervasive, more consistent, and it is 
effectively part of the textile design. Many interlaced fabrics 
featuring different yarn interlacing patterns can be designed, 
resulting in numerous types of 3D woven fabrics that could 
theoretically be built. The University of Ottawa composites 
group has developed its Steered Preforming Technology (uO-
SPT) which enables the design and manufacturing of thick, net-
shape, flat drapable 3D reinforcement fabrics featuring variable 
spacing between either straight or curved yarns [4, 5]. 
Different yarn interlacing patterns in uO-SPT reinforcements 
result in different properties in the dry fabrics and final 
composite parts made from them [3,5]. Comparing with 2D 
woven fabrics, different yarn interlacing patterns have led to a 
number of classic patterns becoming standard constructions 
including plain weaves, 4-harness, 5-harness and 8-harness 
satin weaves, and twill weaves. These patterns are used 
routinely in composites construction and constitute the vast 
majority of 2D weaves used, even as many other patterns could 
be created. 3D reinforcements can also be built based on a large 
array of possible interlacing patterns [6]. Some 3D interlacing 
patterns are referred to more frequently in the literature such as 
orthogonal and interlock constructions. 
The behaviour of different reinforcements subjected to 
compaction normal to their plane is very important to 
numerous aspects of the processing of reinforcements into 
composite parts. Compaction controls the permeability which 
largely dictates how resin flows through the reinforcement 
during processing, and it also controls the fibre volume fraction 
which influences the mechanical properties of the composite 
parts. A number of 3D reinforcements featuring different 
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interlacing patterns were manufactured and their compaction 
behaviour are reported and compared. 
II. MATERIALS
The uO-SPT was used for manufacturing 16-layers 3D 
carbon fibre reinforcements featuring 3 different interlacing 
patterns. The aim of choosing different interlacing patterns was 
to probe the effect of yarn interlacing on the compaction 
behaviour of the reinforcements: one of the reinforcements 
featured limited interlacing, one featured a high level of 
interlacing, and one was between these extremes. 
Diagrams representing these fabrics were produced using 
textile modeling software TexGen from the University of 
Nottingham [7]. It should be noted that vertical dimensions in 
computer models were magnified for clarity. Stitching lines do 
not feature in the diagrams. The interlacing patterns of the 3D 
reinforcements were explained through illustrations of the yarn 
paths in the reinforcements, also generated using TexGen.  
The reinforcement shown in “Fig 1” was labelled preform 
#1. Preform #1 features no interlacing. Yarn paths for preform 
#1 are shown in “Fig 2”. “Fig 3” illustrates the second 16-
layers 3D reinforcement which features highly interlaced yarns. 
The reinforcement shown in “Fig 3” was labelled preform #2. 
The yarn paths of preform#2 are shown in “Fig. 4”. The third 
reinforcement, which features moderate interlacing is labelled 
preform#3 and is shown in “Fig. 5”. “Fig. 6” illustrates the yarn 
paths for preform#3. 
Figure 1.  Preform#1, 16-layers, no interlacing 
Figure 2.  Yarn paths, preform #1 
Figure 3.  Preform#2, 16-layers, high interlacing 
Figure 4.  Yarn paths, preform #2 
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Figure 5.  Preform#3, 16-layers,  moderate interlacing 
Figure 6.  Yarn paths, preform #3 
III. Experimental
All compaction tests were conducted using an Instron 4482 
universal testing frame equipped with a 100KN load cell, with 
an accuracy of 0.25% of maximum load. Compaction tests 
were conducted using a circular cross-section test rig. “Fig 7” 
shows the comaction test rig throughout compaction test of 
preform #2. The test rig includes a lower platen and an upper 
platen with a diameter of 50mm. Tests were conducted up to a 
pressure of 0.12 Mpas. All compaction tests were performed by 
moving the upper platen onto the surface of the reinforcement 
at a fixed displacement rate of 0.1 mm/min, recording the 
reaction force applied by the compacted reinforcement on the 
platen. 
Successive compaction cycles were conducted in each test, 
to investigate the effect of repeated loading cycles on the 
compaction behaviour of all 3D preforms. Each series of cycles 
was repeated 4 times to quantify the reproducibility of the data. 
Recorded values were converted to fibre volume fractions as a 
function of the compaction pressure, and graphs of average 
curves were produced. All compaction tests are conducted in 
room temperature.  
Figure 7.  Compaction test on preform#2  
IV. RESULTS AND DISCUSSION
Compaction graphs showing the behavioir of 3D 
reinforcements in different successive compaction cycles are 
derived . “Fig  8” shows the compaction behaviour of preforms 
#1, #2 and #3 in the first compaction cycle. “Fig 9” and “Fig 
10” show the compaction behaviour of all three 3D 
reinforcements in the second and third successive cycles. “P#1 
/ C1” means total average of data obtained for preform#1 in the 
first cycle. The error bars on the graphs show the vsariability of 
the data. 
Figure 8.  Compaction behaviour, 3 fabrics, cycle 1 
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Figure 9.  Compaction behaviour, 3 fabrics, cycle 2 
Figure 10.  Compaction behavior, 3 fabrics, cycle 3 
Different internal interlacing patterns in the reinforcements 
affect their compaction behaviour and volume fraction. 
“Fig 11”, “Fig 12” and “Fig 13” show the effect of 
compaction cycles on the maximum fibre volume fraction. 
Figure 11.  Effect of number of cycles on compaction behaviour, preform #1 
Figure 12.  Effect of number of cycles on compaction behaviour, preform #2 
Figure 13.  Effect of number of cycles on compaction behaviour, preform #3 
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An increase in the Vf of all three preforms was observed 
from conducting successive compaction cycles as seen in “Fig 
11”, “Fig 12” and “Fig 13”. 
V. CONCLUSIONS 
An experimental study of the compaction behaviour of 
three different 3D carbon fibre reinforcements with different 
interlacing patterns is presented. The influence of interlacing 
on the final volume fraction of the reinforcements was 
analysed.  
3D reinforcements featuring more interlacing show lower 
volume fractions. Their volume fraction at any pressure is 
lower than 3D reinforcements fraturing lower interlacing. This 
shows direct effect of the quantity of the interlacing of 3D 
reinforcements on their compaction behaviour and volume 
fraction.  
The effect of repeated compaction cycles on the different 
interlaced 3D reinforcements was also probed. The volume 
fraction of all 3D reinforcements increased for higher 
compaction cycles.  
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Abstract—This paper discusses the fraying of textile 
reinforcements upon preforming. The paper also introduces a 
method for quantifying the fraying characteristics of fabrics. 
Six different fabrics including three carbon fabrics and three 
glass fabrics were tested. Digital microscopy was also used for 
measuring the structures of the fabrics tested. The relation 
between the structures and fraying is discussed. 
Keywords- textiles; composites; fraying; yarn loss 
I. INTRODUCTION 
Fibre reinforced polymer matrix composites are 
increasingly used in numerous applications. However, a lack 
of established standard characterization methods for the dry 
fabrics used in manufacturing these composites preclude the 
use of quantitative methods for analyzing and predicting the 
manufacturing operations. Upon preforming, different fabrics 
behave in different ways, making it difficult to plan 
manufacturing efficiently. Each element of the behaviour of 
these textiles demands a reproducible testing method. Some 
elements have been investigated thoroughly [1]; however, 
others still lack proper testing methods. Knowledge of the 
fraying characteristics of carbon and glass fabrics upon cutting 
and handling is important in manufacturing; however, no 
established testing method exists for assessing it. Although 
some work was done towards that aim, leading to the yarn 
pull-out test [2] or the inter-yarn friction test [3], such tests 
mostly measure friction between yarns when subject to pulling 
or shear; however, yarns fraying from the edges upon draping 
on moulds is a recurring phenomenon. This paper introduces a 
reproducible test method for measuring fraying in industrial 
reinforcement fabrics. 
II. INDUSTRIAL CONTEXT
When draped, industrial fabrics can show fraying around 
the edges. The amount of fraying can vary with the fabric 
type, fabric architecture and mould geometry. A typical 
situation when fraying can occur is the darting of a fabric, 
which is done to facilitate the draping of a mould of complex 
geometry [4]. “Fig. 1” and “Fig. 2” show two different fabrics 
after being cut and draped on a mould. More complex mould 
geometries result in higher shear and more fraying, eventually 
making the draping process more problematic. 
Figure 1. Fraying around edges after cutting and draping, 5-harness 
carbon fabric 
Figure 2. Fraying around edges after cutting and draping, twill carbon 
fabric 
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III. APPARATUS AND METHODOLOGY
A testing rig featuring a 3.81 cm (1.5 in) circular platen 
supported by a 0.95 cm (3/8 in) rod is mounted into a spinner 
with an adjustable speed. Tests reported in this paper were 
conducted at a spinning speed of 1500 RPM. Circular fabric 
specimens measuring 15.24 cm (6 in) in diameter were placed 
on the platen. Double-sided General Sealants Inc tape covered 
the whole surface of the circular platen and held the fabric 
onto it. Samples were spun at the aforementioned speed for 3 
seconds. Inertial forces caused some yarns to dislodge from 
the edges. Lost yarns were quantified using mass and area 
loss. Tests were run 5 times for each fabric and average losses 
are reported in Table 1 and Table 2. 
(a) (b) 
Figure 3. Test rig (a) and fabric specimen mounted on the rig (b) 
Figure 4. 8-harness glass fabric specimen, before test 
Figure 5. 8-harness glass fabric, after test 
Figure 6. Twill glass fabric after test 
The mass of each specimen was measured before and 
after the test, using a Smart weight dual platform scale with 
200 g capacity and ±0.001 g accuracy. Mass loss is reported as 
an average.  
The area of the specimen before the test and the non-
frayed area after the test were measured using the ImageJ 
software. Area loss is reported as an average for each fabric. 
Topographies were determined using Keyence VHX-6000 
series digital microscope. Effects of maximum height and 
textiles patterns are assessed.  
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IV. RESULTS
Table 1 and Table 2 give fabrics information such as 
architecture, surface density as well as yarn count. It also lists 
results for mass loss, area loss and standard deviations for both 
measurements. 
“Fig. 7” to “Fig. 12” illustrate topographies for the fabrics 
tested. These topographies returned maximum value of 192 
m in the twill glass and 195 m in the twill carbon with 
regard to their surface pattern range in the z axis direction. The 
value was 237.2 m for the 8-harness glass fabric. Higher 
values indicated a higher crimp factor for a given fabric. 
TABLE 1. TEST RESULTS FOR GLASS FABRICS 
Fabric Glass Glass Glass 
Architecture Plain Twill 8-harness 
Surface density 
(g/m2) 
304 300 296 
Yarn count 
(yarn/cm) 
5.55 6.45 22.42 
Mass loss (%) 43.15 1.39 11.23 
Area loss (%) 77.07 6.04 20.68 
Mass loss standard 
deviation (%) 
5.63 15.83 10.24 
Area loss standard 
deviation (%) 
6.25 20.70 14.46 
TABLE 2. TEST RESULTS FOR CARBON FABRICS 
Fabric Carbon Carbon Carbon 
Architecture Twill 
5-harness with 
binder 
Stitched 
Surface density 
(g/cm2) 
408 368 288 
Yarn count 
(yarn/cm) 
5 4.54 2 
Mass loss (%) 3.03 1.84 1.09 
Area loss (%) 7.20 4.75 3.39 
Mass loss standard 
deviation (%) 
17.82 17.39 9.17 
Area loss standard 
deviation (%) 
18.89 33.68 26.84 
Figure 7. Topography of twill glass fabric 
Figure 8. Topography of twill carbon fabric 
Figure 9. Topography of 8-harness glass fabric 
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Figure 10. Topography of plain glass fabric 
Figure 11. Topography of stitched carbon fabric 
Figure 12. Topography of 5-harness carbon fabric with binder 
“Fig. 13” shows the results from Table 1 and Table 2 
comparing the mass loss (%) and area loss (%) for all fabrics. 
Figure 13. Mass loss and area loss chart for all tested fabrics 
V. DISCUSSION 
Test results for twill glass fabric, twill carbon fabric, 5-
harness carbon fabric with binder and stitched carbon fabric 
show limited yarn loss. On the other hand, results for the 8-
harness glass fabric, showed moderate amounts of yarn loss, 
and the plain glass fabric showed high amounts of yarn loss. 
This high amount of yarn loss in plain glass fabric could be 
due to low amount of inter-yarn friction as well as the plain 
structure itself. It can be concluded that twill fabrics show a 
high resistance to fraying. Also, the use of a binder on the 
fabric and the presence of stitching in fabrics prevent edge 
fraying efficiently.  
The stitched carbon fabric used in testing had fibers 
extending along 45° and -45° directions with a stitch along the 
0° direction. This fabric predictably returned the minimum 
amount of yarn loss, confirming that stitching can be a potent 
solution to the occurrence of fraying in some cases [5]. 
The analysis of fabric topography delivered information 
regarding each fabric crimp factor. Twill structured fabrics 
showed less crimp than the 8-harness one. Varying amounts of 
crimp can lead to differences in triggering of yarns sliding 
relatively to each other [6]. Tables 1 and 2 support this claim, 
as higher mass and area losses are seen for the 8-harness fabric 
compared with the twills, and similar figures were seen for 
both twill carbon and twill glass fabrics. 
“Fig. 1”, which illustrates noticeable fraying for the 5-
harness carbon fabric, and Table 1 which reports the second 
highest yarn loss for the 8-harness glass fabric, it can show 
that yarns in satin fabrics are more likely to slip from the edge. 
Results for each fabric showed limited variability notably 
for the mass loss measurements. However, using an automated 
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cutting machine [7] for preparing the specimens, would lead to 
more accurate specimens resulting in more repeatable results. 
VI. CONCLUSION
This work introduced a reproducible testing method for 
measuring yarn loss in carbon and glass fabrics with minimum 
variability in results aiming at quantifying fraying. The impact 
of some fabrics attributes such as architecture, stitching and 
presence of a binder on yarn loss was observed and discussed.    
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Abstract— Consisting of highly mobile and flexible polymer 
chains, elastomers are known to exhibit viscoelastic behavior. 
Adopting concepts from the theory of polymer dynamics and 
finite-deformation viscoelasticity, this work presents a micro-
macro constitutive model to investigate the viscoelastic 
behavior of elastomers, in which the material viscosity varies 
with the macroscopic deformation. The developed model is 
then applied to study the stress response of elastomers. From 
the simulation results, it is observed that the developed model 
exhibits strong capability of capturing the typical response 
behaviors of elastomers (e.g., strain-softening behavior). A 
comparison of the stress responses between linear and 
nonlinear viscosity is also considered in this work. The 
modeling framework in this paper is expected to provide a 
general approach and a platform to analyze the viscoelastic 
behavior of rubber-like materials with nonlinear viscosity.  
Elastomers; viscoelasticity; finite-deformation; nonlinear 
viscosity; 
I.  INTRODUCTION 
Elastomers, capable of sustaining exceptionally large 
deformation, have extensive applications in engineering and 
industrial fields, such as flexible joints, automotive products, 
soft robots, artificial muscles and vibration isolators [1]. 
Formed by the cross-linking of highly mobile and flexible 
polymer chains, elastomers are hyperelastic and highly 
viscoelastic. These two major characteristics strongly affect the 
response of elastomers and have attracted much interest from 
the research community. 
In the literature, numbers of constitutive models have been 
developed to capture the hyperelastic behavior of elastomers. 
These available models are established mainly based on two 
approaches: continuum mechanics treatments and statistical 
mechanics treatments. Developed through continuum 
mechanics framework, the phenomenological models assume 
that the hyperelastic properties of the material can be described 
by a strain energy function [2-3]. On the other hand, the 
hyperelastic constitutive models based on statistical treatments 
link the macroscopic response of the materials to their 
microstructure [4-5]. 
As for modeling the viscosity of elastomers, extensive 
research is also available in the literature. For example, 
phenomenological models that adopt thermodynamics 
evolution laws have been developed to tackle the inelastic 
deformation and viscous effect of elastomers, where the time-
dependent strain variables are determined by the evolution laws 
[6-7]. Nevertheless, in these phenomenological models, details 
of the microstructure of the material related to the viscosity are 
not involved. Therefore, to reveal the physical mechanisms of 
the viscosity of the material, concepts from polymer dynamics 
[8] have been adopted later to develop the micromechanism 
inspired viscoelasticity models [9-10]. Although both the 
phenomenological models and the micromechanism inspired 
viscoelasticity models work well for fitting certain 
experimental data, they cannot capture the nonlinear viscosity 
of the material (viscosity varies with the deformation). 
This motivates us to revisit the theory of polymer dynamics 
and the state-of-the-art theoretical framework of finite-
deformation viscoelasticity to develop a micro-macro 
constitutive model, which aims to capture the viscoelastic 
deformation of elastomers with consideration of their nonlinear 
viscosity. 
II. THEORETICAL FRAMEWORK
A. Continuum Mechanics Framework 
Following the pioneering works of Sidoroff [11], and Reese 
and Govindjee [7], it is assumed that the elastomer comprises 
an elastic polymer ground network and a viscous polymer 
subnetwork, which can be represented by the rheological model 
shown in Figure 1. Polymer network A is a purely elastic 
network, while network B is a viscous network. Consider a 
material point P in the reference configuration denoted by its 
position vector X. When the elastomer is subject to external 
loads, point P moves to position x in the current configuration. 
Then the total deformation gradient tensor F is defined as 
F=x(X, t). Since the deformation is applied to both polymer 
networks, FA=FB=F. Borrowing a concept from finite-
deformation plasticity, the deformation gradient tensor of 
network B can be further multiplicatively split into two parts, 
i.e., e iB B B=F F F . Here, 
e
BF  represents the deformation gradient of 
This work is supported by Natural Sciences and Engineering Research 
Council of Canada (NSERC). 
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the spring and iBF  denotes the deformation gradient of the 
dashpot. Adopting the rheological model in Fig. 1, the total 
Helmholtz free energy density of the elastomer is expressed as 
     e eA B A A B B,W W W F F F F , (1) 
where WA and WB are the strain energy densities of the springs 
of network A and B, respectively [12-13]. Then the Cauchy 
stress tensor  and the first Piola-Kirchhoff stress tensor P are 
given as 
   eB BA A1 T 1 TWWJ J 

 
 
FF
T F F
F F
    (2) 
and 
TJ P TF . (3) 
Moreover, the internal variables eBF  and 
i
BF  must satisfy the 
following thermodynamic evolution equation, i.e., 
   
i 1
1B T e 1
B B B B
( )1
:
2
d
dt




  
 
C
F F b τ .          (4) 
Here,  
Te e
B B Be
B
2
W


τ F F
C
,  
Te e e
B B Bb F F ,  
Ti i i
B B BC F F
and 1   takes the form 
1 4
B
1 1
2 3


     
 
I I I ,   (5) 
where B is the viscosity of the viscous polymer subnetwork B, 
I4 is the fourth order symmetric identity tensor and I is the 
second order identity tensor [7]. 
Figure 1. The rheological model of viscoelastic elastomers 
under finite-deformation.  
B. Nonlinear Viscosity 
To obtain the stress with (2), (3), (4) and (5), the viscosity 
B of the viscous network must be constitutively prescribed 
first. Following Doi and Edwards [8], B can be expressed in 
terms of the shear relaxation modulus Gr, i.e, 
B r
0
G dt

  . (6) 
In the short time-scale (te), Gr is related to the microstructural 
parameters of the polymer network as 
1/2e
r B B R
G n k T


 
  
 
, (7) 
where nB is the number of chains per unit volume in 
subnetwork B, kB is the Boltzmann constant, T is the 
temperature, R is the relaxation time of the contour length of 
the primitive chain, and e is the critical time that the Brownian 
motion is restricted by the topological constraints (tube-like 
region) of the polymer network.  
However, in the long time-scale (t >e), the polymer chains 
may reptate out of the topological constraints (the tube). When 
reptation occurs, the shear relaxation modulus Gr is 
proportional to the fraction (t) of the chain still in the tube, 
i.e.,
 
1/2e
r B B R
G n k T t



 
  
 
. (8) 
By solving the one-dimensional diffusion equation to obtain 
(t) and integrating the shear relaxation modulus in (6), 
1/24 4 e
B 0
B 2 R
12
n b
a
 


 
  
 
, (9) 
where a is the tube diameter in the current configuration,  is 
the monomer friction constant, b0 is the effective bond length 
between monomers, and <*> is the expectation operation of 
parameter * [13].  
Considering nonlinear viscosity, a  should vary with the 
deformation. Moreover, the mean diameter a  is linked to the 
square end-to-end distance of the primitive chain 2eeR  and the 
primitive chain length L by 2ee /a L R . Following Li et 
al. [14], 2eeR  is obtained as 
 
22 3
ee 0f d R F R R R ,  (10) 
where f0(R) is the statistical distribution function of the end-to-
end vector. Also, the mean primitive chain length L  is given 
as 
0 2
0 0d4
L L


 
F u
u ,   (11) 
where u0 is the initial tangent vector of the primitive chain in 
the reference configuration. Then the ratio of the tube diameter 
between the current configuration and the reference 
configuration is expressed as 
 
2 3
0
02 20
ee 00
d
4
n
f da
a






F R R R
F u
R u
. (12) 
Here, a0 is the tube diameter in the reference configuration. 
Therefore, the deformation-dependent viscosity is given as 
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 
B 2




F
, (13) 
where 
1/24 4 R
B 0
2 e
012
n b
a
 


 
  
 
is the viscosity of the elastomer in 
the reference configuration and  
 
2 3
0
02 2
ee 00
d
4
f d







F R R R
F
F u
R u
indicates the deformation-dependency. 
III. NUMERICAL SIMULATIONS
To test the modeling capacity of the theoretical framework 
developed above, the material models (the strain energy 
densities WA and WB in (1)) need to be prescribed first. In this 
work, the Gent strain energy density function [3] is chosen as 
WA, i.e., 
2 2 2EQ
lim 1 2 3lim
A
lim
ln
2
JG J
W
J
     
   
 
.             (14) 
Here, GEQ is the shear modulus of polymer network A and Jlim 
is the material extensibility parameter. Also, 1, 2 and 3 are 
the stretch ratios in three directions. We assume that WB takes 
the same form as WA, which gives 
     
2 2 2e e eNEQ
lim 1 2 3lim
B
lim
ln
2
JG J
W
J
     
  
 
 
,   (15) 
where GNEQ is the shear modulus of polymer network B. 
Considering uniaxial tension, 1  , 2 3 1/    ,
e e
1   and 
e e e
2 3 1/    . From (2) and (3), the
dimensionless nominal stress is obtained as 
     
 
2i 2 i-2
limlim
-1 2 21 i 2 i
li
1
m im
1
l
1
2 3 2 3
JJ
J J
P
G
      
     




     
 
     
, (16) 
where G= GEQ+GNEQ and = GEQ/G. Also, the thermodynamic 
evolution equation gives that 
 
 
 
2
2lim 2 1
21 2
ii
i i
i i
lim3 2 3
Jd
dt J

 

 
  




  
     
  
F
. (17) 
Here, =/GNEQ is the relaxation time. 
Fig. 2 depicts the dimensionless nominal stress P11/G as a 
function of the stretch ratio of the elastomer at four different 
stretching rates, i.e., 0.01/ s  , 0.03 / s  , 0.05 / s 
and 1/ s  . It can be seen that the loading and unloading
curves overlap at large stretch ratios when the stretching rates 
are relatively low (0.01/s ~ 0.05/s). According to (13), the 
viscosity B is inversely proportional to the second power of 
(F). Therefore, the viscosity of the elastomer is exceptionally 
low at large stretch ratios, which leads to much faster 
relaxation of the polymer chains, thus causing the loading and 
unloading curves to overlap. However, when the stretching rate 
is high (e.g., 1/s), a wider gap between the loading and 
unloading curves appears since the elastomer has less time to 
relax during the loading path. To further examine the effect of 
the nonlinear viscosity on the stress response of the elastomer, 
Fig. 3 depicts the dimensionless nominal stress P11/G obtained 
with B and , respectively. A higher degree of strain-softening 
behavior is observed from the nonlinear viscosity case. 
Moreover, as the stretching rate increases, the stress difference 
between two cases becomes larger. Therefore, it is essential to 
consider the nonlinear behavior of the material viscosity in 
analyzing the stress response of elastomers, or it may lead to 
significant error in calculation. In Fig. 2 and Fig. 3, the material 
parameters are selected as =0.5, Jlim=110 and =500s [12-13]. 
Figure 2. Stress response of the elastomer at different stretching 
rates. 
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Figure 3. Comparison of the stress response between linear and 
nonlinear viscosity. (a) 0.01/ s  , (b) 0.1/ s  and (c)
1/ s  .
IV. CONCLUSION
Based on the theory of polymer dynamics and finite-
deformation viscoelasticity, a micro-macro constitutive model 
is developed to investigate the stress response and relaxation of 
elastomers under large deformation. For the developed model, 
all the material parameters have a microscopic foundation or 
physical meanings. Moreover, incorporating the nonlinear 
material viscosity into the continuum mechanics framework for 
finite-deformation viscoelasticity, the developed model can 
adopt most of strain energy density functions for hyperelastic 
solids and thermodynamics evolution laws of viscoelastic 
materials. From our simulation results, it is found that the 
developed model can better capture the strain-softening 
behavior of elastomers, which could be explained by the 
nonlinear viscosity of the material. In summary, the developed 
modeling framework is anticipated to provide significant 
guidelines for studying the viscoelastic behavior of elastomers. 
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Abstract—The overall objective of this study is the fabrication 
of defect-free electrospun mats of polysulfone (PSU) for 
applications as a porous support for proton exchange 
membranes. Electrospinning of PSU from dimethylformamide 
(DMF) solution generated mats free of cast formation and 
over-wetting, but unspun droplets were frequently observed in 
the mats because the electrospun jet was unstable. A stable jet 
and a large reduction of beads in the electrospun mats were 
obtained with a mixture of 20 vol.% acetone in DMF. 
Subsequent optomization of the flow rate to 1.5 mL/h and the 
applied voltage to 14 kV generated electrospun mats free of 
any beads based on SEM analysis. 
Keywords-component; Electrospinning; polysulfone (PSU); 
Dimethylformamide (DMF); Proton Exchange Membrane 
Fuel Cell (PEMFC) 
I.  INTRODUCTION 
Proton Proton Exchange Membrane Fuel Cell (PEMFC) is one 
of the proposed effective methods to improve the energy 
conversion in vehicles due to their high efficiency and no 
hazardous emission [1]. However, there are still several 
barriers, such as high production cost and low durability, that 
need to be addressed for commercial development. Several 
deficiencies are rooted in the perfomance of the membranes 
PEMFCs, which is why the improvement of these membranes 
is a present focus of fuel cell related research [2]. 
The most broadly applied membrane materials are 
perflourosulfonic acids (PFSA), which show high proton 
conductivity at a fully hydrated state. However, they suffer 
from a high price and low dimensional stability during the 
starting up and shutting down of a PEMFC when the amount 
of humidity is varied widely [2, 3].  To overcome this issue, 
the commercial membranes have relatively high thickness (50-
175μm) to show enough strength to overcome the changes in 
dimensions. However, thicker membranes negatively impact 
the performance of the fuel cell due to their decreased proton 
conductance [3].  
One of the proposed methods for reducing the thickness of the 
membrane without decreasing the durability of the fuel cell is 
to build a porous inert reinforcement into the membrane to 
limit its expansion and contraction when its water content is 
changed. The inforcement porpous support would also 
improve the mechanical properties of the membrane and is 
expected to reduce the overall cost of production. The overall 
cost is likely reduced despite extra processing steps because 
the porous enforcment material is much less expensive than 
PFSA and the overall amount of required PFSA is 
significantly reduced [2]. 
Among different methods for the fabrication of porous support 
layers, electrospinning attracts great attention due to its ability 
to fabricate submicron fibers mats with different morphologies 
[4]. Typically, a high voltage power supply (usually in the kV 
range) connects to a collector and the conductive needle of a 
syringe. The syringe is filled with a viscous liquid (a polymer 
solution or a molten polymer) to charge it.  At a certain critical 
voltage, the repulsive force of the charged liquid offsets its 
surface tension and the liquid ejects from the nozzle to the 
collector. If the polymer solution has enough entanglement, 
the ejected solution forms fibers and the process is called 
electrospinning; otherwise, the ejected solution turns into 
small droplets and the process is called electrospraying [5, 6]. 
Simplicity, ability to control morphology at different levels 
makes this method attractive to researchers [4]. Moreover, the 
uniaxial alignment of polymer chain fibers can improve the 
mechanical properties of the membrane [7]. Finally, the low 
packing density of generated electrospun mats and their 
interconnected pore structure make them excellent substrates 
for filling with other materials to fabricate a dense membrane.  
Several polymers, such as polyvinylidene fluoride (PVDF), 
polyvinyl alcohol (PVA), Polystyrene (PS), and polysulfone 
(PSU) have been successfully electrospun as the porous 
support for proton exchange membranes [7]. However, more 
investigations are required to improve the electrospinning 
condition of these polymers for their application in a proton 
exchange membrane.  
1 Corresponding Author and Principal Investigator: Dr. Biao Zhou, 
bzhou@uwindsor.ca, 1-519-253-3000 ext. 2630 
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Reported here is the electrospinnig behaviour of PSU in 
dimethylformamide-acetone mixtures and the effect of the 
electrospinning parameters on the morphology of the produced 
mats. Specifically, adjutments of the acetone content, flow 
rate, and voltage successfully suppressed the formation of 
macroscopic and microscopic defects observed for not 
optimized spinning conditions..   
II. EXPERIMENTAL PROCEDURE
N,N-Dimethylformamide (DMF, anhydrous, 99.8%) and 
Polysulfone (PSU, average Mn ≈22,000) were purchased from 
Sigma-Aldrich. Acetone (ACS grade) was also provided from 
VWR. Solvents with different volume ratios of acetone in 
DMF (0%, 20%, and 40%) were prepared and used for the 
preparation of PSU solutions at a concentration of 20wt%. The 
mixtures were stirred via a magnet stirrer for 6 hours to 
generate a homogeneous solution at room temperature. The 
solutions were kept overnight at room temperature to ensure no 
phase separation occurs. Only solutions that show no 
macroscopic phase separation were selected for electrospinning 
test.  
Before electrospinning, the solution was stirred for 2 hours 
to homogenise again. A 5 cc plastic syringe was filled bubble 
free and connected to a 22 gauge stainless steel blunt needle. 
The syringe was loaded onto a syringe pump (KDS, Legato 
200) to control the flow rate (0.2 to 1.5 mL/h). To charge up 
the solution for electropsinning, a power supply (ES50, 
Gamma high voltage research) was connected to the needle and 
a grounded static steel plate covered by an aluminum foil that 
served as the current collector. The current collector was placed 
10 to 20 cm from the needle tip and the applied voltage was 
varied between 10 kV and 30 kV. The applied voltage was 
usually selected based on the critical voltage for ejection of the 
fluid from the Taylor cone (1 to 2 kV higher than the critical 
voltage), but in a few cases voltages 7 kV higher than the 
critical voltage were also examined to stabilize the process and 
avoid the formation of unspun droplets. 
The electrospun samples were dried at 65 ºC overnight to 
remove any possible residual solvent and then coated with gold 
by sputtering for the observation by SEM (Field Emission 
Scanning Electron Microscope Quanta FEG 200). 
III. RESULT AND DISCUSSION
Before In our first experiments, pure DMF was used as the 
solvent for PSU. PSU showed appropriate solubility in DMF 
and clear solutions were obtained easily by stirring at room 
temperature. Electrospiining of these solutions was also 
straightforward and no cracking, cast formation, or peeling off 
was observed in the electrospun mats. However, the 
electrospun jet was not stable and unspun droplets were 
frequently observed during the process, which led to the 
formation of dotted patterns in the electrospun mats (Fig. 1-a). 
Although the problem was supposed to be addressed by 
reducing the flow rate [8], it became worse in our hands (Fig. 
1-b). 
The microstructure of the electrospun mats also suffered 
from the formation of beads. Fig. 2 shows the microstructure of 
the fabricated mats when the distance between the needle’s tip 
and the collector was 20 and 15 cm, respectively. Although the 
number of beads can be reduced effectively by optimizing the 
tip collector distance (d) the formation of unspun droplets still 
persisted. To address this issue, DMF-acetone mixtures were 
applied as the solvent for PSU to reduce the surface tension of 
the solvent. If the surface tension is reduced, the beads problem 
can be addressed effectively and the formation of unspun 
droplets is reduced because the electrospun jet is more stable. 
(a) 
(b) 
Figure 1.   The PSU electrospun mat from DMF solution when the needle tip 
to collector distance is 15 cm: (a) flow rate = 0.5 mL/h (b) flow rate=0.2 
mL/h.  
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 (a) 
 (b) 
Figure 2.   SEM images of the PSU electrospun fibers when DMF is 
applied as the solvent and the flow rate is 0.5 mL/h: (a) d=20 cm (b) d=15 cm. 
PSU did not show proper solubility in 60%DMF-40% 
acetone (by Vol.) mixture. The solution was not clear and a 
macroscopic phase separation was observed after one day (a 
clear solution was on top and a milky solution was in bottom). 
By increasing the percentage of DMF to 80%, the solubility 
improved remarkably. Although the prepared solution was 
milky again, no macroscopic phase separation was observed 
even within a week.  
By replacing the solvent from pure DMF to a mixture of 
80% DMF and 20% acetone, some differences were observed 
in the electrospinning process. Firstly, the critical voltage for 
the Taylor cone was reduced significantly. The critical applied 
voltage for pure DMF was around 29 kV when the needle tip 
collector distance was 15 cm while this value for a 4:1 
DMF/acetone mixture was just 8 kV. Since in many 
mathematical models the critical voltage mostly depends on the 
surface tension (among other solution parameters such as 
viscosity and conductivity) [6], reduction of the surface tension 
by the addition of acetone seemed to play an important role in 
the reduction of the critical voltage.  
 (a) 
 (b) 
Figure 3.   The SEM images of PSU electrospun fibers when 80% DMF-
20% acetone was used as the solvent, the applied voltage was 10kV and 
d=15cm: (a) flow rate=1.2 mL/h, (b) flow rate=0.2 mL/h. 
Addition of acetone also affected the microstructure of the 
electrospun mats. The beads were almost removed in the 
microstructure due to reduction of the surface tension of the 
solution (Fig. 3-a). It should be mentioned that the driving 
force for the bead formation is the high surface energy of the 
electrspun fibers during the electrospinning process [9]. 
Therefore, reduction of the surface energy can address this 
problem significantly.  
Additionally, the electrospun jet became more stable when 
acetone was added to the solution. It was reported that the jet 
become more stable when the surface tension of the solution 
was reduced [9]. The unspun droplets were still persistence, but 
the number of them was cut down effectively. To diminish this 
problem totally other electrospinning parameters should be 
tuned. Reduction of the flow rate is one of the effective 
strategies that has been recommended to address the formation 
of unspun droplets [8]. However, similar to the case of using 
pure DMF, reduction of the flow rate to 0.2 mL/h was not only 
unable to improve the stability of the electrospun jet, but made  
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Figure 4.   The PSU electrospun mat from  80% DMF-20% acetone 
solvent when the applied voltage was 14 kV, flow rate was 1.5 mL/h and 
d=15cm. 
it less stable. This generated more unspun droplets and more 
beads appeared in the microstructures (Fig. 3-b). 
Surprisingly, the higher flow rate (1.5mL/h) remarkably 
improved the stability of the jet. To achieve a fully stable jet 
and completely avoid the formation of unspun droplets, the 
applied voltage was increased to 14 kV. Only under this 
condition we were able to fully suppress the formation of 
unspun droplets and avoid the formation of dotted pattern of 
(Fig. 4). Fig. 5 illustrates the microstructures of the electrospun 
mats when the needle tip collector distance (d) was varied from 
10 to 20 cm and the mentioned adjustment on the flow rate and 
the voltage were applied. The microstructures of the 
electrospun mats for d = 15 cm or 20cm were almost the same, 
although very few beads can be spotted for d = 20 cm. The 
beads were diminished when d = 15 cm. However, by 
reduction of d to 10 cm, the surface of the fibers became rough 
and some particles like structure were formed, which had 
different structure from the electrospun fibers (Fig. 5-c and 
Fig. 6).    
 (a) 
 (b) 
 (c) 
Figure 5.   The SEM micrograph of the PSU electrospun fibers when 80% 
DMF-20% acetone solvent when the applied voltage was 14 kV, flow rate was 
1.5 mL/h: (a) d=20 cm, (b) d=15 cm, (c) d=10 cm. 
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Figure 6 The SEM image of particle-like defect when 80% DMF-20% 
acetone solvent when the applied voltage was 14 kV, flow rate was 1.5 mL/h 
and d=10 cm. 
SUMMARY
We were not successful in the optimization of 
electrospinning parameters to generate defect-free mats with 
PSU solutions in DMF. This was mainly caused by an unstable 
jet that resulted in the formation of unspun droplets and a 
dotted pattern on the collector. Another manifestation of 
unsuitable spinning parameters was the formation of large 
numbers of beads in the mats. A stable jet and defect free 
electrospun mats were obtained with a solvent mixture of 
DMF/acetone 4:1 that has a drastically reduced surface tension. 
The collector distance, applied voltage, and flow rate were 
optimized to 15 cm, 1.5 mL/h, and 14 kV, respectively. 
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Abstract— The mold costs for low volume production molds 
can be expensive due to the mold material, the process 
planning time, and the fabrication costs. The focus of this 
research is to develop a methodology to fabricate molds for 
low volume production, where the production quantities vary 
between 1 – 200 components. For this application, the cycle 
time is not an issue.  Employing an additive manufacturing 
solution could reduce the required amount of materials and the 
processing planning costs, but there are cost, or technology 
feasibility issues related to constructing a mold directly from a 
CAD file. Consequently, a hybrid manufacturing approach is 
taken where an AM process (material extrusion based) is used 
to create a sacrificial pattern for specialty, low cost, 
interchangeable inserts manufactured using an epoxy (Aremco 
805). An over molding case study is carried out using a high 
temperature molding material - Technomelt-PA 7846 black. 
The pattern, insert, coating, and mold fabrication is discussed, 
as well as the initial results. The initial material cost estimates 
to fabricate this over molding solution is approximately $140 
US. The durability of the RTV coating and the inserts needs to 
be determined to yield the final solution costs.
Keywords-mold fabrication; low volume; high temperature 
plastic materials; additive manufacturing 
I.  INTRODUCTION 
The competitive landscape in the manufacturing domain is 
increasing in our global economy. The plastic mold making 
industry, which is a multi-million industry consisting of mainly 
small and medium size enterprises (502 establishments with 
5,300 employees and $926 million in shipments [1]), is actively 
pursuing opportunities to reduce tooling costs and processing 
time. The design solutions depend on the production volumes 
and planning horizons, and different mold materials and 
fabrication strategies are required for low volume, medium 
volume, and high-volume production. The focus of this 
research is on low volume production, where the production 
quantities vary between 1 – 200 components, the cycle time is 
not an issue, and the target application is ‘over molding’ for 
specialty applications, or prototype low volume production.  
Low volume production molds are utilized in many 
industrial sectors, and can be used to test product functionality, 
or employed to create sample components for assembly 
automation ‘test and tune’ applications for automotive high 
production systems. ‘Soft’ tooling or temporary molds are 
fabricated to produce a limited number of products. If the 
design is not optimal, another mold can be fabricated for the 
updated design. The over molding process involves the use of 
two separate materials to form one cohesive component. The 
most common type of over molding is insert molding. Insert 
over molding is an injection molding process where one 
material is molded “over” a secondary “substrate” material.  
Low volume molds are less costly than medium or high 
volume molds, but the material, process planning, and 
fabrication costs may still be thousands of dollars.  Additive 
Manufacturing (AM) approaches have the potential to reduce 
process planning time, and to reduce the both the time and 
manpower associated with the mold fabrication process. 
There are several AM processes that have been developed: 
vat photopolymerization, binder jetting, material extrusion, 
powder bed fusion, directed energy deposition, material jetting, 
and sheet lamination. The AM process family is capable of 
producing complex geometries without any in-depth process 
planning, and are used in the automotive, aerospace domains, 
as well as in the medical and dental domains [2]. The common 
element to all these processes is that a three-dimensional (3D) 
part is developed from layering two dimensional cross sections 
successively to create the final solid. Undercuts, free form 
geometry, and blind features are manufactured “easily”, 
especially compared to traditional machining processes. 
Presently, there are limited choices of material available for 
AM processes and anisotropic properties are exhibited due to 
the material bonding [3], [4]. There are compatibility issues 
with respect to the AM build process material with the molding 
material, and also limitations with respect to their cost 
effectiveness for ‘lower’ to intermediate production volume 
quantities as the product fabrication times may be long. 
Therefore, a rapid tooling design and fabrication strategy needs 
to be developed [5], which is the focus of this research. There 
are two solution paths being proposed: (i) employing an AM 
process to fabricate a mold (with the addition of a coating if 
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there are material compatibility issues), and (ii) employing 
hybrid mold fabrication strategies.  
The goal of this research is to develop solutions to fabricate 
a 200 mm x 150 mm x 50 mm core and cavity mold set that can 
produce up to 200 parts for ≤ $1000. In this study, the molding 
material is Technomelt-PA 7846 black which is a polyamide 
plastic. Its mechanical properties are shown in Table I. 
Technomelt is a high melting temperature polyamide 
(application temperature: 200 to 240 °C [6]), which limits the 
usable mold materials. 
TABLE I. PROPERTIES OF TECHNOMELT-PA 7846 BLACK 
Mechanical property Value 
Density, g/cm³ 0.98 
Melting Viscosity at 230 °C, mPas 3,000 
Glass Transition, °C -30 
Working Temperature, °C -40 to 130 
Softening point, °C 170 to 180 
II. LITERATURE REVIEW
Rodet et al. used the Stereoligthography (SLA) [7] process 
to fabricate molds using the DSM Somos 7110 resin and SL 
7510 materials, and SLA-250 and SLA-3500 machines. 
Variable layer thicknesses were explored and correlated to a 
surface roughness. The SLA tools had limitations due to their 
low thermal and mechanical properties (60-70°C - little 
strength left). Hopkinson et al. utilized an epoxy resin SL-5170 
with a SLA-500 machine. The operating conditions were at a 
higher temperature (185°C). It was necessary to use different 
processing parameters for the molding compared to an 
aluminum mold solution, and there was difficulty ejecting the 
components (polypropylene material). Kovács et al. analyzed 
the warpage issues related to mold thermal conductivity, and 
explored using an epoxy resin filled with metal powder to 
increase stiffness and heat conductivity [8]. The SLA process 
family was not feasible for directly fabricating a mold set for 
components to be molded with the Technomelt-PA 7846 black 
material at this time.  
The binder jetting process is an additive manufacturing 
process that fabricates components and assemblies by layering 
powered material and applying a binder where a ‘solid interior’ 
should be. The binder jetting family of technologies is capable 
of printing variety of powder materials, which includes 
polymers, metals, ceramics, sand, and plasters. However, the 
raw material costs for metals [9] are high compared to the raw 
stock costs used for machining; consequently, this process may 
be more suited to a medium volume production application. 
This is also true for the powder bed fusion processes.  
The material extrusion family for AM processes consists of 
placing individual beads side by side to build up a layer. A 
contour boundary curve is extruded, and a raster fill strategy is 
used to fill the appropriate interior regions. The material is 
extruded through a nozzle. Typically, the build material is a 
thermoplastic such as Acrylonitrile Butadiene Styrene (ABS) 
or Polylactic Acid (PLA), although a polycarbonate can be 
employed. Both this process and the readily available material 
selections are problematic. Fabrication issues exist with the 
surface finish, anisotropic mechanical properties, and voids 
within the tool paths [10], but these issues are secondary. The 
glass transition temperature for ABS is approximately 105 °C, 
and the melting point for PLA 150 to 160 °C. Polycarbonate 
has a glass transition temperature at approximately 147 °C. The 
softening point for the Technomelt-PA 7846 black is 170 to 
180°. Thus, the material extrusion processes do not lend 
themselves to a high temperature mold fabrication application.  
Consequently, directly printing a mold set from a Computer 
Aided Design (CAD) model is not feasible due to cost issues 
(binder jetting and powder bed fusion), or due to the available 
build materials (SLA and material extrusion). Therefore, a 
‘rapid tooling’ hybrid mold manufacturing approach is to be 
explored.  
S. Ma et al. investigated the feasibility of making reinforced 
epoxy molds. The metal, ceramic and mineral powders were 
mixed with epoxy to increase its mechanical properties. 
Different ratios of the powders were studied to find the best 
mixture to optimize mechanical and thermal properties. 20% of 
alumina powder found to be the most suitable additive [11]. T. 
Tabi et al compared thermal, mechanical and 
thermomechanical properties of injection molding of PLA 
material into epoxy-based PolyJet and conventional steel (P20) 
mold. They found that it is possible to mimic the 
thermomechanical properties of nucleated PLA which is 
injected into hot steel mold by injecting it into an epoxy-based 
PolyJet mold [12]. Therefore, using a metallic-resin mix for 
controlling the heat transfer and providing structural integrity is 
a valid solution approach for a mold, and is a focus of the 
solution presented here.  
III. METHODOLOGY
For the hybrid manufacturing strategy, a disposable pattern 
for the core and cavity mold components will be manufactured 
using an AM process (rapid tooling), and the balance of the 
components are machined or cast to create permanent and 
interchangeable components. Two hybrid options are explored: 
(i) create a shell of each core and cavity mold surfaces, and 
back fill the shell with a filler material, and (ii) create a pattern, 
and use the pattern to create an interchangeable insert with a 
suitable resin material. For this paper, option 2 is explained. 
The process flow is presented in Fig. 1. 
A. Mold Design 
The mold base consists of two aluminum blocks sized to 
accommodate a variety of inserts. There is a 35 mm border 
around the machined rectangular cavities that are to be used for 
the mold inserts. Fig. 2 shows the mold base blocks and its 
sections, where: the A features (2 per side) are entrance holes 
specifically designed for the epoxy filling operation; the B 
features (4 per side) are to allow the users to quickly 
interchange epoxy inserts for new production runs; the C 
feature is the insert cavity, which includes a 30° draft angle and 
15 mm corner fillet radii for ease of interchangeably; and the D 
features (2 per side) are used to align the core and cavity 
blocks. These D features are also used to align the match plates 
to the mold set. The ejector features are threaded to fix the 
insert into position, and work as an ejector mechanism that 
pushes the used insert out of mold base cavities. The epoxy 
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insert contains nuts for stable location. To reduce bonding of 
the epoxy material to the aluminum block, an RTV silicone 
material (Mold Star® 30 [13]) is applied to the cavity surface 
before pouring the epoxy.  
Figure 1.  Hybrid mold design process flow. 
Figure 2.  The mold bases- (A) the holes that epoxy is poured into the epoxy 
cavities (B) the ejector bolt of the epoxy block (C) epoxy filled cavities (D) 
hole-pin locators. 
B. Mold Making Process 
To fabricate the molding cavities, a pattern is needed. As 
the pattern may have shape complexity, but does not need to 
have strength, low cost additive manufacturing processes and 
materials are ideal for this ‘rapid tooling’ application. Pattern 
design characteristics will vary depending on the final product 
requirements. The parting line and features will be unique for a 
general product as compared to an over molding solution. Once 
the sample is divided from the parting line, each segment is 
attached to each side of a match plate. The locating pins 
(feature D) of the mold base align pattern, the match plate, and 
the mold bases. Due to space constraints, the analyses for the 
various epoxy materials are not included. However, from the 
experimental activities, is was found that the Aremco 805 
(Table II) had the low shrinkage, viscosity, mechanical 
properties at room temperature and 200°C, the temperature 
resistance, and the desired heat transfer characteristics.  
TABLE II. PROPERTIES OF AREMCO 805 EPOXY [14] 
Mechanical property Value 
Thermal Conductivity (W/m2.K) 70.98 
Tensile shear (Pa) 1.2e+7 
Flexural strengths (Pa) 1.06e+8 
Linear shrinkage (m/m) 0.003 
Shore D Hardness 87 
In Fig. 3 (a) the build layers for the pattern are shown as 
visualized in the Insight® processing planning software (used 
for fused deposition modelling machines [15], in Fig. 3 (b) the 
original built pattern and an RTV coated pattern show the 
different surface textures, and in Fig. 3 (c), an over molding 
pattern is displayed, where the pattern includes representative 
over molding elements, the over molded region, and the match 
plate. RTV silicone rubber is used to coat the pattern to smooth 
the surface and to provide an easy part release. Surface 
roughness is an issue with the AM process family and 
researchers engaged in applying AM solutions for mold 
manufacturing have had ejection issues connected with the 
build surface finish. Post processing operations are typically 
required if a smooth surface is desired. Here, a material 
extrusion process and ABS material is employed to create the 
pattern, and in lieu of chemical smoothing or finish sanding, 
the RTV is employed to smooth the surface and be a releasant.  
The patterns were easily removed from the epoxy. The final 
inserts are placed in the mold halves, as shown in Fig. 4. The 
over molded components have pockets for their placement in 
the insert. Additional end seals are also fabricated from the AM 
pattern for flash control.  
The interior cavity surfaces are smooth. The process 
planning for the pattern was less than 1 minute, the assembly 
time for the pattern and match plate was approximately ½ hour, 
and the cure time for the epoxy and the silicone was 
approximately 26 hrs. The time where an employee directly 
interacts with the fabrication process is short, and the required 
skill level for this insert solution is very low.   
C. Injection molding analysis 
The injection parameters need to be determined for the 
injection molding operation. Here, Autodesk Mold Flow 
Advisor 2017 is applied to determine the fill time, and the 
injection pressure using the input data provided in Table III.   
TABLE III. MOLD FLOW SIMULATION INPUT DATA 
Injection property Value 
Injection Temperature (°C) 225 
Mold Temperature (°C) 40 
Gate Diameter (mm) 3 
Maximum machine injection pressure (MPa) 1 
As shown in Fig. 4, the material injection gate is centrally 
located; consequently, the maximum fill time is 0.8 seconds 
along the longitudinal axis, but there are variants in the fill 
time, as shown in Fig. 5a. The temperature contours and 
cooling times are dependent on the system configuration, and 
are not presented here. The maximum injection pressure is at 
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the gateway, and 0.11 MPa. The average injection pressure is 
very low and is almost homogenized (Fig. 5b).  
(a)
(b) 
(c)
Figure 3.  (a) The build layers as reprsented by the Insight® process planning 
software, (b) the built and coated patterns, and (c) The parts of the epoxy mold 
making process 
Figure 4.  Epoxy inserts, and sealing end caps for the mold set. 
IV. EXPERIMENTAL RESULTS
In order to test the mold, the test part (Fig. 6) was placed 
inside the mold. The over molding region is encircled in the 
picture. The wires fit into the sealing end caps. The injected 
Technomelt-PA 7846 black covered the wire splice 
completely, and as shown in Fig. 7, the over molded product 
has a very smooth surface. The resulting product did not 
adhere to the mold cavity surface, and was removed easily. 
The material costs for this solution are divided into 2 
categories: capital costs and consumable cost. (Table IV). The 
overall cost is approximately $140 US, which is much less 
than the cost of making a permanent aluminum mold using 
conventional machining processes (estimated to be $840 US, 
using a 3 axis mill, and a final polishing operation, Table V). 
a)
b)
Figure 5.  a)Fill time contours. B) Injection pressure contours. 
Figure 6.  Over molding test application. 
Figure 7.  The over molded product in the mold. Note that there is no residual 
material in the left cavity and minimal flash in the right cavity.  
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For machining a permanent aluminum mold, the Mastercam 
verification analysis indicates that 4 hours machining is 
required to fabricate the two mold blocks (Fig. 8). The 
machining process includes a face milling, two rough 
machining operations, followed by a finishing pass with a large 
step over. In Table V, a detailed cost breakdown is presented. 
Figure 8.  Permanent mold machining strategies and verification model. 
TABLE IV. MATERIAL COSTS FOR FABRICATING THE EPOXY MOLD 
Capital costs 
Aluminum blocks $70 
Match plate material $5 
Consumables 
AM pattern printing $16 
Aremco 805 $44 
RTV Silicone $6 
Total (US Dollar) $141 
TABLE V. COSTS FOR MACHINING A PERMANENT MOLD (NOTE: THIS 
DOES NOT INCLUDE MATERIAL COSTS) 
Process Time Cost 
Process planning 6 hours $300 
Set up time 1 hour $80 
Machine run 4 hours $400 
Polishing 16.2 inch2- 2 μm Rough $60 [16] 
Total (US Dollar) $840 
The final product is shown in Fig. 9. There is some flash; 
consequently, the sealing end cap solution will be redesigned.  
Figure 9.  Final over molded product. The production quantity limitation for 
this mold solution will be caused by the wear of epoxy insert edges, the 
durability of the epoxy material from thermal shocks, and the durability of 
RTV silicone coating. Future experiments will be performed to determine the 
mold tool life.  
Although the durability is important, epoxy insert replicates 
for a specific product will not increase the overall cost 
significantly. Therefore, if there are tool life issues, the RTV 
silicone coating can be applied as needed, and several epoxy 
inserts can be produced with the AM pattern. 
V. SUMMARY AND CONCLUSIONS 
A lower cost mold fabrication solution is presented for low 
volume, high temperature molding materials. AM processes 
cannot directly be used to fabrication a low-cost solution, but 
AM processes can be utilized to manufacture a sacrificial 
intermediary pattern. This pattern is employed to create an 
insert (or inserts – as required) made from an epoxy. Further 
experiments need to be performed to determine the tool life. 
Once this is completed, a comprehensive cost analysis can be 
developed to determine the overall costs of this build strategy. 
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Abstract— In this study, the effects of flow velocity and solid 
concentration on erosion-corrosion behavior of AISI 1018 
long-radius steel elbows (Schedule 40) in saturated potash 
brine were investigated. Potash brine containing 10 and 
30 wt% of silica sands flowing at 2.5, 3.0, 3.5 and 4.0 
m/s through a continuous loop with pipe internal diameter 
of 2.54 cm was used as the slurry. All experiments were 
conducted at 30 ºC. The surface damage on elbows was 
evaluated using scanning electron microscopy (SEM). It was 
found that material loss per unit area was greater at high slurry 
velocity and solid concentration. Corrosion pits were visible 
on the elbow surfaces at low slurry velocities, but pits were 
not formed at higher velocities. Mechanical damage was 
concluded to be the dominant degradation mechanism at high 
flow velocities. 
Keywords- wear; erosion-corrosion; potash brine; pit; carbon 
steel 
I.  INTRODUCTION 
The common occurrence of pipeline damage in the mineral 
processing industry is often attributed to erosion-corrosion. It 
is a process that occurs when abrasive solids suspended in a 
flowing corrosive liquid interact with the pipe internal wall 
resulting in significant material loss that may cause the pipe to 
leak or fail catastrophically. Pipe locations that experience 
abrupt changes in the flow direction, such as elbows, are 
subjected to severe hydrodynamic intensities occasioned by 
high angle impact by the particles in the moving fluid as well 
as change in flow regime at varying positions in the elbow [1]. 
It is widely acknowledged that the flow velocity and solid 
concentration are some of the key parameters that influence 
the wear behavior of pipeline materials subjected to erosion-
corrosion [2]–[9]. Liu et al. [10] studied the effect of fluid 
flow velocity on the erosion-corrosion behavior of carbon steel 
elbows in 3.5wt % sodium chloride solution containing quartz 
sand particles as erodent. They discovered that the erosion-
corrosion rate of elbow samples increased with increasing 
flow velocity. Zeng, Zhang and Guo [11] investigated the 
erosion-corrosion performance at different locations in a 
stainless steel elbow using a flow loop and reported that the 
maximum erosion-corrosion rate occurred at the outer wall of 
the tested elbow outlet. Khayatan, Ghasemi and Abedini [12] 
compared the erosion-corrosion performance of pure titanium 
at different impingement angles. Their data showed that 
maximum degradation rates occurred at an impingement angle 
of 40º. 
It is well known that the minimum material loss rate during 
erosion-corrosion of elbow occurs at the inlet section [10], 
[11]. The aim of this study was to investigate the effect of 
slurry flow velocity on the exit section of AISI 1018 steel 
elbow during erosion-corrosion in a slurry consisting of 
saturated potash brine and silica sand. 
II. EXPERIMENTAL PROCEDURE
In this study, long radius 90º 1018 steel elbows (schedule 
40) were used. The chemical composition range (in wt%) of the
steel is presented in Table 1. A typical optical image of the 
microstructure of the as-received elbows is shown in Fig. 1. 
The specimen for microstructure observation was prepared 
using standard metallographic methods. It was cut from one of 
the procured elbows and ground using SiC papers of 320, 400, 
600, 800 and 1200 grit sizes. This was followed by polishing 
with 3 µm MD-Dac and 1 µm MD-Nap polishing clothes and 
finally etched for 30 s using Nital solution consisting of 2% 
nitric acid and 98% ethanol. A Nikon eclipse MA-100 inverted 
optical microscope was used to examine the microstructure 
which consists of a mixture of 82% ferrite and 18% pearlite.  
Erosion-corrosion tests were conducted at 30 ºC for 120 h in 
a flow loop (diameter of 2.54 cm) using ASTM G119-09 [13]. 
Solid concentrations of 10 and 30 wt% and slurry flow 
velocities ranging from 2.5 m/s to 4 m/s were used. Fig. 3 
shows a diagram of the flow loop used in this study. The 
operating temperature was controlled with the aid of a heat 
exchanger placed within the slurry tank. 
TABLE I. CHEMICAL COMPOSITION OF 1018 STEEL 
Fe C Mn Mo P S 
Balance 0.19-0.21 0.42-0.45 0.001 0.012-0.018 0.005-0.01 
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Fig. 3. Diagram of the experimental erosion-corrosion flow loop: (a) schematic (b) pictogram  
The average weight loss of four 1018 steel elbows placed 
strategically at different locations in the loop was determined. 
The wear surfaces of tested elbows were evaluated using 
JEOL JSM-6010LA scanning electron microscope (SEM) to 
understand the dominant damage mechanisms. 
III. RESULTS AND DISCUSSION
A. Weight Loss Measurement 
The mass loss per unit area obtained for the tested elbows 
under different velocities and solid concentrations is presented 
in Fig. 2. Mass loss per unit area was affected by changes in 
both flow velocity and solid concentration. It increased with 
increasing slurry flow velocity and solid concentration. This is 
probably due to increase in mechanical interaction between the 
elbow surface and sand particles as slurry flow velocity and 
sand concentration increased. 
B. Surface Characterization 
Fig. 4 shows typical SEM micrographs obtained for the exit 
sections of tested elbows after 120 h in the loop. Fig. 4(a) 
shows the presence of corrosion pit and erosion-corrosion wear 
Fig. 1. Optical micrograph of 1018 steel elbow Fig. 2. Mass loss per unit area of elbows at different flow velocities after 
120 h.
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Fig. 4. Typical SEM micrographs of the elbows subjected to erosion-corrosion after 120 h: (a) and (c) exit section at 2.5 m/s; (b) and (d) exit section at 4.0 m/s. 
scars (grooves) for elbows tested in a potash slurry containing 
10 wt% flowing at 2.5 m/s. However, corrosion pits are not 
observed in the elbow subjected to a slurry flow velocity of 4.0 
m/s shown in Fig. 4(b). The presence of grooves is an 
indication that mechanical erosion contributed to the material 
degradation process, while the formation of corrosion pits 
indicates that corrosion played a role during erosion-corrosion 
of elbows at low velocities. At high slurry velocities, 
mechanical damage appears to have played a more prominent 
role in material degradation than corrosion. This can be due to 
the fact that more particles strike the elbow surface and 
subsequently increase the depth of particle impingement into 
the surface. Fig 4(c) and 4(d) shows the surface morphologies 
of elbow tested at 2.5 m/s and 4.0 m/s using a particle 
concentration of 30 wt%. It can be observed that ridges formed 
on the elbow surface due to interactions with the sand particles 
over the test period. Few corrosion pits were observed on the 
surface of elbows tested at a slurry flow velocity of 2.5 m/s, 
which is consistent with what was observed for elbows tested 
with a slurry containing 10 wt% solid concentration.  
IV. CONCLUSIONS
The mass loss per unit area of 90º steel elbows due to 
erosion-corrosion in saturated potash brine solutions 
containing silica sand were determined and the wear surface of 
the inner section of the elbows was investigated using a 
scanning electron microscope. The conclusions below are 
drawn from the experimental results. 
1. Degradation of the tested elbows at low velocities
was dominated by corrosion attack as evidenced by the 
presence of corrosion pits on the elbow surface. On the other 
hand, erosive wear due to particle impingement was the 
dominant damage mechanism at high slurry velocities. 
2. Material loss per unit area increased with increasing
flow velocity and solid concentration. 
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Abstract— Graphene oxide (GO)-based materials have been 
studied for applications in adsorption and water treatment. 
Experimental results revealed that GO is a promising 
adsorbent due to its low-cost production, large surface area, 
and strong interaction with a wide range of dyes in an aqueous 
phase. GO chemical structure has the potential to be tuned 
using chemical methods such as cross-linking to produce a 
framework material. Therefore, in this study, cross-linking of 
GO structure using chitosan biopolymer as a cross-linker agent 
was investigated. Cross-linked GO composites were prepared 
through a green solution-based chemistry approach. Chemical 
structural, morphological and thermal changes in the cross-
linked GO composites were investigated using Fourier 
transform infrared (FTIR) spectroscopy, scanning electron 
microscopy (SEM), and thermal gravimetric analysis (TGA). 
Also, adsorption properties of samples were obtained using 
methylene blue (MB) as a cationic probe, in solution phase. 
According to the spectroscopy results, cross-linked composites 
suggested interaction between the GO sheets with chitosan 
through the formation of amide linkages. SEM results showed 
irregular layer shapes connected to each other with higher 
surface roughness and porosity in cross-linked samples. 
Changes in the thermal stability of cross-linked samples can 
be ascribed to the cross-linking effect. Kinetic adsorption 
studies indicated higher sorption capacity of cross-linked 
samples toward MB in aqueous phase compare to pure GO 
and chitosan.  
Keywords ; graphene oxide, chitosan, cross-link, composite. 
I.  INTRODUCTION 
Removal of dyes and organic contaminants originating 
from printing, food and pharmaceutical industries throughout 
the world has greatly impacted materials engineering and 
chemistry. Many of the dye molecules are known to be 
carcinogenic and can affect air and water quality resulting in 
various undesirable human and ecosystem health issues [1]. 
Among the processes used for removal of dyes and 
contaminants, using the method of adsorption by solid 
adsorbents is considered as an efficient remediation technique 
due to its simplicity, low-cost and possibility of recycling of 
the adsorbent in the adsorption process [2]. 
Recently, graphene and graphene oxide (GO)-based 
materials have been investigated as potential adsorbents for 
applications in wastewater treatment [3]. Graphene comprises 
of sp2-hybridized carbon atoms arranged in a two-dimensional 
honeycomb lattice. Compared to graphene, which has a low 
aqueous solubility, GO is highly dispersible in organic solvents 
due to the presence of different oxygenated functional groups 
on its structure. The highly negative charge density of GO in 
aqueous solutions serves as an effective adsorption site for 
cationic dyes [3]. Thus, this material could be valuable for 
adsorption applications targeting cationic species in aqueous 
phases (such as methylene blue (MB) cation) and gas (such as 
N2) capturing applications [4]. Furthermore, the chemical 
structure and properties of GO can be further tuned using 
chemical methods [5]. Fabrication of framework structures 
from individual GO sheets was studied using chemical 
interactions to fabricate GO self-assembled structures [6]. 
Therefore, developing a stable framework from interconnected 
GO layers is attractive for the successful and practical use of 
these materials which remains the main challenge. It was found 
that a GO framework structure can be achieved by cross-
linking GO sheets through covalent or non-covalent bond using 
bio-polymers such as chitosan as a cross-linker [7]. Due to the 
presence of amino groups, chitosan is considered as a 
positively charged polysaccharide, which can strongly attract 
GO sheets with a negative charge through electrostatic 
interactions. In addition, chitosan amino groups can covalently 
bond to the carboxyl groups of GO to form a homogenous and 
well-dispersed GO composite [7]. Therefore, chitosan is an 
efficient cross-linker which promotes the formation of the GO 
composite. 
This study investigates the use of chitosan as a bio-polymer 
to produce green GO-chitosan cross-linked composite 
materials. The aim of this work was to develop a GO 
framework material with enhanced structural and thermal 
stability and to evaluate the chemical structure, morphology, 
thermal stability, and MB adsorption properties of GO cross-
linked composites with chitosan for wastewater treatment and 
adsorption applications. 
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II. EXPERIMENTAL
A. Materials 
Medium molecular weight chitosan (Mw=95,0000-
310,000∼95% deacetylation), sodium nitride (NaNO3), 
potassium permanganate (KMnO4), sulfuric acid (98%, ACS 
grade), methylene blue (high purity, biological stain), hydrogen 
peroxide (30% v/v) were obtained from Sigma-Aldrich Canada 
Ltd. Graphite flake, natural, -325 mesh, 99.8% (metals basis) 
were obtained from Alfa Aesar Thermo Fisher Scientific. 
B. Synthesis of Graphene Oxide 
GO was synthesized from graphite flakes using the 
modified Hummer’s method [8]. Briefly, 100 mL of 
concentrated H2SO4 was added into a 500 mL flask filled with 
4 g of graphite in an ice bath, followed by the addition of 2 g of 
NaNO3 and stirred for 4 h. Then, 12 g of KMnO4 was gradually 
added while the mixture was stirred for 2 h. The ice-bath was 
then removed, and the system was heated at 35℃ for another 
30 minutes. Subsequently, 240 mL distilled water was slowly 
added to the system and continued to stir for another 30 
minutes. Then 160 mL of water and 30% v/v H2O2 were added 
to terminate the reaction. The solution was stirred overnight 
and purified using multiple washing with millipore water, HCl 
(30 %) and ethanol until it reached pH~7. After multiple 
washings, the solid GO was vacuum-dried at 40℃ to obtain 
completely dried GO powder. 
C. GO-Chitosan Cross-Linked Composite Preparation 
Preparing of the GO-chitosan composite materials was 
carried out by preparing the GO solution with a concentration 
of 1 mg/mL. Also, 1% w/v chitosan solution was prepared by 
dissolving 5 g of chitosan in 500 mL of 1% v/v glacial acetic 
acid. The resulting chitosan solution was added dropwise to the 
GO solution with continuous stirring for about 4 h. The mixture 
was neutralized to pH~ 7 followed by stirring for 12 h. The 
precipitate was separated from the supernatant via medium-
speed centrifuge (5000 rpm) followed by washing with 
millipore water and drying at ambient temperature for 48 h. 
Separately, pure GO solution with concentration of 3 mg/mL 
was also prepared for comparison purposes. The resulting 
composites were ground in a mortar and pestle followed by 
sieving through a 40-mesh sieve. An outline of the 
experimental procedure is illustrated in Fig. 1. 
Figure 1. Synthetic procedure for GO-based composite materials.
D. Measurements and Characterization 
Fourier transform infrared (FTIR) spectra were obtained to 
confirm successful oxidation of graphite by observing the 
appearance of different functional groups and to monitor 
changes in these functional groups upon cross-linking. A Bio-
RAD FTS-40 IR spectrophotometer was used to obtain the IR 
spectra of the composite materials. The sample powder was 
mixed with pure spectroscopic grade KBr (weight ratio: 1:10). 
The FTIR spectra was obtained in reflectance mode with a 
resolution of 4 cm-1 over the spectral range of 500-4000 cm−1 
using 71 kHz SPINAL-64 decoupling during acquisition with 
external reference to adamantane at =38.48 ppm. The surface 
morphology and surface topography of non-cross-linked and 
cross-linked composite materials were studied using scanning 
electron microscopy (SEM) (Hitachi Model SU8010). Images 
from samples were collected under accelerating voltage (3 kV). 
Thermal stability and decomposition temperature of the 
obtained composite materials were measured using a TA 
Instruments Q50000IR thermal gravimetric analysis (TGA) 
system which was operated from room temperature to 500°C at 
a heating rate of 5°C min-1 under nitrogen atmosphere. 
E. Kinetic Sorption Studies of Methylene Blue 
Study of the kinetics of sorption of cross-linked material 
with chitosan toward MB was carried out by means of the one-
pot method [9], where ∼100 mg of a powdered sample was 
added to a folded filter paper with both ends sealed before 
adding to the sorbate solution. The sealed filter paper was 
immersed in a fixed volume (250 mL) of a 5 μM MB solution. 
The MB solution aliquots were pipetted (3 mL) at selected time 
intervals and the residual supernatant MB concentration 
estimated by UV–vis absorbance of MB (max =664 nm). The 
kinetic uptake of pure GO, chitosan and its cross-linked 
composite at each sampling time interval (t) was determined 
using (1), where C0 (mM) refers to the initial dye concentration 
at t=0, Ct (mM) is the residual amount of MB at variable time 
(t), V (L) is the volume of the MB solution, and m (g) is the 
weight of the adsorbent. Co and Ct refer to the dye 
concentration at t = 0 and variable times.  
 (1) 
To show and compare sorption characteristics of GO and its 
cross-linked form with chitosan the pseudo-second-order 
(PSO) model was used to obtain sorption parameters (such as 
Qe which is the adsorbate quantity in the solid phase (mg/g)) 
and kinetic parameters (such as K which represents the sorption 
affinity constant). Kinetic isotherm profiles were obtained by 
plotting Qt vs t. The PSO kinetic models (2) was used to 
evaluate parameters of the isotherm, where Qe is the amount of 
solute adsorbed at a pseudo-equilibrium (mg/g) condition, Qt is 
the amount of solute adsorbed at time t (mg/g) and K2 is the 
rate constant of PSO adsorption model.  
 (2) 
III. RESULTS AND DISCUSSION
Various GO samples were cross-linked with chitosan, where 
GO was obtained from graphite powder as shown in Fig. 2.  
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Figure 2.  Image of the produced GO-based cross-linked composite materials
A. Fourier Transform Infrared (FTIR) Spectroscopy 
Fig. 3 shows the FTIR spectra of the cross-linked 
composite materials versus pure GO and chitosan as 
precursors. Firstly, the successful GO preparation (oxidation of 
graphite) was validated using FTIR by the characteristic peaks 
located at∼3200−3700 cm-1 ascribed to the stretching of the 
hydroxyl groups (O-H), ∼1680-1730 cm-1 and 1550-1650 cm-1 
as characteristics of the carbonyl groups (C=O) and sp2-
hybridized C=C, and the bands at∼1230-1350 cm-1 
corresponds to epoxy groups. Also, in the spectrum of chitosan, 
the main characteristic peaks are centred at 1650 cm-1 and 1590 
cm-1; these correspond to the C=O stretching vibration of 
NHCO and the N-H bending of NH2, respectively. The 
presence of the peak of both precursors (GO and chitosan) are 
supported by similar spectral features of cross-linked 
composite materials. However, some bands for the cross-linked 
GO composites are absent or their intensity increase when 
compared to similar bands for the non-cross-linked GO. 
Formation of covalent bonds between GO and chitosan can be 
demonstrated by elimination of some of the original GO bands 
and rise of new ones. The absence of a peak at 1730 cm-1, is 
attributed to C=O in carboxylic acid moieties in GO, and the 
greater intensity of the peak at 1595 cm-1 corresponds to the 
formation of covalent bond in cross-linked GO composites. 
This information provides support for the formation of amide 
linkages between GO and chitosan as the linker and is in 
agreement with a previous report [10]. 
Figure 3. FTIR spectra of the precursors and GO-based cross-linked composite. 
B. Scanning Electron Microscopy 
Fig. 4 shows SEM micrographs of non-cross-linked and 
cross-linked GO composite materials.  Fig. 4 (a) depicts 
graphite as a starting material, while Fig. 4 (b) is GO both 
made up of multiple layers stacked on top of each other. By 
comparison, the cross-linked GO composites Fig. 4 (c) and (d) 
indicate wrinkled ledges with irregular shape of layers 
connected to each other. The micrographs revealed that cross-
linking of the GO alters its morphology and surface roughness 
according to the cross-linker type and content. The obtained 
results herein indicate the composites possess higher surface 
roughness and porosity when compared with pristine graphite 
or GO. These variations in morphological and textural changes 
provide support for the self-assembly cross-linking between 
GO and chitosan. 
Figure 4. SEM micrographs of  graphite (a), GO (b), GO-based cross-linked
composite materials (c) and (d).
C. Thermal Gravimetric Analysis 
The TGA results for the cross-linked GO composite 
materials are shown in Fig. 5. A rapid thermal decomposition 
occurred at ∼200°C for GO, while the cross-linked GO 
displayed two thermal events at approximately 250°C, and 
∼455°C. These thermal events for the GO composites correlate
to decomposition of GO oxygen functionalities and its 
framework structure, respectively. The change in the thermal 
stability of the cross-linked GO is due to framework effects 
arising from formation of covalent (amide) linkage and cross-
linking with chitosan in agreement with earlier FTIR band 
result (Fig. 3). 
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Figure 5. TGA curves of GO and GO-based cross-linked composite. 
D. Kinetic Uptake Studies of Methylene Blue 
Kinetic uptake studies of GO cross-linked chitosan systems 
can provide valuable insights on the reflection of cross-linking 
effect on adsorption properties GO composites. The surface 
functionality and sorption properties are affected by structural 
changes in the GO cross-linked material [11]. Fig. 6 presents 
the kinetic adsorption profiles with MB over a 240 minute 
interval, in which the PSO kinetic model provided reasonable 
fitting results. According to the obtained kinetic parameters (k 
and q) as listed in table 1, the GO cross-linked composite 
displays enhanced uptake capacity for MB which is related to 
the cross-linking effect. The Qe and the PSO rate constant 
values (k and q) for the three sorbent materials increased upon 
cross-linking: chitosan (4.175) < GO (5.059) < GO-chitosan 
(5.107) and, chitosan (0.003) < GO (0.006) < GO-chitosan 
(0.019), respectively. It was shown that the intra-particle 
diffusion and external diffusion play an important role in the 
adsorption kinetics [12]. The greater kinetic uptake of the 
composite material recommends there are more active 
adsorption sites according to the increasing Qe values as the 
GO becomes cross-linked. The decreasing kinetic trend of all 
sorbent materials suggests diffusion of MB through the pore 
network of the sorbent materials decreased with increasing 
contact time between sorbent and MB.  This may be related to 
the decreasing number of available adsorption sites as time 
increases. 
Figure 6. Uptake kinetic profile of MB by GO and GO-based cross-linked 
composite material, where the fitted lines are associated to the second-PSO 
model (see (2)).
TABLE 1. PSO KINETIC MODEL VALUES FOR, GO, CHITOSAN AND ITS CROSS-
LINKED COMPOSITE 
model pseudo-second order 
equation 
adj. R-Square 0.99779 0.981663 0.96183 
value standard error 
GO 
 q (mg/g) 4.17552 0.07646 
 k (g mg/min) 0.00655 5.21701E-4 
chitosan 
 q (mg/g) 5.05941 0.28235 
 k (g mg/min) 0.00308 6. 54771E-4 
GO-chitosan 
 q (mg/g) 5.10796 0.19656 
 k (g mg/min) 0.01948 6.64771E-4 
CONCLUSIONS AND FUTURE WORK  
In this study, GO-based cross-linked composite 
materials were synthesized with various surface properties and 
morphologies that arise from cross-linking with chitosan at 
various compositions. FTIR was conducted on the cross-linked 
composites and compared to pure GO to support the formation 
of amide linkages. The greater surface roughness of the GO 
cross-linked composite materials parallel the variable 
morphology revealed by SEM. TGA results revealed evidence 
of cross-linking between GO and chitosan according to 
changes in the thermal stability of the composite materials. In 
conclusion, GO-based composites could be used as stable 
framework structures for potential applications in the removal 
of dyes and pesticides in wastewater environments.   
Future testing to support this study will involve BET 
nitrogen adsorption to obtain information on gas sorption 
capacity and estimate the average pore size and surface area of 
samples using a Micromeritics ASAP 2020 (Norcross, GA) 
instrument. Also, mechanical properties of GO composite thin 
films will be measured by Dynamic Mechanical Analyzer 
(DMA) 2890.  
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Abstract— In this study, a laser additive manufacturing 
method, known as selective laser melting (SLM), was 
applied to produce cube blocks of 316L stainless steel. The 
microstructure and corrosion properties of the produced 
samples were analyzed using scanning electron microscopy, 
cyclic potentiodynamic polarization testing, and 
electrochemical impedance spectroscopy. The results were 
also compared with the properties of a conventional wrought 
316L stainless steel sample. The microstructural studies 
showed that the SLM-manufactured samples have a regular 
network of melt pools containing austenite grains along with 
elongated or equiaxed cellular sub-grains. The 
potentiodynamic polarization results depicted that the SLM 
fabricated samples had higher positive pitting potential and 
a wider passivation range than those of the wrought sample, 
corresponding to their better corrosion resistance. However, 
the SLM fabricated samples showed a weaker re-passivation 
property, which possibly is attributed to the presence of pre-
existing porosities in the structure of the SLM sample 
formed during the fabrication process. The EIS data also 
confirmed a larger capacitive arc for the SLM fabricated 
samples than its wrought counterpart, indicating a higher 
charge transfer impedance and a better corrosion resistance. 
Keywords: Selective laser melting, Additive manufacturing, 316L 
Stainless steel, Microstructure, Corrosion properties 
I. INTRODUCTION 
Nowadays, innovative and advanced 3-dimentional printing, 
also named additive manufacturing (AM), as a bottom-up 
method, is rapidly growing and has drawn many attentions 
from both academia and industry due to its capabilities in 
the production of near-net shaped components. Comparing 
with conventional manufacturing processes, such as casting 
or forming, this technology provides many advantages 
including fabrication of metallic parts with more complex 
shapes, less time from design stage to manufacturing, no 
need to post processing, and lower wastage precursors. In 
this technology, without the usage of specialized molds or 
tools, in a single step process, 3D components are fabricated 
through layer-wise addition of melted/sintered precursors 
powder on the substrate or previous layers, based on their 
digitally defined Computer Aided Design (CAD) data [1-6]. 
In recent years, various laser-based additive manufacturing 
methods for fabrication of metallic components have been 
developed, such as laser engineered net shaping (Lenz), 
direct metal deposition (DMD), laser solid forming (LSF), 
direct laser fabrication (DLF), laser metal deposition 
shaping (LMDS), direct metal laser sintering (DMLS), and 
selective laser melting (SLM) [1,5,7]. 
316L austenite stainless steel (316L SS) with excellent 
corrosion resistivity, decent mechanical properties, and good 
weldability is widely used for various applications in many 
industries, such as oil and gas, marine, and biomedical 
sectors. Currently, 316L components are mainly produced 
using conventional manufacturing methods, which do not 
allow for the production of complex shapes and therefore, 
final parts need to be welded or machined, consequently 
both fabrication time and cost increase. Additive 
manufacturing has emerged as an appropriate solution to 
resolve this issue. Nevertheless, the components built 
through these techniques have different microstructures and 
properties than those fabricated through conventional 
methods, which makes it crucial to study and research their 
as-printed properties [5,6,8]. In spite of existing 
comprehensive works on investigating various properties of 
SLM fabricated parts, there is very limited literature on 
corrosion related characteristics and electrochemical 
properties of AM components [9]. In the present study, the 
microstructure and corrosion performance of a 316L 
stainless steel (SS) produced through SLM technique were 
studied and the results were compared with a conventional 
wrought 316L SS. 
II. MATERIALS AND METHODS
Several cube blocks of 316L SS with the edge length of 15 
mm were printed through SLM technique using a Renishaw 
AM 250 3D printer machine. The SLM processing 
parameters included powder layer thickness of 40 µm, laser 
power of 180 Watt, hatch distance of 0.08 mm, hatch offset 
of 0.18 mm, exposure time of 65 µs, and the bed 
temperature of 80°C. The precursor powder particle size for 
SLM was maximum 63 µm in diameter. 
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Table 1. Nominal chemical composition of the used wrought and SLM-316L SS (wt. %) 
Material C P Si Ni Mn S Cr Mo Fe
Wrought 316L SS 0.017 0.032 0.540 10.090 1.570 0.025 16.890 2.040 Bal. 
SLM-316L SS 0.030 0.025 0.750 14.000 2.000 0.010 18.000 2.620 Bal. 
The chemical composition of SLM-316L SS and its wrought 
counterpart are presented in Table 1. To investigate the 
impact of the building direction, the SLM produced samples 
were cross sectioned both perpendicular and parallel to the 
building direction, provided the top and the side views, 
respectively. To study corrosion resistivity of the samples, 
Cyclic Potentiodynamic Polarization (CPP) and 
Electrochemical Impedance Spectroscopy (EIS) tests were 
carried out. Before the electrochemical testing, all samples 
were cold mounted into an epoxy resin to limit the exposed 
area of the sample to only one face, while a wire was 
connected to the back side of the sample through the resin, 
providing the electrical connection during the 
electrochemical tests. This was followed by standard 
grinding and polishing of the surface to a mirror-like surface 
finish. All the tests were performed using an IVIUM 
Potentiostat/Galvanostat instrument in a three electrodes cell 
system containing the sample as the working electrode, a 
platinum plate as the auxiliary electrode, and Ag/AgCl as 
the reference electrode. In all experiments, aerated 3.5 wt. % 
NaCl solution at room temperature (25±1 oC) was used as 
the electrolyte. Before every test, open circuit potential 
(OCP) was measured for 3600 s to ensure the samples 
reached to the stability. The CPP test was conducted at scan 
rate of 1 mV/s, starting from -0.2 V versus the OCP up to 
the vertex current of 10 mA, in which the scanning direction 
was then reversed. The EIS test was performed in an AC 
current with the amplitude perturbation of ±10 mV with 
respect to the OCP in a frequency range from 105 Hz to 10-2 
Hz in the 3.5 wt. % NaCl solution at 25 °C. For 
microstructural study, the polished samples were electro-
etched in 20% Nitric acid solution at the voltage of 1.7 V for 
15 s. 
III. RESULTS AND DISCUSSION
Fig. 1 shows the microstructures of electro-etched wrought 
and SLM-316L samples. It can be seen that the SLM sample 
possesses a woven network of well-defined melt pools 
(Fig.1 a-d). This special structure has been resulted from the 
scanning action of the laser beam, where the long axis of the 
elliptical shaped melt pools corresponds to the direction of 
the laser scan in the SLM process (Fig. 1a-top view). Fig. 1d 
shows the cross-section of the printed sample across the 
plane parallel to the building direction (side view), revealing 
overlapped melt pools with semi-circular shapes. Clearly, 
the side view (Fig. 1d) contains higher density of the melt 
pool boundaries than the top view (Fig. 1a). At higher 
magnification, the austenite grains were appeared inside 
each melt pool and in each of the grains, elongated or 
equiaxed cellular sub-grains structure were revealed (Fig. 
1a, c). The size of the sub-grains is around 1 µm in 
diameter. These microstructural features are ascribed to 
extremely rapid solidification rate of the process, which in 
turn induces the elemental segregation and enrichment of 
sub-grain boundaries [7]. Trelewicz et al. [7] have shown 
that because of Mo and Cr segregation along the cell 
boundaries of SLM-316L, the corrosion characteristics of 
the intercellular regions are different, associated with rapid 
solidification and non-equilibrium nature of the process. 
Consequently, when the surface was electro-etched, the cell 
boundaries were not corroded as severe as the interior of the 
cells, resulting in unveiling the sub-grain structure. As 
expected, the microstructure of the wrought sample (Fig. 1e) 
contains annealed equiaxed grains along with recrystallized 
regions formed during annealing.  
The cyclic potentioadynamic polarization curves of the 
SLM (both top and side views) and wrought samples 
obtained in aerated 3.5 wt. % NaCl solution at room 
temperature are presented in Fig. 2. Electrochemical 
corrosion parameters including corrosion potential (ECorr), 
corrosion current (iCorr), pitting potential (Epit), defined as 
the inflection point in the anodic polarization curve, where 
the current density rapidly increases, and re-passivation 
potential (Erep), where the reverse scan intersects the forward 
scan, extracted from the CPP curves, are shown in Table 2. 
A combination of higher ECorr and lower iCorr corresponds to 
a better corrosion performance. Comparing the corrosion 
data reveals that the top side of the SLM-sample has the 
highest corrosion resistance. All samples exhibited a clear 
passive region. Similarly, the top surface of the SLM sample 
possessed the widest passive range with the highest Epit 
contributing to a better corrosion properties of the sample. 
Using Tafel equation and tangent lines slopes on the 
cathodic and anodic regions of the curves, corrosion rates of 
the samples were derived that were found to be consistent 
with the above-mentioned results. In all samples, sharp 
fluctuations in current density can be seen in passive region 
showing the pitting initiation, so called metastable pitting. In 
fact, metastable pitting represents the start, growth and re-
passivation of a micro-pit on the surface of the samples. 
However, when the critical value of the potential is reached, 
the micro-pit can be transformed to a stable pit and then the 
passive layer on the surface is permanently ruined [10]. 
Comparing the Erep of the samples, it is evidenced that SLM 
sample has weaker re-passivation property. 
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Figure 1. The microstructure of 316L SS: top view of the AM fabricated 
sample (a-c), side view of the AM fabricated sample (d), wrought sample 
(e). 
Figure 2. Cyclic potentiodynamic polarization curves of the studied 
samples. 
No clear dependency so far has been reported between ECorr, 
iCorr, and Epit of additively manufactured products with 
porosity level of the sample [11]. However, it has been 
shown that the amount of Erep in additively manufactured 
products is dependent on their porosity level [11]. 
Therefore, the improved re-passivation behavior of the 
wrought sample can be justified if the porosity level of the 
sample is considered zero relative to the SLM sample 
containing numerous pre-existing porosities in its structure 
(see Fig. 1d). The SEM micrographs of the SLM samples 
after the CPP test are depicted in Fig. 3. It can be seen that 
there is no preferred position for pit formation on the surface 
and the specimen exhibits isolated corrosion pits. 
Additional experiment on the corrosion behavior of the 
samples were done by EIS tests to investigate the protective 
nature of the formed passive film on the 316L SS surface. 
The Nyquist plots in Fig. 4 depict a single semi-circle 
capacitive arc trend that corresponds to double layer and 
passive film formation on the samples’ surfaces. This 
indicates that the corrosion mechanism of all three samples 
were identical and typical of stainless steel material. The 
EIS data showed a larger capacitive arc, an indication of 
improved corrosion resistance, for the SLM samples (both 
top and side views) than that of the wrought 316L SS. It 
confirms the aforementioned CPP results of the corrosion 
properties. Comparing the results of the top and side views 
of the SLM sample reveals that the top view is covered by a 
more protective passive layer that can be correlated to the 
lower density of the melt pool boundaries on this face than 
that on the side view.  
IV. Conclusion
In the present work, the corrosion properties of the selective 
laser melted 316L stainless steel and its wrought counterpart 
were studied. Microstructural analysis of the samples 
5µm 
(e) 
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revealed that the SLM processed stainless steel contained 
very fine cellular sub-grain structure resulted from scanning 
action of the laser beam combined with rapid solidification 
of the melt pools, contributing to elemental segregation 
along the intercellular boundaries. Through electrochemical 
tests, it was found that SLM-316L SS has higher pitting 
resistance, lower corrosion rate, and more noble corrosion 
potential than those of the wrought sample. However, its re-
passivation potential was degraded, which was primarily 
attributed to the pre-existing porosities in its structure 
formed during the fabrication process. 
Table2. Corrosion characteristics of the studies samples 
Sample iCorr (µA/cm2) ECorr (V) iPitting (µA/cm2) EPitting (V) Corr. Rate (mm/y) ERep (V)
Wrought SS 1.7957 -0.3 3.630 0.0922 0.01824 -0.2258 
SLM-SS-Top 0.1788 -0.1923 7.026 0.6542 0.002165 -0.2316 
SLM-SS-Side 0.1843 -0.2 2.723 0.3656 0.002059 -0.2412 
Figure 3. SEM micrograph of the AM sample after corrosion (side view). 
Figure 4. EIS measurement plots of the experimental samples. 
V. Acknowledgment 
The authors would like to thank the support of Natural 
Sciences and Engineering Research Council of Canada 
(NSERC) [grant number RGPIN-2017-04368], for 
sponsoring this work. M.M. would like to specially thank 
NSERC [Grant number RGPIN-2016-04221] and New 
Brunswick Innovation Foundation (NBIF) [Grant number 
RIF2017-071] for providing enough funding to conduct this 
research work. 
VI. References
[1] M. Zietala et al., "The microstructure, mechanical properties and 
corrosion resistance of 316L Stainless steel fabricated using laser 
engineered net shaping," Mater. Sci. Eng., A, vol. 677, pp. 1-10, Nov. 
2016. doi: 10.1016/j.msea.2016.09.028.
[2] M. Ma, Z. Wang, and X. Zeng, "A comparison on metallurgical 
behaviors of 316L stainless steel by selective laser melting and laser 
cladding deposition," Mater. Sci. Eng., A, vol. 685, pp. 265-273, 
Feb. 2017. doi: 10.1016/j.msea.2016.12.112.
[3] Y. Zhang et al, "Additive manufacturing of 316L stainless steel by 
electron beam melting for nuclear fusion applications," J. Nucl. 
Mater., vol. 486, pp. 234-245, Apr, 2017. 
doi: 10.1016/j.jnucmat.2016.12.042.
[4] J. Yu, M. Rombouts, and G. Maes, "Cracking behavior and 
mechanical properties of the austentitec stainless steel parts produced 
by laser metal deposition," Mater. Des., vol. 45, pp. 228-235, Mar. 
2013. doi: 10.1016/j.matdes.2012.08.078.
[5] Y. Zhang et al., "Effects of surface quality on corrosion resistance 
of 316L stainless steel parts manufactured via SLM," J. Laser Appl., 
vol. 29, p. 022306, May 2017. doi: 10.2351/1.4983263.
[6] S. M. Yusuf et al.,"Investigation on porosity and microhardness 
of 316L stainless steel fabricated by selective laser melting," Met., 
vol. 7, no. 2, p.  64, Feb. 2017. doi: 10.3390/met7020064.
[7] J. R. Trelewicz et al., "Microstructure and corrosion resistance 
of laser additively manufactured 316L stainless steel," JOM, vol.68, 
no. 3, pp. 850-859, Mar. 2016.
[8] B. A. Almangour, "Additive manufacturing of high-
performance 316L stainless steel nanocomposites via selective laser 
melting," Ph.D. dissertation, UCLA, 2017.
[9] X. Lou, M. A. Othon, and R. B. Rebak, "Corrosion fatigue crack 
growth of laser additively- manufactured 316L stainless steel in high 
temperature," Corros. Sci., vol. 127, pp. 120-130, Oct. 2017. 
doi: 10.1016/j.corsci.2017.08.023.
[10] P. Ganesh et al., "Studies on pitting corrosion and 
sensitization in laser rapid manufactured specimens of type 316 L 
stainless steel," Mater. Des., vol. 39, pp. 509-521, Aug. 2012.
doi: 10.1016/j.matdes.2012.03.011.
[11] G. Sander et al., "On the corrosion and metstable pitting 
characteristics of 316L stainless steel produced by selective laser 
melting," J. Electrochem. Soc., vol. 164, no. 6, pp. 250-257, 
2017. doi: 10.1149/2.0551706jes.
1045
High Strain Rate Behavior of Mechanoluminescent Material Dispersed in 
a Soft Polymer Matrix
Chukwubuikem Johnson Omeziri 
Department of Mechanical Engineering, 
Lassonde School of Engineering, York University 
Toronto, ON, Canada 
omeziri.johnson@gmail.com 
Aleksander Czekanski 
Department of Mechanical Engineering, 
Lassonde School of Engineering, York University 
Toronto, ON, Canada  
alex.czekanski@lassonde.yorku.ca 
Abstract— Mechanoluminescence (ML) is the emission of light 
from a solid material in response to mechanical stimuli [1]. 
Mechanoluminescent materials are classified based on the types 
of stress activation required for luminescence behaviour. In this 
paper, we propose the study of light emission characteristics of 
an elastico-mechanoluminescent (EML) material dispersed in a 
soft polymer matrix, under high-strain compressive loading for 
a qualitative and quantitative testing of onsite strain. We 
developed a strain sensor by creating a composite material 
through the combination of a polydimethylsiloxane (PDMS) 
matrix structure and strontium aluminate, europium, and 
dysprosium doped (SAOED) crystals. SAOED crystals possess 
a strong luminescence behavior, which has led to their 
proliferation as a viable optical sensor. Composite materials 
were tested using a modified Kolsky bar and high-speed 
camera. The light-emitting characteristics of the SAOED 
crystals in response to mechanical stimuli allows for the 
quantification of stress–strain experienced by the composite 
material. The light intensity, which is measured by a 
complementary metal–oxide–semiconductor (CMOS) sensor in 
a high-speed digital camera, provides a quantitative measure of 
the strain-rate. Light-emitting characteristics of the EML 
material and the strain behavior of the material were studied. 
Keywords: mechanoluminescent crystals, high strain-rate, elastico-
mechanoluminescence, strain sensor, SAOED 
I.  INTRODUCTION 
Measurement of stress and strain can be carried out via non-
contact or contact methods such as digital image correlation 
(DIC) [2] and piezoresistive sensing [3]. In recent years, there 
has been concerted effort to develop noncontact strain-sensing 
technology for real-time monitoring of structures such as 
electronic speckle pattern interferometry (EPSI). However, this 
process requires tedious data processing techniques for stress 
and strain characterization of a material [4]. Non-contact strain 
sensing for structural health monitoring (SHM) of mechanical, 
civil, and aerospace structures has garnered interest in recent 
years [5-6]. High-impact forces, which are currently detected by 
SHM, have posed a great threat to the reliability of aerospace 
structures for over 50 years [7]. This problem has led to 
advancement in sensor technologies that allow for the 
monitoring and immediate measurement of stress–strain on 
these structures. These advanced sensors pose a significant 
challenge, as only trained professionals can fully interpret the 
data acquired from these measurements. Therefore, there is a 
need for an easy-to-use qualitative and quantitative stress–strain 
sensor for SHM. 
Material that possesses the unique characteristic of 
mechanoluminescence (ML) makes it suitable for qualitative 
and quantitative stress–strain measurements. ML material emits 
light in response to mechanical stimuli such as tension, pressure, 
bending, compression, etc. ML material can be grouped into 
three categories: elastico-ML (EML), plastico-ML (PML), and 
fracto-ML (FML). These categories correspond to luminescence 
induced by elastic deformation, plastic deformation, and 
fracture, respectively [1]. The stress-induced luminescence 
behavior of fracto-ML and plastico-ML materials pose a severe 
challenge, as light is emitted post yielding. Hence, EML has 
been widely adopted for strain-sensing purposes, as it allows for 
non-destructive testing. This mechanical behavior of EML has 
led to its widespread use in sensing applications, such as a 
uniaxial tensile test for full-field strain measurement [8]. The 
mechanical and luminescent properties of EML materials 
provide both qualitative and quantitative measurements of 
strain. 
Recently, Ryu et al. [9] proposed an ML composite based on 
polydimethylsiloxane (PDMS) for the measurement of high 
strain rate. They reported the light characteristics of the PDMS–
ML composite europium tetrakis (dibenzoylmethide)-
triethylammonium (EuD4TEA) crystals under high-strain 
compressive loading using a Kolsky bar and an image 
processing technique. EuD4TEA crystals are reportedly one of 
the brightest ML materials [10], and hence are used as a viable 
optical sensor. However, EuD4TEA crystals exhibit FML 
properties, which limit their application for non-destructive 
testing. 
In this paper, we characterize the light-emitting properties of 
a PDMS-based EML composite for the direct visualization of 
stress and strain under high-strain compressive loading using a 
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Kolsky bar. The EML crystal used is strontium aluminate, 
europium, and dysprosium doped (SAOED), which possesses a 
green phosphor. The SAOED crystal is uniformly dispersed in a 
PDMS matrix. A Split-Hopkinson pressure bar or Kolsky bar is 
widely used to measure the stress–strain relation of material 
under high-impact load. Strain and strain rate of the sample are 
derived from the pulse data generated by strain gauges on the 
input and output bar, assuming homogeneous deformation of the 
sample. A complementary metal–oxide–semiconductor 
(CMOS) sensor in a high-speed digital camera is used to 
measure the light emitted from the composite material. Image 
processing of the acquired 24-bit RGB images from the high-
speed camera is used to quantify the light emission 
characteristics of SAOED crystals in the polymer matrix. 
We began this study by creating a composite material made 
of SAOED crystals uniformly dispersed in a PDMS matrix. The 
composite material was then subjected to high-strain 
compressive loading. The strain data acquired from the Kolsky 
bar and images produced by the high-speed camera were then 
processed to obtain a quantitative relationship between strain 
and light intensity. 
II. EXPERIMENTAL METHODOLOGY
A. Materials 
PDMS (Sylgard 184 kit) was acquired from Dow Corning 
Corp., and SAOED crystals were purchased from Sigma–
Aldrich and used as received.  
B. Composite Fabrication 
The PDMS mixture was first made by mixing a 10:1 weight 
ratio of PDMS base to curing agent. Then a 1:1 weight ratio of 
PDMS mixture to SAOED crystals was mixed and stirred. The 
combined mixture of PDMS and SAOED crystals was then 
heated in a polyethylene terephthalate (PETE) container for ~40 
min on a heated bed at 52 °C (Fig. 1). The initial heating of the 
combined mixture increases the viscosity of the PDMS mixture 
and prevents the sedimentation of the SAOED crystals. 
Dispersion of the EML crystal was verified using an inverted 
microscope (Fig. 2A). The mixture was then degassed in a 
desiccator to remove air bulbs and poured into a circular 
aluminum mold with an inner circular diameter of 15 mm and a 
height of 4 mm. The combined mixture of SAOED crystals and 
PDMS mixture was then cured over a heated bed at 100 °C (Fig. 
1). Six composite samples were made for each test. 
C. Experimental Setup 
A high-speed CMOS sensor camera (Phantom V1611) was 
used to photograph the ML emission during loading, and a Split-
Hopkinson pressure bar or Kolsky bar, supplied high-strain 
compressive loading. The high-speed camera, set with consistent 
exposure time, was positioned perpendicular to the Kolsky bar 
~30 cm from the sample. The Kolsky bar consists of a striker, 
input bar, and output bar, with strain gauges attached on the input 
and output bars. Two strain gauges were placed on the input bar 
and output bar, which were located close to the centre of the bar. 
The strain gauges were positioned 180° from each other to 
negate bending waves when connected to a half-bridge circuit. 
Compressed nitrogen gas was used to drive the striker of the 
Kolsky bar. The pressure of the gas released is controlled by a 
valve on the compressed gas tank (Fig. 3). A hollow output bar 
was used to increase load sensitivity [11]. National instrument 
USB-6341 was used for data acquisition from the strain gauges, 
and data acquisition occurred at 100 kHz. A relay was used to 
accurately synchronize the start time of the high-speed camera 
and the Kolsky bar (Fig. 3). 
To begin testing, the PDMS–EML composite was 
consistently photo-excited by an 80 W LED lamp with a 
wavelength of 400–700 nm (white light) for ~2 min. This step 
ensured that the sample was fully saturated with the same photo-
excitation power. An aging time of ~2 min immediately 
Figure 1. Fabrication process of strontium aluminate, europium, and 
dysprosium doped composite. 
Figure 2. Mechanoluminescent crystals in polymer matrix. (A) Crystals 
suspended in the polymer matrix. (B) Initial result showing sedimentation of 
strontium aluminate, europium, and dysprosium doped (SAOED) crystals. 
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followed this step, to minimize the effects of stress-free photo-
luminescent decay to maximize ML sensitivity [8]. The PDMS–
EML composite was aged in a dark environment before the 
loading was applied (Fig. 4). 
III. RESULTS AND DISCUSSION
The light emission characteristics of the PDMS–EML 
composite were studied first, followed by derivation of strain 
from the pulse generated in the Kolsky bar. After aging the 
composite, the material was subjected to a high-impact 
compressive load from the Kolsky bar. The initial test was 
performed by controlling the shot pressure (520 kPa) from the 
air gun (Fig. 3). Image data acquired from the high-speed 
camera at a frame rate of 50,000 frames/s and data from the 
strain gauges which were acquired at higher frequency were 
synchronized with timestamps. Image processing techniques 
were then used to characterize the light emission characteristics 
of the PDMS–EML composite. 
Image processing involved exporting the video file from the 
camera in 24-bit AVI (Audio Video Interleave) format, with a 
custom image resolution of 64 × 200. From the RGB data 
collected green pixel values were chosen, as SAOED crystals 
possess a green phosphor. The green pixel values of the images 
were extracted, and an arithmetic mean of the values was used 
to quantify the intensity of light emitted. Green pixels could 
attain a mean value of 255 for very bright green and 0 for dark 
green. A second-order, low-pass filter and normalization were 
applied to the mean green pixel data to understand the emitting 
characteristics of the PDMS–EML composite (Fig. 4). The 
filtered and normalized mean green pixel data (hereinafter mean 
green pixel intensity, MGPI) were then plotted with respect to 
time (Fig. 5). 
Fig. 5 shows the luminescence behavior of the PDMS–EML 
composite during high-impact loading. The luminescence 
behavior displayed by the composite was similar to the pulse 
generated by the Kolsky bar.  
The strain data were then correlated with the MGPI data with 
the aid of timestamps (Fig. 6). The luminescence behavior of the 
PDMS-EML composite does not provide a 1:1 correlation with 
the strain. However, has an instantaneous response to the applied 
strain. 
Figure 3. Experimental setup consisting of a Kolsky pressure bar and high-speed camera. 
Figure 4. Photo-excitation of PDMS–EML composite. (A) Photo-excitation of 
PDMS–EML composite before aging. (B) Photo-luminescent stress-free decay 
of PDMS–EML composite. 
Figure 5. Quantification of light-emitting characteristics of SAOED crystals 
under compressive load. 
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IV. CONCLUSION
In this paper, we studied the behavior of an EML material 
dispersed in a PDMS matrix under high-strain compressive 
loading. For this purpose, a PDMS–EML composite was 
created using a clear silicone elastomer and SAOED EML 
crystals. The crystal dispersion in the polymer matrix was also 
studied to verify its uniform distribution within the matrix. To 
carry out mechanical testing, a Split-Hopkinson pressure bar or 
Kolsky bar was used to produce a high-strain compressive load 
on the composite material. A CMOS sensor high-speed camera 
was used to collect images of the light-emitting characteristics 
of the PDMS–EML composite. Image and data processing 
techniques were used to quantify the light-emitting 
characteristics of SAOED crystals in a soft polymer matrix as 
well as the mechanical behavior under a high strain rate. 
Preliminary results of the PDMS–EML composite show 
great promise. However, the transmittance of the load to the 
crystals is limited in a soft polymer matrix, as the strain 
transmittance is low. Hence, the magnitude of light intensity 
observed was limited. 
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Abstract—The unit-cell composition of three-dimensional 
finite element models for 3-0 and 3-1 type polymer (PVDF) - 
ceramic (BaTiO3) and ceramic (PZT-7A) - ceramic (BaTiO3) 
structures are compared to determine the effects of fiber 
interaction at the surface of the unit-cell on the effective elastic, 
piezoelectric and dielectric properties of the multifunctional 
composite systems. The first unit-cell type examined has 
enclosed fibers that are completely contained within its 
boundaries, the second type has fibers that are contained within 
the sides of the unit-cell but can be cut at the top and bottom 
surfaces, and the third type has fibers that can be cut on the top, 
bottom and side surfaces of the unit-cell. All cut fibers are 
matched on opposing surfaces for continuity. Randomly 
distributed and aligned circular fibers, randomly distributed and 
randomly oriented circular fibers, and one central enclosed fiber 
with varying volume fractions and aspect ratios are compared 
with these three unit-cell structures. Results show that fiber 
models display greater or equal values of C"" when compared 
to aligned or randomly oriented fibers for all cases except aspect 
ratio 1 polymer-ceramic structures. The third type of unit-cell 
shows the highest e""values for single, aligned and randomly 
oriented fiber structures, except for the aspect ratio 10 polymer-
ceramic case where the second type of unit-cell has greater 
results for aligned and single fibers. Finally, it can generally be 
seen that randomly oriented fibers have smaller values than 
similar aligned and single fiber structures with the exception 
being C"" of the ceramic-ceramic structures. 
Keywords-component; Multifunctional composites, finite 
element analysis, piezoelectricity, random fibers, smart structures 
I.  INTRODUCTION 
Piezoelectric materials are being used more commonly for 
commercial and industrial applications due to their 
electromechanical properties. In products such as sensors, 
actuators and hydrophones their unique behavior makes them 
useful even as monolithic materials. Their properties, however, 
can be enhanced by combining multiple of these materials in a 
multifunctional composite structure. These composite systems 
can include many different types of materials, though the ones 
being examined in this study will be of the polymer-ceramic and 
ceramic-ceramic type. 
Structured piezoelectric multifunctional composites have 
been studied fairly extensively from an analytical, numerical and 
experimental perspective. Kar-Gupta and Venkatesh determined 
the effects of geometry and grain-size on 3-0, 3-1 and 3-3 fibrous 
structures in [1]. Wu et al. examine the actuation performance of 
barium titanate nanoparticles in an epoxy resin in [2]. Yavarow 
and Erturk [3] develop a nonlinear elastodynamic model for 
fibrous piezoelectric composites, validating their mathematical 
model against experimental results. 
This being said, randomly distributed and randomly oriented 
multifunctional composite structures have not been nearly as 
established. There has been some research done such as Berger 
et al. in [4], however a complete understanding of the effects of 
different structures on the effective electromechanical properties 
of random fiber multifunctional composites is not currently 
available. This study will try and determine how the interaction 
between fibers and the surface of a unit-cell will affect the 
overall properties. Thus, the objectives are: 
(i) To develop a unit-cell based finite element model that 
will predict the elastic, dielectric and piezoelectric 
properties of several 3-0 and 3-1 type multifunctional 
composites with different boundary types at varying 
aspect ratios, volume fractions and cross-sectional shapes 
for aligned and randomly oriented fibers. 
(ii) To systematically characterize the effects of unit-cell 
boundary structure on the effective electromechanical 
properties of multifunctional composites. 
II. PIEZOELECTRIC MATERIALS
A total of three piezoelectric materials are used in this study: 
barium titanate (BaTiO3), polyvinylidene fluoride (PVDF) and 
lead-zirconate titanate (PZT-7A). Their properties are outlined 
in table 1 on the next page. PVDF is used as the matrix 
polymer in the polymer-ceramic models, while PZT-7A is the 
matrix ceramic in the ceramic-ceramic case. BaTiO3 acts as the 
fiber in all composite structures. For this study, the matrix was 
poled in the 2-direction while the fibers were poled along their 
longitudinal axis for maximum effect, this is recognized as 
being an ideal case. 
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TABLE I. MATERIAL PROPERTIES OF BATIO3, PZT-7A AND PVDF 
Piezoelectric materials are governed and fully defined by 
21 elastic, 18 piezoelectric and 6 permittivity constants [5]. In 
the first equation, σ represents a second order stress tensor, C%a fourth order elasticity tensor (at zero electric field), ε a 
second order strain tensor, E an electric field vector, D an 
electric displacement vector, e a third order coupling tensor 
and )* a second order permittivity tensor (at zero strain). The 
indices i, j, k and l are remapped in the following way: 11 → 
1, 22 → 2, 33 → 3, 23 → 4, 13 → 5 and 12 → 6. 
 
 
σ+, = C+,./0 ε./ − e+,.E.	D+ = e+./ε./ + κ+,4 E,	 (1) 
III. COMPOSITE UNIT-CELL STRUCTURE
The multifunctional composite structures analyzed in this 
study were generated using python scripts which were then run 
using the commercially available finite element software, 
ABAQUS. The code developed created fibers with specified 
cross-sectional shapes and aspect ratios, then placed them 
randomly in a non-intersecting fashion within a unit-cell until a 
desired volume fraction was reached. Fibers were also 
constrained in relation to the boundary of the unit-cell in three 
ways, as shown in figure 2: 
• Type 1: fibers are completely enclosed within the
boundary of the unit-cell. No fiber gets cut at or even
touches any surface of the unit-cell.
• Type 2: fibers are enclosed within the four sides of the
unit cell but can be cut on the top and bottom surfaces.
• Type 3: fibers can be cut on any surface of the unit-cell.
Figure 2: Unit-cell boundary types: (a) type 1 – fibers completely enclosed; (b) type 2 – fibers enclosed within the sides 
and not the top; (c) type 3 – fibers not enclosed within the surfaces.  
Figure 1: Schematic illustrating nine multifunctional composite structures based on fiber aspect ratio, cross-sectional 
shape, distribution and orientation. 
(a) (b) (c) 
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All fibers cut on one surface have a complementary fiber on the 
opposing surface to have continuity if multiple unit-cells were to 
be attached, shown below in figure 3. 
Figure 3: Continuity at unit-cell boundaries using 
complementary fibers. 
The finite element models were run using three-
dimensional four-node linear piezoelectric tetrahedron 
elements (C3D4E). Nodes were given four degrees of freedom, 
each of the three directions and one electric potential (1, 2, 3 
and 9, respectively). Fiber diameter and length was also kept 
constant in order to maintain aspect ratio. The number of fibers 
within a unit-cell could have been increased by keeping aspect 
ratio constant and reducing the diameter, however this was not 
done in this study to keep fibers consistent, which limited the 
volume fraction to approximately 25% [6].  
IV. RESULTS
Finite element methods were used to analyze the various 
composite structures described in section 3 in order to 
determine effective elastic, dielectric and piezoelectric  
properties. The results plotted in the graphs of figure 4 show 
these effective properties for each structure at a given aspect 
ratio, volume fraction, cross-sectional shape, material and 
boundary type. Results displayed for any randomly distributed 
fiber structures are averages calculated from multiple iterations 
of the model. The cross-sectional fiber shapes examined are 
circular and square, while the material compositions studied are 
polymer-ceramic and ceramic-ceramic. Aspect ratio 1, 5 and 10 
(short, medium and long fibers, respectively) are also compared 
with the three types of boundary structures. 
The random fiber results from this study are initially 
compared to single fiber results with comparable structures to 
determine their accuracy. The circular single fiber results were 
verified against Kar-Gupta and Venkatesh [1], as well as Bowen 
et al [7], and Brito-Santana [8]. Single fiber results with the first 
type of boundary structure are shown to have nearly identical 
values and trends as those in [1,7 and 8], which is as expected 
since the structures are the same. There is some variance with 
different boundary structures and with randomly distributed 
fibers, however the models are overall in good agreement. 
Square fibers were also compared with Kar Gupta and 
Venkatesh [9]. The aspect ratio 10 randomly distributed and 
single fiber structures were compared with those of [9] and 
showed similar trends. Though both studies examined polymer-
ceramic and ceramic-ceramic structures with the same 
materials, the combinations of materials were different so an 
exact verification could not be made. 
(a) (b) (c) (d) 
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(a) (b) (c) (d) 
Figure 4: Variation of effective properties with respect to fiber volume fraction in (a) polymer (PVDF) - ceramic (BaTiO3) 
system with aligned and randomly distributed circular fibers, randomly oriented and randomly distributed circular fibers, and 
single aligned fibers (b) polymer-ceramic system with aligned, randomly distributed and single square fibers, (c) ceramic 
(PZT-7A) - ceramic (BaTiO3) system with aligned and randomly distributed circular fibers, randomly oriented and randomly 
distributed, and single aligned circular fibers, and (d) ceramic-ceramic system with aligned, randomly distributed and single 
square fibers - multifunctional composite structures. 
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For C"", single fiber models display greater or equal values 
compared to aligned and randomly oriented fibers in all cases 
but aspect ratio 1 polymer-ceramic structures. In the 
longitudinal direction, it appears that the length and continuity 
of the fiber plays a more significant role in increasing 
mechanical properties than boundary type. It can, however, also 
be seen that the first type of boundary structure has the highest C"" value for a given structure when compared to the second 
and third boundary types with the exception of aspect ratio 1 
ceramic-ceramic circular structures and aspect ratio 5 polymer-
ceramic circular structures.  
Randomly oriented fibers are generally seen to have the 
lowest values for C"", e"" and κ"" when compared to aligned 
and single fibers with the exception being C"" of the ceramic-
ceramic structures. Aligned fiber multifunctional composite 
systems have several distinct advantages when compared to 
these randomly oriented structures. They can be placed more 
efficiently in the unit-cell, leading to higher packing factors as 
well as providing generally flexible structures [10] with low 
acoustic impedance values [11]. Randomly oriented fiber 
structures, however, can provide higher values in transverse 
directions compared to aligned structures and can be easier to 
manufacture [12-15]. 
V. CONCLUSION 
Random fiber multifunctional composites have a wide 
variety of advantages compared to structured and single fiber 
structures. Their ease in manufacturing and higher values in 
transverse directions make them useful and often less 
expensive. However, as the applications for these composites 
becomes more pronounced, their complexity will increase and 
the numerical models used to predict their behaviour will need 
to be improved. The purpose of this study was specifically to 
determine how the effective electromechanical properties of 
multifunctional composites might be affected by changes in the 
interaction between fibers and the surface of the unit-cell. At 
given volume fractions of fibers, aspect ratios, materials and 
cross-sectional shapes, the effects of the boundary structure of 
a unit-cell were found to be the following: 
(i) C""  values were more commonly larger as a result of 
longer and continuous fibers rather than based on a unit-
cell boundary type, however the first type of boundary 
displays generally higher values compared to the second 
and third type except for aspect ratio 1 ceramic-ceramic 
circular structures and aspect ratio 5 polymer-ceramic 
circular structures. 
(ii) The highest e"" values for single, aligned and randomly 
oriented fiber structures except for the aspect ratio 10 
polymer-ceramic case was the third type of unit-cell. 
(iii) Randomly oriented fibers have the lowest values in 
general when compared to aligned and single fiber 
structures, with the exceptions of C""  of the ceramic-
ceramic structures. 
This study presents an overview of the effects different 
fiber-surface interactions can have on the overall properties 
of a unit-cell. When creating models to study the behaviour 
of random fiber multifunctional composite structures, the 
conclusions drawn here can help identify discrepancies in 
electromechanical properties between models that appear 
to be the same. As is shown, the same structure with 
different surface-fiber interactions can have varying 
effective mechanical, piezoelectric and dielectric 
properties without having a different core structure. The 
large variety of structures being compared in this study 
with varying aspect ratios, volume fractions, materials and 
cross-sectional shapes provides a baseline for future 
numerical models with more complex structures and unit-
cell surfaces. 
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ABSTRACT 
This paper experimentally investigates the wave transmission through partially immersed semicircular breakwater 
suspended on two rows of circular piles. Different wave and structure parameters have been investigated such as; 
incident wave height, wave length, wave period, breakwater draft and the clear gap between the supporting piles. 
Multiple Polynomial Regression (MPR) model is used to develop an empirical equation to calculate the transmission 
coefficient (kt) as a representative of the transmitted wave energy. In addition, a Flow-3D numerical study is carried out 
to simulate the transmitted wave hydrodynamics and verified against the experimental results. The numerical analysis 
shows good agreement with experimental results with an acceptable value of NRMSE. The results show that the 
transmission coefficient (kt) decreases by about 31% with increasing the relative wave length from 0.12 to 0.22 and 
wave steepness from 0.006 to 0.021. Also, the transmitted coefficient (kt) decreases by about 25% with increasing the 
relative immersion depths from 0.25m to 0.5m and increases by about 16% for increasing of pile porosity value from 
0.5 to 0.83 respectively. 
KEWORDS: Semicircular, Suspended Breakwater, Wave Transmission, Flow-3D, MPR. 
1 INTRODUCTION 
Breakwaters are used for coastal protection from incident wave attack by reducing part of the wave energy before 
it reaches the shoreline to enhance safe vessel berthing and maneuvering. Different types of breakwater are widely used 
and developed around the world. The conventional types of these breakwater are such as Rubble mound and bottom 
seated concrete types. When water depth increases (>4.0 m), these structures become more expensive and difficult to 
build and need high seabed bearing capacity. In addition, these breakwater types interrupt alongshore sediment 
transport and cause erosion to beaches downcoast of the breakwater. These conventional types of breakwater stop the 
seawater exchange that is essential for fish migration and for maintaining the water quality. The increased wave 
reflection in front of breakwaters causes also navigation problems. On the other hand, floating breakwater have the 
drawbacks that; i-they are ineffective for long waves range of 4 to 6 seconds [1], ii-vulnerable to structural failure 
during storms, iii-require a high amount of maintenance, large roll and iv-sway motions may affect its performance to 
be used as a berth or a pier. In order to avoid these disadvantages, the floating breakwater are suspended on the pile 
system (Suspended breakwater) which give it advantages such as: a-Low construction cost and require less material; b-
ease of construction, c-applicability in poor soil foundation and complex bathymetry, d-less interference to the 
ecosystem, e-allow flow exchange between water body and open sea, f-enabling fish migration and g-preservation of 
water quality and sediment transport activity. They can also be dismantled and relocated with minimum effort and 
without leaving permanent damage to the environment and reduce visual impact. They can also sustain and preserve the 
natural beauty of the beach and therefore they favorable to the beach users. 
In recent years, research has been conducted to develop new configurations of a breakwater; the partial breakwater. 
This new concept consists of a solid body, completely or partially immersed, suspended on concrete piles or floating 
and fixed by cables. The total height of such caissons is far smaller than the water depth. So, this type of breakwater is 
partially permeable to the incoming ocean waves, especially for long waves which can be transmitted below the 
structure. Since most of the wave energy is concentrated close to the water surface in deep water, a structure located 
near the free surface or intersecting it can dissipate part of this energy or reflect it by diffraction. Several investigations 
were carried out on the rectangular caisson, the most classical shape, for example: (Drimer et al., 1992),(Tolba, 
1998),(Koutandos et al., 2004) and (Koutandos et al., 2005). These studies showed that this structure can reflect the 
incident wave energy for small wave periods. More complex configuration, named BYBOP proposed by (Duclos et al., 
2004), is more efficient in reducing transmitted wave. Table 1 summarizes the different shapes of semi immersed 
breakwater investigated by previous researchers. 
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Table 1.Characteristics of different models of semi immersed breakwater studied by previous researchers. 
2 EXPERIMENTAL TESTING 
Experimental set-up 
The tested breakwater model was installed in the middle of the wave flume and situated between the inclined wave 
absorber and the wave generator.  The module consists of a half-pipe manufactured from poly-vinyl chloride (PVC), 
with an outer diameter of 0.2m and 0.01m thickness. Vertical wood plate with a thickness of 0.01 m was fixed with the 
upper edge of the half pipe and the plate height was sufficient to prevent the wave overtopping on the breakwater. Two 
rows of PVC pipes with 0.05m diameter (ϕ) and clear gap (G) of 0.25and 0.05 m were used as a supporter of the 
breakwater module as shown in Figure 1. The breakwater width (B) was kept constant at a value of 0.10 m and the 
tested breakwater drafts (d) were 0.20 and 0.1 m. 
Tests conditions 
 Table 2 summarizes the tested values for different wave and breakwater parameters. Eight wave values were 
conducted with two breakwater draft (d) of 10 and 20 cm and two piles gap (G) of 5 and 25 cm. The number of the 
experimental tests are 32runs.  
Wave gauge calibration 
Standard conductivity-type wave probe was used to measure the variations of water level with time. The wave probe 
comprises of two thin parallel stainless steel electrodes (0.0015m diameter, space 0.0125m and length of 0.3m). The 
probe was connected to wave monitor module in the electronic console by a twin core flexible cable and delivered the 
output signals in the form of voltage data.Static calibration of the wave probe was carried out at the beginning of each 
set of experiments. Figure2 shows a linear relation between water level and output voltage resulting coefficient of 
determination (R2=0.998). The linear equation was used in the programming of data acquisition card.The collected data 
Reference Structure type Modeling type Model shape Main parameters ranges 
(Neelamani and Vedagiri, 
2002) 
Partially immersed 
twin vertical 
barriers 
Experimental 
(Regular and 
random waves) 
d/h=0.285, B/h=1, h/L= 0.12-
0.45, Hi/h=0.067-0.102, 
B=0.7, d=0.2, h=0.7 
(Sundar and Subba Rao, 
2002) 
Quadrant front 
face pile supported 
breakwater 
Experimental 
(Regular waves) 
d/h=0.31-0.45, P=0.5-0.83, 
B=1, ϕ=0.06, h/L=0.16-0.6, 
(Koutandos et al., 2005) 
Single fixed 
(restrained) 
floating 
breakwater 
Experimental 
regular/irregular 
waves
d/h=0.2-0.33, B/h=1, Hi/h=0.1 
(Koutandos et al., 2004) Mathematical Boussinesq Equ. 
d/h=0.25, B/h=0.5, 
h/L=0.1-0.5 (Tolba, 1998) theoretically and 
experimentally 
(Drimer et al., 1992) Analytical 
(Koutandos, 2009) 
vertical semi-
immersed slotted 
barrier 
Numerical d/h=0.5 h=2.0, 
(Teh et al., 2011) Free surface 
semicircular Experimental d/h= 0.071-0.214 h=0.7, 
(Koraim and Salem, 
2012) 
Single semi-
immersed 
horizontal half 
pipes 
Experimental d/h=0.5 h/L=0.12-0.30 d=0.1, q =90o, h=0.20 
(Duclos et al., 2004) 
Rectangular 
caisson and 
BYBOP 
Mathematical 
RANS, Non Linear 
Potential 
d/h=0.19 
h=0.8 m 
(He and Huang, 2014) 
Suspended 
oscillating water 
column 
Experimental d/h=0.25-0.5; Hi/h =0.0875; Hi/L =0.01-0.03 B=h=40 
Present work 
Partially-immersed 
semicircular 
suspended on piles 
Experimental 
and Numerical 
(Flow 3d) 
d/h=0.25, 0.5, h=0.4, B=0.1, 
P=0.5, 0.83, h/L=0.12-0.22,  
Hi/L=0.006-0.021 
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during recording period converted into the water level by a simple computer program, resulting in the variation of water 
surface with time. 
Figure 1. Different configuration of the tested breakwater. 
Table 2.Experimental setup parameters of the breakwater model. 
Parameters Unit Ranges 
Wave periods (T)  s 1.15 -1.8 
Wave length (L)  m 1.81 - 3.35 
Wave height (Hi)  m 0.0207 - 0.038 
Pile space (G)  m 0.05- 0.25 
water depth (h) m 0.40 
breakwater width (B) m 0.10 
pile diameter (ϕ) m 0.05 
outer pipe diameter (D) m 0.2 
Breakwater immersion depth (draft) (d) m 0.1-0.2 
Relative wave length (h/L)  - 0.12 - 0.22 
Wave steepness (Hi/L) - 0.006 - 0.021 
Relative immersion depth (d/h) - 0.25-0.5 
Porosity of the lower part of breakwater (P) - 0.5-0.83 
Z = -7.69 Vout + 17.49
R² = 0.998
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Figure 2.Calibration of the wave gauge. 
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3 METHODOLOGY 
Dimensional analysis 
The parameters affecting the transmission coefficient (kt=Ht/Hi) were investigated. These parameters are still water 
depth (h), the unit weight of water ( g w), the incident wave length (L), the incident wave height (Hi), the transmitted 
wave height (Ht), the reflected wave height (Hr), the acceleration of gravity (g), the breakwater porosity (P), breakwater 
immersion depth -draft (d) and the breakwater width (B). The relationship between these variables for the studied 
models is expressed as follows: 
f (Hi, Ht, h, g w, L, B, d, P, g) = 0  (1) 
As the ( g w), (g) and (B) are constant, then the number of variables = 6, selecting Hi as repeating variable, number 
of dimensionless parameter = 6-1=5 as follows: 
p 5= f( p 1, p 2, p 3, p 4)  (2) 
Then, kt = f(h/L, Hi/L, P, d/h)  (3) 
The effect of h/Land Hi/L on ktis essentially need to investigate the hydrodynamic characteristics of the breakwater 
for coastal and deep-water regions and understand the performance of the breakwater for normal and extreme wave 
actions. Moreover, studying the effect of P and d/h on ktis required to select the suitable structures configuration. 
Incident and transmitted wave heights measurement 
The dimensionless parameters were estimated from measuring the following variables in each individual 
experimental test.  The incident wave heights (Hi) was determined in the middle of the flume at the model location 
using the wave probe P1 (without breakwater model).The wavelength (L) is calculated using the dispersion relationship 
based on the linear wave theory as follows: - 
)tanh(
2
2 khTgL
p
= (4) 
Where k is the wave number (k=2 p /L) 
The transmitted wave heights (Ht) from the breakwater was measuredat the probe P2 behind the breakwater model 
at a distance of 1.5m avoiding the effect of the turbulence caused by the wave breaking on the breakwater surface.(P1 
and P2) locatins are shown in Figure 3 The transmission (kt) coefficient can be calculated as: 
kt  = Ht / Hi             (5) 
Figure 3. The wave flumes showing position of the breakwater model and the wave probes sites. 
Multiple Polynomial Regression Model (MPR) 
Using the above dimensionless parameters (See Equation 3), the regression analysis and the measured data, simple 
empirical equations for estimating the transmission coefficient for the different cases are developed. A Multiple 
Polynomial Regression (MPR) method  was used to describe the behavior of a dependent variables (kt ) that is related to 
the four independent variables h/L, Hi/L, P, d/h ( p 1, p 2, p 3, p 4) (Teh and Venugopal, 2013). The statistical program 
(SPSS Statistics 24 by IBM) was used to develop the empirical equations. The MPR technique was adopted to account 
for the nonlinearity of the data set and is expressed as: 
















PP
+PP+PP
+PP+PP+PP
+P+P+P+P
P+P+P+P+
=
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42243223
411431132111
2
444
2
333
2
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2
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44332211
a
aa
aaa
aaaa
aaaaa
kt  (6) 
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Linear Regression analysis was usedand the predictors were selected by Enter method. The developed MPR 
model estimates the independent values (kt) by 14 predictors, shown in table 3.  
Flow-3D numerical model 
Flow-3D is well known computational fluid dynamics(CFD) software, where the equations of motion are solved 
by the method of finite volume/finite differences in a Cartesian, staggered grid. The gravitational acceleration was set to 
981 [cm/s2]. The viscosity and turbulence properties were set to be Newtonian Laminar flow which its result was more 
accurate and robust model available in the software. 
Meshing and geometry 
The semicircular model was exported in a stereo lithographic (stl) format to Flow-3D where the appropriate 
mesh could be generated. The accuracy of the results and the simulation time are effected by the cell size. So, it is 
important to minimize the amount of cells while including enough resolution to capture the important features of the 
geometry as well as sufficient flow details. For these reasons, multi-block meshwas used in the simulations, where 
bigger size cells were usedat less geometric details domain, and the smaller size cells near more geometric complexity 
as shown in Figure4. 
3.1.1 Boundary and initial conditions 
The upstream boundary condition in x direction was set to wave boundary and the downstream boundary was a 
wall boundary with wave absorbing block. All other open boundaries were specified as symmetric. The Stock wave 
theory of 5th order has been used in Flow-3D; the wave is characterized by the wave height (Hi), wave length (L) and 
wave period (T). In addition, at initial (t=0) a fluid region with height of 40 cm was simulated. 
Figure4 simulating of breakwater model in Flow-3D. 
4  RESULTS AND DISCUSSION 
the hydrodynamic efficiency of the partially immersed breakwater is affected by the wave and structure 
characteristics. The wave parameters are; wave length and height (L andHi), and the structural parameters are; the 
breakwater draft (d) and the space between piles (G). The dimensional analysis presents the hydrodynamic performance 
of the breakwater in the form of relationships between transmission coefficient (kt) and dimensionless parameters 
representing the wave and structure characteristics as presented in Equation 3. 
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Effect of Relative wave length (h/L) and Relative immersion depth (d/h) 
Wave length is one of the most dominant parameters in the wave interaction with breakwater. In present study, the 
relative wave length(h/L) represents more the effect of wave length since the still water depth (h) was kept constant 
throughout the experiments. The variation of transmission coefficient (kt) as a function of (h/L), is presented in Figure5 
for relative immersion depth (d/h) ranges from 0.25 to 0.5 at piles porosity (P) equal 0.5 and 0.83. Figure5 shows that 
by increasing of (h/L), kt decreases for all values of (d/h). For example, at d/h=0.25 and P=0.5, kt decreases by 36% 
with (h/L) increases from 0.12 to 0.22.Thisis presumably explained by considering the water particle motions. For 
shorter wave length, h/L increases, the water particles velocity and acceleration increase and after interaction with the 
breakwater. The water particles velocity and acceleration suddenly change then the resulted turbulence causes low wave 
transmission. While the breakwater width is not enough to effectively disturb the orbital cycle for longer wave length. 
Then, its hydrodynamic performance reduces for the lower value of h/L.  
The variation of transmission coefficient, kt, with respect to(d/h) is also shown in Figure5 for relative wave length 
(h/L) ranges from 0.12 to 0.22 at piles porosity (P) equal 0.5 and 0.83. For all values of (h/L), by increasing of (d/h), kt 
decreases.  For example, at h/L=0.12 and P=0.5, kt decreases by 14% with (d/h) increases from 0.25 to 0.5. This may be 
attributed to the increase of (d/h), the area that the water passes through decreases then the transmitted wave 
energydecreases. 
Effect of piles porosity (P)and Wave steepness (Hi/L) 
The variation of the transmission coefficient, ktwith respect to(P)is shown in Figure6 for wave steepness (Hi/L) 
ranges from 0.006 to 0.021 at (d/h) equal 0.5 and 0.25. Figure6 shows that by increasing of (P), kt increases for all 
values of (Hi/L). For example, at Hi/L =0.006 and with (P) increases from 0.5 to 0.83, kt increases by 18% for d/h=0.5. 
This may be attributed to the increase of (P), the area that the water passes through increases then the transmitted wave 
energy increases. 
The variation of the transmission coefficients, kt a function of wave steepness (Hi/L), is presented in Figure6 for 
piles porosity (P) ranges from 0.5 to 0.83 at relative immersion depth (d/h) equal 0.5 and 0.25. Figure6 shows that by 
increasing of (Hi/L), kt decreases for all values of (d/h). For example, at d/h=0.5 and with (Hi/L) increases from 0.006 to 
0.021, kt decreases by 58% for P=0.5. 
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Figure5. Effect of Breakwater draft ratio (d/h) on the transmission coefficients as a function of relative wave length 
(h/L) when P=0.5 and 0.83. 
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Figure6. Effect of pile porosity (P)on the different hydrodynamic coefficients as a function of relative wave length (h/L) 
for a) d/h=0.25 and b) d/h=0.5. 
5 CALIBRATION OF MPR MODELS 
Table 3 presents the evaluation of coefficients values for MPR model using Stepwise method. while, Table 4 
shows assessment of residuals analysis of transmission coefficient between calculated by MPR model and measured 
values.It can be observed that the equations over-predict and under-predict the transmission coefficient by values ≤ 
±0.03.Figure 7 shows the comparison between the measured and the calculated transmission coefficient (kt) of the 
breakwater using MPR model. A good agreement is obtained between the measured and the calculated transmission 
coefficient. 
Table 3. Evaluation of coefficients values of parameters for MPR model 
Coefficient parameter value 
a constant 1.39 
a1 h/L -6.19 
a2 Hi /L 36.5 
a3 d/h - 
a4 P -1.04 
a11 (h/L)2 -0.27 
a22 (Hi /L) 2 1329 
a33 (d/h)2 0.64 
a44 (P)2 - 
a12 (h/L) (Hi /L) -154 
a13 (h/L) (d/h) -12.07 
a14 (h/L) (P) 18.95 
a23 (Hi /L) (d/h) 60 
a24 (Hi /L) (P) -136 
a34 (d/h) (P) 0.09 
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Table 4.Residuals analysis of MPR model. 
Residual= 
measured-calculated 
d/h=0.5 d/h=0.25 
P=0.83 P=0.5 P=0.83 P=0.5 
RMSE x (10-2) 1.601 1.674 0.961 1.317 
Min Res. -0.02 -0.028 -0.016 -0.019 
Max Res. 0.03 0.024 0.013 0.02 
NRMSE 0.04 0.045 0.03 0.046 
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Figure 7.Comparison between calculated and experimental transmission coefficients results for MPR model. 
6 VALIDATION OF NUMERICAL RESULTS 
Figure8 shows data sample of the water elevation variation at location (P2) which represent the transmitted wave 
(Ht). The figure presents the validation between experimental and numerical results for d/h=0.25, P=0.83, Hi=0.038m 
and T=1.15s. An acceptable agreement, between Flow-3D numerical and experimental results, can be observed. 
Figure 9 presents a comparison between the measured and the calculated transmission coefficient (kt) of the 
breakwater using Flow-3D model. A good agreement is obtained between the measured and the calculated transmission 
coefficient. 
Figure8. variation of water elevation with time @ P2 for experimental and numerical results. 
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Figure9. comparison between numerical and experimental transmission coefficients results for Flow-3D model. 
Table 5 shows assessment of residuals analysis of transmission coefficient between calculated Flow-3D and 
experimental values.It can be observed from the figure that Flow-3D model partially over-predict the transmission 
coefficient by values less than -0.06. 
Table 5.Residuals analysis of Flow-3D model. 
7 COMPARISON WITH PREVIOUS STUDIES 
The experimental and numerical results of the present study as well as the empirical equation of transmission 
coefficientare compared with previous results for the studied semi-immersed breakwater.  
Figures 10 presents the comparison between the results of the developed equation from MPR model, numerical 
and experimental results of the present study, and the different experimental and numerical results obtained by different 
published work presented in Table (1), as a function of h/L for the suspended breakwater with d/h=0.25. The figure 
show that all calculated and measured kt coefficient decrease with h/L increasing. Moreover, the MPR model and Flow-
3D predicts the transmission coefficient with acceptable degree of accuracy.Figure 10presents the hydrodynamic 
performance of the different semi-immersed models, investigated by other published work of (Teh et al., 2011),(Suh et 
al., 2006), (Sundar and Subba Rao, 2002), (Koutandos et al., 2005), (He and Huang, 2014), (Duclos et al., 2004) and 
(Neelamani and Rajendran, 2002).The performance of the different models (kt) is plotted as a function of h/L. The 
characteristics of these experimental studies are shown in Table (1). The figure shows that high scatter in the 
performance of the different compared models. This can be attributed to the difference in the geometry and cross 
sections shape used in each case. The results trend shows that all the kt decrease with increasing h/L. Moreover, the 
present model gives smaller transmission values than (Suh et al., 2006) and(Teh et al., 2011) and larger values 
compared with others. 
8 CONCLUSIONS 
The wave transmission characteristic of a new shape of partially immersed breakwater is experimentally an 
numerically studied by using physical and Numerical models. The breakwater consists of a semicircular cross section 
suspended on two rows of circular piles, it was tested under different wave and structural parameters. In general, the 
proposed breakwater shows low transmission coefficients with increasing of the relative immersion depth (d/h) and 
decreasing of piles porosity (P). Furthermore, increasing of both relative wave length (h/L) and wave steepness(Hi/L) 
cause lower transmission coefficients. Semicircular shape reduce the transmission slightly than rectangular shape 
especially for h/L>0.16. The results are compared with experimental and theoretical published work and shows a 
reasonable agreement. In addition, an empirical equation is developed for estimating the transmission coefficient of 
proposed breakwater. The results of this equation shows reasonable agreement with the experimental results. More 
investigations with different partially immersed breakwater shapes, under irregular, and obliquely incident waves are 
Residual= 
measured-calculated 
d/h=0.5 d/h=0.25 
P=0.83 P=0.5 P=0.83 P=0.5 
RMSE x (10-2) 3.63 3.775 4.084 3.946 
Min Res. -0.058 -0.051 -0.048 -0.055 
Max Res. -0.009 -0.030 -0.030 -0.019 
NRMSE 0.087 0.097 0.122 0.143 
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still required. 
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Figure 10. Comparison between the results of the present suspended breakwater model and the different results obtained 
from previous works when d/h=0.25 and P=0.83. 
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Abstract—The effect of upstream roughness on turbulent street 
canyon flow is presented. Horizontal measurements were 
conducted at near roof level of a street canyon using particle 
image velocimetry in a wind tunnel. Three upstream roughness 
arrays and two canyon width to height aspect ratios (W / h = 1 
and 3) were investigated. The arrays consisted of 3D cubes 
(plan area density, lp = 25%), 1h spaced 2D bars (skimming 
flow, lp = 50%) and 3h spaced 2D bars (wake interference flow, 
lp = 25%). Two-point correlations and integral length scales are 
computed over the different configurations. The results show a 
significant effect of upstream roughness on these quantities. It 
was found that a 3D upstream roughness has a significantly 
weaker correlation in the spanwise direction. A similar trend is 
observed in spanwise integral length scales. The shear layer 
boundary was found to be related to the strength of the 
correlations near roof level of the street canyon.  
Keywords: Boundary layer · Street canyon · Particle Image 
Velocimetry   ·   Wind tunnel 
I.  INTRODUCTION
Air quality in urban environments is a critical issue in present 
times with the resulting socioeconomic implications being of 
great concern. Pollution in the earth’s atmosphere leads to 
human death, disease and harm to our natural resources [1]. The 
simple street canyon model is a useful representation of most 
urban street configurations. The effects of canyon aspect ratio 
AR (streamwise width W / canyon height h) and upstream 
roughness on street canyon flow is well studied. Grimmond and 
Oke [2] defined three regimes of flow in urban environments; 
skimming flow, wake interference flow and isolated roughness 
flow. They also found that the plan area packing density (lp) of 
the upstream roughness and whether it was 2D or 3D had an 
impact on the flow within the canyon. Experimental wind 
tunnel studies on street canyons frequently use Particle Image 
Velocity (PIV) to measure the flow field, and mostly conduct 
measurements in a single vertical plane, such as Salizzoni 
Marro, Soulhac, Grosjean & Perkins [3], Savory, Perret & Rivet 
[4] and Blackman, Perret & Savory [5]. When studying this 
configuration in a wind tunnel, Savory, Perret & Rivet [4] noted 
that it is crucial to match the roughness length scale (zo) and the 
integral length scale (Luu) within factors of 2-3 to ensure that 
full and model scale are matched properly. It was also noted that 
the geometry of the upstream roughness significantly effects the 
structure of the oncoming boundary layer, where 3D roughness 
is found to generate 3D turbulent structures which resembles a 
more realistic boundary layer found in nature. Suggestions by 
Savory, Perret & Rivet [4] have been employed in the present 
work. 
Turbulence is a 3D phenomenon and thus to understand 
turbulent street canyon flow properly one must investigate how 
the flow behaves in both the spanwise (y) direction and the 
vertical (z) direction. Shaw, Brunet, Finnigan & Raupach [6] 
conducted a wind tunnel study of air flow over waving wheat. 
Two-point, space-time correlations of streamwise (x) and 
vertical velocity components were computed from the wind 
tunnel simulation of an atmospheric boundary layer, with the 
wheat canopy model constructed of flexible nylon stalks. It was 
concluded that it was not appropriate to apply Taylor’s 
hypothesis of frozen turbulence in the region of the canopy and, 
therefore, the integral length scales were computed directly 
from two-point statistics. It was also found that the lateral 
integral length scales were smaller than those computed in the 
streamwise direction by factors ranging from 1.9 to 4.2. 
Raupach,  Finnigan & Brunet [7] stated that the approach of 
applying the Taylor’s hypothesis is fraught with difficulty as 
high turbulence intensities (u'	/	U	>	1) are present within the 
canopy. Inagaki, Kanda, Sato & Michioka [8] conducted multi-
point measurements (3D velocities and temperatures) in a 
cubical array using multiple sonic anemometers aligned at equal 
heights in the streamwise and spanwise directions. Using two-
point correlations, they reported that the correlation of the 
fluctuating streamwise velocity, the difference between 
instantaneous and mean velocities (u'=	u	-	U) was higher along 
the streamwise direction than for an equal magnitude of 
spanwise separation. The result was attributed to the existence 
of coherent structures elongated along the streamwise direction. 
It was postulated that the coherent structure of u'  is 
geometrically similar irrespective of the type of roughness. 
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Raupach, Finnigan & Brunet [7] conducted two-point 
correlations of various model and field canopies in the x-z and 
y-z planes. In the x-z plane the streamwise fluctuating velocity 
correlation produced nearly elliptical stretched correlation 
contours, with a tilt angle of approximately 18 degrees, an effect 
that was reported to diminish within the canopy. Shaw, Brunet, 
Finnigan & Raupach [6] suggest that this more rapid reduction 
of correlation within the canopy is due to the creation of small 
scale motion and the breakdown of large scale flow by canopy 
elements.  In contrast, the correlation of the vertical fluctuating 
velocity revealed nearly circular correlation contours and was 
found to decay much more rapidly with spatial separation. The 
correlations in the y-z plane produced contours which were 
nearly circular for both streamwise and vertical fluctuating 
velocities. Raupach, Finnigan & Brunet [7] concluded that in a 
time-averaged sense, fluid motions near the top of the canopy 
are well correlated over length scales of the order of h. It is also 
suggested that zones where the sign of the correlation reverses 
could be a direct consequence of the formation of dominant 
flow structures [6]. The effect of the roughness and canyon 
geometry on the mean turbulent statistics near roof level in the 
horizontal plane is investigated in this work. The questions to 
be addressed in the present paper are: 
• What is the impact of 2D versus 3D arrays and lp on
two-point correlations and integral length scales in the
streamwise and spanwise direction in a horizontal plane
near roof-level of the canyon?
• What does this tell us about the mean structure of the
flow at this location of the street canyon?
The objective of this present research is to establish how the 
oncoming boundary layer flow interacts with the street canyon 
over a range of configurations. The flow will be characterized 
in the spanwise direction to complement the work of Blackman, 
Perret & Savory [5], who characterized the vertical plane. The 
correlations and scales of turbulence will also be investigated to 
further understand the dynamics of the flow and structure of 
turbulence in the spanwise direction. The present results 
provide a clearer picture on the nature of 3D turbulent flow in 
street canyons.  
II. EXPERIMENTAL SETUP
The experiments were conducted in the low-speed, suck-
down boundary layer wind tunnel in the LHEEA Laboratory 
(École Centrale Nantes, France). The dimensions of the 
working section were 2 m (width) x 2 m (height) x 24 m (length) 
and the wind tunnel had a 5:1 ratio inlet contraction. Boundary 
layer development was initiated by five 800 mm high vertical 
tapered spires located immediately downstream of the 
contraction and a 200 mm high solid fence across the working 
section positioned 750 mm downstream of the spires. The street 
canyon flow measurements were taken 5.5 m downstream of 
this initial development region. Two canyon aspect ratios were 
studied for three upstream roughness conditions. The street 
canyon was constructed using two square cross section 
rectangular bars with a height of 50 mm (h) and a lateral length 
of 1500 mm. The upstream roughness conditions consisted of a 
staggered cubical array (lp = 25%) or 2D square cross section 
rectangular bars with a spacing of 1h or 3h (lp = 25% and  lp = 
50%). The height of the cubes and 2D bars was 50 mm. It should 
be noted that the experimental conditions in this present work 
are the same as in Blackman, Perret & Savory [5]. A schematic 
of the experimental setup can be found in figure 1.  
Figure 1.  Experimental Setup 
Stereoscopic PIV measurements were conducted in the 
horizontal plane located at a height of 0.9 +/- 0.05h and aligned 
with the free stream flow. This height was verified by comparing 
turbulent statistics to those from Blackman, Perret & Savory [5] 
which consisted of measurements in the vertical plane. The PIV 
setup was located beneath the wind tunnel floor and images were 
taken through a glass floor. The final spatial resolution of the 
vector field was 1.6 mm (0.032h) and a temporal sampling 
frequency of 7 Hz was used. The fields of view were 1h x 6h and 
3h x 6h for the 1h and 3h canyons, respectively. A Litron double 
cavity 2x200 mJ Nd-Yag laser was used to illuminate the 
measurement region. The flow was seeded with glycol/water 
droplets (average diameter of 1 µm) via a fog generator. An 
iterative cross-correlation analysis was performed which 
consisted of an initial window size of 64 x 64 pixels with a final 
interrogation of 32 x 32 pixels and the overlap of the analysis 
window was 50%. A pulse interval of 500 µs was used in the 
computation of the velocity vector fields. A pitot-static tube 
located at x = 15 m, y = 0 m, z = 1.5 m was used to measure 
dynamic pressure from which the velocity was determined to be 
5.9 m/s. This velocity was used for all of the experiments in this 
present work giving a Reynolds number of 1.9 x 104, based on 
this velocity, Ue and canyon height, h.  
III. RESULTS AND DISCUSSION
In this section, two-point statistics are discussed in part (a) 
and computed integral length scales are assessed in (b).  
a) Two-Point Statistics
Two-point space and time fluctuating velocity correlations offer 
important information regarding the nature of the flow field 
which single point measurements cannot provide.  A two-point 
spatial correlation was conducted using the middle of the street 
canyon (xref = 0h, yref = 0h) as the reference point. The two-point 
correlation coefficient was computed using (1).  
𝑅uu(xref,	yref,	x,	y)= u'(xref,yref)u'(x,y)u'2(xref,yref) u'2(x,y)   . (1) 
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Contours of the correlation fields are presented in figure 2 and 
figure 3 for 1h and 3h canyon widths, respectively. Plots of the 
correlations along the x and y centrelines for streamwise (u') 
and vertical (w') fluctuating velocities (with xref = 0h, yref  =  0h 
set as the reference point) can be found in figure 4 to figure 5. 
It can be observed that the correlation is symmetrical for all 
quantities in the spanwise direction. Symmetry in the y-z plane 
for correlations of streamwise and vertical velocity fluctuations 
was also observed by Shaw, Brunet, Finnigan & Raupach [6] 
and Raupach, Finnigan & Brunet [7]. Raupach, Finnigan & 
Brunet [7] noted that the correlation contours were roughly 
spherical with a radius of 0.8h. Within figure 2 and figure 3, the 
effect of roughness on the flow can be seen qualitatively. The 
effect of roughness is more prominent in C1h than C3h 
configurations. The structure of the correlation is more 
elongated in the streamwise direction and is narrower for C3h. 
The opposite is true for C1h, with the structure of the correlation 
elongated in the spanwise direction. For the AR = 1 canyons the 
largest spherical radius of the correlation (region of the 
correlation field which is circular) was 0.3h for the C1hR3h 
configuration, whilst for AR = 3 the largest radius was found to 
be approximately 0.3h for C3hR3h. This suggests that the size 
of the spherical radius of the correlations is independent of 
canyon geometry, and only dependent on roughness (other 
configurations had smaller spherical correlation radii, all within 
0.1h-0.2h for both R1h and Rcu). Although the spherical 
correlation radii are smaller than those found by Raupach, 
Finnigan & Brunet [7], this could be attributed to the different 
flow regimes (flow over a model wheat field) and the 
measurement region being higher (z = 1h versus 0.9h in the 
present work). 
Figure 2.  Two-point correlations: (top) C1hRcu (middle) C1hR1h and 
(bottom) C1hR3h 
    Raupach, Finnigan & Brunet [7] defined a significant 
correlation to be Ruu > 0.2 at height h. Referring to figures 4 and 
5 it can be found that that for the C1hR1h and C1hR3h 
configurations there is a significant correlation for the entire 
spanwise width of the canyon (-3h to 3h). The C1hRcu 
configuration shows a significant spanwise correlation from -
1.5h to 1.5h. It is also observed that lp does not seem to effect 
the spanwise correlation for the C1h configurations. For the 
C3h configurations the effect of roughness on the correlations  
Figure 3.  Two-point correlations: (top) C3hRcu (middle) C3hR1h and 
(bottom) C3hR3h 
is less strong. The C3hR3h configuration has a significant 
spanwise correlation from -1.5h to 1.5h, C3hR1h and C3hRcu 
are -1h to 1h and -0.8h to 0.8h, respectively. It can be concluded 
that spanwise correlations decay much more rapidly when AR 
is increased. The smallest correlation for C1h was the largest 
for C3h. An opposite trend is observed for correlations in the 
streamwise direction, with C3h configurations having a 
significant correlation for most the canyon width (-1h to 1.5h) 
and the C1h configurations having significant correlations from 
approximately -0.4h to 0.4h. The correlation could decay more 
rapidly for C1h than C3h because of a larger circulation region 
expected in a larger AR canyon. It is also quite possible that the 
shear layer has an impact on the correlation decay. Blackman, 
Perret & Savory [5] computed the shear layer boundaries from 
vertical PIV data for the same configurations present in this 
work. The shear layer boundary was computed using turbulent 
kinetic energy in the shear layer [5]. They found that C3h had 
thicker shear layers than C1h. A thicker and larger shear layer 
would oscillate at a lower frequency, resulting in the flow in the 
canyon to have a lower frequency as well, this would result in a 
stronger correlation near roof level of the canyon with the AR 
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= 3. On the contrary, C1h was found to have a smaller shear 
layer [5]. The faster moving and thinner shear layer would cause 
the correlation near-roof level to decay more rapidly. In the 
present work, the streamwise correlation at near-roof level for 
C1h was symmetrical but asymmetrical for C3h (see figures 4 
and 5). This, again, can be explained by the shear layer 
boundaries computed by Blackman, Perret & Savory [5]. 
Blackman, Perret & Savory [5] found shear layer boundaries to 
be less symmetrical in the streamwise direction for C3h than 
C1h. For C3h the thickness of the shear layer boundary was 
much thicker at the downstream wall than near the upstream 
wall (approximately 4x larger), this difference being 
significantly smaller for C1h (approximately 2x larger). There 
appears to be a relationship between streamwise correlation 
symmetry at roof level and the geometry of the shear layer. 
Finally, it was stated above that the effect of roughness is much 
more profound on the spanwise correlations near the roof level 
for canyons with an AR = 1 than 3. This trend is, again, present 
in the shear layer boundaries computed by Blackman, Perret & 
Savory [5], with the C1h configurations varying more with 
roughness. Correlation decay in the streamwise direction was 
found to be related to shear layer boundaries in that those 
configurations with the thickest shear layer had the strongest 
correlations at roof level.  
Figure 4.  Ruu two-point corelations for C1h (top: y-direction, bottom: x-
direction) 
Figure 5.  Ruu two-point corelations for C3h (top: y-direction, bottom: x-
direction) 
b) Integral Length Scale (Luu)
The turbulence integral length scale can be defined as the 
size of the average-energy containing eddy. The turbulence 
integral length scales were calculated using (2) for the spanwise 
velocity fluctuations and (3) for the streamwise velocity 
fluctuations. The reference points used to compute Ruu used in 
(2) and (3) were xref = -0.5h, yref = 0h for the streamwise Luu and 
xref = 0h, yref = -3h for the spanwise Luu. The integral length 
scale was computed by integrating until the first zero crossing 
of a two-point spatial correlation.  
  Luu(y)= (Ruu)dy  (2) 
 Luu(x)= (Ruu)dx  (3) 
The integral length scales for both the streamwise fluctuating 
velocity (u') and vertical fluctuating velocity (w') in the x and 
y directions are presented in figure 6. It may be seen that 
roughness and AR have a significant effect on the spanwise 
integral length scale. Luu,y for C1hRcu was found to be almost 
50% smaller than the Luu,y for C1hR1h and C1hR3h. This 
suggests whether the flow is 2D or 3D influences the magnitude 
of Luu,y not lp. Blackman, Perret & Savory [5] found that the 
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streamwise integral length scale was larger for the 2D case than 
the 3D case when packing density was equal. Volino, Schultz 
& Flack [9] also observed that integral length scales where 
significantly smaller for 3D than for 2D cases. The results from 
Takimoto, Ignaki, Kanda, Sando & Michioka [10] contradict 
this as they showed larger Luu in the 3D configuration. 
However, as suggested by Blackman, Perret & Savory [5] this 
could be due the simulation method employed, as no spires were 
used in the experiment, resulting in a smaller boundary layer. 
Blackman, Perret & Savory [5] found that, at roof-level, the 
streamwise Luu for Rcu was approximately 4h but it is lower in 
the present work because the measurements were taken at z/h = 
0.9. The present results show that that Luu is smaller for 3D than 
2D flows in the spanwise direction, which was also found in 
previous work ([5] and [9]) for the streamwise direction. The 
integral length scales for vertical velocity fluctuations (Lww) 
were found to be approximately 3-4 times smaller than Luu.  
Figure 6.  Impact of roughness on Luu,y , Luu,x (top) and Lww,y , Lww,x  (bottom) 
IV. CONCLUSION
Horizontal measurements were conducted at near roof-level 
in a street canyon using particle image velocimetry in a wind 
tunnel, for 6 configurations of upstream roughness and canyon 
aspect ratio. It was observed that the two-point correlations 
were symmetrical for all quantities in the spanwise direction. 
Stronger correlations were found for 2D roughness arrays than 
in 3D arrays and the planform packing density was found to 
have no effect on spanwise correlations. It was found that the 
correlation decay in the streamwise direction was related to 
shear layer boundaries such that the configurations with the 
thickest shear layer had the strongest correlation. The Luu was 
found to be smaller for 3D than 2D flows in the spanwise 
direction.   
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Abstract— An oil spill is a critical problem and appears to 
have increased in the number of incidence over the past 
decade. There are several methods for oil spill cleanups. One 
method is called sorption using either synthetic or natural 
sorbents. Synthetic sorbents are harmful to the environment as 
they create another form of waste for nature. This gives rise to 
evaluate a more environmentally friendly natural sorbent. This 
research represents the results of study carried out to evaluate 
the effect of chemical treatment (acetylation) on properties of 
flax straw as a natural fiber.  Sorption capacity of untreated 
and chemically treated flax straw was examined. It was found 
that performing the acetylation treatment on flax straw, 
significantly increases oil sorption capacity in both light and 
heavy oil by 41% and 22% respectively and also decreases 
their water uptake by 5%.  Moreover, by decreasing the 
particle size (to 0.6 mm) of the chopped flax straw, the oil 
sorption capacity increases. This research contributes to a 
greater understanding of flax straw properties for potential 
remediation and reclamation applications, representing the 
possibility of turning the available waste material into a 
valuable oil sorbent. 
Keywords ; flax straw, treated straw, oil spill, cleanup, 
remediation. 
I.  INTRODUCTION 
Our planet has enormous resources of oil and gas deep under 
its surface which is economically important in all parts of our 
lives. Every day, a portion of this valuable material is drawn 
out of the earth using modern machinery by thousands of oil 
and gas companies. At the same time, the number of related oil 
spill incidents are rising and therefore more research is required 
in oil spill cleanup [1].  
So far, various methods are used in different circumstances, 
including sorption methods. Sorbents are either synthetic or 
natural. Although manufactured sorbents are high in sorption 
rate, they create another form of waste after application [2]. 
This is the main reason why studying natural sorbents are 
important. Most of the plants consist of fibers which are found 
to be a reliable oil sorbent [3]. Among them, the flax plant 
which is widely available across the province of Saskatchewan 
consists of a large number of fibers [4]. In Canada, flax is 
mainly cultivated because of its linseed oil and after the 
extraction of the oil seed the remaining plant is left to 
decompose in the field or burned. To develop an oil sorbent 
using this biomass, the first approach can be to extract the 
fibers from the plant’s stem.  Based on studies, flax fiber can 
adsorb up to 30 grams of oil per gram of the fibers which is 
considerable [4]. However, the process of removing fibers from 
the plant straw is time consuming and costly which would not 
be suitable for a low-cost oil sorbent.  
The second proposal, which is the basis of the current study, 
is to develop an oil sorbent using the stem of flax plant 
commonly referred to as flax straw. To improve oil sorption 
and reduce water uptake, a chemical acetylation treatment was 
performed on the sample and the change in oil sorption 
characteristics was observed. Based on observed results, the 
acetylation method was found to increase the oil sorption 
capacity of flax straw while decreasing the water uptake.  
II. EXPERIMENTAL
A. Materials 
Flax straw from bales was supplied by Biolin Research Inc., 
a local company researching on development and application 
of value-added products from flax plant in Saskatoon, Canada. 
Flax received from the manufacture had a packing density of 
220-310 g/L.  Two types of oil were selected and purchased 
from Fisher Scientific based on ASTM F726 – 17, and ASTM 
F716 – 07. Light oil had a density range of 0.820 g/cm3 to 
0.870 g/cm3, while heavy oil had a density range of 0.930 
g/cm3 to 1.000 g/cm3. For acetylation, acetic acid and N-
Bromosuccinimide (NBS) were provided by Fisher Scientific.  
B. Raw Flax Straw Oil Sorbent Preparation 
A batch of flax straw was washed with distilled water, 
weighted and put in the oven at 60 ℃ for 24 h. After 24 h, the 
samples were reweighted to calculate the moisture content. 
After oven drying the batch of flax straw was chopped using 
the Retsch knife milling machine. The gap between the knife 
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and cutting bar was adjusted to 1 mm and the opening of the 
output screen was 8 mm (Fig. 1). An outline of the 
experimental procedure is illustrated in Fig. 2.  
Figure 1.  Chopping machine used for cutting the flax straw. 
Figure 2.  Experimental procedure for flax straw oil sorption test.
C. Characterization of Flax Straw 
Three-dimensional imaging and viewing of the surface 
morphology for the as received flax straw was conducted 
using scanning electron microscopy (SEM) model JEOL JSM-
6010 LV (Tokyo, Japan). Images were taken at a low operating 
voltage of 5 kV to prevent samples from burning (Fig. 3).  
At this stage, a dried batch of flax straw was sieved based 
on the ASABE Standard S424.1: method of determining and 
expressing particle size of chopped forage material by 
screening. The opening size of the series of sieves used in this 
study was 3.3, 2.3, 1.6, 1.1, 0.8 and 0.6 mm. 
D. Acetylated Flax Straw Oil Sorbent Preparation 
For the acetylated samples, 15 grams of sieved material 
with a size less than 0.6 mm was chosen. The samples were 
placed in a flask containing 300 mL acetic anhydride and 1 % 
NBS. The container was then placed in an oil bath  at 100 °C 
for 1 h as was proposed for a similar natural plant sugarcane 
bagasse [5]. After the reaction was completed the samples were 
removed from the container, washed with ethanol and acetone 
multiple times to remove any remaining by-products. The 
samples were then oven dried at 60 °C for 12 h. 
E. Oil Sorption Experiment 
The sorption characteristics of raw and treated flax straw 
were evaluated with light and heavy oil. To understand the 
relation of particle size and sorption capacity, the experiments 
were performed on light and heavy oil for different particle 
sizes. Based on ASTM F726 – 17 the sorbent was considered 
of Type II (loose sorbent). Each sample had an approximate 
minimum weight of 4 grams. To begin the test, flax straw 
samples were put in a rectangular stainless-steel Mesh No.20 
(0.841 mm opening) basket having dimensions of 4 x 9 x 7 cm3 
(length x width x depth). Since the sorbent is of the loose type, 
the basket should have enough space for sorbent to freely float 
within the test cell. The rectangular basket was then lowered 
into the 1000 mL beaker containing 200 mL light or heavy oil. 
After 15 minutes of soaking the basket was removed from the 
beaker and hung for 30 seconds allowing excessive oil to drain. 
The sample was then removed from the basket and the 
experiment weight was recorded. Standard deviation 
considered for this experiment was 15 % and each experiment 
was repeated three times. The weight of adsorbed oil was 
calculated by subtracting the weight of dry sorbent before the 
experiment from its weight after the experiment. Oil sorption 
capacity of samples were calculated using (1).  
F.  Water Uptake Experiment 
The proposed experiment for water uptake calculations is as 
follows: each trial test utilized approximately 5 grams of raw or 
treated flax straw.  Samples with different sizes were placed in 
a 200 mL beaker and distilled water was added until they were 
completely submerged for 10 minutes. The samples were 
removed from the water and placed into a basket to hang for 5 
minutes in order to release excess water. Finally, the sample 
were weighed. The amount of water uptake was calculated by 
subtracting the dried sample weight from wet sample weight.                             
III. RESULTS AND DISCUSSION
SEM was used to observe the morphology of the flax straw. 
As shown in Fig. 3 (c) there are several layers in a single flax 
straw structure. Each of them consists of a primary thin layer 
which contain both cellulose and hemicellulose [6]. The flax 
stem consists of two main parts; fiber and non-fiber part. The 
non-fibrous, soft spongy part is also called shives.  
Figure 3. Images of purified and dried flax fiber or straw (a) macroscopic (b) 
(1) 
oil sorption =
weight of adsorbed oil
weight of sorbent
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and (c) SEM with magnification of 50X and 200X, respectively. 
In Fig. 4 the content of the sieved material with openings of 
3.3 mm is compared to the sieve with 0.6 mm openings.  The 
combination of shives and fiber is more homogenous in the 
smaller mesh size compared to the larger size.  
Figure 4. Comparison between the content of two different mesh sizes. 
Different sieves used in this experiment are shown in Fig 5. 
The weight of particles trapped within each sieve is calculated 
as well as the mass ratio of each size category.  
Figure 5. Comparison between oil sorption of the raw sample in light oil and
heavy oil.  
The result illustrates a steady increase in oil sorption 
capacity of raw flax from 7.6 g/g to 10 g/g while the particle 
size of the samples decreased from 0.841 mm to 0.6 mm, 
respectively. Although decreasing the particle size of the flax 
straw  increases oil sorption capacity,  it is expected that  
decreasing the size  to 0.6 mm or smaller, will decrease the 
capacity  due to lack of void spaces [7]. However, for sizes 
larger than 1.6 mm, the experiment did not successfully pass 
the test requirement of being in a range of 15 % deviation and 
the acquired results had many fluctuations. This can be 
explained by having less homogenous combination of fibers 
and shives in higher sieve sizes compared with smaller sizes 
which agrees with results shown in Fig. 4.  
Fig. 6 compares the oil sorption capacity of raw and treated 
sample for sizes 0.6 mm. Acetylated samples show a slightly 
higher oil sorption capacity which is probably due to the higher 
capillary forces between plasticized cellulose fibers and oil. 
More importantly, acetylated samples revealed less water 
uptake compared to untreated samples. This is due to the 
chemical modifications where the hydroxyl groups on the 
surface of fiber are replaced with acetyl groups. Upon this 
modification the properties of the fiber changed, and they 
became hydrophobic.  
Figure 6. Comparison between the sorption capacity of the raw sample in light
oil with heavy oil.
IV. CONCLUSIONS AND FUTURE WORK 
A new method for water and oil sorption was developed 
using flax straw where different physical and chemical 
treatment was performed on this material and the oil and water 
uptake properties was shown to improve.  
1. It was found that the combination of shives and fiber is
more homogenous in the smaller mesh size compared to
the larger size which is an important consideration prior
to performing oil sorption experiment.
2. The oil sorption results revealed an increase in oil
sorption capacity up to 11 g/g with decreasing particle
size to 0.6 mm.
3. Chemical modification changed the sorption properties
of flax straw where the chemically treated samples
showed an increase in oil sorption capacity by 41% and
22% in light oil and heavy oil, respectively. Also, the
water uptake was reduced by 5% in chemically
modified samples which is related to changes in surface
properties (such as functional groups) of flax straw.
4. In conclusion, to address the use of sustainable sorbents,
this study showed that a natural sorbent material made
of waste flax straw obtained from the oil seed industry
in Saskatchewan could be used as an oil spill cleanup
material.
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Future testing to support this study will involve investigation of 
oil sorption properties of fibers in a media where both water 
and oil are presented at same time. Another important 
consideration would be investigation reusability and 
flammability of sorbent.   
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Abstract— Design projects have become common in 
engineering classrooms.  Earlier exposure to and training in 
the design engineering process hold much value for an 
enriched experience and an in-depth understanding of 
engineering design.  Simultaneously, students in their earlier 
years require more guidance and frequent feedback to inform 
their own expectations of learning objectives, as well as 
develop effective learning strategies. In this paper, we will 
examine the considerations required to design and conduct an 
undergraduate engineering design course, with reflections 
from several years’ experience with a second-year mechanical 
engineering design course. 
Keywords- Design; Experiential Learning; Problem Based 
Learning; Collaborative Learning; Course Creation  
I.  INTRODUCTION 
Design is the primary mode in which professional engineers 
operate, but until recently, there has not been a focus on 
teaching design and the associated soft skills.  This has led to 
decades of engineering graduates that are excellent scientists, 
but lack design, analysis and professional skills [1-4].  Surveys 
of industry professionals and recent engineering graduates 
show that the attributes of design, teamwork, communication 
and problem solving are the most important in their daily work 
[3][5][6].  There have been efforts to improve these skills in 
undergraduate programs, beginning with the introduction of 
Capstone Design courses, and later, cornerstone design courses 
to give first year students an introduction to the design process. 
This paper describes the process behind the development 
and coordination of a second-year mechanical engineering 
design project course with the goal of creating a bridge 
between the first year introduction to the engineering design 
process, and the more complex, open-ended Capstone Design 
projects.   
Cornerstone Design courses have been introduced relatively 
recently and were created in response to the apparent 
disconnect that first and second year engineering students were 
feeling from engineering practice [4].  The outcomes from 
these Cornerstone Design courses can vary greatly depending 
on the constraints placed upon the course, such as available 
time, resources and class size.  Additionally, the prior 
knowledge and training of first year students can vary greatly, 
limiting the potential subject matter and scale of the projects. 
Despite these limitations, Cornerstone Design courses have had 
great success, and their introduction has helped to increase 
student satisfaction with their early education [4]. 
II. BACKGROUND
A. Experiential Learning 
Kolb’s experiential learning cycle [7] is the model that is 
most commonly associated with teaching engineering design 
and the engineering design process.  Kolb’s cycle is composed 
of experimentation, concrete experience, reflective observation 
and abstract conceptualization.  The iterative nature of this 
learning theory matches well with the engineering design 
process as a whole, where a product is designed, built, tested 
and analyzed, and lastly reflected upon for possible future 
design improvement.  The experiential learning cycle can also 
be applied at a smaller scale to the individual steps of the 
design process.  For example, during the conceptual design 
phase, students will generate potential concepts, evaluate the 
concept against design goals and criteria, and use this 
knowledge to iterate their designs if they do not satisfactorily 
meet their requirements. 
Kolb’s experiential learning cycle has been implemented 
into several pedagogical methods.  Of interest when discussing 
engineering design projects are Problem or Project-Based 
Learning (PBL) and Cooperative Learning (CL).  PBL is a 
student focused approach to aimed at improving the problem-
solving skills of students.  Students are encouraged to 
hypothesize solution methodologies and perform independent 
research to solve problems.  Students then propose solutions, 
and test their appropriateness, followed by critical reflection on 
the process.  Teachers act as facilitators to the process [8]. 
Cooperative Learning is a teaching methodology focused on 
improving how students work in teams, which is a very 
important part of design project experience. The most 
commonly implemented model of CL is that of Johnson et al. 
[9], which specifies 5 basic conditions under which students 
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must work; positive interdependence, individual accountability, 
face-to-face promotive interaction, appropriate use of 
collaborative skills and regular self-assessment of group 
functioning.  Research has shown that students taught in this 
method tend to have higher individual academic achievement 
and improvements in design skills, communication skills and 
group skills [10].  
B. Design Project Selection 
Choosing the correct subject for an engineering design 
project, particularly for first or second year students, can be 
difficult.  The project should be challenging, pushing them the 
think beyond what they have seen in class.  The project should 
be scoped in a way that is able to be completed within the 
timeline set by the course.  The subject of the project should be 
well understood and documented and not include material from 
the fringes of scientific understanding.  As these projects are 
part of an engineering education, they should emphasize the 
application of theory (mechanics, thermodynamics, etc).  
Finally, they should use the engineering design process as a 
framework.   
Dutson et. al. [11] identified five potential sources for 
design projects for use in engineering curriculums. In 
hypothetical projects, course directors invent a project which 
can be tailored to meet the requirements of the class. Student 
selected projects, in which students, sometimes with guidance, 
choose the problem they wish to solve. Research related 
projects are recruited from professors and related to their 
research activities.  Finally, industry sponsored projects are 
solicited from industry, ideally to solve real problems a 
company faces. 
Each of these sources for design projects has their own 
advantages and disadvantages depending on the desired 
outcomes of the project, and each has been applied to Capstone 
projects.  When working with Cornerstone design projects 
however, meeting the requirements of “understood subject 
matter” and “application of theory” is significantly more 
limiting.  Searching for design projects from research, industry 
or student design competitions that can meet the scope 
requirements as well as contain only the theory and skills that 
first or second year students have been exposed to would be 
extremely difficult.  Student selected projects are also difficult 
if the course developer would like to include the full design 
cycle (design, build and test) as students at that stage of their 
education have a poor understanding of the full scope of work 
required for projects.  Hypothetical projects are the most 
convenient choice for project topics as all aspects of the scope, 
technical requirements and resources required can be tailored to 
meet the needs of the course.  If properly contextualized, a 
hypothetical project can teach many of the same lessons as a 
“real” engineering problem. 
C. Teamwork 
Teamwork is often cited as the most desired outcome from 
team projects [12].  Teamwork is the primary mode in which 
professional engineers operate and encouraging students to 
work well within a diverse team environment is of great 
interest for course developers.  There are many models of 
effective teams that have been introduced [13-15], and there are 
several key behaviors that each of them attempts to promote.   
The first behavior encouraged is interdependence [12].  In 
order for an effective group to complete their task they must 
rely upon on the work of the individual members of the team; if 
one member of the team does not complete their assigned task, 
it prevents the entire group from completing the project.  There 
are varying levels of interdependence that teams can operate 
under from pooled interdependence to intensive 
interdependence. In pooled interdependence, students divide 
tasks, and complete them in parallel often with poor levels of 
communication.  Intensive interdependence is considered the 
more desirable form, and each of the team members’ divided 
work relies upon input from other team members’ work, which 
encourages communication and coordination. 
Trust is another important factor for effective teams.  Trust 
itself can be defined in many ways, but the definitions most 
closely related to team effectiveness is the students’ confidence 
in the abilities and trustworthy intentions of their team 
members [12].  Trust can be encouraged in teams through 
team-building exercises that help to reveal the abilities and 
strengths of the team members, as well as share past teamwork 
experiences. 
The most cited and common complaint from students when 
working is teams is the concept of social loafing [12].  Social 
loafing occurs when one or more member of the team refuses 
to complete their fair share of the team’s work.  Self and peer 
evaluation has been found to be the most effective method of 
reducing social loafing in teams.  When the individual 
contributions made by team members can be quantified and 
reported, social loafing can be largely eliminated.  Another 
method of reducing social loafing is to encourage each team 
member to have a unique contribution to the team.  Unique 
contributions are easiest to encourage in multidisciplinary 
environments such as Capstone projects but can be more 
difficult in Cornerstone design projects as the students all have 
similar pre-existing skills. 
D. Feedback and Mentorship 
Compared to technical subjects, design can be much more 
ambiguous and subjective.  Usually there can be multiple 
solutions to a problem, and the path taken to reach a solution 
can vary greatly.  Coupled with the extensive amount of time 
required to complete one design project, students can become 
lost, lose motivation, or become stuck in non-productive modes 
of thinking.  In industrial settings, projects will often follow a 
stage-gate process with milestones and checkpoints to ensure 
that projects remain on track. In a course context, student 
deliverables will match these milestones, and students will 
receive feedback in the form of marks and comments.  Giving 
meaningful feedback can be difficult, particularly if student 
have difficulty articulating their thought process.  Simply 
relying upon written feedback can lead to students continually 
making the same mistakes or failing to internalize corrections 
or suggestions.  Often this is linked to “concept fixation” which 
is common for early designers [16]. 
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III. EXPERIENCES AND DISCUSSION
A. Course Context 
The courses described in the remainder of this paper is the 
second and mechanical engineering design project courses at 
York University’s Lassonde School of Engineering.  This 
course has been run for 3 years and has been updated each year 
based upon feedback and reflections from previous iterations. 
At this point in their academic career, students who 
participated in this course had taken the prerequisite physics 
and math courses, as well as two first-year introduction to 
engineering design courses.  The introduction to design courses 
included exposure to the design process, design-for-x, various 
creative thinking and innovative design heuristics.  These 
courses also included a team-based design project; however, 
this project was taken only to the conceptual design phase, 
emphasizing needs analysis and brainstorming techniques. 
Additionally, students have been introduced to CAD modelling 
in SolidWorksTM and were given the chance to 3D print their 
designs.  Additional relevant courses include an introduction to 
Machine Element Design which was run concurrently with the 
design project course and Mechanics of Materials. 
The goal of this course is to give students an opportunity to 
experience the complete design process as well as promote 
good teamwork practices.  Integrating as many of the skills and 
theories to which students had been introduced up to this point 
was one of the primary driving factors in the choice of the 
projects.  By incorporating the various elements of the 
undergraduate curriculum into the project, students will be able 
to see practical applications of their theory as well as observe 
how interrelated their seemingly distinct core courses can be. 
B. Past Projects 
For the reasons mentioned previously, we chose to proceed 
with hypothetical projects for this course.  We had specific 
goals of incorporating elements of physics, mechanics of 
materials, machine element design computer aided design 
(CAD) and rapid manufacturing.  All student teams were given 
the same design challenge. A portion of the grade was based 
upon the relative performance compared to the other teams to 
promote friendly rivalry and ensure students move beyond a 
design that “just works” and optimize their design.   
Each year the project changed, but some elements remained 
common.  First, some form of energy transformation was 
included in all projects.  Second, low strength raw materials 
were supplied to make the structural design non-trivial and 
ensure that students considered the material properties as a 
design variable.  The variety of materials available was limited 
to encourage creativity in a constrained environment. 
Electronic components were excluded or extremely limited to 
place emphasis on the core mechanical principles desired, and 
to ensure that all students had an equal understanding of the 
theory. 
Teams assumed the role of a design team competing for a 
design contract.  They are given a design brief with a set of 
requirements and constraints, as well as the performance 
metrics by which they will be evaluated. 
In the first iteration of the course, students were tasked with 
designing a scale version of a car that would store energy for 
locomotion in a spring.  Limitations were placed upon the size 
of the vehicle, and the loading force; the loading force was 
much lower than the force required to extend the available 
springs.  Performance was based upon vehicle weight and 
distance travelled on a single charge.  Students applied 
principles of gear design, force and mechanical advantage, 
friction and strength of materials. 
The second project had students design a small generator 
that would be powered by a raised weight of fixed mass.  The 
context given was that they were designing a device that could 
be used as a cell phone charger, or small light source in remote 
communities.  Students were given a small dc motor, and 
limited materials (high density fiberboard, metal rods, machine 
screws and nuts, glue).  All designs had to mount to a standard 
fixture.  Teams were evaluated on the value of the materials 
their design used and the length of time that they were able to 
sustain a 4V output from the generator.  Gear train design, 
strength of materials and motor characteristics were some of 
the knowledge emphasized. 
The third iteration took inspiration from a news article that 
showed children making a dangerous river crossing suspended 
on a single rope.  Students were tasked with designing a small, 
battery powered carriage that could carry a basket with a mass 
across a single rope.  The rope was placed at various inclines, 
and the performance of the designs was evaluated on the speed 
of crossing the rope, and the total cost of the designs. 
All of these design challenges appeared, to the students, to 
be simple, but as they began to apply their engineering 
knowledge to the analysis and design process, they found that 
even simple challenges can be complex. 
C. Team Creation and Teambuilding 
A team size of 4-5 was chosen for this course as the 
literature highlights that larger teams can be more susceptible 
to social loafing, and teams smaller than 3 may not have all of 
the skills required to complete the task [17].  Of the three 
possible group formation methods (self-selected, instructor-
selected or random), instructor-selected was chosen as it is 
generally regarded as the most effective method [17-18].  
Students were required to complete a questionnaire at the 
beginning of the term, and students were distributed based on a 
number of criteria. 
In the first iteration, the primary criteria by which students 
were assigned groups was personality based.  Students 
completed an online Myers-Briggs personality assessment with 
the goal of distributing different personalities.  While teams 
created with similar personality types tend to have better 
communication and reduced conflicts, teams with diverse 
personalities can have enhanced problem-solving skills as the 
weaknesses of one member can be complemented by the 
strengths of others [19].  In subsequent iterations, personality 
or creativity style profiles were used more as a teambuilding 
exercise than the primary grouping criteria. 
Other criteria which were taken into consideration at a 
lower weighting during team formation were overall GPA, 
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available free time, and previous skills.  Subsequent iterations 
focused on distributing students primarily upon GPA and 
students comfort with hands-on activities as those were found 
to be better indicators of successful students. 
The first two weeks of tutorials were dedicated to 
encouraging teams to work together effectively.  During the 
first tutorial, a roundtable discussion of effective teamwork 
skills was conducted.  This was aimed at address some of the 
common issues with teamwork, and highlighting techniques to 
overcome them. Students were then introduced to their teams, 
and asked to choose a team name.  Students were asked to 
complete a team policies and expectations contract (modified 
from [17]).  This contract outlined what was expected of each 
student when working in a team, such as communicating 
promptly and completing assigned work on time.  The contract 
also contained a policy for dealing with social loafing or 
uncooperative members within teams.  Students were 
encouraged to modify or add policies at their own discretion. 
The contract ensured that all students understood the policies 
set out by the course, and gave them a sense of ownership over 
the performance of their team.  During the second tutorial, a 
teambuilding exercise was conducted using the LEGO Serious 
PlayTM Platform.  Students used a guided LEGOTM building 
experience to share previous team experiences, with a goal of 
helping to build trust between members of the group. 
D. Peer-Evaluation 
Peer- and self-evaluation was included as the major tool in 
reducing social loafing, monitoring conflicts within teams and 
promoting collaborative learning.  Two online peer evaluation 
tools, CATME and TEAMMATES were used in various 
iterations of the course.  Students preferred to use 
TEAMMATES as it was significantly less time required to 
complete an evaluation at the cost of accuracy and 
repeatability.  The peer evaluation instrument was used to rate 
the performance of each team member in terms of contributing 
to the team, interaction with the team, keeping on track, quality 
of work, and more.  Peer- and self-evaluation surveys were 
conducted after the submission of a major deliverable. 
Students were given participation marks for taking part in the 
surveys and based upon the results of the final peer evaluation 
survey, a modifier was applied to their final report mark.  The 
results of each of the peer evaluations was released to the 
students anonymously so that students could receive feedback 
regarding how the rest of the team perceived their contributions 
and communication.  The peer evaluation tools allowed 
students to confidentially communicate feedback to each other, 
and course directors.  Intervention into poorly performing 
teams was done based upon these peer evaluations. 
Despite the work on developing strong teams, and the 
rigorous peer evaluations, one of the major complaints with the 
course has been team dysfunction.  Primarily it is related to 
social-loafing, real or perceived.  Often, some students become 
very engrossed in the project, leading them to spend 
significantly more time on the project than other members of 
their group.  While the other team members contributed in the 
form of ideas and workload at a level that, in another group, 
would be considered equal, their perceived contribution in that 
group is lower.  Identifying these groups and working with 
them to normalize expectations or identify new ways of 
collaborating can help to prevent conflicts. 
Another common complaint from students is that they feel 
their ideas and opinions are not respected by their team mates. 
This can lead to students taking a passive role in their teams, 
and eventually lower levels of perceived participation.  Despite 
updated training on how to promote contribution from 
everyone, the issue still arose.  These groups require early 
intervention and continual monitoring to prevent issues.  
E. Design Process and Deliverables 
The structure of the deliverables was set up to follow the 
engineering design process.  The design process highlighted for 
this course was the popular VDI 2221, Systematic Approach to 
the Design of Technical Systems and Products [20]. 
Design fixation has led to students skipping major steps in 
the design process, or beginning with a final design in mind, 
and working backwards in the design process to tailor 
preliminary design steps to meet their desired design.  This led 
to many students’ designs failing to solve the desired problem, 
not meeting constraints, or arriving at a poorly optimized 
solution.  To emphasize the importance of sequentially 
following the design process, reports corresponding to VDI 
2221 design process “results” were collected at predetermined 
intervals during the term. 
Following the submission and marking of each report, they 
were returned, and course instructors met with each team to 
discuss their reports, and any errors.  Students were given time 
to reflect, ask questions, and make improvements to their ideas 
so that they could be used in subsequent design steps.  These 
review sessions were essential in ensuring that students 
understood the subject matter and constantly worked to 
improve their designs.  Frequent and face-to-face feedback and 
discussion was found to be by far the most important part in 
ensuring that students remained on track and internalized 
feedback from their deliverables. 
Following the completion of the students’ Definitive 
Layout, and 2 weeks before the final competition, students 
were required to build and test a prototype.  The prototype was 
crucial in ensuring that students identified unforeseen errors in 
their design, limitations of the materials and/or manufacturing 
methods. 
The final design report contained descriptions of the final 
design, CAD models, and testing results.  It was also used as a 
final reflection on the overall design process.  Students were 
asked to use the knowledge and experience that they had 
gained over the design process and reflect on how they would 
have approached each of the design phases differently. 
IV. CONCLUSIONS
Developing a design project course for first and second year 
students can be difficult, but the tools available to course 
developers can help create a successful program.  By 
understanding the skills and knowledge that the students have 
developed, a project can be tailored to be challenging, yet 
attainable.  3D printing and other rapid prototyping tools can 
allow projects to be designed, built and tested, all during a 
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single term. By leveraging freely available online tools, we 
were able to implement the major components of PBL and CL. 
For most students, this is their first opportunity to fully 
design, analyze, build and test a design.  Whether or not 
students are able to create a high performing design, they learn 
valuable lessons in design and manufacturing, as well as 
practical applications of the theory presented in their 
engineering courses.  Most difficulties in running this course 
are due to teamwork problems.  Special consideration for 
teamwork training, monitoring and interventions must be made 
to ensure students have a successful project. 
Including design activities, particularly team-based design 
projects, during the early years of engineering curriculum can 
help to develop this skill and practices that industry demands. 
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I.  INTRODUCTION
Finite Element Analysis (FEA) is one of the subjects where 
one would find some variations in the way it is taught in 
mechanical engineering departments. Most schools started 
teaching FEA at the graduate level due to the nature of the 
subject as it is heavily based on mathematics and 
programming. FEA taught at the graduate level usually focuses 
more on the theory and enable students to develop skills to 
write their own programs or codes rather than utilize a 
commercial software. In addition, such courses usually are 
based on research topics instead of practical engineering 
applications [1]. 
This was mostly true till the 90s where many commercial 
software became available and the need to write an FEA code 
became less necessary. With that, many mechanical 
engineering departments started offering FEA at the 
undergraduate level as a senior elective course in addition to 
keeping graduate level FEA with the same objectives. Some 
engineering programs integrate some FEA aspects into 
engineering courses (structural mechanics, vibration, etc.) [1, 
2]. This works well as an introduction to FEA, but without a 
dedicated course to FEA, students will not have the minimum 
needed theoretical background and hands-on practice on 
commercial codes. 
Shaikh [3] presented a study on the role of introducing an 
FE commercial code in teaching an undergraduate FE course. 
This obviously had a positive impact but course still was based 
on theory and had the same simply supported beam project for 
all students. Zhuge and Mills [4] presented a project-based 
approach to teaching FEA for undergraduate students. The 
course covers the usually FE theory but focuses more on 
projects where students could pick a practical topic of their 
interest and go in detailed analysis using FEA. A simple 
module was presented by Hossain [5] but for a quarter module 
(instead of the traditional fall/winter semesters). This restricted 
the course to simple examples using the FE software due to the 
lack of time. Moazed et al. [6] presented a different course 
structure that is based heavily on lab session and less on theory. 
The course was offered for Mechanical Engineering 
Technology (BMET) program, hence the course being more 
practical. The course had two lab sessions per week, in addition 
to the lectures, and covered topics in structural mechanics, 
thermal analysis, and dynamics. The course has an excellent 
model but lacks in theory, as it is not intended for ME B.Sc. 
In this paper, a practical approach to teaching FEA to 
undergraduate students is presented with details on the topics 
covered, course structure, and samples from exams and 
projects. The approach presented covers the minimum needed 
theory for mechanical engineers while focusing heavily on 
utilizing commercial FE software for engineering design and 
analysis. 
II. MINIMUM FE THEORY NEEDED
Usually, the amount of theoretical topics needs to be 
covered in the course is what dictates how far someone can go 
in covering practical FE examples using FE commercial 
software. Table 1 lists the common theoretical topics usually 
covered in undergraduate FEA courses and discusses whether 
they should be covered or not (from the authors’ perspective). 
One of the main theoretical aspects of FEA is the derivation 
of the stiffness matrix and matrix equations. There are many 
different approaches used, commonly the direct stiffness 
method, potential energy approach, Galerkin’s residual method. 
These methods serve the same purpose, regardless of the 
advantages/disadvantages in applying them. Graduate FEA 
courses might require students to learn how to derive their own 
elements to serve a certain behavior, and therefore they need to 
learn how to derive such matrices and equations. 
Undergraduate engineering students only need to learn how the 
equations were derived in order to understand how to link them 
with the physical behavior. Therefore, the direct stiffness 
method serves that purpose and is very easy for students to 
follow and understand. That being said, as the course moves 
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from 1D elements to 2D and 3D elements, the direct stiffness 
method becomes tedious and lengthy, hence the need for one of 
the advanced methods. The potential energy approach also 
serves that purpose and is easy to follow and understand. Its 
only drawback is that it applies only to linear analysis. This is 
not an issue as the majority of FEA undergraduate course do 
not cover nonlinear topics (which is suggested). There is no 
need for undergraduate students to learn all the methods. The 
direct stiffness method is sufficient for lectures and HWs, 
whereas the potential energy approach is useful for more 
advanced topics to be covered in the lectures. 
TABLE I. Theoretical topics to be covered in an FE course
Topics Comments 
Spring, Bar (Truss) 
Elements Covered with direct stiffness method 
Beam Elements 
Covered with direct stiffness method and 
potential energy 
Frames and Grids Covered 
Plane Stress & Plane Strain 
Using Rectangular 
elements 
Covered with potential energy 
Plane Stress & Plane Strain 
Using Linear-Strain 
Triangle (LST) 
Covered 
Axisymmetric Elements Covered with potential energy 
Isoparametric 
Formulations 
Not covered. This is only useful for code writing 
and not useful for practical engineers when 
using commercial codes 
3D FEA 
Not covered. The formulation is very similar to 
2D but very lengthy for hand calculations. 3D 
can be covered in practical examples in lab 
sessions 
Plates & Shells 
Not covered. The theory is more advanced and 
will require substantial time from the lecture 
hours to cover it with adequate number of 
examples. It can be covered in practical 
examples in lab sessions 
Heat Transfer 
Covered without details on stiffness equation 
derivation. The approach is already covered in 
the mechanical part of the course. This could be 
given as a read assignment for students if the 
instructor deemed important. 
Thermal Analysis Covered without derivation. 
Structural Dynamics 
This depends on the independent ME programs. 
If structural dynamics or vibration is a core 
course, then this could be covered. If not, then it 
should not be covered, as it would require 
teaching the basic vibration theory in addition to 
the FEA theory. This could be considered as a 
suggestion for additional topics. 
Additional Topics 
Every mechanical engineering department 
should have additional topics based on the 
industrial and research topics that are considered 
relevant to the department and the region where 
the university is located. 
Examples for such topics: 
 Coatings 
 Composite materials 
 Piezo electric materials (PZTs) 
 Introduction to CFD 
III. SUGGESTED PRACTICAL APPROACH FOR TEACHING FEA
The suggested practical way to teach FEA for 
undergraduate mechanical engineering students is to limit the 
theory to what is needed to understand how FE works. The rest 
should focus on how to utilize commercial FE software in 
design and analysis of practical applications. The link between 
the theory and practice comes from utilizing the understanding 
of how FE works and converting it into practical use of FE 
software on how to properly model the problem and apply 
boundary conditions (BCs) and loads (problem idealization is 
commonly used for to describe this). 
Lab sessions should go in parallel with the suggested topics 
in Table I. It is important to discuss mesh dependency to 
students from the beginning to establish it as a regular part of 
the process. In addition, model validation should be done early 
on to teach students the concept of validation and verification 
of computational results. A special lab session with prepared 
examples should be given when going into 2D and 3D analysis 
to cover advanced topics such as types of symmetry, stress 
singularity, mesh convergence, etc. 
Due to the nature of the course, hand calculations should be 
given in assignments, as they tend to be lengthy, while keeping 
the theory-based exam limited to simple theoretical discussion 
and short calculations. Final exam should be based on solving a 
practical problem including all the necessary steps in FE 
modeling and analysis. Lab assignments are based on the topics 
covered in a weekly basis. Course projects should be kept to 
the students to choose a topic of interest or choose a topic 
related to his/her capstone senior design project, or apply FEA 
to any other project from another course. Table II lists a 
suggested grading scheme. Students are encouraged to work in 
teams for their projects, but individually for their assignments. 
The course is designed such that assignment are used to test 
students’ understanding of the FE theory, whereas the midterm 
is used to test the understanding of the basic concepts of FE. 
TABLE II. FEA Course Grading Scheme 
Assessment Weight Comments 
Assignments 25% 
Assignments are a mix of: 
- Hand calculation problems (for lengthy problems 
students are encouraged to use MATLAB or 
other similar software) 
- FE software problems.
Project 25% 
Students can work in groups of their choice. 
Students should pick project topics based on: 
- Their interests, or 
- Their senior capstone projects, or 
- Other courses projects
Midterm 20% 
Simple hand calculations, conceptual questions, 
discussions, etc. 
Final Exam 30% 
Practical engineering problem(s) where students 
submit a soft copy of a report that would include: 
- Problem idealization 
- FE model details
- Requested results (figures) 
- Results and Discussion 
- Suggested validation approach
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IV. CASE STUDY
This section provides examples from when the FEA course 
was offered in the new structure in the fall semester 2017/2018 
at the mechanical engineering department at King Fahd 
University of Petroleum & Minerals. At the end, comments 
from the students are given to share students’ perspective of the 
course structure. A sample home assignment including both 
hand calculations as well as FE software problems is given as 
an example to the assignment structure. A short version of the 
final exam problem is shown here for reference. And finally, 
some of the course projects are listed to highlight the how far 
students can reach with the suggested course structure. 
A. Assignment Problems
Assignments are developed in a way that students would
utilize an FE software to solve the problem and then be able to 
validate using hand calculations. A couple of typical 
assignments are listed in Table III for reference and so the 
reader would follow the structure suggested for the 
assignments. Assignments at the beginning of the course tend 
to have more hand calculations and less practical problems to 
be solved by the software as they are mostly truss and 1D beam 
problems. That being said, one can have practical 1D problems 
as the first example shown in Table I. As the course moved 
toward 2D and 3D problems, one can assign problems similar 
to examples 2 and 3. 
B. Exam Problems
As mentioned in Table II, there are two exams in this
structure. The midterm is supposed to have short hand 
calculations and some conceptual questions. These usually the 
typical exams that are given in such courses. The focus here 
will be on the nature of the final exam using an FE software. 
The course is supposed to teach students the concepts of FEA 
to be applied to practical problems and analyzed using an FE 
software. Therefore, it is suggested in this structure that the 
final exam should be a practical problem were students would 
use their FE software skills to analyze it while utilizing their 
theoretical knowledge of FEA. Table IV lists a practical 
problem on thermal barrier coatings (TBCs) that was taken 
from an actual research [7] but simplified to for the course 
level and was offered in the final exam. Students are expected 
not only to solve the problem using the software, but include 
all the necessary steps that they have been doing in the lab and 
assignments (idealization, mesh sensitivity, validation 
approach, etc.) 
C. Course projects
Students were asked from the second week to form groups
of their own and choose topics (they can also work 
individually). Students were encouraged to utilize their 
capstone projects, or projects from other senior level courses. 
If neither is applicable, then they can choose a topic of their 
interest. Table V lists some of the projects that student worked 
on with sample FE results. Projects are worth 25%, were 5% is 
evaluated by two other faculty members in a poster session, 
and 20% is evaluated based on the project report. 
TABLE III. Examples of FEA course assignments
Example Description 
1 
As an engineer with background in FEA, your supervisor asked 
you to design a beam made of ASTM A36 steel (E = 210 GPa) 
with allowable stress of 160 MPa to support the load as shown in 
the initial design figure. An “I” shape (wide flange) beam is to be 
used. Compare the stresses when using different W460 sections. 
What is the safety factor of each case? Suggest one section to be 
your final choice 
1. Discretize the problem using four elements (for hand
calculation validation). 
2. Show your FE model with the loads and BC.
3. List the units you are using for the dimensions, load, and 
material properties.
4. Provide a table with columns for the W460 size, maximum σx,
and safety factor.
2 
200 cm
5 cm
2 cm
10
 cm
Steel
Aluminum
10
00
 N
20
00
 N
Stiffeners are common in engineering applications. The purpose of 
using another material as an added beam layer, or as a stiffener, is 
to increase certain properties or enhance the behavior, such as to 
make the structure stiffer. Consider an aluminum beam (E = 70 
GPa, v = 0.3) with dimensions length L = 200 cm, width W = 10 
cm, and height H = 5 cm. A steel beam (E = 200 GPa, v = 0.3) is 
added on top of the aluminum beam with dimensions’ length L = 
200 cm, width W = 10 cm, and height H = 2 cm. The beam is 
loaded with applied forces of 1000 N and 2000 N at the free end as 
shown in the figure. 
1. Discretize the problem
2. Provide mesh sensitivity analysis
3. Evaluate the deflection at the tip of the aluminum beam with
and without the steel beam. Comment on the effect of adding 
the thin steel beam on the deflection of the aluminum beam.
4. Plot the contours of the von-Mises stress and the von Mises
strain and comment on the results
3 
Heat sinks are used to enhance heat dissipation from electronic 
devices. In this case study, a heat sink made of aluminum is used 
for the study. A fan forces air over all surfaces of the heat sink 
except for the bottom of base, where a heat flux q′ = 1000 W/m2 is 
prescribed. The surrounding air is 28°C with a heat transfer 
coefficient of h = 30 W/(m2°C). 
1. Idealize the problem
2. Perform mesh sensitivity analysis
3. Discuss your approach for validation of the model
4. Study the steady-state and transient thermal response of the 
heat sink
Dimensions are given in 
another detailed 2D figure 
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TABLE IV. Final exam problem
Section Description 
Background Thermal barrier coatings (TBCs) are widely used in gas 
turbines. They protect the engine blades from high 
temperature. The TBC system, as shown in the figure, is used 
as a coating for gas turbine blades and consists of a ceramic 
top coat (TC) that reduces the metal temperature; a metallic 
bond coat (BC) to enhance the bonding between the top coat 
and the underlying superalloy, and to also protect the 
superalloy from oxidation and hot corrosion. Due to hot 
temperature corrosion, a thermally grown oxide (TGO) layer 
develops at the top of the bond coat. The concern in TBC 
systems is the fracture failure between the TC and the BC 
(TGO) either by normal separation (vertical) or by shear 
fracture 
Problem 
50
200
150
150
r = 20
r = 30
Superalloy
BC
TC
TG
O
Consider a TBC system consisting of a TC, TGO, BC, and part 
the substrate for your analysis as in the figure. A flat interface 
is assumed between the bond coat and the substrate (both 
metallic), and a sinusoidal interface is assumed between the 
top coat, TGO, and the bond coat. The turbine blade is 
operated under a heat flux of 20 W/mm2 at the surface, and the 
superalloy has a temperature of 25oC at the bottom. Investigate 
the effect of the thermal loads on the stresses developed and 
indicate if, and where, local fracture failure might occur. The 
interface between the TC and the BC (and TGO) fails at 200 
MPa for tensile fracture, and 80 MPa for shear fracture. 
Material properties are given in the table 
Material 
E 
(GPa) 
v 
α 
(1/oC) 
k 
(W/(m.oC)) 
Top coat 205 0.18 
12 x 
10-6 
2.6 
TGO 180 0.27 
8.3 x 
10-6
5.5 
Bond 
coat 
150 0.30 
14.3 
x 10-6
31.0 
Substrate 203.4 0.35 
8.6 x 
10-6
21.9 
TABLE V. Samples of students’ projects
Title Sample FE results 
Stress 
Analysis of 
a Rack and 
Pinion 
System 
Stress 
Analysis for 
a Drain 
Hole Cover 
and Support 
Analysis of 
Stresses and 
Deflection 
in a Car 
Jack 
Analysis of 
a Small 
Wind 
Turbine 
Blade 
Temperature 
Distribution 
Along an 
Insulation 
Tube 
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D. Students’ comments
Students were asked towards the end of the course to
submit anonymous feedback regarding the course structure 
and the way it was taught. It is important to note that most 
engineering and science courses at KFUPM tend to have two 
major exams instead of one midterm exam. Also assignments 
are usually worth between 10-15% of the overall grade. 
 The method of making the homework worth 25% is a very
good approach to make students learn, but the problem is
that the students are not used to it. A recommendation that
I have is to create a texting group for communications
instead of blackboard discussion board which is not
convenient.
 This is an effective way of teaching (especially the idea of
giving conceptual short exam problems and heavy
assignments where students can learn). I suggest teaching
the software part should be 50% or more of the course
because I think it is the most important part.
 The instructor changed the way of teaching for this course.
He made it more about practicing and thinking. The
assignments are the major part of that. I liked it, some did
not. Maybe they don`t like spending long hours on
assignments.
 I suggest having video tutorials as they are much more
effective than step by step guidelines for the software
solved problems. We can learn listening and watching
much better than just reading.
 The theory is lengthy and quite boring, he tried all he can
to make it not.
 The teaching philosophy is awesome. He really cares about
the students understanding. He teaches in a manner that is
tailored to the conceptual understanding of the subject. The
only complaint that I have is the difficulty in following in
class. This is not because of the teacher, rather because of
the nature of the subject. Outside of the class, when I have
the ability to turn pages on a book, understanding the
material is not a problem
There were other comments but related to topics other than the 
structure of the course and the link between theory and 
practice. Overall, students responded well to keeping the 
lengthy hand calculations for students to solve at home as part 
of the assignments, while focusing more on the use of an FE 
software in solving practical engineering problems in the 
lectures and the lab.  
V. CONCLUSION
This paper presented a modified approach in teaching 
undergraduate FEA course with more focus on the practical 
use of FEA. This was based on offering the course as an 
elective for senior level students at the mechanical engineering 
department at King Fahd University of Petroleum & Minerals.  
A list of suggested FE theory topics is listed and discussed. 
Many of the classical topics were removed as they do not add 
anything to the practical knowledge needed for the students. 
Cutting many of the theoretical topics gave more room for the 
practical side of the course to expand and cover a wider range 
of practical examples. Around 50% of the lectures were 
offered in a PC lab were the lecture would focus on solving an 
engineering problem. 
The assignments are carefully designed to ensure a good 
link between theory (and hand calculations) and utilization of 
an FE software. Students can solve the problems using the 
software, but then would use hand calculations for validation 
and verification of their results. Projects were left to students 
to work individually or as groups, and pick a topic of their 
interest. The topic has to be approved by the instructor to 
ensure that a substantial FE work can be done in the project. 
Final exam is where the real outcome of the course is tested. 
Students are given an actual and relevant engineering problem. 
They are asked to read a little background to understand the 
topic. Then they are asked to prepare a report on analyzing the 
problem from idealization till the discussion of the FE results. 
Students’ comments at the end of the course were mostly 
positive as they liked this approach. Most of the negative 
comments were not related to the course structure or the 
grading scheme. 
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I.  INTRODUCTION 
What is engineering design (ED)? Design engineering is 
embedded in the contexts of techno-scientific, socio-cultural, 
and econo-organizational realities; it also serves as a central 
convergence point for transdisciplinary knowledge integration 
to occur [1], [2]. As such, many scholars have made efforts to 
define the nature of engineering design [3]–[5], and the abilities 
of a design engineer [6]–[10].  
How educators understand design abilities shapes curricular 
decisions that structure student learning. In the context of our 
design curriculum, an early and repeated engagement of 
engineering students with project-based learning in engineering 
design serves multiple purposes. First, the design projects 
closely resemble the practice environment, providing an 
opportunity to more accurately grasp the nature of the complex 
engineering work [10]. Projects involve change management, 
knowledge integration, and interpersonal work that require 
practice and feedback. Students “act out the role of designer” 
[6], the opportunity for which is not often available in 
individual, separately topic-based courses.  
Second, the design projects empower students to take active 
ownership and receive recognition for their creative work. 
Producing tangible outcomes builds confidence, motivates 
engagement, and is expected to motivate prolonged 
engagement in the engineering field [11]. At the same time, 
because of the ‘realness’ students perceive in the project 
experience, design projects become an educational 
environment where students “come to care about the valuable 
things involved” (Peters 1965, quoted in [11]) – and reveal 
what things are actually valued in the institutional program. All 
such aspects are expected to enable reflection and deep changes 
in the way students understand and relate to their work in 
engineering design.  
However, the preference for project-based learning for 
engineering design lacks in comparison a robust empirical and 
theoretical explanation of the actual learning processes that 
take place. How do students learn engineering design, or 
develop as design engineers? This is not a straightforward 
question; and as we have delved into the study of design 
learning in our curricular setting since 2015, we have 
undergone changes in our own ‘mental models’ of ED teaching 
and learning. Mental models are “our understanding of the 
causal structures of the system, the boundary we draw around 
the system, the time horizon we consider relevant, or our goals 
and values… our framing or articulation of a problem” [12]. 
Student perspective data from our longitudinal study has 
pushed us to articulate and have an honest look at our choices, 
assumptions, and expectations as educators.  
This paper focuses on the unexpected findings from student 
interviews that link design project teams’ interpersonal 
dimensions much more closely to the design performance than 
previously expected. Originally, teamwork skills were 
considered complementary but not core to the design team 
performance.  We will demonstrate how students’ experience-
based insights can be used to develop a useful framework of 
design team effectiveness that potentially enhances the 
teaching content and strategies for design projects. Design is 
indeed social and ethical in nature [13], [14]. The findings 
helps start to fill the gap in otherwise strongly cognitive-
focused understanding of design education [15], and takes 
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further the affective and moral attitudes into practical team 
competencies.   
The paper also summarizes key findings in the potential 
threshold concepts in design learning. Threshold concepts are 
learning outcomes that are difficult to achieve, but once 
achieved, they are irreversible and transformative [16]. This fits 
well with the view of learning as experiential ‘process of 
change’ or ‘process of becoming’ [17]. The threshold concept 
theory allows the researcher to focus on difficult, 
transformative learning outcomes (rather than attempt to 
document all results of learning). Student perspectives offer 
much value in this research because they are highly self-aware 
of the transformative changes, and the struggles they 
experienced in that transformation.  
Therefore, in order to build our understanding of how 
students learn engineering design, this paper addresses two 
questions: (1) What key changes do students experience? (2) 
What enables design project team success for students? The 
results on design learning trajectory and design team success 
are expected to contribute useful teaching and learning 
materials, and also inform course design decisions on the 
sequence and focus of training.  
II. CONTEXT OF THE STUDY PARTICIPANTS
The undergraduate Mechanical Engineering (ME) 
curriculum at Lassonde School of Engineering (LSE) has a 
strong design focus. Students take a full project-based design 
courses every year in their winter semester. The general first 
year design course focuses on problem solving process and 
techniques (from problem identification to prototyping). 
Second and third year design courses are for ME students only. 
The capstone (final year) course is multidisciplinary, involving 
students from ME, Electrical Engineering and Computer 
Science (EECS), and Earth Sciences and Space and 
Engineering (ESSE).  
Project-based format is chosen because of the expectation 
that is mimics real-life practice, and enables ‘learning by 
doing.’ Most importantly, spending time to move through one 
complete cycle of design process is of critical importance, for 
design abilities are expected to be demonstrated in practice - 
theoretical knowledge of design methodologies must be applied 
in practice. There is a possible weakness that students are not 
asked to abstract the design methodology based on their 
experience, which may or may not contribute to their ability to 
perform in different methodological frameworks (or innovate 
their methodologies).  
ME students are exposed to multiple design philosophies 
and approaches in their first year and capstone courses (which 
are common courses to LSE students, working with peers 
across departments). In 2nd and 3rd year ME design courses, 
however, the course deliverables closely follow the 
conventional design process developed by Pahl and Beitz [7], 
which is a well-known conventional design methodology in the 
ME context [18]: conceptual design, embodiment design, 
prototype report and final report are submitted. Earlier reports 
are especially important for facilitating frequent feedback, and 
managing project timelines. Recognizing the importance of 
teamwork skills, the following modules are integrated into the 
courses via lectures, assignments and tutorial activities: team 
contract, peer evaluation, problem-solving style assessment, 
conflict resolution skills, and personal reflection.  
III. METHODOLOGY
A. Data Collection 
Data were drawn from a larger longitudinal study on the 
program effectiveness and learning processes in engineering 
design. In particular, this paper draws data from second (UG2) 
to fourth (UG4) students in Mechanical Engineering, who 
participated in the In-Program Survey by and the in-depth 
interviews that followed. The survey participants were 
recruited through class announcement and an online link posted 
on the learning management system; in some courses some 
class time was allotted to conduct the survey in paper format. 
Research staff visited classes in a way that no researcher was 
also a teaching assistant or instructor in the class visited. 
In-depth interviews included in this paper were conducted 
by two female members of the research team (including the 
first author). Both interviewers represent racialized minorities 
as well the female presence in an otherwise male-dominant 
undergraduate program in ME. Interview participants were 
recruited through the In-Program Survey (by indication of 
interest), and by posting recruitment message on the learning 
management system. The total numbers of participants in the 
In-Program Survey and in-depth interviews are included in 
Table I.  
TABLE I. NUMBER OF RESEARCH PARTICIPANTS 
Data Collected in In-Program Survey In-Depth Interview 
Sept 2015 – Aug 
2016 
Only Entrance 
Survey conducted 
UG3: 3 male 
Sept 2016 – Aug 
2017 
UG2: 73 
UG3: 21 
UG2: 2 female, 4 male 
UG3: 2 male 
Sept 2017 – Aug 
2018 
UG2: 32 
UG3: 36 
UG4: 17 
UG4: 2 male 
Recruitment ongoing 
B. Data Analysis 
Written survey responses were reviewed and categorized 
based on key themes that emerged. The category labels (open 
codes) were compared to identify possible properties and 
dimensions that would help relate and group the labels further. 
Coding of interview data adapted the Grounded Theory 
analytic procedures outlined by Strauss and Corbin [19]. 
Interview transcripts were first coded by paragraphs (open 
coding), offering a quick summary of each transcript. 
Relationships between open codes, and hence specific sections 
of the data, were identified (axial coding). Several versions of 
potential categories emerged and guided the subsequent data 
collection. For example, in 2017, a potential model of design 
learning in team projects was developed. In 2018, a new focus 
on the factors/features of design team success resulted from 
added data analysis (Table III). Once the potential categories 
were chosen, student data were extracted and organized based 
on the categories. The summaries and category-based enabled 
volume reduction of the data to be analyzed.  
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For some questions, student responses were simply 
summarized and organized for easy presentation (e.g. Fig. 1). 
However, interviewees in 2018 were asked to review the 
preliminary findings from 2017 as well, and invited to 
confirm/disconfirm, elaborate, and add nuances.  
IV. FINDINGS
A. Key Outcomes in Undergraduate Design Learning 
Third and fourth year students were asked to identify key 
learning outcomes related to design projects in each year of 
their program. These are summarized below (Fig. 1): 
Figure 1. Transformative Outcomes in Design Learning 
The italicized text represents self-identified evidence of 
struggles; bolded text represents self-recognized demonstration 
of newly achieved abilities. Both attest to the experiences of 
irreversible change suggesting possible threshold concepts in 
learning engineering design in our ME context.  
UG1 was a general first year, with design projects that 
emphasized problem identification and did not require a final 
product beyond the first prototype. UG2 was the first time ME 
students had to complete the design cycle, testing prototypes 
and producing a final outcome. UG3 followed a similar project 
and course structure. UG4 introduced a new environment for 
ME students: working in teams with students trained 3 years in 
different disciplines. Repeat experience in a similar project 
environment demonstrated more achievements in previously 
identified challenges; Entering a new project environment 
identified more new challenges to work on.  
Survey responses also confirm the importance of the formal 
methodology in training thinking habits (Table II). Students 
were asked to self-identify biggest changes in their approach to 
design projects. The following key categories emerged:  
TABLE II. KEY CHANGES IN APPROACHING DESIGN PROJECTS, FROM 
UG1 TO TIME OF SURVEY 
Categories and Sample Quotes from 2016-2017 Survey 
From haste actions   
To following a methodical, systematic process 
“Headed straight for the problem solution”  “Follow steps 
to get the problem solution (word logical chart, friction block 
diagram)” (#31, male, UG2) 
“try to come with solution on spot”  “have a systematic 
approach now” (#8, male, UG2) 
From lacking knowledge foundations  
To developing deeper understanding 
“getting used to so much material at once”  “acquire a deep 
understanding of the material” (#1, female, UG2) 
From unrealistic, arbitrariness   
To realistic designs with complexity 
“ambitious and impractical”  “keep design simple and 
functional” (#28, male, UG2) 
“fantasy world, did not understand limitations at all”  “take 
into account important aspects like cost, effectiveness, ease of 
use, ergonomics and aesthetics” (#4, female, UG3) 
Students’ description and explanation of their approaches to 
engineering design also allude to a ‘mental model’ of 
engineering design that guides their action [9]. A crucial part of 
evolving the mental model is the feedback one receives from 
real world experiences. An early and repeated exposure of to 
the experience of engineering design has given students 
opportunities to become aware of their own limitations and 
achievements, reflect and practice new habits and skills.  
B. The Meaning of Design in Engineering Context 
An important part of the mental model is the understanding 
of the nature of engineering design, and the students’ 
relationship to the design activity. Design can be recognized as 
a formal process, an intermediary plan for an artefact 
(representing characteristics of an artefact), or an output 
product. One third year student captured the ambiguous use of 
the term ‘design’: “Design is both the process in which 
engineers create and test new ideas (aka the ‘design process’) 
but also can refer to a specific style of something ("a certain 
design was preferred" for example)” (O4, male, UG3, 2016-
2017). Most students chose to describe ‘design’ in single 
definitions. Survey responses to the question, “What does 
‘design’ mean, in engineering context?” were first categorized 
by the type of definition (e.g. design as process, as action, as 
product, as attribute). The results from 2016-2017 data are 
presented in Figure 2.  
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Figure 2. Comparison of UG2 and UG3 Meanings of Engineering 
Design 
It is interesting to note that third year students have a more 
distributed understanding of what design typifies (a formal 
process, an output product, and an intermediary between the 
two). Interview data confirms that students gain a greater 
recognition of design as a formal process, rather than simply 
doing something (activity). However, the survey captured a 
much greater range of responses. For example, the 
appreciation of the intermediary artefact (that facilitates the 
translation from an idea to product) was not as clearly self-
articulated by the interviewees (even though the work 
producing the intermediary artefact was described in detail).  
It is important to appreciate the diversity of meanings that 
persist despite sharing the same curriculum (which has a 
tendency to create conformity to a limited number of views). 
Using the term ‘design’ as a personal attribute, or a 
characteristic of oneself, suggests a different identity 
relationship to the work of design than viewing ‘design’ as a 
separate product. Translation of an idea into a physical reality, 
and creativity, remain prevalent goals of design for second and 
third year students. Referring to some of the interview data, 
there is a deeply motivating aspect in making something 
become a physical reality:  
[I thought] maybe this isn’t for me sometimes. Going into 
second year then, having the actual project, then something 
amazing happened. I kept doing it, and I think at this point [I] 
decided, I’m doing for myself. (S9, female, UG2, 4) 
Purpose of engineering design was an embedded part of 
students’ definition of engineering design. The same survey 
data were categorized based on the implied goals of design in 
the engineering context. The results from 2016-2017 data are 
presented in Figure 3.  
Figure 3. Comparison of UG2 and UG3 Goals of Engineering Design 
The close connection between purpose and meaning of 
design suggests a further investigation into the motivations, 
aspirations, and values students bring to engineering design. It 
is also interesting to note that ‘social impact’ was mentioned 
in a few responses to the question about the meaning of 
design, but mentioned much more frequently as reasons to 
choosing engineering. This aspect is dealt much more 
effectively in survey and interview data relating to student 
motivation, and their desired future roles as engineers. These 
data are not included in this paper.  
C. Three Levels of Design Project Team Enablement 
A significant part of student responses regarding design 
projects involved experiencing and addressing challenges to 
team success. There were three distinct types of factors that 
attributed to team success, with the key concepts organized in 
the following table. This distinction offers increased clarity 
and a holistic view of the skills, values, and processes required 
for an effective team. This also helps explain why, despite 
separate efforts to establish, e.g. conflict resolution procedures 
or communication plans, teams might struggle.    
Female students, despite fewer in number, offered much 
more breadth and precision in the use of terminology 
(Appendix I). Abstracted further by combining both male and 
female participant voices, the results are summarized in Table 
III.
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TABLE III. KEY FEATURES OF EFFECTIVE DESIGN TEAMS 
Level 1 Level 2 Level 3 
Descrip-
tion 
Individual’s 
Meaningful 
Connection to 
the Project 
Processes that 
Enable Effective 
Engagement and 
Contribution 
Team Culture 
and Values 
that Foster 
Effective 
Levels 1 & 2 
Example 
Features 
Commitment 
Priority 
Responsibility 
Perceived 
purpose 
Motivation 
Learning 
Leading 
Overall 
understanding 
of project 
Identification of 
each member 
strengths and 
needs 
Communication 
management 
Decision making 
Task development 
Task allocation 
Knowledge 
management 
Expectation 
management 
Conflict resolution 
Consensus building 
Conversations for 
understanding 
Role clarification 
Mutual respect 
Fairness in 
recognition 
Truthfulness 
Value for the 
person 
Goal of shared 
success 
Inclusivity 
Friendship and 
belonging 
Level 1: Meaningful Connection to the Design Work 
From students’ perspective, a team is successful in its most 
basic level if all individuals are contributing effectively. 
Individuals bring their own motivation, behaviour, attitudes, 
unique needs and strengths. They also carry multiple 
responsibilities and competing priorities outside the project. 
For a team working to its “maximum potential” (S9, female, 
UG2, 13), where people want to do the work, and work hard, 
an individual must be connected meaningfully to the design 
project.  “[T]hey're doing something more for themselves, and 
they want it, they're motivated to complete it and to do well in 
it” (A2, male, UG2, 131). A meaningful connection involves 
perceived value and importance of the project work, a 
willingness and desire to achieve a level of standard in that 
work. A shared understanding of the purpose, scope, and 
processes of the project is also an important part of that 
connection (e.g. A1, A2, A3).  Openness to learning, and the 
willingness to collaborate with the team also demonstrate a 
meaningful connection (e.g. A1).  
However, it is also possible to limit team success even 
when individuals come in with high motivation and ability. It is 
possible demotivate members, burn out responsible members 
with unequal work distribution, leave talents under-utilized, or 
fail to form a cohesive team. “[It is important] to have a 
friendly environment [so] that it's not something hostile [such] 
that they don't want to do something” (A2, male, UG2, 131). 
Each member needs to feel valued in the team, in order to stay 
connected to the project. The initial motivation and 
contribution levels can change by the team processes and the 
team culture. This leads to the Level 2 and Level 3 factors to 
design team success. 
Level 2: Practical Strategies to Enabling Level 1 
Level 2 deals with practical strategies to enable effective 
contribution and meaningful engagement of team members:  
[You must] figure out a way where everyone is involved. 
Sometimes for team meetings, or brainstorming, you want to 
get everyone’s opinion, you want everyone to be present and 
to be part of it. (A1, male, UG2, 117) 
Such practical strategies to ensure member engagement, 
integration, and contribution included: identifying individual 
members’ strengths and learning needs (e.g. A1, A3, S7), 
balancing autonomy and peer learning (S7, A2), structuring 
meetings for active input (S9), adapting communication 
strategies for members with different needs (S7), holding 
constructive conversations when Level 1 is not working (S9), 
adapting managerial styles (A2), managing expectations and 
building a common understanding of the team processes (S7, 
S9, A1), inviting input and feedback (S7, A3, A1), and 
checking into individual experiences and well-being (S7).  
It is important to note that individuals may need different 
styles of onboarding or integration before they can engage 
comfortably with the rest of the team: 
Two of our members were very quiet. I was really close with 
one of them and my friend was close with the other. We said, 
I’m in charge of this one, etc., we said we’re going to make 
sure you are in the loop[...] That allowed us to have a 
conversation, and helped him express himself. 
 (S7, female, UG2, 25) 
Disengaged members and team conflicts pose significant 
challenges to project teams, and students actively reflect on 
how they might encourage and enhance motivation and 
performance of individuals. Level 2 processes would include 
strategies to mitigate challenges and resolve conflicts:  
If everyone is upset with that obviously they're going to 
something about it. And instead of making everyone upset, I 
could just go up to that guy and try to convince him - you need 
to start working or this project will not work as smoothly as it 
could. There would be problems, there would be conflicts, 
other people will start saying we’re doing too much work and 
he's not doing any work, why do we have to do work? So, to 
avoid those conflicts, I would just approach the person ahead 
of time. (A1, male, UG2, 148) 
[S]ometimes it takes people have to realize, you have try and 
show them, that that's what they want to do, that that's 
something they should focus on and be motivated to do.” 
 (A2, male, UG2, 150) 
[W]e had a member who thought they were smart and said 
they knew what they were doing ... it got better but it was a lot 
of work with him... the rest of the team project was making 
sure everyone had a chance to say. (S7, female, UG2, 12) 
Students also commented on the factors that make each 
team and situation different. Part of being able to lead a team 
was to recognize the circumstantial or historical variations that 
require adapted responses to create effective team strategies: 
I think language is a big one. Recognizing language is 
different to everyone. I may be saying one word but you might 
think it means something else. Your personal background and 
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life has effect. If you value other things above this project and 
others value it, then that’s going to be an issue. If you have 
any personal issue, let us know, don’t tell us what, but we have 
the right to know. (S7, female, UG2, 74) 
When we're working with teams, it's good, cause if you have 
people of different skill sets and different mindsets [...] the 
head project manager, you want that person to be less like nitty 
gritty details and more of a by the book, or figuring out the 
main of how the over arching things that you want to happen. I 
guess other people would be doing certain jobs and tasks and I 
guess they could be creative through it. (A2, male, UG2, 119). 
It might depend on the project or the situation you're in. 
Usually there are many different ways to do things. But there 
are circumstances where there might just be one certain way, 
and [...] you'd like to be someone like that. That they'd be able 
to focus and have their blinders on to that certain way.  
(A1, male, UG2, 120) 
In general, male students spoke of Level 2 strategies in 
terms of convincing someone to do what one believes is 
correct. The diversity people brought to the team were given 
meaning only in terms of the project tasks. Factors outside the 
scope of the project activities were not considered. In contrast, 
S7, one of the two female interviewees, offered articulate 
insights on how an individual’s behaviour can be interpreted, 
as information to help adapt Level 2 responses. Furthermore, 
an individual’s ability to contribute was understood as an 
outcome of internal and external systems that shape a person’s 
holistic well-being:  
In [one] phase there might be a leader but it doesn’t mean 
someone else can’t take charge. Someone who will make sure 
things are going on time, and make sure everyone is doing ok, 
and making sure they’re mentally and emotionally ok to do it. 
I recognized, ‘hey you’re not behaving the way you usually 
do,’ then they say, ‘yeah, there’s this thing that’s causing me 
stress.’ That’s a leader’s point of view, to make sure 
everyone’s doing okay. If I am the leader, there are aspects 
that I don’t know anything about so might say, ‘hey why don’t 
you take charge of this?’ The leader is the role of... who 
initiates conversation, but they don’t need to be in charge.  
(S7, female, UG2, 29-30) 
A team leader, without a formal title, was seen as a person 
who recognizes the factors to individuals’ effectiveness and 
wellbeing, and facilitated Level 2 processes. The leader’s 
responses helped to correct maladaptive behaviours, meet 
individual needs, provide support, and create engagement. 
These interactions served as a catalyst to change individual 
motivation, behaviour, attitudes, strengths.  
Students who establish effective Level 2 processes set 
certain standards and espouse particular values that help the 
team mature and adapt. At the same time, in spite of good 
intentions and known strategies, significant challenges have 
emerged that thwart the efforts at effective Level 2 processes. 
The contrast between Level 2 enablers and inhibitors led to the 
identification of Level 3 factors to team success, presented in 
the next section.  
Level 3: Team Culture that Enables Effectiveness of Levels 1 
and 2 
Level 3 characterizes the team culture by its core values 
that are expressed in practical ways. Level 3 recognizes that 
the emotional and relational qualities of team experience have 
a significant impact on Level 2 and Level 1 effectiveness. For 
example, even in the case of a conflict, shared values for 
honest conversation and respect helped turn the conflict into 
an opportunity for team building: “[E]verybody spoke and said 
what they wanted to say in a very respectful way, everyone 
came out feeling more satisfied” (S9, 33). On the other hand, 
individuals who did not value communication impeded 
mitigation processes (Level 2) that left Level 1 issues 
unresolved: “[A] lot of people view communicating as a very 
fluffy and unnecessary thing, but it reaches a point where I 
can’t have conversation with you because you don’t think you 
need to have it” (S9, 31). Members can passively disengage as 
well as actively shut down conversations and hinder team 
effectiveness: “[T]he problem is that a conversation isn’t an 
argument. To me, we had a lot more arguments than 
conversations, anytime a conversation was initiated it was shut 
down” (S7, 70).  
Level 3 also directly sustained individuals’ engagement 
and contribution levels in the project (Level 1): 
[W]e had a lot of different ideas and different thought 
processes and that helped with problem solving, because we 
were friends, we didn’t have to be fake nice so we could be 
honest and be productive. Because we were genuine, we got 
everything done on time, all that was really good.  
 (S7, female, UG2, 12a) 
Trust, friendliness, inclusivity, and respect created a 
mutually empowering relational culture (Level 3), which 
enabled effective role integration and task-work facilitation 
(Level 2).  
Students also experienced how disrespect could manifest in 
different ways to hinder team effectiveness:  
So how some people think they're too good for the group this 
is a big problem, I work with people who have big egos so I 
don't feel for them, I don't give them credit for things they 
didn't do, I don't care, they didn't do the work, they don't get 
the credit, then the people who do the work, I give them the 
credit and I boost them. Ethics: people who don't follow those 
will never be successful in engineering. (S1, male, UG3, 122). 
I didn’t realize how important it was [to address the issue of 
disrespect or dysfunction]. I thought it just happened 
naturally... it was a really interesting learning [experience] 
[...] He took over, at one point you keep fighting for something, 
and get nothing [...] Sometimes he thought I was challenging 
him just because I was clarifying. Unnecessary animosity [...] 
him trying to prove me wrong, constantly competing with one 
another, the lack of communication, it was really bad [...] It got 
better but it was a lot of work with him [...] not accepting the 
random bits of shut-down, saying hey you’re acting like a jerk, 
[making it clear that] criticism for no reason isn’t acceptable. 
(S7, female, UG2, 55, 49, 59b, 12c, 59a). 
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Disrespect can be based on unconscious biases that view 
peers as less than equal. S1 dealt with a male peer who showed 
off his material wealth, treated project tasks as not important 
enough for himself but expected of peers like S1. The 
confusion of socioeconomic status as merit to project credit, 
with simultaneous exemption from labour, belittled S1 and the 
importance of the project work itself. On the other hand, S7 
dealt with hostility from a male peer who asserted his 
dominance over the team, and refused to take S7’s input 
seriously, as legitimate. While this kind of disrespectful attitude 
has been seen between male peers, the subtle sexism was 
distinct in the personal offense one took as a challenge to the 
hierarchy (male dominance, has a right to speak without 
responsibility over behaviour; female submissiveness, has no 
right to speak up nor disagree with the dominant male).  
Both S1 and S7 had very positive team experiences that 
emulated Level 3 qualities, of collaborative, mutually 
empowering culture. It only took single individuals – who took 
their privileged position to impose a hierarchical relationship – 
to make Level 3 very difficult to achieve.   
In contrasting high performance team experience and poor 
team experience, it is also important to note how each 
member’s Level 1 contribution can affect the Level 3 
characteristics of the team. Likewise, one person’s poor 
contribution in Level 1 can affect Level 2 processes, Level 3 
culture, and another person’s Level 1 connection to the team. 
From S7’s example:  
[W]e were able to say ‘I trust that you’re going to read the 
[meeting minutes] even if you couldn’t make it’, or ‘I trust 
you’ll finish your part of the project without me having to nag 
you.’ [...] I would send a notice about the meeting an hour 
before, and they would all show up to the meeting, they were 
able to get started themselves if I was late. (S7, 28). 
[W]e worked on a proposal, I said, ‘hey I’ll do this and 
this, but I don’t know this, so can you do it?’[...] He didn’t do 
it, it ended up not being done. It was really hard to 
communicate. We started on passive aggressively, sometimes I 
just didn’t want to go to the meeting. (S7, 36). 
Each team member can affect other members in important 
ways, whether negative or positive, whether intended or not. 
All three levels of team success are mutually reinforcing.  
V. DISCUSSION 
The sequence of the key learning outcomes, in the context 
of the ME curricular design, reveals interesting possibilities in 
structuring the learning experience to support the learning 
outcomes. Sometimes course directors receive feedback on 
what is not working, but much less on what is working. There 
are features about the second year design course that created a 
pivotal experience for many transformative learning outcomes. 
Many of these were solidified by the similar course experience 
in the third year. There were first year material that had a clear 
connection to the upper year learning outcomes, but could be 
presented and structured to make that connection clearer. 
Students felt much more challenged in the fourth year with a 
changed course environment, while they built much confidence 
through a familiar course environment that was repeated (albeit 
with greater complexity in the project content) in the third year 
experience. There may be a trade-off between building 
confidence (solidifying achievement in potential threshold 
concepts) and expanding students’ perceived horizon of the 
learning that lies ahead (growth, awareness of the lacking 
capabilities, broadening the understanding of the field). 
Engineering design educators need to be conscious of the trade-
offs, diligently collecting evidence to confirm or disconfirm 
our beliefs about what achieves the intended learning 
objectives.  
Listening to student perspectives also demonstrated a huge 
value in identifying learning outcomes that we had not 
anticipated. This is a direct feedback into our own mental 
models about what constitutes engineering design learning. 
Without recognizing such valuable learning outcomes, it may 
leave certain effective learning experiences or course design 
features to be dropped in the continuous improvement efforts. 
Sterman emphasized the importance of going beyond just the 
simplistic use of feedback to ‘improve’ decisions. He explained 
how learning must involve a better understanding of the 
complex systems that constitute an implicit picture of reality, or 
how the learner frames the problems in the first place. This 
indeed applies to the educators themselves, to be in continuous 
inquiry of what design education in engineering is, how it takes 
place, and what our roles are.  
Evidence suggests that it is possible to lose motivated 
individuals, and that each member may need different 
procedures to become fully engaged in a team. Then it becomes 
important that, before a member becomes or continues to be 
someone “who doesn’t want to do anything” (A3, 146), the 
team makes effort to adapt and establish Level 2 processes and 
Level 3 culture. “[R]elationship building should’ve been done 
since the beginning of the project. I always try to go out for 
lunch with the group before we work. I try it a lot... I think 
that’s so important” (S7, 73). The importance of Level 1 
contributions cannot be understated; however, an individual 
member’s contribution to team success now includes – beyond 
task delivery – interactional and relational work that facilitates 
team procedures (Level 2) and establishes a sustainable team 
culture (Level 3). Because of the mutually reinforcing 
reflexivity between each of the three levels, the degree of team 
effectiveness may be a summative result of: 
Team Effectiveness = aL1 + bL2 + cL3 + 
d(L1L2) + e(L2L3) + e(L1L3) + f(L1L2L3) 
where the weight of each level factor may vary between first to 
fourth year students.  
Disrespect is considered a moral injury to the respect and 
worth of a person [20]. There is an overall inadequate language 
and problem identification within male-dominant culture for 
misbehaviour, disrespect, power dynamics, and subtle 
discrimination based on socioeconomic status and sex – this 
may extend to other minority experiences, such as ESL, race, 
personalities, and disability. Engineering design educators, 
especially as they are involved in developing team leaders, will 
need to be better equipped to model and raise the level of 
student proficiency in equity, diversity, and inclusion.  
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The existing level of student leadership and excellence 
should not be ignored. The ethical sensitivities, creativity, 
relational competencies and proactive action students bring to 
team life are indeed impressive. Students offered profound 
insights on which meaningful educational problems exist, how 
they are engaging in them, and what resources they would like 
from the institution. Students are partners and co-creators of 
our educational program success, as this research has taught us.  
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Abstract— A great deal of work has been done within the 
engineering community to identify the threshold concepts that 
students must master in order to transform from novice to 
practitioner. At the same time, engineering regulatory bodies 
have established a set of graduate attributes that help ensure 
graduating engineers are prepared to practice professional 
engineering. Students and recent graduates have identified that 
one area in which they felt lacking in skills and confidence 
was solving the complex and multi-faceted problems 
encountered in the engineering work place. This seems to 
indicate that students have not fully mastered one or more 
discipline-specific threshold concepts. This paper presents a 
framework engineering educators can use to identify, map, and 
monitor those concepts as key indicators used to track 
graduate attributes.  
Keywords: threshold concepts; graduate attributes; engineering 
education; key indicators; benchmarks 
I.  INTRODUCTION 
Engineers Canada reports that 69,015 undergraduate 
engineering degrees were conferred over the five year span 
from 2012 to 2016 [1]. This trend is expected to continue as the 
overall number of enrolments increases yearly. But are these 
graduates confident that they can apply their acquired 
knowledge and skills in the workplace?  
Engineering education research has identified a number of 
threshold concepts that learners must master as they make their 
way from novice to practicing engineer. At the same time, 
engineering accrediting bodies, including the Canadian 
Engineering Accreditation Board (CEAB), have identified a set 
of graduate attributes to ensure graduates are prepared for a 
professional career. Each accredited engineering program is 
responsible for identifying and monitoring a set of benchmarks 
or key indicators for each of these graduate attributes. 
This paper discusses the pilot test of a mapping framework 
used to determine the relationship between existing key 
indicators and established threshold concepts. This information 
can help shape the continual improvement process as programs 
work to strengthen the undergraduate engineering experience.  
II. BACKGROUND
A. Engineering Education 
Over the last 100 years engineering education has shifted 
from a hands-on practical approach to one that focuses on 
engineering science and analysis [2][3]. Currently there are 
moves toward outcomes-based curriculum, increased design 
experience in the undergraduate curriculum, and educating 
“engineers who can engineer” [4]. There are currently 43 
schools offering 281 different accredited engineering programs 
in Canada. These programs range from the more traditional 
offerings of civil, mechanical, and electrical engineering, to 
disciplines as varied as aerospace, biomedical, environmental, 
sustainable design, petroleum, and software engineering [5]. 
Canadian engineering schools have been accredited since 
1965. This process ensures that graduates of engineering 
programs meet the high standards necessary to become 
professional engineers. An accreditation review examines the 
depth and breadth of the science, mathematics, engineering 
science, engineering design, and complementary studies 
curriculum, as well as 12 graduate attributes that ensure 
proficiency in discipline-specific knowledge and skills, 
employability skills, and professional responsibility [6]. 
B. Graduate Attributes 
All graduating engineers must be technically competent. 
They must have mathematical, scientific, and discipline-
specific knowledge, and be able to analyze and solve complex 
engineering problems. They must know how to conduct 
investigations in order reach valid conclusions. They must be 
able to design solutions and systems for open-ended problems, 
and use engineering tools appropriately. This professional body 
of knowledge forms the core of every engineering program.  
Graduate attributes move beyond these technical abilities to 
include a set of qualities required of graduates as they become 
practicing engineers. In order to be employable graduates must 
be able to work both individually and as part of a team. They 
must be able to communicate effectively and continue to learn 
throughout their careers. Most importantly, engineers must be 
able to make professional, responsible, and ethical decisions for 
which they are accountable. The challenge for engineering 
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programs is to choose appropriate indicators that demonstrate 
their students are meeting each of these graduate attributes.  
C. Threshold Concepts and Threshold Practices 
Long before Meyer and Land coined the term ‘threshold 
concept’ [7], educators were questioning whether students 
actually understood what was being taught in a class [8][9], and 
looking for ways to help overcome common bottlenecks in 
student learning[10].  
Meyer and Land defined a threshold concept as a portal, a 
way of thinking about something in a “new and previously 
inaccessible way”[7]. They considered it a space between 
where a learner is and where that learner needs to be in order to 
make the transition from novice to experienced practitioner in a 
discipline. Some learners master threshold concepts quite 
easily, while others struggle in a transitional state called 
liminality. With new knowledge to learn and misconceptions 
and misunderstandings to unlearn, this liminal state can involve 
disorientation and ambiguity as a learner moves between a state 
of knowing and not knowing.  
A threshold concept is identified by five key characteristics: 
it is (1) transformative, (2) troublesome, (3) irreversible, (4) 
integrative, and (5) bounded. Land nicely summarizes these in 
a 2013 interview for Tomorrow’s Professor Newsletter [11]: 
"New conceptual understandings pull together (integrate) 
various stands of understanding into a new understanding that 
fundamentally changes (transforms) the way students think 
about the subject. Because the process involves the loss of a 
familiar way of thinking and the security it provides, the 
process of crossing the threshold commonly causes some 
mental and emotional discomfort (troublesome). There's some 
debate about whether these new understandings are reversible 
or not, but once a student "gets it," it seems hard for them to 
"un-get it." "Bounded" seems the least obvious descriptor 
perhaps because its meaning derives more from contextual 
concerns than specifically conceptual ones.” 
Over the years, the definition of a threshold concept has 
expanded to include threshold skills and practices [12][13]. 
Like a threshold concept, a threshold skill is considered to be 
transformative, integrative, and troublesome. It is, however, 
considered only semi-irreversible, since learners tend to lose 
certain skills if they are not practiced, practice being the fifth 
characteristic. The idea of partial understanding exists for 
threshold concepts, where a learner can apply the concept, but 
not explain it in an abstract way. With threshold skills this is 
considered partial mastery where a learner can only 
demonstrate certain parts of the skill or practice, or knows that 
the skill should be used, but cannot to use it properly. 
D. Threshold Concepts in Engineering 
Much work has been done to identify threshold concepts 
within specific engineering disciplines, but a research study out 
of the University of Western Australia created the first 
Integrated Engineering Threshold Concept Inventory (IETCI) 
[13]. These concepts, which include a number of graduate 
attributes, are grouped into three main categories: (1) learning 
to become an engineer, (2) thinking and understanding like an 
engineer, and (3) shaping the world as an engineer.  
Learning to become an engineer includes recognizing the 
role an engineer plays in society, the values and responsibilities 
associated with being an engineer, and the engagement in and 
responsibility for one’s own learning. It also includes the 
thresholds associated with teamwork and communicating. 
Thinking and understanding like an engineer encompasses the 
abstraction, modeling, and theories required to master the core 
concepts within one’s discipline, and shaping the world as an 
engineer includes engineering design, and the approaches, 
thinking skills, and integration of concepts an engineer uses in 
his/her day-to-day practice. 
Mastery of these engineering threshold concepts, skills, and 
practices should indicate graduates are well on their way to 
becoming capable engineers. It then seems logical that the 
graduate attributes identified and monitored as part of an 
accreditation’s graduate attribute assessment should be linked 
to these thresholds.  
This research established and piloted a framework for 
engineering educators to examine the level to which the 
graduate attributes identified for engineering accreditation 
measure mastery of the threshold concepts identified in the 
integrated engineering threshold concepts inventory. 
III. PROCESS
The Graduate Attribute – Threshold Concepts (GATC) 
framework allows an engineering program to analyze the 
relationship between graduate attribute key indicators and the 
threshold concepts identified in the IETCI. These results can be 
used to make curriculum and accreditation tracking decisions 
during the required continual improvement process. 
A. Framework 
Analysis of program data using the GATC framework is a 
three stage process: (1) extraction of accreditation data, (2) 
mapping graduate attribute indicators and exemplars to 
threshold concepts, and (3) interpreting the results. 
The first stage requires access to the program’s most recent 
CEAB accreditation documentation. Fig. 1 shows the result of 
this stage where accreditation table 3.1.2, found in the 
EN_6C_vXX spreadsheet, is copied exactly as is into the 
CEAB312 worksheet of the GATC working document.  
This data is used to populate the TC Analysis mapping 
worksheet used in phase 2. Fig. 2 shows this transfer of CEAB 
data into a form where each learning activity is separated out 
into its own mapping row. The person or team doing the 
analysis now needs to identify the exemplar (problem, 
assignment, exam question, lab, or project) associated with the 
learning activity listed in the Activity column. Fig. 2 also 
shows two exemplars, one for each of the first two activities. 
Figure 1: GATC phase 1 – CEAB data 
Funded by National Sciences and Engineering Research Council of 
Canada (NSERC) 
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Figure 2: GATC phase 2 – TC analysis – exemplars 
Mapping begins once an exemplar has been identified for 
each of the activities. Each of the threshold concepts included 
in the inventory is listed in a column across the top of the 
worksheet. Fig. 3 shows a few of the threshold concepts in the 
‘learning to become an engineer’ and the ‘thinking and 
understanding like an engineer’ categories of the IETCI. The 
task for the analysis team is to determine if each exemplar 
maps to one or more threshold concept. It is expected that some 
exemplars will map, while others will not. If a map is found, 
the intersecting cell is marked with an ‘x’. Resources including 
a concept map of IETCI, a summary table of the threshold 
concepts identified in the IETCI, and a suggested 
categorization and mapping of threshold concepts identified in 
other research studies, are provided in the spreadsheet to help 
analysts identify potential threshold concepts. Fig. 3 shows the 
first exemplar mapped to three of the threshold concepts in the 
abstraction, modelling, and theories section, and the second 
exemplar mapped to one. Once each exemplar has been 
examined, the mapping process is complete. 
The GATC report is broken into two parts: an examination of 
the graduate attributes and threshold concepts, and the 
tracking of threshold concepts. The examination of graduate 
attributes and threshold concepts reports three things useful in 
determining if the exemplars they are tracking are ones that 
show the transformation learners make as they move from 
novice to practitioner: (1) the percentage of exemplars that are 
mapped to at least one threshold concept, (2) the number of 
threshold concepts mapped to each graduate attribute (see Fig. 
4), and (3) a breakdown of which threshold concept categories 
(learn, think, shape) are mapped to each graduate attribute (see 
Fig. 5). 
Figure 3: GATC phase 3 – TC analysis – mapping 
Figure 4: GATC report part 1 – grad attributes & threshold concepts 
Figure 5: GATC report part 1 – breakdown by threshold concept type 
The second part of the report specifies the percentage of 
threshold concepts that were mapped to at least one graduate 
attribute (see Fig. 6). It also identifies the number of mappings 
for each threshold concept. This allows the analysts to quickly 
identify any unmapped threshold concepts that are important to 
their discipline, and should be considered as potential 
exemplars.  
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B. Application 
The GATC framework was piloted with two programs that 
underwent their CEAB accreditation reviews in 2017. It was 
reported to be easy to use, and in both cases took less than one 
hour to load the graduate attribute data, and enter and map the 
exemplars.  
The first program had 47 exemplars with 46 mapped to 
threshold concepts (97.7%), while the second had 88 exemplars 
with 66 mapped to threshold concepts (75.0%). This 
percentage is not a reflection of the quality of the program or 
the choice of indicators. It is simply an indication of how many 
of the selected benchmarks are threshold concepts, and where 
they are focused. If a graduate attribute does not map to any of 
the threshold concepts, or there is an imbalance of mapping 
across the threshold concept types (‘learn’, ‘think’, ‘shape’), 
then the program should consider modifying their choice of 
exemplar to one that tracks a significant point in a student’s 
transformation from novice to practitioner. 
The first program had 29 of the 57 threshold concepts 
mapped from its graduate attributes (59.9%), and the second 
program had 32 of the 57 threshold concepts mapped from its 
graduate attributes (56.1%). A higher percentage of mappings 
does not necessarily mean a "better" program. It simply 
identifies a threshold concept that has been associated with a 
number of graduate attribute exemplars. Programs are 
encouraged to look at the threshold concepts that have few or 
no mappings. If these are important concepts within the 
discipline, then consideration should be made to add graduate 
attribute exemplars to monitor student learning associated with 
these threshold concepts. 
IV. DISCUSSION
Users in both pilot tests recognized the value of the GATC 
framework as part of the continual improvement requirement 
of the accreditation process. It was easy to use, and helped 
identify areas where graduate attributes could be better mapped 
to discipline-specific threshold concepts. One program 
recognized that a critical graduate attribute indicator had 
inadvertently been omitted from their CEAB submission. Had 
the GATC framework analysis been done prior to submission 
this omission would have been caught. The other program 
identified gaps within the ‘learn’, ‘think’, and ‘shape’ 
categories of threshold concepts tracked and will reevaluate the 
choice of exemplars to provide broader coverage of these 
categories.  
V. FUTURE WORK 
Future work on the GATC framework will focus on two 
key areas: (1) expanding the pilot study to gather feedback 
from other interested programs, and (2) integrating the findings 
of discipline and topic specific threshold concept research into 
the GATC framework’s topic search resource to help users 
more easily map their graduate attribute indicators. 
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