Abstract. This paper examines the application of neural networks as a construction heuristic for the examination timetabling problem. Building on the heuristic ordering technique, where events are ordered by decreasing scheduling difficulty, the neural network allows a novel dynamic, multi-criteria approach to be developed. The difficulty of each event to be scheduled is assessed on several characteristics, removing the dependence of an ordering based on a single heuristic. Furthermore, this technique allows the ordering to be reviewed and modified as each event is scheduled; a necessary step since the timetable and constraints are altered as events are placed. Our approach uses a Kohonen self organising neural network and is shown to have wide applicability. Results are presented for a range of examination timetabling problems using standard benchmark datasets.
Introduction
The examination timetabling problem is principally concerned with the scheduling of a number of events into a restricted number of time-periods, subject to a set of constraints [1] . Conflicting events which have students in common must not be scheduled into the same time-period. This essential condition is a hard constraint. Another such hard constraint is that seating capacity much not be exceeded in any time-period (the so called capacitated problem). A timetable satisfying all hard constraints with all events scheduled is a feasible solution. While there may be many feasible solutions to a given problem, the timetabler's task is to find a good quality solution, satisfying as many desirable conditions as possible. These desirable conditions, or soft constraints, often vary between data sets but typically involve placing events such that each student has a reasonable gap between any two exams. These conditions are rarely, if ever, completely satisfied, and often vary extensively between data sets. The degree to which the soft constraints are met -and hence the quality of the timetable -is measured by a cost function or penalty function. Therefore, the principal objective of the timetabler is to construct a timetable with an acceptably low, ideally optimum, penalty function.
Over the years various researchers have considered several methods of timetable construction. A detailed discussion of these techniques is given by Carter et al [2] and an excellent review of the field is provided by Burke et al [3] .
Early approaches include techniques such as Graph Colouring and Constraint Programming [3] . Subsequently, metaheuristic approaches have been used to help improve the solution. Simulated annealing [4] , Tabu search [5] and other techniques such a Great Deluge [6] and Memetic Algorithms [7] have all proved useful. In general metaheuristic approaches have performed well on benchmark problems though they are time consuming compared with graph colouring based approaches. Another avenue of research can be found in evolutionary and genetic approaches [8, 9] . Hybrid approaches involving combinations of heuristics and metaheuristics such as genetic algorithms and hill climbing techniques [10, 11] have produced good results on benchmark datasets. Other successful approaches taken include multi-criteria approaches [12] , constraint based techniques [13] , case based reasoning [14] , and recently hyper-heuristics [15] . Recent papers note that on the whole, methods used to tackle the examination problem tend to use problem specific information and heuristics in particular.
Construction of a timetable is normally accomplished in two phases. An initial timetable is built using a construction heuristic; this initial timetable is then enhanced using an improvement heuristic [2] . Heuristic ordering is one approach to the construction phase. Events are ordered in decreasing order of perceived scheduling difficulty and then placed sequentially into available positions in the timetable within the conditions imposed by the hard constraints. If necessary, events are left unscheduled at this initial stage rather than violating the constraints with a high penalty being attributed to the incomplete timetable. Heuristic ordering may take either a static or a dynamic approach to construction. In the static approach a complete ordering is established at the start of the construction phase prior to scheduling and remains constant throughout the process. Events may be ordered using a single heuristic such as; largest degree, weighted degree, or exam size, all of which contribute to scheduling difficulty. In the dynamic approach, the order in which events are placed may change as the timetable is built. For example, if events are scheduled by the number of available slots remaining in the timetable (saturated degree) the placement order will change as events are placed in the timetable.
In recent years, improvement heuristics have received much more attention from researchers than the construction phase. As outlined above, a wide range of different techniques have been applied, such as: local search, simulated annealing, tabu-search, genetic algorithms, great deluge algorithm, and hybridised methods. The research reported here focuses on the construction phase and seeks to improve the quality of the initial timetable produced prior to the application of an improvement heuristic.
The well-established heuristic ordering approach has proved very effective and offers a firm foundation for further development. However, a feature of the approach is that the order in which events are scheduled is typically determined based on a single criteria. In reality, timetabling is a multi-criteria problem. For example, recent work by Asmuni et al [16] has shown how fuzzy techniques that incorporate characteristics from a number of established heuristic orderings can be used in establishing the initial order. Another approach explored in recent research has focused on heuristic adaptability, in which the scheduling order is adapted to suit the problem leading to an improvement in the quality of the initial timetable [17] . Heuristic adaptability also introduces a degree of generality to the system since the solution, as it develops, adapts to the environment. Each time an event is scheduled, the timetabling environment has been altered. In essence, an available position has been removed from the timetable, resource availability is reduced and a new and more difficult problem has been created. It is into this modified environment, a partially completed timetable, that the remaining events must be placed. As the timetable is generated, the scheduling order must be reviewed after every placement, and modified if necessary, to ensure that the most difficult exam is scheduled at each stage.
In this paper we propose a novel, neural network based multi-criteria methodology for dynamically modifying scheduling order during the construction of an initial examination timetable.
The Timetabling System
In order to investigate the effectiveness of the neural network as a multi-criteria adaptive scheduling component the construction of a feasible timetable is viewed conceptually as a two stage process. Firstly, the neural network ranks all remaining exams by perceived difficulty and chooses the most difficult to be scheduled next. A placement component then places the chosen exam in the timetable. Following placement, the process repeats -the remaining exams are ranked by difficulty and the most difficult is placed in the timetable -until all exams have been placed or the chosen exam cannot be placed. The quality of the final timetable is determined by a penalty function which measures the extent to which each student's exams are spread across the available periods. Clearly, before the neural network can rank exams by difficulty it must be appropriately trained. Details of both network training and the penalty function used are given later.
The Neural Network
The system is based on a Kohonen self-organising neural network. As illustrated in figure 1 , the network consists of two layers of processing elements or neurons; an input layer and a mapping layer. Neurons (prototypes) in the mapping layer are spatially arranged as a 2-D grid of five neurons by eight. The network employs an unsupervised learning algorithm in which it is not necessary to know in advance the 'correct' output for a given input. Once trained the organised network topology reflects the statistical regularities of the input data. Inputs (feature vectors) are projected onto the prototypes in the mapping layer such that the topology of the input space is preserved.
During training the Kohonen layer undergoes a self-organising process in which a two-dimensional map is produced representing the higher dimensional input space. An essential feature of the map produced is that it preserves the topology of the input space in that inputs which are 'close together' in input space are mapped to points 'close together' on the Kohonen layer. In effect, points on the Kohonen map represent prototypes, or cluster centres, for the feature vectors used during training. Thus, a feature vector input to the trained network will be represented by a single prototype on the mapping layer.
The choice of inputs and the extent to which the data used to train the network is an accurate and adequate representation of the problem are crucial to the success of the network. The purpose of the network is to determine the difficulty of each event such that the most difficult exam can be scheduled at each point during the construction phase. As such, it is important that the feature vectors that form the input to the network reflect those characteristics of the problem which contribute to scheduling difficulty. At any point during the construction of the timetable the concept of difficultly is highly dependent upon both the data set and the current state of the timetable. An examination may be perceived as 'easy' or 'difficult' based on characteristics such as, for example, the number of conflicts (degree), the number of students enrolled (exam size) or the number of available slots left (saturation degree). The input feature vector used in this work contains both static components, such as degree, weighted degree and exam size, and a dynamic component reporting the current state of the timetable.
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Having defined the input feature vector it is necessary to establish a corpus of vectors which are representative of the particular timetabling problem and which may be used to train the network. In defining the training data it is essential that the corpus should capture the complexities of the scheduling problem. In this work the training data was generated by building a series of timetables using a random ordering heuristic. An event is chosen at random and an attempt made to schedule it using the placement system described above. Should placement succeed, the characteristics (of both the event and the current state of the timetable) are recorded and stored to the training corpus as a valid feature vector. Nothing is stored should placement fail. In this way a corpus of feature vectors is constructed containing examples of successful scheduling situations for the problem in hand. This approach allows each exam to be encountered in a variety of ordering positions; scheduled early, mid or late in the construction. The training corpus then contains a wide spread of possible scenarios that may arise during the course of building the timetable. The Kohonen network is trained using a competitive learning algorithm. As input data is presented to the network the neurons on the mapping layer compete amongst each other for activation, resulting in a winning neuron. The weights associated with this winning neuron are then adjusted as dictated by the learning algorithm to align more closely with the input [18] . Through this process the neurons on the mapping layer become tuned to particular input patterns. The mapping layer is initially arranged as a two dimensional lattice of neurons as shown in figure 1 . As the neurons become tuned, and patterns are identified, they arrange topologically so that their position is representative of the input characteristics.
As training progresses, a two-dimensional, topological preserving map of the input space is formed, made up of prototypes representing a range of inputs. The essence of the methodology then is to label each prototype represented in the Kohonen layer with a relative scheduling difficulty. Since the Kohonen network uses an unsupervised learning algorithm it is not necessary to know a priori how difficult it is to actually schedule the event represented by each of the feature vectors. However, it is a fundamental assumption in this work that feature vectors (events) that map to the same prototype on the Kohonen mapping layer, and are therefore 'close together' in input space, will have a similar scheduling difficulty.
Since all components in the feature vector are individually positively correlated with perceived difficulty it is possible to allocate a relative difficulty to each prototype based on a simple linear distance measure based on the normalised values of the prototype's weighted inputs. Prototypes with the largest value represent the most difficulty exams to schedule; prototypes with the smallest value represent the easiest exams to place. This method presupposes that all features contribute equally to scheduling difficulty. In reality, some features are more influential than others and some can exhibit non-linear relationships with scheduling difficulty. The relative importance of the features and their non-linear relationships must be accounted for by a preprocessing stage prior to input to the network.
Construction of a timetable
Construction of a timetable can begin once the network has been trained and the prototypes labelled. Scheduling begins with an empty timetable. A feature vector is generated for each event to be placed and presented in turn to the trained network. The order of presentation is irrelevant. The network will map each input to one of the forty prototypes. Since each prototype is labelled with perceived relative difficulty, it is relatively straightforward to find all those events which are perceived to be most difficult at this stage. One of this group of events is chosen to be placed; at the moment the choice is random since each event in the group is assumed to be equally difficult. The chosen event is placed using the placement algorithm already described.
When an event is successfully placed, the resulting change in the timetable can increase the scheduling difficulty of events yet be timetabled. These changes are captured in the updated feature vectors which are again presented to the network as the first stage in choosing the next event to be scheduled. And so the process continues with the scheduling difficulty of the remaining events changing and adapting as more events are scheduled until either a feasible solution is obtained or the selected event cannot be placed.
Results
The proposition to use a neural network as a critical component in a multi-criteria adaptive scheduling system is entirely new. In order to accurately evaluate the contribution of the network to the overall scheduling task it is important that the experimental system is kept stable and simple. To that end, a two-phase iterative timetable construction system was developed as outlined above. Determining the order in which exams should be placed in the timetable is the responsibility of the first phase. In the second phase a placement system schedules exams in the chosen order. In all of the results reported below, timetables are produced by a construction heuristic only; improvement heuristics have not been used.
A relatively straightforward placement system is used in this work. When an exam is to be placed all remaining slots in the timetable which do not contravene a hard constraint are considered. The exam is placed in the slot which contributes least to the overall penalty. Should more than one timetable slot meet this criteria, the exam is placed randomly in one of these slots. Importantly, recursive backtracking is not used during timetable construction; once placed, an exam cannot be moved. This simplistic placement regime is necessary to ensure that the impact of the neural network component is clearly visible and, in the context of proving the neural network based approach, can be evaluated without masking by an unnecessarily complex placement algorithm.
Establishing Feasibility of the Method
The first experimental task was to verify that the neural network could act as a multicriteria adaptive component in a scheduling system. Carter's collection of benchmark examination datasets was used for this purpose 1 .
Each dataset was ordered by degree, weighted degree and exam size. These static orderings were passed to the placement system and exams scheduled in the established order. To enable a range of possible timetables, exams were placed randomly in the timetable with the only proviso being that placement did not break a hard constraint. It is practically impossible to generate a feasible timetable using such a simplistic placement mechanism. A number of runs were made for each ordering and the number of unplaced exams was recorded.
An eight-by-five Kohonen network was then constructed and trained for each dataset as described above. A number of timetables were constructed for each dataset. For each run, the number of unplaced exams was recorded. Again, the objective is not to construct a feasible timetable but to determine the contribution of the neural network.
Results of the experiment are shown in table 1. In all cases, use of the network component has reduced the number of unplaced events, sometimes significantly, when compared to the use of established event ordering heuristics based on a single criterion. Indeed, despite the highly restrictive placement algorithm, use of the neural network to order events for placement generated feasible timetables for four of the datasets. It was not possible to produce a feasible timetable for any of the datasets using traditional ordering heuristics.
Refining the Methodology
Having established the feasibility of the neural network based methodology the task now is to tune the method so that high quality feasible timetables can be produced for all datasets. For this it is necessary to introduce a penalty function so that the quality of the final timetable can be determined and results compared with those of other researchers.
The penalty function is motivated by the goal of spreading out each student's examination schedule. If two exams, i and j, scheduled for a particular student are t time slots apart, the weight is set to
The weight is multiplied by the number of students that sit for both of the scheduled exams. The average penalty per student is calculated by dividing the total penalty by total number of students T. The goal is to minimise the following formulation: 
where N is the number of exams, s ij is the number of students enrolled in both exam i and j, p i is the time slot where exam i is scheduled, subject to 1 ≤ |p j -p i | ≥ 5 A number of refinements were made to the methodology. In particular, the network training regime was revised. Training data was originally generated using the method outline above in which events are chosen at random and a feature vector added to the training corpus if that event can be scheduled. This method takes no account of difficulty during training and can result in feature vectors representing intrinsically easy events (e.g. small events with low degree) scheduled early in the process being added to the training corpus. Similarly, it is inevitable that the training data will contain feature vectors representing intrinsically difficult events (e.g. large events with high degree) scheduled late in the process. Neither of these eventualities is likely to occur while the timetable is being constructed. Consequently, it can be argued that the network should not be trained with such unlikely exemplars.
New training data was generated for each of the datasets. In each case events were ordered by each of the established ordering heuristics before placement. A number of random orderings were retained in generating the training data. In addition, the placement system used was modified such that the chosen event was placed by least cost. For each dataset, a new trained network was developed and used in the construction of a timetable. The results are shown in table 2. Table 2 . Best cost achieved for each dataset using the revised training method. The ease with which timetables can be generated and an indication of time taken is also shown. The work was carried out using a standard desktop PC with AMD Athlon (tm) XP 1800+ 1.54GHz processor and 256MB RAM.
Data Set
Proportion With the modified training regime feasible timetables were constructed for all datasets with the exception of YOR-F-83. For some datasets generating a feasible timetable is relatively straightforward, for others it is problematic. For example, 30% of attempts to generate a timetable for the UTE-S-92 dataset result in a feasible solution. With the exception of the YOR-F-83 dataset, EAR-F-83 was found to be most difficult with only 0.04% of attempts resulting in a feasible timetable.
The costs recorded for each dataset represent the value of the penalty function at the end of the construction phase only; improvement heuristics have not been used in this work. As such, our results are not directly comparable with other published results for these datasets, invariably recorded after an improvement phase. Our primary motivation in this work is to prove the effectiveness of the neural network as a multicriteria, adaptive construction heuristic; not necessarily to obtain best results on these test datasets. With this proviso, best published results are also shown in table 2.
Application to of the Methodology to Capacitated Data
The datasets above do not contain constraints on the seating available in each period. Such uncapacitated data is useful for developing and proving the methodology but most real-world problems will have a limited set of rooms of varying capacities available. In reality, different institutions must satisfy a range of different constraints in generating an institution-wide timetable [19] .
The neural network methodology has been applied to a rich dataset from the University of Nottingham -Nottingham 94. This dataset contains many constraints additional to those found in the benchmark datasets used above. Extra conditions include; specific period assignments, room assignments, timetabling events in a particular order, the requirement for some events to be placed in a room of their own and groups of events to be scheduled together in the same period/room. A neural network was trained, using the technique presented above, with all of these conditions treated as hard constraints. This presents a much more realistic, highly constrained scheduling problem than that posed by the benchmark datasets considered previously. Again, without the use of recursive backtracking or an improvement heuristic the neural network based system succeeded in constructing valid timetables but only by contravening the desirable condition that conflicting events should be scheduled at least one period apart.
It is important to note that the methodology used to order events for placement has not changed from that used with the benchmark datasets. The only component of the timetabling system which is, of necessity, tailored to the institution is the placement system; this component must be tuned such that all institution-specific hard constraints are respected when events are scheduled. This is a significant result. Taken with the results on the benchmark datasets it illustrates that the neural network methodology has general applicability across a range of data and can be used successfully in real timetabling situations. In essence, the neural network provides a generalisation technique, designed to recognise patterns in the data that may be exploited in the generation of high quality timetables. This provides a high degree of generality resulting in a methodology which is largely independent of institution or dataset.
