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where D = Y-X is the difference between pretest (X ) and posttest (Y) scores, and TD and ED denote the true and error components of D. Various equations for PDD' are derived from Equation 1, such as where Pxy is the product-moment correlation between X and Y, Pxx, is the reliability of X, pyy, is the reliability of Y, and the parameter Â. is the ratio of the pretest standard deviation (SD), ax, and the posttest SD, ay (i.e., axla,).
This ratio turns out to be important to understanding the psychometric properties of gain scores. The derivation of Equation 2, like almost all equations for the reliability of gains in the CTT literature, depends on the assumption that the correlation between the pretest and posttest error scores (Ex and E, respectively) is 0 [i.e., p(EX,EY)
= 0]. This assumption, which is sometimes called &dquo;experimental independence,&dquo; is doubted by some theorists and researchers (e.g., Guttman, 1953; Rozeboom, 1966; ; (Cronbach & Furby, 1970; Gulliksen, 1950; Lord & Novick, 1968 ; Thomdike, Cunningham, Thomdike, & Hagen, 1991) Figure 1 shows the reliability of a difference, pDD&dquo; as a function of the correlation between pretest and posttest measures, p,,, with the ratio of pretest and posttest SDs, Â, as a parameter. Figure 1 is based on calculations made from Equation 2 with Pxx' = .80 and pt.,., = .90. Figure 1 shows that reliability is lowest when X = 1.00, and that it improves as X decreases. It is well-known that the Figure 1 also shows that the effect of pXY on reliability is most potent when X = 1.00 and becomes weaker as À diminishes. Sharma & Gupta (1986) (Gulliksen, 1950; Thomdike et al., 1991) 4 (e.g., Gulliksen, 1950; Linn & Slinde, 1977; Thomdike et al., 1991 (Zimmerman & Williams, 1982a (Gall, Borg, & Gall, 1996; Thomdike et al., 1991 ) .
These considerations are consistent with observations made by Wittman (1988): Fortunately, many researchers protested against the condemnation of change scores. One of the earliest protests against the Cronbach and Furby (1970) verdict of difference scores was presented by Nesselroade and Cable (1974) and by Nesselroade and Bartsch (1977) . Williams and Zimmerman (1977) (Zimmerman, 1994) . Equation 3 appears to show p,,, as a function of pxx., PIT&dquo; and pxY. The numerous tables in textbooks 63 mentioned above are based on this interpretation (Gulliksen, 1950; Thorndike et al., 1991 (Zimmerman, 1994 ). This fact is apparent from the well-known Spearman correction for attenuation (Nunnally & Bernstein, 1994, p. 241 Figure 2b than in Figure 2a . If textbooks and journal articles were to report values similar to those in Figure 2b , the negative view of the reliability of difference scores would be somewhat diminished.
The argument can be carried further by observing that Figure 1 does not take into consideration the fact that pXX, and ply, influence p,,, and that Figure 2b is based on the assumptions that X = 1.00 and Pxx' = PIT&dquo; Hence, Figures 1 and 2b Zimmerman & Williams, 1982a Figure 3 shows the reliability of a difference as a function of p(T,, T,), with X as a parameter. In Figure 3 , which is obtained from Equation 6, it is assumed that Pxx' = .50 and PIT' = .90. Figure 3 again shows that the reliability of a difference is highest when X = .20 and lowest when), = 1.00. It is lowest when p(T,, Ty) is high, but the effects of this correlation are less than the effects of PXy (Figure 1) , and are almost negligible for small values of X. The striking reduction in the reliability of a difference that occurs in the right-hand part of Figure  1 is not present in Figure 3 . For most data points in Figure 3 , the values of pDD, are intermediate between Pxx' and p~y,, and for small values of X they are quite close to .90, which was assumed for p,,,. Figure 4 is based on Equation 7, which includes the correlation between error scores. The four functions represent values of p(E,, Ey) of 0, .25, .50, and .75, respectively. In Figure 4 , Pxx' = .60, pyy, = .80, and X = .75. It is apparent that reliability increases somewhat as p(E,, Ey) increases. Although correlated errors have been generally neglected in CTT, there are strong reasons to believe that they exist in practical testing situations (e.g., Rozeboom, 1966; . This is another reason to suppose that the reliability of differences is higher than commonly believed.
Influence of Correlated Errors of Measurement on the Reliability of Differences
This concept can be expressed in somewhat different terms, as follows. It is perhaps true that some of the random fluctuations comprising &dquo;error&dquo; occur independently on a pretest and posttest, and that error variances therefore are additive, as usually assumed. It is likely, however, that other random influences persist over time and modify pretest and posttest scores in a similar way. In other words, the couplet &dquo;pretest-posttest measurement,&dquo; considered as a unit, may be subject to random error. If this is true, then the assumption of independence and additivity leads to an inflated value of the error variance associated with the difference score and a spurious underestimate of reliability.
How Prevalent Are Reliable Differences?
The reliability of difference scores can be examined from still another perspective. cTT equations, including Equations 3 and 4, have restricted attention only to the situation when Â. = 1.00. When the entire &dquo;space&dquo; represented by the graph is examined, however, the reliability of differences appears more respectable. Only entries below the horizontal dashed line are cases in which PDD' is less than both pXX, and PIT&dquo; For all cases above the dashed line, the reliability of a difference is intermediate between the reliabilities of the components.
Furthermore, as the separation between Pxx' and pYY, increases, the reliability of the difference score increases. In practice, if the treatment that intervenes between a pretest and a posttest is potent, the two cases most likely to occur are: (1) crx < cry and Pxx' < pt,,&dquo;; and (2) a, > cry and Pxx' > PIT&dquo; The first case is depicted in Figure 5 .
Another way to examine the reliability of gain scores is
Here 0, analogous to Â. in Equations 2 and 6, is defined as aT~x~~aT~r~. (pxx, and p,,,&dquo;) , p(Tx,T,), and 9. As the separation between pxx. and ply, increases, poD, improves. Just as with X, p,,,, is smallest when 0 = 1.00; also, it increases as 0 increases. However, if pyz > Pxz and k < 1.00, then the validity of Y -X with respect to Z, p(Y-X,Z), can be quite high. A similar conclusion holds if pyz < pxz and k > 1.00 (Zimmerman & Williams, 1982b) . Figure 6 displays the first case. In constructing Figure 6 , it was assumed that p,, = pxr = .50. These relationships have been investigated extensively by Gupta, Srivastava, & Sharma (1988) who derived conditions under which the validity coefficient has a maximum value. Once again, the results of these calculations contradict the assumptions usually selected by textbook authors for illustrations, which present the psychometric properties of differences in an unfavorable light. Figure 6 shows that when À = .2 and pyz = .7, PDZ = .65. . ,..
~ Ã gain, it should be emphasized that these arguments do not imply that gain scores in practice are highly correlated with various criteria. Historically, it has been difficult to discover measures that correlate highly with differences between test scores. As in the case of reliability, however, this situation characterizes instruments that are currently available, and the existence of valid difference scores cannot be ruled out by statistical arguments alone.
