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Antiferromagnetic materials are in the focus of current research in magnetism because of their
potential for applications in spintronics. As for ferromagnets, their magnetic stability in nanostruc-
tures will be limited by thermal excitations. Here, we investigate the superparamagnetic limit of
antiferromagnetic nanoparticles theoretically, focusing on a comparison to the known properties of
ferromagnetic particles. We find a drastically reduced thermal stability because of the exchange
enhancement of the attempt frequencies and the effective damping during the antiferromagnetic
switching process. We show that the order parameter in antiferromagnetic particles may strongly
oscillate during the reversal at low damping values.
Recent advances in understanding and controlling anti-
ferromagnetic (AFM) materials have led to an increasing
interest in AFM spintronics [1–7]. Possible advantages
of spintronic devices based on AFM materials include
their lack of stray fields, which normally destroys single-
domain states and leads to an interaction between bit
patterns; the low susceptibility to external fields; and the
rich choice of new materials, including a variety of AFM
insulators. Moreover, AFM spin dynamics are found to
be faster than those of ferromagnets (FMs) [4, 8–10].
However, for many applications the size of magnetic
structures will have to be scaled down to the nanometer
regime, where, eventually, thermal excitations will reduce
the stability of the magnetic state. Whereas thermal
stability of FM nanoparticles have been studied exten-
sively in the past [11–17, and references therein], AFM
nanoparticles have been barely investigated [18–21]. In
this Letter, we investigate the differences and similarities
of the thermally induced magnetization dynamics in FM
and AFM nanoparticles.
A macroscopic FM is normally in a demagnetized state,
where the stray-field energy is minimized by a multi-
domain configuration. Only below a certain length scale
- the exchange length - is the single-domain state ener-
getically favorable. For an AFM this argument does not
hold because of the missing macroscopic stray field, and
long-range order can be expected for much larger particle
sizes, limited probably only by defects in connection with
the ordering kinetics or magnetostriction effects. When
further reducing the size of the sample, thermal excita-
tion will lead to probabilistic switching events where even
for a single-domain particle different switching mecha-
nisms can occur. Some of them, e.g., curling [22], are,
once again, energetically dominated by stray-field energy
and will not appear in an AFM, so that here only two
switching modes should dominate at lower temperature,
namely coherent rotation [23] and nucleation followed by
domain wall propagation [24].
For small particle size, individual magnetic moments
rotate coherently, minimizing the exchange energy while
overcoming the energy barrier that is due to the
anisotropy of the system. With increasing system size nu-
cleation must become energetically favorable since here
the energy barrier is a constant, while it is propor-
tional to the system size in the case of coherent rotation.
For an elongated sample a critical length scale exists,
Lc = pi
√
2J/dz, a value that is clearly related to the do-
main wall width δ =
√
J/2dz, where both are defined by
the ratio between exchange J and anisotropy dz energies.
Above Lc, the nucleation of a pair of domain walls is ener-
getically favorable compared to the energy barrier which
has to be overcome by coherent rotation [22, 24–27]. In-
terestingly, these modes and the length scale separating
the two modes, nucleation and coherent rotation, should
be identical for FMs and AFMs, insofar as the concerned
energies, the anisotropy energy on the one hand and the
domain wall energy on the other hand, are identical in
FMs and AFMs.
In the following we will focus on the simplest example
of a magnetic nanoparticle, which switches by coherent
rotation between two stable magnetic states separated
by an energy barrier ∆E. Thermal activation allows
the nanoparticle to jump between magnetic states with
a characteristic time scale. From the theory point of
view, realistic modeling of such processes remains a con-
siderable task. Simplifications rely often on the so-called
single-domain approximation, where the total magnetiza-
tion of the nanoparticle is described by a single magnetic
moment. Thermally activated dynamics can be calcu-
lated within the framework of the macroscopic stochastic
Landau–Lifshitz–Gilbert equation [28, 29]
(1 + α2)m˙ = −γm×
(
hm + α
1
m0
m× hm
)
, (1)
here, α is the damping constant, γ is the gyromagnetic
ratio, m the magnetization of the nanoparticle, m0 the
saturation magnetization, and hm = −δmF + ξ the ef-
fective field, where F is the magnetic free energy of the
system and ξ are stochastic thermal fields as introduced
by Brown [23]. For simplicity, in this work we restrain
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2FIG. 1. Comparison of switching in AFMs (left) and FMs
(right): while the energy barriers for coherent rotation are
identical, the attempt frequencies strongly differ caused by
the different dynamical properties of the AFM and FM eigen-
modes.
the discussion to a uniaxial particle, with the free-energy
density f = −Ham2z/2m0, where Ha = 2dz/µs is the
anisotropy field, dz is the anisotropy energy of a single
spin and µs the magnetic moment. Since the normal-
ization |m| = m0 is assumed, this free energy has two
minima, mz/m0 = 1 and mz/m0 = −1, with the energy
barrier between them being ∆E = Ham0V/2 = dzN ,
here V is the volume of the particle, V = Nµs/m0 at
T = 0 K, and N is the number of spins in the nanopar-
ticle.
In the limit of low temperatures, kBT  ∆E, the re-
versal or switching time is accurately described by the
exponential Néel-Arrhenius law τ = τ0 exp (∆E/kBT ),
where the prefactor τ0 and the energy barrier ∆E de-
pend on the mechanism of reversal [14]. For sufficiently
small nanoparticles discussed here, coherent rotation over
the energy barrier is the main mechanism, as sketched in
Fig. 1. For this mechanism analytical asymptotes for the
reversal time were derived by Brown [23],
τfm =
1 + α2
α
ω−1a
√
pikBT
dzN
exp
(
dzN
kBT
)
. (2)
The inverse of the prefactor of the exponential func-
tion above is called attempt frequency. Its first factor is
related to the damping dependence of the reversal time,
clearly with a minimum at α = 1. The second factor is
the precessional time scale of the system, with ωa = γHa.
At finite temperatures, temperature-dependent parame-
ters need to be considered as pointed out by Nowak and
co-workers [30]. Equation (2) is valid for all values of
the damping parameter α. However, if the rotational
symmetry of the system is broken (e.g. by a tilted ex-
ternal magnetic field [31]), then only such asymptotical
expressions may be derived analytically for the reversal
time which are valid for a certain range of α, such as
intermediate-to-high damping [15, 32].
For AFMs, to the best of our knowledge, analytical
asymptotes similar to Eq. (2) remain unknown. Only a
few recent works have addressed the problem [19, 20].
However, they assumed AFM nanoparticles with uncom-
pensated magnetic moments, which results in an effective
ferromagnet with a very small magnetic moment. The
completely compensated AFMs we will consider here are
expected to behave qualitatively different. In order to
estimate a similar asymptote for AFMs, we require an
equation of motion for the AFMs including dissipative
processes. While for FMs the Gilbert model for dissipa-
tion, Eq. (1), has been shown successful so far, the dissi-
pative processes in AFMs are still a challenging problem.
Recent progress regarding the description of dissipa-
tive spin dynamics in AFMs can be summarized in the
following equations of motion [33–36],
n˙ = −n×
(
γhm − α m˙
m0
)
−m×
(
γhn − α n˙
m0
)
, (3)
m˙ = −m×
(
γhm − α m˙
m0
)
− n×
(
γhn − α n˙
m0
)
, (4)
which can be derived from the Landau-Lifshitz-Gilbert
equations for the sublattice magnetizations m1 and m2.
The dynamical variables here are the magnetization m =
(m1 + m2)/2 and the Néel vector n = (m1 − m2)/2.
The effective fields are hm(n) = −δm(n)F where the sim-
plified free-energy density for a single-domain particle is
f = Hem
2/2m0−Han2z/2m0, withHe = zJ/µs being the
exchange field, where z is the number of nearest neigh-
bors and J the exchange constant in the corresponding
atomistic model. In order to simplify, we enforce the
constraints |n| = m0 and n ·m = 0 in Eqs. (3) and (4)
[34, 36], leading to
n˙ = −n×
(
γhm − α m˙
m0
)
(5)
m˙ = −m×
(
γhm − α m˙
m0
)
− n×
(
γhn − α n˙
m0
)
. (6)
Generalizing the method of Brown [23] to multiple vari-
ables as in Eqs. (5) and (6) is a very involved problem,
as discussed in Ref. [15] for ferromagnetic particles which
are not axially symmetric. Instead here we will rely
on Langer’s method [37] for calculating switching rates,
which has been successfully applied to magnetic systems
in the past [38–41]. The method is based on assuming
that the equilibrium Maxwell–Boltzmann distribution re-
mains valid throughout most of the switching process,
and proceeds by a quadratic expansion of the free energy
F around the minima and the saddle point. In the case
of Eqs. (5) and (6) this leads to the expression
τafm,Langer =
(
1 + α2
α
)
ω−1afm
√
pikBT
dzN
exp
(
dzN
kBT
)
, (7)
3with the derivation given in the Supplemental Material
[43]. The frequency ωafm reads
ωafm =
γ
µs
[
(dz − zJ/2) +
√
(zJ/2 + dz)
2
+
2dzzJ
α2
]
.(8)
The frequency αωafm is exchange-enhanced by a factor
of
√
zJ/2dz at α = 0 compared to ωa entering Eq. (2)
in the ferromagnetic case. Note that the energy barrier
∆E between the minima at nz/m0 = 1 and nz/m0 = −1
remains the same for AFMs as it was for FMs, as long
as all individual spins rotate coherently during switching
(see Fig. 1). At high α values and assuming 2dz  zJ ,
Eq. (7) can be approximated as
τafm,Langer ≈ αω−1a
√
pikBT
dzN
exp
(
dzN
kBT
)
, (9)
the same as in the case of FMs.
Due to the assumption of thermal equilibrium,
Langer’s theory is generally valid for intermediate to high
values of the damping parameter α [40]. In particu-
lar, Eq. (7) converges to a constant value for α → 0,
while according to Kramers’ description [42] the switch-
ing time here should be proportional to τ ∝ α−1 in or-
der to achieve agreement with the fluctuation-dissipation
theorem. This is based on the assumption that the en-
ergy dissipated during a single precession along the en-
ergy contour including the saddle point is low compared
to the thermal energy kBT . In order to derive an ap-
proximate expression for the switching time at all values
of the damping, we note that in FMs the transition be-
tween low and high damping happens at α ≈ 1 where
Eq. (2) is minimal. In contrast, in AFMs the typical pre-
cession frequency is enhanced by a factor of
√
zJ/2dz as
discussed above and the linewidth or damping of such
excitations is enhanced by another factor of similar mag-
nitude; see, e.g., Ref. [10] and the Supplemental Mate-
rial [43]. This indicates that in AFMs the transition be-
tween low and high damping regimes should be observed
at around αzJ/2dz ≈ 1. To simplify the notation we
define the small parameter  = Ha/He = 2dz/zJ .
Under the assumptions that Eq. (7) is valid at
intermediate-to-high damping, but should be replaced by
an expression with τ ∝ α−1 below α ≈ , we propose the
following expression for the reversal time of an AFM par-
ticle, which is another important result of our work,
τafm =
2 + α2
α
ω−1a
√
pikBT
dzN
exp
(
dzN
kBT
)
. (10)
Equation (10) has an analogous form to the FM case
Eq. (2), but we can directly see that the dependence of
the reversal time as a function of the damping parameter
α is clearly different for AFMs and FMs. At very low
damping τfm ∼ 1/αωa for FMs, while τafm ∼ 2/αωa
for AFMs, which highlights the fact that the switching
FIG. 2. A single oscillatory switching event in the AFM at
low damping, α = 0.0005, at T = 0.6 J/kB, dz = 0.1 J , for
a cubic nanoparticle consisting of N = 43 = 64 spins. The
threshold values are chosen to be ±0.75 〈|n˜z|〉, where n˜z =
nz/m0 is the z component of the normalized order parameter.
time may still be significantly shorter than in FMs. In
particular, the ratio τfm/τafm can be expressed as 1/2 =
(zJ/2dz)
2 from Eqs. (2) and (10). As an example,  =
1/130 for Mn2Au in Ref. [44] yields τfm/τafm = 16900.
To test the validity of Eqs. (7) and (10), we performed
computer simulations based on atomistic spin dynam-
ics methods. This is a well-established numerical tech-
nique [45] that allows the investigation of the magnetiza-
tion dynamics in magnetic nanoparticles. Details about
the method can be found in the Supplemental Mate-
rial [43]. For the description of the magnetic system,
we introduce the classical atomistic spin Hamiltonian
H = ∓1
2
∑
〈i,j〉
JSiSj −
∑
i
dzS
2
i,z (11)
Here the Si variables denote unit vectors and J is
the Heisenberg exchange interaction between atoms at
nearest-neighbor sites i and j. For the − sign in Eq. (11)
the ground state is FM, while for the + sign it is AFM.
dz > 0 is the single-ion magneto-crystalline anisotropy,
and the ground state of the system lies along the z direc-
tion.
The criteria for a reversal of the order parameter in a
uniaxial system are the following: its z component has to
change sign and thereafter cross a threshold value gov-
erned by the equilibrium value of the z component of the
order parameter at the given temperature. During the
process the energy of the particle increases while crossing
the energy barrier, before decreasing again when coming
to rest in the other energy minimum.
Interestingly, in the low-damping limit for AFM par-
ticles an oscillatory motion can be observed where the z
component of the Néel vector switches sign and crosses
the threshold value many times before coming to rest in
one of the minima, see Fig. 2, similarly to a mechanical
particle in a double-well potential. This is due to the
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FIG. 3. Damping dependence of the reversal time for cubic
nanoparticles (N = 64), for FM and AFM ordering. Sym-
bols correspond to simulations using atomistic spin dynamics
methods and lines to Eqs. (2), (7), and (10).
fact that an AFM nanoparticle has inertia originating
from the exchange interaction between the sublattices,
contrary to a FM. These oscillations in the Néel vector
are not accompanied by a similarly fast variation of the
energy of the system, but instead take place on a roughly
constant energy surface and hence they only represent a
single switching event. Such oscillations are also in agree-
ment with Kramers’ theory in the very-low-damping limit
[42] mentioned above. To determine the actual switch-
ing events in the low damping limit in the simulations, we
therefore used a time average of the data, where the time
window was larger than the period of the fast oscillations
of the Néel vector while crossing the energy barrier. As
shown in Fig. 2, in the averaged data the z component
of the order parameter only crosses the threshold value
once after its sign change during a single reversal. For an
estimate of the oscillation periods see the Supplemental
Material [43].
We start by comparing the reversal time gained
from numerical experiments to analytical expressions
(Eqs. (2), (7), and (10)) for small FM and AFM nanopar-
ticles with the same absolute value of the exchange in-
teraction J and the anisotropy dz = 0.1 J , leading to
 = 1/30 for AFMs in a cubic nanoparticle with z = 6
neighbors consisting of N = 64 spins. In order to val-
idate the damping dependence of the reversal time in
both FMs and AFMs, we perform computer simulations
by varying the damping value α at a fixed temperature
T = 0.6 J/kB. Figure 3 shows the reversal time τ as a
function of damping for AFMs and FMs. For the FM case
Eq. (2) gives good agreement with the simulations in the
whole parameter range. For the AFM case Langer’s the-
ory from Eq. (7) reproduces the simulation results from
high damping values down to about α ≈ , but a devia-
tion can be observed at lower values where the oscillatory
switching shown in Fig. 2 enters, and the time-averaging
method for the simulation data has to be used as dis-
cussed above. On the other hand, the proposed Eq. (10)
predicts correct asymptotes both for high and low values
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FIG. 4. Anisotropy dependence of the reversal time for cubic
nanoparticles (N = 64), for FM and AFM ordering. Sym-
bols correspond to simulations using atomistic spin dynamics
methods and lines to Eqs. (2) and (7). Eq. (10) practically
coincides with Eq. (7) at the intermediate damping α = 0.3.
of α. Note that for typical values of intrinsic damping in
magnetic materials, α = 0.001− 0.01 (0.0025 for Mn2Au
in Ref. [44]), the reversal time of AFMs could be up to
several orders of magnitude shorter than in FMs, which
effectively means much less thermal stability.
A solution to the problem of reduced thermal stabil-
ity in FMs is an increase of the magnetic anisotropy at
decreasing nanoparticle volumes. As discussed above,
since the reversal time in AFMs strongly depends on
 = 2dz/zJ , one could engineer nanoparticle parameters
to maximize thermal stability in AFMs. We use atomistic
spin dynamics to perform simulations of nanoparticles
composed of N = 64 spins for two different anisotropy
parameters, dz = 0.1 J and 0.01 J . We fix the damping
parameter to α = 0.3. In Fig. 4 we can observe that the
theoretically predicted temperature dependence is cor-
rect and the same for FMs and AFMs, which means that
the mechanism of coherent rotation and the energy bar-
rier ∆E are the same for both cases. It can also be seen
that the higher anisotropy value dramatically increases
the reversal time both for FMs and AFMs.
In summary, we investigated the superparamagnetic
limit of AFM nanoparticles analytically as well as by
means of computer simulations. We found a drastically
reduced thermal stability compared to FMs because of
the exchange enhancement of the attempt frequencies
and the effective damping during the AFM switching pro-
cess. We also demonstrated that the reversal in AFM
nanoparticles is accompanied by a strong oscillation of
the Néel vector direction at low damping values. For
realistic materials, the reversal times of AFMs can be
expected to be four to five orders of magnitude shorter
than that of FMs, a finding that is in agreement with a
work on antiferromagnetic grains in exchange bias sys-
tems [46]. We have shown that increasing the anisotropy
of the AFM nanoparticle can increase the reversal time,
similarly to FMs. These findings limit the potential of
scaling down AFM nanostructures and have a direct im-
5plication on the design of new AFM spintronic devices.
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Langer’s theory is discussed together with its application to the calculation of switching times in
ferromagnetic and antiferromagnetic nanoparticles, given by Eqs. (2) and (7) in the main text. A
description of atomistic spin dynamics simulations is given. The oscillations of the z component of
the Néel vector are described based on the theoretical model for antiferromagnets.
S.I. LANGER’S THEORY
The theory proposed by Langer in Ref. [1] describes a
system defined by a Hamiltonian H leaving a metastable
energy minimum, in the following denoted by min,
through a saddle point, in the following denoted by sp.
As mentioned in the main manuscript, it assumes that
the damping is sufficiently strong to ensure the equi-
librium Maxwell–Boltzmann distribution everywhere ex-
cept in the close vicinity of the saddle point, and approx-
imates the Hamiltonian by a harmonic expansion around
the minimum and close to the saddle point, while the
equations of motion are linearized near the saddle point.
It is assumed that the energy scale of thermal fluctua-
tions is much lower than the energy barrier protecting
the metastable state. Applications to magnetic systems
can be found in, e.g., Refs. [2–5]. The generalization to
an arbitrary number of Goldstone modes as presented
below is based on harmonic transition-state theory [6],
which differs from Langer’s theory in applying a dynam-
ical prefactor independent of the damping.
The switching time τ may be expressed by the formula
τ =
2pi
λ+,sp
Vmin
Vsp
(2pikBT )
Psp−Pmin
2
√√√√∏′j |εj,sp|∏′
j εj,min
e
Esp−Emin
kBT ,
(S.1)
where E is the energy of the given configuration and εj
denotes the eigenvalues of the harmonic Hamiltonian in
the equilibrium state. Ideally, all eigenvalues in the min-
imum are positive, and there is a single negative eigen-
value (hence the absolute value) in the first-order saddle
point, along which direction the transition takes place.
However, the system may possess zero-energy Goldstone
modes which are to be handled separately. These must be
left out of the eigenvalue products, hence the prime nota-
tion. Each of these will contribute a
√
2pikBT factor in-
stead, with P denoting the number of Goldstone modes.
V is the phase space volume belonging to the Goldstone
∗ unai.atxitia@fu-berlin.de
modes. Finally, λ+,sp is the single positive eigenvalue of
the linearized equations of motion in the saddle point.
This determines how fast the system crosses the transi-
tion state.
We illustrate the theory for ferromagnetic particles
in Sec. S.IA to reproduce the well-known result of
Brown [7], then apply it to the case of antiferromagnetic
nanoparticles in Sec. S.I B.
A. Ferromagnetic case
Here the system is described by the free-energy den-
sity f = −Ham2z/2m0 where Ha = 2dz/µs, and the nor-
malization |m| = m0 is used. The energy barriers and
the eigenvalues have to be determined at zero tempera-
ture where the free energy F is replaced by the energy
E = fV . This expression has a minimum at mz/m0 = 1,
and the expansion is performed in the small variables
mx/m0,my/m0  1. This yields
Emin = −dzN, (S.2)
ε1,min = ε2,min = 2dzN. (S.3)
The saddle point is at mx/m0 = 1 with the expansion
variables my/m0,mz/m0  1. This results in
Esp = 0, (S.4)
ε1,sp = −2dzN, (S.5)
ε2,sp = 0. (S.6)
Note that ε1,sp is negative, corresponding to the unsta-
ble mode in the saddle point. The other eigenvalue ε2,sp
corresponds to a Goldstone mode, representing the fact
that the saddle point can be arbitrarily chosen along the
circle m2x + m2y = m20. The corresponding phase space
volume is
Vsp = 2pi, (S.7)
the circumference of the circle.
The linearized Landau–Lifshitz–Gilbert equation in
the saddle point reads
∂tmy =
1
1 + α2
γ
µs
2dzmz =
1
1 + α2
ωamz, (S.8)
∂tmz =
1
1 + α2
γ
µs
α2dzmz =
α
1 + α2
ωamz, (S.9)
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2with the eigenvalues
λ1,sp =
α
1 + α2
ωa, (S.10)
λ2,sp = 0, (S.11)
where λ+,sp = λ1,sp is the single positive eigenvalue.
Substituting Eqs. (S.2)-(S.7) and Eq. (S.11) into
Eq. (S.1) gives exactly Eq. (2) in the main text. For
the uniaxial ferromagnetic particle Langer’s (and equiv-
alently, Brown’s) description leads to a result that is ap-
plicable at all damping values in the limit of high energy
barriers. We briefly mention that the calculations get
significantly more complicated if the uniaxial symmetry
is broken and different damping regimes have to be dis-
tinguished, see, e.g., Ref. [8].
In order to compare the energy dissipation rates
between ferromagnets and antiferromagnets, we also
present the linearization of the equations of motion close
to the energy minimum,
∂tmx =
1
1 + α2
γ
µs
(−2dzmy − α2dzmx) , (S.12)
∂tmy =
1
1 + α2
γ
µs
(2dzmx − α2dzmy) , (S.13)
with the eigenvalues
λ±,min =
1
1 + α2
(±i− α) γ
µs
2dz. (S.14)
B. Antiferromagnetic case
Here we will use the free-energy density f =
Hem
2/2m0 − Han2z/2m0 with He = zJ/µs being the
exchange field, where z is the number of nearest neigh-
bors and J the exchange constant in the corresponding
atomistic spin model. Equations (5)-(6) in the main text
will be considered as the equations of motion with the
constraints |n| = m0 and n ·m = 0; within the linear ap-
proximation used in Langer’s theory these are equivalent
to Eqs. (3)-(4).
The minimum energy point is n/m0 =
(0, 0, 1) ,m/m0 = 0 with
Emin = −dzN, (S.15)
ε1,min = ε2,min = 2dzN, (S.16)
ε3,min = ε4,min = zJN. (S.17)
For dz  J the saddle point is n/m0 =
(1, 0, 0) ,m/m0 = 0, where the expansion yields
Esp = 0, (S.18)
ε1,sp = −2dzN, (S.19)
ε2,sp = 0, (S.20)
ε3,sp = ε4,sp = zJN, (S.21)
Here ε1,sp is the unstable mode and ε2,sp is the Gold-
stone mode with
Vsp = 2pi. (S.22)
The linearized equations of motion in the saddle point
read
∂tmy =
γ
µs
2dznz − α∂tnz, (S.23)
∂tmz = α∂tny, (S.24)
∂tny = − γ
µs
zJmz − α∂tmz, (S.25)
∂tnz =
γ
µs
zJmy + α∂tmy, (S.26)
leading to the eigenvalues
λ1,sp = 0, (S.27)
λ2,sp = − 1
1 + α2
γ
µs
αzJ, (S.28)
λ3,sp =
1
1 + α2
γ
µs
[
α
(
dz − 1
2
zJ
)
+
√
α2
(
1
2
zJ + dz
)2
+ 2dzzJ
]
, (S.29)
λ4,sp = − 1
1 + α2
γ
µs
[
α
(
1
2
zJ − dz
)
+
√
α2
(
1
2
zJ + dz
)2
+ 2dzzJ
]
, (S.30)
where the positive eigenvalue is λ+,sp = λ3,sp.
Substituting Eqs. (S.15)-(S.22) and Eq. (S.29) into
Eq. (S.1) produces Eqs. (7)-(8) in the main text. Note
that since the eigenvalues ε3,min, ε4,min cancel with
ε3,sp, ε4,sp, the difference between the ferromagnetic and
antiferromagnetic cases only comes from the dynamical
prefactor λ+,sp, which is exchange-enhanced at low and
intermediate damping for the latter.
If the equations of motion are expanded close to the
energy minimum, they transform to
∂tmx = − γ
µs
2dzny − α∂tny, (S.31)
∂tmy =
γ
µs
2dznx + α∂tnx, (S.32)
∂tnx = − γ
µs
zJmy − α∂tmy, (S.33)
∂tny =
γ
µs
zJmx + α∂tmy. (S.34)
The eigenvalues read
λ1,min = λ3,min =
1
1 + α2
γ
µs
[
− α
(
dz +
1
2
zJ
)
+
√
α2
(
1
2
zJ − dz
)2
− 2dzzJ
]
, (S.35)
λ2,min = λ4,min =
1
1 + α2
γ
µs
[
− α
(
dz +
1
2
zJ
)
−
√
α2
(
1
2
zJ − dz
)2
− 2dzzJ
]
, (S.36)
3Note that the sign of 2dzzJ switched under the square
root compared to the saddle point, Eqs. (S.29) and
(S.30), indicating a precessional motion with imaginary
eigenvalues close to the energy minimum. For α 1 this
yields
λmin =
γ
µs
(
±i
√
2dzzJ − α1
2
zJ
)
, (S.37)
meaning that while the frequency of precession is en-
hanced by a factor of
√
zJ/2dz compared to the ferro-
magnetic case in Eq. (S.14), the real part describing en-
ergy dissipation is enhanced by a factor of zJ/4dz. This
suggests that in antiferromagnets the very-low-damping
limit is only valid at significantly smaller α values than
in the ferromagnetic case, as discussed in detail in the
main text.
S.II. SPIN DYNAMICS SIMULATIONS
Atomistic spin dynamics of the unit vectors Si are de-
scribed by the Landau-Lifshitz-Gilbert equation,
(1 + α2)µsS˙i = −γSi × [Hi + α (Si ×Hi)] .(S.38)
By including a Langevin thermostat, the spin dynamics
including statistical – equilibrium and non-equilibrium –
thermodynamic properties can be obtained in the classi-
cal approximation. The effective local magnetic field at
lattice site i is
Hi = − ∂H
∂Si
+ ξi(t), (S.39)
where H is given by Eq. (11) in the main text in the
present case and ξi is a field-like stochastic process. Here
we consider the white noise limit [9]
〈ξi(t)〉 = 0, 〈ξi,a(0)ξj,b(t)〉 =
2αkBTµs
γ
δijδabδ(t),
(S.40)
where a and b denote the Cartesian components.
For a direct comparison between Brown’s formula and
computer simulations based on atomistic spin dynam-
ics, it has been demonstrated in ferromagnetic nanopar-
ticles that one needs to account for the temperature
dependence of the magnetic parameters in Eq. (2) in
the main text [10]. For example, the anisotropy field
Ha is reduced as function of temperature and one can
use the Callen–Callen theory, K ∼ m3e, leading to
Ha(T ) = 2dzm
3
e/µsme = Ham
2
e, whereme is the normal-
ized equilibrium magnetization [11, 12]. For 3d Heisen-
berg spin models, the phenomenological relation me =
(1− T/Tc)1/3 describes well computer simulation results
for the temperature dependence of me [13]. Further-
more, we need to account for finite-size effects. Computer
simulations of thermal activation are very computation-
intensive, thus, one can only perform simulations of
nanoparticles of rather small sizes. Small systems have a
reduced magnetization at a given temperature, as a result
of reduced coordination numbers at the surfaces. For 3d
Heisenberg spin models finite-size-scaling theory provides
a value for the apparent Curie temperature as a function
of the size L (linear characteristic size of the nanoparti-
cle), Tc(L)/T∞c = 1− (d0/L)1/ν , where the parameter d0
corresponds to the characteristic exchange length, and ν
to the critical exponent. A recent work in 3d Heisenberg
spin model nanoparticles using similar parameters to our
simulations has estimated d0 = 0.4 nm, and ν = 0.856
[14], which were used for the evaluation of our results. In
this work we perform simulations of a cube composed of
N = 44 = 64 spins, therefore the lateral size is 4 spins,
in particular, L = 0.38 ∗ 4 = 1.68 nm.
Including these temperature-dependent parameters,
Brown’s formula for ferromagnets (Eq. (2) in the main
text) reads
τfm =
1 + α2
α
(γ2dzm
2
e)
−1
√
pikBT
dzm3eN
exp
(
dzm
3
eN
kBT
)
.
(S.41)
For antiferromagnets , Eq. (10) in the main text is
rewritten as
τafm =
( 2dzzavgJ )
2 + α2
α
(γ2dzm
2
e)
−1
√
pikBT
dzm3eN
exp
(
dzm
3
eN
kBT
)
.
(S.42)
Additionally, we also account for the fact that in very
small nanoparticles the number of nearest neighbors of
each spin differs considerably for a spin at the surface,
edge, corner or bulk. Therefore, the term zJ would de-
pend on the spin site. In order to provide a meaning to
zJ in Eq. (S.42), we use the mean value of the number
of nearest neighbors. Namely, for a cubic nanoparticle
composed of N = 64 spins with simple cubic arrange-
ment z = 6 for the spins inside (23 = 8), z = 5 for the
spins at the faces (6× 2× 2 = 24), z = 4 for the spin at
the edges (12 × 2 = 24), and z = 3 for the spins at the
corners (8), thus zavg = 4.5. Equations (S.41) and (S.42)
were used for determining the analytical curves shown in
Figs. 3 and 4 in the main text.
S.III. OSCILLATIONS IN THE NÉEL VECTOR
AT VERY LOW DAMPING
As shown in Fig. 2 in the main text, significant oscilla-
tions in the z component of the order parameter were ob-
served in the simulations of antiferromagnetic nanopar-
ticles at very low damping values. These can be under-
stood based on the theoretical model discussed in the
main text and in Sec. S.I B, relying on the free-energy
density f = zJ/µs ·m2/2m0 − 2dz/µs · n2z/2m0. In the
absence of damping α = 0, Eqs. (5)-(6) in the main text
4may be expressed as
∂tm˜x = − γ
µs
2dzn˜yn˜z, (S.43)
∂tm˜y =
γ
µs
2dzn˜xn˜z, (S.44)
∂tm˜z = 0, (S.45)
∂tn˜x =
γ
µs
zJ (n˜ym˜z − n˜zm˜y) , (S.46)
∂tn˜y =
γ
µs
zJ (n˜zm˜x − n˜xm˜z) , (S.47)
∂tn˜z =
γ
µs
zJ (n˜xm˜y − n˜ym˜x) , (S.48)
by introducing the dimensionless variables m˜ = m/m0
and n˜ = n/m0. For large oscillations of the n˜z com-
ponent crossing n˜z = 0, a solution to Eqs. (S.43)-(S.48)
may be sought in the form m˜x = m˜z = n˜y = 0, and
n˜x = sinϑ, n˜z = cosϑ may be substituted due to the
normalization of n˜. This simplifies the equations of mo-
tion to
∂tm˜y =
γ
µs
2dz sinϑ cosϑ, (S.49)
∂tϑ = − γ
µs
zJm˜y. (S.50)
It is also known that without the damping the free en-
ergy of the system is conserved during the time evolution,
F = zJ
2
Nm˜2y − dzN cos2 ϑ. (S.51)
Expressing m˜y from Eq. (S.51) and substituting into
Eqs. (S.49) and (S.50) leads to
∂tϑ = ∓
√
ω2F − ω20 sin2 ϑ, (S.52)
with
ω0 =
γ
µs
√
2dzzJ, (S.53)
ωF =
γ
µs
√
2
(F
N
+ dz
)
zJ. (S.54)
Above the energy barrier for switching F > 0 (cf.
Eq. (S.18)), the order parameter n˜ will perform full ro-
tations around the unit circle in the xz plane with the
period
TF =
∫
2pi
0
1√
ω2F − ω20 sin2 ϑ
dϑ =
4
ωF
K
(
ωF
ω0
)
,(S.55)
with K the complete elliptic integral of the first kind.
It can be seen from Eq. (S.55) that the oscillation
frequency is not fixed, instead it is determined by the
free energy of the system. If the thermal fluctuations
are weak as required for the application of Arrhenius-
like expressions such as Eqs. (2), (7) and (10) in the
main text, the free energy does not become significantly
0
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FIG. S1. Fourier spectrum of the oscillations of the z com-
ponent of the order parameter. The same simulation param-
eters were used as for Fig. 2 in the main text, α = 0.0005,
T = 0.6 J/kB, dz = 0.1 J , N = 64.
FIG. S2. Switching events in the antiferromagnet for inter-
mediate damping α = 0.1 at T = 0.6 J/kB, dz = 0.1 J , for
a cubic nanoparticle consisting of N = 43 = 64 spins. The
threshold values are chosen to be ±0.75 〈|n˜z|〉. In contrast
to Fig. 2 in the main text, no oscillatory switching can be
observed due to the strong energy fluctuations.
higher than its saddle-point value during the switching,
and in this case the oscillation frequencies are compara-
ble to ω0, which coincides with the precession frequency
in the energy minimum Eq. (S.37) in the absence of
damping. For example, 0.01 ≤ F/ (dzN) ≤ 0.2 yields
0.39 ≤ 2pi/ (TFω0) ≤ 0.65.
If the damping is very low, then the free energy does
not change significantly during a single precession, and
coherent oscillations may be observed in n˜z as shown in
Fig. 2 of the main text. Even in this case, the slow energy
variation leads to a wide distribution of frequency values
if the oscillations are investigated in Fourier space, as
displayed in Fig. S1. In contrast, for intermediate to high
values of α the energy fluctuates strongly on the time
scale of a single rotation, and the oscillatory reversal is
absent as shown in Fig. S2. In this case, the same number
of switching events are registered both with and without
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FIG. S3. Damping dependence of the reversal time for cubic
antiferromagnetic nanoparticles (N = 64). Simulation data
obtained with the time-averaging procedure, also shown in
Fig. 3 in the main text, are compared to data where the os-
cillations of n˜z are not averaged out. Symbols correspond to
simulations using atomistic spin dynamics methods and lines
to Eqs. (7) and (10) in the main text.
the averaging procedure.
Based on the simulation data, it is possible to give an
estimate for the transition value between the very-low-
and intermediate-to-high-damping regimes by investigat-
ing at which point the oscillatory switching emerges in
the system. This is displayed in Fig. S3, where simu-
lation data with and without time averaging of the fast
oscillations are compared to each other. Without the
time averaging, the distribution of times between sign
changes of n˜z follows Langer’s approximation Eq. (10)
even at very low damping values, while the actual reversal
time obtained using the time-averaging procedure starts
to increase in this regime. The deviation between aver-
aged and non-averaged data starts to emerge at around
α ≈  = 2dz/zJ , in agreement with the assumption used
in Eq. (10) in the main text.
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