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Modiﬁed Tang–Lewontin testA major objective for evolutionary biology is to identify regions affected by positive selection. High dN/dS values
for proteins and accelerated lineage-speciﬁc substitution rates for non-coding regions are considered classic sig-
natures of positive selection. However, these could also be the result of non-adaptive phenomena, such as GC-
biased gene conversion (gBGC), which favors theﬁxation of strong (C/G) overweak (A/T) nucleotides. Recent es-
timates indicate that gBGC affected up to 20% of regions with signatures of positive selection. Here we evaluate
the impact of gBGC through its molecular signature of weak-to-strong mutational hotspots. We implemented
speciﬁc modiﬁcations to the test proposed by Tang and Lewontin (1999) for identifying regions of differential
variability and applied it to regions previously investigated for the inﬂuence of gBGC.While we found signiﬁcant
agreement with previous reports, our results suggest a smaller inﬂuence of gBGC than previously estimated,
warranting further development of methods for its detection.
Published by Elsevier Inc.1. Introduction
1.1. Inference of positive selection
Oneof themain objectives in evolutionarymolecular biology is the
detection of selective forces and their genomic targets. This is particu-
larly important for the human species, because it can reveal function-
ally important genomic regions as well as historical events that
occurred during the emergence and evolution of humans. One major
selection force is purifying, or negative, selection, which acts by re-
moving frompopulations alleles that negatively impact the reproduc-
tive ﬁtness of individuals. Additionally, genetic drift and positive
selection are both acknowledged to signiﬁcantly contribute to evolu-
tionary change. In the case of genetic drift, allele frequencies increase
or decrease due to chance, a process thought to apply to most genetic
variants in human populations [1]. In the case of positive selection,
the main driver for adaptive evolution, alleles with beneﬁcial impact
on individual ﬁtness are preferentially retained in populations, and
consequently their frequency increases.Well knownexamplesofpos-
itive selection events identiﬁed in human include the increased prev-
alence of sickle-cell anemia as an adaptation to the threat of malaria
[2], increased lactose tolerance as an adaptation to a milk-based diet
[3,4], lighter pigmentation as an adaptation formore efﬁcient vitamin
Dsynthesis [5–7], andalteredmetabolic rates as anadaptation to cool-
er climates [8].1S, Rockville, MD 20852, USA.Traditionally, adaptive evolutionwas identiﬁed in protein coding re-
gions [9,10] through increased rates of substitution at non-synonymous
sites (dN) relative to rates of substitution at synonymous sites (dS), de-
noted by dN/dS. Values of dN/dS N 1 are considered by many as evidence
of adaptive forces acting on corresponding genes because the rate at
which mutations that change the amino acids occur at frequencies
higher than the neutral rate (measured at synonymous sites). The avail-
ability of polymorphism data has allowed the development of new tests
that make use of both population-based and comparative data by com-
paring the levels of polymorphism and inter-species divergence, such as
the McDonald–Kreitman test [11]. Moreover, the increasing number of
complete genomes has further allowed the development of
phylogeny-based tests on a genome-wide scale [12–14]. With the ad-
vent of next generation sequencing platforms, vast population data
have become available, supporting the development and application
of additional tests to detect adaptive forces (for a review of such tests
see [15]). Recent years have seen an explosion in the number of reports
of regions in the human genome being subject to adaptive forces, with
more than one hundred such publications being currently recorded in
dbPSHP, a database of recent positive selection in human populations
[16].
The interest inﬁndingprotein-codinggenesevolvingunder the in-
ﬂuence of positive selection remains high, as such ﬁndings could pro-
vide intriguing insights into human development [17–19]. However,
the idea that modiﬁcation of regulatory elements may be responsible
for manymorphological differences between closely related species,
such as human and chimpanzees [20], has motivated a search for
non-coding regions that exhibit signs of positive selection [21]. Con-
centrating on putatively functional regulatory regions displaying
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ﬁed regionswith accelerated rates of evolution both in the human lin-
eage and other lineages [22–25]. These reports led to further
fascinatingdiscoveries,with someof theseelementsbeingdocument-
ed in non-coding RNA genes with brain-speciﬁc activity [26], or as
human-speciﬁc developmental enhancers [27].1.2. The role of gBGC in confounding positive selection signatures
The ﬁnding of accelerated human-speciﬁc mutation rates is highly
suggestive of the inﬂuence of positive selection with consequent evolu-
tionary implications. Upon closer inspection, however, some of these
regions have revealed unexpectedmutational biases that favor changes
fromweak (A or T) to strong (C or G) nucleotides. For example, the 118-
bp human accelerated region 1 (HAR1) contains 18 human-speciﬁc
changes (HAR1 corresponds to hg18 coordinates chr20:61,203,939-
61,204,056 here, but in other publications, e.g. [28], it corresponds to
106 bps at chr20:61,203,966-61,204,071, with 13 out of 14 human-
speciﬁc changes shared between the two HAR1 deﬁnitions), all of
them being of the weak-to-strong (W → S) type [26]. Additionally,
the ADCYAP1 gene accumulated a total of 20 human-speciﬁc mutations,
all W→ S, across the 231 bps that make exons 2 and 3 [29]. It therefore
becomes problematic to interpret such ﬁndings as the result of adaptive
forces, since there is no a priori mechanistic or functional reason for
which positive selection should favor W→ S mutations. An alternative
explanation for the observed mutational bias is provided by a
recombination-associated process, in which the mismatch repair ma-
chinery favors strong over weak alleles [30]. The phenomenon has
been observed to occur preferentially in regions with high recombina-
tion rates [31–34] where it leads to a gene conversion bias favoring
GC-alleles, known as GC-biased gene conversion (gBGC) [35]. A conse-
quence of this recombination-associated phenomenon is a higher fre-
quency or ﬁxation of deleterious mutations [36,37], supporting the
hypothesis that excessive ﬁxation of weak-to-strong mutations is not
due to adaptive forces. However, because gBGC can lead to a burst in
the lineage-speciﬁc mutation-rates, it could lead to the false discovery
of positively selected regions [38]. This alternative explanation for
some regions with human-speciﬁc accelerated mutation rates has
fueled heated debate over the role of positive selection. For example,
the human-speciﬁc mutations accumulated in the region of HACNS1
(also known as HAR2) were argued to be the combined result of both
adaptive evolutionary forces and gBGC [27,39], while evolutionary
models incorporating the effect of gBGC could explain the same muta-
tion pattern without the inﬂuence of adaptive forces [29,35,36,40].
To help disentangle the effects of gBGC and positive selection,
Ratnakumar et al. [29] have outlined three main distinctive features
of the two phenomena: a) biased patterns of W→ S mutations are
only favored by gBGC; b) gBGC affects both neutral and functional
sites, whereas positive selection affects functional sites only; and c)
gBGC is associated with regions of highmale recombination. The sec-
ond among these features is nicely illustrated by the example of the
ADCYAP1gene,where thedN/dS for exons2 and3 in thehuman lineage
is estimated at 2.05 [29]. Although such a high value would normally
be associated with positive selection, Ratnakumar and colleagues ar-
gued that the observedmutations could be explained within the con-
text of gBGC alone. This argument is supported by the unusual high
density of W→ S mutations that extends into regions well beyond
the limits of exons2 and3 (see Fig. 2 in [29]), consistentwith the inﬂu-
ence of gBGC and further supported by theoreticalmodeling. Herewe
propose that the property of gBGC to affect both functional and non-
functional regions could be used in a speciﬁc test to evaluate itsmuta-
tional impact. Speciﬁcally, a signiﬁcant impact of gBGC would be
assigned to genomic regions characterized by W → S mutational
hotspots that contrastwith their surroundings in termsof their densi-
ty ofW→ Smutations.2. Methods
2.1. Identiﬁcation of mutational hotspots
Detection of mutational hotspots has been previously addressed by
Tang and Lewontin [41], who proposed a test for detecting regions of
differential variability (e.g.mutational hotspots or coldspots) based on
empirical cumulative distribution function (ECDF) statistics [42]. In
the context of DNA or protein sequences, the problem can be formulat-
edwith a given number of nmutations in a sequence of sizeN, and their
positions denoted by xk, where k=1,…, n and 1≤ x1 b x2 b… b xn≤ N.
Positional deviations from the uniform distribution can be measured
with the G function as follows:
G xkð Þ ¼
k
n
− xk
N
:
Finding regions of differential variability involves ﬁnding regions
bound by two mutations, i and j, where the G function is monotonically
increasing or decreasing. For such regions, an overall deviation from a
uniformdistribution,ΔGi,j, can be simply computed as the difference be-
tween the values of the G function at the two positions:
ΔGi; j ¼ G xj
 
−G

xi

;where 1≤ ib j≤n:
A statistical test, denoted here as TLW test for the Tang–Lewontin
test, can be applied toﬁndwhether any such region deviates signiﬁcant-
ly fromwhat can be expected under the null hypothesis of randommu-
tation occurrence (i.e. probability of mutation is uniform across all
sites). The T statistic for this test is deﬁned as the ΔGi,j with the highest
absolute value amongΔGi,j values computed for all regions where the G
function is monotonically increasing or decreasing, and can be formal-
ized as follows:
T ¼ arg max
ΔGi; j∈Γ
ΔGi; j

;where Γ ¼ Γþ∪Γ−;
Γþ ¼ ΔGi; j;G xkð Þ−G xk−1ð Þ≥−s;∀1≤ ibk≤ j≤n
n o
;
Γ− ¼ ΔGi; j;G xkð Þ−G xk−1ð Þ≤s;∀1≤ ibk≤ j≤n
n o
; and s ¼ 0:3
n
:
A null distribution for T can be constructed usingMonte Carlo simu-
lations, in which the xk values are obtained by assigning random posi-
tions (without replacement) across the N space to the n mutations.
The bimodal distribution in Fig. 1 represents the null distribution of T
for the case of N= 5000 and n= 60, also exempliﬁed in [41]. The null
distribution of T can be further used to ﬁnd critical T* values for the de-
sired α levels of Type I error.
In the expressions above, s represents a smoothing parameter that
allows a slight relaxation in the monotony of G to account for atypical
random spacing [41]. In otherwords, in a regionwhereG is to be consid-
ered almost monotonically increasing, ΔGk,k + 1 is allowed to be nega-
tive, but not with values smaller than−s. This is a simple smoothing
procedure employed by Tang and Lewontin, who used a value of s =
0.005 for the case of N=5000 and n=60 [41]. This value corresponds
to allowing two mutations to be located at a distance 30% greater than
the average expected distance between two mutations (N/n). It also
has the nice property that it determines the null bimodal distribution
of T to be symmetrical around 0 (Fig. 1), while no smoothing (s=0)de-
termines an asymmetrical distribution skewed toward positive values
(data not shown).
2.2. Modiﬁcations of the TLW test for detecting hotspots of human-speciﬁc
W→ S mutations
Notably, the TLW test was originally proposed to identify regions of
differential variability in the context of uniform background and
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Fig. 1.Distribution of the T statistic for the case ofN=5000 and n=60 (these correspond
to values used in Fig. 2 in [41]). The modiﬁed TLW test makes use of the unimodal distri-
bution (blue).
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hotspots of human-speciﬁc W→ S mutations requires several speciﬁc
modiﬁcations of the test.
First, the null distribution of the T statistic needs to consider only the
case ofmutational hotspots, but not coldspots. Speciﬁcally, we are inter-
ested indetectinghotspotsof human-speciﬁcW→ Smutations, themo-
lecular signatureofgBGC.Therefore theT statistic couldbedeﬁnedas the
maximumamongΔG values computed for all intervals ofmonotonically
increasingG (i.e. among values included in the Γ+ set), or simply
T ¼ max ΔGð Þ:
Consequently, while the null distribution of the original T statistic is
bimodal and centered around 0, themodiﬁed test statistic can only take
positive values and its null distribution becomes unimodal (Fig. 1).
Secondly, identifying regions affected by gBGC implies speciﬁcally
ﬁnding hotspots of human-speciﬁc W→ S mutations, a subset of all
possible mutation types. Consequently, applying the TLW speciﬁcally
to W→ S mutations ignores all the other mutation types at the risk of
identifying regions not speciﬁcally associatedwith gBGC. This is because
other phenomena, including bona ﬁde positive selection, can increase
the W→ S mutation rate relative to surrounding regions by virtue of
higher unbiased ﬁxation rates for all substitution types. To account for
the inﬂuence of other mutational phenomena, we compute an adjusted
function, denotedGa, based on the number of human-speciﬁcmutations
that are not of the W→ S type. Speciﬁcally, we ﬁrst compute two G
functions, Gn corresponding to the number of human-speciﬁc W→ S
substitutions (n), and Gh corresponding to the entire set of human-
speciﬁc substitutions (h, where n ≤ h ≤ N):
Gn xkð Þ ¼
k
n
− xk
N
;where k ¼ 1;…;n; and
Gh xkð Þ ¼
k
h
− xk
N
;where k ¼ 1;…;h:
We then compute two sets of corresponding ΔG values between
consecutive W→ S mutations:
ΔGnk ¼ Gn xkð Þ−Gn xk−1ð Þ;where k ¼ 1;…;n and Gn x0ð Þ ¼ 0;
ΔGhk ¼ Gh xkð Þ−Gh xk−1ð Þ;where k ¼ 1;…;n and Gh x0ð Þ ¼ 0:The Ga function is then computed using adjusted ΔGa values be-
tween consecutive W→ S mutations:
Ga xkð Þ ¼ Ga xk−1ð Þ þ ΔGak; where k ¼ 1;…;n ; Ga x0ð Þ ¼ 0; and
ΔGak ¼ ΔGnk–ΔGhk ·
h−n
h
:
In order to compute the null distribution of T, as well as T*
critical values, we replaced the original G function with Ga. We also ad-
justed the smoothing parameter proportionally with the number of
non-W→ S human-speciﬁc mutations (sa = sn− sh · (h− n) / h). To
illustrate how non-W→ S mutations inﬂuence the distribution of T,
and consequently of T* critical values, we use the same numerical
example with 60 mutations (n = 60) in a 5 kb sequence (N = 5000).
If we consider n to be the number of W→ S mutations, the number of
other mutation types can vary between 0 (h= n) and 4940 (h= N−
n, or 5000 − 60). When h = n, the term h − n in the expression of
ΔGak becomes 0, and therefore no correction is applied (ΔGak =
ΔGnk). Also, when h= N− n, all positions along the sequence are occu-
pied with a mutation, resulting in a uniform distribution of all muta-
tions and consequently in ΔGh values of 0. This leads again to no
correction being applied because ΔGak = ΔGnk. In between these two
extremes, for n b h b N− n, all correction values for monotonically in-
creasing intervals are positive, resulting in smaller values of T and
shifted T distributions (Fig. 2A). The critical T* values mirror this aspect,
taking highest values when h= n and h= N− n, and lower values in
between these extremes (Fig. 2B). One can see that T* values decrease
sharply for h values immediately above n, with minimum values occur-
ring when the number of other mutation types is comparable to the
number of W→ S mutations (e.g. n = 60, h − n = 20,…, 120). This
amount of relative occurrence for differentmutation types is commonly
found among cases investigated in this study, underscoring the impor-
tance of this correction.
Thirdly, the original TLW test was developed for the general case
where the probability of mutations was uniform across the region in-
vestigated. In contrast, the detection of human-speciﬁc mutations
does not have uniform probability across all sites, being largely depen-
dent on the ability of unambiguously deﬁning the ancestral alleles for
each site. For example, in the case of human–chimp–macaque three
species alignments, positions where human-speciﬁc mutations can be
deﬁned are those where the outgroup sequence of macaque is identical
to the chimp sequence. Moreover, the detection of aW→ Smutation in
human requires that ancestral sites must contain a consensus A or T nu-
cleotide (Fig. 3A). Given these restrictions, it becomes clear that the
probability of detecting W→ S mutations is not uniform and that the
background alignment is speciﬁc to each investigated region. Conse-
quently, the null distribution of T needs to be constructed with respect
to the corresponding consensus chimp–macaque sequence. In Fig. 3B
we show how the distribution of T constructed with speciﬁc non-
uniform backgrounds varies relative to the case of uniform background
where all mutations can occur at any position with equal probability.
We notice that the number of gaps, where neither W→ S nor other
human-speciﬁc substitutions can occur, has a large impact on the distri-
bution of T. This effect is particularly large when the gaps form long
stretches, because they cause all mutations to be artiﬁcially agglomerat-
ed in non-gap regions. This positional bias artiﬁcially inﬂates ΔG and,
consequently, T values. However, computing the null distribution of T
speciﬁcally on this gapped background sequence leads to distributions
shifted toward higher T values (Fig. 3B), and consequently higher T*, ef-
fectively controlling for the gap-induced bias.
We applied ourmodiﬁed TLWtest to the case of ADCYAP1, and found
that exons 2 and 3 reside in a signiﬁcant (P b 10−4) hotspot comprising
69 W→ S mutations (Fig. 4). This ﬁnding not only replicates, but also
quantiﬁes the previously described high incidence of W→ S substitu-
tions at ADCYAP1 and conﬁrms the capacity of our approach to detect
gBGC documented at this locus [29].
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For the purpose of identifying human-speciﬁc mutations and
determining the background sequence necessary for computing
region-speciﬁc null distributions of the T statistic we used three sets of
multiple sequence alignments. For the analysis of HARs we used
human–chimpanzee–macaque (hg18–panTro2–rheMac2) alignments
extracted from 28-way vertebrate alignments that are available at the
UCSC Genome Browser (http://hgdownload.soe.ucsc.edu/goldenPath/
hg18/multiz28way/), which were the same set of alignments used by
Kostka et al. [28]. Speciﬁcally, we extracted the rows containing the
human, chimpanzee, and macaque sequences, and retained only the
alignment blocks that contained all three species. We further stitched
together contiguous alignment blocks (i.e. alignment blocks with con-
secutive coordinates for all three species) and eliminated the alignment
columns containing only gaps, aswell as columns corresponding to gaps
in the human sequence. Considering only chromosomes 1–22, X, Y,
these alignments cover 2.36 Gb of the human genome in a total of
1.14million alignment blocks.We also took advantage of MULTIZ align-
ments computed speciﬁcally for these three species [43] and repeated
our analyses with these alignments available from the Galaxy web site
(http://galaxy.psu.edu). Compared to sequence alignments where
more species are considered, these offer the advantage of being less
fragmented while maintaining similar coverage of the human genome
(0.73 million alignment blocks cover 2.33 Gb). For the analysis of re-
gions included in the phastBias gBGC tracts [32], we used the same
alignments as Capra et al. [32], speciﬁcally, human–chimpanzee–orangutan–macaque (hg18–panTro2–ponAbe2–rheMac2) alignments
extracted from 44-way vertebrate alignments (http://hgdownload.soe.
ucsc.edu/goldenPath/hg18/multiz44way/). In this case we retained
alignment blocks that contained sequences from human, chimp and at
least one outgroup species, either orangutan or macaque sequences,
and which were further processed as described above. They cover
2.61 Gb of the human genome, in a total of 1.89 million alignment
blocks.
The consensus positions in the underlying sequence were deter-
mined as the positions where the chimpanzee sequence was identical
to macaque in the case of three-way alignments, and to either outgroup
species in the case of four-way alignments. Discordant positions (“N” in
Fig. 3A) are positions where the chimpanzee sequence is different from
both outgroup species, while gaps are assigned to positions where ei-
ther the chimpanzee or both outgroup species contain gaps. Human-
speciﬁc mutations were determined at positions where the human se-
quence is different from chimpanzee at consensus positions.
3. Results
While the detection of a signiﬁcant W→ S hotspot at the ADCYAP1
locus is consistent with a region under the inﬂuence of gBGC, we
wanted to assess the suitability of the modiﬁed TLW for detecting
gBGC at regions previously evaluated through other methods. For this
purpose we applied this test to the previously described set of 202
human accelerated regions (HARs), whichwere identiﬁed as having sig-
niﬁcantly elevated rates of human-speciﬁc substitution [22].
A
GCTGTNTTCTTGCCTGCCACTGACATGGACTT----GTTTCATTTAGACATTTAAA
TGNNCAATANANTTAAAATGCAGATNTAAC
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Fig. 3. The inﬂuence of the chimp-macaque consensus sequence on the distribution of T. A) Example of chimp–macaque consensus sequence (corresponds to chr16:76918109–76918194
in hg18). For simulation purposes, W→ S mutations are randomly placed at weak consensus nucleotides (A or T, green), other mutation types can be placed at both weak and strong
consensus nucleotides (C or G, orange), while no mutation can be placed at discordant positions (N, black) and gaps (“–”). B) Null distributions of T for the case of N= 5000 and n=
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served human-speciﬁc substitution rates, in line with ongoing concerns
for the false identiﬁcation of positively selected regions [29,40].
Katzman and colleagues used population speciﬁc polymorphism data
in 40 kb regions surrounding HARs, although such data can only be
used to detect ongoing gBGC at the population level, but not species-
speciﬁc gBGC that occurred after the split from chimpanzee [44]. More
recently, Kostka et al. [28] have implemented a series of likelihood
ratio tests (LRTs) to determine the combined contribution of gBGC
and positive selection. They assigned HARs to different classes to ac-
count for different intensities of positive selection and gBGC. One
class, denoted Cb+, contained 32HARs found to evolve under the strong
inﬂuence of gBGC (four of these were assigned to the Cb+ class only
after masking human- and chimp-ancestral CpG sites). Furthermore,
Capra et al. [32] performed a genome-wide scan with a probabilistic
model for the occurrence of gBGC, and deﬁned a set of 9370 such re-
gions. Therefore, we used these datasets as reference for detecting the
inﬂuence of gBGC using the modiﬁed TLW test.−10 −5
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from 28-way vertebrate alignments (see Methods section). We ﬁrst
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ﬂuence of surrounding regions of different sizes. We detected the
presence of W→ S hotspots using the Ga function computed for each
HAR and surrounding region combination. The inﬂuence of gBGC on a
given HAR was dismissed if no hotspot was found to overlap the HAR.
However, if a hotspot was detected, we determined its signiﬁcance
using the null distribution of the T statistic computed with 10,000
rounds of replicates speciﬁcally for that genomic region and number
of substitutions. We randomly assigned human-speciﬁc W→ S muta-
tions to chimp-macaque consensus weak (A,T) positions, and other
types of human-speciﬁc mutations to any chimp–macaque consensus
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was considered to evolve under the strong inﬂuence of gBGC. For exam-
ple, HAR1 andHAR2 (also known asHACNS1) have clear signals denoted
by large regions of monotonically increasing Ga (Fig. 5), in agreement
with previous reports of strong inﬂuence of gBGC at these loci [28,40].
Overall, we found 25 HARs that overlap signiﬁcant hotspots of W→ S
mutations in at least one of the ﬁve genomic environments considered,
a number that reduces to 9 if correction for multiple testing (false dis-
covery rate of 5%) is applied (Tables 1, S1). Since both our modiﬁed
TLW test and the LRTs implemented by Kostka et al. [28] were designed
to detect the impact of gBGC, we expect to observe a signiﬁcant overlap
between the ﬁndings of these two approaches. Indeed, we ﬁnd that 13
out of 25 HARs (P = 5.4 × 10−6, one-sided Fisher's exact test) in our
set were also included among the 32 HARs assigned to the Cb+ class,
strongly supporting the convergence of both methods to detect the in-
ﬂuence of gBGC (the overlap remains signiﬁcant after correction for
multiple testing, with ﬁve out of nine HARs, P=5.9 × 10−3). However,
our results indicate that the number of HARs under the inﬂuence of
gBGC is lower than reported by Kostka et al. [28], even if we consider
the masking effect of stronger hotspots (Tables 1, S1). In contrast, our
results are more similar both in size and signiﬁcance of overlap (10
out of 25HARs, P=3×10−8; if correction formultiple testing is consid-
ered, six out of nine HARs, P= 1.5 × 10−6) with the more recent ﬁnd-
ings of Capra et al. [32], who found 13 HARs overlapping phastBias
gBGC human tracts. Our estimates remain almost identical when the
impact of gBGC is evaluated using human–chimpanzee–macaque align-
ments computed speciﬁcally for these species (see Methods section,
Table S2), indicating that our ﬁndings are robust relative to the align-
ments considered.Table 1
Number of regions of interest that overlap signiﬁcant hotspots of W→ S mutations. Hotspots
corresponds to a genomic region encompassing 2.5 kb upstream and 2.5 kb downstream of the
of 5% false discovery rate; “overall” indicate the total number of signiﬁcant hotspots regardles
numbers in parentheses include HARs that overlap signiﬁcant hotspots of W → S mutations
hotspots.
Type of correction for multiple testing Size of HAR genomic surroundings
5 kb 10 kb
HARs (out of 202)
No correction 18 (21) 12 (20)
FDR5 7 (7) 4 (5)
phastBias gBGC tracts (out of 9370)
No correction 5156 (5355) 4818 (5272)
FDR5 4087 (4269) 3659 (4152)We then applied the modiﬁed TLW test to the entire set of 9370
phastBias gBGC tracts by considering surrounding genomic regions of
5, 10, 20, 30, and 40 kb.We found that 6343 (67.7%) tracts overlap a sig-
niﬁcant hotspot (before correction formultiple testing) in at least one of
the ﬁve settings of genomic environment considered (Tables 1, S3). This
number indicates that the majority of phastBias gBGC tracts (especially
if masking effect for second or third ranking hotspots are considered;
Tables 1, S3) do indeed detect regions that contrast strongly with the
surrounding regions regarding the density of human-speciﬁc W→ S
mutations, consistent with a strong effect of gBGC. However, if any cor-
rection for multiple testing is considered, the number of tracts overlap-
ping signiﬁcant W→ S hotspots decreases considerably (Tables 1, S3),
indicating that the model-based approach implemented by Capra et al.
[32] also detects a high number of regions (even if no correction
for multiple testing is considered, this estimate approaches a quarter
of all regions) where the presumed inﬂuence of gBGC does not produce
W→ Smutation hotspots that contrast signiﬁcantly with the surround-
ing regions, and therefore are inconsistentwith a strong impact of gBGC.
An additional aspect that also contributes toward a higher rate of false
positives is the inﬂuence of simple repeats. Unlike the case of HARs,
which are regions detected in highly conserved regions, phastBias
gBGC tracts are evaluated genome-wide irrespective of the underlying
sequence. Of particular concern are simple repetitive regions, where
the apparent effect of gBGC (e.g. hotspots of W→ S mutations) could
be due to alignment artifacts, or where apparent human-speciﬁc muta-
tions could result from lineage-speciﬁc microsatellite ampliﬁcation. For
example, the phastBias gBGC tract deﬁned between chrX:27164797 and
chrX:27165013 contains a signiﬁcant hotspot of nineW→ S mutations
determined between a repeated TA dinucleotide in chimpanzee andwere evaluated in the context of genomic regions of different sizes, as indicated (e.g. 5 kb
HARmidpoint). FDR5 indicates the number of hotspots that pass the signiﬁcance threshold
s of the size of the genomic region considered around HARs (i.e. union of those subsets);
if the masking effect of stronger hotspots was considered for second and third ranking
Overall
20 kb 30 kb 40 kb
10 (17) 12 (13) 10 (12) 25 (36)
3 (3) 2 (4) 3 (4) 9 (11)
4024 (4895) 3552 (4680) 3213 (4447) 6343 (7211)
2580 (3488) 2017 (3188) 1699 (2946) 5131 (6068)
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Fig. 6. The Ga function (black line) for genomic regions surrounding HAR83 and HAR143, which are both assigned to the Cb+ class, but do not overlap signiﬁcant hotspots of W→ S mu-
tations. Blue bars correspond to HARs, while gray regions correspond to alignment gaps longer than 50 bps. The original G function is represented by a gray line.
355V. Gotea, L. Elnitski / Genomics 103 (2014) 349–356orangutan and a CA dinucleotide in human (Fig. 7), which is unlikely to
have been caused by gBGC. We found a total of 148 phastBias gBGC
tracts with signiﬁcant hotspots of W→ S mutations that are annotated
over at least 50% of their span as simple repeats (Table S4). In all these
regions the effect of gBGC is therefore questionable. Overall, our results
indicate that a strong inﬂuence of gBGC can be detected in fewer regions
than estimated previously.
4. Discussion
Protein-coding genes or non-coding regions with lineage-speciﬁc
accelerated rates of evolution are highly sought-after for their potential
relevance to adaptive evolution, wherein mutations represent charac-
ters of great importance for species evolution. However, an alternative
explanation to positive selection is provided by phenomena not linked
to adaptive forces, such as gBGC,which could also lead to higherﬁxation
rates in limited regions and thus could confound the detection of posi-
tive selection. While methods for the detection of gBGC have been pro-
posed previously [28,29], suchmethods depend on complicatedmodels
and make several assumptions that cannot be always veriﬁed. We pos-
tulate that an independent and radically different method might help
reﬁne the evaluation of gBGC. Here we take advantage of the gBGC
property to affect both functional and neutral sites to propose an
alternative method to detect gBGC. Since gBGC leads to the emergence
of W→ S mutations, we proposed and assessed a modiﬁed TLW test to
detect hotspots ofW→ Smutations as a distinguishing feature of gBGC.
We show that a signiﬁcant fraction of the regions found previously
to evolve under the inﬂuence of gBGC also overlap signiﬁcant hotspots
of W→ S mutations. However, our conservative estimate (i.e. after cor-
rection formultiple testing) includes less than one third of the previous-
ly reported number of HARs (9 out of 32), raising questions about the
remaining HARs assigned to class Cb+, such as HAR_83 and HAR_143
(Fig. 6). One possibility is that such HARs could have evolved under   hg18: TATACACACACACACACACACACAC
             | | | | | | | | |
panTro2: TATATATATATATATATATATACAC
ponAbe2: GATATATATATATATATATATATAT
rheMac2: ----------------------GAG
Fig. 7. Example of human-speciﬁcW→ S mutational hotspot located in simple repeat re-
gion. The hotspot is located at chrX:27164869–27164885, and shownhere alongwith four
ﬂanking nucleotides in the four species alignment. Species are indicated by the names
assigned to their genome assemblies. Vertical bars indicate positions of identiﬁed
human-speciﬁc mutations (in this case all mutations are T→ C).the strong inﬂuence of gBGC only for short evolutionary periods. Such
cases would fail to reach signiﬁcance in the modiﬁed TLW test, but
they could be considered better candidates for other evolutionary clas-
ses with a diminished impact of gBGC. Alternatively, these represent
LRT false positive cases, supported by the fact that they are also not
overlapping phastBias gBGC tracts. The problem of overestimating the
inﬂuence of gBGC is apparent also in the set of phastBias gBGC tracts,
since nearly one third of those do not have a signiﬁcant W→ S muta-
tional hotspot that contrasts with the surrounding genomic regions. It
is nonetheless possible that gBGC could have inﬂuenced these regions
to a lesser extent (i.e. for a shorter period or with reduced intensity)
and caution is advised in interpreting any mutational signals detected
in such regions. It is also possible that the rate of false positives in
phastBias tracts relative to signiﬁcant W→ S hotspots could be further
reduced if the masking effect of neighboring hotspots is pursued more
aggressively. In this study we only considered the masking effect in
the case of hotspots that are ranked second or third in the considered
genomic environment, which increased the number of phastBias re-
gions with signiﬁcant hotspots (before applying correction for multiple
testing) from 67% to slightly above 75% (Tables 1, S3).
Additionally, there are also HARs that are located within W→ S
hotspots that reach signiﬁcance under the modiﬁed TLW test, but
were not previously assigned to the class evolving under the strong in-
ﬂuence of gBGC. Among the conservative set of nine HARs with signiﬁ-
cant W→ S hotspots (Table 1), four (HAR_15, HAR_80, HAR_88, and
HAR_98) were not assigned to the Cb+ class. Their non-inclusion in
class Cb+ cannot be explained by a high number of non-W→ S muta-
tions because all of them have only one non-W→ S mutation in addi-
tion to 2 to 4 W→ S mutations. They most likely represent LRT false
negative cases, since three of them also overlap phastBias gBGC tracts.
The exception is HAR_98, which overlaps a hotspot with 12W→ Smu-
tations that remains signiﬁcant after correction formultiple testing only
in the context of 5 kb surrounding sequences. This could be thought of
as a false positive of the modiﬁed TLW test, as it does not pass the
threshold of a more stringent correction for multiple testing (e.g.
Bonferroni). Alternatively, it could be also thought of as a false negative
of the phastBias approach, as its model is based on genome-wide data
that might miss weaker signals. Ideally, such discordant ﬁndings could
be resolvedwith additional independentmethods. Othermethods of in-
vestigating gBGC have been proposed, such as using the derived allele
frequency spectrum of W → S substitutions in a population-based
study. In one particular study [44], polymorphism data were collected
by sequencing 40 kb ﬂanking 49HARs of interest (alongwith 13 control
regions), but the authors acknowledged they could not resolve the
356 V. Gotea, L. Elnitski / Genomics 103 (2014) 349–356above controversy for at least two reasons: i) forces generating the bias
toward W→ S substitutions are not constant over time, so regions de-
tected through human–chimp–macaque comparisons might not be de-
tected in current population studies; and ii) potential signals detected in
this manner might not come from the hotspot around the HAR of inter-
est, since multiple W→ S hotspots could exist in a 40 kb region.
The robustness of the modiﬁed TLW test is underscored by the sig-
niﬁcant agreement with previous methods in identifying the inﬂuence
of gBGC on the mutational proﬁles of HARs. Notably, the overlaps with
the results of Kostka et al. [28] and Capra et al. [32] are independently
more signiﬁcant (see Results section) than the overlap between the re-
sults of these twomethods (out of 32 and 13 HARs, respectively, six are
common between them, P=7.6 × 10−3, one-sided Fisher's exact test).
This argues for the utility of the modiﬁed TLW test on a genome wide
scale. For example, it can be used to prioritize regions of interest based
on the strength of the W→ S mutational hotspots found to overlap
phastBias gBGC tracts, or even reﬁne the boundaries of such regions. If
we only consider the conservative set of 5131 phastBias tracts that over-
lap a signiﬁcantW→ S hotspot in at least one of the ﬁve situations con-
sidered, nearly 80% of them (4078) overlap a hotspot that extends
beyond their boundaries, and thus they do not capture the entire set
of W→ S mutations that are the hallmark of gBGC.
Overall, the modiﬁed TLW test indicates that the inﬂuence of gBGC
might not strongly inﬂuence asmanyHAR and phastBias gBGC tracts as
reported previously. The discrepancy between the modiﬁed TLW test
andpreviousmethodsvariesbasedonthestrengthofcorrectionimposed
formultipletesting.Forexample,ifweapplytheBonferronicorrectionin-
steadofusinga falsediscoveryrate thresholdof5% inanalyzingtheHARs,
we only ﬁnd six HARs that overlap signiﬁcantW→ S hotspots: HAR_1,
HAR_2,HAR_42,HAR_80,HAR_88,andHAR_105.Thus,ourﬁndings indi-
cate that most HARs and a non-negligible fraction of phastBias gBGC
tractsarenotstrongly inﬂuencedbygBGC,whichwarrants further inves-
tigation of adaptive forces contributing to the ﬁxation of mutations in
these regions and reﬁning ofmethods for detecting the effect of gBGC.
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