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FACTORIAL SERIESの性質とその 2，3の応用
新美吉彦 皆福正彦
Properties of Factorial Series and its Applications 
Yoshihiko NIIMI， Masahiko KAIFUKU 
In this paper， we are devoted to develop the properties of Factorial series and its various 
applications， such as the problem of the error of approximated series expansions， the numerical 
solution of the transient phenomena in electrical communication networks， and the procedure 
in finding of the solution of linear defferential equations， etc・.Factorial series are the rapidly 
convergent series in ordinary analytic function， and therefore， itis very convenient in numerical 
work since a convergent process， in contrast to the representation by an asymptotic series， 
possesses unlimited accuracy. The study dealed in this paper will be practically become very 
important in the control engineering and the system engineering in the future. 
1.前言
この論文は， Factorial seriesの 2，3の応用につい
て述べたものである.我々が工学上，物理学上でよく相
遇する問題は，大抵の場合微分方程式によって記述され
ることが多い.しかるに，その微分方程式の解はふつう
の解析関数では現わされず，漸近級数でしか求められな
い場合が，大変多いのである.ところで，漸近級数:
(1. 1) A(x)~L: Arx-r ， (x→∞) 
は，一般には，x=∞でのみ hofomorphicであるから
zが有限の値では右辺は正確な表現とはなっていない.
その上，実際K，我々が工学上，物理学上の問題で知り
たいのは，A(x)の，xがある範囲内 (a，b)での変化
の様子である.このような場合K，解として求まった漸
近級数を何にか他の収束級数に変換する問題が生ずる.
そのうちのーっとして Factorialseriesを取り上げて
見たのである.それらの級数の，可算性(summability)
の問題がある.しかし， ζの summabilityは厳密注定
義がζのような一般的な場合にあるわけではない.
級数を作るときに形式的な方法ぞ用いると，一般にそ
の結果得られた級数 f(x)は発散する.問題は，乙の発
散級数をある範囲内で，函数 f(x)の値を必要とする確
度で近似する収束数級で置き換えることである.
このような問題に決定的な一歩をふみだしたのは， J. 
Horn による:(1912年， 1915年， 1916年の収束 Facto-
rial級数K関する彼の論文). Hornは，A(∞)の固
有値はすべて互に異なっていると仮定した.さらに重複
固有値の場合については， Trjitzinsky (1935)及び
Turrittin (1955) の論文がある.第1の論文は1個の
方程式を取扱っており，第2の論文は方程式系を取扱っ
ている.乙の論文では，最初に， Factorial seriesのし
2の性質を述べ，しかし，必ずしも完全な証明を与えて
いない，次にその応用について，すなわち，線型微分方
程式の解法への応用，テイラー級数展開における近似式
の誤差の問題，電気回路の過渡解の数値解の求め方，及
び分布定数線路の合成問題との関係について簡単に述べ
ることにする.
2. Factorial seriesの性質，
はじめに， Factorial seriesの定義を述べる:
(2.1)定義:L:一一一 arr~O x(x十1)…(x十r)，
のことを Factorialseriesと呼んでいる.乙のような
級数は微分方程式，又は，積分方程式等を差分近似する
場合，即ちそのような場合には， 積 x(x十1)(x+2)・
(x十ののようなものの逆数がしばしば現われる， によ
く用いられる.
Factorial seriesの他の発生源はラプラス変換論と
の関係である:今，F(x)を次の形式のラプラス積分に
よって表現可能な関数であるとしょう.
(σ2. 2) F(xか J : ef-t Zγ刊刊f六刈(t)οωの〉
ζ乙で積分は実軸Kと沿つて行なわれている.今， もし，
f(t)が tのベキ級数で置き換えられたとする. それを
項別積分すると，F(x)は x-1 の級数になる. とζろ
が， もし，今，(2. 2)の積分を，はじめに，s=e-tな
る変数変換をしておくと，
(2. 3) Fω= S:sx吋 (s)九
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ここで，
φ(か f(log↓)，
もし， φ(s)を 1ニ Oすなわち s=lで級数展開すると;
(2. 4) ゆ(s〕±Eocy(15)r，
この (2圃 4)を (2.3) !こ代入して，項別積分を行な
うと結果として， Factorial seriesが得られる
(2. 5) F(x)=三ア!のア~ x(x十l)(x十2)ぃ (x十ァ)， 
ここで，上述の変換が可能であるためには我々は次の
3つの仮定を陰lとしている
(め F(x)はラプラス積分によって表わすことができ
る.
(d) や(s)は 11-slく1において holomorphicであ
る.
(c) (2.5)は (2.4)を (2.3)に，代入して後，項
別積分することが許される.
以下では，我々は F(ェ)は解析関数と仮定する.そ
してそれはある半平面内で漸近級数展開をもっと仮定す
る.例えば， もし，その半平面が Rex三h なる形lと書
かれかつ，F(+∞)=0ならば，それはいつも回転及び
定数を引くことによって可能である，条件(a)はつねに
満足される:即わち，次の定理がなりたつ:仁Norlund
(1926) !ζよるユ
定理1. もし，
(2. 5) 
μ(x) 
F(x)ニ-J+ーヲγ ，
ならば，ここで， μ(りは holomorphicであり，かっ
Rex二三k!乙対して有界である，F(x)はζの半平面内
で，いつも次の形に書くことができる.
(2. 6) F件[e-xt •f(帆 (証明略)，
定理 2. (Factorial series に関する基本定理).今
F(x)は次の条件を満足しているとしょう
(2. 7) F(か~十41L，
x X" 
ここで f1-(x)は Rex三k>Oで， holomorphicかっ有
界であるとする;
(げ2.8) 次の式iに乙よつて定義される関数 f(οt)ド: 
(σ2. 9め) F(か [e-x円t.f(ωtの〉
は，非負の軸を含んだ半無限平面 strip内で holo-
morphicである.
(2.10) lim e-k t f (t) =0， 
t→+∞ 
この strip内で.
そうすると， ある正の定数 ω。孟1があって，
ω>ω。，かっ Rex二三h
なる ω，xK対して， ~百数 F(x) は次の形式の絶対か
っ，一僚に収束する展開級数をもっ.
F(z〉=22ay
戸'0x /ωC(x/ω〕十1]・・C(x/ω〕十γJ' 
条件(2. 7) (2. 9) (2. 10)はこの展開が序在する為
の必要条件である.
定理 3.収束する Factorialsereis !ζ畏開可能な函
数は，右半平面内で zが無限大lこ近づくとき x-1の巾級
数で漸近的lこ表わすことができる.
証明:明らかに，
(2. 11) 
∞ (-r)' 
一一一二三ユ一つ士アー ， forlxl>r， 
Z十 r s=o X~' ム
乙の収束級数は， 1/ (x十ア)のi斬近的表現である.更に
般に， Factorial seriesの η 項のすべての部分和は
漸近級数をもっ. もし， Ixl~三R なるある領域内で有界
であるよな漸近表示を，残余の項lこ対してほしい場合に
は，ここでRは刊に独立である，乙の領域は負の実軸を
含んでいなければならない. もし， F(ゅの Factorial
級数が収束するならば，そのときには，
(2. 12) 、??? ，??? ? ?
? ??
?
? ?、 、?
?
????
= aγ 
十以 一一一一一ー ム
r=n十1X(X十1)・(x十r)
m h 
二戸一三_r_十Emn(ゅー刑 2
r=O X.，-
+En(x)x-n-2， 
ここで，E附 ，(x)は，m とnが固定されているときに
は，すべての Ixl2>R，largxlS;n'-Ii， Ii二三OK対して有
界である.他方において， もし λがFactorialseries 
の収束する軸であるならば，与えられた刊に対して，す
べての半平面内 Rex壬λ十E において有界である.
m 及び刊は任意l乙大きくえらぶことができるから，
(2.12)は定理を証明したことになる. (証明終)
次l乙，漸近級数と factoricalseriesとの問の相互変
換公式を求めよう.先づ，
(2. 13) x-p= i∞e-'x ._t_とLdJo ~ r(ρ〉て
なる公式が成立することに注意しょう. この式で t=
logl/ sなる変換をすると，
，官、。-1
(2. 14) φ(s)二一二一(log--=--) r(p) ¥--0 s / 
ぢて， この式を l-sのベキ級数 lと展開するのである
が，それを次のようにする.先づ， G(logs)を logsの
解析函数であるとしょう.すなわち，
;{'包 n-l
(2. 15) 云刊(logs)= s-n2.: _( -l)Vr v nG(nーν)(logs)，
u.， ν~U 
n二三1，
ここで， r . /はある定数で，すべての函数 G(z)!ζ対し
て同じである.今，それを求めるために，G(z)ニ e-CZ
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としょう.そうすると， G(logs)=s-cで，かっ
-1n 言百G(logs)ニ(-l)nc(c十1)ー (c十日←l)s-c-n，
G(k)(logS)二 (-l)kCkS-c， 
従って， (2.15)は，この函数lこ対しては次のように
なる:
????
?
???
??? ェ ?? ???
??
????、 、 ，?ー??????
左辺の積を実際lと行なって，右辺と比較すると
(2. 16) r: = 1， 
n n-l 
r = :z; 
ν 
日1，a'2'・，lYV' ν>0. 
α1." ，αν=1 
α1く・・くαν
77 
" となる.上式を別の言い方をすると， r を求めるため
ν 
には，先づ， 1， 2，・ n-1なる四一1個の整数から 1
度に v個とりそのすべての組合せ(繰返すことなしに)
を作ってそれから，夫々の組合せの数を掛け合せ，そし
てそれらの積を加えることによって得られる B もし，
Sv(x1， X2，' '，Xn-1) を n-1{悶のν次変数の初等代数的な
n 
対称関数とすれば， r =S>(1， 2，"， n一わである.こ
ν 
れらの数はふつう Factorial係数又は Stirlingの数と
呼ばれている.
表-1 rvnの{直.
子~I 。 1 2 3 4 5 6 7 8 9 
1 1 
2 1 1 
3 1 3 2 
4 1 6 11 6 
5 1 10 35 50 24 
6 1 15 85 225 274 120 
7 1 21 175 735 1534 1764 720 
8 1 28 322 1960 5944 11662 13068 5040 
9 1 36 546 4536 18264 51534 99084 109584 40320 
10 1 45 870 9450 47748 177030 489180 934812 1026576 362880 
さて， (2.14)の計算に(2 . 15)を用いると，p>l 
のとき，次式が導かれる
(0， ァくp-1のとき，， γ 
(2. 17)φげ)(1) ニ~(-1)" r
I r-p+ヘァミρ-1のとき，
従って，公式 (2.4)，(2.5)から
?????? 、 、
? ?
?
??
? ?????? ?
?? ?」?
，
??
??????????
? ? ?
?
?
? ?
?
?
?
?
? 。?
???
?
??
?、?
?
(2. 19) F(x)~三モト
p=l ，-
を factorialseries K変えるには， (2.18)を(2.19)
lこ代入して得られる 2重級数を整とんすればよい.
(2.20) 
γ r r 
1 ∞ C2r 十c，r 十・・十cr+エr
F(x)=三十Z γ-1 r-2 0 
Z νニ 1 x(x十1)・(x十ァ)
定理 4.もし，F 1 (x)とF2(ゆが Rex>klこ対し，
収束する factorialseriesをもてば，
Cc，十F，(x)JCC2十F2(X)J-C，C， (C"C2は定数)
も，同じ半平面内で収束する Factorialseriesをもっ，
CNりrlund(1926)による].
3. Factorial seri闘の応用;その 1.級数の数値解え
の応用，
我々が工学上，物理上よく用いる特殊函数はすべてテ
イラー級数展開可能な函数である. 例えば logX 又は
cos X は， 解析函数であり， 一方それは線型微分方程
式:
(3. 1) d'yJdx2+y=0， 
なる微分方程式の解でもある，一般に，線型方程式:
(3. 2) α，(x). yC町十・・十寸ao(x)=O
で，その係数日n(X)，.・，ao(めが特異点を持つとしても
高々孤立特異点しか持たないならば，その解 y(めはそ
の特異点の近傍において漸近級数で表現可能である. ( 
乙れは微分方程式の解は係数がholomoriphicな点では
一意で、かっ holomoriphicであるという基本定理からの
当然の結果である). 
従って，その解を Factorialseriesで表現すること
も又可能である.何故なら，テイラー展開においてzの
代りに x=1Jtとおけば tについては漸近級数になるか
らである.
具体例 1.対数函数 log(l十X)
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(3. 8) log(l十x)三塁(_l)n-l・す=xす+す・，
で表わされる. これは Ixl豆1，x+ー1の場合には収束
級数となっている.ζの級数の Factorialseries によ
る表現式は，
f t十1¥ _ 1 
(3. 9) log l ~) =-t-
γγγ 
∞ -r /2十r /3十・・十(-l)'+1r/(ァ十1)
て「グ-1 r-2 0 
;:;1 t( t十1)・ (t十ァ)
となる. 3項近似は，
I t+ 1 ¥ _ 1 1 (3.9a) log(~)= ー
¥ t / t 2 
f 3 1 ¥ 
~一一一一一十 1ー 十 1 t(t+ 1) . ¥ 2 . 3) t(t十1)(t十2)， 
となる。
そこで，xニ 0.5とすると，
(3. 8) はる:log(1.5)=0.5-+XO.25=0.375， 
(x=0.5) 
1 1 (3.9a) による:log(1.5) =0.5一 一一一一=0.4167，
2 2x3 
(tニ 2)
真の値は loge1.5=0.4055...である.明らかに Factorial
series による方が単なる級数展開による方よりより真
値に近い.さらに，x=1.5の場合
1 I 3 ¥ 2 
(3. 8) による:log(2.5)= 1.5--~(~) ニ0.335 ，
2 ¥ 2 / 
(3.9a) による 10g(25)±(15〉-1.， 、) 、
2/2¥/2 ，¥ ト~ 1-:ー 十1¥ ニ1.5 ¥ 3 1¥ 3 . -/ 
つまり，真値， log(2.5)=0.9163には両方の備がほど遠
いが，しかし， Factorial seriesにする方がずっと近似
がよい.すなわち， Factorial series による方法は級数
の収束範囲外でも或る程度近似式として使用lこたえ得る
ということが出来ると思う.
第2図 log(x十1)の近似値の比較 .巾級数による;~ : Factorialseries による;
~(即日) 第 1近似 第 2近似川 iZ71logx十1110gx十1
。園5 0.40546 0.5 0.5 0.375 0.41666 
1.0 0.69314 1.0 1.0 0.5 0.75 
1.5 0.91629 1.5 1.5 0.375 1.0499 
2.0 1.09860 2.0 2.0 。 1.3333 
2.5 1.25270 2.5 2.5 0.625 1.6071 
3.0 1.3862 3.0 3.0 1.5 1.8750 
3.5 1.5040 3.5 3.5 2.625 2.1388 
4.0 1.6094 4.0 4.0 4園 2.4 
4.5 1.7047 4.5 4.5 5.625 2園6590
5.0 1.7917 5.0 5.0 7.5 2.9166 
以上の外lζ，Factorial seriesの真の有用性を発揮す
る場合として，特異点の近傍における函数の値を計算す
る問題があるが，これは少し長すぎるので，今回の報告
では省略させていただいた.
4. factorial seriesの応用;その 2.Rank 1の微分
方程式の解法，
4. 1.順備.
ふつう孤立特異点をもった微分方程式系は，マトリッ
クス形式で次のように表現される.
dY (4. 1) zhι ーτー =B(z)'Y， 
az 
ここでhは正の整数，Yは刊xnのマトリックス，B(z) 
は Z二 Oで holomorphic な matrixであるとする.
今もし，h>lのとき z二 l/zなる変換変換を行なう
と， (4. 1)式は
dY (4. 2) x-q "/ =A(x)Y， 
ax 
第 3近似 第 4近似 第 5近似
川 iZT1 logx十iI o餌gRzh砲十E，1 logx+11戸lo『gz』+〆1 
0.45833 0.40972 0.39583 0.40763 0.44583 0.40675 
0.83333 0.72222 0.58333 0.71180 0.78333 0.70652 
1.125 0.99374 0.56250 0.97073 1.0125 0.95824 
1.33333 1.2444 0.33333 1.2063 1.1333 1.1849 
1.4583 1.4831 0.10416 1.4284 1.1458 1.3969 
1.5 1.7142 0.75 1.6419 1.05 1.5996 
1.4583 1.9403 1.6041 1.8497 0.84583 1.7962 
1.3333 2.1629 2.6666 2.0535 。固53333 1.9883 
1.125 2.3829 3.9375 2園2544 0.1125 2.1772 
0.8333 2.6010 5.4166 24530 0.41666 2.3637 
となる. ここで，q=h-2， A(x)=-B(l/z).整数
q+lのことを特異点の rankという，すなはち rank1 
の特異点とは (4.1)で h=2の特異点のことである.
これは非常に特別な場合で特異点を原点にもつ方程式で、
あるが factorialseriesの応用としての具体例として
取り上げてみた.すなわち方程式としては，
(4. 2) Y'=A(x)Y， 
を問題にしょう. ここで，
(4. 3) A(x)=L:Arxぺ
グニO
とする • t.こだし， ここでは matrixA。のすべての固
有値川が異なる場合だけを考えることにする.
この方程式は x=Oを通る任意の開半平面内で次の
形の基本 matrix解をもっ:
^ (4. 4) Y(x)=Y(x)xDeA， 
乙ζで，
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(4. 5) A=diag(入u 入2，・， 入n)，
Dは対角行列であり，かつ
(4. 6) 
である. ∞^^  Y(x)~~ Yrx-r， x→∞ ア=0
^ ノヘ乙ζで示そうとすることは， matrix Y(x)-Y。が
収束 Factorialseries Kよって表現され得るというこ
とである.
そこで， 2つの簡単な変換から始める:
先づ，回転.
(4. 7) xキ=xe…i"
を，適当な角度 aで行なって， sector S を正の実軸に
よって2等分される sectorK変換することができる.
乙乙で、は， sector Sはすでにζの位置にあるものと仮
定する.
次K，形式的tJ;主対角化の手続を有限の項だけに限っ
て行なうとすれば すなわち，変換級数
を，
∞ 
~Prx-r 
r=O 
盟
主ユPrx-r，
r=O 
で置き換えると，乙 ζでN は任意とする，その変換:
盟
Y=( ~Prx-つz
グ=0
によって， もとの (4.2)の方程式は， 係数のはじめ
のN項の係数 matrixが対角化された形に変換される.
^ ^ 変換後の Y(めに対応する matrixを Yキ(x) と仮定
^ ^ し，Y*(x)-Yげも又，収束 Factorialseriesをもっ
と仮定しょう.
従って，一般性を失うこととEしに，
(4. 8) Ao， A1，..ANは対角行列である
と仮定することができる. rank 1の方程式の場合には
N=2とするとよい.
又，
(4. 9) Ao=A=diag(入υ・， λn) 
としてよいから，問題は.
^ ^ (4.10) U(x)=Y(x)-Yo， 
なる函数が定理2の3つの条件を満たすことを示せばよ
い. (証明省略)
そこで，条件 (2.8).(2.9)が成立する ζとを示
すために，次のようにもとの微分方程式に対応する積分
方程式を導かう.先づ， (4.10)の matrixU(x)のみ
たす微分方程式を導く:
(4.11) A(x)=Ao+A1x-1+A(x)， 
とおいて，微分方程式に代入すると，
^ (U (x) + Yo)eAoX+AUOgx， 
となる，さらlζ
シYrxい時Al1叩(f〈
が微分方程式の形式的な解である乙とに注意すると，
U(x)に対する微分方程式は，
(4.12) U'=(AoU -U Ao)+(A1U -U A1)x-1 
- ^ -+A(x)Yo+A(x)U 
となる.定理2の (2.8)，(2.9)はU(x)の逆ラプ
ラス変換に関係している.すなわち u(t)の存在:
(仏4町 U(ω心か)=S~ e-寸，xu匂仰(οωtの糾)d州のt
を定理1の条件 (ω1υ)は意味する.更に A(x)は z→+∞
のとき O(x-2) であり，かつ J X=∞で holomorphic
であるから:
(4附与(かre叶(のdt，
と書くことができる.ここでa(t)は指数函数型で，t=O 
ではOである:
(4.15) 昌(0)=0，
従って， (4.12)の微分方程式にラプラス変換をほど
こすことができる.結果として，
(4.15) -tu(t)=Aou(t)-u(t)A。
+ S:(A附 )-u(-r)Aェ)d-r+
十吋占K仰(οdt
を得る. この積分方程式の構造を明らかにするために
が伺の要素を，Vj(t)， j=1， 2，・，n2 によって記すこ
とにする.ζの順序は u(t)のn個の主対角が最初に来
るようにする.そうすると積分は次の形をもっ:
flt n2 
(4.16) (μj-t)Vj(t)=¥ ~gÌk (t- -r )vk( -r )d -r 
J ok=l 
十hj(t)， j=l，・，n 2 • 
μjは A。の固有値 h の差 h一λμ，μ，v=l，・，nで
ある.従って，
[=0， j=l，・，n， 
(4.17) μj=tキO，j=n+1，・，n 2 • 
(4.16)の最初のn個の方程式は特異点を t=OK持
っている.matrix A1u(t)-u(t)A1の主対角要素は恒
等的l乙Oであることを考えると，
(4.18) gjk=tgjkキ(t)， j=l， 2，・，n， 
k=l，…， n2， 
なることがわかる.
4.2.積分方程式の解
今，Bを，-r=0の無限 sectorI arg-r I三O<tt/2の
周囲に固定された円環での unionからなる←平面の
閉領域であるとしょう.虚軸は我々の微分方程式の分離
直線の中には含まれていないという仮定に注意すると，
ReC(λν一入院)xJ;ν宇μは純虚数xK対してOとはなら
ないことと，非零の差， Av λμ は実ではないことと等
イじである. ζれら h 入院は積分方程式 (4.16)のμjの
非負の値である.従って，もし 0及び -r=0の周りの円
の半径が充分に小さいならば，領域 Bは点 μj，j>nか
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ら正のE巨艇にあることになる.
すべての函数 hj，gjk， hj*， gJk* は指数函数型であ
るから，又，Bの無限部分は右半平面内にあるから，正
の数 ρが存在して，函数
(4.19) nj(t)二 e-pt・hj(t)， ?Jjk(t)二 e-Ptgjk(t)，
n j*(t)ニ e-pt.hj*(t)， ?Jjk*(t)二 e-Ptgjk*(t)， 
はB内で有界℃ある.このことは，積分方程式に新しい
変換ー
(4.20) 'iJj(t)二 e-P1Vj(t)
を導入することが出来ることを意味する.そして ζれに
より積分方程式(4 . 16)は，次のようになる:
(4圃21) (μj-t)'iJj(t)= I ~?Jjk(t-r) 'iJk(ナdナ
.J Ok=l 
+/ij(t)， 
次lζ，次の再生公式によって函数列 VJ'-(1). 1'=0，・ 9
を定義する.
(4.22) (μj-l)'iJjl叫 1)(t)
flf n2 
二 1- ~?Jjk (t -r) 'iJk(r)(r)dナ十 nj(t) ，
J ok~l 
と o次函数.
(4固21) 'iJP)(t)=0 
によって，そこで，その差，
(4.22) iJjlr+1)士宮Ij(r+1)-'iJjlη
の再生公式を作る:
(4_ 23) (μyーのiJjlr十1)(1)
=itbJK(t のめ(r)(ナ)dr，
J Ok~l 
と，次の関係式
(4.24) iJjl1)(t)!(μj-t)， 
によってー
今，K を，量， 1花jl，Inj*l， Ifjkl， l?Jjk*l，のB内
での共通の上界としょうー もとの積分公式 (4.16)と関
係式 nj (t)ニtnグ(1)を考慮すると， (4.24)の式は次
のことを意味する:
liJ/')(t) 1三二Ko，j=l ， ・・~ n2， 
ここで， oはBから集合 {μj}， jニ河十1，・りが迄の距
離をこえないある正の数である.又， ωjl1)(1)は B 内
で ho1omorphicである.そこで3 帰納法によって，一
般に iJ(γ)(t)はB内で holomophicであり，かつ，
!K¥'_mν1Itl'-1 (4.25) l îiJ/ν)(I) I:::;:(~) ・ ， tは B
¥ o / (ァー 1)1
内で，である ζとを示そう.ここで簡単のために，
n2三三円t，
とし?こ.
今，v三r!ζ対してはとのことは証明されたと仮定する.
そうすると， (4.23)の右辺はB内で holomorphicで
あり，かっ，tニ OでOとなる.従って， 叩/r+1)(t)は
すべての jrc対して，そこでは holomorphicである.
(4.25)を (4.23)!乙代入すると，j::;:nのとき
I K ¥r mr-1 flll ItliiJj<"+l)(t) 1:;:(二三一) :~: n ，1 ¥ 0 / (r-l)!J 。
CltI-lrl)1ナ1r-1d 1 r1， 
ここで， 関係式 (4.18)を用い， 積分路を有限にとっ
た.簡単な計算の結果
Kr+1 m''Itl" l îiJ j(山)(t)I:::;:~ 固一つ「-J三三n ， tinB， 
となる昭 この式の右辺は，vニ7十Iのとき， (4.25)の
右辺より小さい.j>nのときは 3 全く同様にして，
lμ11|lr)(MlL)71C 
¥ 0 / (r-1)! 
[1 mKIナIr-1dlrl，
を得る p 結局3 積分方程式(4 . 21)は一意な解をもち，
かっ，次の不等式を満足することがわかる
|川 I:::;:~ ekml t 引lν/0δ
次lにこ函数 U幻j(tの)!に乙もどして， (4. 19)を用いると B
内では，次の不等式が満足されることがわかる:
(4.26) IVj(t)1王子的[(子m+t)・1tl J ' 
すなわち， 定理 2. の条件をすべて証明したことにな
る.これを定理の形にまとめると，
定理 5. 今，次の形式の微分方程式が与えられたとし
ょっ.
Y'=A(x)'Y 
ここで，A(めは無限遠点、で holomorphicであるとす
る A(∞)の固有値 λj，J二 1，河・，n はすべて具な
ると仮定する 今， 出は次の式を満たす任意の角とす
る
出土 arg(入ν 入μ)， V，μ=1，・・，刀 vキη，
そうすると，複素定数 P1'・ Pn及び正の数 ω。二三1，K 
が存在して9ω二三ωo!こ対して，微分方程式は半面内:
(4圃27) Re(xe-;勺>K，
で，解 Y(x) = {y j k(X)}をもちかっその形は:
Yjk(x)=ext(入kX十Pk1ogx)X 
×{山十
ご め，jk i 
t二。(xe-iαlω)C(xe-iα/ω〕十1Jー・C(xe-id-!ω)+rJj' 
である この級数は， (4.27)の半平商内で収束する.
^ 又 lna廿ixYo={Yo，jk}は非特異である.
5. Rank 1の結果の一般の場合への拡張，
4.で得られた結論はさらに Rankの高い場合，すえf
わち微分方程式が次の式で表わされる場合にも拡張でき
る
(6.1) x-q.dY!dx=A(x)Y 
ここで，
(6.2) q>O 
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とする固しかしここでは，tこんに次の結果を述べるだけ
にする. CTurrittin (1963)による〕園
定理 6. すべての線型ベクトル微分方程式系
(5. 3) x-q d y j dxニ A(x)y
こζで， rank q十lでp かっ，係数 matrixA(x)は
x=∞で holomorphicで次元日とする p は， rank 1 
で， η(q十1)次元の次の系lこ対応する
(5. 4) dujdt=M(t)u， 
ここで，係数 matrixM(t)は t=∞で holomorphic
で，かつ次の性質をもっーもし u(t)を(5.4)の解と
して uの最初の n成分によってつくられた次元日のベ
クトルとし，それを， μ(0 )と記しp 次の冗成分によっ
て形成された目次元のベクトノレ iJ:'μ(1)と記する，等々
として 9 それを μ(q)迄続けてゆく.そうすると，
??
?
???????????
?
? ー?
?
、 、
?
?
??? ??、 、
は (5.3)の解でありヲかつ (5.3)のすべての解は
(5. 5)の形式に表わされる圃
定理 7. 次の形の matrix微分方程式が与えられて
いるとする.
(5. 6) x-q yrニ A(x)Y， q迂0，
ここで，A(x)は，無限遠点で holomorphicである.
A。の固有値 λj，j=l，.， nはすべて異なると仮定す
る.今日を任意の角度として，
αキ-arg(入ν一入r.t)~ V， f1，ニ1，・・ 3日 vキμ，
としよう. そるすると正数 ω。二三1と 1てがあって 9
ω三ωo K対して， 与えられた微分方程式は， 次のすべ
ての単連絡領域内において:
Re(xH1e-iα)>K， 
matrix 形式の解 Y(X)={yjk(X)} をもっ， ここに
yjk(X)は:
川 (x)ニ ePkぺ会 5{ys，jk十三。
(x円 tmJM~Z27二九1]..C(x円四/ω)十アJ}J 
又，
れ(x) ニ~xq+l 十ak'l xQ 十・ー十 ak ， qx十日何十11ogx，
q十1
である ak1nv=L・，q十1， k=l，・ nは複素定数
ノヘ
である.又 matrixY。ニ {Yo，}k} は非特異であるー
CTurrittin (1955) l乙よる〕
6.電気回路の過渡解の数値解への応用，
6. L 今度は，実際のヱ学上の問題として 9 電気回路を
考えよう. 回路問題を考える場合，色々な立場がある
が9ζ こではポ{ト理論という見方から受動線型ポート
だけに話を限って考える ζとにする，さらに，現在迄の
回路網理論では，過渡現象と定常現象とを別々に考える
のがふつうになっている.しかし.今日のパルス回路の
発達及びそれの応用としてのp 通信方式，情報工学，制
御工学への適用等を問題にする場合には必然的に過渡解
と定常解を同時に問題にすることが必要である.その点
この論文の女1]き研究も意味があると思う.
日ポートでは，ふつう回路はインピーダンス行列又は
アドミッタンス行列で表わされる
(6. 1) Z.I=V，又は Y.V=I 
ここで，1及び Vは日X12 lnatr・ixである.Z又はY
は複素周波数 p=(jω十σ〕の函数である圃 ここで回路
網の問題として必要なことを定式化してみると次の3つ
になると思われる:
問題 1. インピーダンス行列Z又はアド三ッタンス行
列Yが与えられているとして，日何のポートのうち任意
のァ個に任意時間函数の電源，電圧源又は電流源をつな
ぎ，残りの目 r 1固のポートlζ適当な 1ポート (2端子
網インピーダンス)を接続したとする.そのとき日 ア
イ回のポートの電圧又は電流を時間の函数として求めるこ
と
問題 2. 刊ポートのうち任意のアボート lと適当な 1ポ
ート負荷を接続した場合.その負荷lこ流れる電流又は電
圧とと時間の函数として与えた場合，そのような状態にな
るために必要な残りの n-rポートに接続する電源を時
間の函数として与えること園
問題 3 今度はp 電源も負荷も時間函数として与えら
れている場合.そのようなレスポンスを与えるのに必要
なインピーダンス行列ヲ又はアドミッタンス行列を複素
周波数の函数として求めること.
このような問題は， 制御工学をはじめとする情報工
学，オートマトン等が発達するにつれて，ますますその
必要性を増してくるものと思われる.ここでは，このう
ち，問題1. lζ限って考えることにする.その他の問題
も重要度においては決して劣らないが，今回の報告では
割愛させていただく.
6. 2園前節問題1の解法，
一般lと(6.1)式においてZ，あるいはYが Pの函
数として与えられた場合の問題は， matrix Zの性質が
先づ問題になるーしかし，ここではそれを論じないζと
にする.そしてここでは1ポート問題すなわち， 2端
子インピーダンス Z(p)が企の函数として与えられてい
る場合，任意の電源，例えば電圧源 u(t)が時間の函数
として与えられた場合の電流の過渡解を求める問題を考
える:
この場合，電圧源は， (6. 1)式で V(p)と考えてよ
し、
(6. 2) Vω=tρtu(t)dt， 
又，フーリエ積分:
82 新美吉彦，皆福正彦
(6. 3) +fC+i∞ヱ笠Lニ tf-1，~or ~ >:~， 
n:i Jc-i∞ P lO， for t <0， 
なる性質がある.ここで積分は複素周波数平面ρを虚軸
lこ沿って，虚軸から距離 cのところを走るものとする.
従って，上述の2端子に t=Oにおいて，単位段函数
電圧が印加きれた場合には，それを
(6. 4) u (t)二 J7fHt∞1翌ι
La口 Jc-i∞ P 
と表わすことができる.故l乙インピーダンス Z(p)の1
ポートにこの単位ステップ電圧が印加されたときにその
回路に流れる過渡電流は，
(6. 5) h(t) =~íC+i∞三笠L ，
L，n:i J c-i∞ pz(p) ， 
と書かれる.
今もし，z(討が互いに相異なる零点れのみしかもた
ないときにはB この積分は計算することが出来て，次の
ように書かれる:
(6.6)h(t)=-L+211L 
z(O) νFνz'(戸ν)， 
ここで，“"は微係数を意味し，かつ和は方程式 z(ρ)
ニOのすべての根にわたって取るものとする.
任意の時間函数の電圧 u(t)が印加された場合の電流
i(t)は，この h(t)を用いて次のように書くことができ
る.
(6. 7) i(t)二 n(O)h(t)+it h(t-T)' du.(土LdT，
Jo UT 
よって， (6.5)， (6.6)， (6.7)から，回路のイ
ンピーダンス z(p)，電圧の時間的変化 u(t)が与えられ
れば，電流の時間的変化が求まることになる.
具体例 1 単位ステップ函数電圧印加の場合.この場
合には， (6. 6)からただちに
1 .，bvt 
(6. 8) i(t)=h(t)二一土ー +L.;一三二一一
z(O) νPνz'(pν) ， 
と書かれる.例えば，z(p)が，簡単に
(6. 9) z(p)=(P-Pl)…(P-Pn)， 
と表わされている場合lこは，
(6.10) z'(p)=z(p)・L.;. _1 
νP-Pν 
=L.;zν(p)， 
ν 
ζ乙で，
、-./
Eν(p)=(P-Pl)"(P-p，)・(P-Pn)，
"--/" 
である. (ρ Pν)は P れだけ除く，の意味である
よって，
(6.11) z'(P.)ニ zv(pν)
であるから，
(6.8a) i(t)士一王ー十戸一三竺と一
z(O) νPν5ν(戸ν)， 
このような時間の函数を式だけからその変化を予想する
ことは勿論不可能である.しかし又計算によって求める
としても，一般にはあまり正確な結果は得られないであ
ろう.そこで，考えられることは，収束の非常に速い級
数で近似し，その 2，3項で大体の様子を知ろうとする
ことである それをここでは Factorialseriesの応用
によって行なう.先づ
(6園12) ePvtニz宅こtn，
n=o '''~ 
を用いると.
(6. 8b) i (← 1十三!L.;-，iZよ二}工
z(O) ';-;0 ¥ν5ν(pν) J 
?
」
?????
?
? ??
?
?
、 ?
?
?? ??
?
?
，? ?
??
?
?
? ? ?
?
?
?
??
?
? ?
。???
??
???っ 。??
?
?? ?
?
?
?
? ?
??
??????
?
?
? ????
???，?
? 、
? ?
?
?
?
?
?
?????
?????
(6.13) Cr二 121EZ二)_1，， (x三 1!t，) 
lνEν(pν) J r! 
とした.このようにして (6.8c)の2，3項迄で求めた
結果は近似値としてはもとの指数関数よりも悪くなる場
合もあり得るが，一般に理論的には当然，正確な値l乙非
常に近いものとなる.特l乙1が→∞ l乙近づいたときに
は， (6. 8b)の近似に比較して， 充分よい近似を与える
ことがわかった.
7.結言
分布定数回路合成問題との関係については，次回以後
l乙述べさせていただくことにして，今回は省略させてい
ただいた 以上で，本論文を終らさせていただくが，こ
の論文は Factorialseries及び一般に，収束の早い
級数で，発散級数展開，漸近級数展開を変換する問題，
並びに，それによって工学上，物理学上によく相遇する
徴分方程式の解の機相を位相的，数値的にはあくする問
題，の研究の第1報として役立つものである.今後もこ
の方面の研究を更に深く，広く進めてゆきたいと思って
いる. 終りに， 本学後藤釘二学長， 並びに副学長安井
勲氏電子工学科竹松英夫教授に，この研究完成にあたっ
て，色々な意味で御援助御協力を与えられたことに対し
深謝する次第である.
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