When a scene contaminated with noise has to be recognized by using an optical correlator, the output plane may be strongly affected by noise, yielding mistaken results. Different strategies have been developed to overcome this problem. In this paper we present a method that applies the thresholding of the wavelet coefficients to perform recognition tasks with scenes contaminated with additive noise. The method is implemented by using a Vander Lugt correlator architecture operating with liquid crystal displays. A unique filter is designed to accomplish the recognition and the denoising processes in a simultaneous way. The function to be recognized is decomposed into sub-bands based on the Gabor decomposition, in the frequency plane. The hard thresholding operation is performed and the threshold is generated with accurate support functions in the filter plane. The criterion for the threshold selection is chosen to optimize the signal-to-noise ratio in the output plane. As examples, numerical simulations and experimental results for the correlation plane are shown. We also compare some quality parameters with classical filters.
Introduction
Pattern recognition is one of the major tasks in image processing. As is well known, in optical pattern recognition the basic problem to solve is to decide if a certain target is present in an input scene. In order to solve this problem, correlation methods have been widely used. They are based on the fact that the correlation between the scene and the target has a high value peak if the target is included in the scene, and a much lower value if it is not contained in the scene. Among various techniques, correlation-based methods allow optical implementations that exploit the parallelism inherent to optical systems, increasing the speed of the correlation process. Two architectures have mainly been used to achieve these tasks, namely the Vander Lugt correlator [1] and the joint transform correlator (JTC) [2] . On the one hand, the JTC is a robust architecture regarding optical alignment. On the other hand, the Vander Lugt architecture can perform a correlation in a onestep process, while the JTC requires an intermediate register of the joint power spectrum. The Vander Lugt architecture is a genuine online correlator.
In both cases, if the input scene is affected by noise the distortion can perturb the detection tasks yielding mistaken results. Many efforts have been made to enhance the robustness of the correlators in order to achieve accurate results in spite of the existence of contaminating noise. These efforts were made either in the filter design or in methods that combine the optical correlation with an additional processing of the signal. Examples of the first case are the classical matched filter (CMF) and the optimal phase only filter (OPOF) [3] . The CMF maximizes the signal-to-noise ratio (SNR) when the noise is signal-independent, stationary and additive. A filter containing the phase of the CMF and unitary amplitude was presented by Horner and Gianino [4] as the phase only filter (POF), and was widely studied due to its high efficiency, and discrimination capability, among other advantages. Although the POF has these useful features, it is highly sensitive to the noise contained in the input scene, so a modified version that enhances its SNR was introduced by Kumar and Bahri as the OPOF. Other approaches to solve the recognition of noisy scenes involve the so-called trade-off filters. These filters are based on a compromise or trade-off among some quality criteria. For example, filters that allow a balance between the SNR and the peak-to-correlation energy (PCE) were proposed [5] . A tradeoff parameter, usually denoted as µ, allows for controlling the degree of compromise between both criteria.
Techniques that include additional processing of the signal may consist either in a pre-processing [6] [7] [8] or a postprocessing [9, 10] .
In order to denoise a corrupted image, wavelet transform has demonstrated to be a very useful tool. The basic idea consists in obtaining the image wavelet coefficients and then applying an adequate threshold that allows us to reject the undesired contribution of noise and to preserve an important amount of information about the image. In a recent paper, the wavelet coefficients thresholding method has been employed to maximize the SNR of the correlation signal when the scene is used as the input of a JTC [11] .
In this paper we present a method that accomplishes two tasks in a single step. It employs a Vander Lugt correlator with a filter that not only performs the desired recognition, but also a denoising process. In the proposed method the denoising and the correlation are performed optically in only one step. A great advantage of this method is real online processing. However, some additional noise depending on the experimental conditions could be introduced, as we will discuss in section 4.
The proposed method consists in the design of a complex filter with binary amplitude and phase given by the same phase as the POF. This complex filter can be implemented in a conventional Vander Lugt correlator without any additional preprocessing system. In order to perform the preprocessing equivalent operation, the binary amplitude is obtained by means of the hard threshold method applied to a Gabor wavelet decomposition. The threshold value is selected to improve the SNR in the output plane of the correlator. Additionally, other performance parameters of the correlation output have been calculated. We have evaluated the peak intensity (PI), peak-tocorrelation energy (PCE), discrimination capability (DC), and peak area at half maximum (PAHM) achieved by the designed filter.
We provide an introduction to the Gabor wavelet filter in section 2.1. Section 2.2 is devoted to the filter design, and the performance parameters employed to test the filter are introduced in section 2.3. We show the numerical simulation for the designed and some classical filters in section 3. In section 4 we show some experimental results, and in section 5 we summarize our conclusions.
Theory
In order to implement the Vander Lugt correlator, a filter function has to be designed. Let us denote as s the transmission of the input scene and as h the impulse response of the filter. Then the correlation operation can be denoted as follows:
( One of them is the already mentioned POF that consists in substituting the amplitude of the complex CMF with a constant of value 1. The effect of this operation is to increase the diffraction efficiency, the discrimination ratio, and the peakto-correlation energy among others. When noisy scenes must be considered in a recognition process, the POF may yield mistaken results. Alternative designs combine characteristics of both filters. For example, the OPOF is described by a complex function with binary amplitude and the same phase of the POF. This binary amplitude is obtained in a procedure that maximizes the SNR in the output plane. In this paper we propose a filter based on the POF, and a binary amplitude. In this case, the amplitude is designed by a method based on the thresholding of the Gabor wavelet coefficients.
Gabor wavelet filter
Given that we have developed a filter based on the Gabor wavelet, in the present section some basic theoretical elements are introduced.
In some optical processing applications it is useful to handle local spatial-frequency information of an input scene. In such cases, the wavelet transform provides an accurate tool. Wavelet transform can be understood as a signal decomposition onto a set of basis functions, which can be obtained from the shifted and scaled versions of a single mother wavelet function. The wavelet Gabor basis is particularly suitable for texture analysis problems due to its good spatial-frequency localization. This basis can be obtained by eliminating degrees of freedom in the family of 2D Gabor elementary functions [12] .
Moreover, the Gabor wavelet filter is widely used to extract texture features due to its pass-band nature. The Gabor wavelet filtering consist in decomposing the image into local frequency and orientation sub-bands, and then reconstructing it taking into account only the bands where the desired texture information is contained.
In this work we present a method based on the Gabor filtering.
As we will exploit its pass-band capability the elementary functions are properly approximated by its binarized version. In the frequency domain, they can be described by:
where Q m,n is the Fourier transform of an individual Gabor elementary function q m,n (x, y), G is a normalized constant for which the energy of Q bin m,n is equal to one, and ω m and θ n are the radial and angular frequency polar coordinates of the centre of the m − n Fourier transformed Gabor elementary function. Q m,n can be expressed in polar coordinates with respect to the ω (frequency) and θ (orientation) parameters, as
A is a normalization constant, and M, N denote the number of Gabor wavelet sub-bands corresponding to the scale and orientation parameters in the frequency domain. The centre frequencies ω m are spaced one octave apart, and the centre angles θ n are equally spaced. The parameters σ m and σ n correspond to the bandwidth along the radial and angular directions.
The inverse Fourier transform of Q bin m,n is denoted as q bin m,n . Note that the binarized form of the Gabor basis can be considered as an ideal band-pass filter. Thus, the frequency response can be represented by the spectrum mask in the frequency domain as shown in figure 1 . In this figure we show a 12 angular and 5 radial bands decomposition. As will be shown in section 3, this decomposition corresponds to the one used to process the chosen input scene.
It can be shown that the discrete version of the Gabor basis is orthogonal in the following sense:
From figure 1 it is clear to see that there is no intersection between any two sub-bands. Although the binarized Gabor basis is not a wavelet basis since it does not satisfy the compact support property, it is an orthogonal and complete set of functions.
Filter design
In order to design a filter with high robustness to the noise present in the input scene, we will combine the wavelet thresholding method and the POF. It should be pointed out that as this filter is a phase filter with binary amplitude, it can be implemented in a device that represents only the phase [13, 14] as a liquid crystal TV (LCTV) operating in the phase mostly mode. The wavelet thresholding method is a widely used technique for denoising contaminated images [15] . This method is based on the idea that the absolute value of the wavelet coefficient provides a measure of the information quantity of the scene contained in the associated scale and orientation of the wavelet. When this coefficient has a high value, the amount of genuine information of the signal is higher than the noise; in contrast, when the wavelet coefficient has a low value, the noise could be more important than the signal information in that particular scale and orientation subband. In this sense, by keeping the higher coefficients of the wavelet decomposition and discarding the others, it is possible to remove a significant quantity of the noise contained in a contaminated scene. The wavelet thresholding method can be carried out with several wavelets. In this work, we accomplished this method with the Gabor wavelets family due to its mentioned good spatial-frequency localization.
We have designed a filter that has the phase of the POF and a binary amplitude by means of hard thresholding the Gabor wavelet coefficients of the target scene. In order to obtain this binary amplitude, the Fourier plane is decomposed into sub-bands corresponding to the binarized Gabor elementary functions as depicted in figure 1. If we denote s(x, y) as the input signal, the coefficients corresponding to each subband are calculated as the square modulus of the inner product between s(x, y) and each sub-band elementary function q m,n (x, y) as follows:
Then, we applied the hard thresholding operation to the coefficients. If T is the selected threshold value, a set of coefficients A m,n defined as
is obtained.
Finally, the filter amplitude can be expressed as
For our calculations we will limit ourselves to consider additive noise. Let us suppose that a sample realization n(x, y) from a zero mean stationary random process with power spectral density P( f x , f y ) is added to the input signal s(x, y). Let us further denote the resulting contaminated input scene as s (x,y) as in the following expression:
If the input scene of a Vander Lugt correlator is to be denoted as s , according to equation (1), the correlation function in the output plane can be expressed as
The two terms in the last member of equation (9) have the information of the signal and the noise separately. Thus, adding some algebra, the SNR at the output of the process can be defined as [16] 
where S is the Fourier transform s. It can be noted that in equation (10) the numerator and denominator represent the contribution to the output signal due to the input signal and the noise, respectively.
Better detection processes are expected with filters yielding higher SNR values, so the maximization of this equation is usually employed as a criterion for filter design. From equations (7) and (10) it can be noted that the SNR depends on the {A m,n } set. In this way, provided that the threshold choice determines the {A m,n } set, it also determines the SNR in the output plane.
It must be noted that, in the case of additive white noise, the {A m,n } set that maximizes the SNR is independent of the noise variance. Additionally, if another kind of noise were to be considered, equation (10) would no longer be valid, and the corresponding SNR must be recalculated.
Other performance parameters of the filter also depend on the threshold choice, as will be discussed in the next section. In the next subsection, a brief description of the performance parameters used in this work to evaluate the proposed filter is made.
Performance parameters
As has been mentioned, the proposed filter consists in a combination of a POF and a binary amplitude filter based on the threshold of the wavelet coefficients. On the one hand, it could be expected that the designed filter would retain certain POF advantages such as the PCE, PAHM and DC. On the other hand, as the design is based on a denoising method it is also expected that the filter could achieve higher robustness to noise than the POF. In this subsection we present the definitions of the performance parameters that we will use to evaluate the designed filters.
The peak-to-correlation energy is defined [17] as the ratio between the correlation peak energy and the whole output plane energy, that is:
The purpose of this indicator is to evaluate the sharpness of the correlation signal. Sharper correlation peaks yield higher values of the PCE. Regarding sharpness, another performance indicator is the peak area at half maximum. We define this parameter as the area of the correlation signal at the half maximum value. The following equation describes it:
From equation (12) we can see that a wide correlation peak yields a high value of the PAHM, while a sharp correlation signal produces a low PAHM.
Sometimes the input scene, although not equal, can be similar to the target, yielding a false alarm in an automatic detection. Each filter detects a target image with more or less tolerance. In order to explore this performance quality, we use the discrimination capability. If s describes the object to be recognized, and s f the object to be discriminated against, the discrimination capability can be defined as [18] 
Numerical results
In this section we show numerical simulations results of the correlation plane, obtained for a grey level noisy scene when the proposed filter is used in the Fourier plane of the Vander Lugt correlator. In order to compare the performance of the proposed filter with other commonly used filters, numerical results for the CMF, POF and OPOF are also presented. We show results obtained by using a filter based on a Gabor wavelet decomposition in 5 radial and 12 angular subbands. The input scene, with values form 0 to 1, is shown in figure 2(a) . To evaluate the discrimination capability of the filter, an alternative input scene, as depicted in figure 2(b) , was employed. A sample realization of Gaussian zero mean white noise with variance 9 was added to the input in order to test the noise robustness. An image of the input scene contaminated with noise is shown in figure 2(c) . Figure 2(d) shows the binary amplitude of the wavelet-based filter.
As was previously mentioned, the choice of the {A m,n } set, or the associated threshold value, determines the SNR in the output plane when the resulting filter is used. In order to obtain the filter that optimizes this parameter, the SNR values for all possible thresholds were numerically calculated. Figure 3 shows the SNR versus the threshold value.
The threshold value that maximizes the SNR in figure 3 is employed to select the {A m,n } set and then, by using equation (7), the binary amplitude of the wavelet-based filter is obtained. In figure 3 , the threshold value that maximizes the SNR is distinguished with a dotted line. Figures 4(a)-(d) shows the normalized correlation signals by using the CMF, POF, OPOF and the proposed filter respectively.
For each filter we have calculated the autocorrelation (ac), i.e. the correlation with the correct scene, and the cross-correlation (cc), i.e. the correlation with the false scene. It should be pointed out that, for each filter, the ac and the cc are depicted in the same scale.
The results in figure 4 and table 1 show the performance of the considered filters. It can be noted that the POF gives invalid results as long as the correlation plane is highly contaminated by noise. Therefore the corresponding parameter values were not included in the table. The CMF has the highest SNR but it is not good for discriminating between similar scenes. It also presents a wide correlation peak that yields a very low resolution in the position of the target in the output plane. Both the CMF and the OPOF show high robustness to white noise, but the other parameters are not adequate for most applications. For instance, the PAHM may be too high (which indicates a wide correlation peak) and the DC may be too low. In this sense, it must be pointed out that the OPOF has a negative DC value, due to the fact that the cross-correlation peak is higher than the auto-correlation one. The proposed filter has Table 1 . Performance parameters for the CMF, OPOF, wavelet-based filter (WBF). The testing parameters are peak height, peak-to-correlation energy, discrimination capability, peak area at half maximum, and signal-to-noise ratio. a much better DC value, and also a narrower correlation peak. Although the SNR of the wavelet based filter is lower than the SNR obtained either with the CMF or with the OPOF, it has an acceptable value, as shown in figure 4(d).
Experimental results
In this section we show some experimental results where the convenience of using the wavelet-based filter to recognize noisy scenes is evident. When a scene containing a high level of additive noise is optically processed, some considerations must be taken. Depending on the experimental conditions, the optical or/and electronic devices can introduce additional Figure 5 . Convergent correlator used to perform optical recognition.
noise: speckle noise, noise due to phase inhomogeneities of the SLMs, etc. In general, this noise will be non-additive and it could be very difficult to model. When a noise-free scene is processed, although the results will be affected by this additional noise, a good SNR could still be obtained in the correlation plane. However, for scenes that are highly contaminated, experimental results can drastically change with respect to those numerically simulated. This is the case for the test scene used to obtain the numerical results shown in the previous section. When that scene is optically processed the additional noise due to the experimental conditions would invalidate the results obtained by numerical simulations for any filter. It is not the scope of this paper to model each source of noise introduced in our experiment. However, we can test how the proposed filter works, for example in comparison with the POF, although we do not know the exact expression that describes the additional experimental noise. To do this we have progressively decreased the noise of the scene displayed in the first SLM with respect to that used in the simulations. We have experimentally found that there is a level of noise where the POF gives invalid results; meanwhile, the proposed filter recognizes the scene. This fact suggests that even in the case where a combination of additive and non-additive noise is present in the process, the proposed filter will exhibit a good performance. However, some additional efforts must be made to model the total noise, and further studies must be carried out in order to find the wavelet-based filter that optimizes the SNR for that complex noise.
Experimental results for the proposed filter were obtained by using a convergent correlator. The set-up is shown in figure 5 . Light from an Ar laser (λ = 457 nm) impinges on the first spatial light modulator (SLM 1 ) where the scene is displayed. A combination of linear polarizers (P 1 , P 2 ) and wave retarders (WQP 1 , WQP 2 ) allow us to obtain an amplitude mostly modulation [19, 20] . A first lens L 1 is used to obtain the Fourier transform of the scene. A second spatial light modulator (SLM 2 ) is placed in this plane. A different combination of linear polarizers (P 3 , P 4 ) and wave retarders (WQP 3 , WQP 4 ) is selected in order to represent the filters by using the phase mostly mode [19, 20] . Finally, a second lens L 2 images the scene over a CCD.
Both SLMs are liquid crystal panels extracted from a video projector and they are driven by a PC. The liquid crystal panels have a VGA resolution of 640 × 480 pixels.
In order to display the filter in a phase only medium we have used the support region method [13, 14] . The regions of the filter with null amplitude were displaced in one direction; meanwhile, the zone with amplitude 1 was displaced in a perpendicular direction. Linear phases in two directions oriented 45
• and −45
• with respect to the horizontal direction were added to each of these filter zones. The output corresponding to the correlation maximum was displaced 131 pixels in the horizontal direction and 131 pixels in the vertical direction. These phases were selected to obtain well separated zones in the output plane corresponding to those regions with no information and to the correlation signal.
In figure 6 (a) we show an image of a portion of the output plane where a correlation signal can be easily identified. In figure 6 (b) a 3D plot of this zone is shown. We show also experimental results obtained by using the POF. We have selected the POF because simulated results suggest that a high level of noise in the input scene will produce a complete loss of the correlation signal for this filter. In figure 6 (c) we show the image of the correlation plane and in (d) we show the 3D plot when a POF is used to recognize the scene. The result is very conclusive: even in the case of a very noisy scene where the POF is not adequate to perform the recognition, the proposed filter produces an efficient correlation signal.
All these results show that the proposed filter presents a high robustness to noise, a good discrimination capability, including the case of highly noise contaminated scenes, and a sharp correlation peak.
Future investigations will be performed in order to study the optimization of the filter when other kinds of noise are considered.
Conclusions
In this work we presented filters based on the hard thresholding of the wavelet coefficients. The filters are designed by starting from a POF with a binary amplitude mask. As an example we designed a mask based on the hard thresholding of the wavelet coefficients of a Gabor decomposition with 12 angular and 5 radial bands. Among all the filters obtained for different threshold values, we selected one that yields the maximum SNR when Gaussian zero mean white additive noise is present in the scene. Numerical results are shown From the results it is clearly visible that the correlation signal obtained for the wavelet-based filter is sharpener that the one obtained for the CMF and the OPOF, allowing a better resolution. Another advantage of the proposed filter is that the robustness to noise is evidently higher than for the POF. Moreover, when two similar scenes immersed in a noisy background have to be discriminated against, the Gabor wavelet filter has demonstrated a good response, while the other studied filters have a poor performance. All these features indicate that the designed filter constitutes a good choice when inputs with additive noise have to be processed. Experimental results suggest that even in the case where the noise could be non-additive the proposed filter has a very good performance.
