We present an explicit closed form solution of the problem of minimizing the root of a quadratic functional subject to a system of affine constraints. The result generalizes Z. Landsman, Minimization of the root of a quadratic functional under an affine equality constraint, J. Comput. Appl. Math. 2007, to appear, see http://www.sciencedirect.com/science/journal/03770427 , articles in press, where the optimization problem was solved under only one linear constraint. This is of interest for solving significant problems pertaining to financial economics as well as some classes of feasibility and optimization problems which frequently occur in tomography and other fields. The results are illustrated in the problem of optimal portfolio selection and the particular case when the expected return of finance portfolio is certain is discussed.
Introduction
In this paper we generalize the result of [10] , where the problem of minimization of square root functional
subject to one linear constraint
was considered, to the case of a number of linear constraints. Here μ, b are n × 1 vectors and A = (a ij )
where 0 is a vector-column of m zeros, has the solution, and find its exact closed form. The problem of minimization of the function f : R n → R subject to a system of linear equality constraints has many applications, among which are those related to risk management in financial economics. First, notice that function f (x) is convex as a sum of the linear functional and a convex function (see details in [10] ). Further we observe that in the special case when matrix B is of 2 × n dimension and equals
and vector c T = (1, R) the solution of (1), (3) coincides with the solution of the problem of minimization of function
under constraints
where 1 is the vector-column of n ones. This coincides with the Markowitz optimal portfolio solution under a certain expected portfolio return, when the short selling is permitted and is well documented (see, [1614, Section 6; 2, Section 8.
2.1; 1, Section 4.4]).
Here vector x is interpreted as a weight of the portfolio of risk returns P = x T X, where X = (X 1 , . . . , X n ) T is a vector of random variables-returns with expectations EX = (EX 1 , . . . , EX n ) T = μ and covariation matrix
and function (5) is simply
where V ar(P ) is variance of P . Then function (1) has a special meaning in the actuarial sciences: it is the standard deviation premium because it can be rewritten as follows:
[6, Section Premium principles]. We provide a closed form solution of the (1), (3) and show that for the special case of constraints (6) and (7) the solution coincides with the Markowitz mean-variance solution. Let us notice that the solution of the problem of the minimization function (1) with constraints (3) provides the optimal portfolio management under all positive homogeneous and translation invariant risk measures for the class of multivariate elliptical distributions of risks (see [15, Section 6.1; [7] [8] [9] ). These measures are of significant interest in financial economics. The important examples off such measures are short fall (or value-at-risk) and expected short fall (or tail conditional expectation) among others [12] . The details of these applications are actually beyond the scope of this paper, and are considered separately [11] .
In the last section we illustrate the results in the problem of optimal portfolio selection and consider the numerical example. In conclusion, we briefly recall pointed in [10] another interpretation and application of the presented result which are related to relative projections onto closed convex sets. We denote, as usual, x, y = x T y the Euclidean inner product in R n . Let
and for ∈ R n h
be the Fenchel conjugate of h. Then function
is called the generalized distance in R n . For any ∈ R n and for any closed convex nonempty set C in R n , there exists a unique minimizer of the function W h ( , ·) over C (see [5, Section 4.2] ). This vector is denoted by P h C ( ) and is called the projection of on C relative to the function h (or the proximal projection of relative to h). Then the purpose of the present paper is, in fact, equivalent to that of determining the minimum of W h (−μ, ·) over the closed set
Since μ which we are considering is an arbitrary vector in R n , solving the problem which we pose above is equivalent to exactly solving the problem of computing P h C ( ) for any . Notice that the function h is a norm in R n when A is positive definite, which is the case here. This is important because it may help solve numerically feasibility and optimization problems such as those discussed in the book [3] . In fact, once computation of P h C ( ) is numerically doable in an efficient way, many feasibility and optimization algorithms become practically implementable.
Main result
Choosing the first n − m variables we have the natural partition of vector
T and the corresponding partition of vectors 
and the linear transformation of Z has maximal rank.
Denote by
Theorem 1. If
the problem of the minimization of function (1) subject to (3) has the finite solution
22 c. Then from the system of constraints (3) and from (12) it follows that
T and then straightforwardly
Then the goal function
is a function of n−m variables x 1 =(x 1 , . . . , x n−m ) T and the problem reduces to the problem of finding the unconditional minimum min
As a corollary of the well-known solution of the quadratic programming problem
and
as matrix BA −1 B T > 0 and c = 0 (see, for example, [13, Chapter 14.1] ). This means that function 
T be partitions of the vector-solution of the problem x * and vector x 0 represented by (18), respectively. Then the vector x * 1 is the unique solution of the vector-equations
where 0 1 is vector-column of (n − m) zeros, which can be rewritten in the form 
and y * is the unique solution of the vector-equations
As =0 
where Q 
where
Substituting (25) into the first equation of (23), we get straightforwardly,
taking into account (22), (17) and the right-hand side of (19). Squaring both parts of the equation and using the partitions of matrices Q and Q −1 we get
Using the partition of vector 
Substituting (29) into (28) and taking into account that from (27) it follows that sign(y * 1 ) = sign(Q −1 1 ), we find that there exists the sole solution
subject to (15) . Substituting (30) into (25) we obtain, taking into account (26), (21) and (24),
The theorem follows, taking into account that from (20) and (18)
Illustrations

Only one linear constraint
In the case that the problem has only one constraint (2) The partition of matrix A is of the form
where A 11 is matrix of dimension (n − 1) × (n − 1), and matrix
Then from Theorem 1 it follows that
In the case of constraint (6), b= 1, b 1 = D 12 = 1 1 , where 1 1 is the vector-column of n − 1 ones, c = 1 and
Then from 31 it follows that
which conforms well with Theorem 1 [10] .
Optimal portfolio under certain expected return
Suppose now that together with constraint (6) we have also constraint (7). This means that the expected portfolio return is certain and equal to R. Then m = 2, matrix B has the form given in (4) , and the partition of B is of the form
By straightforward calculations one obtains
Then = D 12 μ 2 − μ 1 = 0 1 and consequently
i.e., the solutions of the problem of minimization of a square root functional (1) and a quadratic functional (5) coincide under constraints (6), (7) and presented solution is the Markowitz mean-variance optimal portfolio solution under certain expected portfolio return. Suppose now that the expected sum of last n − k portfolio returns is certain. That reduces to the following system of constraints:
Then
and for k n − 2,
Straightforward calculation shows that
Consider partition of vector μ1,
where 2 × k and 2 × (n − 2 − k) matrices D 21 and D 22 are of the form, respectively,
and D1 2 = D T
21
, D2 2 = D T
22
. Since k 1, this solution does not now coincide with that of minimization of quadratic functional.
Numerical example
We illustrate the results in the problem of optimal portfolio selection. We consider a portfolio of 10 stocks from NASDAQ/Computers (ADOBE Sys. Inc., Compuware Corp., NVIDIA Corp., Starles Inc., Verisign Inc., Sandisk Corp., T with n = 10 stock weekly returns. We restricted ourselves to only 10 stocks because the report of the results with larger number of stocks requires prohibitive space. The vector of means and covariance matrix weekly return are given in Tables 1 and 2 . The random return on the portfolio is P = n j =1 x j X j , where n j =1 x j = 1. The loss, being the negative of this, is given by
Consider the problem of minimization of the standard deviation premium of L
where vector μ is vector of expected returns and A is 10 × 10 covariance matrix of returns presented in Tables 1 and  2 , respectively, under system of constraints (32) , where 5 − 10 are taken from Theorem 1(formula (34)) provides the explicit solution for the s(x)-optimal (minimal) portfolio reported in Table 3 . For comparison, the first row of the Table presents the solution when the expected return of the full portfolio is certain. The last column of the second part of Table 3 provides the meanings of the goal function for both solutions. One can see that the goal of the solution provided by (34) is naturally lower.
In addition in Table 4 we give the solution of the problem of minimization of functional s(x) under matrices of constraints
