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Introduction
L’analyse des signaux biome´dicaux reveˆt de nos jours une importance accrue dans l’e´labo-
ration des strate´gies the´rapeutiques me´dicales. Avec le de´veloppement de l’informatique et du
calcul nume´rique, il devient inte´ressant d’inte´grer une de´marche d’aide au diagnostic dans un
processus de calcul automatique. Le choix des crite`res et des mode`les mathe´matiques issus des
signaux pour la caracte´risation de telle ou telle pathologie devient alors crucial. D’autant plus
que les signaux e´tudie´s et tout particulie`rement ceux ge´ne´re´s par le de´placement d’un champ
e´lectrique dans le tissu vivant (ECG, EMG, Potentiel Evoque´ etc..) posse`dent plusieurs types de
variabilite´s qui peuvent eˆtre porteuses d’informations ou au contraire eˆtre nuisibles a` l’extrac-
tion d’information me´dicale pertinente. Les crite`res les plus utilise´s par la communaute´ me´dicale
sont la mesure d’intervalles de temps (dure´e d’un e´ve´nement ou se´paration de deux e´ve´nements)
pour caracte´riser une variation temporelle. Concernant la variabilite´ d’amplitude, la grandeur
la plus usite´e est la mesure d’amplitude d’un point caracte´ristique du signal (pic maximum ou
minimum etc..). Ces mesures ont l’avantage d’eˆtre faciles a` interpre´ter physiologiquement et a`
mettre en oeuvre et susceptibles donc d’eˆtre facilement accepte´es par la communaute´ me´dicale.
Par contre, du fait de la nature ponctuelle de la mesure, elles ne prennent pas en compte toute
l’information pre´sente dans le signal et peuvent pre´senter une erreur d’estimation de la grandeur
mesure´e importante. D’autres mesures, meˆme si elles tiennent compte de toute l’information du
signal, pre´sentent une grande sensibilite´ a` certaines variabilite´s comme la mesure de corre´lation.
Depuis la dernie`re de´cade, ont e´te´ propose´s de nouveaux outils de mesure de la variabilite´
des signaux par la communaute´ statistique. Ces me´thodes mode´lisent les variabilite´s pre´sentes
comme issues de processus fonctionnels continus observe´s ponctuellement. Cette Analyse Fonc-
tionnelle de Donne´es (AFD) comme de´crite dans la litte´rature [6] extrait une information fonc-
tionnelle a` partir de l’observation de tout le signal. Une application principale de l’AFD est le
recalage de signaux. Cette ope´ration consiste a` se´parer, sous certaines hypothe`ses, la variabilite´
d’amplitude de la variabilite´ temporelle en effectuant un re´alignement de signaux. Ce re´aligne-
ment est souvent de nature non line´aire et s’effectue apre`s estimation de fonctions temporelles
(warping). Une analyse de la variabilite´ d’amplitude peut eˆtre effectue´e par la suite sur les
signaux re´aligne´s. Diverses techniques ont e´te´ propose´es pour effectuer l’ope´ration de recalage.
Une e´tude statistique de ces variabilite´s devient alors possible et est susceptible d’apporter des
informations supple´mentaires utiles a` la caracte´risation du signal. Ces diverses variabilite´s ont
e´te´ aborde´es a` travers l’e´tude de la notion, plus ge´ne´rale, de variabilite´ de forme par notre e´quipe
depuis une vingtaine d’anne´es. Dans un contexte biome´dical, l’objectif est de rationaliser des
descriptions cliniques qui mentionnent des variations de forme sans les quantifier. A l’e´gal des
techniques de recalage de courbes, on utilise aussi une e´criture fonctionnelle pour formaliser la
notion d’e´cart de forme qui a e´te´ applique´ a` de nombreux domaines. En revanche, l’analyse se
fait sur l’inte´grale des signaux.
Re´cemment, un nouveau formalisme, la moyenne de forme, a e´te´ pre´sente´ au sein de l’e´quipe
pour enrichir l’arsenal des outils d’analyse de forme. Dans cette the`se, une version corrige´e de
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cette approche sera propose´e et discute´e. Cette approche comple`te les proprie´te´s manquantes
de l’approche pre´ce´dente, a` savoir la proprie´te´ d’eˆtre un centre de gravite´ au sens des variations
de forme et de posse´der une distance de forme. Elle permet ainsi de mesurer la dispersion ou
variance de la variabilite´ de forme au sens fonctionnel. Une extension de ce nouveau formalisme
sera aussi propose´e et discute´e.
Le premier objectif de la the`se, de´veloppe´ au chapitre 1, sera donc de re´pertorier et comparer
les principales techniques de recalage de signaux aux techniques ayant recours a` l’inte´grale et
ainsi de´finir les interconnexions et les diffe´rences dans l’optique de l’analyse de variabilite´ de
forme. Apre`s la mesure de cette variabilite´, il s’en suit tout naturellement le partitionnement
de cette variabilite´ dans un contexte biome´dical en : variabilite´ naturelle observable sur les
sujets sains et variabilite´ anormale lie´e a` une pathologie. Ce partitionnement s’appuie sur des
proprie´te´s que nous discuterons et illustrerons avec des exemples de simulation. Par la suite, les
me´thodes e´tudie´es pre´ce´demment seront applique´es a` deux proble´matiques biome´dicales d’ac-
tualite´ en chapitre 2 et 3 respectivement.
Au chapitre 2, nous nous inte´resserons a` l’analyse et la mode´lisation de l’activite´ neuronale
auditive chez le cochon d’Inde. A travers cette e´tude, nous essaierons de mieux comprendre
les me´canismes neuro-sensoriels implique´s dans l’instauration de l’acouphe`ne, un phe´nome`ne
de plus en plus re´current dans nos socie´te´s modernes. En employant les outils pre´sente´s, nous
essaierons, en suivant une de´marche prospective, d’apporter de nouvelles informations pour
mieux comprendre ce phe´nome`ne complexe. L’activite´ spontane´e du nerf auditif (sans stimula-
tion sonore) sera aborde´e a` travers la proposition d’un mode`le de ge´ne´ration. Ce mode`le nous
permettra de simuler des sce´narios d’alte´rations susceptibles de surgir durant l’acouphe`ne ge´-
ne´re´ artificiellement par injection d’un ototoxique, le salicylate. L’utilite´ de l’analyse de forme
dans ce contexte sera illustre´e a` travers plusieurs propositions. Dans ce chapitre, nous abor-
derons aussi l’activite´ e´voque´e a` travers une analyse de la variabilite´ temporelle de potentiels
e´voque´s (suite a` une stimulation sonore) recueillis sur plusieurs relais auditifs du cochon d’Inde.
Ces mesures s’effectueront sous l’influence du salicylate. Les diffe´rents re´sultats obtenus seront
discute´s et feront l’objet d’une tentative d’interpre´tation physiologique.
Dans le chapitre 3, nous illustrerons le potentiel applicatif des me´thodes propose´es au cha-
pitre 1 pour analyser des signaux ECG. Nous nous inte´resserons particulie`rement a` l’analyse de
forme de l’onde P, relative a` la de´polarisation des oreillettes, a` travers trois e´tudes : la de´tec-
tion de l’apne´e du sommeil, l’e´tude de la relation entre la forme de l’onde P et la fibrillation
auriculaire et enfin l’analyse de l’e´volution de forme durant l’effort. Nous montrerons tout par-
ticulie`rement, et pour la premie`re fois, l’existence d’une corre´lation forte entre de´formation de
l’onde P, mesurable par les approches propose´es, et occurrence d’e´pisodes d’apne´e.
Finalement, une conclusion ge´ne´rale sera pre´sente´e qui reprendra les points essentiels du
travail pre´sente´.
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Chapitre 1
Me´thodes d’analyse fonctionnelle de
la variabilite´ de forme des signaux
1.1 Introduction
Dans cette section, nous allons de´crire en de´tail les approches re´centes de´veloppe´es au sein
des communaute´s statistiques et du traitement du signal pour de´crire les variabilite´s pre´sentes
dans un ensemble de signaux peu bruite´s. Cette description passe par l’obtention d’une moyenne
d’ensemble au sens de ces variabilite´s et d’une mesure de variance susceptible de quantifier leur
dispersion. Comme nous l’avons cite´ en introduction ge´ne´rale, ces variabilite´s peuvent eˆtre d’am-
plitude, temporelle (phase) ou plus ge´ne´ralement de forme. Chaque approche pre´sente´e posse`de
son propre cadre the´orique avec deux points communs : une e´criture fonctionnelle et le recours
au re´alignement des signaux par des transformations temporelles. Ces me´thodes permettent
ainsi de se´parer les variabilite´s pour pouvoir acce´der a` l’une d’elles en particulier. Certaines
approches pre´sente´es travaillent dans un contexte limite´ par des hypothe`ses sur l’allure des si-
gnaux et d’autres, au contraire, travaillent dans un cadre plus large. Dans ce chapitre, nous nous
inte´resserons plus particulie`rement a` pre´senter des outils permettant l’acce`s a` la variabilite´ de
forme et a` sa mesure. Par la suite, toutes les approches e´tudie´es seront compare´es et les re´sul-
tats commente´s dans l’optique d’aider l’utilisateur dans son choix suivant l’application envisage´e.
En section 1.2, nous pre´senterons en de´tail les diverses approches qui sont : le recalage de
courbes et l’estimation de la moyenne structurelle en section 1.2.1, le moyennage fonctionnel
convexe en section 1.2.2, l’approche de moyennage de forme ISA en section 1.2.3 et notre contri-
bution originale majeure, la me´thode de moyennage de forme corrige´ CISA en section 1.2.4
ainsi qu’une tentative de ge´ne´ralisation avec le mode`le de forme noyau CSM en section 1.2.5.
En section 1.2.6, une e´tude comparative est mene´e sur des exemples de simulation et des signaux
re´els, pour faire apparaˆıtre les analogies et diffe´rences des approches.
Enfin en section 1.3, a` la lumie`re de l’analyse des re´sultats pre´ce´dents, nous pre´senterons une
formalisation de l’e´galite´ de forme dans un contexte de partitionnement des formes des signaux
et d’une description statistique de la variabilite´ de forme. Cet aspect sera illustre´ par une e´tude
en simulation.
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1.2 Me´thodes
Dans cette section, nous de´crivons les approches e´tudie´es. L’inte´reˆt de l’utilisation de chaque
approche sera souligne´ particulie`rement dans un contexte applicatif biome´dical.
1.2.1 Estimation de la moyenne structurelle (Structural Average Estimation)
Dans cette approche, le concept de structure du signal pre´domine sur le concept ge´ne´ral de
forme. En effet, Gasser et al. [7] expliquent que la forme d’un signal peut eˆtre globalement ca-
racte´rise´e par une succession de points structuraux (landmarks) comme des extrema, des points
d’inflexion etc.. La variation de forme peut eˆtre vue comme le re´sultat de fluctuations tempo-
relles naturelles autour d’une structure et respectant la chronologie des points structuraux. Les
signaux re´sultants conservent cette structure mais sont ”cadence´s” sur des axes temporels diffe´-
rents. Dans le cas des signaux biologiques re´pe´titifs (ex : e´lectrophysiologiques), ces diffe´rentes
e´chelles temporelles peuvent eˆtre justifie´es par la pre´sence d’un axe ”biologique”, diffe´rent de
l’axe ”physique” de re´fe´rence. Cet axe ”biologique” varie d’une re´alisation a` une autre du signal
et est directement lie´ a` la dynamique interne du processus de ge´ne´ration de celui-ci [8]. Nous
pouvons voir en figure 1.1, un exemple de signaux ge´ne´re´s par ces fluctuations temporelles au-
tour d’une structure commune.
A cette fluctuation temporelle (ou de phase) peut s’ajouter une fluctuation d’amplitude
(constante ou modulation). Pour mieux comprendre le processus de ge´ne´ration, il serait inte´-
ressant de pouvoir estimer la fluctuation temporelle pour l’e´tudier et aussi l’e´liminer pour avoir
acce`s a` la variation d’amplitude. Dans le cas de fluctuations temporelles line´aires (de´calage
ou latence), une premie`re approche simple fut propose´e par Woody [9] et consiste a` calculer
l’intercorre´lation ou l’intercovariance entre un signal de re´fe´rence et une re´alisation filtre´e du
processus. Les de´calages ou latences sont estime´s a` partir de ces fonctions et les re´alisations
”re´aligne´es” pour permettre le calcul d’une moyenne ame´liore´e. La me´thode fut par la suite
developpe´e en introduisant un estimateur de maximum de vraisemblance [10] et un parame`tre
d’amplitude a` estimer [11]. En biome´dical, ces me´thodes furent principalement applique´es au
re´alignement des signaux EEG. Nous pouvons aussi citer l’approche de Silverman [12] qui utilise
la fonctionnelle de´crite en (1.4)dans un contexte de de´calage simple.
Dans le cas de fluctuations temporelles non line´aires, l’ope´ration de recalage de courbe (Curve
Registration) a e´te´ propose´e par la communaute´ statistique [6] pour ”recaler” ou ”resynchroni-
ser” les signaux. Cette ope´ration consiste a` transformer les diffe´rentes e´chelles temporelles des
signaux en une e´chelle dite de re´fe´rence e´liminant ainsi les variations non line´aires. Cette trans-
formation s’effectue en estimant des fonctions temporelles croissantes qui une fois applique´es
aux signaux permettent d’obtenir des versions re´aligne´es ou ”recale´es” de ceux-ci [13]. Dans la
terminologie d’inge´nieur, le terme ”d’alignement temporel non line´aire” (time warping) est em-
ploye´ pour de´finir l’ope´ration [13]. A partir de ces signaux re´aligne´s, il est possible d’estimer une
nouvelle moyenne d’ensemble, de´finie comme la moyenne structurelle et qui contient la structure
commune cadence´e a` l’e´chelle de re´fe´rence.
Pour re´sumer, nous supposons l’existence de N signaux xi(t) de´finis sur l’intervalle temporel
t ∈ [0, T ] ⊂ R. Ces signaux sont ge´ne´re´s par le mode`le suivant :
xi(t) = aiµ{vi(t)}+ εi(t), t ∈ [0, T ], i = 1, ..., N (1.1)
ou` µ est la moyenne structurelle, les termes vi sont des fonctions monotones croissantes de´crivant
les fluctuations temporelles (vi(0) = 0, vi(T ) = T ), les ai sont des coefficients constants de´crivant
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la variabilite´ d’amplitude et enfin les termes εi sont des termes ale´atoires de bruit. Pour que
le mode`le soit identifiable et admette une e´criture unique il faut que les conditions suivantes
soit respecte´es [13], [14] :E[εi] = 0 pour tout t ∈ [0, T ],ai > 0, a = 1N
∑N
i=1 ai = 1 et h(t) =
1
N
∑N
i=1 hi(t) = t pour tout t ∈ [0, T ], hi = v−1i . Si nous voulons calculer la moyenne arithme´tique
des xi, nous obtenons
x(t) =
1
N
N∑
i=1
aiµ{vi(t)} (1.2)
D’apre`s cette dernie`re e´quation, il est clair que x et µ sont diffe´rents. L’utilisation de la moyenne
arithme´tique est inade´quate si nous voulons estimer µ. En effet, la moyenne arithme´tique est
influence´e par les fluctuations d’amplitude et temporelles. Comme nous pouvons le voir en figure
1.1, la moyenne arithme´tique est une version lisse´e de la moyenne structurelle. Dans le cas line´aire
(variations affine), il a e´te´ de´montre´ que la moyenne arithme´tique est le produit du filtrage de
la moyenne structurelle (fonction de forme) par deux filtres, mis en cascade, et correspondant a`
un filtre invariant par changement d’e´chelle suivi d’un filtre invariant par translation [15]. Pour
estimer µ, il faut donc estimer les fonctions inverses, non directement observables, hi (warping)
et les coefficients d’amplitude ai. Un estimateur de µ peut avoir l’expression suivante :
µ̂(t) =
1
N
N∑
i=1
xi{ĥi(t)} (1.3)
ou µ̂ est la moyenne structurelle estime´e, ĥ sont les ”warping” estime´s. Si les conditions
d’identifiabilite´ du mode`le sont ve´rifie´es alors µ̂ est un estimateur consistant de µ.
L’estimation de µ et hi et le recalage des signaux xi peuvent ge´ne´ralement se formuler comme un
proble`me variationnel : trouver un ensemble de transformations hi qui minimise, sous contrainte,
la fonctionnelle globale suivante [16] :
Lxi,µ(hi) = D(xi ◦ hi, µ) + λS(hi) (1.4)
ou` S est une mesure de re´gularite´ des hi, D quantifie la qualite´ de l’alignement des signaux
xi ◦ hi a` µ, et λ est un parame`tre de re´gularisation qui permet de trouver un compromis entre
des transformations temporelles suffisamment lisses et qui conduisent en meˆme temps a` un bon
alignement. Le terme D peut eˆtre une mesure d’ensemble de quelques points structuraux entre
xi et µ a` mettre en correspondance ou une mesure globale (corre´lation, moments) ou une dis-
tance entre les deux signaux. La contrainte de re´gularite´, exprime´e par S, a pour but de trouver
un ensemble de transformations hi qui ne de´forme pas trop les signaux xi (apparition de formes
aberrantes). D’apre`s ces de´finitions, nous pouvons donc distinguer les approches qui alignent
quelques points structuraux et d’autres qui recherchent un alignement global des signaux.
Le recalage des signaux a fait l’objet de nombreux travaux cette dernie`re de´cade. Plusieurs
approches d’estimation ont e´te´ propose´es et diffe`rent selon l’a priori concernant les fluctuations
temporelles. En effet, nous pouvons distinguer les me´thodes d’estimation des warpings et qui
ne disposent d’aucun a priori sur la nature des fluctuations temporelles et les me´thodes qui de´-
composent les hi sur une base particulie`re (ex : splines, mode`le de re´gression, polynoˆmes etc..).
Nous allons passer en revue brie`vement les diffe´rentes approches de recalage de signaux de´crites
dans la litte´rature.
L’approche Dynamic Time Warping (DTW) a e´te´ propose´e par Sakoe et Chiba [17] et ap-
plique´e pour recaler des signaux de parole. La me´thode consiste en la recherche d’un chemin
temporel optimal (warping) par programmation dynamique permettant le meilleur ajustement
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Fig. 1.1 – Illustration du mode`le de variabilite´ des signaux.
entre deux signaux. Wang et Gasser [13], [18] ont ame´liore´ l’approche en introduisant un nou-
veau crite`re d’ajustement et un algorithme permettant l’estimation de la moyenne structurelle.
Une autre manie`re de faire est de conside´rer le recalage de points structuraux, de´finie comme
l’approche Landmark Registration (LR), de´crite dans [19]. Cette approche est performante dans
le cas ou` les points structuraux sont clairement identifiables. Re´cemment, James a propose´ une
me´thode de recalage de signaux base´e sur l’ajustement des moments d’ordre supe´rieur des si-
gnaux conside´re´s comme des densite´s de probabilite´ de variables ale´atoires [20]. En effet, l’auteur
justifie l’utilisation des moments par leur capacite´ a` de´crire la variabilite´ de forme des signaux.
Cette dernie`re approche travaille dans un cadre plus large que le cadre conventionnel du recalage
de courbes et plus proche du cadre de moyennage de forme que nous proposons dans ce chapitre.
Nous illustrerons cette extension the´orique re´cente de la the´orie de recalage des signaux par la
pre´sentation d’une approche de meˆme type, le moyennage fonctionnel convexe [21], en section
1.2.2.
La premie`re parame´trisation des warpings fut de conside´rer un mode`le simple de de´calage
hi(t) = t− di. Dans ce cadre, nous pouvons citer l’approche de recalage par maximum de vrai-
semblance [22]. Par la suite, des mode`les plus complexes furent propose´s dans des approches
d’alignement global. Nous pouvons citer la parame´trisation des warpings en fonction de leur
courbure par Ramsay et al. [8] dans l’approche de recalage monotone continu ou Continuous
Monotone Registration (CMR) ; l’utilisation de mode`les de re´gression locaux dans l’approche de
recalage par re´gression locale ou Local Regression Registration (LRR) dans Kneip et al. [23] ;
la de´composition sur une base commune estime´e a` partir de tous les signaux dans l’approche
Self Modelling Registration (SMR) de Gervini et Gasser [14] et, re´cemment, la de´composition
sur des polynoˆmes fractionnels dans [24].
Concernant l’alignement des points structuraux (LR), Bigot a propose´ une approche d’iden-
tification automatise´e et indirecte des positions des points structuraux par de´composition des
signaux sur une base d’ondelettes continues [25].
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Dans le domaine biome´dical, ces diffe´rentes approches de re´alignement ont e´te´ utilise´es dans
diffe´rentes applications. L’approche DTW et sa version ame´liore´e ont e´te´ applique´es dans le
recalage des signaux biome´dicaux. Pour l’algorithme de base, nous pouvons citer les travaux de
Huang et al. [26] et Picton et al. [27] dans la classification des formes d’EEG et ceux de Gupta
et al. [28] dans le re´alignement des ERP (Event Related Potentials). Cuesta et al. [29] utilisent
le DTW de base pour classifier d’importantes bases de donne´es de signaux ECG issus de Holter
(enregistrements de longue dure´e). Concernant le DTW ame´liore´, nous pouvons citer les travaux
de Wang et al. [30] sur le recalage des ERP. L’approche CMR a e´te´ applique´e au recalage de
signaux issus de la marche [31]. Le recalage par alignement local et sa version automatise´e par
transformation en ondelettes continues ont e´te´ applique´s dans le re´alignement et la classification
de distributions de ganglioside pour la compre´hension du phe´nome`ne de vieillissement des tissus
ce´re´braux [32], [25]. Nous discuterons plus en de´tails cet aspect de partionnement de forme en
section 1.3.
Pour illustrer la varie´te´ des approches d’estimation de moyenne structurelle, nous allons
de´crire plus en de´tails deux approches particulie`res : DTW et SMR.
Dynamic Time Warping (DTW)
La programmation dynamique temporelle (DTW) a e´te´ mise au point par Sakoe et Chiba
[17] pour aligner une courbe par rapport a` une autre sans aucune parame´trisation des warping.
Elle fut applique´e en reconnaissance vocale pour aligner des signaux de parole pre´sentant des
dynamiques temporelles diffe´rentes.
Cette approche a e´te´ par la suite ame´liore´e par Wang et Gasser [13], [18] en introduisant une
nouvelle fonction de couˆt d’alignement. Cette fonction prend en compte l’alignement des de´ri-
ve´es premie`res des signaux. Cet ajout permet de mieux re´aligner les points structuraux comme
les extrema. Les auteurs proposent aussi un algorithme d’alignement global d’un ensemble de
signaux. Cet algorithme ite´ratif est base´ sur la me´thode de ”Procrustes” de´crite dans [6]. Cette
me´thode consiste a` forcer ite´rativement un ensemble de signaux a` s’ajuster, par un jeu de trans-
formations, a` un signal de re´fe´rence en utilisant un crite`re de minimisation. Une seconde e´tape
est la mise a` jour du signal de re´fe´rence et du jeu de transformations. L’ope´ration ite´rative
s’arreˆte lorsqu’il y a convergence du crite`re vers un minimum stable. Cette approche permet
l’estimation de la moyenne structurelle et des warpings de cet ensemble. En ge´ne´ral, l’algorithme
est initialise´ avec la moyenne arithme´tique de l’ensemble.
Ainsi, nous pouvons de´finir, pour aligner N signaux re´els xi(t) de´finis dans l’intervalle t ∈
[0, 1], le signal de re´fe´rence η
(k)
0 et sa de´rive´e premie`re η
(k)
1 a` l’ite´ration k comme suit avec i
allant de 1 a` N :
η
(k)
0 =
1
N
N∑
i=1
xi(ĥ
(k−1)
i (t))
η
(k)
1 =
1
N
N∑
i=1
x′ i(ĥ
(k−1)
i (t)) (1.5)
ou` les termes xi =
xi
||xi||∞
et x′ i =
x
′
i
||x
′
i
||∞
sont les signaux et leur de´rive´es premie`res respec-
tivement normalise´s en amplitude. Cette normalisation a pour but de re´duire l’influence de
l’amplitude sur l’ope´ration de minimisation. Pratiquement et dans un contexte bruite´, les si-
gnaux et leur de´rive´es premie`res sont estime´es par la me´thode de lissage par noyau (Kernel
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Smoothing) propose´e par Gasser et Mu¨ller [33]. Les fonctions ĥ
(k−1)
i sont les fonctions inverses
de de´formation temporelle ou warping estime´es a` l’ite´ration k−1 avec a` l’initialisation ĥ(0)i (t) = t
(pas d’alignement).
L’e´tape de minimisation a` l’ite´ration k > 1 consiste a` rechercher les fonctions ĥ
(k)
i de´finies
comme le minimum parmi tout les ensembles de fonctions strictement croissantes et continuˆ-
ment de´rivables ŵi de la fonctionnelle :
Lxi,η0,η1,α(ĥi) =
∫ 1
0
[
α2
(
xi(ĥ
(k)
i (t))−η(k)0
)2
+(1−α)2(x′ i(ĥ(k)i (t))−η(k)1 )2+2φ(ĥ′ (k)i (t))]dt (1.6)
ou` i = 1, .., N , et ou` α ∈ [0, 1] est un parame`tre qui repre´sente le compromis entre alignement
des courbes et alignement de leur de´rive´es. La fonction φ est la fonction de re´gularisation des
ĥ
(k)
i par leurs de´rive´es premie`res. Pratiquement, cette fonction est applique´e directement sur les
ĥ
(k)
i en imposant des contraintes de croissance monotone et de domaine de variation du type
|ĥ(k)i (t) − t| < θ. Les auteurs proposent de prendre φ(ĥ(k)i (t)) = 0.001 (
bh
(k)
i (t)−t)
2
1+(bh
(k)
i
(t)−t)2
. Ce terme a
aussi pour but de garantir la convexite´ de la fonctionnelle et donc l’existence d’un minimum
unique dans l’espace de variation [13]. En pratique, les auteurs proposent de re´soudre le proble`me
variationnel ci-dessus par programmation dynamique [34] en utilisant la valeur qui minimise la
fonctionnelle sur trois valeurs de α = 0.3, 0.5, 0.7. Lors de la convergence, les warpings estime´s
ont pour valeur ĥi = ĥ
(k)
i et la moyenne structurelle estime´e µ̂ a pour expression :
µ̂(t) =
1
N
N∑
i=1
xi(ĥi(t)) (1.7)
Nous pouvons voir en figure 1.2 une illustration de l’algorithme DTW modifie´ applique´ sur
les signaux simule´s expose´s en figure 1.1. Les signaux consistent en 40 re´alisations de 90 points
re´partis line´airement dans [0,T=0.9]. Ils ont la forme de potentiels d’action composites re´colte´s
sur la cochle´e. Les fluctuations temporelles sont simule´es par des transformations non line´aires
quadratiques de la forme vi(t) = t+ βit(T − t) avec βi qui sont des re´alisations d’un processus
ale´atoire gaussien Nβ(m = 0, σ = 0.6). Les parame`tres d’amplitude ai sont des re´alisations d’un
processus ale´atoire gaussien Na(1, 0.2). Le parame`tre de la contrainte de domaine est e´gal a`
θ = 1/3 et le nombre d’ite´rations de l’algorithme e´gale a` k = 3. Pour le lissage e´ventuel des
signaux et l’estimation des de´rive´es premie`res, nous utilisons la fonction lokernm.f te´le´char-
geable a` l’URL : www.unizh.ch/biostat pour calculer les estimateurs a` noyau.
Nous pouvons voir, d’apre`s les re´sultats obtenus, que l’approche, en pre´sence de fluctuations
temporelles importantes, retrouve la forme globale de la moyenne structurelle the´orique mais
sur un axe de re´fe´rence biaise´. Cette erreur d’alignement est due principalement a` l’initialisation
avec la moyenne arithme´tique. Nous discuterons plus en de´tails cet aspect dans l’e´tude compa-
rative.
Self Modelling Registration (SMR)
Re´cemment, Gervini et Gasser [14] ont pre´sente´ une nouvelle me´thode de recalage de signaux
que nous de´finirons comme le recalage des signaux par automode´lisation des warpings (Self
Modelling Registration). Afin de recaler N signaux xi, l’approche SMR propose de de´composer
les fonctions temporelles wi sur une base de composantes constitue´es de splines. Les auteurs
s’inspirent de la me´thode de recalage local de points structuraux (Landmark Registration) qu’ils
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Fig. 1.2 – Recalage de signaux et d’estimation de moyenne structurelle par DTW.
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conside`rent comme la meilleure approche de recalage de signaux quand l’identification des points
structuraux est faisable. Ils proposent de de´composer les warpings hi de la manie`re suivante :
hi(t) = t+
q∑
j=1
sijφj(t), t ∈ [0, T ], i = 1, .., N (1.8)
ou` les vecteurs de coefficients si = (si1, .., siq)
T satisfont a` la condition s = 0 ( 1N
∑N
i=1 hi(t) = t).
Les composantes sont mode´lise´es sous la forme φj(t) = c
T
j β(t), ou` β(t) = (β1(t), .., βp(t))
T est
un vecteur de fonctions de base type B-spline. Ainsi, les fonctions φ ont une forme de cloche
et sont localise´es en temps. Chacune d’elles repre´sente la variabilite´ temporelle sur une localite´
particulie`re du support [0, T ]. Ces composantes peuvent eˆtre conside´re´es comme associe´es a` des
points structuraux cache´s. Pour atteindre cet objectif et respecter des conditions d’identifiabilite´,
les coefficients cij des splines doivent respecter certaines conditions [14]. Afin d’estimer les
inconnues du mode`le de variabilite´ de´crit en (1.1) et de la de´composition des warpings de´crite
en (1.8), les auteurs proposent un algorithme ite´ratif type Procrustes a` deux e´tapes qui minimise
l’erreur quadratique inte´gre´e moyenne (Average Integrated Squared Error) :
AISEN =
1
N
N∑
i=1
∫ T
0
[xi(t)− aiµ{vi(t)}]2dt
=
1
N
N∑
i=1
∫ T
0
[xi{hi(t)} − aiµ(t)]2h′i(t)dt (1.9)
Les bornes des l’inte´grales restent inchange´es puisque hi(0) = 0 et hi(T ) = T par de´finition.
Par de´rivation partielle de cette expression, nous obtenons l’expression suivante de l’estimateur
de la moyenne structurelle µ(t) :
µ̂(t) =
∑N
i=1 âiĥ
′
i(t)xi{ĥi(t)}∑N
i=1 â
2
i ĥ
′
i(t)
(1.10)
Pour estimer les ai, il existe aussi une expression explicite mais pas pour les parame`tres de de´-
composition (matrice C et vecteurs si des warpings hi). Ceux-ci sont calcule´s par une me´thode
nume´rique ite´rative (Newton-Raphson) apre`s transformation a` chaque ite´ration [14].
A l’initialisation de l’algorithme, le choix d’une parame´trisation ade´quate des φj est cruciale.
En effet, il existe (p−3q−1) combinaisons possibles. L’exploration de toutes les combinaisons est
souvent infaisable. Les auteurs proposent une proce´dure de se´lection des trois meilleures combi-
naisons (au sens de la minimisation de l’AISE sur quelques ite´rations) parmi un tirage ale´atoire
de M combinaisons. L’algorithme d’estimation propose´ peut s’appliquer indiffe´remment sur les
signaux lisse´s ou bruts. Pour le choix des parame`tres p et q, les auteurs proposent une proce´-
dure de minimisation d’une mesure d’erreur de pre´diction couple´e a` un algorithme de validation
croise´e [14]. Pratiquement, un petit nombre de composantes (q ≤ 4) avec une base de B-spline
a` p = 3q ou p = 4q composantes suffisent ge´ne´ralement a` de´crire la variabilite´ temporelle [14].
Pour illustrer les performances de l’approche SMR, nous l’appliquons pour recaler les signaux
simule´s utilise´s dans l’approche DTW. Nous utilisons la proce´dure smreg.m te´le´chargeable sur
le site du premier auteur http ://www.unizh.ch/biostat/People/Gervini. Nous exposons
les re´sultats obtenus en figures 1.3 et 1.4. Nous utilisons la configuration q = 2 et p = 8 avec
M = 20 tirages ale´atoires de combinaisons de φj . Nous pouvons remarquer la qualite´ du recalage
duˆ en grande partie au fait que l’approche utilise une base commune a` tous les signaux d’une part
et a` la nature ”lisse´e” des warpings parame´tre´s. Nous pouvons voir en figure 1.4 que la majeure
partie de la variabilite´ temporelle est capte´e par la premie`re composante. Comme illustration
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Fig. 1.3 – Recalage de signaux et d’estimation de moyenne structurelle par SMR.
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Fig. 1.4 – Parame´trisation des warpings par SMR.
sur un cas re´el, Gervini et Gasser appliquent la me´thode au recalage de courbes de croissance
chez l’homme [14]. Ils comparent la qualite´ d’estimation de la position de points structuraux
particuliers (pic de puberte´) avec les approches LR et CMR (voir section 1.2.6). Les re´sultats
montrent que l’approche SMR se rapproche de l’approche LR (conside´re´e comme la re´fe´rence)
comparativement a` l’approche CMR qui a pour principal de´faut de traduire des fluctuations
d’amplitude en fluctuations temporelles (phe´nome`ne de surcorrespondance ou overfitting). De
plus, les auteurs montrent l’utilite´ de la me´thode SMR pour diffe´rencier les deux sexes en fonc-
tion de la dispersion des coefficients ŝij des warpings. En chapitre 2, nous utiliserons la meˆme
me´thodologie pour mesurer l’influence d’un ototoxique sur la variabilite´ temporelle de diffe´rents
potentiels e´voque´s. De plus, nous discuterons plus en de´tails les spe´cificite´s de l’approche SMR
lors d’une e´tude comparative avec les approches ISA et DTW en section 1.2.6.
1.2.2 Estimation de la moyenne fonctionnelle convexe (Functional Convexe
Averaging)
Dans cette approche, les variabilite´s d’amplitude et temporelle [ou plus ge´ne´ralement de
forme] des signaux observe´s sont suppose´es eˆtre engendre´es par des processus ale´atoires lie´s
a` la source de ge´ne´ration [21]. Dans la re´alite´, cette de´finition est plausible avec les phe´no-
me`nes observe´s et particulie`rement avec les processus ge´ne´rant les signaux biome´dicaux. A titre
d’exemple, si l’on conside`re un potentiel d’action composite mesure´ sur une e´lectrode, nous
retrouverons tout naturellement une fluctuation d’amplitude et de phase d’une re´alisation a`
une autre du potentiel cumule´ d’un ensemble de cellules (nerveuses, cardiaques, musculaires).
Ces variabilite´s sont, entre autres, relatives a` la synchronicite´ et aux parcours ale´atoires des
contributions e´lectriques des cellules dans les tissus vivants. Comparativement aux approches
de recalages de courbes, il n’y a pas de restrictions sur le type de variabilite´ temporelle et
d’amplitude impose´ sur le processus de ge´ne´ration par l’hypothe`se de structure commune des
signaux.
Ainsi, Liu et Mu¨ller [21] conside`rent les signaux observe´s comme les re´alisations de processus
stochastiques a` deux variables d’un espace S = {(X(t), Y (t)), t ∈ [0, 1]} ⊂ L2([0, 1]) × L2([0, 1])
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vers un espace transforme´ et observable W = {(x, Y˜ (x)), x ∈ [0, T ]} ⊂ L2([0, T ]) × L2([0, T ]).
Un processus observe´, {(x, Y˜ (x)), x ∈ [0, T ]} ∈ W , est ge´ne´re´ par un processus latent bivarie´,
{(X(t), Y (t)), t ∈ [0, 1]} ∈ S, a` travers une carte de de´formation temporelle (warping mapping),
Ψ : S 7→W :
Ψ : {(X(t), Y (t)), t ∈ [0, 1]} 7→ {(x, Y˜ (x)), x ∈ [0, T ]} (1.11)
ou` Y˜ (x) = Y (X−1(x)) est une re´alisation des processus observables a` l’e´chelle transforme´e.
En pratique, seules des re´alisations de ce type sont donne´es. La carte inverse de Ψ permet de
produire la repre´sentation correspondante de cette re´alisation dans l’espace temporel synchrone
S :
Ψ−1 : {(x, Y˜ (x)), x ∈ [0, T ]} 7→ {(X(t), Y (t)), t ∈ [0, 1]} (1.12)
Le processus bivarie´ synchronize´ {(X(t), Y (t)), t ∈ [0, 1]} n’est pas de´fini d’une manie`re unique
si l’on ne pose pas de condition sur la carte de transformation temporelle Ψ. Ces conditions
ont le meˆme objectif qu’ont celles impose´es aux me´thodes de recalage de courbe : garantir
l’identifiabilite´ du mode`le de ge´ne´ration des signaux. Ainsi, les auteurs proposent de fournir une
famille de fonctions de synchronisation pour chaque Y˜ [21] :
η
eY
: [0, T ] 7→ [0, 1] (1.13)
ou` chaque η
eY est monotone et inversible avec ηeY (0) = 0, ηeY (T ) = 1 et X(t) = η
−1
eY
(t). Il peut
eˆtre ainsi de´fini une carte de transformations temporelles de la forme :
Ψ−1 : {(x, Y˜ (x)), x ∈ [0, T ]} 7→ {(X(t), Y (t)), t ∈ [0, 1]} = {(η−1
eY
(t), Y˜ (η−1
eY
(t))), t ∈ [0, 1]}
(1.14)
Il devient alors possible de de´finir une nouvelle moyenne d’ensemble, la moyenne fonctionnelle
convexe (FCA) de la forme suivante dans l’espace synchrone S :
{(µX(t), µY (t)), t ∈ [0, 1]} ∈ S (1.15)
ou` µX(t) = E[X(t)], µY (t) = E[Y (t)]. Ainsi, µX(t) correspond a` la transformation temporelle
moyenne et µY (t) a` la transformation moyenne d’amplitude. Dans l’espace W d’observation des
signaux, la moyenne FCA est de´finie de la manie`re suivante [21] :
µFCA(x) = µY (µ
−1
X (x)), x ∈ [0, T ] (1.16)
Nous pouvons remarquer que l’approche FCA utilise un espace re´fe´rentiel de synchronisation
absolu diffe´rent de l’espace d’observation contrairement aux approches e´tudie´es (recalage de
courbes et moyennage de forme) ou` l’espace de synchronisation est relatif a` la moyenne d’en-
semble estime´e. Les auteurs proposent d’utiliser la synchronisation par l’aire des signaux pour
de´finir les fonctions de synchronisation η
eY
de la manie`re suivante :
η
eY ,p =
[ ∫ x
0 |Y˜ (s)|pds∫ T
0 |Y˜ (s)|pds
]1/p
(1.17)
ou` p > 0 est un parame`tre donne´. Quand p augmente, cette carte apporte plus de poids aux
zones du signal ou` l’aire est importante (exemple : pics) dans l’alignement des signaux.
Pour estimer la moyenne FCA de N signaux ale´atoires observe´s Y˜i, .., Y˜N , les auteurs pre´-
conisent de suivre la proce´dure suivante, si la carte de transformation choisie est la carte de
synchronisation de l’aire des signaux avec p = 1 :
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1. les fonctions de synchronisation η
eYi
(x) sont inverse´es nume´riquement avec un petit pas
d’e´chantillonnage (approximation du cas continu), et les signaux synchronise´s (Xi, Yi) sont ob-
tenus par Xi(t) = η
eY −1i
(t), Yi(t) = Y˜i(η
eY −1i
(t)), i = 1, .., N .
2. Les moyennesXN (t) =
1
N
∑N
i=1Xi(t) et Y N (t) =
1
N
∑N
i=1 Yi(t) sont calcule´es ; (XN (t), Y N (t))
est transforme´ via la carte Ψ vers l’espaceW. On obtient alors la moyenne fonctionnelle convexe
µFCA(x) = Y N (X
−1
N (t)), x ∈ [0, T ], ou` XN est nume´riquement inverse´.
Simulation
Pour illustrer l’approche, nous ge´ne´rons N = 50 signaux Y˜i(x), x ∈ [0, T = 1] avec un pas
d’e´chantillonnage fin (10−3) issus d’un mode`le de ge´ne´ration simulant le processus responsable
de la cre´ation des deux composantes de l’onde P de l’e´lectrocardiogramme (voir chapitre 3). Il
peut s’e´crire sous la forme suivante :
Y˜i(x) = 2αi1g0(x, 0.42 + di, 0.06 + σi) + 2αi2g0(x, 0.58 + di, 0.06 + σi) + c (1.18)
ou` les parame`tres αi1 et αi2 sont des re´alisations d’un processus ale´atoire gaussien Nα(1, 0.15).
Ces parame`tres ge´ne´rent dans le mode`le la fluctuation stochastique d’amplitude. La compo-
sante g0(x,mi, σi) est un signal issu de la variable x et de forme gaussienne. Le tire´ indique une
normalisation en amplitude. Le signal est de moyenne et d’e´cart-type mi et σi respectivement.
Par la suite, nous utiliserons cette notation pour de´crire un signal de forme gaussienne. Ce
signal sert a` simuler les deux composantes de´cale´es de l’onde P relatives a` la de´polarisation de
chaque oreillette. Chaque composante j = 1, 2 a sa fluctuation d’amplitude propre repre´sente´e
par αij. La fluctuation temporelle stochastique est repre´sente´e par les fluctuations d’e´chelle et
de latence introduite par σi et di et communes aux deux composantes. Ces parame`tres sont des
re´alisations des processus ale´atoires gaussiens Nσ(0, 0.008) et Nd(0, 0.08) respectivement. Enfin,
le parame`tre c est une constante positive ajoute´e au mode`le pour permettre l’unicite´ impose´e
the´oriquement des supports des signaux. Le signal de ge´ne´ration the´orique µgen peut donc se
de´finir de la manie`re suivante : µgen(x) = 2(g0(x, 0.42, 0.06) + g0(x, 0.58, 0.06)) + c.
Dans cette simulation, nous fixons c = 0.02. Nous pouvons voir en figure 1.5, les signaux si-
mule´s dans l’espace observable W et dans l’espace synchrone S. Nous observons aussi les trans-
formations temporelles Xi(t) ainsi que la moyenne FCA obtenue. Dans ce cas de figure, nous
remarquons la qualite´ de l’estimation du signal non observable µgen par l’approche FCA. Nous
pouvons voir l’influence importante des variabilite´s temporelles et d’amplitude sur la forme de
la moyenne classique.
Proprie´te´s statistiques
L’approche FCA posse`de certaines proprie´te´s statistiques utiles pour la description des di-
verses variabilite´s pre´sentes dans un ensemble de signaux. Ainsi, les auteurs proposent une
norme ||.||FCA permettant de mesurer l’e´cart entre deux re´alisations Y˜1, Y˜2 ∈W et de´finir ainsi
une distance fonctionnelle convexe :
dFCA(Y˜1, Y˜2) = ||Y˜1 − Y˜2||FCA =
[ ∫ 1
0
(X1(t)−X2(t))2dt+
∫ 1
0
(Y1(t)− Y2(t))2dt
]1/2
(1.19)
Dote´e de cette distance, la moyenne FCA posse`de la proprie´te´ de minimisation de la variance
fonctionnelle sur un ensemble de signaux Y˜1, .., Y˜N ∈W et de´crite comme suit [Liu04] :
argminµ∈W
{ N∑
i=1
d2FCA(µ, Y˜i)
}
= µFCA (1.20)
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(noir).
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
2.5
3
3.5
t
Am
pl
itu
de
(b) Les signaux Yi(t) dans l’espace synchrone S
(vert) et leur moyenne (trait noir).
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
t
x
(c) Les transformations temporelles Xi (tire´
vert) et leur moyenne (trait noir).
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
2.5
x
Am
pl
itu
de
(d) Moyenne FCA (– – bleu), moyenne classique
(–.– rouge) et signal de ge´ne´ration (– noir).
Fig. 1.5 – Calcul de la moyenne FCA.
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Ainsi, a` l’e´gal de la moyenne classique dote´e de la distance L2, la moyenne FCA est le centre gra-
vite´ au sens de la distance FCA de l’ensemble de signaux Y˜i. Ces re´sultats the´oriques de´montrent
la cohe´rence de l’approche FCA dans la description statistique d’un ensemble de signaux de´syn-
chronise´s [21].
1.2.3 Moyennage de forme (Integral Shape Averaging)
L’e´tude des e´carts de forme dans un ensemble de signaux est comple´mentaire a` l’analyse
des variabilite´s temporelles et d’amplitudes. En effet, la forme est susceptible de contenir de
l’information aidant a` mieux comprendre un phe´nome`ne physique ou biologique ou pouvoir se´-
parer des populations de signaux. La me´thode des fonctions de re´partitions (MFR) [35] a e´te´
propose´e afin de pouvoir mesurer un e´cart de forme entre deux signaux positifs. Elle consiste a`
s’inte´resser a` la fonction croissante ϕ qui lie les inte´grales norme´es de ces deux signaux. Cette
fonction a l’avantage d’eˆtre toujours strictement croissante et de contenir toute la diffe´rence de
forme entre ces deux signaux. Diverses mesures d’e´cart de forme ont e´te´ propose´es [36] qui sont
des crite`res de similarite´ respectant une formalisation de l’e´galite´ de forme (voir section 1.3).
Ces crite`res mesurent l’e´cart de forme sur la fonction ϕ.
Pratiquement, l’approche MFR a e´te´ applique´e pour la premie`re fois pour mesurer des petites
variations de forme sur des profils chromatographiques [37]. Dans ce cas de figure particulier,
les variables ale´atoires sous-jacentes ”temps de se´jour des mole´cules dans le re´acteur” sont bien
lie´es par une fonction croissante. Par la suite, la me´thode a e´te´ exploite´e dans un contexte plus
large du traitement du signal dans des domaines divers (biome´dical, imagerie, spectroscopie,
etc..).
Une autre de´marche comple´mentaire a` la mesure d’e´cart de forme est de pouvoir calculer
une moyenne sur N signaux positifs qui aurait la proprie´te´ d’eˆtre une moyenne de forme au
sens des fonctions ϕi. L’approche qui suit et de´finie comme l’approche de moyennage de forme
ou Integral Shape Averaging (ISA)[15] se propose de re´pondre a` cette proble´matique.
Ainsi, nous pouvons de´finir un ensemble de signaux si a` valeurs dans R
+. Chaque signal
est de´fini dans un intervalle temporel propre ti ∈ [bi, di] ⊂ [0, T ]. Nous de´finissons les inte´grales
norme´es associe´es Si comme suit dans F (l’espace des fonctions de re´partition) :
Si(ti) =
∫ ti
bi
si(τ)dτ∫ di
bi
si(τ)dτ
∈ [0, 1] (1.21)
Pour chaque valeur de i = 1, ..., N et y ∈ [0, 1], il n’existe qu’une valeur ti(y) associe´e a` y ou` :
Si(ti(y)) = y, ti(y) = S
−1
i (y) (1.22)
L’ide´e principale de l’approche ISA est d’associer a` chaque ordonne´e y la moyenne des ti(y)
dans un calcul longitudinal [15] :
t¯(y) =
1
N
N∑
i=1
ti(y) (1.23)
Nous pouvons de´finir la fonction de re´partition moyenne ΓISA (et le signal de moyenne de forme
γISA par de´rivation) comme :
ΓISA(t) = y, t = Γ
−1
ISA(y) (1.24)
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En combinant ces deux dernie`res e´quations, on obtient :
Γ−1ISA(y) =
1
N
N∑
i=1
S−1i (y) (1.25)
En remplac¸ant dans cette dernie`re e´quation l’expression de S−1i = ψi ◦ Γ−1ISA, on obtient :
1
N
N∑
i=1
ψi = I (1.26)
ou` I est la fonction identite´. En d’autres termes, la moyenne des transformations inverses (war-
ping) ψi est la fonction identite´. Ce re´sultat est analogue a` la condition impose´e sur les fonctions
hi dans les approches de recalage de courbes (section 1.2.1) pour retrouver le signal de re´fe´rence
µ. Sauf que, dans l’approche ISA ce re´sultat est obtenu par de´finition. Nous pouvons de´finir le
processus de ge´ne´ration suivant la de´finition pre´cedente :
Si(ti) = ΓISA(ϕi(ti)), ϕi : ti ∈ [bi, di] 7→ t¯ ∈ [b, d]
ΓISA(t¯) = Si(ψi(t¯)), ψi : t¯ ∈ [b, d] 7→ ti ∈ [bi, di] (1.27)
ou` b et d sont les bornes du support de la moyenne ISA et les fonctions ϕi et ψi sont des
fonctions re´ciproques croissantes et repre´sentent les fluctuations temporelles entre si et γISA
dans le domaine des inte´grales norme´es. Ces fonctions sont responsables des variations de forme
d’un signal a` un autre. Concernant l’expression qui lie les signaux normalise´s, nous obtenons
par de´rivation temporelle de l’e´quation (1.27) :
s∗i (ti) = ϕ
′
i(ti)γ
∗
ISA(ϕ(ti)), ti ∈ [bi, di]
γ∗ISA(t¯) = ψ
′
i(ti)s
∗
i (ψ(t¯)), t¯ ∈ [b, d] (1.28)
ou` [.]
′
et [.]∗ de´notent l’ope´ration de de´rivation et de normalisation de surface respectivement.
Si nous exprimons les expressions de (1.21) dans le domaine inverse (longitudinal) F−1, nous
obtenons :
S−1i (y) = ψi(Γ
−1
ISA(y))
Γ−1ISA(y) = ϕi(S
−1
i (y)), y ∈ [0, 1] (1.29)
Dans la section pre´ce´dente, nous avons montre´ que l’estimation de la moyenne structurelle
pouvait s’effectuer par la moyenne des signaux recale´s. De la meˆme manie`re, nous retrouvons
la moyenne ISA par moyennage harmonique en re´e´crivant (1.23)[38] :
1
N
N∑
i=1
(
S−1i ◦ ΓISA(t)
)
= t (1.30)
par de´rivation en t, nous obtenons :
1
N
N∑
i=1
(
(S−1i )
′ ◦ ΓISA(t)
)
γ∗ISA(t) = 1 (1.31)
et finalement :
1
N
( N∑
i=1
1
s∗i (ψi(t))
)
γ∗ISA(t) = 1 (1.32)
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ou` la moyenne ISA normalise´e peut eˆtre interpre´te´e comme la moyenne harmonique des signaux
normalise´s s∗i et transforme´s par les fonctions temporelles ψi liant leur inte´grales norme´es.
Pour calculer la moyenne ISA sur en ensemble de si signaux positifs de´finis dans [0, T ], nous
respectons les e´tapes suivantes :
1-Calcul des inte´grales norme´es brutes S˜i(t) =
R t
0 si(τ)dτ
R T
0
si(τ)dτ
sur toute la feneˆtre d’observation
[0, T ] et estimation du support temporel (bi, di) de Si par seuillage (ex : 0.001 et 0.999) sur les
S˜i puis calcul des Si(t) = S˜i(t), t ∈ [bi, di].
2-Inversion nume´rique des Si et calcul de Γ
−1
ISA(y) =
1
N
∑N
i=1 S
−1
i (y), y ∈ [0, 1].
3-Inversion et de´rivation de Γ−1ISA(y) pour obtenir la moyenne ISA normalise´e en amplitude :
γ∗ISA =
(
(Γ−1ISA)
−1
)′
.
4-Mise a` l’e´chelle en amplitude par multiplication avec l’aire moyenne :
γISA = (
1
N
N∑
i=1
airei)γ
∗
ISA, airei =
∫ di
bi
si(τ)dτ (1.33)
Si les N signaux si sont ge´ne´re´s a` partir d’une fonction de forme g(t), leurs inte´grales norme´es
sont lie´es par Si(t) = G(ϕi,G(t)) et G(t) = Si(ψi,G(t)) ou` l’indice G rappelle que les fonctions
temporelles lient G et Si. Si nous appliquons ISA, nous obtenons :
ψ¯G(t) =
1
N
N∑
i=1
ψi,G(t) (1.34)
qui me`ne vers :
G(t) = ΓISA(ψ¯G(t)),ΓISA(t) = G(ϕ˘G(t)) (1.35)
avec ϕ˘G = (ψ¯G)
−1. Finalement, nous obtenons :
γ∗ISA(t) =
d(ψ¯G(t))
dt
g∗(ψ¯G(t)) (1.36)
ou` le signal ISA normalise´ peut eˆtre interpre´te´ comme la fonction de forme normalise´e g∗
transforme´e en temps par ψ¯G et module´ en amplitude par
d(ψ¯G(t))
dt .
En reprenant l’e´quation (1.34) et par approximation de ψi,G par un polynoˆme d’ordre k, nous
pouvons e´crire :
ψ¯S(t) =
( 1
N
N∑
i=1
a0i
)
+
( 1
N
N∑
i=1
a1i
)
t+ ...+
( 1
N
N∑
i=1
aki
)
tk (1.37)
ou` sous une forme condense´e :
ψ¯S(t) = a¯0 + a¯1t+ ...+ a¯kt
k (1.38)
Ces polynoˆmes contiennent aussi bien des fluctuations temporelles que des fluctuations d’am-
plitude (alte´rant la re´partition de surface) et ge´ne´rant la variabilite´ de forme. Ainsi, la moyenne
ISA fournit un signal moyen au sens de ces variabilite´s. Ce formalisme inclut la cas particulier
des transformations affines, ou` nous pouvons e´crire ψ¯S(t) = a¯0 + a¯1t et obtenir ainsi :
ΓISA(t) = G
(t− a¯0
a¯1
)
, γ∗ISA(t) =
1
a¯1
g∗
(t− a¯0
a¯1
)
(1.39)
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Dans ce cas de figure, le signal ISA normalise´ e´gale la fonction de forme normalise´e a` un facteur
d’amplitude pre`s.
Par construction, la me´thode ISA conside`re les signaux a` moyenner comme positifs sur
leur support. Pour les signaux qui ne respectent pas cette condition et qui posse`dent plusieurs
alternances, il a e´te´ propose´ une proce´dure [15] qui consiste a` de´composer les signaux en deux
entite´s positives correspondants a` la partie positive s+i (t) et partie ne´gative s
−
i (t) de si. Par la
suite, l’ensemble de chaque partie est utilise´ pour calculer le signal ISA correspondant. Le signal
ISA final est reconstruit par :
γISA =
( 1
N
N∑
i=1
airei,+
)
γ∗ISA,+ −
( 1
N
N∑
i=1
airei,−
)
γ∗ISA,− (1.40)
Nous utiliserons cette approche a` chaque fois que nous aurons a` traiter des signaux polypha-
siques.
Simulation
Pour illustrer l’approche ISA, nous simulons N = 6 signaux si ge´ne´re´s a` partir d’un signal
gaussien g(t, 1, 0.2) pour trois cas de figure : 1- les signaux sont de meˆme forme mais de´cale´s de
manie`re affine, ϕi(t) = Ai(t) =
t−a0i
a1i
avec a¯0 = 0 et a¯1 = 1.
2- les signaux sont de formes diffe´rentes par des transformations ϕi non line´aires qui ne changent
pas le support.
3- Les signaux sont de meˆme forme que les signaux en 2 mais on ajoute une transformation
affine Ai pour changer le support des signaux (ϕ˘i,G = ϕi,G ◦Ai).
Nous pouvons voir les re´sultats obtenus pour les trois simulations en figure 1.6,1.7 et 1.8
respectivement. Nous retrouvons bien l’e´galite´ de forme et de support de´crite the´oriquement
lorsque tous les signaux sont de meˆme forme dans les re´sultats de 1. Nous pouvons noter la dif-
fe´rence importante avec la moyenne classique contamine´e par les transformations temporelles.
A partir des re´sultats de 2, nous observons que la moyenne ISA contient des caracte´ristiques
dans sa forme qui de´crivent la statistique de forme pre´sente dans l’ensemble des signaux. Nous
discuterons plus en de´tails cet aspect dans la section 1.3.
Les re´sultats de la simulation 3 illustrent la sensibilite´ de la moyenne ISA aux transformations
temporelles en pre´sence de variabilite´ de forme. En effet, dans cette simulation, nous retrou-
vons une moyenne qui diffe`re, en forme et en support, de la moyenne pre´ce´dente (voir figure
1.9). Ces diffe´rences semblent eˆtre ge´ne´re´es par l’influence des deux signaux a` gauche forte-
ment dilate´s. Ainsi, par analogie avec l’influence des signaux d’amplitude importante sur la
forme de la moyenne classique (transversale), les signaux aux transformations temporelles im-
portantes ont une plus grande ponde´ration dans le calcul de la moyenne ISA (longitudinale) et
donc influencent plus la forme de la moyenne ISA. L’importance de cette diffe´rence de´pend de
l’interaction entre la dispersion de forme des signaux et celle des transformations temporelles.
Dans la section qui suit, nous de´montrerons mathe´matiquement cette influence dans le cas affine.
La me´thode ISA a e´te´ propose´e dans [15] et enrichie the´oriquement dans le cadre d’une
e´tude comparative avec les approches de recalage de courbes dans [38]. Pratiquement, elle a
e´te´ applique´e au classement de signaux pour se´parer des populations d’onde P de l’ECG dans
des contextes sain [39] et pathologique pour de´tecter la fibrillation auriculaire [40], cette der-
nie`re application sera de´crite en de´tails au chapitre 3. L’algorithme de classement employait
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(a) Les signaux simule´s si(t)(trait vert),leur
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(c) Les transformations temporelles ψi (tire´
bleu) et leur moyenne (trait noir).
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(d) Moyenne classique (– – rouge), signal de
ge´ne´ration (–.– noir) et moyenne ISA (– bleu)..
Fig. 1.6 – Moyenne ISA et forme commune et fluctuations temporelles affines.
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(c) Les transformations temporelles ψi (tire´
vert) et leur moyenne (trait noir).
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(d) Moyenne classique (– – rouge), signal de
ge´ne´ration (–.– noir) et moyenne ISA (– bleu).
Fig. 1.7 – Moyenne ISA et formes diffe´rentes sur un support temporel commun.
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vert) et leur moyenne (trait noir).
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(d) Moyenne classique (– – rouge), signal de
ge´ne´ration (–.– noir) et moyenne ISA (– bleu).
Fig. 1.8 – Moyenne ISA et formes diffe´rentes avec fluctuations temporelles affines.
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Fig. 1.9 – Moyenne ISA (normalise´e en amplitude) sans transformations affines (–) et moyenne
ISA (normalise´e en amplitude) en pre´sence de transformations affines (– –).
une pseudo-distance de forme (crite`re de similarite´) base´e sur la me´thode des fonctions de re´-
partitions (MFR). Les re´sultats furent probants mais l’approche souffrait de lacunes the´oriques
empeˆchant la mesure de l’optimalite´ de la me´thode dans le partitionnement de forme (voir sec-
tion 1.3).
En effet, si nous voulons mesurer ou partitionner la variabilite´ de forme inde´pendamment
de la pre´sence de transformations temporelles affines, il nous faudrait une moyenne de forme
invariante a` celles-ci et si possible dote´e d’une distance de forme respectant le mode`le de forme
invariante ou Shape Invariant Model [41] (voir section 1.3). Malheureusement, la moyenne ISA
et le crite`re de similarite´ MFR ne posse`dent pas ces proprie´te´s. Nous allons donner une re´ponse a`
cette proble´matique en pre´sentant le moyennage de forme corrige´ (en anglais Corrected Integral
Shape Averaging) dans la section qui suit.
1.2.4 Moyennage de forme corrige´ (Corrected Integral Shape Averaging)
Dans cette section, nous pre´sentons un nouveau mode`le de ge´ne´ration de signaux qui tient
compte explicitement de la pre´sence de variabilite´ de forme et de variabilite´ temporelle de type
affine. L’objectif est de pouvoir estimer ces deux entite´s pour corriger l’influence du me´lange
sur la forme de la moyenne ISA (voir section pre´ce´dente) et ainsi avoir acce`s au signal de forme
moyenne intrinse`que par estimation de la moyenne de forme corrige´e CISA. Pour atteindre
cet objectif, nous proposons une me´thode d’estimation conjointe ite´rative et avec contraintes.
L’approche permet aussi de fournir une distance de forme au sens du mode`le de forme invariant
(SIM) [41]. Une premie`re tentative de formalisation du proble`me a e´te´ entreprise dans [42]
et applique´e dans une ope´ration de classement de signaux [43]. Mais le formalisme propose´
souffrait de certaines lacunes the´oriques que nous essaierons de combler dans ce qui suit. Nous
commenc¸ons d’abord par de´finir le nouveau mode`le de ge´ne´ration de N signaux si en partant
du formalisme de l’approche ISA. Ainsi, nous proposons une nouvelle parame´trisation de ϕi :
ϕi = υi ◦Ai, ψi = A−1i ◦ ωi ∀ i = 1, 2, . . . , N (1.41)
υi(t) = t+mi(t), υ
−1
i (t) = ωi(t) = t+ ni(t),∀ t
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ou` Ai(t) = αit+βi, αi ∈ R+, βi ∈ R, est une fonction croissante affine qui ge´ne`re de la variabilite´
temporelle (e´chelle et jitter). Le second e´le´ment, υi, est une fonction croissante monotone et non
line´aire qui repre´sente les fluctuations de forme relative a` la moyenne sur un support temporel
commun. Sa fonction inverse ωi peut eˆtre de´compose´e en fonction identite´ et une fonction ni
qui incarne le comportement non line´aire de ωi. Les deux e´le´ments, temporel et de forme,
peuvent eˆtre conside´re´s comme des transformations temporelles (warping) liant les fonctions de
re´partition des signaux a` celle de la moyenne de forme CISA. Ainsi, nous pouvons e´crire :
Si = ΓCISA ◦ υi ◦ Ai, ΓCISA = Si ◦ A−1i ◦ ωi, ∀ i = 1, 2, . . . , N (1.42)
Nous de´finissons le mode`le propose´ liant les Si et le signal re´fe´rence de forme comme le mode`le
de moyennage corrige´ de forme (CISA) et le signal de re´fe´rence ΓCISA comme la moyenne de
forme corrige´e ou signal CISA dans le domaine F. Ce mode`le est identifiable sous certaines
conditions (voir la de´monstration d’identifiabilite´). Les conditions qui garantissent l’unicite´ de
la parame´trisation pre´sente´e du mode`le et de la moyenne CISA sont :
1
N
∑N
i=1
1
αi
= 1, αi ∈ R+, 1N
∑N
i=1
βi
αi
= 0, ∀i = 1 : N (1.43)
ni(b) = 0, ni(d) = 0,
1
N
∑N
i=1 ni(t) = 0 ∀t,
ou` b and d sont les bornes du support temporel du signal CISA. Les contraintes sur les fonctions
ni garantissent d’avoir des fluctuations de forme relatives centre´es sur la moyenne CISA et
de´finies sur un support temporel commun. Les conditions sur les fonctions affines garantissent
leur stricte croissance et qu’elles soient centre´es sur le support de la moyenne CISA. En d’autres
termes, la fluctuation de forme ne peut changer le support temporel. La composition des deux
e´le´ments de ϕi peut eˆtre interpre´te´e comme une fluctuation de forme cadence´e ou transforme´e
sur un nouveau support temporel par la fonction affine Ai et applique´e sur la moyenne CISA
pour obtenir les re´alisations observe´es si. Cette mode´lisation est cohe´rente avec la re´alite´ des
processus biologiques ou` les variations de forme et de support se me´langent dans le processus
de ge´ne´ration des signaux. Graˆce a` l’ope´ration d’inte´gration, il est possible de re´unir les deux
effets dans une seule fonction temporelle ϕi. Pour observer l’effet des deux composantes sur les
signaux originaux (normalise´s en surface), nous effectuons une de´rivation temporelle (note´e ′)
sur les Si :
s∗i = αi(υ
′
i ◦Ai)(γ∗CISA ◦ υi ◦ Ai) ∀ i = 1, 2, . . . , N (1.44)
L’e´quation (1.44) montre comment les fluctuations de forme et temporelles se combinent pour
donner naissance aux signaux s∗i . Nous notons que les transformations affines agissent sur la
phase des signaux s∗i et leur fonctions de re´partition Si de la meˆme manie`re. On observe aussi
comment le terme υi module l’amplitude du signal par le biais de sa de´rive´e. Si nous exprimons
l’e´quation (1.42) dans le domaine inverse F−1, nous obtenons :
S−1i = ψi ◦ Γ−1CISA = A−1i ◦ ωi ◦ Γ−1CISA ∀ i = 1, 2, . . . , N (1.45)
En remplac¸ant dans (1.45) A−1i et ωi par leurs expressions en fonction de y ∈ [0, 1], on obtient :
S−1i (y) = {Γ−1CISA(y) + ni{Γ−1CISA(y)} − βi}/αi ∀i = 1, N (1.46)
Nous pouvons re´e´crire cette dernie`re e´quation sous la forme :
Γ−1CISA(y) = αiS
−1
i (y) + βi − ni{Γ−1CISA(y)} ∀i = 1, N (1.47)
Nous utiliserons cette dernie`re e´quation pour la phase d’estimation des inconnues du mode`le.
En effet, les parame`tres temporels inconnus, αi et βi, de´crivent une re´gression line´aire entre
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la moyenne CISA a` estimer et les S−1i arbitraires, avec un terme non parame´trique a` estimer
ni{S˜−1(y)} representant la fluctuation de forme. Cette e´quation est plus facile a` utiliser pour la
phase d’estimation que son expression e´quivalente dans F. Dans le prochain paragraphe, nous
pre´sentons une me´thode d’estimation qui utilise cette e´quation pour de´terminer conjointement
toute les inconnues du mode`le. Comme pour l’approche ISA, la pre´sentation the´orique s’appuie
sur le caracte`re continu des signaux mais, en pratique, les expressions mathe´matiques peuvent
eˆtre discre´tise´es.
Estimation conjointe des fonctions et parame`tres du mode`le CISA
Nous utilisons l’e´quation (1.47) pour l’estimation des parame`tres et fonctions du mode`le.
Pour cela, nous la re´e´crivons en incluant un terme additionnel de bruit de mode´lisation εi(y) :
µ(y) = αizi(y) + βi + wi(y) + εi(y) ∀ i = 1, 2, . . . , N, y ∈ [0, 1] (1.48)
ou` µ = Γ−1CISA est de´finie comme le signal CISA F
−1, zi = S
−1
i et wi = −ni◦Γ−1CISA. Nous suppo-
sons que la se´quence de bruit provient d’un processus ale´atoire gaussien de faible amplitude de
part l’ope´ration de lissage par inte´gration. Nous proposons d’estimer les inconnues du mode`le en
utilisant la me´thode de Procrustes adapte´e au recalage de courbes [8], [6]. Comme nous l’avons
de´crit pre´ce´demment, l’approche consiste a` forcer un ensemble de signaux a` correspondre a` un
signal de re´fe´rence par minimisation d’un crite`re. Cette proce´dure est adapte´e a` notre cas de
figure ou` d’apre`s l’e´quation (1.48) l’ope´ration de recalage s’effectue par correction sur l’ampli-
tude dans le domaine inverse F−1. De plus, les inconnues (αi, βi, wi, µ) du mode`le apparaissent
line´airement dans l’e´quation. Nous proposons d’estimer le signal CISA et les autres termes en
minimisant le crite`re suivant de´fini comme l’Erreur Quadratique Inte´gre´e Moyenne (EQIM) :
minµ,(αi,βi),wiEQIMN = min{1/N
N∑
i=1
∫ 1
0
{µ(y)− [αizi(y) + βi + wi(y)]}2dy} (1.49)
ou` le terme αizi(y) + βi correspond aux signaux recale´s par transformation affine et wi(y) est
le terme de diffe´rence de forme qui reste a` ajouter pour garantir la stricte e´galite´ au signal
CISA. D’un point de vue d’imple´mentation, nous utiliserons des se´quences e´chantillonne´es dans
l’intervalle [1,M ] (correspondant a` [0, 1]). Ainsi, nous pouvons re´e´crire le crite`re sous la forme :
EQIMN,M = 1/N
N∑
i=1
M∑
j=1
{µ(j) − [αizi(j) + βi + wi(j)]}2 (1.50)
Notre proble`me est un proble`me complexe d’optimisation non-line´aire, avec un nombre impor-
tant de degre´s de liberte´ pour optimiser. A titre d’exemple, dans l’e´quation (1.50) il y a un
total de M + 2N +MN parame`tres libres. Nous proposons de minimiser ce crite`re de manie`re
ite´rative en appliquant les contraintes d’identifiabilite´ du mode`le et ainsi restreindre l’espace
d’optimisation. L’algorithme se partage en plusieurs e´tapes incluant l’initialisation et l’estima-
tion des parame`tres temporels, des fonctions de fluctuations de forme et du signal CISA. Pour
plus de clarte´, l’index relatif a` l’ite´ration est de´libe´re´ment omis. Les e´tapes de l’algorithme sont :
1. Initialisation :
- µˆ = z¯i (initialisation avec le signal ISA)
- wˆi(j) = 0, i = 1, 2, . . . , N , j = 1, 2, . . . ,M
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2. Estimation des parame`tres temporels :
Les parame`tres temporels αi et βi sont estime´s pour chaque valeur de i par minimisation qua-
dratique d’une re´gression line´aire. Les expressions re´sultantes sont :
αˆi =
N(
∑
µˆzi −
∑
wˆizi) +
∑
zi(
∑
wˆi −
∑
µˆ)
N
∑
z2i − (
∑
zi)2
(1.51)
βˆi =
∑
z2i (
∑
µˆ−∑ wˆi)−∑ zi(∑ wˆizi −∑ µˆzi)
N
∑
z2i − (
∑
zi)2
ou` les sommes sont effectue´es de j = 1 a` M et µˆ et wˆi sont le signal re´fe´rence de forme et
les fonctions de fluctuations de forme estime´s respectivement a` l’ite´ration pre´ce´dente. Nous
appliquons la contrainte sur les transformations affines ( 1N
∑
A−1i (t) = t) par la proce´dure
suivante :
A˜−1i = Â
−1
i − Â−1i + I (1.52)
ou` la fonction I est la fonction identite´, Â−1i = 1/N
∑N
i=1 Â
−1
i , et Â
−1
i (t) = (t− βˆi)/αˆi sont les
fonctions affines inverses estime´es. Par la suite, nous pouvons de´finir les versions recale´es gi des
zi avec l’expression : gˆi = A˜i ◦ zi calcule´e par interpolation.
3. Estimation des fonctions de fluctuations de forme :
Afin d’estimer les termes wi, nous proposons d’utiliser l’expression suivante :
w˜i = µˆ− gˆi (1.53)
Nous appliquons les contraintes relatives aux fluctuations de forme estime´es w˜i. La premie`re
oblige w˜i a` commencer et finir en ze´ro (a` l’e´gal des fonctions ni). Pratiquement, cela est effectue´
en supprimant la ligne de base affine uˆi estime´e a` partir des deux points [y1, yM ]. Cette e´tape
empeˆche la contamination de la fonction de forme par un terme affine qui aurait pour effet de ne
plus garantir l’unicite´ de solution a` notre proble`me d’estimation. Nous re´sumons cette ope´ration
par l’e´quation suivante :
˜˜wi = w˜i − uˆi ◦ zi (1.54)
La seconde contrainte est l’e´quivalente dans F−1 de celle de´finie sur les ni dans (1.43) et force
les fonctions de fluctuation de forme a` eˆtre de moyenne nulle sur y :
wˆi = ˜˜wi − ¯˜˜wi (1.55)
ou` le terme ¯˜˜wi est la moyenne des fonctions estime´es ˜˜wi.
4. Estimation du signal CISA :
Pour estimer µ, nous re´e´crivons l’e´quation (1.50) sous la forme matricielle suivante en remplac¸ant
le terme en zi par gˆi :
˘EQIMN,M = 1/N
N∑
i=1
[µ− gˆi − wˆi]T [µ− gˆi − wˆi] (1.56)
ou` µ = [µ1µ2 . . . µM ]
T , gˆi = [gˆi,1gˆi,2 . . . gˆi,M ]
T et wˆi = [wˆi,1wˆi,2 . . . wˆi,M ]
T . Apre`s de´rivation
partielle selon µ et mise a` ze´ro (∂/breveEQIMN,M \ ∂µ = 0), nous obtenons l’expression
suivante de l’estimateur de µ qui minimise le crite`re ˘EQIMN,M :
µˆ = 1/N
N∑
i=1
gˆi + 1/N
N∑
i=1
wˆi (1.57)
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Nous savons que le dernier terme de l’estimateur est nul puisque c’est une condition impose´e
pour l’unicite´ du mode`le. Ainsi, nous obtenons l’e´quation :
µˆ = 1/N
N∑
i=1
gˆi (1.58)
Pour chaque ite´ration, l’estimateur de µ est la moyenne des signaux recale´s gˆi.
5. Convergence de l’algorithme :
Nous calculons la valeur du crite`re ( ˘EQIMN,M ) pour chaque ite´ration. Si le crite`re converge
vers un minimum stable (soumis a` un test d’e´cart entre ite´rations successives )nous arreˆtons les
ite´rations, sinon nous retournons a` l’e´tape 2.
Apre`s convergence, nous obtenons l’expression du signal CISA (normalise´ en surface) dans
R+ :
ˆγ∗CISA = [µˆ
−1]
′
(1.59)
ou` l’ope´rateur [.]
′
exprime la de´rivation par rapport au temps. Pour chaque i, nous pouvons aussi
obtenir les fluctuations de forme estime´es nˆi dans le domaine temporel en utilisant l’expression
suivante :
nˆi = −wˆi ◦ µˆ−1. (1.60)
Nous pouvons aussi calculer l’expression des signaux re´aligne´s dans l’espace d’observation R+
par inversion et de´rivation de gˆi :
sˇ∗i = [gˆ
−1
i ]
′
. (1.61)
Dans le contexte affine, les signaux re´aligne´s sont de meˆme forme que les signaux originaux.
Simulation
Pour tester les performances de la me´thode dans l’estimation du mode`le CISA, nous simu-
lons un ensemble de signaux a` partir d’une configuration connue du mode`le. Pour cela, nous
simulons N = 10 signaux strictement positifs sans bruit qui e´mulent en forme des ondes P
issues de l’ECG. Les signaux sont ge´ne´re´s dans l’intervalle T ∈ [0, 9] sur M = 450 points. Nous
choisissons deux familles de fonctions de fluctuation de forme correspondant a` un e´cart a` la
line´arite´ de forme gaussienne positive et ne´gative respectivement. Les variations d’e´chelle et de
latence suivent une progression line´aire. En figure 1.10, nous montrons les signaux simule´s, le
signal CISA ge´ne´rant les signaux, les transformations affines Ai et les fonctions de fluctuation
de forme ni. La variation de la latence est ge´ne´re´e par βi = 0.1(i−(N −1)/2) et celle de l’e´chelle
par αi = 0.03(i − (N − 1)/2) + 1.
Nous estimons les fonctions et parame`tres du mode`le CISA simule´ en employant la me´thode
pre´sente´e pre´ce´demment. Les signaux sont nume´riquement inte´gre´s, normalise´s et inverse´s pour
obtenir les S−1i = zi (meˆme proce´dure que l’approche ISA). Le seuil de convergence de l’al-
gorithme est fixe´ a` ∆ ˘AISE = 10−5. Les M valeurs de y sont e´chantillonne´s dans l’inter-
valle [0.005, 0.995] qui correspond aux bornes d’estimation des supports de S−1i . L’algorithme
converge apre`s 8 ite´rations donnant les re´sultats pre´sente´s en figure 1.11. Nous observons, pour
ce cas de figure, une bonne estimation des inconnues du mode`le avec un couˆt final d’estimation
e´gal a` ˘AISE = 3.22 × 10−7. Pour e´valuer la qualite´ d’estimation, nous calculons aussi l’erreur
quadratique moyenne (RMS) entre le signal CISA, son estime´ et le signal ISA dans F−1 res-
pectivement. Nous obtenons les valeurs : eRMS,µˆ = 3.2 × 10−4 et eRMS,ISA = 5.77 × 10−2. De
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Fig. 1.10 – Ge´ne´ration de signaux par le mode`le CISA.
28
plus, nous calculons l’erreur quadratique moyenne normalise´e sur l’estimation des parame`tres
temporels, nous obtenons : eRMS,αˆi =
√
1
N
∑N
i=1(αˆi − αi)2/α2i = 8.59 × 10−4 et eRMS,βˆi =√
1
N
∑N
i=1(βˆi − βi)2/β2i = 2.27 × 10−2. Nous pouvons encore une fois observer en figure 1.11
l’e´cart entre les signaux ISA et CISA de´crits dans la section pre´ce´dente. Meˆme s’il y a des dif-
fe´rences the´oriques notables entre les approches CISA et ISA, le signal ISA reste un bon choix
pour la proce´dure d’initialisation et semble d’une manie`re heuristique nous placer proche du
minimum du crite`re d’optimisation.
De plus, l’e´cart entre les moyennes ISA et CISA peut eˆtre explicite´ the´oriquement. Si nous
reprenons l’expression de la moyenne ISA en F−1 :
Γ−1ISA =
1
N
N∑
i=1
S−1i (1.62)
Si nous remplac¸ons les S−1i par leurs expressions en fonction du signal CISA, nous obtenons :
Γ−1ISA = 1/N
N∑
i=1
(A−1i ◦ ωi) ◦ Γ−1CISA (1.63)
Nous remplac¸ons aussi A−1i et ωi par leurs expressions et appliquons les conditions :
1/N
∑N
i=1 βi/αi = 0 et 1/N
∑N
i=1 1/αi = 1 pour obtenir finalement :
Γ−1ISA(y) = Γ
−1
CISA(y) + 1/N
N∑
i=1
(ni{Γ−1CISA(y)}/αi), y ∈ [0, 1] (1.64)
A partir de cette dernie`re e´quation, nous pouvons expliquer l’e´cart entre les signaux ISA et
CISA par la pre´sence du dernier terme. Ainsi, ce terme repre´sente une moyenne des fonctions
de fluctuation de forme ponde´re´e par les parame`tres d’e´chelle. A la lumie`re de ce de´veloppement,
deux remarques importantes peuvent eˆtre faites. Premie`rement, s’il n’y a pas de variabilite´ de
forme parmi les signaux, les signaux CISA et ISA sont superpose´s. Deuxie`mement, s’il y a seule-
ment une fluctuation temporelle de latence (jitter), les deux signaux sont encore semblables. En
dehors de ces deux situations, les deux signaux sont diffe´rents et le signal CISA est celui qui re-
pre´sente une moyenne de forme intrinse`que sur un support temporel moyen sans contamination
additionnelle par les fluctuations temporelles.
Proprie´te´s statistiques
L’approche CISA posse`de aussi certaines proprie´te´s statistiques utiles pour la description de
la variabilite´ de forme pre´sente dans un ensemble de signaux. Ainsi, nous proposons une norme
||.||CISA permettant de mesurer l’e´cart de forme entre deux signaux s1, s2 ∈ R+ d’un ensemble
de N signaux et de´finir ainsi une distance de forme :
dCISA(s1, s2) = ||s1 − s2||CISA =
[ ∫ 1
0 (A1 ◦ S−11 (y)−A2 ◦ S−12 (y))2dy
]1/2
(1.65)
=
[ ∫ 1
0 (w1(y)− w2(y))2dy
]1/2
=
[ ∫ 1
0 (n1 − n2) ◦ Γ−1CISA(y))2dy
]1/2
29
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
5
6
7
8
Amplitude
Ti
m
e
(a) Les signaux S−1i = zi (– –) et re´aligne´s gˆi
dans F−1 (–).
0 2 4 6 8 10
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
estimated jitter
Ti
m
e
0 2 4 6 8 10
0.85
0.9
0.95
1
1.05
1.1
1.15
1.2
estimated scale
(b) Les parame`tres temporels estime´s.
0 1 2 3 4 5 6 7 8
0
0.2
0.4
0.6
0.8
1
Time
Am
pl
itu
de
 CISA
 ISA
 ECISA
(c) Les signaux signaux ISA, CISA the´orique et
estime´.
1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
Time
Ti
m
e
(d) Les fonctions de fluctuation de forme esti-
me´es nˆi.
0 1 2 3 4 5 6 7 8
0
0.2
0.4
0.6
0.8
1
Time
N
or
m
al
iz
ed
 A
m
pl
itu
de
(e) les signaux recale´s sˇ∗i .
Fig. 1.11 – Estimation des inconnues du mode`le CISA.
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D’apre`s l’e´quation, nous voyons bien que cette distance mesure l’e´cart de forme. Dote´e de cette
distance, la moyenne CISA posse`de la proprie´te´ de minimisation de la variance fonctionnelle sur
un ensemble de signaux s1, ..., sN et de´crite comme suit :
argminµ∈R+
{ N∑
i=1
d2CISA(µ, si)
}
= γCISA (1.66)
La moyenne CISA peut eˆtre interpre´te´e comme le centre de gravite´ au sens de la distance de
forme CISA de l’ensemble de signaux si. Nous discuterons l’inte´reˆt de ces proprie´te´s dans la
section 1.3.
Enfin, le formalisme propose´ du mode`le CISA applique´ a` la de´tection de l’apne´e du sommeil
(voir chapitre 3) a fait l’objet d’un article re´cemment publie´ [44].
Identifiabilite´ du mode`le CISA
Dans cette section, nous allons de´montrer l’identifiabilite´ du mode`le CISA propose´. En effet,
l’identifiabilite´ d’un mode`le permet de garantir l’unicite´ d’e´criture de celui-ci. Pour cela, nous
supposons qu’il existe deux solutions diffe´rentes, µ et µ
′
, qui lient les signaux zi par les e´quations
suivantes fide`les au mode`le CISA sans bruit dans F−1 :
µ(y) = αizi(y) + βi + wi(y) ∀i = 1 : N, y ∈ [0, 1] (1.67)
µ
′
(y) = α
′
izi(y) + β
′
i + w
′
i(y) ∀i = 1 : N, y ∈ [0, 1]
Si nous remplac¸ons l’expression de zi de la premie`re e´quation dans la seconde :
µ
′
(y) =
α
′
i
αi
µ(y) + [β
′
i −
βiα
′
i
αi
] + [w
′
i(y)−
α
′
i
αi
wi(y)] (1.68)
Nous re´e´crivons l’e´quation sous la forme :
µ
′
(y) = Aiµ(y) +Bi + gi(y), ∀i = 1 : N (1.69)
Le premier terme e´tant inde´pendant de i, nous pouvons e´crire pour i = k et i = l :
µ
′
(y) = Akµ(y) +Bk + gk(y), y ∈ [0, 1] (1.70)
µ
′
(y) = Alµ(y) +Bl + gl(y), y ∈ [0, 1]
Nous soustrayons la seconde e´quation de la premie`re :
(Ak −Al)µ(y) + (Bk −Bl) + (gk(y)− gl(y)) = 0, ∀y ∈ [0, 1] (1.71)
Alors, nous appliquons les conditions gi(0) = 0 et gi(1) = 0 (ayant pour origine les conditions
sur wi et w
′
i) pour les deux valeurs y = 0 et y = 1 ou` µ(0) = b et µ(1) = d (bornes du support
temporel du signal CISA). Nous obtenons :
(Ak −Al)b+ (Bk −Bl) = 0 (1.72)
(Ak −Al)d+ (Bk −Bl) = 0
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De ces deux e´quations nous pouvons de´duire que Ak = Al = A et Bk = Bl = B puisque b 6= d.
De plus, nous pouvons ajouter apre`s avoir remplacer ces parame`tres (1.71) que gk = gl = g
pour tout y. Finalement, nous re´e´crivons (1.69) sous la forme :
µ
′
(y) = Aµ(y) +B + g(y) (1.73)
avec A =
α
′
i
αi
, B = β
′
i − βiα
′
i
αi
et g(y) = w
′
i(y)− α
′
i
αi
wi(y) qui en fait ne de´pendent pas de i.
- Le calcul de la moyenne des A/α
′
i et l’application des conditions des parame`tres d’e´chelle
nous donnent A =
1/N
PN
i=1 1/αi
1/N
PN
i=1 1/α
′
i
= 1 . Cela veut dire que αi = α
′
i pour tout i.
- Le calcul de la moyenne des B/α
′
i et l’application des conditions sur les parame`tres d’e´chelle
et de latence donnent (B/N)
∑N
i=1 1/α
′
i = [1/N
∑N
i=1 β
′
i/α
′
i − 1/N
∑N
i=1 βi/αi] = 0. Puisque
A = 1 et B = 0, nous obtenons βi = β
′
i a` partir de l’expression de B pour chaque i.
- Le calcul de la moyenne de l’expression de g et l’application des conditions sur les wi et
w
′
i (les meˆmes que pour ni) donnent g(y) = [1/N
∑N
i=1w
′
i(y)−A/N
∑N
i=1wi(y)] = 0 pour tout
y ∈ [0, 1]. Cela s’interpre`te par wi(y) = w′i(y) pour chaque y ∈ [0, 1] et i = 1, ..., N .
Finalement, si nous remplac¸ons A,B et g par leur valeurs respectives, nous obtenons µ(y) =
µ
′
(y) pour tout y ∈ [0, 1] qui comple`te ainsi la de´monstration. Le mode`le CISA propose´ est donc
identifiable.
1.2.5 Estimation du signal de forme noyau (Core Shape Signal Estimation)
L’objectif de cette section est de pre´senter un mode`le de variabilite´ de forme, comple´men-
taire des mode`les pre´sente´s ISA et CISA, laissant (par hypothe`ses) la forme inchange´e, qui
tiendrait compte de fluctuations temporelles non line´aires sur les inte´grales norme´es. Ce mode`le
posse´derait la spe´cificite´ des approches de recalage de courbes concernant la prise en compte
de variabilite´ temporelle non line´aire inhe´rente au processus de ge´ne´ration. A la diffe´rence de
ces approches, cette variabilite´ interviendrait sur les inte´grales norme´es des signaux. De plus, il
posse´derait la proprie´te´ de fournir un signal de forme ge´ne´ratrice dite ”forme noyau”qui serait a`
l’e´gal de l’approche ISA et CISA, une moyenne de forme sur un support temporel de re´fe´rence.
Physiquement, ce mode`le pourrait de´crire la cadence e´nerge´tique non line´aire des signaux si l’on
s’inte´resse a` lier les surfaces des signaux au carre´.
Pour cela, nous de´finissons le mode`le de forme noyau (Core Shape Model) de la manie`re
suivante. Conside´rons un ensemble de N signaux si dans R
+ lie´s dans le domaine des inte´grales
norme´es ou fonctions de re´partition F par la formule e´quivalente aux mode`les ISA et CISA :
Si = ΓCS ◦ ϕi (1.74)
ou les Si sont les inte´grales norme´es des si et ΓCS le signal de forme noyau de´fini dans F. Les
fonctions ϕi et leurs inverses ψi sont des fonctions temporelles croissantes qui contiennent toute
l’information de variabilite´ de forme et temporelle. A l’e´gal de l’approche CISA, nous nous
proposons d’introduire une parame´trisation de ces fonctions qui tient compte explicitement des
types de variation pre´sents a` savoir variation de forme et variation temporelle. Nous pouvons
e´crire :
ϕi = υi ◦ Pi, ψi = P−1i ◦ ωi, υ−1i = ωi (1.75)
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les fonctions υi et ωi repre´sentent les e´carts ou fluctuations de forme a` la forme noyau cadence´s
sur un meˆme axe temporel. Elles sont strictement croissantes et de´finies sur un meˆme support.
Elles respectent les conditions suivantes (voir la de´monstration d’identifiabilite´) :
υi(t) = t+mi(t), ωi(t) = t+ ni(t)
ni(b) = 0, ni(d) = 0,
1
N
N∑
i=1
ni(t) = 0 ∀t, ∀i (1.76)
Et en plus ni(t) = 0, pour k − 1 valeurs de t, ∀i.
De meˆme que pour le mode`le CISA, nous voyons bien que les fonctions υi et ωi ne changent pas
le support de ΓCS(pas de variabilite´ dite ” temporelle ”). D’autres conditions sont ne´cessaires
pour garantir l’identifiabilite´ du mode`le que nous de´crirons par la suite.
La variabilite´ temporelle des inte´grales norme´es des signaux est mode´lise´e par les fonctions stric-
tement monotones non line´aires Pi. Cette mode´lisation peut se justifier, a` l’e´gal des approches
de recalage de courbes, par la pre´sence d’une variabilite´ temporelle naturelle et non line´aire
(changeant le support du signal) d’une fonction de re´partition que l’on rencontre en traitement
de signaux biome´dicaux re´pe´titifs. De plus, ces transformations agissent aussi sur la forme des
signaux (au sens affine), de par leur nature non line´aire, par le terme de de´rive´e (voir (1.78)).
Dans notre mode`le, nous conside´rerons les fonctions Pi appartenant a` la classe des polynoˆmes
monotones croissants, sur l’intervalle d’observation, d’un certain degre´ k. Ce choix est dicte´ par
la simplification que cela apporte dans l’identifiabilite´ du mode`le et le processus d’estimation
de ses inconnues. De plus, cette parame´trisation est assez flexible et robuste pour capter des
tendances temporelles douces (comparativement a` la fluctuation de forme au degre´ e´tudie´) fre´-
quentes en e´lectrophysiologie et non observables directement puisque la variabilite´ dite de forme
s’y combine. A titre d’exemple, d’un point de vue e´lectrophysiologique et pour l’ordre k = 2,
cela peut s’interpre´ter en variations cumule´es de jitter ou latence, de vitesse de propagation et
d’acce´le´ration du potentiel e´lectrique cumule´ et mesure´ sur les inte´grales norme´es des signaux.
En remplac¸ant la fluctuation de forme par son expression, le mode`le en (1.74) peut donc se
re´e´crire sous la forme suivante en fonction des axes temporels t ∈ [b, d] et ti ∈ [bi, di] :
Si(ti) = ΓCS{Pi,k(ti) +mi(Pi,k(ti))},
ΓCS(t¯) = Si{P−1i,k (t+ ni(t))} ∀i (1.77)
Si l’on de´rive cette dernie`re e´quation pour voir l’allure des signaux obtenus :
s∗i = P
′
i,k(υ
′
i ◦ Pi,k)(γ∗CS,k ◦ υi ◦ Pi,k) ∀ i = 1, 2, . . . , N (1.78)
Nous voyons bien que la transformation polynomiale agit aussi bien sur la phase que sur l’am-
plitude d’une manie`re non line´aire. Le mode`le de forme noyau distingue donc la fluctuation de
forme dite ”utile” ou au sens des polynoˆmes de degre´ k du reste de la variabilite´ et qui contient,
a` la diffe´rence du mode`le CISA, les deux types de fluctuations temporelles et de forme au sens
des transformations affines.
Dans le domaine inverse F−1, nous pouvons re´e´crire le mode`le de forme noyau de la manie`re
suivante :
S−1i (y) = ψi{Γ−1CS(y)},∀i y ∈ [0, 1] (1.79)
ou` les fonctions S−1i sont les fonctions inverses des fonctions de re´partition Si, et Γ
−1
CS est la
fonction inverse de ΓCS. En remplac¸ant ψi par son expression, nous obtenons :
S−1i (y) = (P
−1
i,k ◦ ωi){Γ−1CS(y)},∀i y ∈ [0, 1] (1.80)
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L’ide´e qui de´coule de cette e´quation est de re´aligner les S−1i en composant a` gauche le terme
polynomial Pi,k a` l’e´gal de la me´thode CISA avec les transformations affines Ai. Cela a pour
effet d’e´liminer la variabilite´ temporelle et permettre d’avoir acce`s a` la variabilite´ de forme et
a` la forme noyau de´finie a` ce degre´ polynomial. Suivant cette ide´e, nous pouvons re´e´crire la
dernie`re e´quation :
Pi,k{S−1i (y)} = ωi{Γ−1CS(y)},∀i y ∈ [0, 1] (1.81)
En remplac¸ant ωi par son expression, nous obtenons finalement :
Γ−1CS(y) = Pi,k{S−1i (y)} − ni{Γ−1CS(y)},∀i y ∈ [0, 1] (1.82)
Ce dernier mode`le pre´sente´ est l’e´quivalent dans le domaine inverse F−1 du mode`le de´veloppe´ en
(1.75). Nous pouvons supposer la pre´sence d’un terme de bruit de mode´lisation εi (distribution
gaussienne centre´e en ze´ro) dans l’e´quation :
Γ−1CS(y) = Pi,k{S−1i (y)} − ni{Γ−1CS(y)}+ εi(y),∀i y ∈ [0, 1] (1.83)
Nous pouvons aussi exprimer Γ−1CS pour chaque y de la manie`re suivante :
Γ−1CS(y) = 1/N
N∑
i=1
Pi,k{S−1i (y)} − 1/N
N∑
i=1
ni{Γ−1CS(y)},∀i y ∈ [0, 1] (1.84)
Le terme Γ−1CS peut eˆtre interpre´te´ comme la moyenne des fonctions de re´partitions S
−1
i re´aligne´es
par les polynoˆmes Pi,k plus un terme de moyenne des fluctuations de forme ni transforme´es
dans le domaine F−1. Ce dernier terme s’annule pour garantir l’identifiabilite´ du mode`le. Nous
rappelons l’expression de la moyenne de forme ISA dans le domaine F−1 :
Γ−1ISA(y) = 1/N
N∑
i=1
S−1i (y),∀i y ∈ [0, 1] (1.85)
Nous pouvons remarquer que la diffe´rence entre les deux dernie`res expressions est l’ope´ration
de re´alignement polynomial. Ainsi la moyenne ISA devient le fruit d’un moyennage de forme
ponde´re´ par les fluctuations temporelles a` l’inverse du signal de forme noyau qui e´limine ces
fluctuations pour acce´der a` une moyenne de forme intrinse`que (au sens de la fluctuation nuisible).
En supposant que le mode`le de forme noyau soit ve´rifie´, nous pouvons re´ecrire cette dernie`re
e´quation en remplac¸ant S−1i par son expression en fonction du signal de forme noyau :
Γ−1ISA(y) = 1/N
N∑
i=1
(P−1i,k ◦ ωi){Γ−1CS(y)},∀i y ∈ [0, 1] (1.86)
Nous voyons clairement l’interaction du terme P−1i,k et de la moyenne Γ
−1
CS dans l’expression
qui est source de diffe´rences entre la moyenne de forme ISA et le signal de forme noyau. Un
de´veloppement plus de´taille´, a` l’e´gal de celui de´crivant le lien entre moyennes ISA et CISA, est
ardu de par la nature de P−1i,k . Ainsi, dans l’approche forme noyau, ce ne sont pas les fonctions ψi
qui sont centre´es en moyenne sur l’axe temporel de la forme noyau mais leur versions re´aligne´es
Pi,k ◦ ψi et de´barrasse´es de la fluctuation temporelle. Elles ne contiennent plus que la variation
de forme observe´e a` cet ordre. A l’inverse, la moyenne de forme ISA ne tient compte que du
me´lange des deux types de fluctuations par de´finition. Cette fluctuation temporelle va donc
naturellement ponde´rer la variation de forme dans le calcul a` l’e´gal de l’amplitude qui ponde`re
les signaux dans le calcul de la moyenne classique.
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Pour acce´der a` la phase d’estimation, une re´e´criture simplifie´e de l’e´quation (1.83) peut eˆtre
propose´e :
µ(y) = Pi,k{zi(y)}+ wi,k(y) + εi(y),∀i y ∈ [0, 1] (1.87)
ou` µ = Γ−1CS et zi = S
−1
i . Nous remarquons le remplacement du terme −ni ◦ Γ−1CS par un terme
wi qui ne de´pend que de y. En effet, cette transformation a pour effet de faciliter l’estimation
des parame`tres et fonctions inconnues dans le sens ou` les conditions sur les deux termes (ni et
wi,k) sont les meˆmes, le terme Γ
−1
CS(y) = t¯(y) n’intervenant, comme pour l’estimation du mode`le
CISA, que pour faire un lien unique entre les variables y ∈ [0, 1] et t¯ ∈ [b, d] ou` est de´finie la
fonction ni. Le terme de bruit εi en (1.87) est faible d’amplitude de par l’ope´ration de filtrage
due a` l’ope´ration d’inte´gration.
D’apre`s l’e´quation (1.87), nous pouvons interpre´ter le terme wi,k comme le re´sidu de tron-
cature de la de´composition polynomiale de µk en zi a` l’ordre k. Il est inde´pendant du terme
Pi,k ◦ zi et contient donc des ordres en zi supe´rieur a` k. Nous pouvons e´crire :
wi,k(y) 6= ui,k{zi(y)}+ fi,k(y),∀i y ∈ [0, 1] (1.88)
ou` ui,k est un polynoˆme d’ordre k et fi,k le vrai re´sidu.
Pour que le mode`le pre´sente´ soit identifiable, il faut que ces polynoˆmes respectent les conditions
suivantes :
d(Pi,k(t))
dt
> 0, 1/N
N∑
i=1
P−1i,k (t) = t, ∀t, i = 1, ..., N (1.89)
En d’autres termes, les polynoˆmes doivent eˆtre strictement croissant et leur fonctions inverses
se moyennent en l’identite´.
Proprie´te´s Statistiques
A l’instar de la moyenne CISA, la moyenne de forme noyau a` l’ordre k posse`de certaines
proprie´te´s statistiques comme la moyenne et la minimisation de la variance a` l’aide d’une norme
spe´cifique. Ainsi, nous proposons une norme ||.||CS,k permettant de mesurer l’e´cart de forme
entre deux signaux s1, s2 a` valeurs dans R
+ d’un ensemble de N signaux et de´finir ainsi une
distance de forme :
dCS,k(s1, s2) = ||s1 − s2||CS,k =
[ ∫ 1
0 (P1,k ◦ S−11 (y)− P2,k ◦ S−12 (y))2dy
]1/2
(1.90)
=
[ ∫ 1
0 (w1,k(y)− w2,k(y))2dy
]1/2
=
[ ∫ 1
0 (n1 − n2) ◦ Γ−1Cs,k(y))2dy
]1/2
Si l’on conside`re une e´criture fonctionnelle en employant la norme ||.||CS,k pour mesurer la
variance des fonctions re´aligne´es Pi,k ◦ S−1i , nous pouvons exprimer la proprie´te´ suivante dans
F−1 :
Γ−1CS,k = argminu∈F−1
N∑
i=1
d2L2(u, Pi ◦ S−1i ) = 1/N
N∑
i=1
Pi ◦ S−1i (1.91)
ou exprimer en fonction de la distance dCS,k :
argminµ∈R+
{ N∑
i=1
d2CS,k(µ, si)
}
= γCS,k (1.92)
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En d’autres termes, le signal de forme noyau a` l’ordre k posse`de la proprie´te´ d’eˆtre la moyenne
et donc le centre de gravite´ au sens de la distance L2 de l’ensemble des fonctions re´aligne´es
Pi,k ◦ S−1i dans F−1. Nous voyons bien que cette variance est lie´e a` la fluctuation de forme
et qu’elle est inde´pendante de la fluctuation temporelle. Une e´criture e´quivalente, utilisant la
distance dCS,k, lie les signaux dans R
+. Cette mesure peut eˆtre employe´e pour mesurer la dis-
persion d’e´cart de forme au sens des polynoˆmes temporels de degre´ k relative au signal de forme
noyau associe´.
Exemples
Dans ce paragraphe, nous illustrons le mode`le de forme noyau en pre´sentant des simulations
susceptibles d’aider a` la compre´hension des spe´cificite´s du mode`le. Nous simulons des poten-
tiels e´voque´s mesure´s a` l’aide d’e´lectrodes. Dans ce type de signaux, il est courant de trouver
des fluctuations temporelles non line´aires et une fluctuation de forme. Ces deux phe´nome`nes
combine´s peuvent s’expliquer par une propagation de l’e´nergie e´lectrique dans le tissu vivant
he´te´roge`ne source de non line´arite´. Nous montrons dans les simulations suivantes l’effet de la
fluctuation temporelle non line´aire repre´sente´e par un polynoˆme de degre´ k = 2 avec absence et
pre´sence de fluctuations de forme intrinse`que sur N = 20 signaux positifs si(t). Les fluctuations
de forme sont ge´ne´re´es par des des gaussiennes localise´es en temps et d’amplitude varie´e.
Nous montrons en figure 1.12 les simulations obtenues en absence de fluctuations de forme.
Nous pouvons remarquer que le signal de forme noyau conserve la forme commune alors que le
signal ISA est de forme et de support diffe´rents. La meˆme observation peut se faire en pre´sence
de fluctuations de forme additionnelles en figure 1.13 comme nous l’avons explicite´ dans la des-
cription du mode`le de forme noyau.
Estimation conjointe des fonctions et parame`tres du mode`le de forme noyau
Nous allons pre´senter deux approches pour estimer les fonctions et parame`tres inconnus
du mode`le pre´sente´. Une premie`re approche qui se base sur le strict respect des contraintes
d’identifiabilite´ du mode`le de forme noyau et une deuxie`me approche, version modifie´e de la
premie`re, qui s’en e´loigne. De ce fait, aucune garantie d’unicite´ de solution n’est faite concernant
cette approche. Cette deuxie`me approche est motive´e par le fait que le respect des contraintes
d’identifiabilite´ ne´cessite des connaissances a priori sur les signaux. Ainsi, il serait inte´ressant
de voir l’influence de la non prise en compte directe de ces connaissances (ou contraintes) dans
le processus d’estimation. Pour cela, nous pre´senterons une approche base´e sur le mode`le de
Re´gression Partiellement Line´aire (RPL) pour se´parer les fluctuations temporelles non line´aires
des fluctuations de forme intrinse`que. De plus, nous supposerons que chaque fonction de fluc-
tuation de forme est centre´e en ze´ro.
Me´thode d’Estimation
La premie`re me´thode reprend le meˆme de´veloppement que l’approche d’estimation du mode`le
CISA. Cependant plusieurs diffe´rences existent notamment dans la prise en compte de k + 1
valeurs ou` la fluctuation de forme intrinse`que s’annule et une contrainte de monotonicite´ sur
les polynoˆmes Pi,k. A partir de l’e´quation (1.87), nous de´finissons le crite`re quadratique EQIM
suivant pour un degre´ k :
EQIM
(k)
N = 1/N
N∑
i=1
∫ 1
0
[µk(y)− Pi,k{zi(y)} − wi,k(y)]2dy (1.93)
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Fig. 1.12 – Mode`le de forme noyau (k = 2) sans fluctuations de forme intrinse`que.
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Fig. 1.13 – Mode`le de forme noyau (k = 2) avec fluctuations de forme intrinse`que.
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Si nous supposons que les fonctions continues en y ∈ [0, 1] sont e´chantillonne´es sur M points a`
intervalles re´guliers, nous pouvons reformuler cette dernie`re e´quation en employant une e´criture
matricielle. Par convention, nous garderons les meˆmes symboles pour les fonctions discre´tise´es :
EQIM
(k)
N,M = 1/N
N∑
i=1
[µk −UTi,kαi,k − wi,k]T [µk −UTi,kαi,k − wi,k] (1.94)
avec µk et wi,k qui sont des vecteurs de dimension M × 1. Le vecteur αi,k et le vecteur de
coefficients du polynoˆme Pi,k est de taille K × 1 avec K = k + 1. La matrice Ui,k (dite de
Vandermonde) est de´finie de la manie`re suivante : U = [1; zi; z
2
i ; ..; z
k
i ] et elle est de dimension
K ×M . Nous appliquons l’algorithme suivant pour minimiser (1.94).
Initialisation :
1- On fixe arbitrairement (ou avec un a priori) le degre´ des polynoˆmes a` la valeur k.
2- On initialise l’algorithme avec les valeurs suivantes wˆi,k = 0 et µˆk = z¯i (la moyenne de forme
ISA).
3- On construit les matrices Ui,k.
Mises a` jour :
1- Estimation des vecteurs αi,k :
En de´rivant le crite`re en (1.94) par rapport a` αi,k on obtient l’expression de l’estimateur suivant
pour chaque valeur de i. En remplac¸ant µk et wi,k par leurs estime´s, calcule´s a` l’ite´ration
pre´ce´dente, nous pouvons e´crire :
αˆi,k = (U
T
i,kUi,k)
−1Ui,k(µˆk + wˆi,k) (1.95)
On reconstruit, a` partir des coefficients estime´s, les polynoˆmes P˜i,k ainsi que leur fonction in-
verse P˜−1i,k . Au pre´alable, on teste et assure la monotonicite´ des polynoˆmes estime´s en utilisant
la proce´dure de´crite dans [45] et imple´mente´e nume´riquement dans la fonction isotone.m te´-
le´chargeable a` l’URL : ftp ://ego.psych.mcgill.ca/pub/ramsay/FDAfuns/Matlab/. On
applique la contrainte relative aux polynoˆmes dans (1.89) :
P̂−1i,k = P˜
−1
i,k − P˜
−1
i,k + I (1.96)
ou` la fonction I est la fonction identite´. Par la suite nous de´terminons les versions re´aligne´es
gi,k des fonctions zi avec l’expression : gˆi,k = Pˆi,k ◦ zi calcule´e par interpolation non line´aire.
2- Estimation des fonctions d’e´cart de forme wi,k :
Pour estimer les fonctions wi,k nous utilisons l’expression suivante :
w˜i,k = gˆi,k − µˆk (1.97)
Sur les k + 1 points (les bornes du support et k − 1 points aux positions suppose´es connues)
ou` les signaux sont conside´re´s de meˆme forme (fluctuation de forme nulle), nous allons tester
l’inde´pendance de la fonction w˜i,k avec zi a` l’ordre k comme nous l’avons explicite´ en (1.88).
Ainsi, nous estimons sur l’intervalle de k + 1 points pour chaque w˜i,k le terme uˆi,k (s’il existe)
par regression polynomiale d’ordre k avec zi. Pour garantir l’inde´pendance des deux termes,
nous effectuons l’ope´ration suivante :
˜˜wi,k = w˜i,k − uˆi,k ◦ zi (1.98)
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Enfin, nous imposons l’e´quivalent dans le domaine F−1 de la contrainte d’identifiabilite´ de´finie
en (1.76) sur les ˜˜wi,k de la manie`re suivante :
wˆi,k = ˜˜wi,k − ¯˜˜wi,k (1.99)
ou` le terme ¯˜˜wi,k est la moyenne arithme´tique des fonctions estime´es ˜˜wi,k.
3- Estimation du signal de forme noyau µk :
Pour estimer la fonction de re´partition inverse du signal de forme noyau, nous re´e´crivons (1.94)
de la manie`re suivante :
EQIM
(k)
N,M,gˆi,k
= 1/N
N∑
i=1
[µk − gˆi,k − wˆi,k]T [µk − gˆi,k − wˆi,k] (1.100)
En e´crivant que la de´rive´e partielle par rapport a` µk est nulle (∂EQIMN,M,gˆi,k/∂µk = 0), nous
obtenons l’estimateur suivant :
µˆk = 1/N
N∑
i=1
gˆi,k + 1/N
N∑
i=1
wˆi,k (1.101)
Nous savons que le dernier terme de la somme s’annule pour assurer la condition d’identifiabilite´
des fluctuations de forme intrinse`que. L’e´quation devient alors :
µˆk = 1/N
N∑
i=1
gˆi,k (1.102)
L’estimateur de µk est donc la moyenne des signaux recale´s par les polynoˆmes de degre´ k estime´s
a` chaque ite´ration.
4- Convergence de l’algorithme :
Nous calculons la fonction de couˆt de´finie en (1.100). Si la fonction converge vers une valeur
minimale et stable (test nume´rique de stabilite´), on arreˆte d’ite´rer sinon on revient a` l’e´tape 1.
Finalement, nous obtenons l’expression du signal de forme noyau a` l’ordre k dans R+ :
γˆ∗CS,k = [µˆ
−1
k ]
′
(1.103)
ou l’ope´rateur [.]
′
exprime la de´rivation. Pour chaque i, nous pouvons aussi obtenir l’expression
des fonctions d’e´cart de forme nˆi,k estime´es par l’expression :
nˆi,k = −wˆi,k ◦ µˆ−1k (1.104)
Ainsi que celle des signaux recale´s normalise´s en surface :
s˘∗i,k = [{P̂i,k ◦ zi}−1]
′
(1.105)
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Me´thode d’Estimation Modifie´e par mode`le RPL
Si nous ne disposons pas de la position des k + 1 points (extre´mite´s et k − 1 points du sup-
port) ou` la fluctuation de forme est nulle afin de garantir l’inde´pendance du terme polynomial et
d’e´cart de forme, nous ne pouvons garantir ni l’unicite´ de solution ni une bonne estimation des
inconnues du mode`le de forme noyau. Malgre´ cela, nous proposons une autre me´thode d’estima-
tion qui n’utilise pas cette information a priori dans le processus d’estimation. Elle exploite la
nature suppose´e centre´e des fonctions de fluctuation de forme (moyenne nulle sur t). Nous e´va-
luerons aussi par la suite l’erreur d’estimation commise par l’approche en simulation. Pour cela,
nous nous proposons d’exploiter la structure particulie`re de l’e´quation (1.87). En effet, cette
e´quation pre´sente un terme parame´trique de re´gression polynomiale et un terme non parame´-
trique repre´sentant les fluctuations de forme. Dans la litte´rature, ce type de mode`le ressemble a`
une structure de´ja` aborde´e. Elle est de´finie comme le mode`le de re´gression partiellement line´aire
(RPL). Plusieurs approches ont e´te´ propose´es pour estimer les inconnues du mode`le RPL sous
certaines hypothe`ses. Ces approches sont passe´es en revue d’une manie`re de´taille´e dans [46].
Certaines approches utilisent des me´thodes de lissage par splines [47],[48], [49] ou par noyau
[50] dans le processus d’estimation. D’autres approches projettent le terme non parame´trique
sur une base d’ondelettes [51], [52]. Nous allons utiliser et adapter l’une d’elles, la me´thode
d’estimation par lissage spline, a` notre proble´matique.
Nous utilisons l’estimateur de Speckman par lissage spline de´crit dans [48]. Supposons que
nous ayons y1, ..., yM re´ponses obtenues a` des instants t1, ..., tM ∈ [0, 1] de la variable exploratoire
t avec les yi et ti lie´s par l’expression suivante :
yi = u
T
i α+ f(ti) + εi, i = 1, ...,M (1.106)
Ou` u1, ...,uM sont des vecteurs K × 1 connus, α = (α1, ..., αK)T est un vecteur K × 1 de
parame`tres inconnus, f ∈ C2[0, 1] est une fonction inconnue et ε1, ..., εM une se´quence de bruit
i.i.d de moyenne nulle et de variance σ2. Pour estimer les inconnues du mode`le il faut minimiser
l’expression suivante :
S(h) =
M∑
i=1
(yi − uTi α− f(ti))2 + λ
∫ 1
0
f
′′2
(t)dt (1.107)
avec f(ti) ∈ [0, 1] et α ∈ RK pour une certaine valeur non ne´gative de λ. Le terme λ controˆle
l’intensite´ du lissage en ponde´rant la pe´nalite´ sur la de´rive´e seconde de f . En employant l’e´criture
matricielle, nous reformulons (1.106) :
y = Uα+ f + ε (1.108)
En conside´rant l’e´quation sans le terme parame´trique Uα, l’unique solution de cette minimi-
sation est un spline cubique naturel (NCS) [53], [54]. Le terme de pe´nalite´ peut s’e´crire de la
manie`re suivante [55] : ∫ 1
0
f
′′2
(t)dt = fTQR−1QTf (1.109)
ou` les matrices Q et R sont des matrices particulie`res [55]. Remplac¸ons ce terme dans le crite`re
a` minimiser :
S(f) = (y − f)T(y − f) + λfTQR−1QTf (1.110)
L’expression en (1.110) est minimise´e avec l’expression analytique suivante de l’estimateur de
f :
fˆ = (I+ λQR−1QT)−1y (1.111)
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Cette formulation est valide mais difficile a` calculer. Conside´rons une de´composition en valeurs
propres et vecteurs propres de QR−1QT = ΓDΓT ou` la matrice orthogonale Γ contient les
vecteurs propres et la matrice diagonale D contient M − 2 valeurs propres. En remplac¸ant par
cette factorisation, l’e´quation (1.111) devient :
fˆ = (I+ λΓDΓT)−1y (1.112)
Puisque la matrice Γ est orthogonale (ΓT = Γ−1), l’e´quation (1.112) peut eˆtre simplifie´e en
utilisant le lemme d’inversion matricielle en :
fˆ = Γ(I+ λD)−1ΓTy (1.113)
ou` (I+ λD)−1 est une matrice diagonale. Nous de´finissons la matrice Sλ = Γ(I+ λD)
−1ΓT
comme la matrice de lissage. Si nous de´finissons la matrice lisse´e U˜ [48] :
U˜ = (I − Sλ)U (1.114)
Si nous supposons que la matrice U˜ est de rang plein, les estimateurs par lissage spline de
Speckman des parame`tres du mode`le en (1.108) sont de´finis par les e´quations suivantes pour
une valeur de λ [50],[48] :
αˆλ = (U˜
TU˜)
−1
U˜T(I− Sλ)y
fˆλ = Sλ(y −Uαˆλ) (1.115)
D’apre`s les e´quations pre´sente´es, nous remarquons la de´composition du processus d’estimation
en plusieurs ope´rations de lissage qui sont suivies par une estimation au sens des moindres carre´s
des parame`tres de la regression entre la version lisse´e de U et la version lisse´e de y. Il reste
un point crucial qui est la selection de la valeur optimale du parame`tre de lissage λ. Dans la
litte´rature sont pre´sente´s plusieurs crite`res de se´lection a` optimiser [46]. Ces crite`res ne sont
efficaces que si l’inde´pendance est assure´e entre les variables exploratoires U et f . Nous nous
proposons d’utiliser l’approche pre´sente´e dans le but d’estimer les coefficients du polynoˆme Pi.
Dans notre cas de figure, l’inde´pendance des variables exploratoires n’est pas assure´e. En effet
si nous e´crivons l’expression mathe´matique de la fonction ϕi de´finie en (1.77) :
ϕi(t) = Pi{t}+mi(Pi{t}),∀t, i = 1, .., N (1.116)
En discre´tisant les fonctions, nous pouvons faire l’analogie avec le mode`le RPL avec : ϕi(t) = y,
Pi{t} = Uα, U = [1; t; ...; tk ]T , α = [α0,i;α1,i; ...;α1,k] qui sont les coefficients du polynoˆme
d’ordre k et f = mi(Pi{t}). Nous voyons bien que les variables exploratoires ainsi de´finies de´-
pendent de t. De plus, le polynoˆme Pi intervient dans les deux termes. De ce fait, l’optimalite´
de l’estimation ne peut eˆtre atteinte par de´finition [48]. Il existe une infinite´ de solutions. Pour
se´lectionner une solution, nous proposons un crite`re qui essaye de tenir compte implicitement de
la condition d’inde´pendance et fournit une solution sous-optimable acceptable en terme d’erreur
d’estimation. Ce crite`re a pour but de se´parer d’une manie`re sous-optimale le terme parame´-
trique du terme non parame´trique. Cela revient a` garantir une ”pseudo” inde´pendance entre les
fluctuations temporelles et les fluctuations de forme. Le crite`re propose´ a pour expression :
C(λ) = 1/M
√
(y −Uαˆλ)T(y −Uαˆλ) + ρ‖fˆλ(i0)‖ (1.117)
Nous remarquons deux termes dans le crite`re. Le premier force la fluctuation de forme a` eˆtre
centre´ sur le terme polynomial estime´ qui repre´sente la ”tendance”. Le deuxie`me terme force la
42
fonction de forme estime´e repre´sente´e par fˆλ a` commencer en ze´ro. Nous rappelons que l’objectif
de ce crite`re est de remplacer la condition d’identifiabilite´ du mode`le concernant k+1 valeurs de
ni dans le processus d’estimation. En effet, le meˆme principe de superposition d’une tendance
et d’une fluctuation inde´pendante commenc¸ant a` ze´ro s’applique a` ψi = ϕ
−1
i . Le coefficient ρ
est un coefficient de ponde´ration entre les deux termes. Nous voyons en figure (1.14), une si-
mulation de l’e´quation (1.116) illustrant l’approche d’estimation utilisant le mode`le RPL. Nous
supposons la pre´sence de bruit additif de faible amplitude (RSB= 60 dB) . Nous pouvons voir
l’estime´e de mi ◦Pi et son expression the´orique. Le degre´ du polynoˆme est k = 2. Nous pouvons
voir aussi le polynoˆme Pi et son estime´. La valeur du parame`tre de ponde´ration a e´te´ fixe´e a`
ρ = 0.5 et celle de λ = 5× 10−5 apre`s recherche dans l’intervalle [10−5, 1] avec minimisation du
crite`re C(λ). Dans cet exemple, nous pouvons voir que l’estimation contient une erreur. En plus
du non respect des conditions du mode`le RPL, cette erreur d’estimation peut eˆtre explique´e par
le choix d’un crite`re C qui ne se´pare pas suffisamment les deux termes de l’e´quation du mode`le
RPL avec risque donc de compensation. Une autre raison pourrait eˆtre la finesse insuffisante
dans la recherche du parame`tre λ. Toutefois, le re´sultat reste acceptable vu la complexite´ du
proble`me a` re´soudre.
Algorithme modifie´ d’estimation du mode`le de forme noyau
Nous nous proposons d’utiliser la me´thode RPL et de l’inse´rer dans notre processus d’esti-
mation pre´sente´ dans la premie`re me´thode. Nous nous inspirons aussi largement de l’algorithme.
Initialisation :
1- On fixe arbitrairement (ou avec un a priori) l’ordre des polynoˆmes a` la valeur k (on peut
choisir une structure particulie`re avec des ordres nuls).
2- On initialise l’algorithme avec les valeurs suivantes wˆi,k = 0 et µˆk = z¯i (la moyenne de forme
ISA).
3- On construit les matrices Ui,k.
4- On de´termine le vecteur des parame`tres de lissage λ = [λ1, ..., λN ]
T par une me´thode de re-
cherche sur un intervalle [λinf , λsup] en utilisant le crite`re d’optimisation C pour chaque fonction
ϕi,k de´finie par l’expression :
ϕi,k = µˆk ◦ z−1i , ∀i (1.118)
Mise a` jour :
1- Estimation des vecteurs αi,k :
Dans un premier temps, nous estimons d’abord les fonctions ϕi a` partir de l’e´quation (1.118)
par interpolation. Ensuite, pour chaque valeur de i, nous estimons les vecteurs αi,k en utilisant
le mode`le RPL de´crit pre´ce´demment. Nous utilisons les valeurs du vecteur λ estime´es dans la
phase d’initialisation. Nous suivons ensuite la meˆme proce´dure de´crite dans l’algorithme de base
pour estimer les fonctions gˆi,k.
2- Estimation des fonctions wi,k :
Pour estimer les fonctions wi,k nous utilisons une expression de meˆme nature que pour l’algo-
rithme de base :
w˜i,k = gˆi,k − µˆk (1.119)
Nous n’imposons plus de contrainte supple´mentaire d’inde´pendance puisque celle-ci a e´te´ prise
en compte explicitement dans l’estimation des vecteurs αi,k. Enfin, nous imposons l’e´quivalent
dans le domaine F−1 de la contrainte d’identifiabilite´ de´finie sur les w˜i,k de la manie`re suivante :
wˆi,k = w˜i,k − ¯˜wi,k (1.120)
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(a) La fonction ϕi et son estime´e.
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Fig. 1.14 – Exemple d’utilisation du mode`le RPL pour l’estimation des composantes de la
fonction ϕi.
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ou` le terme ¯˜wi,k est la moyenne arithme´tique des fonctions estime´es w˜i,k.
3- Estimation de la fonction µk :
Nous appliquons la meˆme proce´dure que pour la premie`re me´thode d’estimation. Nous obtenons
l’expression suivante :
µˆk = 1/N
N∑
i=1
gˆi,k = 1/N
N∑
i=1
Pˆi,k ◦ zi (1.121)
4- Convergence de l’algorithme :
Nous appliquons la meˆme proce´dure que l’approche de base.
Simulation
Nous allons e´valuer les performances d’estimation de l’algorithme d’estimation propose´ ainsi
que sa version modifie´e. Pour tester l’approche de base, nous allons dans un premier temps
simuler des signaux qui respectent le mode`le de forme noyau a` l’ordre k = 2. Ces signaux sont
inspire´s d’alternances positives de potentiels e´voque´s auditifs mesure´s proche d’un relais nerveux
(Colliculus Inferieur). Nous simulons N=10 signaux si sans bruit ge´ne´re´s dans l’intervalle t ∈
[0, T = 8] a` partir d’une gaussienne en utilisant une approximation analytique de sa fonction
de re´partition (incluant la fonction statistique erf). Les signaux sont e´chantillonne´s avec un
pas ∆T = 0.02. Nous ge´ne´rons les polynoˆmes Pi,2 et les fonctions de forme ωi de la manie`re
suivante :
Pi,2(t) = a0,i + a1,it+ a2,it
2
a0,i = 0.1(i − (N + 1)/2), a1,i = 1 + 0.02T (i − (N + 1)/2),
a2,i = −0.02(i − (N + 1)/2) ∀i = 1 : N
(1.122)
m˘i(t) = 0.06(i − (N + 1)/2)g¯0(t, 4, 0.3)
ν˘i(t) = t+ m˘i(t), ω˘i(t) = ν˘
−1
i (t), ∀i = 1 : N
(1.123)
Les inte´grales norme´es des signaux sont obtenues par l’expression suivante dans F a` partir
de l’approximation analytique de la fonction de re´partition d’un signal gaussien (m = 4, σ = 1) :
Si(ti) = G(ν˘i{Pi(ti)}),
G(t) = 1/2(1 + (erf(t− 4))/
√
2) (1.124)
ou` t et ti sont respectivement l’axe de re´fe´rence ou support de G et de Si. Nous de´finissons le
signal de forme noyau ΓCS,2 comme e´tant le signal suivant dans F :
ΓCS,2 = G ◦ ¯˘ωi, S = ΓCS,2 ◦ ¯˘ωi−1, ¯˘ωi = 1/N
N∑
i=1
ω˘i. (1.125)
De cette manie`re, nous garantissons que les fluctuations de forme se moyennent bien sur le signal
de forme noyau. En de´finissant de nouvelles transformations, nous pouvons re´e´crire l’e´quation
(1.124) respectant le mode`le de forme noyau de la manie`re suivante :
Si(ti) = ΓCS,2(νi{Pi(ti)}), νi = ¯˘ω−1i ◦ ν˘i,
1
N
N∑
i=1
ωi(t) = t, ∀i (1.126)
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Nous obtenons les signaux normalise´s en surface dans le domaine temporel en de´rivant par rap-
port a` ti l’e´quation (1.124) :s
∗
i (ti) = [Si(ti)]
′
. Nous repre´sentons les signaux ainsi ge´ne´re´s en
figure 1.15.
Nous appliquons la me´thode d’estimation de base. le degre´ des polynoˆmes est suppose´ connu.
Nous discuterons par la suite le cas ou` il est inconnu. Le crite`re de convergence de l’algorithme
est fixe´ a` ∆EQIM = 0.001. L’intervalle y est fixe´ a` [0.001, 0.996] et est il est e´chantillonne´
de la meˆme manie`re que t. Nous proce´dons a` l’estimation des parame`tres et fonctions in-
connus du mode`le en appliquant la proce´dure de´crite pre´ce´demment apre`s avoir effectue´ les
ope´rations d’inversion pour obtenir les S−1i . L’intervalle (ne contenant pas la fluctuation de
forme) employe´ pour l’application de la condition d’inde´pendance contient 20>(k+1=3) points
A = [y2, .., y11, yM−11, .., yM−2] avec M = 401 qui est le nombre d’e´chantillons. Ces points cor-
respondents a` deux portions en de´but et fin des fonctions de re´partition inverses zi. Elles sont
fixes pour les N signaux.
L’algorithme converge apre`s 7 ite´rations et nous donne les re´sultats expose´s en figure 1.16.
Nous observons une bonne estimation du mode`le avec un couˆt de re´alignement EQIM =
7.23 · 10−5. De meˆme nous calculons l’erreur moyenne RMS entre le signal de forme noyau
et son estime´ et le signal ISA respectivement : eRMS,µˆ = 0.043 et eRMS,ISA = 1.86. De
meˆme, nous mesurons l’erreur moyenne RMS normalise´e pour chaque coefficient polynomial :
eRMS,aˆ0 = 0.03,eRMS,aˆ1 = 0.01 et eRMS,aˆ2 = 0.02. Concernant les fluctuations de forme, nous
observons l’influence du choix des portions dans la qualite´ d’estimation des ni. En effet, en
pratique, l’utilisation d’un intervalle de points supe´rieur a` k + 1 points influe sur la qualite´
d’estimation et permet une meilleure estimation que l’utilisation de k+1 points. L’inconve´nient
majeur est que cela ne´cessite la connaissance des intervalles en zi ou` la fluctuation de forme est
nulle. D’autre part, il se peut qu’il n’y ait pas ce type d’intervalle sur les fluctuations de forme
ni d’ou` la ne´cessite´ d’avoir recours a` d’autres approches d’estimation comme celle que nous
proposons dans la version modifie´e. Finalement, nous repre´sentons en figure 1.17 les signaux
re´aligne´s dans R+ par les polynoˆmes estime´s. Ils sont de´termine´s par l’expression suivante :
s˘∗i,2 = [(gˆi)
−1]
′
. Nous pouvons observer que toute la variabilite´ temporelle a e´te´ e´limine´e, il ne
reste plus que la fluctuation de forme.
Estimation par l’approche modifie´e
Nous avons propose´ une deuxie`me approche d’estimation qui n’utilise pas d’information a
priori sur la nullite´ des fluctuations de forme dans l’estimation du mode`le de forme noyau.
Dans la simulation qui suit, nous allons tester les performances de l’approche et commenter les
re´sultats obtenus. Nous simulons N=10 signaux sans bruit de la meˆme manie`re que la simulation
pre´ce´dente sur l’intervalle t = [0, 10] avec un pas ∆T = 0.02. Le signal de forme noyau est ge´ne´re´
de la meˆme manie`re que pre´ce´demment a` partir d’un signal gaussien (m = 5, σ = 1). Nous
ge´ne´rons Les polynoˆmes Pi,2 d’ordre k = 2 et les fonctions de forme ωi de la manie`re suivante :
Pi,2(t) = a0,i + a1,it+ a2,it
2
a0,i = 0.12(i − (N + 1)/2), a1,i = 1 + 0.016T (i − (N + 1)/2),
a2,i = −0.016(i − (N + 1)/2) ∀i = 1 : N
(1.127)
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(b) Les polynoˆmes Pi simule´s.
0 1 2 3 4 5 6 7 8
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
temps
te
m
ps
(c) Les fluctuations de forme m˘i.
0 1 2 3 4 5 6 7 8
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
temps
te
m
ps
(d) Les fluctuations de forme ni.
Fig. 1.15 – Simulation du mode`le de forme noyau a` l’ordre k = 2.
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(c) Le signal de forme noyau, simule´ et estime´,
et le signal de forme moyenne ISA.
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Fig. 1.16 – Estimation du mode`le de forme noyau par l’approche de base.
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Fig. 1.17 – Les signaux re´aligne´s s˘∗i,2
fi,1(t) = 0.04(i − (N + 1)/2)g¯0(t, 4.5, 0.3)
fi,2(t) = −0.04(i − (N + 1)/2)g¯0(t, 5.5, 0.3)
m˘i(t) = fi,1(t) + fi,2(t), ∀i = 1 : N
(1.128)
Nous remarquons que ces fonctions de fluctuations de forme sont centre´es en ze´ro. Nous pouvons
voir les diffe´rents signaux simule´s en figure 1.18. Entre autres, la fluctuation de forme a un
support plus large que lors de la premie`re simulation.
Nous appliquons l’algorithme modifie´ propose´ en fixant le coefficient de ponde´ration du cri-
te`re C a` la valeur ρ = 4 et l’intervalle de recherche de λ a` 17 valeurs re´parties de manie`re non
line´aire dans l’intervalle [10−8, 1]. Nous supposons l’ordre des polynoˆmes connu. Le crite`re de
convergence de l’algorithme est fixe´ a` ∆EQIM = 0.001. L’intervalle y est fixe´ a` [0.001, 0.999]
et est e´chantillonne´ de la meˆme manie`re que t. Nous proce´dons a` l’estimation des parame`tres
et fonctions inconnus du mode`le apre`s avoir effectue´ les ope´rations d’inversion pour obtenir les
S−1i en utilisant le seuillage avec les bornes de y (voir section 1.2.3). La position utilise´e de
de´but des signaux pour le crite`re C est i0 = 10. Le nombre d’e´chantillons est e´gal a` M = 501.
L’algorithme converge apre`s 11 ite´rations et nous donne les re´sultats expose´s en figure 1.19.
Nous observons une estimation acceptable du mode`le avec un couˆt de re´alignement AISE =
2.39·10−4 assez petit mais d’un ordre de grandeur plus important comparativement a` l’approche
de base. Nous calculons l’erreur moyenne RMS sur M valeurs entre le signal de forme noyau
et son estime´ et le signal ISA respectivement : eRMS,µˆ = 0.29 et eRMS,ISA = 2.14. De meˆme,
nous mesurons l’erreur moyenne RMS normalise´e sur N pour chaque coefficient polynomial :
eRMS,aˆ0 = 0.4,eRMS,aˆ1 = 0.05 et eRMS,aˆ2 = 0.07. Nous observons des erreurs d’estimation ac-
ceptables mais plus importantes que celles obtenues avec la premie`re approche inde´pendamment
de la simulation (fluctuations de forme diffe´rentes). Ce re´sultat est attendu puisque la deuxie`me
me´thode ne respecte pas toutes les conditions d’identifiabilite´ du mode`le comme nous l’avons
de´crit pre´ce´demment. En revanche, dans cette simulation, la solution choisie par l’approche reste
acceptable en terme d’erreur d’estimation. Nous voyons bien que la condition d’inde´pendance
est le point qui cause le plus de proble`me avec la possibilite´ de compensation entre le terme
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(b) Les polynoˆmes Pi simule´s.
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Fig. 1.18 – Simulation du mode`le de forme noyau k = 2.
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Fig. 1.19 – Estimation du mode`le de forme noyau par l’approche modifie´e.
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Fig. 1.20 – Les signaux re´aligne´s s˘∗i,2
polynomial et la fluctuation de forme comme nous le voyons sur l’allure des nˆi estime´es en figure
1.19. Malgre´ cela, dans ce cas de figure, la me´thode arrive a` re´aligner les signaux et se´parer les
fluctuations temporelles des fluctuations de forme comme nous pouvons le voir sur la figure
1.20. Si nous appliquons l’approche aux signaux utilise´s dans l’estimation par l’approche de
base, nous obtenons de mauvais re´sultats (non pre´sente´s). Cela est grandement duˆ a` la nature
non centre´e (sur t) des ni.
Dans cette approche, la qualite´ d’estimation de´pend du type de fluctuation de forme. De
plus, une fluctuation d’amplitude importante et a` large support rendrait la se´paration des varia-
bilite´s beaucoup plus ardue. Cela n’est pas le cas dans nos simulations et probablement dans la
re´alite´. En effet, les approches propose´es travaillent sur les inte´grales norme´es ou` la fluctuation
de forme est plus faible que celle observe´e sur les signaux de par l’ope´ration d’inte´gration. Et
comme les signaux et fonctions conside´re´s par le re´alignement sont croissant, il s’en suit une
limitation de l’amplitude des fluctuations de forme.
Nous pensons que la me´thode propose´e pourrait eˆtre ame´liore´e en augmentant le nombre de
valeurs teste´es pour la recherche des parame`tres de filtrage du vecteur λ avec aussi l’utilisation
d’un crite`re plus ade´quat que celui propose´ (prise en compte possible dans la structure du crite`re
du type de fluctuation de forme). Le crite`re propose´ a` e´te´ construit d’une manie`re heuristique
a` partir d’essais sur plusieurs configurations de ϕi.
En perspectives, et d’une manie`re plus ge´ne´rale, l’estimation des parame`tres et fonctions
inconnus du mode`le de forme noyau, en respectant la condition d’inde´pendance entre terme
polynomial et fluctuation de forme, pourrait eˆtre mieux appre´hender en utilisant d’autres ap-
proches d’estimation qui exploite mieux les proprie´te´s des fluctuations de forme (moindres carre´s
ponde´re´s sous contraintes, parame´trisation des fluctuations de forme, etc..).
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Influence du degre´ polynomial
Jusqu’a` maintenant nous avons toujours eu connaissance du degre´ polynomial du mode`le.
Mais si nous ne le connaissons pas comment le choisir et comment interpre´ter les re´sultats
obtenus ? Si les fluctuations de forme et la tendance polynomiale dans le mode`le sous-jacent
de ge´ne´ration de signaux sont se´parables a` un degre´ choisi (pas de chevauchement polynomial
comme nous l’avons explicite´ dans la condition d’inde´pendance) ou en d’autres termes le mo-
de`le est identifiable, alors le mode`le de forme noyau a` ce degre´ serait capable de de´crire une
variabilite´ temporelle et une fluctuation de forme correspondante.
Ainsi, nous pouvons imaginer l’obtention de plusieurs signaux de forme noyau a` diffe´rents ordres
pour le meˆme ensemble de signaux. Les variabilite´s estime´es a` ces ordre pourrait eˆtre source
d’information du processus sous-jacent de ge´ne´ration. En effet, l’ordre k permetterait de fixer
une frontie`re particulie`re entre fluctuation temporelle et de forme. Pour chaque valeur de k, les
fluctuations temporelles et de forme observe´es seraient diffe´rentes. Leur interpre´tation de´pen-
drait de la connaissance a priori du processus. Si nous nous inte´ressons a` de´crire la variabilite´
de forme au sens des affinite´s (mode`le SIM), nous choisirons le mode`le CISA qui est un cas
particulier du mode`le de forme noyau avec k = 1.
Pour illustrer ces observations, Nous simulons N = 10 signaux positifs ge´ne´re´s sur 900
e´chantillons dans [0,9] et pre´sentant une fluctuation temporelle polynomiale d’ordre k = 3 et
une fluctuation de forme de´crites comme suit :
Pi,3(t) = a0,i + a1,it+ a2,it
2 + a3,it
2
a0,i = 0.1(i − (N + 1)/2), a1,i = 1 + 0.1(i − (N + 1)/2),
a2,i = −0.025(i − (N + 1)/2), a3,i = 0.0022 ∗ (i− (N + 1)/2) ∀i = 1 : N
m˘i(t) = t+ (i− (N + 1)/2)0.06(g¯0(t, 3, 0.2) + g¯0(t, 5, 0.2)) (1.129)
Nous estimons les inconnues du mode`le de forme noyau pour k = 1 (mode`le CISA), k = 2
et k = 3 par l’approche de base propose´e avec un choix judicieux des k+1 points a` fluctuations
de forme nulles.
Pour tous les ordres, nous montrons les fonctions de re´partitions inverses S−1i originales et
leur versions re´aligne´es en figure 1.21, les polynoˆmes en figure 1.22, les profils de coefficients
polynomiaux en figure 1.23, les signaux re´aligne´s et les forme noyau obtenues en figure 1.24
ainsi que les fonctions d’e´cart de forme estime´s en figure 1.25.
Si l’objectif est de minimiser la dispersion de la fluctuation de forme (re´alignement optimal),
alors nous pourrions imaginer un crite`re pour illustrer la qualite´ de re´alignement de l’ordre
minimisant la fluctuation de forme globale autour du signal de forme noyau. Ce crite`re pourrait
eˆtre de la forme :C(k) = 1N
∑N
i=1[µk − gˆi,k]T [µk − gˆi,k]. Si on applique ce crite`re a` la simulation,
on obtient :C(1) = 694.06, C(2) = 61.81 et C(3) = 36.16 respectivement. Sur la base de mini-
misation du crite`re sur les 3 degre´s, le degre´ choisi serait l’ordre k = 3.
Si l’on s’inte´resse a` l’allure des lois d’e´volution polynomiale sur les 10 signaux (pris de gauche a`
droite), nous pouvons observer une diffe´rence notable suivant le degre´. En effet, il n’y a que sur
l’ordre k = 3 que nous obtenons des lois line´aires sur les 4 parame`tres (a0, a1, a2, a3). Pratique-
ment, l’allure de ces lois pourrait contenir de l’information sur le processus de ge´ne´ration comme
par exemple, l’influence de l’intensite´ de la stimulation dans la ge´ne´ration du potentiel e´voque´
(voir chapitre 2). Si l’objectif est de de´tecter cette line´arite´, on pourrait concevoir un crite`re
qui mesure la line´arite´ des lois. Celui-ci permettrait de choisir un degre´ graˆce a` cette information.
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Concernant les signaux de forme noyau, ils sont pratiquement semblables avec de petites
diffe´rences pour les trois degre´s. La forme noyau obtenue re´sume la statistique de forme obser-
ve´e a` chaque degre´ (pics et valle´es multiples). Nous de´finirons plus en de´tails, dans la section
qui suit, cette notion de statistique de forme. Concernant les fluctuations de forme estime´es en
figure 1.25, nous voyons l’influence de l’ordre de re´alignement polynomial des inte´grales norme´es
sur l’allure des signaux. Ainsi, la diversite´ des degre´s permet d’e´tudier les formes des signaux
sur plusieurs niveaux selon les besoins de l’application. Il est a` noter que nous retrouvons bien,
par l’estimation, la configuration du mode`le de simulation utilise´ de degre´ k = 3.
Identifiabilite´ du mode`le de forme noyau
Dans ce paragraphe, nous de´montrons l’identifiabilite´ du mode`le ne´cessaire a` la garantie
d’unicite´ de solution de notre mode`le. Comme pour le mode`le CISA, nous supposons qu’il
existe deux solutions diffe´rentes, µ et µ
′
, qui lient les signaux zi par les e´quations suivantes
fide`les au mode`le de forme noyau sans bruit dans F−1 :
µk(y) = Pi,k(zi(y)) + wi,k(y) ∀i = 1 : N, y ∈ [0, 1] (1.130)
µ
′
k(y) = P
′
i,k(zi(y)) + w
′
i,k(y) ∀i = 1 : N, y ∈ [0, 1]
Si nous remplac¸ons l’expression de zi de la premie`re e´quation dans la seconde :
µ
′
k(y) = P
′
i,k ◦ P−1i,k {µk(y)− wi,k(y)}+ w
′
i,k(y), y ∈ [0, 1] (1.131)
A l’inverse du mode`le CISA, il est difficile d’utiliser cette formalisation pour la de´monstra-
tion. Cette difficulte´ est due a` l’interaction non line´aire entre les polynoˆmes et les fonctions
de fluctuations de forme. Pour contourner ce proble`me, nous imposons la condition de nullite´
des fluctuations de forme sur k + 1 points quelconques [y1, ..., yk+1]. En d’autres termes, les
polynoˆmes deviennent observables en ces points, la dernie`re e´quation devient :
µ
′
k(y) = P
′
i,k ◦ P−1i,k {µk(y)}, y ∈ [y1, ..., yk+1] (1.132)
D’apre`s l’e´quation nous pouvons e´crire que P
′
i,k ◦P−1i,k = fk ne de´pend pas de i puisque µ et µ
′
ne
de´pendent pas de i. De plus, si nous imposons que 1N
∑N
i=1 P
−1
i,k (t) = t et
1
N
∑N
i=1 P
′
i,k
−1
(t) = t,∀t
alors pour ces k + 1 valeur en y correspondent k + 1 valeurs en t ou` nous pouvons e´crire :
1
N
N∑
i=1
P
′
i,k
−1 ◦ fk(t) = fk(t) = t, t ∈ [t1, ..., tk+1] (1.133)
De cette e´quation nous pouvons de´duire que fk(t) = P
′
i,k ◦ P−1i,k (t) = t, t ∈ [t1, ..., tk+1]. Puisque
les Pi,k et P
′
i,k sont de nature polynoˆmiale d’ordre k et respectent la dernie`re e´quation sur k+1
points alors l’e´galite´ P
′
i,k = Pi,k est garantie. Les polynoˆmes sont donc identifiables.
Pour la suite de la de´monstration, nous utiliserons une autre e´quation qui re´sulte de la
soustraction des deux e´quations de (1.130) :
µ
′
k(y)− µk(y) = (P
′
i,k − Pi,k) ◦ zi(y) + (w
′
i,k(y)− wi,k(y)) (1.134)
Puisque les polynoˆmes sont e´gaux, l’e´quation devient :
µ
′
k(y)− µk(y) = w
′
i,k(y)− wi,k(y) (1.135)
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Fig. 1.21 – Les signaux ge´ne´re´s, les fonctions de re´partition inverses S−1i et leurs versions
re´aligne´es ĝi,k pour les trois degre´s.
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Fig. 1.22 – Les polynoˆmes estime´s P̂i,k pour les trois degre´s.
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Fig. 1.23 – Les lois d’e´volution polynomiales estime´es pour les trois degre´s.
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Fig. 1.24 – Les signaux re´aligne´s s˘∗i,k et les γ
∗
CS,k estime´s pour les trois degre´s.
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Fig. 1.25 – Les fonctions de fluctuation de forme n̂i estime´es pour les trois degre´s.
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D’apre`s cette e´quation, nous pouvons e´crire w
′
i,k(y) − wi,k(y) = hk(y) qui est inde´pendant
de i. Si nous calculons la somme sur i de cette dernie`re expression et appliquons la condi-
tion : 1N
∑N
i=1w
′
i,k(y) =
1
N
∑N
i=1wi,k(y) = 0, y ∈ [0, 1], nous obtenons h(y) = 0, y ∈ [0, 1] et
w
′
i,k = wi,k. Les fonctions de flucutations de forme sont identifiables.
En utilisant ce dernier re´sultat dans (1.135), nous obtenons l’e´galite´ µ
′
k = µk. Le signal de forme
noyau est identifiable et ainsi l’identifiabilite´ du mode`le propose´ a` l’ordre k est de´montre´e.
1.2.6 Etude comparative
Comme nous l’avons montre´ pre´ce´demment, toutes les approches pre´sente´es permettent
l’obtention d’une moyenne d’ensemble qui a ses caracte´ristiques propres selon les hypothe`ses
de l’approche sur la variabilite´ de forme pre´sente dans les signaux. Nous pouvons de´gager deux
contextes distincts. Le premier est celui du recalage de courbes ou` l’hypothe`se de structure com-
mune est impose´e et permet l’estimation d’une moyenne structurelle. Il concerne les approches
DTW et SMR. Un deuxie`me contexte, plus large que le premier, consiste a` n’imposer aucune
restriction a` la variabilite´ de forme des signaux dans l’estimation d’une moyenne. C’est le cas
pour les approches ISA et de´rive´es et l’approche FCA. Nous allons comparer et discuter les
re´sultats de simulation et de cas re´els des approches pour chaque contexte.
Le but de cette e´tude comparative est d’une part de souligner les similitudes et les diffe´rences
entre les approches a` travers des simulations et applications sur des signaux re´els et ainsi aider
l’utilisateur a` choisir une approche particulie`re selon le contexte de son application.
Recalage de courbes
Nous comparons les approches pour plusieurs types de fluctuations temporelles incarne´es
par les fonctions de recalage νi en supposant que les signaux ont la meˆme structure. Une par-
tie de l’e´tude comparative a e´te´ publie´e dans [38]. Dans cette section, l’e´tude inclut aussi une
application sur cas re´els concernant le recalage de courbes relatives a` la croissance chez l’homme.
a) Transformations temporelles affines : Nous ge´ne´rons N = 100 signaux xi de 150 e´cha-
tillons re´partis dans l’intervalle [0,T=1.5] et simulant des potentiels ce´re´braux (ERP) [13] a` par-
tir d’un mode`le : xi(t) = aiµ(vi(t)) ou` µ est la fonction de forme ge´ne´ratrice et vi les fluctuations
temporelles. Dans un premier temps, nous les conside´rons comme affines (vi(t) = (t − bi)/ci).
Les parame`tres ai,bi et ci sont des re´alisations de processus gaussiens Na(1, 0.2), Nb(0, 0.0052) et
Nc(1, 0.0.085). De plus, ces parame`tres respectent les conditions a¯ = 1 et v¯(t) = t. Les signaux et
fluctuations ge´ne´re´s sont expose´s en figure 1.26. Nous appliquons respectivement les me´thodes
DTW, SMR, ISA et FCA pour estimer une moyenne d’ensemble. Les approches SMR et DTW
sont configure´es respectivement ainsi : q=2,p=8, 20 tirages et θ = 1/3T . Nous obtenons les
signaux expose´s en figure 1.27.
L’approche DTW retrouve globalement la forme commune mais sur un axe temporel biaise´.
Ces erreurs de re´alignment sont grandement dues a` l’utilisation de la moyenne classique comme
signal de re´fe´rence pour l’initialisation de l’algorithme. En effet, la moyenne est alte´re´e en forme
par la pre´sence des fluctuations temporelles importantes (e´chelle et latence). De part la fonction
d’alignement qui tient compte de l’alignement des de´rive´es, l’algorithme DTW n’arrive pas a` se
”de´saligner” de la moyenne classique. Wang et Gasser proposent une strate´gie de se´lection du
signal de re´fe´rence le plus ade´quat suivant la nature des fluctuations [13]. Une autre difficulte´
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Fig. 1.26 – Signaux ge´ne´re´s (a) dans le cas de fluctuations temporelles line´aires (b).
est le me´lange dans le signal d’une composante variant lentement (pic principal) et une autre
beaucoup plus rapide (les oscillations avant le pic). Quand les fluctuations temporelles sont
moindres, l’approche arrive a` bien estimer la moyenne structurelle [38].
L’approche SMR arrive a` contourner ces difficulte´s graˆce a` la parame´trisation ”douce” et
commune des warpings et l’ajout du parame`tre ai dans le processus d’estimation de la moyenne
structurelle. Au final, l’approche est plus flexible et robuste au phe´nome`ne de surcorrespondance
(overfitting), qui interpre`te la fluctuation d’amplitude en fluctuation temporelle, contrairement
aux approches non parame´triques du genre de la me´thode DTW [14]. De plus, la me´thode semble
moins sensible a` l’initialisation avec la moyenne classique. Cela se voit sur le signal estime´ qui
correspond bien a` la fonction de forme µ.
Concernant les approches ISA et FCA, meˆme si elles travaillent dans un contexte de forme
beaucoup plus large que le contexte de recalage de courbes, elles fournissent de bonnes estime´es
de µ. Ainsi, l’approche ISA est celle qui fournit la meilleure estime´e des 4 approches propose´es.
En effet, si nous calculons l’erreur quadratique moyenne RMS nous obtenons par ordre de´crois-
sant eRMS,DTW = 0.0796, eRMS,FCA = 0.0299, eRMS,SMR = 0.0194 et eRMS,ISA = 0.0060. Pour
l’approche ISA, ce re´sultat est the´oriquement attendu pour le cas affine si les conditions sont
respecte´es (voir section 1.2.3). Nous pouvons noter que les approches ISA et FCA n’utilisent pas
de signal d’initialisation comme les approches DTW et SMR dans l’estimation de leur moyenne
respective. L’approche FCA fait moins bien que l’approche ISA entre autre a` cause de la pre´-
sence d’alternances ne´gatives qui geˆnent le processus de re´alignement employe´ par l’approche
(utilisation des signaux en valeur absolue dans le calcul de la carte de re´alignement temporel).
b) Transformations temporelles non line´aires : Dans ce cas de figure, les signaux xi sont lie´s
a` la fonction de forme µ par des transformations temporelles non line´aires quadratiques de la
forme [18] : vi(t) = t− bit(T − t), |bi| < 1, b¯ = 0. Le parame`tre bi est ge´ne´re´ suivant la proce´dure
de´crite dans [13]. La fonction de forme µ est ge´ne´re´e a` partir de la somme de trois signaux
de forme gaussienne. Elle simule, par exemple, un spectre chromatographique. Nous ge´ne´rons
avec ce mode`le ainsi de´fini N=100 re´alisations de 150 e´chantillons line´airement dispose´s dans
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Fig. 1.27 – Moyenne structurelle estime´e par (a) DTW, (b) SMR, (c) moyenne de forme ISA
et (d) moyenne convexe FCA dans le cas de fluctuations temporelles line´aires.
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Fig. 1.28 – Signaux ge´ne´re´s (a) dans le cas de fluctuations temporelles non line´aires (b).
[0, T = 1.5]. Nous repre´sentons les signaux et transformations temporelles en figure 1.28 et les
moyennes estime´es par les quatre approches en figure 1.29.
Comme pour le cas affine, nous obtenons des moyennes assez homoge`nes a` l’exception de
l’approche DTW en raison des points discute´s pre´ce´demment. Les moyennes estime´es par les ap-
proches SMR et ISA semblent les plus proches de la fonction de forme the´orique. Nous mesurons
l’erreur quadratique moyenne (RMS) et obtenons par ordre de´croissant :eRMS,DTW = 0.0898,
eRMS,FCA = 0.0429, eRMS,ISA = 0.0349 et eRMS,SMR = 0.0332. Nous pouvons noter la proxi-
mite´ de l’erreur de l’approche ISA avec celle de SMR pour ce cas de figure. The´oriquement et
dans le cas non line´aire, ISA et la moyenne structurelle ne peuvent eˆtre semblables puisque les
approches ne re´alignent pas les meˆmes signaux. Nous pouvons noter que l’approche FCA fournit
aussi une bonne estimation.
c) Application sur des signaux re´els : Nous appliquons les diffe´rentes approches e´tudie´es
pour re´aligner N = 59 courbes qui correspondent a` l’e´volution de la vitesse de croissance en
taille en fonction de l’aˆge de 59 jeunes filles. Ces courbes sont obtenues a` partir de la de´rivation
temporelle (en utilisant l’estimateur a` noyau de la de´rive´e de´crit dans [33]) de courbes de taille
en fonction de l’aˆge de´finies sur l’intervalle [2, 18] anne´es et issues de l’e´tude de croissance de
Berkeley [56]. Ces signaux sont te´le´chargeables sur le site :
ftp ://ego.psych.mcgill.ca/pub/ramsay/FDAfuns/Matlab/.
Les signaux sont, a` la base, non line´airement e´chantillonne´s sur 31 valeurs. Les signaux sont
e´chantillonne´s sur 100 points e´quidistants sur [2, 18] anne´es. Les caracte´ristiques principales de
ces courbes sont l’amplitude et la position du pic de croissance pubertal. La dynamique ou dis-
persion de ces caracte´ristiques dans un ensemble empeˆchent de trouver le comportement ”moyen”
par l’ope´ration de moyennage classique [57]. Nous appliquons les me´thodes SMR (q=3,p=12, 40
tirages ale´atoires), FCA et ISA pour estimer une moyenne d’ensemble a` partir de ces courbes
expose´es dans la figure 1.30. Nous obtenons les moyennes expose´es dans la meˆme figure.
Nous remarquons que les trois moyennes (structurelle estime´e par SMR, FCA et ISA) sont
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Fig. 1.29 – Moyenne structurelle estime´e par (a) DTW, (b) SMR, (c) moyenne de forme ISA
et (d) moyenne convexe FCA dans le cas de fluctuations temporelles non line´aires.
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taille de 59 jeunes filles.
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Fig. 1.30 – Comparaison des approches sur des signaux re´els.
tre`s proches et de´crivent le pic de croissance pubertal sur un axe de re´fe´rence d’une manie`re
quasi similaire. Cela indique, dans ce cas de figure, un bon recalage des signaux par l’approche
ISA puisque les deux autres approches ont donne´ de bons re´sultats comparativement a` l’ap-
proche Landmark Registration (prise comme re´fe´rence) dans une application similaire [14], [21].
Nous notons une diffe´rence notable avec le pic de la moyenne classique d’environ 0.5 cm/anne´e
en amplitude et 6 mois en position.
Entre autres, ces diffe´rents re´sultats illustrent le potentiel d’approches qui travaillent dans
un contexte plus ge´ne´ral que le recalage de courbes dans des applications de ce type.
Analyse de variabilite´ de forme sans restrictions
Dans cette section, nous nous inte´ressons au calcul d’une moyenne d’ensemble en pre´sence
d’une variabilite´ de forme des signaux sans restrictions comme la pre´sence d’une structure
sousjacente commune. Pour cela, nous ge´ne´rons N=6 signaux a` partir du mode`le de ge´ne´ration
suppose´ en recalage de courbes (voir section 1.2.1) mais en utilisant des transformations des
abscisses vi qui ne respectent pas la condition de stricte monotonicite´. Nous de´finissons la
fonction de forme ge´ne´ratrice comme le signal gaussien g(t, 1, 0.2) et les vi de la manie`re suivante :
vi(t) = t1 − (0.025i)g(t1 , 0.1, 1), i = 1, ..., N/2 (1.136)
vi(t) = t1 + (0.033i)g(t1 , 0.1, 1), i = N/2 + 1, ..., N
t1 =
(t− bi)
ai
, b¯ = 0, a¯ = 1
Nous exposons les signaux obtenus et les transformations vi en figure 1.31. Les signaux ob-
tenus pre´sentent des fluctuations de forme mais aussi des fluctuations affines du support. Nous
appliquons, comme pre´ce´demment, les 3 approches SMR (q=2,p=8,20 tirages), FCA et ISA
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pour estimer une moyenne d’ensemble. Nous obtenons les signaux expose´s dans la meˆme figure.
La forme de la moyenne structurelle obtenue est e´loigne´e d’une forme gaussienne. Son inter-
pre´tation reste complexe. Ce re´sultat est attendu puisque le mode`le de ge´ne´ration ne respecte
pas les hypothe`ses impose´es en recalage de courbes.
Les re´sultats obtenus pour cet exemple pour les approches FCA et ISA sont inte´ressants a`
discuter. En effet, nous obtenons des signaux qui sont cohe´rents en terme de repre´sentativite´ de
la variabilite´ de forme de l’ensemble. Si nous regardons la moyenne ISA, nous observons des ca-
racte´ristiques de forme pre´sentes dans les signaux : un e´paulement a` gauche de faible amplitude
duˆ a` deux signaux, un pic principal du a` la pre´sence d’un pic important dans plusieurs signaux
et enfin un deuxie`me pic a` droite duˆ au deux signaux a` double bosse. Les meˆmes composantes
semblent eˆtre pre´sentes dans le signal FCA mais plus atte´nue´es. Cela est duˆ en grande partie
a` l’influence de la variation d’amplitude qui ponde`re la forme des signaux dans le calcul de
la moyenne FCA. Pratiquement, si nous changeons l’amplitude d’un signal de l’ensemble par
un facteur constant, la moyenne FCA change de forme. Elle n’est pas invariante a` un facteur
d’amplitude.
L’approche ISA ne souffre pas de ce proble`me puisque les signaux sont normalise´s sur les inte´-
grales norme´es. Ainsi la moyenne ISA ne tient compte que des fluctuations des signaux norme´s
par leurs aires inde´pendamment d’un facteur d’amplitude. En revanche, les deux approches
FCA et ISA retrouvent le support de re´fe´rence. Nous notons que les deux approches utilisent les
inte´grales norme´es des signaux mais d’une manie`re diffe´rente. Pour ISA, l’utilisation se justifie
the´oriquement puisque les signaux sont de´finis comme des densite´s de probabilite´ de variable
ale´atoire et la transformation d’une variable ale´atoire a` l’autre ne peut se faire que sur les fonc-
tions de re´partition. Pour l’approche FCA, le recours aux inte´grales norme´es n’est duˆ qu’a` des
conside´rations pratiques pour fournir une carte de transformation temporelle. L’approche FCA
utilise la fonction de re´partition inverse moyenne X¯N (t) pour projeter la moyenne convexe de
l’espace synchrone vers l’espace observe´. Ce signal n’est autre que Γ−1ISA si tous les signaux ont
le meˆme support (intervalle de de´finition commun).
Pratiquement, si l’objectif d’une application est de supprimer une variabilite´ temporelle d’un
axe ”biologique” pour acce´der a` l’axe de re´fe´rence ”physique” et observer le signal de ge´ne´ra-
tion et la fluctuation d’amplitude, alors les me´thodes de recalage de courbes sont conseille´es.
En revanche, l’approche FCA est mieux adapte´e si l’objectif est d’acce´der a` une fluctuation
d’amplitude sans hypothe`se particulie`re sur la causalite´ des transformations liant les signaux.
Si, par contre, c’est l’acce`s a` la forme qui prime par le biais de l’obtention d’une moyenne de
forme invariante a` certaines transformations et contenant les caracte´ristiques dominantes d’un
ensemble de signaux, les approches ISA, CISA et forme noyau seraient plus ade´quates. En ef-
fet, la fonction ϕ (et son inverse ψ), liant les inte´grales norme´es des signaux dans ces mode`les,
contient toute l’information de forme. Les approches d’estimation de moyennes structurelle et
convexe restent implicitement lie´es a` la variabilite´ de forme des signaux mais elles ne posse`dent
pas les proprie´te´s indispensables pour mesurer celle-ci. Nous discuterons avec plus de de´tails cet
aspect important dans la section qui suit.
1.3 Partitionnement et statistique de forme des signaux
Si nous voulons mesurer une dispersion de forme dans un ensemble de signaux et pouvoir les
se´parer en classes distinctes, il est ne´cessaire d’avoir a` notre disposition des outils statistiques
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Fig. 1.31 – Comparaison des approches sur des signaux simule´s.
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de´die´s spe´cifiquement a` l’analyse de forme. Ces outils consistent pre´cise´ment en une moyenne de
forme de l’ensemble et une distance de forme qui permet d’avoir acce`s a` la variance fonctionelle
de forme de l’ensemble. Pour cela, ces outils doivent respecter certaines conditions d’invariance
pour de´tecter la fluctuation de forme intrinse`que parmi d’autres fluctuations. L’existence de
tels outils en traitement du signal biome´dical est utile dans la de´tection de pathologies particu-
lie`res. Comme nous le montrons tout au long de la the`se, la variabilite´ de forme d’un signal est
souvent corre´le´e aux caracte´ristiques du processus biologique sous-jacent. Cette variabilite´ peut
reveˆtir un caracte`re ”sain” ou au contraire eˆtre symptomatique d’une pathologie. La difficulte´
principale est de distinguer entre ces deux types de variabilite´ pour eˆtre capable de reconnaˆıtre
le comportement anormal. L’allure de la moyenne d’ensemble est aussi susceptible de contenir
de l’information et participe a` la se´paration des signaux. Nous trouvons dans la litte´rature plu-
sieurs travaux mene´s dans ce sens. Si les signaux respectent l’hypothe`se de structure commune,
les transformations temporelles non line´aires hi (warping) de´crivent totalement la variabilite´ de
forme (au sens visuel) pre´sente dans l’ensemble. Gervini et Gasser analysent la dispersion de ces
transformations a` travers leur parame´trisation sur des courbes de croissance [14]. Cette analyse
permet de se´parer les hommes des femmes a` partir de la statistique (moyenne, variance) des
parame`tres des warpings. Nous nous inspirerons de cette e´tude, au chapitre 2, pour mesurer la
dispersion des warpings sur les potentiels e´voque´s intracraniens.
Kaddoumi et al. [58] ont utilise´s la me´thode ISA et un crite`re de similarite´ MFR modifie´
pour mesurer et analyser la dispersion spatiale de forme d’ondes ECG sur 64 positions d’acqui-
sition en employant une technique re´cente d’acquisition haute re´solution multi e´lectrodes (High
Resolution ECG mapping) sur des personnes saines et souffrantes de certaines pathologies car-
diaques. L’e´tude a permis de se´parer ces populations en se basant sur ce crite`re.
Une autre application inte´ressante est le classement de forme des signaux. Elle consiste, en
utilisant des me´thodes non supervise´es, a` partitionner un ensemble en L classes homoge`nes en
forme en minimisant la variance intraclasse et en maximisant la variance interclasse mesure´e
par une distance (ou crite`re) de forme. Dans cette the`se, nous utiliserons cette de´marche avec
un algorithme de ce type de´fini comme l’approche des nue´es dynamiques (anglais k-means) [59]
et l’utiliserons dans plusieurs applications sur des signaux re´els et de simulation.
Mais tout d’abord, nous allons expliciter le concept d’e´galite´ de forme et de´crire les pro-
prie´te´s the´oriques ne´cessaires aux outils d’analyse de forme. De meˆme, nous illustrerons ces
de´finitions sur des exemples de mesure de statistique de forme et de partitionnement de signaux
en simulation en utilisant les approches e´tudie´es.
1.3.1 De´finitions et proprie´te´s
Si nous voulons de´crire une statistique de forme d’un ensemble de signaux, il est ne´cessaire
de de´finir quand deux signaux sont e´gaux en forme. De plus, nous aurons aussi besoin d’une
distance de forme, capable de mesurer un e´cart de forme, et d’une moyenne de forme qui serait
le ”centre de gravite´” au sens des formes de cet ensemble de signaux. Pour caracte´riser cette dis-
persion de forme intrinse`que, cette distance et cette moyenne posse´deraient la proprie´te´ d’eˆtre
invariant vis a` vis de certaines transformations autorise´es par la de´finition d’e´galite´ de forme.
La proprie´te´ la plus importante que la de´finition d’e´galite´ de forme doit posse´der est d’eˆtre
une relation d’e´quivalence sur l’ensemble des signaux. Seulement dans ce cas, chaque signal
appartient exactement a` un sous-ensemble (classe d’e´quivalence) de la partition associe´e a` cette
relation. Pour de´finir la notion d’e´galite´ de forme nous pouvons donner la partition a priori
ou, plus commune´ment, donner le groupe de transformations sur l’ensemble des signaux qui ne
changent pas la forme. Ainsi, la structure de groupe de ces transformations assure la proprie´te´
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d’e´quivalence de la relation d’e´galite´ de forme.
En d’autres termes, les signaux x et y sont de meˆme forme si x = T (y) ou` T est une
transformation e´le´ment d’un groupe G pour la composition. Une fac¸on commode de de´finir
cette relation est de conside´rer T sous la forme :
y = T1 ◦ x ◦ T2 ⇔ les signaux x et y sont de meˆme forme (1.137)
ou` T1 et T2 sont des transformations appartenants a` des ensembles donne´s. Elles peuvent agir
sur la phase (warping) et l’amplitude des signaux. Comme de´crit pre´ce´demment, T1 et T2 appar-
tiennent respectivement a` deux groupes de fonctions qui peuvent eˆtre semblables ou diffe´rents.
Dans ce qui suit, nous pre´sentons des exemples de de´finition d’e´galite´ de forme.
1- Mode`le invariant de forme (Shape Invariant Model) : c’est la de´finition classique la plus
commune´ment accepte´e. Elle explicite l’e´galite´ de forme au sens visuel. Elle lie deux signaux
x(t) et y(t) comme suit :
y = kx(at+ b) + c⇔ les signaux x et y sont de meˆme forme (1.138)
une autre de´finition admise est :
y = kx(
t− b
a
) + c⇔ les signaux x et y sont de meˆme forme (1.139)
ou` a, b, c et k sont des constantes, a > 0,k > 0. Nous pouvons noter que, dans cette de´finition,
les transformations T1 et T2 appartiennent au groupe des fonctions croissantes affines. Prati-
quement, un sous groupe peut eˆtre conside´re´ pour c = 0, qui correspond au retrait de la ligne
de base.
2- Mode`le de de´calage non line´aire (Non Linear Shift Model) : cette de´finition de´crit l’e´galite´
de forme pour le mode`le de ge´ne´ration employe´ en recalage de courbes et de´fini comme le mode`le
de de´calage non line´aire [18] (voir section 1.2.1). Elle autorise des transformations temporelles
non line´aires strictement croissantes entre les signaux y et x sur un support commun [0,T] :
y = kx(v(t)) + c⇔ les signaux x et y sont de meˆme forme (1.140)
ou` k > 0, c sont des constantes et v (v(0) = 0 et v(T ) = T ) appartient a` un sous groupe des
fonctions strictement croissantes. D’apre`s la de´finition, T1 appartient au groupe affine et T2 au
groupe de´fini pre´ce´demment. Nous remarquons que cette de´finition restreint la fluctuation tem-
porelle a` un meˆme support. Elle n’a plus de sens visuel mais permet de mesurer une variabilite´
de forme inde´pendamment d’une transformation non line´aire ”parasite” de l’axe temporel.
3- Me´thode des Fonctions de Re´partition (MFR) : dans cette de´finition, x et y sont suppose´s
positifs sur des supports qui peuvent eˆtre distincts. Si nous de´finissons X et Y comme leur
inte´grales norme´es respectivement, l’e´galite´ de forme peut s’e´crire [35] :
Y = X ◦ ϕ⇔ les signaux x et y sont de meˆme forme (1.141)
ou` ϕ appartient a` un groupe Φ de fonctions croissantes. Les signaux x et v sont proportionnels
aux de´rive´s de X et Y . Nous pouvons de´duire une autre de´finition de l’e´galite´ de forme :
y = kϕ
′
x ◦ ϕ⇔ les signaux x et y sont de meˆme forme (1.142)
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ou` [
′
] de´finit l’ope´ration de de´rivation. On peut montrer que cette de´finition entre dans le cadre
de la de´finition ge´ne´rale de (1.137). Cette relation de´crit le mode`le de ϕ-similitude [35]. Nous
pouvons remarquer que, si ϕ appartient au groupe des fonctions croissantes affines, nous retrou-
vons la relation d’e´galite´ de forme au sens visuel (SIM) de´fini pre´ce´demment. Cette importante
proprie´te´ justifie l’utilisation de la me´thode des fonctions de re´partition pour mesurer un e´cart
de forme au sens visuel.
Une fois la de´finition de l’e´galite´ de forme e´tablie, il est ne´cessaire de proposer une mesure
d’e´cart de forme qui soit si possible une distance au sens mathe´matique. Pour la de´finition
visuelle (SIM), une premie`re proposition a e´te´ faite avec le crite`re de similarite´ employant la
me´thode des fonctions de re´partition [35]. Ce crite`re consiste a` mesurer l’e´cart quadratique
moyen entre la fonction ϕ, de´finie a` partir de deux signaux, et une re´gression affine sur celle-ci.
Ce crite`re a permis de de´tecter de tre`s petites diffe´rences de forme sur des spectres chroma-
tographiques [37]. En revanche, il ne constitue pas une distance entre signaux (absence de la
condition d’ine´galite´ triangulaire). Le crite`re MFR a pour proprie´te´ principale d’eˆtre invariant
lorsque les deux signaux sont de meˆme forme et soumis aux transformations affines de´finies dans
le mode`le de forme invariant. En revanche, il perd cette proprie´te´ d’invariance lorsque les deux
signaux sont de formes diffe´rentes.
Pour caracte´riser la statistique de forme d’un ensemble de signaux, nous devons aussi avoir
un centre de gravite´ ou moyenne au sens de la forme qui minimise la dispersion moyenne (va-
riance) des e´carts de forme de cet ensemble. A l’e´gal de la distance, cette moyenne de forme
doit eˆtre invariante vis a` vis des transformations autorise´es par la de´finition d’e´galite´ de forme.
Pour la de´finition au sens visuel, une premie`re tentative pour re´pondre a` cette proble´matique a
e´te´ de proposer l’approche ISA. Cette approche fournit un signal moyen qui peut eˆtre conside´re´
comme une moyenne de forme. En revanche, comme nous l’avons de´montre´, le signal ISA ne
posse´de pas l’invariance par rapport aux transformations temporelles affines. Malgre´ cela, l’ap-
proche, couple´e au crite`re MFR, a e´te´ applique´e avec succe`s dans des applications de classement
de signaux [39], [40]. Ces re´sultats indiquent que la moyenne ISA et le crite`re MFR, meˆme s’ils
ne posse`dent pas toutes les proprie´te´s optimales, peuvent fournir un partitionnement de formes
cohe´rent.
En continuite´ des me´thodes MFR et ISA, nous avons voulu pre´senter de nouveaux outils
pour de´crire la dispersion de forme (au sens visuel) d’un ensemble de signaux. Ces outils sont
la moyenne de forme corrige´e CISA et la distance CISA. L’objectif sous-jacent e´tait d’obtenir
des outils capables de de´crire cette dispersion et respectant toutes les conditions the´oriques
impose´es. En travaillant sur les fonctions de re´partition, l’ide´e principale e´tait de transformer,
d’une manie`re biunivoque, ces fonctions d’un espace de base vers un nouvel espace susceptible
de permettre un acce`s direct a` la variation de forme intrinse`que. Pour cela, nous avons propose´
l’ope´ration de re´alignement affine des signaux et l’estimation d’une nouvelle moyenne de forme
intrinse`que. Cette nouvelle moyenne sert de signal de re´fe´rence pour un re´alignement affine op-
timal. Elle posse`de aussi la proprie´te´, manquante a` la moyenne ISA (voir section 1.2.4), d’eˆtre
invariante pour les transformations affines (temporelle et d’amplitude). De plus le nouvel espace
de repre´sentation F−1 permet de de´finir une distance de forme (distance L2) au sens strict (voir
section 1.2.4). Cette distance est bien invariante vis a` vis des transformations affines puisqu’elle
mesure la dispersion de forme intrinse`que apre`s re´alignement temporel affine et normalisation
de surface.
Par contre, l’ensemble de de´finition est limite´ aux N signaux utilise´s pour estimer cette nou-
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velle moyenne et acce´der au nouvel espace de mesure. Si nous rajoutons un signal a` l’ensemble,
il faudra recalculer le signal de re´fe´rence qui permet un alignement optimal et l’e´limination de la
fluctuation temporelle affine sur un nouvel ensemble de N +1 signaux. De la meˆme manie`re, la
distance CISA est tributaire de l’ensemble de re´alignement. Elle ne peut eˆtre utilise´e pour me-
surer l’e´cart de forme entre des signaux n’appartenant pas a` l’ensemble de re´alignement. Cette
limitation de l’approche ne nous geˆne pas pour mesurer la dispersion de forme d’un ensemble
de signaux ou le partitionner. En effet, cet ensemble est ge´ne´ralement de´fini au pre´alable.
Cette remarque se confirme au vu des bons re´sultats de classement obtenus sur des signaux re´els
(ECG) et de´crits en de´tails en chapitre 3.
Le mode`le de forme noyau peut eˆtre conside´re´ comme une tentative d’extension de l’ap-
proche CISA pour caracte´riser la forme d’un ensemble de signaux. L’acce`s direct a` la variation
de forme intrinse`que dans le nouvel espace se fait en utilisant des fonctions polynomiales, de
degre´ k, croissantes. Dans cette espace, nous de´finissons une distance qui permet de mesurer les
e´carts et une moyenne qui est le centre de gravite´ au sens de cette de´finition.
Les approches de recalage de courbes peuvent eˆtre utilise´es pour de´crire une variabilite´ de
forme au sens de la de´finition 2 (NLSM) apre`s un pre´traitement des signaux (normalisation
d’amplitude) garantissant l’invariance en amplitude. L’approche de moyennage convexe per-
met d’acce´der se´pare´ment aux variabilite´s temporelles et d’amplitude, constituant la variabilite´
de forme, sans hypothe`se a priori de structure commune. Elle peut aussi eˆtre employe´e a` la
meˆme taˆche et ne´cessite le meˆme pre´traitement. Par contre, son formalisme n’inclut pas la prise
en compte de la notion de forme au sens visuel tout comme les autres approches de recalage
de courbes classiques. En effet, dans [42], nous comparons sur des exemples de simulation, la
premie`re mouture incomple`te de l’approche CISA et l’approche FCA dans une application de
mesure de dispersion de forme au sens visuel. Les re´sultats montrent clairement la non prise en
compte de la forme dans l’approche FCA (et sa distance) a` l’inverse de l’approche CISA sous
son premier formalisme. Dans la section qui suit, nous allons illustrer, par quelques exemples
inspire´s de cette e´tude comparative, les proprie´te´s de´die´es a` l’analyse de forme des approches
CISA et d’estimation de forme noyau pre´sente´es dans ce chapitre.
1.3.2 Illustrations en simulation
Dans un premier temps, nous simulons N = 15 signaux gaussiens de meˆme forme sur l’inter-
valle [0, 1]. Les signaux pre´sentent une variabilite´ temporelle affine et une variabilite´ d’amplitude
line´aire. Ces variabilite´s sont ge´ne´re´es d’une manie`re ale´atoire (processus gaussiens). Nous expo-
sons les signaux obtenus en figure 1.32. Nous estimons la moyenne CISA et calculons la moyenne
classique que nous exposons sur la meˆme figure. La moyenne CISA conserve la forme commune
a` l’inverse de la moyenne classique. Nous calculons la distribution de la distance CISA entre la
moyenne et les signaux. Comme nous pouvons le voir sur la figure, nous retrouvons une disper-
sion de forme nulle. Ces re´sultats sont en accord avec les proprie´te´s de´crites pre´ce´demment.
Un deuxie`me cas est de conside´rer les signaux diffe´rents en forme. Nous ge´ne´rons N = 15
signaux si de forme diffe´rente par la somme de deux gaussiennes qui varient en amplitude et
en support inde´pendamment de manie`re ale´atoire affine. Nous montrons les signaux obtenus
en figure 1.33. Nous observons une dipersion de forme importante au sens visuel. De la meˆme
manie`re, nous exposons les moyennes CISA et classique calcule´es. La moyenne CISA capte bien
les caracte´ristiques de forme de l’ensemble sur un support moyen a` l’inverse de la moyenne
classique. La dispersion de forme importante se retrouve sur l’allure de la distribution de la
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(c) Distribution de la distance dCISA.
Fig. 1.32 – Mesure de dispersion de forme d’un ensemble de signaux de meˆme forme.
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(c) Distribution de la distance dCISA.
Fig. 1.33 – Mesure de dispersion de forme au sens visuel d’un ensemble de signaux de formes
diffe´rentes.
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distance CISA. Par la suite, nous se´lectionnons certains signaux suivant leur distance CISA a` la
moyenne. Nous conside´rons trois intervalles : dCISA(γCISA, si) < 0.4, 0.8 < dCISA(γCISA, si) <
1.2 et 1.8 < dCISA(γCISA, si). Nous exposons en figure 1.34, les signaux obtenus pour chaque
intervalle. Les re´sultats obtenus sont inte´ressants a` commenter. Pour le premier intervalle, la
forme du signal se´lectionne´ ressemble a` celle de la moyenne CISA justifiant une valeur moindre de
la distance CISA. La seconde se´lection retrouve des signaux similaires en forme dans l’ensemble
dont la distance est dans le second intervalle. Leur forme est e´loigne´e de celle de la forme
moyenne. La dernie`re retrouve un signal de forme radicalement diffe´rente de celle de la forme
moyenne. De ce fait, le signal est positionne´ a` l’extre´mite´ de la distribution. Au vu de ces
observations, la distribution de la distance CISA peut eˆtre assimile´e a` une ”distribution de
forme” relative a` la moyenne.
De la meˆme manie`re, nous reprenons la dernie`re simulation et nous estimons le signal de
forme noyau apre`s re´alignement polynomial (k = 2). nous exposons le signal obtenu et la distri-
bution de la distance dCS,2. La forme du signal moyen semble eˆtre proche de celle de la moyenne
CISA. La distribution obtenue est diffe´rente de celle de la distance CISA. En effet, elle pre´sente
des intervalles vides qui indique une plus grande se´paration entre sous-ensemble de forme dans
cet ensemble. Cette observation se confirme si l’on observe la se´lection des signaux en utilisant
les meˆmes intervalles que pre´ce´demment avec la distance CS.
Ainsi, la moyenne CISA et sa distance sont capables de de´crire une statistique de forme au
sens visuel pre´sente dans un ensemble de signaux et justifient leur utilisation dans des applica-
tions de partionnement de signaux au sens de la forme. De meˆme, au sens d’un re´alignement
polynomial, l’approche de forme noyau peut eˆtre employe´e pour mesurer une dispersion de
forme. Par contre, l’interpre´tation des re´sultats ne´cessite des connaissances a priori sur le pro-
cessus de ge´ne´ration des signaux.
1.4 Conclusion
L’e´ventail des me´thodes pre´sente´es dans ce chapitre a comme points communs la mode´lisa-
tion, graˆce a` un formalisme fonctionnel, et la mesure de variabilite´ d’un ensemble de signaux
essentiellement lie´e a` la variabilite´ de forme. Toutes ces me´thodes ont recours a` un re´aligne-
ment temporel. Les ope´rations, line´aires ou non line´aires, de re´alignement s’effectuent soit sur
les signaux eux meˆmes soit sur leurs inte´grales norme´es. Nous proposons, dans ce chapitre, des
outils spe´cifiques d’analyse statistique de la variabilite´ de forme.
Les exemples d’applications en biome´dical, cite´s dans la litte´rature, et expose´s dans cette
the`se montrent l’inte´reˆt d’une utilisation pre´cise de la notion de forme a` la fois pour de´tecter
des changements d’e´tats (de´tection de l’apne´e du sommeil ou d’alte´rations neurosensorielles) et
mode´liser ces changements d’e´tats.
Enfin, nous espe´rons que cette e´tude pourra permettre d’e´tablir un lien entre les commu-
naute´s du traitement du signal et d’analyse statistique fonctionnelle dans un contexte d’e´tude
de variabilite´ des signaux.
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(c) Les signaux obtenus pour le dernier intervalle.
Fig. 1.34 – Se´lection de forme au sens visuel a` partir de la distribution de la distance CISA.
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(c) Distribution de la distance dCS,2.
Fig. 1.35 – Mesure de dispersion de forme au sens d’un re´alignement polynomial (k = 2) d’un
ensemble de signaux de formes diffe´rentes.
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(c) Les signaux obtenus pour le dernier intervalle.
Fig. 1.36 – Se´lection de forme au sens d’un re´alignement polynomial (k = 2) a` partir de la
distribution de la distance dCS,2.
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Chapitre 2
Analyse et mode´lisation de l’activite´
e´lectrique neuronale auditive
2.1 Introduction
L’oreille est l’un des organes les plus complexes du corps humain. Elle est capable de dis-
cerner des sons tre`s proches en fre´quence et de faible e´nergie. Les me´canismes participant a`
l’audition sont divers et varie´s. Nous pouvons citer la transduction acoustico-me´canique, l’am-
plification non line´aire, le codage spatio-temporel du son et bien d’autres. Il arrive que cette
machinerie complexe s’enraye sous l’effet de pathologies aujourd’hui bien connues comme la
surdite´, l’hyperacousie, l’acouphe`ne etc.. Dans ce chapitre, nous allons particulie`rement nous
inte´resser au phe´nome`ne acouphe´nique a` travers une analyse et une mode´lisation de signaux.
L’acouphe`ne consiste en une sensation sonore (bourdonnement, siﬄement, sonnerie etc..) en
absence de tout stimulus d’origine externe. C’est un proble`me de sante´ publique dans la mesure
ou` il touche environ 10% de la population en France (particulie`rement les 60 ans et plus). Parmi
ces personnes, certaines de´veloppent des de´sordres psychologiques qui peuvent pousser meˆme au
suicide (0.5 % de cette population). Malheureusement, Il n’existe pas jusqu’a` ce jour de reme`de
de´finitif a` ce dysfonctionnement auditif. En effet, certaines the´rapies sont propose´es mais elles
ne s’attaquent qu’aux conse´quences de l’acouphe`ne et non a` ses causes. Cela est duˆ en grande
partie a` notre ignorance des processus complexes sous-jacents.
Ainsi, le phe´nome`ne acouphe´nique dans toutes ses de´clinaisons est encore mal connu. Le
processus l’engendrant et sa localisation pre´cise sur la chaˆıne auditive font encore l’objet de
spe´culation. Plusieurs hypothe`ses sont propose´es dans la litte´rature mais qui n’ont pas fait l’ob-
jet d’une validation rigoureuse. Ce fait est principalement duˆ a` l’absence de crite`res objectifs
de mesure de l’influence de l’acouphe`ne sur le syste`me auditif qui pourraient valider telle ou
telle approche. De plus, les chercheurs doivent se contenter de mesures subjectives base´es sur
des questionnaires chez l’homme et des mode`les comportementaux chez l’animal pour mesurer
l’acuite´ de l’acouphe`ne.
L’objectif principal du chapitre est l’exploration fonctionnelle de l’acouphe`ne. En effet, nous
nous proposons dans ce chapitre d’analyser et de mode´liser diffe´rents signaux issus de l’animal
(activite´ spontane´e et potentiels e´voque´s) sous influence d’un ototoxique, le salicylate, qui ge´-
ne`re artificiellement un type d’acouphe`ne. Le but est de tester en simulation plusieurs sce´narios
physiologiquement plausibles ge´ne´rant ce type d’acouphe`ne et confronter les re´sultats obtenus
avec les observations expe´rimentales issues d’une litte´rature re´cente. L’influence des ces sce´na-
rios sur l’activite´ spontane´e simule´e sera mesure´e par un index spectral, issu de la litte´rature,
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et a` l’aide d’un nouvel index d’e´cart de forme. La simulation de l’activite´ spontane´e utilisera un
mode`le direct simplifie´ mais suffisant pour exprimer des tendances de variation physiologique-
ment interpre´tables.
Apre`s une description anatomique et neurophysiologique du processus d’audition et de
l’acouphe`ne, deux types de signaux seront analyse´s. D’abord l’activite´ spontane´e composite
(ASC) re´colte´e sur la feneˆtre ronde de la cochle´e fera l’objet d’une e´tude pousse´e. Elle repre´-
sente la somme des contributions des fibres nerveuses auditives en absence de stimulus sonore.
Ce signal permet l’acce`s au comportement global des fibres auditives dispose´es sur toute la
cochle´e. Dans un premier temps, nous expliciterons un mode`le mathe´matique de ge´ne´ration de
l’ASC et de sa densite´ spectrale. Par la suite, trois me´canismes d’alte´rations neuronales seront
propose´s. Deux sce´narios, combinant ces me´canismes et explicitant les effets du salicylate, se-
ront teste´s en simulation et discute´s. Nous montrerons la pertinence de l’utilisation du crite`re de
forme, en comple´mentarite´ avec le crite`re spectral, pour mesurer objectivement des alte´rations
de l’ASC dues au salicylate. De meˆme, une nouvelle me´thode de de´tection d’alte´rations loca-
lise´es de l’ASC sera propose´e. Elle utilise l’approche CISA explicite´e en chapitre 1. Comme le
crite`re de forme, elle se base sur l’analyse de forme de l’histogramme d’amplitude de l’ASC. Ces
deux mesures (spectrale et d’e´cart de forme) devraient permettre une meilleure caracte´risation
des me´canismes ge´ne´rant l’acouphe`ne.
Le deuxie`me volet de l’e´tude consistera en l’analyse des potentiels e´voque´s, mesure´s sur les
relais auditifs apre`s le nerf auditif, par une stimulation sonore de fre´quence donne´e et en pre´-
sence de salicylate. Cette e´tude est comple´mentaire de la premie`re et aura pour objectif de mieux
comprendre l’influence du salicylate sur une activite´ neuronale e´voque´e. Nous appliquerons des
techniques de recalage de signaux de´crites en chapitre 1 pour e´tudier les lois de morphing des
potentiels ainsi que leurs alte´rations temporelles en pre´sence de l’ototoxique. Finalement, les
diffe´rents re´sultats seront regroupe´s et commente´s pour ame´liorer l’analyse objective du phe´no-
me`ne acouphe´nique sous ototoxique chez l’animal.
2.2 Description anatomique et neurosensorielle de l’audition
Dans cette section, nous allons de´crire avec plus de de´tails les me´canismes et les organes mis
en jeu dans l’ope´ration d’audition de l’oreille externe jusqu’aux voies auditives centrales chez le
mammife`re. En effet, les organes de l’audition chez les mammife`res sont tre`s semblables mais
varient en dimension. Ainsi, les e´tudes faites chez l’animal peuvent aider a` mieux comprendre
et soigner les pathologies auditives chez l’homme.
2.2.1 L’oreille
L’oreille comprend 3 parties, l’oreille externe, l’oreille moyenne et l’oreille interne :
- l’oreille externe : Elle est constitue´e du pavillon et d’un conduit auditif ferme´ par une
membrane e´lastique (le tympan) et de la forme d’un petit tuyau de 2 a` 4 cm de long et de 0,5
a` 1 cm de diame`tre chez l’homme, creuse´ dans l’os temporal. La peau qui le tapisse contient
de tre`s nombreuses glandes qui se´cre`tent le ce´rumen (substance grasse et jaunaˆtre). Des poils
retiennent les poussie`res. Le roˆle principal du conduit auditif est l’amplification sonore par un
phe´nome`ne de re´sonance.
- l’oreille moyenne : C’est elle qui contient les osselets reliant le tympan a` la feneˆtre ovale et
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assurant la transmission des vibrations du tympan. Elle se pre´sente comme une cavite´ prolonge´e
en avant par la trompe d’Eustache qui aboutit dans le pharynx : a` chaque de´glutition elle assure
l’e´quilibre de pression entre l’oreille moyenne et l’exte´rieur, condition indispensable a` la mobilite´
optimale du tympan. Sa limite externe est le tympan, et sa limite interne est une paroi osseuse
perce´e de deux orifices, la feneˆtre du vestibule (ou feneˆtre ovale) et la feneˆtre de la cochle´e (ou
feneˆtre ronde). Le tympan (tympanon = tambourin) est une membrane mince et translucide
de tissu conjonctif fibreux dont la face externe est recouverte de peau et la face interne d’une
muqueuse. Cette membrane est de´formable et fragile. Il a la forme d’un coˆne aplati dont le
sommet pe´ne`tre dans l’oreille moyenne. Les ondes sonores font vibrer le tympan, qui transfe`re
cette e´nergie aux petits osselets. C’est un tissu vivant qui est capable de cicatrisation quand il
est perce´. Mais, plus les cicatrisations se font tard dans l’aˆge, plus elles sont e´paisses et dures et
donc elles diminuent la souplesse et les possibilite´s de de´formation du tympan d’ou` une moins
bonne audition. La chaˆıne des osselets comprend 3 os, suspendus dans l’oreille moyenne par
des ligaments : le marteau, l’enclume et l’e´trier. La ” poigne´e ” du marteau est rattache´e au
tympan, et la base de l’e´trier s’inse`re dans la feneˆtre ovale. L’enclume s’articule avec le marteau
et l’e´trier par des articulations synoviales. Les osselets transmettent le mouvement vibratoire
du tympan a` la feneˆtre ovale qui, a` son tour, agite les liquides de l’oreille interne. Les mouve-
ments du tympan entraˆınent des mouvements identiques d’avant en arrie`re du dernier osselet,
l’e´trier. Cette chaˆıne des osselets entraˆıne une amplification des sons de l’ordre de 20 a` 30 dB
sur toutes les fre´quences par un rapport de surface entre feneˆtre ovale et tympan feneˆtre (ovale
10 fois plus petite en surface que tympan) et de levier des osselets, de plus des phe´nome`nes de
re´sonance amplifient les fre´quences entre 1.000 et 10.000 Hz avec un maximum vers 4.000 Hz [60].
- L’oreille interne : De forme complexe et agrandie sur la figure 2.1 [1], elle comprend une
cavite´ rigide de forme complexe, le labyrinthe osseux, dans laquelle flotte un organe souple et
creux de forme comparable : le labyrinthe membraneux. Il contient deux liquides, l’endolymphe
et la pe´rilymphe. L’endolymphe occupe une cavite´ interne centrale du labyrinthe membraneux
et la pe´rilymphe des espaces des deux cote´s de l’endolymphe. Deux membranes s’opposent a`
l’e´coulement de la pe´rilymphe dans l’oreille moyenne : la feneˆtre ovale, de´ja` cite´e, et la feneˆtre
ronde. Le labyrinthe osseux est un syste`me de canaux tortueux creuse´ dans l’os qui comprend
deux re´gions : le vestibule (saccule+ utricule+canaux semi-circulaires) et la cochle´e. Le laby-
rinthe membraneux est un re´seau de ve´sicules et de conduits membraneux loge´ dans le labyrinthe
osseux. Le vestibule est la cavite´ ovo¨ıde situe´e au centre du labyrinthe osseux. Il est situe´ a` l’ar-
rie`re de la cochle´e. C’est un organe qui abrite les re´cepteurs de l’e´quilibre qui re´agissent a` la
gravite´ et codent les changements de position de la teˆte. (sert a` de´tecter les acce´le´rations de la
teˆte, controˆle les mouvements des yeux quand on bouge, assure le maintien de l’e´quilibre).
2.2.2 La cochle´e et les cellules cilie´es
La cochle´e (cochlea = limac¸on) est une cavite´ osseuse spirale´e et conique de taille variable
selon l’espe`ce animale. Elle naˆıt de la partie ante´rieure du vestibule, puis elle de´crit environ deux
tours et demi autour d’un pilier osseux appele´ columelle. Le conduit cochle´aire membraneux
serpente au centre de la cochle´e et se termine en cul de sac a` son sommet. Il abrite l’organe spiral
(ou organe de Corti), le re´cepteur de l’audition. La cochle´e est charge´e de la transduction hydro-
me´canique de l’onde sonore. La cochle´e est divise´e en trois cavite´s distinctes. Ces cavite´s sont :
la rampe vestibulaire, unie au vestibule et contigue¨ a` la feneˆtre ovale, le conduit cochle´aire
proprement dit empli d’endolymphe, et la rampe tympanique emplie de pe´rilymphe, qui se
termine a` la feneˆtre de la cochle´e. Les deux rampes tympanique et vestibulaire communiquent
au sommet de la cochle´e (apex) dans une re´gion appele´e he´licotre`me (= ouverture dans la
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Fig. 2.1 – Description anatomique de l’oreille.
spirale). Nous pouvons voir en figure 2.2 une coupe transversale du limac¸on.
La cochle´e est compose´e de plusieurs unite´s identiques. Sur la membrane basilaire, il existe
des cellules de support et des cellules nerveuses situe´es de part et d’autre d’une structure de
support. Les cellules nerveuses sont charge´es de coder les vibrations. On trouve des cellules
cilie´es sensorielles externes (CCE) et des cellules cilie´es sensorielles internes (CCI), dont la base
est entoure´e par les fibres affe´rentes du nerf cochle´aire. Chez l’homme, on compte environ 12.000
CCE connecte´es a` 3000 fibres nerveuses auditives (10%) et de 3.000 a` 5.000 CCI connecte´es a`
30.000 fibres (90%). Les cellules cilie´es sont ainsi nomme´es car leur poˆle apical (plaque cuti-
culaire) en contact avec l’endolymphe, porte une centaine de ste´re´ocils en 3 range´es de tailles
diffe´rentes. Le reste de la cellule est localise´ dans le compartiment pe´rilymphatique. Sche´mati-
quement, les deux types cellulaires, cellules cilie´es internes (CCI) et externes (CCE), diffe`rent
par la forme de leur corps cellulaire (en poire pour la CCI et cylindrique pour la CCE), ainsi
que par l’arrangement des ste´re´ocils (en ligne pour la CCI et en W pour la CCE) (voir figure 2.3).
Les cellules cilie´es externes (CCE)
Sur la figure 2.4, nous voyons que les CCE font synapse avec des neurones de type II (vert) ;
rien n’est connu a` propos du roˆle de ce syste`me : peut-eˆtre informe-t-il le syste`me nerveux de
l’e´tat de contraction des CCE. Ces dernie`res sont directement innerve´es par les grosses termi-
naisons axoniques (rouge) de neurones situe´s bilate´ralement dans le complexe olivaire supe´rieur
me´dian (MSO) : c’est le syste`me effe´rent me´dian dont le roˆle pourrait eˆtre de mode´rer l’e´lec-
tromotilite´ (me´canisme actif) des CCE. En effet, les cellules externes sont doue´es de mobilite´
(l’e´lectromotilite´)[61] : elles ont la possibilite´ faire contracter leur corps cellulaire et ainsi de faire
bouger leurs cils .De cette fac¸on, elles peuvent amplifier les vibrations qu’elles recoivent. Ainsi,
si les cellules externes vibrent beaucoup, elles augmentent les vibrations des CCI, amplifiant
leur stimulation. Le controˆle re´tro-actif, indique´ ci-dessus, du syste`me nerveux peut de´tecter
l’endroit ou` la vibration est la plus importante : il peut alors y avoir un retour nerveux vers les
cellules externes pour bloquer l’amplification.
L’amplificateur a un roˆle de se´lection en fre´quence.
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Fig. 2.2 – Description anatomique de la cochle´e [1].
Fig. 2.3 – Les cellules cilie´es internes (CCE) en haut et externes (CCI) en bas [1].
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Fig. 2.4 – Les cellules cilie´es externes (CCE)[1].
Pour re´sumer, la fonction principale des cellules auditives cilie´es externes consiste a` renforcer
me´caniquement le mouvement de l’organe de Corti, afin d’augmenter la stimulation me´canique
des cellules cilie´es internes. Ce me´canisme augmente l’audibilite´ de sons a` bas niveau et contri-
bue e´galement la se´lectivite´ en fre´quence.
Les cellules cilie´es internes (CCI)
Sur la figure 2.5, nous pouvons observer que les CCI font synapse avec tous les neurones de
type I (de´crit ci-apre`s) du ganglion spiral, formant le syste`me affe´rent radial (= nerf auditif :
bleu) qui relie la cochle´e aux noyaux cochle´aires [60]. C’est par la` que partent tous les messages
auditifs vers le cerveau. Le syste`me effe´rent late´ral (rose), issu de petits neurones de l’olive
supe´rieure homolate´rale (LSO), effectue un re´tro-controˆle sur la synapse CCI/fibre affe´rente :
on ne connaˆıt pas son roˆle mais on sait qu’il intervient notamment dans les trauma acoustiques.
Nous expliquerons par la suite en de´tail l’implication des CCI dans la transduction du signal
sonore. Les cellules les plus fragiles du re´cepteur auditif sont les cellules externes ; on les perd
davantage avec l’aˆge. Si l’organe auditif est malmene´, ces cellules partent en priorite´. Il en est
de meˆme s’il y a attaque par des produits externes ou internes ou lors de maladies. Il y a perte
progressive de l’amplification et donc une moins bonne audition. S’il y a encore des cellules
internes, une audition de´grade´e peut eˆtre restaure´e par des amplificateurs.
2.2.3 Les fibres nerveuses auditives (nerf auditif)
Comme nous l’avons vu pre´ce´demment, le nerf auditif a` travers ses fibres nerveuses est le
premier re´seau nerveux qui transmet l’information sonore apre`s stimulation des cellules cilie´es.
Tous les neurones de type I sont dispose´s sur le ganglion spiral, formant le syste`me affe´rent ra-
dial qui relie la cochle´e aux noyaux cochle´aires. Ils sont relie´s aux CCI et transmettent les trains
de potentiels ge´ne´re´s par l’activation des CCI. Il existe aussi des neurones de type II, en faible
proportion comparativement aux neurones de types I. Sur la figure 2.7, nous pouvons voir les
diffe´rentes innervations affe´rentes des cellules cilie´es. Les gros neurones de type I de grosse taille
et mye´linise´s (95% des neurones ganglionnaires) ont une branche pe´riphe´rique unique connecte´e
aux CCI (10 type-I par CCI en moyenne). Les neurones de type II, plus petits et non mye´linise´s,
suivent une route spirale, vers la base de la cochle´e, pour aller connecter une dizaine de CCEs,
ge´ne´ralement de la meˆme range´e. Nous pouvons voir en figure 2.7 l’innervation affe´rentes des
cellules cilie´es. Le chat dispose d’environ 50.000 de ces neurones affe´rents primaires et le rat
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Fig. 2.5 – Les cellules cilie´es internes (CCI)[1].
d’environ 16.000 neurones. Chez l’homme, ils sont au nombre de 25.000 a` 30.000 neurones [60],
[61].
Les fibres du nerf auditif pre´sentent un arrangement selon les fre´quences, dit tonotopique, telles
que celles provenant de l’apex de la cochle´e (fre´quences graves) soient au centre, entoure´es par
celles issues de la base (fre´quences aigue¨s).
L’activite´ spontane´e
Il a e´te´ de´montre´ expe´rimentalement que les fibres nerveuses auditives peuvent se de´charger
en absence de tout stimulus sonore [62]. Cette activite´ de de´charge est de´finie comme l’activite´
spontane´e. L’occurrence des ces de´charges spontane´es semble eˆtre totalement ale´atoire. La statis-
tique de de´charge spontane´e peut s’exprimer par un processus ale´atoire discret. Ce processus se
caracte´rise par une densite´ de probabilite´ des intervalles entre les de´charges (spike) qui peut eˆtre
approximer a` une densite´ d’intervalle issue d’un processus de Poisson avec pe´riode re´fractaire.
Nous pouvons voir dans en figure 2.6, l’allure d’un histogramme des intervalles inter-impulsions
de´crivant le comportement de de´charge d’une fibre auditive avec un de´but correspondant a` la pe´-
riode re´fractaire absolue (<1ms), un pic a` environ 5 ∼ 7 ms du a` l’effet de la pe´riode re´fractaire
relative puis une diminution en exponentielle similaire a` un processus de poisson homoge`ne. En
section 2.4.1, nous e´tudierons en de´tails la statistique de de´charges des fibres nerveuses auditives.
Les fre´quences de de´charges des fibres nerveuses se re´partissent selon une distribution bi-
modale de´crite dans [62] et expose´e en figure 2.6. Le mode principal repre´sente la population
a` fre´quence de de´charge spontane´e e´leve´e (>20 imp/s) et un mode secondaire partage´ par les
fibres a` fre´quence de de´charge spontane´e moyenne (entre 0.5 imp/s et 20 imp/s) et les fibres a`
basses fre´quence de de´charge spontane´e (<0.5 imp/s). Ces fre´quences de de´charges sont corre´-
le´es avec le type de fibre, a` seuil de sensitivite´ bas ou e´leve´, et au diame`tre de la fibre auditive.
Le mode primaire repre´sente environ 64 % des fibres et le mode secondaire 34 % [62].
2.2.4 Les voies auditives centrales
Les signaux nerveux du stimulus auditif se propagent du nerf auditif a` travers les voies au-
ditives dans le tronc ce´re´bral jusqu’au cortex auditif. Sur le chemin de la cochle´e au cortex, les
signaux passent a` travers diffe´rents noyaux nerveux. Le nombre de fibres nerveuses augmente et
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(a) Histogramme des intervalles de de´charge
spontane´e d’une fibre nerveuse auditive [60].
(b) LDistribution des fre´quences de de´charge
spontane´e [62].
Fig. 2.6 – Caracte´ristiques de l’activite´ spontane´e des fibres nerveuses auditives.
Fig. 2.7 – Innervation des cellules cilie´es [1].
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les analyses de signal deviennent plus complexes a` chaque niveau des voies auditives centrales.
Le cortex auditif primaire repre´sente la perception et la sensation des sons et le cortex auditif
associatif traite le stimulus linguistique et l’information des paroles et autres sons qui trans-
portent l’information. Dans le syste`me nerveux, il existe des agglome´rats de cellules nerveuses
ayant un fonctionnement commun identifiable (motricite´, sensibilite´) ; on les regroupe sous le
nom de ” noyaux ” [60], [63].
Les noyaux cochle´aires
Ils sont le premier relais pour les informations provenant des cellules internes et externes.
Ils sont lie´s a` une certaine repre´sentation du niveau sonore et participent au re´flexe stape´dien
produit par le nerf facial (contraction du muscle de l’e´trier lors de stimulation de forte intensite´).
Chez les animaux, on peut de´celer des re´flexes conditionne´s aux sons (on reconnaˆıt le son mais
on ne peut pas donner sa nature).
Le noyau olivaire
Apre`s les noyaux cochle´aires, l’information sonore passe a` un niveau supe´rieur et subit un
traitement plus complexe, plus structure´ qui permet d’extraire des e´le´ments de perception. C’est
la` que se situe les cellules dont les axones forment le re´trocontroˆle nerveux cochle´aire (syste`me
effe´rent). C’est le premier niveau qui rec¸oit des informations provenant des parties droite et
gauche du syste`me auditif et joue un roˆle primordial dans le codage de la localisation des sons.
Il y a analyse en terme de variation de niveau, de variation de fre´quence, de variation de la
position de la source sonore.
Le noyau du lemnisque late´ral
Il aurait un roˆle dans la localisation spatiale d’un son. Il pourrait avoir des connexions avec
les centres susceptibles de de´clencher des mouvements de la teˆte. Le colliculus infe´rieur a une
action dans l’analyse des sons en terme de niveau sonore, de variation de fre´quence, de position
dans l’espace. Il existe une comparaison entre l’information auditive et ses variations et entre
l’information visuelle et ses variations.
Les deux colliculi (infe´rieur et supe´rieur)
Ils e´changent leurs informations visuelles et auditives. Des re´ajustements ont lieu a` ce niveau
s’il y a handicap auditif ou visuel.
Les corps genouille´s me´dians (situe´s dans le thalamus) et le cortex
On peut difficilement faire la diffe´rence entre ce qui est traite´ par l’un et l’autre. Les infor-
mations sont traite´es sous forme de localisation spatiale et de signification.
Le roˆle sche´matique des structures implique´es dans l’audition (voir figure 2.8) peut eˆtre re´-
sume´ de la manie`re suivante :
- he´misphe`re (cortex) et corps genouille´ me´dian : signification, localisation.
- colliculus infe´rieur : localisation spatiale, niveau sonore et variation du niveau sonore, fre´-
quence et variation de la fre´quence, relations audition-vision.
- noyau du lemnisque late´ral : localisation spatiale et re´flexes auditifs ? (mouvements de la teˆte)
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- noyau olivaire : comparaison entre 2 oreilles, , localisation spatiale, re´troaction sur le codage
nerveux primaire de la cochle´e.
- noyaux cochle´aire : re´actions primaires aux sons, premiers codages d’informations entre ca-
naux fre´quentiels.
- oreille : se´lection en fre´quence re´ception, amplification.
2.2.5 Transmission et codage de l’information sonore
Lorsque un son est e´mis a` une fre´quence pre´cise, il se propage en s’amplifiant dans le conduit
auditif et fait vibrer le tympan. Ces vibrations entraˆınent le mouvement des osselets dont l’e´trier
qui est le plus proche de la feneˆtre ronde. Quand celui-ci vibre, une force re´sultante sur la feneˆtre
ovale cre´e un mouvement ondulatoire dans le liquide et ge´ne`re un mouvement dans la membrane
basilaire (voir figure 2.9). Ce mouvement stimule les cellules cilie´es. L’amplitude maximale de
l’onde qui se de´place a lieu a` diffe´rents endroits de la membrane basilaire selon la fre´quence
sonore par un phe´nome`ne de re´sonance. Chez l’homme, les hautes fre´quences (jusqu’a` 20000
Hz) stimulent les membranes basilaires proches de la feneˆtre ovale et les basses fre´quences (a`
partir de 20 Hz) stimulent les membranes apicales (apex). Ce phe´nome`ne hydrome´canique a e´te´
de´crit pour la premie`re fois par Georg von Be´ke´sy (prix Nobel de me´decine en 1961) a` partir
d’e´tudes sur des cadavres frais [64].
La stimulation des cellules auditives internes (CCI) re´sulte dans la de´livrance d’un neuro-
transmetteur qui de´clenche une activite´ e´lectrique des fibres nerveuses dans le nerf auditif. Les
ste´re´ocils des cellules sensorielles ne sont pas tous de meˆme taille. Ils sont organise´s en range´es
de ste´re´ocils de meˆme taille et sont dispose´s sur une meˆme cellule selon une taille croissante.
Deux ste´re´ocils voisins sont relie´s par un filament prote´ique, le lien apical (tip link) qui me-
sure 150 nm. La zone d’insertion du lien apical sur le ste´re´ocil le plus haut se fait a` proximite´
d’un canal ionique (canal K+ me´cano-sensible). Selon le type de mouvement des ste´re´ocils, le
lien apical sera plus ou moins tendu. Lorsqu’il est en tension maximale, il entraˆıne une ouver-
ture du canal ionique normalement ferme´. Il s’ensuit un courant cellulaire responsable d’une
de´polarisation et d’un potentiel cellulaire. Ceci produit une transmission synaptique a` la base
de la cellule sensorielle qui entraˆıne un potentiel d’action (spike) dans les fibres nerveuses du
nerf VIII relie´es a` cette CCI [60], [61]. Cette transmission s’effectue d’une cellule a` l’autre par
des mole´cules d’une substance chimique qui s’e´coule a` travers la jonction inter-neuronale ap-
pele´e synapse. Cette substance chimique, le neurotransmetteur, va modifier la perme´abilite´ de
la membrane cellulaire a` certains ions, ce qui a pour effet de de´polariser celle-ci [60]. La cel-
lule cilie´e re´agit comme une cellule nerveuse. Il existe initialement au niveau de la cochle´e un
potentiel e´lectrique de repos de 80 millivolts. La ge´ne´ration du potentiel d’action au niveau de
la fibre nerveuse n’est pas syste´matique et de´pend de la quantite´ de neurotransmetteur rec¸u et
de l’historique de de´charge de la fibre (pe´riode re´fractaire absolue et relative). L’arrive´e d’un
stimulus sonore, en de´polarisant la membrane des cellules cilie´es, produit ce que l’on appelle le
potentiel microphonique. Celui-ci refle`te les mouvements de la membrane basilaire et de´pend
de l’intensite´ et de la fre´quence du stimulus. Nous allons de´crire dans ce qui suit les principaux
principes de codage de l’information sonore au niveau de la cochle´e et des fibres nerveuses.
Discrimination fre´quentielle
Von Be´ke´sy [64] a montre´ que les vibrations de la membrane basilaire variaient en amplitude
selon la fre´quence sonore. Cette e´tude a montre´ clairement que des localite´s spe´cifiques de la
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Fig. 2.8 – Repre´sentation sche´matique des voies auditives centrales [1].
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(a) Re´sonances de la membrane basilaire. (b) Tonotopie de la co-
chle´e.
Fig. 2.9 – Caracte´ristiques de la cochle´e [1].
cochle´e sont de´die´es a` l’audition de fre´quences spe´cifiques.
Principe de localite´
Ce principe issu de l’e´tude cite´e pre´ce´demment stipule que chaque cellule cilie´e est adapte´e
pour re´pondre a` une fre´quence spe´cifique de´termine´e par sa position sur la cochle´e. Cette the´o-
rie propose que le cerveau est capable de discerner la fre´quence de stimulation selon la localite´
des neurones qui se de´chargent. De la meˆme manie`re que les cellules cilie´es, les fibres nerveuses
auditives sont adapte´es pour re´agir a` une fre´quence spe´cifique, de´finie comme la fre´quence ca-
racte´ristique [60].
Principes de vole´e de de´charges et de verrouillage de phase
La discrimination fre´quentielle ne se fait pas seulement par la re´sonance de la membrane
basilaire mais aussi par l’information ve´hicule´e par les instants de de´charges des fibres ner-
veuses. Ainsi, un phe´nome`ne a e´te´ de´crit et consiste en la modulation de fre´quence de l’activite´
cumule´e de de´charges des fibres nerveuses en synchronicite´ avec la fre´quence du stimulus. C’est
le principe de verrouillage de phase. Il est aussi de´fini comme le principe de de´charges a` la vole´e
[65], [63].
Discrimination en amplitude
L’audition humaine peut traduire une dynamique d’intensite´ sonore d’approximativement
110 dB. Les fibres auditives prises individuellement ne peuvent reproduire qu’une dynamique
limite´e a` 40 dB. La dynamique est reproduite en augmentant la fre´quence de de´charge des fibres
selon l’intensite´. La plage de 110 dB pourrait eˆtre coder en partageant la population des fibres
en groupes en accord avec leur sensibilite´. Ainsi, il existe deux groupes de fibres : les fibres a`
faible seuil de sensibilite´ et donc tre`s sensibles et les fibres a` haut seuil de sensibilite´ beaucoup
moins sensibles. Quand les fibres a` faible seuil atteignent leur fre´quence maximale de de´charge,
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les fibres a` seuil e´leve´s commencent a` de´charger plus rapidement que durant l’activite´ spontane´e.
Les fibres a` seuil bas sont caracte´rise´es par des fre´quences de de´charges spontane´es e´leve´es et une
faible dynamique. Les fibres a` seuil bas ont des fre´quences de de´charges spontane´es plus basses
et une dynamique plus grande. Il existe une troisie`me cate´gorie de fibres a` seuil et fre´quence
de de´charge spontane´e moyens qui fait la jonction entre les deux premie`res cate´gories de fibres
nerveuses [65], [60].
2.2.6 L’exploration fonctionnelle du syste`me auditif
Pour comprendre les diffe´rents me´canismes et processus entrant dans l’audition, il est ne´ces-
saire de pouvoir e´tudier les fonctions de chaque e´le´ment de la chaˆıne auditive. Cette exploration
fonctionnelle se fait en recueillant diffe´rents signaux d’une manie`re invasive ou non-invasive
a` diffe´rentes localite´s de celle-ci. L’analyse des signaux en fonction d’une stimulation particu-
lie`re, une alte´ration de l’anatomie ou l’influence me´dicamenteuse permet de mieux comprendre
le fonctionnement de chaque e´le´ment. Nous nous inte´resserons particulie`rement aux signaux
e´lectrophysiologiques qui nous renseignent sur l’excitation et la propagation de l’activite´ e´lec-
trique d’origine neuronale dans un contexte particulier. En effet, les potentiels auditifs refle`tent
l’activite´ e´lectrique des diverses structures nerveuses implique´es dans le codage des sons. Les
potentiels unitaires sont enregistre´s directement dans une seule cellule ou fibre nerveuse. Les
potentiels composites, recueillis a` distance, refle`tent l’ensemble des potentiels unitaires.
Les Potentiels unitaires
Une micro-e´lectrode de verre permet d’enregistrer l’activite´ unitaire d’une fibre du nerf au-
ditif ou d’un autre noyau auditif. Cette fibre auditive re´pond a` la stimulation sonore par l’envoi
d’un potentiel d’action (PA) vers le cerveau. Le de´lai (latence) entre le stimulus sonore et le po-
tentiel est d’environ 1 ms. L’amplitude des PA unitaires est de l’ordre de la dizaine de millivolt
(mV). Cette mesure permet d’e´tudier individuellement le comportement des fibres et particulie`-
rement leur taux de de´charge a` travers l’analyse de l’histogramme des intervalles de de´charges
suivant le type et l’intensite´ du stimulus [66]. Dans la figure suivante, nous pouvons observer un
PA issu d’une fibre du nerf auditif. Il est possible d’enregistrer aussi par ce proce´de´ l’activite´
spontane´e de la fibre. Par la suite, l’analyse de la distribution d’intervalles inter-impulsions (ou
spikes) peut nous renseigner sur la statistique de de´charge spontane´e de la fibre.
Le potentiel cochle´aire composite
Une macro-e´lectrode place´e sur le promontoire, pre`s de la feneˆtre ronde, permet d’enre-
gistrer le potentiel d’action composite (PAC) du nerf auditif qui refle`te l’activite´ synchrone de
l’ensemble des potentiels d’action unitaires en re´ponse a` une stimulation sonore de courte dure´e.
Le potentiel est plus complexe que le potentiel d’action unitaire, mais la premie`re onde (N1)
correspond a` la sommation des potentiels unitaires de la figure pre´ce´dente. L’amplitude du PAC
mesure´e entre N1-P1 est de l’ordre de quelques dizaines de microvolts (µV ). A faible niveau
de stimulation acoustique, les re´ponses successives a` une meˆme stimulation sont additionne´es
pour e´liminer le bruit du fond parasite. Nous pouvons voir dans la figure qui suit l’allure d’un
PAC recueilli sur la feneˆtre ronde. Cette technique, applicable chez l’homme, est aussi appele´e
e´lectrocochle´ogramme [67]. Cette onde varie en amplitude et en latence en fonction du contenu
fre´quentiel et l’intensite´ du stimulus sonore.
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Fig. 2.10 – Enregistrement d’un potentiel d’action unitaire (PU) sur une fibre du nerf auditif
(technique expe´rimentale sur l’animal)[1].
Fig. 2.11 – Acquisition du potentiel d’action composite (PAC) chez l’homme [1].
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L’activite´ spontane´e cochle´aire composite (ASC)
Une macro-e´lectrode, place´e de la meˆme manie`re que pour le PAC, permet d’enregistrer l’ac-
tivite´ spontane´e et asynchrone des fibres auditives en absence d’excitation sonore. Une analyse
spectrale du signal enregistre´ permet une e´tude globale de l’activite´ neuronale dans certains
contextes (ex : acouphe`nes) en absence de stimulation. Nous de´velopperons l’e´tude de ce signal
dans les sections qui suivent.
Les potentiels e´voque´s (PE) issus des relais auditifs
De la meˆme manie`re que pour la cochle´e, il est possible de recueillir des potentiels au niveau
du noyau cochle´aire, le colliculus infe´rieur, etc.. Les e´lectrodes peuvent eˆtre place´s tonotopique-
ment sur les relais et nous permettre d’acce´der a` l’activite´ neuronale spe´cifique en fre´quence.
Nous nous inte´resserons a` cette mesure en section 2.5.
2.3 Description du phe´nome`ne acouphe´nique
Dans cette section nous allons nous atteler a` de´finir le phe´nome`ne acouphe´nique a` travers la
description des diffe´rentes hypothe`ses pre´sente´es dans la litte´rature engendrant sa ge´ne´ration et
l’implication des diffe´rents e´le´ments de la chaˆıne auditive. L’acouphe`ne est classiquement de´fini
comme une sensation auditive (siﬄement, bourdonnement, etc..) se produisant en l’absence de
tout stimulus sonore [68], [69]. C’est une pathologie, symptoˆme d’un dysfonctionnement neuro-
sensoriel. Il se de´cline en deux genres : l’acouphe`ne objectif et l’acouphe`ne subjectif.
L’acouphe`ne objectif : Il se caracte´rise pas le fait de pouvoir eˆtre percu objectivement par
une autre personne (enregistrements, otoe´missions spontane´es,..). Il est principalement duˆ a` des
anomalies vasculaires et/ou a des contractions musculaires anormales ou a` des de´fauts structu-
raux de l’oreille moyenne. Ce type d’acouphe`ne ne concerne que peu de cas.
L’acouphe`ne subjectif : Il n’est entendu que par la personne souffrante. Son origine peut
se situer a` n’importe quel niveau des voies auditives et fait intervenir des me´canismes encore
me´connus. Dans ce qui suit, c’est ce type que nous de´finirons comme acouphe`ne.
La plupart des personnes ont de´ja` ressenti un acouphe`ne. L’apparition du phe´nome`ne est
ge´ne´ralement lie´e a` une cause re´versible comme l’e´coute musicale a` forte intensite´, l’ingestion
d’aspirine ou de quinine, ou des perturbations de l’oreille moyenne. La sensation peut subsister
de quelques secondes a` plusieurs jours [69]. Pourtant, chez 5-15 % de la population, la perception
de l’acouphe`ne est permanente [69]. La pre´valence ge´ne´rale de l’acouphe`ne chronique est de 12
% apre`s 60 ans et de 5 % entre 20 et 30 ans [70]. Il est a` noter que cela peut se de´clarer a`
n’importe quel aˆge. L’acouphe`ne est suffisamment perturbant pour alte´rer la qualite´ de vie en
engendrant troubles du sommeil et de´tresse psychique. La plupart des cas d’acouphe`ne chronique
sont associe´s a` des pertes de l’audition lie´es a` l’aˆge ou a` l’exposition sonore. L’acouphe`ne est
donc un proble`me de sante´ publique qui justifie l’important effort de recherche fourni par la
communaute´ scientifique [68]. Plusieurs proce´dures sont propose´es pour alle´ger la sensation
d’acouphe`ne chez les patients [69]. Mais il n’existe pas actuellement de traitements susceptibles
d’e´liminer totalement l’acouphe`ne.
Le phe´nome`ne acouphe´nique reste encore malconnu et plusieurs hypothe`ses tentant d’expli-
quer sa ge´ne´ration sont de´crites dans la litte´rature [68]. Cette diversite´ des hypothe`ses est due en
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grande partie a` l’he´te´roge´ne´ite´ observe´e dans la population des acouphe`nes. Une seul mode`le ou
the´orie ne peut donc expliquer la pre´sence de l’acouphe`ne chez tous les patients. Deux grandes
familles de me´canismes sont susceptibles de ge´ne´rer l’acouphe`ne : les me´canismes d’origine co-
chle´aire de´finis comme pe´riphe´riques et les me´canismes d’origine non-cochle´aire de´fini comme
centraux [68], [69]. L’implication et l’interaction entre ces deux familles de me´canismes dans
la ge´ne´ration de l’acouphe`ne ne sont pas clairement de´finis et font l’objet de plusieurs e´tudes.
Dans ce qui suit nous allons passer en revue les principales hypothe`ses de ge´ne´ration issues de
travaux expe´rimentaux base´s principalement sur l’administration d’ototoxiques cense´s ge´ne´rer
l’acouphe`ne comme le salicylate. Dans cette optique et a` titre d’exemple, Cazals [71] dresse un
panorama complet des diffe´rentes alte´rations neurosensorielles auditives induites par le salicy-
late observe´es par diffe´rentes e´tudes chez l’animal et l’homme. Dans [69] et [68], un e´tat de l’art
couvrant la description des me´canismes de ge´ne´ration et de perception du phe´nome`ne acouphe´-
nique et pre´sente´. Nous exposerons aussi les diffe´rentes pistes de re´flexion qui se de´gagent des
principaux travaux effectue´s jusqu’a` ce jour.
2.3.1 Les sources et me´canismes de ge´ne´ration de l’acouphe`ne
Dans cette partie, nous allons passer en revue les principaux foyers et me´canismes suscep-
tibles de contribuer a` la ge´ne´ration de l’acouphe`ne et de´crits dans la litte´rature. En effet, l’e´tude
du phe´nome`ne acouphe´nique a fait l’objet d’une litte´rature abondante. Le nombre important
d’e´tudes de´die´es a` ce phe´nome`ne s’explique par la complexite´ du phe´nome`ne d’audition d’une
part et la multiplicite´ des agents y participant d’autre part.
Alte´rations des proprie´te´s des cellules cilie´es externes (CCE)
Plusieurs hypothe`ses mettent en avant un roˆle primordial de la cochle´e dans la ge´ne´ration
de l’acouphe`ne. En effet, celle-ci couple´e au nerf auditif forme le premier maillon de la chaˆıne
auditive. Il est suppose´ qu’un dysfonctionnement au niveau de la cochle´e peut eˆtre interpre´te´
par les maillons suivants de la chaˆıne auditive comme une information sonore. Jastreboff [72],
[73] a de´crit les dommages subis dans la partie basale de la cochle´e suite a` une exposition a`
une stimulation sonore intense ou a` des agents ototoxiques. Ces dommages affectent les CCE
d’abord puis les CCI si le traitement est re´pe´te´. Trois configurations peuvent apparaˆıtre : i)des
CCE et CCI non fonctionnelles, ii) des CCE non fonctionnelles et iii) des CCI fonctionnelles
et des CCE et CCI intactes. La deuxie`me cate´gorie semble eˆtre suspecte´e dans la ge´ne´ration
de l’acouphe`ne. En effet le couplage de´fectueux entre les CCI et les CCE pourrait alte´rer la
stimulation neuronale et son interpre´tation par le cerveau. L’alte´ration de la stimulation neu-
ronale sera discute´e par la suite. Cette alte´ration serait cause´e par la re´duction de l’inhibition
controˆle´e par les CCE. Cette re´duction d’inhibition rendrait une partie bien localise´e (ou le
de´couplage CCE et CCI est pre´sent) de la membrane basilaire plus active d’ou` une perception
tonale de l’acouphe`ne. Ce mode`le de ge´ne´ration de l’acouphe`ne pourrait eˆtre applique´ aussi bien
aux acouphe`nes temporaires qu’aux acouphe`nes permanents.
Lepage [74] propose un autre sche´ma ou` les CCE alte´re´es seraient toujours mises en cause.
En effet, un des roˆles des CCE normales est de controˆler le seuil de sensibilite´ des CCI. Ce seuil
fixe le niveau a` partir duquel l’excitation au niveau des CCI doit eˆtre conside´re´e comme un son.
Il n’est pas nul mais correspond a` un seuil de bruit de fond. Dans cette optique, on peut imaginer
qu’une perte de motilite´ des CCE peut entraˆıner une perte du controˆle de ce seuil de re´fe´rence.
Une stimulation conside´re´e normalement comme inaudible peut alors eˆtre perc¸ue comme un
acouphe`ne. Si ce dysfonctionnement n’apparaˆıt que dans une zone localise´e de la membrane
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basilaire, la perception de l’acouphe`ne sera tonale en fonction de la tonotopie. Re´cemment, une
e´tude sur le produit de distorsion fre´quentiel en re´ponse a` deux fre´quences sonores [75] chez le
cochon d’Inde en pre´sence d’ototoxique, le salicylate (ge´ne´rateur d’acouphe`nes), a e´te´ mene´e.
Ce type d’oto-e´mission, spe´cifique en fre´quence, permet de re´aliser un audiogramme objectif
refle´tant l’e´tat fonctionnel des CCE. L’e´tude a montre´e l’alte´ration du processus actif des CCE.
Cette e´tude re´affirme le roˆle central des CCE dans la ge´ne´ration d’acouphe`ne d’origine cochle´aire.
Activation des re´cepteurs N-methyl d-aspartate (NMDA)
Une e´tude re´cente, en pre´sence de salicylate, de´montre l’activation des re´cepteurs NMDA au
niveau de la cochle´e en plus des dommages sur les CCE [76]. Ces re´cepteurs interviennent dans
la re´paration synaptique apre`s excitotoxicite´. L’e´tude montre sur des re´sultats issus d’une nou-
velle proce´dure comportementale chez le rat que l’inhibition de la cyclooxygenase, un me´canisme
mole´culaire ne´cessaire au bon fonctionnement cellulaire, est un des me´canismes responsables de
la ge´ne´ration de l’acouphe`ne sous salicylate. Cette inhibition est effectue´e a` travers l’activation
des re´cepteurs NMDA cochle´aires. Ce type d’acouphe`ne a pu eˆtre re´duit par injection d’anta-
gonistes NMDA dans le fluide cochle´aire [76].
Alte´rations de l’activite´ neuronale spontane´e
L’e´tude de l’activite´ spontane´e dans les structures neuronales auditives est un e´le´ment pre´-
ponde´rant dans la compre´hension de la physiologie du phe´nome`ne acouphe´nique [71]. Plusieurs
hypothe`ses de ge´ne´ration de l’acouphe`ne se basent sur la pre´sence d’une activite´ spontane´e alte´-
re´e au niveau du nerf auditif et/ou au niveau des autres relais auditifs. Ces alte´rations seraient
mal interpre´te´es par le cerveau et source de la perception acouphe´nique. Trois type d’alte´ration
sont suspecte´es : l’augmentation ou diminution du taux de de´charges des neurones, l’alte´ration
temporelle des occurrences de de´charge (bouffe´e de de´charges/burst ou spike double) et enfin
changement dans la synchronicite´ de de´charge neuronale. Ces trois sche´mas seront e´tudie´s, en
simulation, dans les sections suivantes.
Alte´rations sur le nerf auditif
Evans et al.[77] ont observe´ les premiers une hyperactivite´ au niveau du nerf auditif en
pre´sence de salicylate. Cette observation e´tait en totale contradiction avec la litte´rature qui
indiquait que les pathologies cochle´aires chroniques induites expe´rimentalement avaient plutoˆt
tendance a` re´duire l’activite´ spontane´e. Cette diminution a e´te´ rapporte´e par Kiang et al. [78]
sur la base d’e´tudes sur les chats. Ainsi l’e´tude d’Evans et al. sur 6 chats a montre´ que des
doses de salicylate de 400 mg/kg induisaient une augmentation significative des fre´quences de
de´charges spontane´es (FDS) mesure´es sur des fibres auditives a` fre´quences caracte´ristiques et
de de´charge e´leve´es. De plus, le seuil de sensibilite´ de ces fibres montra une e´le´vation importante
contrairement aux chats dits de controˆle. L’e´tude de l’histogramme des intervalles de de´charge
inter-spike a aussi montre´ l’apparition d’un pic entre 0.6 et 1 ms. Ce pic semble provenir d’un
phe´nome`ne de burst ou de spike double dans l’activite´ de de´charge des fibres. Une autre e´tude
sur le chat [79] a montre´ au contraire une stabilisation voire une le´ge`re diminution des FDS apre`s
injection de salicylate a` dose e´gale a` 200 mg/kg. L’auteur constata quand meˆme sur quelques
fibres une augmentation de la FDS. Une autre e´tude plus re´cente sur les fibres auditives des
gerbilles [80] montre une nette diminution des FDS e´leve´es aux meˆmes doses avec pre´sence
des signes comportementaux chez l’animal associe´s a` l’acouphe`ne. Mulheran [81] obtient ce
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re´sultat sur les cochons d’Inde mais apre`s injection de quinine, un autre ototoxique ge´ne´rant
l’acouphe`ne. Ces re´sultats contradictoires de´montrent la complexite´ du phe´nome`ne engendre´ au
niveau des fibres auditives apre`s injection de salicylate ou de quinine. Schreiner et Synder [82]
ont e´te´ les pionniers dans la mesure de l’activite´ spontane´e d’un ensemble de fibres auditives a`
partir d’une e´lectrode place´e sur le nerf auditif. Ils montre`rent que le spectre moyen du signal
recueilli contient certaines pe´riodicite´s. En effet, apre`s injection de salicylate chez le chat a` dose
de 200 mg/kg, le spectre moyen montrait une augmentation d’un pic de fre´quence de 200 Hz
souvent accompagne´ par la diminution d’un pic plus large a` 1 kHz. L’augmentation du pic a`
200 Hz pouvait eˆtre re´duite apre`s injection de 6 mg/kg de lidoca¨ıne, une drogue connue pour
re´duire temporairement l’acouphe`ne chez plusieurs patients. L’injection d’une nouvelle dose de
125 mg/kg augmentait de nouveau ce pic a` 200 Hz.
Martin et al. [83] ont e´tudie´ le spectre moyen du signal issu du nerf auditif chez l’homme.
L’e´tude a e´te´ mene´e sur 14 patients devant subir une ope´ration chirurgicale neurologique. Parmi
ces patients, sept d’entre eux souffraient d’acouphe`ne chronique pre´ et post-ope´ratoire. Un pic
spectral a` environ 200 Hz a e´te´ trouve´ chez ces sept patients. Ce pic a aussi e´te´ observe´ chez
trois patients ayant un acouphe`ne pre´-ope´ratoire seulement.
Cazals et al. [5] ont e´tudie´ le spectre moyen de l’activite´ spontane´e recueillie sur la feneˆtre
ronde de cochons d’Inde en pre´sence de salicylate. Un traitement de plusieurs semaines leur fut
administre´ pour ge´ne´rer l’acouphe`ne. Les mesures de signaux furent faites a` partir d’e´lectrodes
implante´es d’une manie`re chronique sur des cochons d’Inde e´veille´s. Cette me´thodologie permet
de faciliter le monitoring et d’e´viter les interfe´rences sur le spectre moyen dues a` l’anesthe´sie
de´crites dans [84]. Des doses intramusculaires de 200 mg/kg de salicylate furent administre´es
aux cochons d’Inde deux fois par jour pendant deux ou trois semaines. Les spectres mesure´s ne
pre´sentaient que le large pic a` 1 kHz. Aucune variation des seuils de sensibilite´ du potentiel d’ac-
tion composite (PAC) ne fut observe´e qui aurait indique´ une perte de l’audition. Ce pic spectral
a` 1 kHz diminua d’une manie`re importante pendant plusieurs heures imme´diatement apre`s l’in-
jection chez certains animaux. Par contraste, sur plusieurs jours de traitement, ce pic augmenta
progressivement jusqu’a` de´passer son amplitude initiale avant le traitement pour revenir apre`s
a` cette valeur plusieurs semaines apre`s la cessation du traitement. Une augmentation similaire
du pic a` 1 kHz a pu eˆtre obtenue apre`s audition d’un bruit blanc a` environ 55 dB SPL (unite´
d’amplitude non line´aire se re´fe´rant au seuil minimum audible). Ce bruit a induit une e´le´vation
des seuils des PAC d’environ 15 dB principalement pour les hautes fre´quences (8-20 kHz) chez
les animaux de controˆle. Chez les animaux traite´s, l’augmentation fut de 25 dB comme si le bruit
s’ajoutait a` un bruit interne pre´existant. L’audition de tonalite´s pures a` 16 et 20 kHz fut alte´re´e
chez les cochons d’Inde traite´s. Les auteurs expliquent les alte´rations spectrales de´crites comme
l’effet de changement de synchronicite´ de de´charge d’une sous population de fibres auditives
appartenant a` une re´gion tonopique bien localise´e correspondant aux hautes fre´quences entre
16 et 20 kHz. Cette zone particulie`re serait la source du pic a` 1 kHz. Re´cemment, une e´tude de
simulation du spectre de l’activite´ neuronale auditive [85] a propose´ une autre origine possible
de ce pic spectral. L’hypothe`se propose´e re´fute la proposition de ge´ne´ration par synchronicite´ de
l’activite´ des fibres et attribue l’allure du spectre a` la forme du potentiel d’action unitaire (PU).
De plus, une autre hypothe`se est propose´e concernant les alte´rations spectrales en pre´sence de
salicylate. Nous discuterons plus longuement l’origine du spectre de l’activite´ spontane´e de nerf
auditif ainsi que les diffe´rentes hypothe`ses de ses alte´rations en pre´sence de salicylate dans les
sections suivantes.
Alte´rations sur les autres relais auditifs
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Plusieurs e´tudes re´centes sur l’activite´ spontane´e neuronale des relais auditifs apre`s la co-
chle´e suspectent une forte composante centrale dans la ge´ne´ration de l’acouphe`ne. L’hypothe`se
propose´e consiste en une sous excitation due a` un dysfonctionnement d’origine cochle´aire qui
de´se´quilibrerait les processus neuronaux d’inhibition et d’excitation en re´duisant le processus
d’inhibition. Il en re´sulterait une hyperactivite´ des relais auditifs centraux source d’une me´sin-
terpre´tation auditive du cerveau [69]. Cette hypothe`se re´futerait aussi une hyperactivite´ possible
du nerf auditif. Cette inhibition diminue´e a e´te´ indirectement de´montre´e apre`s de petites doses
de salicylate par une augmentation des FSD des neurones du noyau central et externe du colli-
culus inferieur dans [72] et [86] et dans le cortex auditif secondaire [87]. Dans le cortex auditif
primaire, une petite dose de salicylate n’a pas produit de changement de FDS [88] alors qu’une
dose plus importante produit des changements [87]. Les FDS des fibres neuronales du noyau
cochle´aire dorsal (NCD) furent augmente´es chez le hamster apre`s administration d’un autre
ototoxique, le cis-platine [89]. La quinine semblerait augmenter les FDS dans le cortex auditif
secondaire (CAS) [87] mais pas au niveau du cortex auditif primaire (CAP) [90]. Des trauma-
tismes auditifs ge´ne´reraient des alte´rations des FDS au niveau du NCD et du CAP [69]. Tous ces
re´sultats indiquent une hyperactivite´ neuronale spontane´e sur les structures auditives corticales
et subcorticales apre`s injection d’ototoxiques ou traumatismes auditifs. Cependant, le lien entre
cette hyperactivite´ et la perception de l’acouphe`ne reste flou et sujet de recherches.
Concernant les bouffe´es de de´charges, il a e´te´ observe´ une augmentation de ce phe´nome`ne
apre`s injection de salicylate sur le noyau externe du colliculus infe´rieur [86]. Par contre, aucun
changement n’a e´te´ observe´ sur les structures corticales [69]. Des mesures de corre´lations sur les
de´charges de plusieurs neurones ont indique´ une augmentation de synchronicite´ de de´charges au
niveau du CAP imme´diatement apre`s un traumatisme auditif concernant les neurones de´die´s
tonotopiquement aux fre´quences de la stimulation sonore [91] et apre`s injection de quinine [90].
Une e´tude sur les potentiels e´voque´s auditifs (PEA) mesure´s sur le scalp montre une alte´ration
d’une composante chez les personnes souffrantes d’acouphe`nes [92].
Toutes ces e´tudes semblent confirmer la pre´sence d’un e´le´ment central cortical et subcor-
tical dans la ge´ne´ration de l’acouphe`ne. Des travaux re´cents utilisant l’imagerie me´dicale chez
l’homme appuient cette hypothe`se en observant des changements chez les personnes souffrant
d’acouphe`ne sur le colliculus infe´rieur, le cortex auditif mais aussi les structures limbiques as-
socie´es a` l’e´motion [69].
Re´organisation corticale
Un autre changement qui a e´te´ bien documente´ est l’alte´ration des cartes tonotopiques au
niveau du CAP apre`s exposition a` un traumatisme sonore [69]. Des e´tudes base´es sur la magne´-
toence´phalographie (MEG) montrent que la fre´quence perc¸ue durant l’acouphe`ne est anormale-
ment sur-repre´sente´e dans la re´gion de´die´e a` cette fre´quence dans le CAP [93]. Certains travaux
ont lie´ ce changement de re´gion tonotopique couple´ a` la perte auditive au phe´nome`ne de membre
fantoˆme apre`s amputation et la re´organisation somatotopique qui s’en suit [69]. Cette analogie
entre l’acouphe`ne et le phe´nome`ne du membre fantoˆme a e´te´ aborde´e la premie`re fois par Good-
hill en 1950 [68]. Cette re´organisation corticale est ge´ne´re´e par la de´-affe´rentation des neurones
responsables de la zone cochle´aire endommage´e. Ces neurones changent de fre´quences carac-
te´ristiques et prennent des valeurs aux alentours de la le´sion induisant une sur-repre´sentation
de ces fre´quences et la sensation de l’acouphe`ne. Ce phe´nome`ne a e´te´ observe´ aussi bien chez
l’homme que chez l’animal [69], [68].
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Implications psychiques
Jastreboff a de´crit un mode`le neurophysiologique [72], [73] ou` il expose l’ide´e de re´seaux
neuronaux dans le cerveau qui se focalisent sur la perception de l’acouphe`ne qui pour l’auteur
est conside´re´ comme un phe´nome`ne naturel. En effet, puisque tout le monde peut percevoir un
acouphe`ne dans un environnement silencieux, la perception de l’acouphe`ne ne serait pas due a` un
syste`me auditif de´ficient. L’auteur avance l’hypothe`se d’une origine cochle´aire de l’acouphe`ne
chronique avec une de´ficience des me´canismes d’habituation lie´s a` la re´activite´ et l’e´motion.
Ainsi chez une personne saine, la perception de l’acouphe`ne disparaˆıt apre`s un laps de temps
court comme si le cerveau de´cidait de ne plus conside´rer cette stimulation comme un son. Par
contre, chez les personnes souffrantes, l’auteur suppose la pre´sence d’un re´enforcement e´motion-
nel ne´gatif lie´ a` la tension, le stress et l’e´motion qui aurait pour effet d’augmenter la sensation
d’acouphe`ne par la focalisation anormale du cerveau sur cette stimulation. Cette the´orie de de´fi-
cience d’habituation a e´te´ re´cemment valide´e expe´rimentalement chez l’homme sur des mesures
de potentiels e´voque´s [94]. Ce mode`le suppose donc la pre´sence d’une composante e´motionnelle
dans la ge´ne´ration de l’acouphe`ne. Une e´tude re´cente [95] sur le noyau cochle´aire dorsal (NCD)
va aussi dans ce sens. En effet, dans cette e´tude, en plus de l’hyperactivite´ de´crite du NCD
apre`s un traumatisme acoustique, les auteurs avancent la participation d’autres structures non
auditives lie´es au NCD et implique´es dans le controˆle de l’attention et des re´ponses e´motionnelles.
Implication du noyau cochle´aire dorsal (NCD)
Plusieurs e´tudes ont montre´ une origine centrale de l’acouphe`ne plutoˆt que pe´riphe´rique
[95]. L’e´vidence la plus flagrante est la persistance de sensation d’acouphe`ne meˆme apre`s le
sectionnement du nerf auditif [95]. Le candidat central mis en avant par des e´tudes re´centes
serait le noyau cochle´aire dorsal (NCD) [96], [95], [97]. Dans cette dernie`re e´tude, l’ablation
chez les rats du NCD semble influencer la perception de l’acouphe`ne suivant des re´sultats base´s
sur un mode`le comportemental de l’acouphe`ne. Dans [96], il est de´crit en de´tail, en plus d’une
hyperactivite´, une possible alte´ration de la plasticite´ neuronale du NCD suite a` un traumatisme
acoustique ou l’influence d’un ototoxique. Ces fluctuations de plasticite´ peuvent eˆtre module´es
par des structures auditives et non auditives.
Dans une autre e´tude re´cente [98], une simulation est pre´sente´e. Le mode`le simule le comporte-
ment des fibres nerveuses auditives et issues du NCD a` diverses stimulations sonores apre`s une
perte auditive. Les re´sultats de simulation montrent qu’une diminution de l’activite´ des fibres
auditives due a` une alte´ration des CCE apre`s le traumatisme auditif diminue dans un premier
temps l’activite´ des fibres du NCD. La persistence de la diminution de l’activite´ des fibres au-
ditives introduit, a` long terme, l’instauration d’un phe´nome`ne de compensation au niveau des
fibres du DCN les rendant plus actives. L’objectif de cette hyperactivite´ est de compenser la
perte de stimulation d’entre´e venant des fibres auditives. Cette compensation se traduit par un
phe´nome`ne de plasticite´ home´ostatique. Ce phe´nome`ne consiste en un re´equilibrage des poids
synaptiques ou des changement d’exitabilite´ intrinse`que [98], [96]. Ainsi, de part cette hyperac-
tivite´, le DCN devient plus sensible a` d’autres sources comme de´crit dans [96].
Le roˆle du NCD dans la ge´ne´ration de l’acouphe`ne reste complexe. En effet, si le NCD e´tait
la source de l’acouphe`ne son ablation devrait diminuer la sensation sonore parasite. Une e´tude
re´cente [97] de´montre le contraire ou`, malgre´ l’ablation du NCD, la sensation acouphe´nique
persiste. Les auteurs avancent une persistence de l’acouphe`ne dans les relais suivants le NCD
similaire au phe´nome`ne de membre fantoˆme de´crit pre´ce´demment. L’e´tude de´montre aussi le
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roˆle primordial du NCD dans la transmission et la modulation de l’intensite´ de l’acouphe`ne aux
autres relais centraux.
En section 2.5, nous nous inte´resserons tout particulie`rement a` la re´ponse e´voque´e spe´ci-
fique en fre´quence du NCD en pre´sence de salicylate. Cette e´tude nous permettera de mieux
comprendre les alte´rations subies par celui-ci en pre´sence d’acouphe`ne.
2.3.2 Me´canismes de perception de l’acouphe`ne
L’acouphe`ne est un phe´nome`ne complexe qui pourrait faire intervenir plusieurs processus.
Sa perception est un autre aspect qui n’est pas encore e´lucide´. Une possibilite´ serait, comme
nous l’avons de´crit pre´ce´demment, la sur repre´sentation des fre´quences en bordure de la le´sion
dans les cartes tonotopiques. Cette hypothe`se induirait une localisation pre´cise par les sujets
de la fre´quence de perception de l’acouphe`ne apre`s mesure d’audiogramme. Des mesures psy-
choacoustiques de´mentent ce fait. En effet, les fre´quences choisies par les sujets pour repre´senter
leur acouphe`ne ne favorisent pas les fre´quences en bordure de la perte auditive pas plus que les
fre´quences ou` l’audition est normale [69]. Les sujets choisissent plutoˆt des fre´quences couvrant
l’intervalle ou` se situe la perte auditive. Deux autres phe´nome`nes qui pourraient engendrer
la perception de l’acouphe`ne au niveau central sont l’augmentation des FSD ou la synchroni-
cite´ d’excitation neuronale. Ces phe´nome`nes ont de´ja` e´te´ observe´s chez l’animal (voir section
pre´ce´dente). L’augmentation des FDS a e´te´ note´e a` l’inte´rieur et a` l’exte´rieur de la zone de re´-
organisation dans le cortex suite a` la perte auditive, alors que la synchronicite´ neuronale semble
eˆtre confine´e dans la re´gion re´organise´e. Cette importante remarque apporterait plus de cre´dit
a` un roˆle majeur de la synchronicite´ de l’activite´ neuronale dans la perception de l’acouphe`ne
au niveau du cortex auditif [69].
Une autre piste issue d’observations des proprie´te´s psychoacoustiques de l’acouphe`ne sug-
ge`re l’influence de la dynamique neuronale de la zone le´se´e dans la perception de l’acouphe`ne.
En effet, il est bien connu que l’audition de sons externes peut masquer l’acouphe`ne. Chez
environ 50% des patients, les fre´quences de stimulation les plus efficaces sont celles couvrant
l’acouphe`ne. Cela voudrait dire qu’une stimulation au dessus du seuil d’audition de la re´gion
concerne´e par la perte auditive pourrait permettre une de´sagre´gation d’une activite´ neuronale
atypique (synchronise´e ?). Si ces sons masquant sont pre´sente´s pendant 30 a` 60 secondes et
stoppe´s, la sensation d’acouphe`ne disparaˆıt pour re´apparaˆıtre graduellement apre`s un intervalle
de temps qui va de quelques secondes a` plusieurs minutes [69]. Cette se´gre´gation de la repre´sen-
tation sensorielle lie´e a` l’acouphe`ne a e´te´ tente´e re´cemment sur le chat [99]. En effet, dans cette
e´tude, il fut observe´ sur des chats adultes une diminution de la perte auditive et une organisa-
tion tonotopique corticale quasi normale apre`s un traumatisme sonore quand ces derniers sont
plonge´s dans un environnement sonore haute fre´quence plusieurs semaines d’affile´e. L’exposition
a` des fre´quences sonores e´leve´es fut plus efficace dans la re´duction de la perte auditive et de la
re´organisation corticale que celle a` des fre´quences basses.
Enfin, Il ne faudrait pas oublier la composante e´motionnelle qui pourrait moduler aussi la per-
ception de l’acouphe`ne a` travers des variations de plasticite´ neuronale qui se propageraient
depuis le NCD (voir section pre´ce´dente).
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2.4 Mode´lisation et Analyse de l’activite´ spontane´e composite
(ASC)
Dans cette section nous allons nous inte´resser a` l’analyse et a` la mode´lisation de l’activite´
spontane´e composite (ASC) recueillie sur la feneˆtre ronde. Ce signal correspond a` l’activite´
neuronale globale des neurones affe´rents du nerf auditif en absence de stimulation sonore [85].
Le signal est collecte´ a` l’aide d’une e´lectrode pose´e proche de la feneˆtre ronde. Il peut aussi
contenir des contributions d’activite´ musculaire et venant des noyaux cochle´aires [100].
Plusieurs e´tudes re´centes de´montrent l’inte´reˆt de l’analyse de l’ASC afin de mieux comprendre
les me´canismes de codage neuronaux et les pathologies cochle´aires neurosensorielles. En effet, il
a e´te´ confirme´ l’origine principalement neuronale de ce signal en alte´rant la neurotransmission
[100] . Des mesures sur l’ASC peuvent donc servir d’index a` des manipulations pharmacologiques
ou chirurgicales sur la cochle´e et son entrourage susceptibles d’aider a` la compre´hension des pro-
cessus neurosensoriels auditifs [85], [101], [102]. Ces e´tudes s’appuient principalement sur l’utili-
sation du spectre (ou densite´ spectrale de puissance) de cette activite´ spontane´e comme mesure
objective des alte´rations neuronales introduites pas ces manipulations. D’apre`s ces e´tudes, cette
activite´ spontane´e semble eˆtre domine´e par l’activite´ des fibres nerveuses a` FDS importantes et
fre´quences caracte´ristiques hautes qui se re´partissent dans la re´gion basale de la cochle´e proche
de la feneˆtre ronde [100]. D’apre`s cette e´tude, les auteurs concluent en de´clarant que l’analyse de
l’ASC du cochon d’Inde apparaˆıt comme un outil inte´ressant pour l’investigation des causes et
me´canismes cochle´aires responsables de l’acouphe`ne puisqu’il est moins invasif que les mesures
faites fibre par fibre. L’e´tude de Sendowski et al. [3] conclue de la meˆme manie`re en pre´conisant
des mesures sur des animaux anesthe´sie´s (diminution de la contamination spectrale de l’ASC
par d’autres sources non neuronales), thermore´gule´s et en absence totale de bruit ambiant. Nous
montrerons dans notre e´tude que l’analyse et la mode´lisation de l’ASC permet ainsi d’avoir une
vue d’ensemble sur le comportement des fibres auditives qui n’est pas possible avec des mesures
faˆıtes au niveau de la fibre. Tout ces travaux indiquent un inte´reˆt croissant a` la compre´hen-
sion de la ge´ne´ration de l’activite´ spontane´e. Cette compre´hension passe ne´cessairement par
un formalisme dans la ge´ne´ration du signal et qui permet une analyse quantitative de celui-ci
en comple´ment de l’analyse qualitative, fruit d’observations sur le signal. Dans la litte´rature
re´cente, aucun mode`le de ge´ne´ration de l’activite´ spontane´e de´die´ au test de me´canismes d’al-
te´rations neurosensorielles n’est de´crit. Nous essaierons de combler ce vide par la pre´sente e´tude.
En nous basant sur les observations de ces derniers travaux, nous allons pre´senter un mode`le
simplifie´ de l’ASC qui prend en compte la composante pre´synaptique lie´e a` l’occurrence de de´-
charge et la composante postsynaptique repre´sente´e par le potentiel d’action unitaire (PU). Ce
mode`le va nous servir par la suite au test de plusieurs sce´narios de ge´ne´ration de l’acouphe`ne
au niveau cochle´aire en pre´sence de salicylate chez le cochon d’Inde. Ces sce´narios se basent
principalement sur la combinaison de trois me´canismes possibles : l’alte´ration des occurrences
de de´charges spontane´es avec diminution ou augmentation des FDS, impulsion ou spike double
et pre´sence de synchronicite´ neuronale. Au cours de ce test, nous pre´senterons un nouvel ou-
til d’analyse : la mesure d’e´cart de forme relatif de l’histogramme d’amplitude de l’ASC. En
effet, nous allons expliciter l’influence des alte´rations neuronales sur l’histogramme d’ampli-
tude de l’ASC. Par la suite, nous simulerons les expe´rimentations de´crites dans Cazals et al
[5] et montrerons la pertinence de l’emploi de la mesure d’e´cart de forme relatif comme index,
en comple´mentarite´ avec l’amplitude spectrale usite´e, de l’influence du salicylate. Une analyse
spectrale classique sera aussi effectue´e au cours de ce test. Nous nous inte´resserons aussi a` une
formalisation mathe´matique de la densite´ spectrale de puissance (DSP) de l’ASC. Ce mode`le
de la DSP nous permettra d’expliquer les re´sultats obtenus au cours de l’analyse spectrale et
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de les commenter en relation avec les re´sultats expe´rimentaux issus de la litte´rature. Nous pre´-
senterons aussi une application de classification de forme, employant la technique CISA de´crite
en chapitre 1, sur des histogrammes d’amplitude dits sains et pathologiques pour illustrer le
potentiel de ce type d’approche dans la de´tection de pathologie neurosensorielle.
2.4.1 Mode`le mathe´matique de ge´ne´ration de l’ASC et de sa densite´ spec-
trale de puissance
La mode´lisation mathe´matique d’un processus naturel est un outil puissant qui aide a` la
compre´hension suivant son degre´ d’inte´gration des me´canismes re´els de ge´ne´ration. Le mode`le
peut eˆtre tre`s proche de la re´alite´ physique du processus dans la de´finition des e´quations (mode`le
de connaissance) ou au contraire, afin de re´duire la complexite´, le mode`le essaie de reproduire
les signaux ou mesures observe´es en conside´rant le processus a` mode´liser comme une boite noire
(mode`le de repre´sentation). Nous voyons bien que ces deux approches posse`dent des avantages
et des inconve´nients. Si l’on s’inte´resse a` re´duire la complexite´ et le temps de calcul, le mode`le de
repre´sentation est plus recommande´. Par contre, si l’on veut mesurer l’influence de me´canismes
bien particuliers, le mode`le de connaissance est plus inte´ressant. En ge´ne´ral, un me´lange des
deux approches est utilise´ et offre un compromis entre complexite´ et temps de calcul et re´alite´
analytique ou physique. Ce type de mode`le est tre`s utile dans l’e´tablissement d’un lien direct
entre parame`tres internes (physiologiques) au processus et signaux mesure´s. En re`gle ge´ne´ral,
l’acce`s a` ces parame`tres a` partir de l’observation des signaux est complexe et ne´cessite le recours
a` des me´thodes inverses d’estimation.
Dans la mode´lisation du processus auditif cochle´aire, nous pouvons citer les travaux de Sum-
ner et al. [103] et de Zhang et al. [104]. Leurs mode`les respectifs e´mulent le filtrage non line´aire
introduit par la transduction hydrome´canique de la membrane basilaire et des CCE, la trans-
duction me´cano-e´lectrique et la transmission synaptique au niveau des CCI puis les de´charges
sur les fibres auditives en pre´sence de stimulation sonore. Ces mode`les se pre´sentent sous forme
d’enchaˆınement de blocs spe´cialise´s. Cette structure modulable se´quentielle permet d’apporter
des ame´liorations a` chaque e´tage sans remettre en cause tout le mode`le. Ils permettent d’obte-
nir l’activite´ de de´charge d’une fibre auditive particuli`ere (fre´quence caracte´ristique, FDS) en
re´ponse a` une varie´te´ de stimulations.
Un autre mode`le phe´nome´nologique a e´te´ propose´ et permet de simuler des PAC en pre´-
sence de stimulation sonore. Le mode`le calcule les histogrammes post-stimulus suivant plusieurs
degre´s d’intensite´ et type d’excitation sonore au niveau du nerf auditif en se basant sur une
approximation de lois re´elles issues de mesures sur les fibres nerveuses chez le chat [105]. Ces
histogrammes sont somme´s pour obtenir l’histogramme global qui sera convolue´ avec un poten-
tiel unitaire estime´ pour enfin obtenir le CAP. Cette approche permet l’obtention d’un potentiel
d’action composite et tient compte des distributions de parame`tres (seuil, fre´quence caracte´ris-
tique et FDS) a` partir d’une simulation de 5000 fibres.
Concernant la mode´lisation de la re´ponse neuronale spontane´e composite, il est a` noter qu’il
existe tre`s peu de travaux sur ce sujet. Nous pouvons citer l’e´tude de Dolan et al. [106] qui
propose un mode`le tre`s simplifie´ de l’activite´ asynchrone (spontane´e). Ce mode`le incorpore un
facteur d’e´chelle en amplitude sur le potentiel unitaire de´pendant de la distance de la fibre au
site de mesure. Un mode`le sur une fibre est pre´sente´ par Rubinstein et al. [107] qui ge´ne`re une
”pseudo activite´ spontane´e” en excitant un mode`le complexe de la jonction CCI-synapse par
un train d’impulsions e´lectriques haute fre´quence. L’objectif de cette mode´lisation est d’ame´lio-
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rer la dynamique de transmission e´lectrique de l’information sonore par implant cochle´aire et
de restaurer une activite´ spontane´e de´ficiente en cas d’acouphe`ne. Nous remarquons qu’aucune
e´tude de la litte´rature n’a e´te´ faite sur la mode´lisation phe´nome´nologique de l’activite´ spontane´e
d’ensemble ou globale dans le cadre de l’aide a` la compre´hension du phe´nome`ne acouphe´nique
d’origine pe´riphe´rique.
Dans notre e´tude, nous utiliserons un mode`le simplifie´ de l’ASC permettant la simulation
d’un nombre suffisant de fibres nerveuses pour de´crire des comportements neurophysiologiques
pre´cis. A cet effet nous allons nous inspirer de travaux sur la mode´lisation du signal e´lectro-
myographique de surface (EMGS) [108], [109], [110]. En effet, nous remarquons une analogie
entre la ge´ne´ration de l’activite´ e´lectrique produite par des fibres musculaires et mesure´e par
une e´lectrode de surface et celle des fibres nerveuses auditives mesure´e par une e´lectrode sur la
feneˆtre ronde.
Ainsi, nous pouvons conside´rer l’ASC mesure´e sur la feneˆtre ronde comme la sommation
des contributions de chaque fibre nerveuse re´partie sur la cochle´e. A son tour, la contribution
de chaque fibre nerveuse peut eˆtre mode´lise´e par un peigne (ou train) de Dirac, repre´sentant
les occurrences de de´charges spontane´es, convolue´ avec un potentiel unitaire conside´re´ comme
identique sur toutes les fibres [111]. Dans la figure suivante, une repre´sentation sche´matique du
mode`le de ge´ne´ration de l’ASC sans bruit additif est propose´e. Nous pouvons exprimer l’activite´
spontane´e composite (ASC) m(t) de´finie sur un intervalle [0, T ] par l’e´quation suivante :
m(t) =
N∑
i=1
ui(t) =
N∑
i=1
h ∗Πi(t) =
N∑
i=1
Ki∑
k=1
h ∗ δ(t− tki) (2.1)
ou` ui(t) est l’activite´ spontane´e de chacune des N fibres, h(t) repre´sente le potentiel unitaire
ge´ne´re´ par la de´polarisation de la membrane cellulaire (suppose´ invariable d’une fibre a` l’autre)
et Πi(t) est le peigne de de´charge de chaque fibre posse´dant une statistique particulie`re que
nous de´crirons en de´tails par la suite. Ce peigne de de´charges est compose´ de Ki impulsions
de meˆme amplitude. Son allure est lie´e au flux de neurotransmetteur circulant dans la jonction
CCI-synapse. La variable τi repre´sente l’intervalle inter-impulsions pour une fibre donne´e. C’est
une variable ale´atoire que nous e´tudierons en de´tails par la suite. Nous allons favoriser les fibres
proches de l’e´lectrode en se limitant, pour des conside´rations de calcul nume´rique, a` simuler
un nombre de fibres nerveuses a` FDS e´leve´es. Ces fibres sont les plus repre´sentatives dans la
ge´ne´ration du signal composite (ayant le plus de poids). A l’inverse du mode`le de ge´ne´ration du
signal EMGS, les variations de diame`tre et de vitesse de conduction pour chaque fibre ne seront
donc pas conside´re´s. En effet, vu la proximite´ de l’e´lectrode de mesure du site de ge´ne´ration et
les faibles dimensions des fibres, leur effet est conside´re´ comme ne´gligeable [100]. Ainsi, nous
supposons que chaque fibre contribue de la meˆme manie`re a` la ge´ne´ration du signal.
Pratiquement, l’objectif du mode`le propose´ n’est pas de faire une simulation la plus proche
du cas re´el mais de faire ressortir un comportement pre´ponde´rant des fibres simule´es suivant une
certaine configuration de parame`tres physiologiques et qui pourra eˆtre extrapoler a` l’ensemble
re´el des fibres. Il est a` noter que le nombre important de fibres dans la re´alite´ (16000 chez le
cochons d’Inde) rend la simulation couˆteuse en temps de calcul puisque, pour nous rapprocher
du cas continu et avoir une bonne estimation de la statistique d’excitation, nous ge´ne´rerons des
re´pe´titions de plusieurs secondes d’activite´ avec un pas temporel faible (100 microsecondes).
Ainsi, dans les simulations qui suivent et pour des conside´rations de temps de calcul, nous ne
conside´rerons qu’un nombre de fibres limite´ a` N=500 fibres.
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Fig. 2.12 – Mode`le de l’ASC.
Simulation du potentiel unitaire (PU)
Comme nous l’avons de´crit pre´ce´demment, le potentiel unitaire (PU) est un potentiel d’ac-
tion re´sultant de la de´polarisation de la membrane cellulaire synaptique a` la re´ception d’une
quantite´ suffisante de neurotransmetteur. Sa forme et son amplitude diffe`re d’une espe`ce animale
a` l’autre. Dans toutes nos simulations, nous conside´rerons le cas du cochon d’Inde. Le potentiel
d’action unitaire et le potentiel d’action compose´ (PAC), re´colte´s sur la feneˆtre ronde du cochon
d’Inde, ont fait l’objet d’e´tudes pousse´es pour comprendre leur ge´ne´ration et leurs diffe´rentes
composantes [102]. En effet, les deux potentiels sont lie´s dans le sens ou`, pour une stimulation
haute fre´quence tre`s bre`ve, le PAC est conside´re´ comme une sommation de quelques PU sup-
pose´s synchrones pour ce type de stimulation [105], [102]. Une approche consiste a` utiliser ce
PAC comme prototype de PU [112]. Une autre alternative pour l’obtention du PU est sa mo-
de´lisation. McMahon et al. [85] proposent un mode`le phe´nome´nologique de PU chez le cochon
d’Inde qui tient compte explicitement du comportement e´lectrique de la membrane cellulaire. Il
est le re´sultat de la somme de trois re´ponses e´lectriques. La premie`re re´sulte de l’activation d’un
courant Na+ et est de la forme : C1(t) = INae
−t/τNaone
−t/τNaoff . La deuxie`me composante est
une sinuso¨ıde amortie qui repre´sente les oscillations du canal Na+ qui ge´ne´rerait les potentiels
N1, P2, N2 et parfois P3 et N3 [102]. Elle s’e´crit de la forme : C2(t) = ASe
−t/TT sin(2piFS).
Enfin, la troisie`me composante repre´sente l’influence du courant de repolarisation IR et s’e´crit :
C3(t) = −IRe−t/τRone−t/τRoff . Son origine serait probablement extracellulaire.
L’expression finale de h(t) est : h(t) =
∑3
i=1 Ci(t). L’avantage de travailler avec ce mode`le est
d’avoir la possibilite´ d’observer l’influence de chaque parame`tre sur la forme du PU et son im-
plication par la suite dans le calcul de l’ASC. Dans toutes nos simulations, nous opterons pour
ce mode`le avec un choix ade´quat de parame`tres. Nous pouvons observer en exemple, dans les
figures qui suivent, l’allure des trois composantes et le PU qui en re´sulte ainsi que son spectre
pour le jeu de parame`tres suivant : INa = 0.5, τNaon = τNaoff = 0.001, AS = 1.7, FS = 950,
TT = 0.0008, IR = 0.2,τRon = 0.005 et τRoff = 0.02 . Nous pouvons remarquer le large pic
ne´gatif issu de la propagation du courant Na+ dans la membrane cellulaire et les potentiels
suivants P1, N2 et P2, etc.. L’origine de ces potentiels n’est pas clairement connue [113]. Ils
e´taient suppose´s originaires du noyau cochle´aire dorsal (NCD) puis ensuite issus de la propaga-
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(b) Le potentiel unitaire (PU).
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(c) Spectre du potentiel unitaire (PU).
Fig. 2.13 – Simulation du potentiel unitaire (PU) chez le cochon d’Inde.
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tion du courant postsynaptique K+ [114]. Re´cemment, des e´tudes de´taille´es ont e´te´ mene´es pour
comprendre l’origine du potentiel d’action composite (PAC) et ses composantes afin de pou-
voir de´gager des mesures objectives de diagnostic de certaines pathologies [113]. Il est clair que
la compre´hension du processus de ge´ne´ration du PAC ne´cessite la compre´hension de celle du PU.
Ge´ne´ration des occurrences de de´charges spontane´es
Comme nous l’avons de´crit pre´ce´demment, les fibres nerveuses ont la capacite´ a` se de´char-
ger spontane´ment (ou apre`s stimulation) en ge´ne´rant des PU. Les occurrences de ces de´charges
successives sont irre´gulie`res. Elles peuvent eˆtre repre´sente´es par une succession d’impulsions qui
cre´e un train d’impulsions. Ce train d’impulsions peut eˆtre conside´re´ comme le produit d’un
processus ale´atoire ponctuel [2], [111]. Le processus ponctuel le plus usite´ pour de´crire l’activite´
de de´charge neuronale est le processus de Poisson a` pe´riode re´fractaire [60]. Dans ce qui suit,
nous allons de´finir en ge´ne´ral la statistique des processus ponctuels et en particulier celle du
processus de Poisson a` pe´riode re´fractaire qui est un processus de renouvellement.
Le processus ponctuel
Un processus ponctuel est de´fini de telle manie`re que la probabilite´ qu’un e´ve´nement ait lieu
dans l’intervalle de temps [t, t+∆t] est donne´e par [2] :
Pr[un e´ve´nement a lieu dans [t, t+∆t]|Nt, wt] = µ(t;Nt,wt)∆t
Pr[plus d’un e´ve´nement a lieu dans [t, t+∆t]|Nt,wt] = o(δt) (2.2)
ou` Nt est le nombre d’e´ve´nements qui ont eu lieu avant l’instant t (les observations sont suppo-
se´es commence´es a` t = 0) ; wt est le vecteur des occurrences temporelles des ces e´ve´nements :
wt = [w1, ..., wNt ].
Ces e´quations signifient que pas plus d’un e´ve´nement ne peut avoir lieu dans un intervalle
suffisamment petit et la probabilite´ qu’un e´ve´nement ait lieu dans ce petit intervalle est pro-
portionnelle a` sa dure´e. Les grandeurs Nt et wt de´crivent l’historique du processus, de´taillant
le nombre et les instants des e´ve´nements qui ont eu lieu avant l’instant t. Il est a` noter que les
probabilite´s sont conditionnelles : elles de´pendent de l’historique du processus ponctuel. Cette
de´finition est la plus fide`le pour de´crire les nonstationnarite´s et les de´pendances des processus
ponctuels utilise´s pour mode´liser d’une manie`re re´aliste les occurrences de de´charges neuronales
[2]. La grandeur non ne´gative µ(t;Nt,wt) est de´finie comme l’intensite´ du processus ponctuel.
L’intensite´ a comme unite´ des e´ve´nements par seconde et peut eˆtre conside´re´e comme la fre´-
quence instantane´e d’e´ve´nements. L’intensite´ peut de´pendre du temps et de l’historique du
processus ponctuel. Si elle de´pend du temps, le processus est non stationnaire. Ces variations
de fre´quence peuvent eˆtre d’origine de´terministe comme une stimulation du neurone ou` sto-
chastique. D’un point de vue neurophysiologique, l’historique peut eˆtre lie´ aux proprie´te´s de la
dynamique de la membrane cellulaire neuronale ou aux variations transitoires de concentrations
ioniques [2]. Comme exemple, nous pouvons citer la fre´quence de de´charge qui s’annule pendant
un laps de temps (la pe´riode re´fractaire absolue) apre`s l’occurrence d’un potentiel d’action pour
ensuite revenir a` sa valeur initiale selon une loi exponentielle (pe´riode re´fractaire relative). Cela
indique clairement l’influence de l’historique dans le processus de de´charge neuronale.
Le processus de Poisson
Le processus de Poisson est un processus ponctuel re´duit a` sa plus simple expression. Il est
l’e´quivalent, pour les processus ponctuels, du processus gaussien pour les processus ale´atoires
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continus [2]. Son intensite´ ne de´pend pas de l’historique : µ(t;Nt,wt) = λ(t). La quantite´
λ(t) peut eˆtre constante indiquant un processus stationnaire homoge`ne ou nonstationnaire sous
l’influence d’un processus exoge`ne de´terministe, c’est le processus de poisson inhomoge`ne, ou
stochastique pour ge´ne´rer le processus de Poisson doublement stochastique.
Si nous voulons calculer la probabilite´ d’avoir n e´ve´nements ayant lieu entre les instants t
et t + T ,avec t, T > 0, nous pouvons exprimer, en utilisant l’e´quation (2.2), la probabilite´
Pr[Nt+T − Nt = n]. Si nous supposons un petit intervalle ∆T apre`s t + T , nous obtenons
l’expression suivante [2] :
Pr[Nt+T+∆T −Nt = n] = Pr[Nt+T −Nt = n](1− λ(t+ T )∆T −o(∆T ))
+Pr[Nt+T −Nt = n− 1]λ(t+ T )∆T (2.3)
En re´arrangeant l’expression et en prenant la limite ∆T → 0, on obtient l’e´quation diffe´rentielle
suivante [2] :
∂Pr[Nt+T −Nt = n]
∂T
= −λ(t+ T )(Pr[Nt+T −Nt = n]− Pr[Nt+T −Nt = n− 1]) (2.4)
La solution de cette e´quation est de la forme :
Pr[Nt+T −Nt = n] = 1
n!
(
∫ t+T
t
λ(α)dα)nexp{−
∫ t+T
t
λ(α)dα}, n = 0, ... (2.5)
Nous pouvons aussi exprimer, a` partir de l’e´quation (2.5), la densite´ de probabilite´ des inter-
valles inter-impulsions τN . La probabilite´ qu’aucun e´ve´nement n’ait lieu durant l’intervalle T
suivant wNt e´gale la probabilite´ que l’intervalle τNt+1 soit supe´rieur a` T : Pr[Nt+T −Nt = 0] =
Pr[τNt+1 > T ]. Si nous notons la densite´ de probabilite´ du (Nt+1)
e`me intervalle inter-impulsion
pτNt+1(τ), nous pouvons e´crire :∫ ∞
T
pτNt+1(α)dα = exp
{
−
∫ wNt+T
wNt
λ(β)dβ
}
(2.6)
En de´rivant par rapport a` T , nous obtenons l’expression de la densite´ de probabilite´ des inter-
valles inter-impulsions :
pτNt+1(τ) = λ(wNt + τ)exp
{
−
∫ wNt+τ
wNt
λ(β)dβ
}
(2.7)
Dans le cas ou` le processus de Poisson est homoge`ne (stationnaire), nous avons λ(t) = λ0. Les
e´quations (2.5) et (2.7) deviennent :
Pr[Nt+T −Nt = n] = (λ0T )
n
n! exp{−λ0T}, n = 0, ...
pτ (τ) = λ0 exp{−λ0τ} (2.8)
Nous obtenons la loi de Poisson classique pour la probabilite´ du nombre d’impulsions et la
distribution en exponentielle des intervalles inter-impulsions.
Le processus de renouvellement
Un processus de renouvellement est un processus ponctuel dont la de´pendance de l’inten-
site´ a` l’historique se limite a` l’instant d’occurrence du dernier e´ve´nement [115] :µ(t;Nt,wt) =
µ(t;Nt, wNt). Ainsi les intervalles inter-impulsions sont des variables ale´atoires statistiquement
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Fig. 2.14 – Processus de de´nombrement Nt et intensite´ µ [2].
inde´pendantes, avec une probabilite´ de l’occurrence de l’impulsion de´pendant du temps e´coule´
depuis la dernie`re impulsion. Quand l’intensite´ ne de´pend pas du temps absolu, elle est seulement
fonction de l’intervalle t− wNt e´coule´ depuis la dernie`re impulsion : µ(t;Nt,wt) = f(t− wNt).
Comme nous l’avons de´crit pre´ce´demment, le processus de de´charges spontane´es de la fibre au-
ditive peut eˆtre conside´re´e comme un processus de renouvellement. En effet, l’influence de la
pe´riode re´fractaire ne de´pend que de l’intervalle temporel depuis la dernie`re de´charge. Nous pou-
vons de´crire l’influence de la pe´riode re´fractaire absolue sur l’intensite´ par : f(τ) = µ0υ(τ −∆)
ou` µ0 repre´sente l’intensite´ constante d’un processus de Poisson, la grandeur ∆ repre´sente la
pe´riode re´fractaire absolue et υ(t) est une fonction de Heaviside. Nous pouvons voir en figure
2.14, le processus de de´nombrement Nt et les variations de l’intensite´ du processus de Poisson
avec pe´riode re´fractaire absolue.
Nous pouvons introduire aussi l’effet de la pe´riode re´fractaire relative qui suit la pe´riode
re´fractaire absolue. Elle correspond a` un retour graduel a` l’e´quilibre e´lectrique de la membrane
neuronale apre`s une de´charge. Cela se traduit par un recouvrement graduel de l’intensite´ µ d’une
valeur nulle a` µ0. Nous pouvons l’exprimer par l’e´quation diffe´rentielle suivante : τref
dµ
dt = µ0−µ.
La grandeur τref repre´sente la constante de temps lie´ au temps de recouvrement de l’intensite´
a` sa valeur normale µ0.
En combinant l’effet des deux pe´riodes re´fractaires a` un processus de Poisson homoge`ne d’in-
tensite´ µ0 nous obtenons une bonne approximation du processus de de´charges spontane´es des
fibres nerveuses auditives [66].
Pratiquement, l’acce`s a` la mesure de µ0 s’effectue en mesurant le taux de de´charge moyen r.
En effet, il est de´fini comme le rapport du nombre d’impulsions k sur un intervalle de temps T .
C’est une estimation de l’intensite´ µ [2]. Si nous prenons le cas de la pe´riode re´fractaire absolue,
nous pouvons de´montrer que : r = µ0/(1+∆absµ0). Le taux de de´charge moyen r est plus petit
que l’intensite´ µ0 en pre´sence de pe´riode re´fractaire. Une autre mesure pratique utilise´e pour
caracte´riser le processus ponctuel est le coefficient de variation [66]. Il permet de mesurer la
re´gularite´ d’un processus. Son expression est : CV (τ) = σ[τ ]/E[τ ]. Ou` E[τ ] =
∫∞
0 αpτ (α)dα
et σ(τ) = (E[τ2] − (E[τ ])2)1/2 sont respectivement l’espe´rance et l’e´cart-type de l’intervalle
inter-impulsions τ . Nous pouvons montrer que pour un processus de Poisson d’intensite´ λ0 le
coefficient CV =
λ−10
λ−10
= 1. Plus ce coefficient est important, plus le processus est irre´gulier.
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Fig. 2.15 – Simulation de l’activite´ de de´charge spontane´e d’une fibre auditive.
Pour simuler un processus de de´charges d’une fibre auditive sur intervalle Tmax, nous utili-
sons les e´quations mathe´matiques de´crites pre´ce´demment et respectons les e´tapes de l’algorithme
suivant :
1 - Tirage ale´atoire d’un intervalle τi suivant une distribution de probabilite´ exponentielle
(Processus de Poisson d’intensite´ λ0).
2 - Si la valeur de τi>∆relative (pe´riode re´fractaire relative) alors nous conservons ce tirage.
3 - Si ∆abs < τi < ∆relative alors nous basculons vers un processus de renouvellement d’in-
tensite´ µ(t) = λ0(1− exp(−(t−∆abs)/τref )) (solution de l’e´quation diffe´rentielle). Pour ge´ne´rer
l’instant t d’occurrence respectant cette statistique, nous effectuons plusieurs tirages ale´atoires
successifs x respectant une distribution de probabilite´ uniforme pour chaque instant t discre´tise´
sur un pas ∆t. Lorsque nous obtenons ∆tµ(t) > x alors τi = t. Cette approche se justifie par
l’expression de la probabilite´ de de´charge ∆tµ(t) (voir (2.2)) pour de petit pas d’e´chantillonnage
∆t=100 µS.
4 - Ajout de τi a` la somme des pre´ce´dents intervalles (pour tout les cas de figure) : Ti =
Ti−1 + τi. A chaque instant Ti est ge´ne´re´e une impulsion.
5 - Si Ti > Tmax, l’algorithme est stoppe´ et Ti = Tmax sinon, retour a` l’e´tape 1.
En figure (2.15), nous pouvons voir l’histogramme inter-impulsions (Ti−Ti−1 = τi) d’une si-
mulation d’un processus de de´charge spontane´e d’une fibre. Il est ge´ne´re´ a` partir d’un Processus
de Poisson d’intensite´ λ0 = 200 imp/s sur Tmax = 20 secondes. Les parame`tres lie´s a` la pe´riode
re´fractaire sont fixe´s a` ∆abs = 0.7 ms, ∆relative = 20 ms et τref = 3.5 ms (constante de temps du
recouvrement exponentiel). Ces valeurs se rapprochent des mesures expe´rimentales cite´es dans
la litte´rature [77]. Nous pouvons estimer la fre´quence de de´charge spontane´e (FDS) de cette fibre
nerveuse simule´e par l’expression F̂DS = kTmax (taux moyen) ou` k est le nombre de de´charges
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dans l’intervalle Tmax. Pour cet exemple, nous obtenons F̂DS = 134.4 < λ0 imp/s. Cette dimi-
nution s’explique par l’influence des pe´riodes re´fractaires sur la fre´quence de de´charge mesure´e.
Dans les prochaines simulations, nous tiendrons compte de cette diminution de l’intensite´ dans
la ge´ne´ration de l’ASC. Si nous voulons ge´ne´rer une activite´ a` FDS donne´e, nous utiliserons
une valeur de λ0 plus grande, corrige´e par l’inverse du facteur approximatif de diminution.
Pour ge´ne´rer l’ASC, il ne reste plus qu’a` utiliser l’e´quation (2.1) avec l’expression commune
de h(t) et la ge´ne´ration des occurrences de de´charge spontane´e pour chaque fibre. Nous ge´ne´rons
une distribution des FDSi qui repre´sente le mode principal de´crit pre´ce´demment en section 2.2
a` partir d’une distribution λ0i corrige´e comme de´crit pre´ce´demment.
Mode´lisation de la densite´ spectrale de puissance de l’ASC
Dans cette section nous allons nous inte´resser a` la mode´lisation de la densite´ spectrale de
puissance (DSP) de l’ASC et des peignes de de´charges des fibres auditives. En effet, pour vali-
der les me´canismes susceptibles de ge´ne´rer l’acouphe`ne, il est ne´cessaire d’avoir une expression
mathe´matique de spectre de l’ASC et de ses composantes (ou DSP) puisque celui-ci est l’index
objectif employe´ dans les e´tudes sur l’acouphe`ne cite´es en litte´rature. Ce mode`le permettra d’ex-
pliquer l’influence spectrale sur l’ASC (et ses composantes) des phe´nome`nes neuronaux possibles
s’e´tablissant dans le nerf auditif durant l’acouphe`ne. Comme point de de´part, nous pouvons uti-
liser l’e´quation (2.1). En effet, si l’ASC m(t) est conside´re´e comme la somme des contributions
de chaque fibre et comme un processus ale´atoire stationnaire, nous pouvons exprimer Rm(f),
la densite´ spectrale de puissance (DSP) de m(t), par [109], [108] :
Rm(f) =
N∑
i=1
Rui(f) +
N∑
i,j=1,i6=j
Ruiuj(f) (2.9)
ou` les termes Rui repre´sentent les DSP des N fibres et les termes Ruiuj les DSP croise´es lie´es
aux fonctions d’intercorre´lation des contributions des fibres. Le terme Rui peut eˆtre de´compose´
de la manie`re suivante :
Rui(f) =| H(f) |2 RΠi(f) (2.10)
ou` H(f) est la transforme´e de Fourier de la re´ponse impulsionnelle h(t) et RΠi(f) est la DSP du
peigne de de´charge Πi(t). Si nous conside´rons dans un premier temps l’absence de corre´lation
entre les contributions des fibres, nous pouvons e´crire en remplac¸ant l’e´quation (2.10) dans
(2.9) :
Rm(f) =
N∑
i=1
| H(f) |2 RΠi(f) (2.11)
En prenant comme point de de´part la fonction d’autocorre´lation rΠi(τ) = E[Πi(t)Πi(t− τ)] =
E[
∑Ki
ki=1
∑Ki
ji=1
δ(t − tki)δ(t − tji − τ)], ou` Ki repre´sente le nombre de de´charges, pour la fibre
i, dans un intervalle d’observation [0, T ]. Nous obtenons [111], [109] :
rΠi(τ) = λi(δ(τ) + ci(τ) + ci(−τ)) (2.12)
ou` les λi = FDSi sont les fre´quences de de´charge des fibres. La fonction ci est la densite´ de
probabilite´ conditionnelle, pour la fibre i, qui de´crit la probabilite´ d’avoir une de´charge a` t+ τ
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a` la condition qu’une de´charge pre´ce´dente ait eu lieu a` t (τ > 0). Elle peut s’e´crire :
ci(τ) = pτ,i(τ) +
∫ ∞
0
pτ,i(τ
′
)pτ,i(τ − τ ′)dτ ′ (2.13)
+
∫ ∞
0
∫ ∞
0
pτ,i(τ
′
)pτ,i(τ
′′
)pτ,i(τ − τ ′ − τ ′′)dτ ′dτ ′′ + ....
ou` pτ,i(τ) est la densite´ de probabilite´ des intervalles τ pour la fibre i. D’une manie`re alternative,
ci peut eˆtre calcule´e re´cursivement en utilisant l’expression [111], [109] :
ci(τ) = pτ,i(τ) +
∫ ∞
0
pτ,i(τ
′
)ci(τ − τ ′)dτ ′ (2.14)
En combinant la transforme´e de Fourier de cette re´cursion a` celle de rΠi(τ) la densite´ spectrale
RΠi peut s’exprimer [111], [109] :
RΠi(f) = λi(1 + Ci(f) + C
∗
i (f)) (2.15)
= λi
(
1 +
Pτ,i(f)
1− Pτ,i(f) +
P ∗τ,i(f)
1− P ∗τ,i(f)
)
, f 6= 0
Les termes Pτ,i(f) et P
∗
τ,i(f) sont respectivement la transforme´e de Fourier de la densite´ de
probabilite´ pτ,i et son complexe conjugue´. En simplifiant l’e´quation (2.15) et en la remplac¸ant
dans (2.11), nous obtenons :
Rm(f) =
N∑
i=1
λiRe
(
1 + Pτ,i(f)
1− Pτ,i(f)
)
| H(f) |2, f 6= 0 (2.16)
Si les fibres nerveuses ont un peigne de de´charge qui respecte un processus de Poisson homoge`ne
d’intensite´ λ0i , les e´quations (2.10) et (2.16) deviennent respectivement [111] :
Rui(f) =| H(f) |2 λ0i , f 6= 0
Rm(f) =
N∑
i=1
| H(f) |2 λ0i , f 6= 0 (2.17)
En effet, en remplac¸ant dans (2.13) l’expression de pi,τ (τ), nous obtenons une DSP RΠi(f) = λ0
constante sur toutes les fre´quences non nulles. La DSP de l’ASC n’est plus alors qu’une recopie
a` un facteur pre`s de | H(f) |2. De plus, si nous tenons compte de l’influence de la pe´riode
re´fractaire absolue ∆abs, Les fibres se de´chargent alors a` une fre´quence λi = λ0i/(1 + λ0i∆abs).
L’expression de la densite´ spectrale Rui(f), f 6= 0 pour une fibre i devient alors [111] :
Rui(f) =| H(f) |2 λi
(
1 + 2
λ2i
(2pif)2
(1− cos(2pif∆abs)) + 2 λi
2pif
sin(2pif∆abs)
)−1
(2.18)
L’expression de la DSP de m(t) pour f 6= 0 devient alors :
Rm(f) =
N∑
i=1
| H(f) |2 λi
(
1 + 2
λ2i
(2pif)2
(1− cos(2pif∆abs)) + 2 λi
2pif
sin(2pif∆abs)
)−1
(2.19)
L’introduction de la pe´riode re´fractaire a pour effet de rendre le processus de Poisson plus
re´gulier [111]. En effet, si λ0i → +∞ alors λi = 1/∆abs (limite supe´rieure de la fre´quence de
de´charge). A titre de validation, si nous fixons ∆abs = 0, nous retrouvons bien les e´quations dans
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(2.20) avec λi = λ0i . L’influence de la pe´riode re´fractaire relative sur le spectre de puissance
RΠi a aussi e´te´ de´crite mathe´matiquement dans [116].
Nous pouvons voir dans la figure 2.16, la DSP du peigne de de´charge RΠi(f) d’une fibre si-
mule´ avec λ0 = 100 imp/s sans pe´riode re´fractaire et avec pe´riode re´fractaire absolue ∆abs = 0.7
ms. La dure´e de simulation est de 20 secondes avec ∆t = 10−4 secondes. Nous utilisons la me´-
thode du pe´riodogramme ame´liore´ de Welch [117] pour estimer la DSP de l’ASC simule´e. Nous
utilisons un feneˆtrage de Hamming de taille L = 256 points et un facteur de recouvrement de
50%. Cette configuration a pour but d’avoir un bon compromis entre la minimisation du bias et
celle de la variance de l’estimation spectrale. Nous pouvons voir l’ade´quation entre l’expression
the´orique (trait gras) et l’estime´e (trait fin) pour chaque cas. Nous utiliserons la meˆme me´thode
d’estimation de la DSP, avec la meˆme configuration, dans toutes les analyses qui suivent.
Finalement et a` titre d’exemple, nous simulons 3 secondes d’ASC en utilisant le mode`le
de´crit pre´ce´demment. Le nombre de fibres est fixe´ a` N = 500 fibres avec un comportement de
de´charge de Poisson a` pe´riode re´fractaire aux meˆmes parame`tres que les simulations pre´ce´dentes.
La re´ponse impulsionnelle h(t) est simule´e avec un jeu de parame`tres ade´quats comme de´crit
dans la section pre´ce´dente. Dans la figure 2.17, nous pouvons voir l’ASC (corrige´e en moyenne)
et les DSP de l’ASC et du peigne de de´charge cumule´
∑N
i=1RΠi(f). Nous pouvons voir aussi la
distribution simule´e des λi avec E[λi] = 67 imp/s, repre´sentant les FDS e´leve´es de´crites dans [?].
Concernant la DSP de l’ASC, nous retrouvons bien le pic principal a` 1 kHz de´crit dans la
litte´rature. Pour comparer la simulation et re´alite´, nous montrons, dans la figure 2.18, un trace´
de DSP d’ASC re´elle issu de [3]. Nous notons une bonne ade´quation entre les deux densite´s
spectrales en supposant la pre´sence d’un bruit blanc de faible e´nergie qui se superpose a` l’acti-
vite´ neuronale simule´e. D’autres sources parasites (muscle, relais auditifs, bruit de mesure), qui
influencent ge´ne´ralement la partie basse fre´quence du spectre, ne seront pas prises en compte
dans notre simulation. De ce fait, il est utile de rappeler que notre simulation est partielle aussi
bien dans le nombre de fibres simule´es que dans leur type ou` les fibres a` FDS et fre´quence
caracte´ristique e´leve´es sont privile´gie´es. En effet, c’est dans cette cate´gorie de fibre qu’il a e´te´
de´crit, dans la litte´rature, des alte´rations du comportement spontane´ durant l’expe´rimentation.
De plus, ces fibres semblent eˆtre pre´ponde´rantes dans le signal mesure´ [100]. Nous rappelons que
l’objectif premier de cette mode´lisation est de simuler un comportement d’ensemble en pre´sence
de salicylate interpre´table physiologiquement et non pas de fournir un mode`le le plus fide`le
possible a` la re´alite´.
2.4.2 Simulation de me´canismes d’alte´ration neurosensorielle cochle´aire
Dans cette section, nous allons nous inte´resser a` la simulation a` l’aide du mode`le pre´sente´
en section pre´ce´dente des me´canismes d’alte´rations neurosensorielles au niveau de la cochle´e.
Ces alte´rations sont suppose´es apparaˆıtre apre`s injection de salicylate chez le cochon d’Inde
et ge´ne´rer l’acouphe`ne. Nous allons essayer, a` travers ces simulations, d’expliciter les phe´no-
me`nes neuronaux responsables des variations spectrales de l’ASC de´crites dans la litte´rature.
Ces me´canismes nous serviront a` proposer des sce´narii d’alte´ration neurosensorielle en pre´sence
de salicylate. Il est important de rappeler qu’aucune e´tude similaire n’est de´crite dans la litte´-
rature. Ces variations peuvent eˆtre a` court terme (quelques heures apre`s l’injection) ou a` long
terme (apre`s plusieurs semaines de traitement). Nous conside´rerons trois me´canismes possibles :
augmentation/diminution des FDS des fibres auditives, apparition de phe´nome`ne de double im-
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(b) La DSP du peigne de de´charge RΠi(f) sans
pe´riode re´fractaire.
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(d) La DSP du peigne de de´charge RΠi(f) avec
pe´riode re´fractaire.
Fig. 2.16 – DSP du peigne de de´charge d’un processus de Poisson avec et sans pe´riode re´fractaire.
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(c) La DSP de l’ASC.
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(d) La DSP du peigne de de´charge cumule´.
Fig. 2.17 – Simulation de l’ASC ches le cochon d’Inde.
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Fig. 2.18 – DSP de l’ASC re´elle [3].
pulsions et enfin apparition de trains de de´charges corre´le´s sur un certain nombre de fibres. Ces
phe´nome`nes pourraient apparaˆıtre seul ou combine´s entre eux. Ces me´canismes n’ont qu’une
action pre´synaptique (ge´ne´rant la de´charge). Ils respectent l’hypothe`se que l’action du salicylate
sur l’ASC n’alte`re que le recrutement des fibres et ne change pas l’amplitude ou la forme du
PU. Cette hypothe`se est appuye´e par les observations re´sume´es dans [71] ou` aucune variation
d’amplitude ou de forme du PAC, en re´ponse a` une stimulation de forte intensite´ et haute en
fre´quence, n’a e´te´ observe´e sous des doses raisonnables de salicylate (200 a` 400 mg/kg). Pour
chaque me´canisme, nous essaierons, d’apporter des justifications physiologiques a` l’instauration
de celui-ci en pre´sence de salicylate.
Augmentation ou diminution des fre´quences de de´charge spontane´e (FDS)
Le premier phe´nome`ne e´tudie´ est l’alte´ration des FDS des fibres nerveuses du nerf auditif. En
effet, nous supposons une variation homoge`ne de la distribution des FDS par un de´calage celle-ci
introduisant suivant le sens de de´placement une augmentation ou diminution des FDS. Comme
de´crit en section 2.3, ce me´canisme simple pourrait intervenir en pre´sence d’acouphe`ne. Graˆce
au mode`le pre´sente´, nous allons simuler ce me´canisme sur en ensemble de N=500 fibres. En fi-
gure 2.19, nous montrons les trois DSP de l’ASC simule´e sur 3 secondes pour trois distributions
des FDSi = λi diffe´rentes. Nous utilisons le meˆme potentiel unitaire que pre´ce´demment. L’unite´
de l’amplitude des DSP n’a aucune re´alite´ physique. Nous observons une variation significative
de l’amplitude des DSP. La premie`re (au milieu) est conside´re´e comme saine avec E[λi] = 67
imp/s, la seconde (en haut) et la troisie`me (en bas) sont pathologiques avec respectivement
E[λi] = 54 imp/s (diminution) et E[λi] = 90 imp/s (augmentation). Ces trois distributions
sont ge´ne´re´es a` partir de distributions gaussiennes des intensite´ du processus de Poisson λ0i
avec respectivement E[λ0i ] e´gale 80, 60 et 110 imp/s avec un coefficient de dispersion constant
γ = σ(λ0i)/E[λ0i ] = 1/4. Nous trac¸ons aussi l’e´volution de l’amplitude du pic spectral a` 1 kHz
estime´ sur une moyenne des raies spectrales dans l’intervalle [800,1100] Hz. Cette estimation
sera faite syste´matiquement pour chaque mesure d’amplitude du pic spectral. Cette manipula-
tion a pour objectif de diminuer l’erreur d’estimation de cette amplitude duˆ au nombre limite´
de fibres simule´es et a` la limitation de l’horizon d’observation (T = 3 sec.). Nous l’exprimons
en dB relativement au seuil sain.
Pratiquement, ces variations d’amplitude s’expliquent par le fait que les fibres se de´chargent plus
ou moins que la normale sur un meˆme intervalle temporel. Cela a pour effet de ge´ne´rer un peigne
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Fig. 2.19 – Simulation du me´canisme de variation des FDS.
de de´charge cumule´ plus ou moins e´nergique re´parti en puissance suivant la densite´ spectrale
e´tudie´e pre´ce´demment. Cela se ve´rifie avec l’expression de
∑N
i=1Rui(f) ou` si l’on suppose une
variation constante par un facteur positif α des FDSi, on peut exprimer la nouvelle DSP par∑N
i=1R
′
ui(f) = α
∑N
i=1Rui(f) (voir e´quation (2.15)).La diminution ou l’augmentation uniforme
des FDS des fibres agit donc comme un facteur multiplicatif sur la DSP de l’ASC. Ce me´canisme
ne´cessite une augmentation ou diminution globale des FDSi pour influer sur l’amplitude de la
densite´ spectrale. Cela est duˆ, comme nous l’avons montre´, a` une proportionnalite´ directe des
FDSi avec l’amplitude de la densite´ spectrale.
Physiologiquement, ces variations globales de fre´quence de de´charge spontane´e en pre´sence de
salicylate seraient lie´es a` la nature des fibres (seuil de sensibilite´, fre´quence caracte´ristique) [80].
Comme de´crit en section 2.3, la diminution des FDS de l’activite´ spontane´e pourrait s’expliquer
par l’alte´ration du couplage CCE-CCI qui atte´nuerait la stimulation ale´atoire pre´synaptique en
pre´sence de salicylate.
Apparition de de´charges doubles
Dans ce paragraphe, nous allons e´tudier l’e´ventualite´ de l’apparition d’impulsions doubles
lors de de´charges spontane´es des fibres auditives en pre´sence de salicylate. Nous de´finissons ces
de´charges multiples comme la succession d’une ou plusieurs impulsions apre`s l’impulsion prin-
cipale ale´atoire. Ces impulsions sont suppose´es eˆtre pre´visibles puisqu’ elles apparaissent dans
un intervalle de temps connu apre`s l’impulsion principale. Nous allons simuler grace a` notre
mode`le le phe´nome`ne de de´charges multiples en pre´sence de salicylate et essayer d’interpre´ter
physiologiquement les re´sultats obtenus. En nous basant sur les observations de Evans et al. [77],
nous simulons une de´charge supple´mentaire a` la de´charge principale apre`s un de´lai fixe d’une
milliseconde. D’apre`s McMahon et al. [85], cette de´charge double pourrait eˆtre du a` une instabi-
lite´ e´lectrique de la membrane neuronale en pre´sence de salicylate. La probabilite´ d’apparition
de cette de´charge supple´mentaire est uniforme sur toutes les impulsions et proportionnelle au
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pourcentage d’impulsion double sur le nombre total d’impulsions. Cette proportion est fixe´e par
θdouble.
Nous pouvons voir en figure (3.3), les histogrammes inter-impulsions les DSP de 20 secondes
d’activite´ spontane´e d’une fibre a FDS = 56 imp/s sans double impulsions et apre`s ajout des
impulsions doubles avec θdouble = 0.1. Cela correspond a` 10% des impulsions de de´part qui ge´ne´-
rent une double de´charge. Nous pouvons observer les diffe´rences aux niveaux des histogrammes
avec l’apparition d’un pic pre´coce a` 1 ms dans l’histogramme avec double de´charge. Ce phe´-
nome`ne est similaire a celui de´crit dans [77]. Ce pic pre´coce se traduit dans la DSP du peigne
de de´charge par l’apparition d’une composante de forme sinusoidale de pe´riode en fre´quences
Tdouble=1 kHz.
Cette composante oscillante se justifie the´oriquement si l’on reprend l’expression de la DSP
du peigne de de´charge (2.16). En effet, en pre´sence de de´charge double, la nouvelle densite´ de
probabilite´ pdouble(τ) a pour expression :
pdouble(τ) = g(τ)/
∫ ∞
0
g(s)ds (2.20)
avec g(τ) = (θdoubleδ(t −∆double) + pτ (τ)). On peut re´e´crire l’e´quation (2.20) de la forme :
pdouble(τ) = 1/aireg(θdoubleδ(t−∆double) + pτ (τ))) (2.21)
avec aireg =
∫∞
0 g(s)ds. Si l’on exprime la TF de cette densite´, on obtient :
Pτdouble(f) = 1/aireg(θdouble exp(−j2pif∆double) + Pτ (f)) (2.22)
Finalement, l’expression de la DSP du peigne de de´charge prend pour expression :
RΠdouble(f) = λRe
(1 + Pτdouble(f)
1− Pτdouble(f)
)
, f 6= 0 (2.23)
D’apre`s l’e´quation, les parame`tres ∆double et θdouble vont conditionner respectivement la fre´-
quence et l’amplitude de l’oscillation. Au niveau de la DSP de l’activite´ spontane´e de la fibre,
nous notons une augmentation significative du pic a` 1 kHz pour une augmentation re´duite de
la FDS = λ (58 imp/s avant, 64 imp/s apre`s) et 10% de de´charges doubles. Cela est duˆ prin-
cipalement a` la re´partition non uniforme en fre´quence de l’e´nergie qui favorise les fre´quences
multiples de f∆double = 1 kHz.
Nous simulons 3 secondes d’ASC avec N = 500 fibres pour plusieurs taux de de´charge double
(0, 10, 30 et 50 % des spikes). La distribution des FDSi est centre´e a` l’origine en E[FDSi] = 67
imp/s. Nous pouvons observer le meˆme phe´nome`ne d’amplification de la DSP que pour une
fibre (voir figure 2.21). Nous mesurons la variation relative a` la mesure saine (en dB) du pic a` 1
kHz. Pour atte´nuer l’influence du bruit, nous calculons l’amplitude du pic suivant la proce´dure
de´crite pre´ce´demment. Nous pouvons observer la forte amplification (≈ 3dB) pour un taux de
de´charge double e´gal a` 50%.
Modifications de la synchronicite´ neuronale de de´charge
Il est de´crit dans la litte´rature l’hypothe`se de modifications de la synchronicite´ neuronale
dans la ge´ne´ration de certains types d’acouphe`ne. Au niveau du nerf auditif, Moller et al.[118]
de´crivent l’apparition d’acouphe`ne lors d’une compression du nerf craˆnien VIII (par une tu-
meur ou un vaisseau sanguin). En effet, 40% des patients ayant subit une ope´ration permettant
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Fig. 2.20 – Simulation du me´canisme de de´charge double (10%) sur une fibre.
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Fig. 2.21 – Influence du taux de de´charge double sur la DSP de l’ASC.
une ”de´compression” des vaisseaux comprime´s notent une diminution conside´rable voire une
disparition totale de leur acouphe`ne. Il est a` ajouter que des le´sions de la gaine entourant les
fibres nerveuses, la mye´line, peuvent apparaˆıtre suite a` cette compression et rendre celles-ci
perme´ables. Il en re´sulte la propagation des potentiels excitateurs sur plusieurs fibres et une
synchronicite´ de de´charge anormale qui pourrait ce traduire par la sensation d’acouphe`ne.
Dans leur article, Cazals et al. [5] supposent l’instauration de synchronicite´ neuronale d’une
population de fibres nerveuses spe´cifiques en fre´quence apre`s traitement chronique au salicy-
late. Ils supposent l’augmentation graduelle du pic a` 1 kHz du spectre de l’ASC comme une
conse´quence de cette synchronicite´ de de´charge. Cette dernie`re serait la source d’une sensation
auditive de fre´quence correspondant a` la tonotopie atteinte. Nous allons essayer de simuler ce
type d’alte´ration et analyser les re´sultats obtenus sur le spectre de l’ASC.
Pour augmenter en simulation la synchronicite´ des peignes de de´charges neuronales, il existe
plusieurs approches [4]. Nous allons utiliser la technique d’e´lagage de processus de Poisson. En
effet, il est possible de simuler un ensemble de trains d’impulsions corre´le´s avec une corre´lation
par paire homoge`ne et a` de´lai nul de la manie`re suivante : une re´alisation d’un processus de
Poisson d’intensite´ α est utilise´ comme ”processus ge´ne´rateur”. Les trains corre´le´s sont obtenus
par e´lagage [4] du processus ge´ne´rateur en supprimant des impulsions avec une probabilite´ fixe´e.
Il peut eˆtre montre´ que ces processus ”dilue´s” sont aussi de Poisson. Si la probabilite´ de sup-
pression est de 1− β, chaque processus ge´ne´re´ a une intensite´ λi = αβ, et ses processus dilue´s
sont corre´le´s, pris deux a` deux, avec un coefficient de correlation e´gal a` β [4]. En figure 2.22,
nous de´crivons ce processus d’e´lagage ave le processus ge´ne´rateur (en haut) qui nous fournit le
les N processus e´lague´s (en bas).
Nous simulons dans un premier temps, une paire de trains d’impulsions corre´le´s issus de deux
fibres(β = 0.8) et de meˆme intensite´ λ = 57 imp/s. Ces deux trains sont simule´s a` partir d’un
processus a` intensite´ λ = 72 imp/s. On peut ve´rifier que 57 = 0.8 × 72. Nous comparons les
fonctions d’intercorre´lation et les DSP de la somme des activite´s obtenues pour cette paire de
fibres et une paire aux activite´s de de´charge inde´pendantes et de meˆme intensite´ (voir figure
2.23).
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Fig. 2.22 – Ope´ration d’e´lagage avec le processus ge´ne´rateur (en haut) et les N processus dilue´s
et corre´le´s [4].
Nous observons la diffe´rence importante au niveau des DSP des activite´s cumule´es. Si l’on
reprend l’e´quation (2.9), cette diffe´rence s’explique par l’apparition de termes de DSP croise´s
qui s’ajoutent au niveau des trains de de´charge. Ces DSP croise´es sont les transforme´es de Fou-
rier des fonctions d’intercorre´lation de ces trains d’impulsions.Nous observons la diffe´rence aux
niveaux des fonctions d’intercorre´lation, avec une fonction quasi-nulle (corre´lation re´siduelle)
pour la paire inde´pendante et l’apparition d’un pic d’amplitude proportionnelle au degre´ de
corre´lation en de´lai nul indiquant la pre´sence d’une forte corre´lation pour la seconde paire. La
TF de cette fonction est une constante en fre´quence d’amplitude lie´e au degre´ de corre´lation.
Pour simuler une synchronicite´ accrue sur une sous population de fibres nerveuses auditives,
nous supposons l’existence d’un foyer de synchronicite´. Ce foyer est compose´ de K fibres a` acti-
vite´ corre´le´e, avec un coefficient de corre´lation fixe β, ge´ne´re´e a` partir d’un processus ge´ne´rateur
d’intensite´ λ.
Nous simulons 3 secondes d’ASC saine (N = 500 fibres) et contenant un foyer de correla-
tion compose´s chacun de K = 25 fibres. Le nombres de fibres corre´le´es repre´sente 5 % de la
population globale. Le coefficient de correlation β est fixe´ a` [0,0.5,0.8]. L’intensite´ du processus
ge´ne´rateur est prise de telle sorte que βλ = 60 imp/s pour chaque valeur de β. Nous observons,
en figure 2.24, les DSP respectives et le profil d’e´volution du pic a` 1 kHz en fonction du coeffi-
cient de corre´lation β. Les courbes montrent une augmentation significative de l’amplitude du
pic de`s la pre´sence suivant le degre´ de corre´lation.
2.4.3 Analyse de forme de la distribution d’amplitude de l’ASC
Dans ce paragraphe, nous allons pre´senter une nouvelle me´thode d’analyse de l’ASC afin
de de´tecter d’e´ventuelles alte´rations neurosensorielles : l’e´tude de la variation de forme de sa
distribution d’amplitude. Ces alte´rations, si elles sont ge´ne´ralise´es a` toutes les fibres comme
nous l’avons e´tudie´, agissent d’une manie`re importante sur l’amplitude de la DSP. Sur l’ampli-
tude du signal temporel, la meˆme remarque peut eˆtre faite (identite´ de Parseval). Une mesure
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Fig. 2.23 – Simulation d’une paire de fibres nerveuses a` activite´ corre´le´e.
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Fig. 2.24 – Influence du coefficient de corre´lation sur la DSP de l’ASC.
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d’amplitude (e´cart-type) sur ce signal ale´atoire permet donc e´galement de mesurer cette va-
riation. Dans cette e´tude, nous montrerons, qu’en plus de changer l’amplitude spectrale, ces
alte´rations neurosensorielles changent aussi la forme de la distribution d’amplitude de l’ASC.
Il devient alors inte´ressant de considerer une possible mesure d’e´cart de forme relative comme
index objectif de l’influence d’une pathologie ou d’un ototoxique.
Dans un premier temps, nous allons essayer de justifier, par un cas de figure simple, l’utilite´
de l’analyse de forme de l’histogramme d’amplitude dans la de´tection d’e´ventuelles pathologies
cochle´aires qui alte`rent la synchronicite´ de de´charges des fibres. Pour cela, nous allons montrer
que l’allure de l’histogramme d’amplitude de l’ASC est lie´ au degre´ de synchronicite´ de l’activite´
spontane´e des fibres.
L’histogramme d’amplitude de´crit la distribution des amplitudes sur un horizon tempo-
rel T de la variable ou processus ale´atoire inde´pendamment des instants d’occurrence. Apre`s
normalisation, c’est une estimation (tronque´e) de la densite´ de probabilite´ de la variable ale´a-
toire d’amplitude du signal. Si le processus ale´atoire est compose´ a` son tour de sous processus
ale´atoires, la nature de la distribution globale de´pend de l’inde´pendance et de l’hypothe`se de
distribution de meˆme type des sous processus. Si ces deux conditions sont re´unies et en pre´-
sence d’un nombre important de sous processus, la distribution du processus ale´atoires cumule´
tend vers une distribution gaussienne (the´ore`me de la limite centrale). Dans notre cas de figure,
l’e´laboration d’un lien the´orique entre la statistique de l’amplitude de l’ASC et les statistiques
de de´charges des fibres n’est pas taˆche aise´e. Nous essayerons de l’illustrer pratiquement a` tra-
vers des exemples simples. Nous utiliserons l’histogramme comme estimateur de la distribution
d’amplitude. En effet, celui-ci nous semble suffisant pour notre application.
Ainsi, nous prenons pour exemple l’apparition d’une sous-population de fibres corre´le´es.
Dans un enregistrement sain, l’activite´ de de´charge des fibres est cense´e eˆtre quasi-inde´pendante
(corre´lation re´siduelle) et leur distribution d’impulsion, qui ge´ne`re, suivant la synchronicite´ de
de´charge instantane´e des diffe´rentes fibres, les fluctuations d’amplitude de l’ASC, sont de meˆme
nature. La convolution avec le PU qui est asyme´trique en amplitude introduit une certaine dissy-
me´trie de la distribution d’amplitude globale qui se rapproche tout de meˆme d’une distribution
gaussienne. Si la pathologies cochle´aire (ex : acouphe`ne) introduit une corre´lation des de´charges
d’un certain nombre de fibres cela aura pour effet d’alte´rer la distribution globale d’amplitude
de l’ASC en favorisant l’apparition de certains niveaux d’amplitude.
A titre d’exemple illustratif, nous pouvons mesurer la probabilite´ d’avoir, sur un intervalle
temporel fini T , la valeur de l’amplitude A de l’ASC e´gale ou supe´rieure a` a0. Nous notons cette
probabilite´ dans un enregistrement sain comme Pr(A ≥ a0) = P0. Supposons que la probabilite´
de cet e´ve´nement corresponde a` avoir au moins k0 fibres a` de´charges synchrones (dont les contri-
butions se somment pour avoir une amplitude sup. ou e´gale a` a0) n0 fois dans l’intervalle T (PU
suppose´ strictement positif et de courte dure´e). En pre´sence de K fibres corre´le´es, Le nombre
de fois ou au moins k0 fibres sont synchrones en de´charge augmente pour atteindre ( suivant
le nombre, l’intensite´ des fibres corre´le´es et leur coefficient de corre´lation) la valeur ncor > n0
sur T . Cela veut dire que la probabilite´ de cet e´ve´nement devient Pr(Acor ≥ a0) = Pcor > P0.
Puisque la probabilite´ globale e´gale a` l’unite´, il s’en suit une diminution de la probabilite´ des
niveaux d’amplitude qui auraient du apparaˆıtre en absence de cette corre´lation. Ces variations
de probabilite´ alte`re donc la forme de la distribution d’amplitude de l’ASC.
En figure 2.25, nous pouvons voir la nature des alte´rations de l’histogramme de l’ASC issue
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Fig. 2.25 – Influence des me´canismes simule´s sur la forme de la distribution d’amplitude de
l’ASC (I).
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de la simulation du second me´canisme e´tudie´ avec un coefficient de corre´lation progressif. Nous
observons lors de l’absence de corre´lation une distribution quasi syme´trique. En pre´sence de
corre´lation, la distribution devient plus asyme´trique suivant le degre´ de corre´lation avec l’ap-
parition de niveaux d’amplitude ne´gative (amplitude ou` le PU est le plus important en valeur
absolue) absents dans l’histogramme sain.
Le meˆme raisonnement peut eˆtre mene´ pour les deux autres me´canismes. En effet les modifica-
tions de la chronologie des trains d’impulsions unitaires influencent la synchronicite´ instantane´e
des fibres et donc la probabilite´ d’avoir un certain niveau en amplitude. Il s’en suit une mo-
dification de la forme de la distribution d’amplitude de l’ASC. Pour valider ce raisonnement,
nous reprenons les simulations utilise´es dans les 3 me´canismes et calculons les histogrammes
d’amplitudes respectifs. Les histogrammes sont de´finis sur 250 valeurs re´parties line´airement
dans un intervalle [-30,30] pour les deux premiers me´canismes et [-40,30] pour le dernier. Pour
chaque me´canisme, nous trac¸ons le profil du crite`re MFR d’e´cart de forme (voir chapitre 1) par
rapport a` une gaussienne centre´e ze´ro. Le crite`re est calcule´ a` partir de B=100 points sur les
fonctions de distributions. Le crite`re MFR devient, en quelques sorte, une mesure d’e´cart a` la
gaussiannite´ de la distribution de l’amplitude de l’ASC.
Comme nous pouvons le voir en figure 2.26, le profil contient une tendance pour chaque me´-
canisme indiquant une corre´lation entre l’intensite´ de celui-ci et la forme et la distribution
d’amplitude. Pour le premier me´canisme, on observe une augmentation de l’e´cart de forme en
diminuant les FDS. Pour le second, la tendance n’est pas constante. On observe une augmen-
tation suivant le degre´ de corre´lation puis une chute pour θdouble = 0.5. Enfin, pour le dernier,
l’e´cart de forme augmente en fonction du degre´ de corre´lation.
Classification de forme des distributions d’amplitude de l’ASC
Les alte´rations de´crites pre´ce´demment peuvent concerner un nombre re´duit de fibres au-
ditives. Ainsi, on pourrait observer la pre´sence d’un nombre re´duit de fibres pre´sentant un
comportement pathologiques mais qui a` l’e´chelle du signal composite n’est pas mesurable par
une mesure e´nerge´tique (ou d’amplitude). En effet, cette mesure e´nerge´tique (ou d’amplitude)
manque de sensibilite´ lorsqu’il s’agit de mesurer des alte´rations ne concernant qu’une sous-
population re´duite de fibres. De ce fait, la contribution de ces fibres, meˆme si elle a un caracte`re
pathologique, peut eˆtre facilement noye´e dans l’intervariabilite´ de l’ASC d’une population cli-
nique et rend tre`s difficile voire impossible la discrimination par un crite`re d’amplitude entre
une mesure saine et une mesure pathologique. Pour re´sumer, une augmentation non significa-
tive de l’amplitude de l’ASC ne signifie pas l’absence d’une variation significative de l’activite´
neuronale meˆme localise´e. Patuzzi et al.[101] citent a` titre d’exemple l’apparition d’une sous
population de fibres (5 %) qui aurait des FDS pathologiques qui doublent de valeurs passant de
10 imp/s (valeur initiale pour toute les fibres) a` 20 imp/s. Il en re´sulterait une augmentation de
l’e´nergie globale de l’ASC de seulement 5%. Ainsi, un comportement de de´charge pathologique
d’une sous-population de fibres (susceptible de ge´ne´rer un type d’acouphe`ne) passerait inaperc¸u
apre`s analyse d’amplitude de l’ASC [101].
Pour tenter d’apporter une re´ponse a` ce proble`me, nous nous proposons d’appliquer la
me´thode de classification de forme employant l’approche CISA explicite´e en chapitre 1 a` l’analyse
de forme de l’histogramme d’amplitude de l’ASC. Cette analyse aura pour objectif de de´tecter
et classer un ensemble de signaux pathologiques simule´s. Nous simulerons ces signaux a` l’aide
du mode`le et me´canismes e´tudie´s.
Pour cela, nous utilisons la moyenne et la distance CISA (voir chapitre 1) et l’algorithme
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Fig. 2.27 – Classification de forme des distributions d’amplitude de l’ASC.
de classement non supervise´e des nue´es dynamiques (k-means) pour essayer de se´parer des
distributions saines (absence de fibres corre´le´es) de distributions pathologiques (pre´sence de
fibres corre´le´es) sur un crite`re de forme. Pour cela, nous ge´ne´rons 10 signaux d’ASC sains (3
secondes, N=500 fibres, meˆme configuration que pre´ce´demment) et 10 signaux pathologiques
(β = 0.2, Ncor = 25, λcor = 20 imp/s). Le reste des fibres est ge´ne´re´es de la meˆme manie`re
que pour les signaux sains. Pour simuler l’intervariabilite´ clinique, nous changeons ale´atoire-
ment l’amplitude du PU en le multipliant, pour chaque signal, par un coefficient ai qui est une
re´alisation du processus ale´atoire gaussien σ(0.1, 1). Dans le processus de classification, nous ap-
pliquons la meˆme proce´dure que pour les ondes P et explicite´e en chapitre 3. Nous pouvons voir,
en figure 2.27, les histogrammes des signaux sains (en bleu) et ceux des signaux pathologiques
(en bleu) de´finis sur 400 points. Nous pouvons de´ja` voir a` l’oeil une diffe´rence de forme re´duite
en plus de la variation d’e´chelle due aux fluctuations du PU. De ce fait, un crite`re d’amplitude,
base´ sur une mesure de l’e´cart-type, aura beaucoup de mal a` diffe´rencier ces signaux. Nous ap-
pliquons l’algorithme, explicite´ au chapitre 1, avec l’intervalle d = [0.005, 0.995]. Nous obtenons
une spe´cificite´ de 100 % et une sensibilite´ de 100 % avec un crite`re de se´paration R = 12.38
(voir chapitre 3) indiquant une tre`s bonne se´paration des classes.
Ces re´sultats de´montrent, en simulation, la pertinence de l’utilisation de l’analyse de forme de
la distribution d’amplitude de l’ASC comme mesure objective de de´tection d’alte´rations neuro-
nales cochle´aires localise´es. Il serait inte´ressant d’appliquer la me´thode a` d’autres pathologies
localise´es comme le phe´nome`ne de de´charge double ou l’augmentation anormale des FDS d’une
sous population de fibres nerveuses. A l’e´gal de la corre´lation de de´charge neuronale, ces patho-
logies sont susceptibles d’alte´rer la synchronicite´ de de´charge instantane´e et donc la forme de
l’histogramme d’amplitude de l’ASC.
Il est important de rappeler que la classification s’est faite sur des signaux issus d’une si-
mulation partielle de l’ASC. En effet, si l’on tient compte les sources autres que le nerf auditif
et qui constituent l’ASC, on peut supposer une distribution d’amplitude supple´mentaire qui
aura pour effet de ”diluer” l’effet de la synchronicite´ dans la forme de la distribution globale.
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Dans une application sur des signaux re´els, Il faudrait tenir compte de ses sources diverses et
de leur influence sur la sensibilite´ de la me´thode afin de mieux cerner son champs d’application.
De plus, il serait ne´cessaire d’avoir recours a` d’autres approches d’estimation des distributions
d’amplitudes (ex : me´thodes a` noyau).
2.4.4 Test en simulation de sce´narios d’alte´rations neurosensorielles en pre´-
sence chronique de salicylate
Dans cette section, nous allons tester en simulation deux sce´narios d’alte´rations neurosen-
sorielles susceptibles de se produire en pre´sence chronique de salicylate. Le premier sce´nario
envisage´ combine une diminution des FDS a` court terme suivi de l’apparition d’une phe´nome`ne
de de´charge double. Le second combine une diminution des FDS suivi de l’apparition d’une syn-
chronicite´ neuronale. Durant ce test, nous re´aliserons, en simulation, le protocole expe´rimental
de´crit dans [5]. Ce protocole consiste en deux injections journalie`res (toutes les 12 heures) de sa-
licylate a` dose de 200 mg/kg sur trois semaines de traitement de plusieurs cochons d’Inde. Nous
essaierons de reproduire, en simulation, les profils d’alte´rations mesure´s par les auteurs sur un
horizon de 9 heures apre`s injection. Ces alte´rations seront mesure´es par le crite`re spectral de´ja`
de´crit et une mesure de similarite´ MFR sur les histogrammes d’amplitude de l’ASC. Les re´sultats
obtenus de la simulation seront compare´s avec ceux de´crits dans [5]. Les re´sultats de l’analyse
de forme seront commente´s afin de montrer la pertinence de cette analyse, comple´mentaire a`
l’analyse spectrale, pour le suivi pre´cis de l’influence de salicylate sur l’ASC. La discussion, d’un
point de vue physiologique, des re´sultats obtenus permettra de mieux comprendre la source des
me´canismes suspecte´s dans l’alte´ration de l’ASC en pre´sence de salicylate.
Une e´tude importante a` mener, avant la simulation des sce´narios, est le test de la reproduc-
tibilite´ des mesures employant l’index spectral Ispec (amplitude estime´e du pic a` 900 ∼ 1000 Hz)
et de forme Iforme (crite`re MFR). En effet, si les mesures varient beaucoup d’une re´alisation du
signal a` une autre il serait ne´cessaire d’avoir recours a` des simulations re´pe´titives type Monte´
Carlo pour extraire un comportement moyen. Pour tester la reproductibilite´, nous se´lectionnons
trois configurations du mode`le de l’ASC qui correspondent aux trois me´canismes pre´sente´s. Pour
chaque configuration, nous ge´ne´rons 10 signaux de 3 secondes puis calculons les coefficients de
variation : Cspec =
std(Ispec)
I¯spec
et Cforme =
std(Iforme)
I¯forme
. la valeur de ces crite`res indique la dispersion
relative de la mesure a` la moyenne. Pour les trois configurations, nous calculons les e´carts de
forme a` partir d’histogrammes d’amplitude de´finis sur 200 points sur l’intervalle [-40,30]. Le
crite`re MFR est calculer a` partir de 100 points sur la re´gression affine de la fonction ϕ.
La premie`re configuration conside´re´e est une augmentation des FDS. Nous ge´ne´rons un signal
issu de l’activite´ de N = 500 fibres avec E[λ0] = 100 imp/s. Le choix des autres parame`tres est
similaire et aux simulations pre´ce´dentes. Nous obtenons pour 10 tirages : Cspec =
6.30.104
1.73.106 = 0.04
et Cforme =
0.06
0.72 = 0.08. La deuxie`me configuration consiste en l’apparition du phe´nome`ne de
double de´charge. Les parame`tres sont fixe´s a` θdouble = 0.4 et E[λ0] = 80 imp/s. Nous obtenons
les valeurs Cspec =
7.37.104
2.66.106
= 0.02 et Cforme =
0.12
0.73 = 0.17. Pour le troisie`me me´canisme, nous
ge´ne´rons la configuration (β = 0.3, Ncor = 25, λcor = 40 imp/s). Nous obtenons les valeurs
Cspec =
8.75.104
2.52.106
= 0.02 et Cforme =
0.11
3.11 = 0.03. A la lumie`re de ces re´sultats, le crite`re spectral
semble posse´der une bonne reproductibilite´ sur les trois configurations. Cela est du a` l’estima-
tion de celui-ci sur l’intervalle [800,1200] Hz qui a pour effet de gommer les variations dues aux
bruits d’estimation et de mode´lisation. Concernant le crite`re de forme, la reproductibilite´ est
moins bonne avec un e´cart-type σIforme a` valeur maximum de 0.12. Cette erreur est due au
126
bruit pre´sent sur les histogrammes d’amplitude. Cette valeur reste acceptable si l’on conside`re
des e´carts de forme de plus grande amplitude. Cela sera le cas pour les profils simule´s dans ces
sce´narios. Ainsi, lors de la ge´ne´ration des sce´narios, nous ne ge´ne´rerons qu’une re´alisation par
position dans les profils. L’objectif de cette e´tude est de faire ressortir une tendance de variation
meˆme le´ge´rement impre´cise.
Sce´nario 1 : Diminution des FDS et de´charges doubles
En combinant l’effet des deux me´canismes e´tudie´s (variation des FDS et de´charges doubles),
nous allons tenter de simuler les phe´nome`nes responsables des observations faites par Cazals et
al. [5], Muller et al.[80] et Evans et al.[77] sur le spectre de l’ASC en pre´sence chronique de sali-
cylate. Nous e´tudierons aussi l’impact du sce´nario sur la forme de l’histogramme de l’ASC. Cette
influence se compose d’un phe´nome`ne a` court terme et un a` long terme. La premie`re observation
expe´rimentale en pre´sence de salicylate est la diminution du pic a` 1 kHz et des fre´quences de
de´charges spontane´es a` court terme sur une population de fibres (sur quelques heures) apre`s
une injection de 200 mg/kg chez les rongeurs [5], [80]. Nous pensons que ce phe´nome`ne est
principalement du a` une diminution globale importante des FDS des fibres a` fre´quence sponta-
ne´e e´leve´e. Chez le chat, Evans et al.[77] observent au contraire une augmentation de l’activite´
spontane´e apre`s une injection de 400 mg/kg. Muller et al. justifie cette augmentation par la
forte toxicite´ du salicylate a` cette dose chez le chat, provoquant des comportements neuronaux
fortement perturbe´s. Nous supposons qu’une de ces perturbations est l’apparition de de´charge
double a` un taux tellement important que cela pourrait masquer la diminution du a` la baisse
de stimulation ale´atoire a` la jonction CCI-synapse et introduire au contraire une augmentation
apparente de l’activite´ spontane´e. Cette augmentation serait due au phe´nome`ne de de´charge
double (instabilite´ cellulaire) et non pas a` l’alte´ration aux niveaux des CCE.
En pre´sence de salicylate a` 200 mg/kg, nous pouvons supposer l’absence du phe´nome`ne de
double de´charge a` court terme. On n’observerait alors que la diminution de´crite pre´cedemment.
Par contre, a` long terme, nous supposons l’apparition progressive du phe´nome`ne de double
de´charge qui expliquerait l’augmentation observe´e du pic a` 1 kHz dans [5]. Pour ve´rifier la
plausibilite´ de ce sce´nario, nous avons simule´ l’expe´rimentation de Cazals et al. [5] en ge´ne´rant
un profil de variation de l’ASC en combinant l’influence des deux phe´nome`nes a` court et long
terme (diminution et re´cupe´ration post-injection, double de´charge). Nous avons reproduit un
premier profil correspondant a` l’influence du salicylate sur 9 heures apre`s l’injection la premie`re
semaine de traitement (deux prises journalie`res d’une dose de 200 mg/kg de salicylate) comme
de´crit dans [5]. Un deuxie`me profil est ge´ne´re´ et correspond a` l’influence du salicylate sur 9 heures
mais apre`s 3 semaines de traitement (voir figure 2.28). De la meˆme manie`re, nous trac¸ons en
figure 2.29 le profil de variation de l’e´cart de forme la premie`re semaine et la troisie`me. Les
mesures sont faites a` partir d’histogramme de´finis sur 250 points sur l’intervalle d’amplitude
[-30,30].
Pour simuler ces profils, nous ge´ne´rons 3 secondes d’ASC respectant un certain profil de
variation des intensite´s λ0i repre´sente´ par E[λ0i ] en absence de de´charge double puis avec de´-
charge double (θdouble = 0.4). Il en re´sulte deux profils de variation des FDS des fibres (voir
figure 2.28). Sur ces profils, nous pouvons voir la variation de la stimulation ale´atoire repre´sen-
te´e par les courbes vertes et rouges des λ0i qui est pratiquement la meˆme avec et sans double
de´charge. Au niveau des courbes de FDS, on observe un e´cart important entre courbes bleue et
noire qui s’expliquerait seulement avec l’ajout de de´charge double et inde´pendamment du phe´-
nome`ne de diminution. Sur le spectre de puissance, on peut noter une diminution importante
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(a) Profils simule´s de variation relative du pic
a` 1kHz en de´but (noir) et apre`s 3 semaines (en
bleu) de traitement.
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(b) Profils de FDS simule´s en de´but de traite-
ment (λ0i en vert et FDSi en noir) et apre`s 3
semaines (λ0i en rouge et FDSi en bleu).
(c) Profils de variation relative du pic a` 1 kHz en de´but (en bas), apre`s 2
(milieu) et 3 semaines (en haut) de traitement chez un cochon d’Inde [5].
Fig. 2.28 – Comparaison entre donne´es simule´es et re´elles en pre´sence de salicylate.
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Fig. 2.29 – Profils simule´s de variation relative du crite`re de forme MFR en de´but (noir) et
apre`s 3 semaines (en bleu) de traitement.
(5 ∼ 6 dB) suivie d’une re´cupe´ration plus rapide durant l’atte´nuation de l’effet du salicylate
apre`s 3 semaines de traitement (habituation ?). Nous pouvons voir, en comparant avec les pro-
fils spectraux re´els de [5], la ressemblance en appliquant les profils de FDS simule´s pre´sente´s.
Cependant, il est important de rappeler que l’e´tude dans [5] utilise le spectre de l’ASC alors
que notre e´tude emploie sa DSP. Les valeurs obtenues ne sont donc pas comparables.
Les premie`res heures apre`s l’injection, on observe a` 3 semaines de traitement la superposition
de la diminution globale des FDS et du phe´nome`ne de de´charge double suivis d’une re´cupe´ration
(augmentation des FDS) plus rapide quand de´but de traitement puis une stabilisation (plateau)
ou ne subsiste que l’effet de la de´charge double. Ce me´canisme engendre une augmentation en
moyenne des FDS de 67 a` 92 imp/s et du pic a` 1 kHz de 3 dB. En supposant le phe´nome`ne de
double de´charge progressif, il serait possible de simuler la courbe interme´diaire (a` deux semaines)
de´crite dans [5] en prenant un θdouble ∈ [0, 0.4] et pratiquement le meˆme profil de variation des
λ0i .
Il est a` noter qu’apre`s quelques heures, il peut eˆtre suppose´ l’atte´nuation progressive de l’ef-
fet du salicylate (dure´e de vie de 6 ∼ 12 heures chez le cochon d’Inde). On pourrait conside´rer
un phe´nome`ne de re´cupe´ration aux niveaux des CCE qui engendrerait le retour a` la normale de
la stimulation ale´atoire a` laquelle s’ajoute un phe´nome`ne de de´charge double qui met plus de
temps a` s’e´liminer.
Cazals et al. [5] observent sur leur population de cochons d’Inde que l’atte´nuation la plus im-
portante de la diminution a` court terme coincide avec l’augmentation la plus forte du pic au
long terme. Cela de´montre une corre´lation forte entre les deux phe´nome`nes. Le sce´nario et me´-
canismes propose´s dans notre e´tude s’accordent totalement avec cette observation. Dans leur
e´tude, ils expliquent l’atte´nuation progressive de la diminution apre`s 2 a` 3 heures apre`s injection
a` long terme par un phe´nome`ne de saturation mais reconnaissent que ce phe´nome`ne n’a pas e´te´
observe´ sur des e´tudes chez l’homme.
Une autre analyse de McMahon et al. [85] apportent du cre´dit au sce´nario propose´e. En
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effet, dans cette analyse un type d’acouphe`ne dit ”pe´riphe´rique”est suppose´ eˆtre la conse´quence
de l’instauration d’un phe´nome`ne de re´sonance de la membrane neuronale pe´riphe´rique. Dans
certaines circonstances, un potentiel d’action produirait une re´sonance suffisamment importante
pour recouper le seuil d’activation cellulaire et permettre ainsi la ge´ne´ration d’un deuxie`me po-
tentiel d’action. Les auteurs assument que les deux me´canismes (variation des FDS et de´charges
doubles ou multiples) pourraient contribuer a` l’instauration de l’acouphe`ne d’origine cochle´aire
et spe´cialement dans le cas du salicylate.
En terme de forme, nous pouvons observer en figure 2.29, qu’a` l’e´gal de l’amplitude spec-
trale, la crite`re MFR semble de´tecter l’alte´ration due au me´canisme en mesurant un e´cart de
forme de l’histogramme de l’amplitude de l’ASC. En troisie`me semaine de traitement, le profil
d’e´cart de forme parraˆıt un peu plus accentue´ entre 3 et 6 heures apre`s injection de part le
phe´nome`ne de double de´charge. Cela correspond aux FDS basses de´crites en figure 2.28.
D’un point de vue physiologique, la question qui reste en suspend est le roˆle que joue le
phe´nome`ne de de´charge double dans la ge´ne´ration de l’acouphe`ne. Est-il une conse´quence de
l’installation de l’acouphe`ne (effet annexe) ou au contraire participe a` la ge´ne´ration de l’acou-
phe`ne ? D’apre`s des travaux re´cents, la premie`re hypothe`se est plus envisage´e. En effet, Schaette
et al. [98] simulent la ge´ne´ration de l’acouphe`ne par une sous stimulation du NCD qui engendre,
a` long terme, son hyperactivite´ du a` un phe´nome`ne de plasticite´ home´ostatique (voir section
2.3). En effet, cette hyperactivite´ du NCD aurait pour but de compenser la baisse d’activite´ au
niveau du nerf auditif et serait interpre´te´e comme un son par les relais auditifs suivants et donc
source d’acouphe`ne. Dans cette optique, une hyperactivite´ du nerf auditif, suppose´e par plu-
sieurs e´tudes, serait en comple`te contradiction avec cette proposition. Il peut eˆtre donc suppose´
que l’augmentation ”relative” de l’activite´ neuronale pe´riphe´rique introduite par le phe´nome`ne
de de´charge double n’est qu’une tentative ”rate´e” du syste`me effe´rent (complexe olivaire late´ral)
de re´e´quilibrer l’activite´ de´ficiente du nerf auditif ou un effet supple´mentaire de la toxicite´ du
salicylate [70]. Cette toxicite´ qui alte`re le flux de neurotransmetteur a` la jonction CCI-synapse
[76] et le processus actif des CCE, serait responsable de l’apparition d’une instabilite´ e´lectrique
du potentiel d’activation postsynaptique. En cas de dommages auditifs se´ve`res, la perturba-
tion neuronale est permanente et meˆme en pre´sence de me´canisme de compensation (de´charge
double) c’est la diminution chronique (ou l’absence dans les cas extreˆmes) de l’activite´ des fibres
nerveuses auditives qui pre´domine, source possible de l’acouphe`ne.
Sce´nario 2 : Diminution des FDS et synchronicite´ neuronale de de´charge
Comme pour le paragraphe pre´ce´dent, nous simulons un sce´nario d’alte´rations neurosenso-
rielles en pre´sence de salicylate de´crit dans [5] en tenant compte cette fois-ci de l’apparition de
synchronicite´ de de´charge. En effet, nous simulons les profils de variations du pic spectral, apre`s
injection de salicylate, en supposant la pre´sence de deux me´canismes : la variation des FDS
et une synchronicite´ neuronale de de´charge accrue. Comme pour le phe´nome`ne de double de´-
charge, nous combinons les deux me´canismes pour ge´ne´rer des profils susceptibles de ressembler
a` ceux de´crits dans [5]. Nous simulons l’action du salicylate apre`s 3 semaines par l’apparition
de fibres a` activite´ corre´le´e. Ces fibres sont au nombre de K = 25 fibres avec un coefficient de
corre´lation β = 0.5. Les courbes des re´sultats obtenus pour l’analyse spectrale sont pre´sente´s
en figure 2.30. Concernant l’analyse de forme, les courbes des profils de variation du crite`re
MFR sont pre´sente´es en figure 2.31. La fre´quence de de´charge commune de ces fibres suit le
profil (cyan) sur la figure 2.30. Il est suppose´ une diminution de cette fre´quence commune lie´e
a` la diminution globale. On peut aussi observer le profil de diminution globale des intensite´s
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de Poisson λ0i au de´but du traitement (en vert) et apre`s 3 semaines (en rouge). Les profils des
FDSi sont inte´ressants a` commenter. En effet, on observe, apre`s apparition d’une synchronicite´
neuronale accrue, une variation quasi-nulle des FDS. Cela s’explique par le faible nombre de
fibres corre´le´es (5%) et l’absence d’influence de la corre´lation sur la fre´quence de de´charge.
Concernant le pic spectral, on peut observer une augmentation non ne´gligeable d’environ
1.5 dB avant l’injection journalie`re et apre`s 3 semaines ainsi qu’une forte atte´nuation de la
diminution apre`s 2 a` 3 heures de l’injection. Ces deux phe´nome`nes sont corre´le´s a` l’e´gal du phe´-
nome`ne de double de´charge. Il est e´vident que ses variations peuvent eˆtre encore plus amplifie´es
en changeant le nombre (5% dans cette simulation) et/ou le degre´ de corre´lation (0.5 dans cette
simulation) des fibres corre´le´es. Toutes ces observations rendent tout a` fait plausible le sce´nario
de synchronicite´ d’activite´ neuronale progressive en pre´sence chronique de salicylate.
En terme de forme, nous observons, en figure 2.31, un important e´cart de forme entre les
deux profils duˆ a` l’apparition d’une synchronicite´ neuronale accrue. Nous pouvons observe´ sur
le trace´ a` trois semaines l’effet de la combinaison de la diminution des fre´quences de de´charge
et le phe´nome`ne de corre´lation. Cet effet se pre´sente sous la forme d’un creux dans le profil.
Ce creux pourrait s’expliquer par le phe´nome`ne de diminution des fre´quences de de´charge qui a
tendance a` rapprocher en forme l’histogramme de la gaussienne (voir figure 2.26). Enfin, a` l’e´gal
du premier sce´nario, la mesure d’e´cart de forme a` une gaussienne de la distribution d’amplitude
semble eˆtre un bon candidat pour mesurer l’influence de synchronicite´ de de´charge accrue sur
l’ASC.
Physiologiquement, il n’existe pas dans la litte´rature de justification a` l’apparition d’une
possible synchronicite´ au niveau du nerf auditif en pre´sence de salicylate a` l’instar des autres
relais auditifs centraux [68]. On pourrait supposer, comme pour le phe´nome`ne de de´charge
double, la pre´sence d’une re´troaction du syste`me effe´rent a` l’action du salicylate par le biais
du complexe olivaire supe´rieur charge´ de stabiliser le phe´nome`ne de de´charge au niveau de la
jonction CCI-synapse. L’apparition de cette synchronicite´ de de´charge localise´e sur zone to-
notopique particulie`re (hautes fre´quences), en plus de la diminution de l’activite´ neuronale,
pourrait eˆtre mal interpre´te´e par les relais auditifs suivants et contribuer a` la ge´ne´ration de
l’acouphe`ne comme suppose´ dans [5]. Par contre, Cazals et al. supposent la ge´ne´ration du pic a`
1 kHz par une activite´ neuronale localise´e et synchrone qui favorise cette fre´quence de de´charge.
Nous montrons clairement par la simulation que cette hypothe`se semble fausse. En effet, le pic
a` 1 kHz est une spe´cificite´ de la transforme´e de Fourier H(f) et la corre´lation introduit une
augmentation ge´ne´ralise´e en fre´quence dans la DSP du signal sans apparition de fre´quence de
de´charge pre´fe´rentielle.
Dans une de´marche expe´rimentale et pour de´partager les deux sce´narios suivant le cas e´tudie´
(de´charge double ou synchronicite´ neuronale de de´charge), il faudrait e´tudier les FDS des fibres
sur le long terme (3 semaines). En effet, comme nous le montre nos simulations, le phe´nome`ne de
double de´charge alte`re la distribution des FDS (augmentation en moyenne) alors que la pertur-
bation localise´e de synchronicite´ neuronale de de´charge n’a pratiquement aucun effet sur celle-ci
si elle concerne une faible proportion de fibres. L’analyse de l’histogramme des intervalles de
de´charge serait aussi utile puisqu’en pre´sence de de´charge double celui-ci est alte´re´ (apparition
d’un pic pre´coce). Au niveau de l’ASC, comme nous l’avons montre´, une analyse de forme pour-
rait aussi aider a` de´partager les deux sce´narios. En effet, les histogrammes d’amplitude issus de
ces sce´narios semblent contenir des diffe´rences de forme spe´cifiques.
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(a) Profils simule´s de variation relative du pic
a` 1kHz en de´but (noir) et apre`s 3 semaines (en
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(b) Profils de FDS simule´s en de´but de trai-
tement (FDSi en noir) et apre`s 3 semaines
(FDSi en bleu).
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(c) Profils de FDS simule´s en de´but de traite-
ment (λ0i en vert), apre`s 3 semaines (λ0i en
rouge) et des FDS des fibres corre´le´es apre`s 3
semaines (en cyan).
Fig. 2.30 – Simulation des profils de´crits dans [5] en tenant compte de la synchronicite´ neuronale.
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Fig. 2.31 – Profils simule´s de variation relative du crite`re de forme MFR en de´but (noir) et
apre`s 3 semaines (en bleu) de traitement.
Illustration sur des signaux re´els
Nous allons essayer d’illustrer une partie des sce´narios propose´s sur des signaux re´els par une
analyse spectrale et de forme des histogrammes d’amplitude. Cette illustration concerne l’effet
a` court terme (sur 3 heures) en de´but de traitement et suppose´ eˆtre duˆ a` une baisse globale des
FDS. Pour cela, nous disposons de trois enregistrements de trois secondes (avant injection, apre`s
1 et 3 heures de l’injection) d’ASC issus d’e´lectrodes implante´s d’une manie`re chronique proche
de la feneˆtre ronde d’un cochon d’Inde. La fre´quence d’e´chantillonnage est de 10 kHz. Nous
observons en figure 2.32, les DSP et le profil de variation du pic a` 1 kHz. Nous observons aussi
les histogrammes d’amplitude correspondants (de´finis sur 400 points) et le profil de variation
du crite`re MFR relatif a` une gaussienne. Ce profil indique clairement qu’en plus d’une variation
d’amplitude, repre´sente´e par la variation des e´carts-types, s’ajoute une variation de forme. Nous
observons des e´carts non nuls avec une tendance qui diminue avec le temps. L’e´cart de forme
est mesure´ sur 300 points. A l’e´gal de l’amplitude du pic spectral, l’e´cart de forme diminue avec
l’effet du salicylate. Ce re´sultat et en comple`te contradiction avec les re´sultats de simulation si
nous reprenons le sce´nario a` court terme qui suppose la diminution drastique des FDS. En effet,
en simulation nous trouvons un profil d’e´cart de forme qui augmente.
Nous allons essayer d’expliciter cette contradiction. Pour cela, nous pouvons supposer que
l’ASC re´sulte, dans la re´alite´, de la superposition d’une distribution d’amplitude due a` l’activite´
neuronale (le´ge`rement asyme´trique) et de bruits divers ayant une distribution se rapprochant
plus d’une distribution gaussienne. D’apre`s le sce´nario envisage´, l’activite´ neuronale ayant ten-
dance a` diminuer sous l’influence de l’ototoxique, son poids dans le me´lange diminue. En terme
d’e´cart de forme, avec le temps, le me´lange a une distribution ou histogramme d’amplitude dont
la forme se rapproche plus d’une gaussienne.
Pour valider cette explication et a` titre d’exemple, nous reprenons les simulations effectue´es
pour ge´ne´rer la diminution des FDS (sur 3 heures) et ajoutons un terme de bruit ayant une
distribution normale N (m = 0, σ = 4).
Nous trac¸ons en figure 2.33, les DSP, les histogrammes et les profils de variation du pic spectral
et du crite`re de forme obtenus. Pour ge´ne´rer les signaux, nous reprenons la meˆme configuration
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(b) Profils de variation relative du pic spectral
sous salicylate.
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(c) Histogrammes des amplitudes sous salicy-
late.
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(d) Profils de variation relative du crite`re MFR
sous salicylate.
Fig. 2.32 – Profils re´els de variation relative du pic spectral et du crite`re de forme MFR avant
(bleu) et apre`s 1 heure (vert) et 3 heures (rouge) de salicylate.
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(b) Profils de variation relative du pic spectral
sous salicylate.
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(c) Histogrammes des amplitudes sous salicy-
late.
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Fig. 2.33 – Profils simule´s de variation relative du pic spectral et du crite`re de forme MFR
avant (bleu) et apre`s 1 heure (vert) et 3 heures (rouge) de salicylate.
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utilise´e dans les sce´narios. Nous pouvons noter la similitude des signaux obtenus avec la re´alite´.
Dans le cas re´el, la diminution de l’activite´ neuronale semble encore plus drastique. Comme
explicite´ pre´ce´demment, la tendance du profil du crite`re MFR s’inverse et nous retrouvons un
profil proche de la re´alite´. Les histogrammes sont de´finis sur 250 points et l’e´cart de forme est
calcule´ sur 100 points.
Le nombre signaux re´els e´tudie´s est trop faible pour valider une partie des re´sultats de si-
mulation mais ils permettent d’apporter un cre´dit supple´mentaire a` la plausibilite´ de certains
me´canismes pre´sente´s. Concernant l’analyse de forme, il faudrait mener une e´tude, en simula-
tion et sur cas re´els, plus de´taille´e sur des histogrammes moins bruite´s (estime´s sur une dure´e
d’observation plus importante).
A l’e´gal du spectre, nous pensons que la mesure de l’e´cart de forme de l’histogramme d’ampli-
tude de l’ASC pourrait servir comme index objectif de l’influence du salicylate et de la pre´sence
d’acouphe`ne. Elle permet d’acce´der a` une information supple´mentaire, l’e´cart a` la gaussiannite´
de la distribution de l’amplitude de l’ASC, et qui peut s’interpre´ter physiologiquement (alte´ra-
tions de synchronicite´ de de´charges).
De plus, nous pensons que cette mesure est plus sensible a` la de´tection d’ alte´rations neu-
ronales localise´es comparativement a` des mesures d’e´nergie sur l’ASC ou son spectre. Enfin,
la mesure d’e´cart de forme e´tant, par de´finition, insensible a` la variation line´aire d’amplitude
de l’ASC (variation d’e´chelle de l’abscisse de l’histogramme), il serait possible de de´gager des
mesures et profils de variation d’e´carts de forme ge´ne´ralisables a` tous les animaux et permettant
une de´tection, robuste a` l’intervariabilite´, de la pre´sence de l’acouphe`ne sous salicylate.
En perspectives, il serait inte´ressant de valider les sce´narios pre´sente´s sur une base impor-
tante de signaux re´els et sur un horizon temporel de plusieurs semaines. L’e´tude pourrait se
faire sur plusieurs cochons d’Inde afin de tester la ge´ne´ralisation des observations. L’analyse
de forme effectue´e permettrait, entre autres, a` aider a` trancher entre les deux sce´narios pre´-
sente´s. En terme de simulation, il faudrait conside´rer l’introduction d’un bruit relatifs a` toutes
les sources autres que neuronales (estime´ sur des signaux re´els) qui rendrait la simulation plus
proche de la re´alite´. Cette mode´lisation pourrait aider a` confirmer (ou infirmer) les diverses
observations pre´sente´es.
2.5 Analyse de variabilite´ des potentiels composites issus de
relais auditifs
Dans cette section, nous allons nous inte´resser, a` l’inverse des sections pre´ce´dentes, a` l’ac-
tivite´ auditive intracranienne e´voque´e. Cette activite´ se pre´sente sous la forme de potentiels
e´voque´s (PE) ge´ne´re´s par des cellules nerveuses a` de´charges plus ou moins synchronise´es par un
stimulus sonore et issus de relais nerveux auditifs. Nous porterons un inte´reˆt particulier a` l’e´tude
des signaux issus du noyau cochle´aire et du colliculus infe´rieur sous influence du salicylate. En
effet, nous avons explicite´, en section 2.3, leur possible implication dans la ge´ne´ration de l’acou-
phe`ne. Nous effectuerons une analyse de variabilite´ temporelle de ces potentiels en pre´sence
de salicylate. En terme de forme, nous supposerons la pre´sence d’une structure commune aux
signaux. Ainsi, nous utiliserons une des approches de recalage de signaux de´crites en chapitre
1.
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L’objectif de cette e´tude, comple´mentaire de l’e´tude sur l’ASC, est de pre´senter de nouveaux
outils pour caracte´riser l’influence du salicylate a` partir d’analyses de variabilite´ temporelle sur
les potentiels e´voque´s issus de relais auditifs.
La mesure de latence est la me´thode usuelle pour mesurer la variabilite´ temporelle des poten-
tiels auditifs. En effet, cette me´thode est utilise´e depuis longtemps dans des applications aussi
diverses que l’e´tude des facteurs engendrant la presbyacousie [119], l’analyse de l’influence de la
stimulation e´lectrique chronique sur la cochle´e [120], la compre´hension du processus de de´velop-
pement et de maturite´ de la cochle´e [121] etc.. L’e´tude des latences consiste a` mesurer les temps
d’apparition des diffe´rents pics successifs. Les instants mesure´s correspondent a` l’apparition de
l’amplitude maximum pour le pic positif ou minimum pour le pic ne´gatif. En fonction de la
variation d’un parame`tre (ex : niveau d’excitation), on peut tracer une courbe qui correspond
a` la loi de variation de la latence du pic en fonction de ce parame`tre. Mais cette mesure a`
l’inconve´nient majeur d’eˆtre sensible au bruit et aux variations de forme. De plus, de part sa
nature scalaire et ponctuelle, elle ne capte qu’une partie de la variabilite´ temporelle. L’e´quipe
de Y. Cazals a clairement montre´, en employant cette me´thode, l’influence du salicylate sur les
PE [122]. Elle se traduit par une baisse en amplitude et un retard dans la ge´ne´ration du PE.
Une approche fonctionnelle a pour avantage de conside´rer toute la variation temporelle sur
toute la feneˆtre d’observation et de mesurer des e´volutions non line´aires sur la feneˆtre d’observa-
tion. Ce cas de figure est souvent rencontre´ dans l’e´tude des PE qui re´sultent de la propagation
e´lectrique dans les tissus neuronaux inhomoge`nes.
Dans notre e´tude, nous nous proposons donc d’utiliser les approches fonctionnelles explici-
te´es en chapitre 1, et spe´cialement une des techniques de recalage de courbes, la me´thode SMR
pour analyser des PE re´els issus de noyaux auditifs. Cette approche permet de parame´triser les
fonctions temporelles et de de´gager un jeu de parame`tres, localise´s en temps, qui peuvent eˆtre
utilise´s comme indicateur de la variabilite´ temporelle. Cette e´tude permettra de mesurer, avec
plus de pre´cision, l’influence du salicylate, a` court terme, sur le PE.
Une premie`re e´tude permettra la mode´lisation du morphing du PE en fonction de l’intensite´
et du type d’excitation. Ce mode`le permet de de´gager des lois de variation temporelle suscep-
tibles de contenir des informations interpre´tables sur le plan physiologique et permettant la
de´tection des alte´rations neuronales relaye´es sur les diffe´rents noyaux. Nous illustrerons cette
approche avec une application sur des signaux re´els sains issus du colliculus inferieur (CI).
Par la suite, la me´thodologie pre´sente´e sera utilise´e a` des fins de caracte´risation de l’in-
fluence, a` court-terme, du salicylate sur diffe´rents noyaux auditifs a` partir de l’analyse des lois
de variation temporelle suivant l’intensite´ du stimulus. Cette analyse sera effectue´e sur deux
relais auditifs : noyau cochle´aire et colliculus infe´rieur et a` deux fre´quences de stimulation (2 et
16 kHz).
En deuxie`me partie, nous nous inte´resserons a` la mesure de variabilite´ temporelle sur un
niveau d’excitation en pre´sence de salicylate. L’e´tude portera aussi sur le noyau cochle´aire et le
colliculus infe´rieur. Le but est de mesurer la dispersion des fonctions temporelles (ou warping)
suivant la fre´quence de stimulation et de l’utiliser, couple´e a` l’analyse des profils de variations,
comme crite`re de mesure de l’influence du salicylate. Cette dispersion de re´ponse aux stimuli
re´pe´titifs pourrait contenir de l’information sur la stabilite´ et l’homoge´ne´ite´ des processus neu-
ronaux auditifs lie´s aux relais e´tudie´s.
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Finalement, nous essayerons de discuter et d’interpre´ter les re´sultats obtenus afin de propo-
ser la meilleure approche pour des e´tudes plus pousse´es en perspective.
2.5.1 Analyse et mode´lisation de l’e´volution de forme (morphing) des PE
suivant la stimulation sonore
Dans ce paragraphe, nous pre´sentons une application de l’approche de recalage de signaux
explicite´e en chapitre 1. L’objectif est de calculer une structure, compose´e de la moyenne struc-
turelle, des fonctions temporelles (warping) et du coefficient d’amplitude, permettant de capter
la variabilite´ du potentiel auditif suivant l’intensite´ et le type de la stimulation sonore. Cette
ope´ration a` pour but de mode´liser la variation du potentiel (morphing) suivant les parame`tres
de stimulation. Ce mode`le estime´ sur un nombre de signaux sera valide´ sur des signaux n’ap-
partenant pas a` l’ensemble d’estimation.
Pour cela, nous disposons de 13 signaux issus d’une voie (e´lectrode) place´e sur le colliculus
infe´rieur d’un cochon d’Inde sain et en re´ponse a` un clic aspe´cifique en fre´quence. Chaque signal
repre´sente un niveau d’excitation (20 jusqu’a` 80 dB SPL (sound pressure level), 5 dB d’inter-
valle) et est obtenu a` partir d’une moyenne de 1000 re´alisations pour ame´liorer le RSB (rapport
signal a` bruit). Les signaux sont e´chantillonne´s a` 10 kHz.
Dans un premier temps, nous n’utilisons que les niveaux principaux pairs (7 niveaux, 20 a` 80
dB). Nous appliquons l’approche SMR sur une feneˆtre temporelle de 27 ms avec les parame`tres
q=4 et p=12. Ce choix nous semble judicieux en vue de l’allure du signal susceptible de contenir
plusieurs caracte´ristiques structurales cache´es. Nous de´finissons le nombre de recherche pre´li-
minaire de solution a` Nsol = 40 (voir chapitre 1) dans le but de parcourir au mieux l’espace
d’optimisation. L’ope´ration est re´ite´re´e N=5 fois. Nous prenons la solution au couˆt d’aligne-
mement le plus petit. Nous obtenons les re´sultats de´crits en figure 2.34. Nous pouvons voir les
fonctions temporelles (warping) relatives au premier signal (intensite´ e´gale a` 80 dB SPL).
Pour tester la validite´ des lois obtenues, nous effectuons une interpolation cubique de celle-ci
et calculons les valeurs des coefficients de la base temporelle aux valeurs interme´diaires impairs
multiples de 5 dB de 25 a` 75 dB (valeurs encercle´es dans la figure 2.35).
Par la suite, nous ge´ne´rons les signaux virtuels a` partir des transformations temporelles vi es-
time´es (inverses des warping), calcule´es a` partir des coefficients interpole´s et applique´es sur la
moyenne structurelle. Les signaux obtenus sont multiplie´s par les coefficients d’amplitudes qui
sont aussi interpole´s, de la meˆme manie`re, a` partir de la loi de variation de l’amplitude (voir
figure 2.35).
Sur les niveaux pairs, nous pouvons observe´s la bonne ade´quation entre les signaux re´els (en
noir) et les signaux simule´s (rouge). Sur les niveaux impairs (non utilise´s dans l’estimation du
mode`le), nous notons aussi une bonne ade´quation entre les signaux re´els (noir) et ceux cre´es a`
partir de l’interpolation des lois de variations (rouge).
Nous observons une variation temporelle importante non line´aire sur toute la longueur du signal.
Cette variation est relativement plus importante en premie`re partie de signal. Les potentiels sont
synchrones en deuxie`me partie de signal. Cette information serait inaccessible avec une estima-
tion simple de de´calage. Cette observation se confirme sur l’allure des composantes de la base de
parame´trisation sur la figure 2.35 ou la deuxie`me composante est pre´ponde´rante. Vu la qualite´
de la mode´lisation, l’hypothe`se de structure globale commune semble se confirmer dans ce cas
de figure. Concernant l’amplitude, on peut remarquer la forte croissance de 20 a` 40 dB puis
l’apparition d’une pente plus petite au dela`.
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(a) Potentiels e´voque´s (tire´ bleu), moyenne clas-
sique (vert) et moyenne structurelle (noir).
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(b) Evolution des fonctions temporelles (war-
ping) relatives au signal d’intensite´ de 80 dB.
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(c) Signaux re´els (noir) et reconstruits (rouge)
(20,30,40,50,60,70,80 dB).
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(d) Signaux re´els (noir) et reconstruits (rouge)
(25,35,45,55,65,75 dB).
Fig. 2.34 – Analyse du Morphing des potentiels issus du colliculus infe´rieur.
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(a) Lois de variation des coefficients temporels.
5 10 15 20 25 30
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
ms
Un
ité
 a
rb
itr
ai
re
(b) Base utilise´e pour la parame´trisation des
fonctions temporelles (warping).
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(c) Loi de variation du coefficient d’amplitude
relative.
Fig. 2.35 – Loi de variation du potentiel en fonction de l’intensite´ du clic.
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Dans une application de de´tection de pathologies, la mode´lisation pre´sente´e permettrait
d’obtenir des lois de variations temporelles et d’amplitude (morphing), relatives a` la moyenne
structurelle, du potentiel en fonction de l’intensite´ et du type d’excitation. Ainsi, une patholo-
gie particulie`re pourrait eˆtre de´tecter ulte´rieurement en comparant les lois dites saines avec des
lois susceptibles d’eˆtre alte´rer par la pathologie (ex : acouphe`ne) chez l’animal. Une premie`re
de´marche pour atteindre cet objectif serait de tester la sensibilite´ de la me´thode chez l’animal
apre`s injection d’ototoxique.
Pour cela, nous allons appliquer la me´thodologie pre´sente´e dans le but de caracte´riser l’influence
du salicylate sur les fluctuations temporelles des PE de diffe´rents noyaux auditifs.
Analyse des PE du noyau cochle´aire sous salicylate
Dans cette section nous allons nous inte´resser a` la caracte´risation des PE du noyau cochle´aire
sous salicylate. Comme nous l’avons de´crit en section 2.3, celui-ci pourrait jouer un roˆle crucial
dans la ge´ne´ration de l’acouphe`ne. L’objectif de ce travail est d’e´tudier les lois de de´formation
temporelle des PE en fonction de l’intensite´ sous salicylate. Elle est comple´mentaire aux e´tudes
du style de [122].
Dans l’e´tude pre´sente, nous voulons employer une technique de recalage de courbe qui per-
met un acce`s a` la variabilite´ temporelle nonline´aire. Cette technique devrait nous permettre
”d’automatiser” la mesure de l’influence du salicylate (pas de recherche visuelle des pics) et
d’eˆtre plus robuste a` la variabilite´ de forme des PE, principal points faibles des approches clas-
siques.
Pour effectuer l’e´tude, nous disposons des signaux issus de deux cochons d’Inde (IC1 et IC3)
implante´s d’une manie`re chronique avant et apre`s injection (quelques heures) de 200 mg/kg
de salicylate. Tout les signaux re´els de ce chapitre ont e´te´ acquis par Mr Y. Cazals (dir. de
recherche INSERM, Laboratoire de physiologie neurove´getative, unite´ mixte UMR 6153 CNRS
- 1147 INRA, Marseille). Nous disposons de 1000 enregistrements en re´ponse a` des stimulations
re´pe´titives (toutes les 24 ms), tre`s bre`ves et spe´cifiques en fre´quence (16 et 2 kHz). Le choix
des fre´quences n’est pas fortuit puisque le salicylate induit principalement une perte auditive
importante aux hautes fre´quences (16 kHz) [5]. L’intensite´ d’excitation couvre l’intervalle [30,60]
dB SPL pour la fre´quence d’excitation de 2 kHz (8 signaux) et [40,60] dB SPL pour la fre´quence
de 16 kHz (6 signaux). Pour chaque niveau d’excitation, nous calculons une moyenne de 1000
signaux pour ame´liorer le RSB. Une fois les moyennes obtenues, nous re´alignons, pour chaque
fre´quence, les signaux issus des deux cochons d’Inde. Nous utilisons l’approche SMR avec la
meˆme me´thodologie de´crite pre´ce´demment. Nous utilisons la configuration q=3 et p=12. Cette
configuration nous semble adapter a` localiser temporellement la variabilite´ des signaux (de´but,
milieu et fin). En effet, il doit y avoir assez de composantes pour de´terminer la bonne portion
qui contient une fluctuation significative.
Pour la fre´quence de 2 kHz, les re´sultats sont pre´sente´s en figure 2.36 et 2.37. Les re´sultats
concernant la fre´quence de stimulation de 16 kHz sont expose´s en figure 2.38 et 2.39. Nous
pouvons voir pour chaque fre´quence, les signaux originaux et re´aligne´s ainsi que la base de
mode´lisation des warping et les profils de l’e´cart entre coefficients sains et pathologiques de la
parame´trisation (βi,sain − βi,path) ou` i = 1, 2, 3 est l’indice de la composante en fonction de
l’intensite´. Ces coefficients repre´sentent l’amplitude de la de´formation relative a` la moyenne
structurelle et introduite par les composantes de la base de parame´trisation.
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- Fre´quence de stimulation a` 2 kHz : D’apre`s les re´sultats sur la figure 2.37, la remarque
principale que nous pouvons faire est la pre´sence d’une certaine homoge´ne´ite´ significative dans
les profils des diffe´rences pour les deux cochons d’Inde (IC1, bleu et IC3, bordeaux) sur la com-
posante 1. Sur cette composante la plus significative, l’amplitude de l’e´cart diminue (en valeur
absolue) selon que l’intensite´ augmente. A partir de 40 dB, ces diffe´rences sont relativement
faibles. A cette fre´quence, le salicylate semble induire un faible de´calage temporel sur le PE issu
du noyau cochle´aire.
Sur les autres composantes, nous ne remarquons pas une tendance commune significative.
En effet, les supports des composantes concerne´es sont e´troit et ne permettent pas de capter une
variabilite´ importante. Nous pouvons aussi remarquer la pre´sence d’amplitudes ne´gatives dues
au fait que la mesure est relative a` la position de la moyenne structurelle. A titre d’exemple,
puisque la moyenne structurelle se place au centre de la variabilite´ temporelle, on pourrait sup-
poser avoir cette moyenne place´e entre les PE sains et pathologiques. Le signe de la de´formation
temporelle de chaque PE suivrait alors sa position relative a` la moyenne structurelles. C’est
pour cela que nous utilisons la diffe´rence des coefficients βi qui nous permet de faire ressortir
une tendance inde´pendamment des positions des PE.
- Fre´quence de stimulation a` 16 kHz : A cette fre´quence, nous retrouvons une de´formation
temporelle de´croissante suivant l’intensite´ sur la composante qui capte la majeur partie de la
variabilite´ (composante 2). En revanche, Les diffe´rences sont plus importantes comparativement
a` la fre´quence de 2 kHz. Ainsi, le salicylate semble alte´rer la propagation du PE issu du colliculus
a` la fre´quence de 16 kHz d’une manie`re plus importante que pour la fre´quence de 2 kHz. Les
de´formations temporelles (relatives a` l’e´tat sain) atteignent une amplitude max pour 40 dB de
0.8 ms. Pour avoir un ordre de grandeur en ms, il suffit de multiplier les e´carts par l’amplitude
maximum de la composante concerne´e. Les profils des deux autres composantes ne sont pas
significatifs.
En terme de structure, la variation semble faible entre la moyenne des signaux re´aligne´s
sains (en bleu) et pathologiques (en rouge) pour les deux fre´quences pour chaque cochon d’Inde.
Analyse des PE du colliculus infe´rieur sous salicylate
Dans ce paragraphe, nous reprenons l’e´tude pre´ce´dente et l’appliquons aux PE issus du col-
liculus infe´rieur. Ce relais joue roˆle important dans la transmission de l’information sonore vers
le cortex auditif. Plusieurs e´tudes indique un comportement perturbe´ de celui-ci en pre´sence
de salicylate (voir section 2.3). Ces perturbations pourraient participer a` l’instauration et a`
la pe´rennisation de l’acouphe`ne. L’e´tude est faite sur deux cochons d’Inde (IC2 et IC3). Nous
respectons la meˆme proce´dure pour re´aligner 8 signaux a` 2 kHz et 6 signaux a` 16 kHz. Les
re´sultats obtenus sont expose´s en figure 2.40 et 2.41 pour la fre´quence de 2 kHz et en figure 2.42
et 2.43 pour la fre´quence de 16 kHz.
- Fre´quence de stimulation a` 2 kHz : En regardant, sur la figure 2.41, les e´carts sur les
coefficients de la composante 2 pour (qui concerne la premie`re partie du signal) pour les deux
cochons d’Inde, nous observons des de´formations faibles (d’amplitude absolue max entre 0.2 et
0.4 ms). En revanche, ces e´carts semblent stable et ne pas de´pendre de l’intensite´ sonore. La
structure des signaux semble eˆtre conserve´e pour chaque cochon d’Inde d’apre`s la ressemblance
entre moyenne globale des signaux re´aligne´s sains et pathologiques.
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(a) Potentiels e´voque´s (tire´ vert), moyenne clas-
sique (bleu) et moyenne structurelle (noir).
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(b) PE re´aligne´s (tire´ vert), moyenne des PE
sains re´aligne´s (bleu) et moyenne des PE re´ali-
gne´s sous salicylate (rouge).
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(c) Fonctions temporelles (warping) estime´es.
Fig. 2.36 – Analyse du Morphing des potentiels issus du noyau cochle´aire avec stimulationn
sonore a` 2 kHz et sous salicylate (I).
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(a) Base de parame´trisation des warping esti-
me´s.
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Fig. 2.37 – Analyse du morphing des potentiels issus du noyau cochle´aire avec stimulation
sonore a` 2 kHz et sous salicylate (II).
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(a) Potentiels e´voque´s (tire´ vert), moyenne clas-
sique (bleu) et moyenne structurelle (noir).
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(c) Fonctions temporelles (warping) estime´es.
Fig. 2.38 – Analyse du morphing des potentiels issus du noyau cochle´aire avec stimulation
sonore a` 16 kHz et sous salicylate (I).
145
1 2 3 4 5 6 7
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
ms
m
s
(a) Base de parame´trisation des warping esti-
me´s.
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Fig. 2.39 – Analyse du morphing des potentiels issus du noyau cochle´aire avec stimulation
sonore a` 16 kHz et sous salicylate (II).
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- Fre´quence de stimulation a` 16 kHz : Nous observons sur la figure 2.43 des e´carts importants
indiquant des de´formations temporelles importantes sur les trois composantes qui se partagent
la variabilite´. A titre d’exemple, nous obtenons pour la composante 1 une amplitude maximale
de de´formation e´gale a` 0.96 ms. De plus, nous observons clairement, a` l’allure des moyennes
globales des signaux re´aligne´s, des fluctuations de forme importantes sur les signaux avant et
apre`s injection.
Pour re´sumer et concernant le noyau cochle´aire, les alte´rations en pre´sence de salicylate,
semblent eˆtre majoritairement temporelles et conservant la structure. Elles sont plus impor-
tantes en hautes fre´quences qu’en fre´quences plus basses ou` elles sont mineures.
Sous l’effet du salicylate, la re´ponse du colliculus semble eˆtre faiblement alte´rer (pre´sence de
petits e´carts temporels, pas de variation de structure) a` une stimulation sonore bre`ve de 2 kHz
relativement a` la fre´quence de 16 kHz ou l’alte´ration semble importante tant en fluctuations
temporelles que de structure (forme). Cela semblerait indiquer un comportement fortement per-
turbe´ du colliculus infe´rieur en re´ponse aux stimulations de hautes fre´quences en pre´sence de
salicylate.
2.5.2 Analyse de la variabilite´ des fonctions temporelles des PE
A l’inverse de l’e´tude pre´ce´dente, au lieu de nous inte´resse´s aux profils d’e´volution temporelle
de moyenne de signaux suivant le seuil d’excitation nous allons analyser la variabilite´ temporelle
des re´ponses successives au meˆme seuil de stimulation aux deux fre´quences. Physiologiquement,
cette e´tude nous permettra de mesurer le degre´ de synchronicite´ des re´ponses neuronales d’une
part mais aussi d’autre part la stabilite´ du processus auditif sur les relais e´tudie´s d’une re´alisa-
tion a` une autre.
Pour cela, nous appliquons la me´thode SMR (q=3 et p=12) sur une portion de signaux ade´-
quate. Cette configuration nous semble adapter a` localiser temporellement la variabilite´ des
signaux (de´but, milieur et fin). Ces signaux consistent en 2× 25 moyennes faites sur 40 signaux
successifs (intervalles de 24 ms) avant injection et apre`s injection a` une fre´quence donne´e. Ces
valeurs repre´sentent un compromis entre l’ame´lioration du RSB et la pre´servation d’une pos-
sible variabilite´ temporelle pre´sente dans les signaux. L’analyse est effectue´e sur 3 cochons d’Inde
pour le noyau cochle´aire (IC1, IC2 et IC3) et 2 cochons d’Inde (IC2 et IC3) pour le colliculus
infe´rieur. Pour minimiser l’influence de l’intensite´ sur la dispersion temporelle, nous choisissons
des niveaux de stimulation importants (50 et 60 dB SPL). Pour mesurer la variabilite´ tempo-
relle pour chaque fre´quence, nous calculons l’e´cart type de la dispersion des 3 coefficients des
composantes estime´es pour chaque cas. Nous portons les re´sultats obtenus en figure 2.44 pour
le noyau cochle´aire et 2.45 pour le colliculus infe´rieur respectivement. Comme nous pouvons le
voir, certains signaux contiennent du bruit (RSB minimum d’environ 15 ∼ 20 dB). En pre´sence
de bruit, l’approche SMR peut quand meˆme eˆtre applique´e, dans une certaine mesure, a` ces
signaux bruts sans lissage additionnel [14].
Concernant le noyau cochle´aire, nous nous inte´resserons au variations des deux premie`res
composantes qui captent la majeur partie de la variabilite´ temporelle des PE. Nous observons
des dispersions plus ou moins constantes (avant et apre`s injection) sur les trois cochons d’Inde et
a` fre´quence de stimulation de 2 kHz. En revanche, il a une nette augmentation de la dispersion
a` 16 kHz. Cette observation indique un de´synchronisme augmente´ sur les PE re´pe´titifs.
Pour le colliculus infe´rieur et a` 2 kHz de stimulation, nous obtenons au contraire une nette
147
3 4 5 6 7 8 9 10 11
−100
−80
−60
−40
−20
0
20
40
60
80
100
ms
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(c) Fonctions temporelles (warping) estime´es.
Fig. 2.40 – Analyse du morphing des potentiels issus du colliculus infe´rieur avec stimulation
sonore a` 2 kHz et sous salicylate (I).
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Fig. 2.41 – Analyse du morphing des potentiels issus du colliculus inferieur avec stimulation
sonore a` 2 kHz et sous salicylate (II).
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(c) Fonctions temporelles (warping) estime´es.
Fig. 2.42 – Analyse du morphing des potentiels issus du colliculus infe´rieur avec stimulation
sonore a` 16 kHz et sous salicylate (I).
150
2 3 4 5 6 7 8 9 10
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
ms
m
s
(a) Base de parame´trisation des warping esti-
me´s.
40 50 60
−18
−16
−14
−12
−10
−8
−6
−4
−2
0
dB
CI2
CI3
(b) Variations de la composante 1 en fonction
de l’intensite´.
40 50 60
−16
−14
−12
−10
−8
−6
−4
−2
0
dB
CI2
CI3
(c) Variations de la composante 2 en fonction
de l’intensite´.
40 50 60
−30
−20
−10
0
10
20
30
dB
CI2
CI3
(d) Variations de la composante 3 en fonction
de l’intensite´.
Fig. 2.43 – Analyse du morphing des potentiels issus du colliculus inferieur avec stimulation
sonore a` 16 kHz et sous salicylate (II).
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(a) Cochon d’Inde CI1 et intensite´ a` 60 dB.
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(b) Cochon d’Inde CI2 et intensite´ a` 50 dB.
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(c) Cochon d’Inde CI3 et intensite´ a` 60 dB.
Fig. 2.44 – Analyse de variabilite´ temporelle des PE issus du noyau cochle´aire des 3 cochons
d’Inde avant et apre`s injection de salicylate et stimulation a` 2 et 16 kHz.
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(a) Cochon d’Inde CI1 et intensite´ de 50 dB.
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(b) Cochon d’Inde CI2 et intensite´ de 60 dB.
Fig. 2.45 – Analyse de variabilite´ temporelle des PE issus du colliculus infe´rieur de 2 cochons
d’Inde (CI2 et CI3) avant et apre`s injection de salicylate et stimulation a` 2 et 16 kHz.
diminution de la dispersion des coefficients des composantes des warping apre`s injection de sali-
cylate (voir figure 2.45). Cela semble indiquer un synchronisme accru sous l’effet de l’ototoxique
a` cette fre´quence. Par contre, a` 16 kHz et tout comme le noyau cochlaire, nous observons une
augmentation de la dispersion sur les mesures et apre`s injection.
Pour illustrer ces observations, nous montrons en figure 2.46 et 2.47 les re´sultats obtenus
pour le cochon d’Inde IC3 a` 60 dB de stimulation. A la fre´quence de 2 kHz, nous observons
un faible de´calage entre signaux sains et pathologiques. De plus, la dispersion est le´ge`rement
plus importante en pre´sence de salicylate. Par contre, a` 16 kHz, le de´calage est important avec
une plus grande dispersion des signaux sous salicylate. Nous pouvons aussi noter visuellement
l’atte´nuation en amplitude due a` la perte auditive engendre´e par l’ototoxique et la variation de
forme du PE. Cette variation de forme surtout vers la fin du PE explique les valeurs importantes
des coefficients de la composante temporelle 3.
Nous illustrons les re´sultats concernant le colliculus infe´rieur en montrant les mesures faites
sur le cochon d’Inde IC3 en figure 2.48 et 2.49. Nous remarquons paradoxalement une dispersion
temporelle plus petite apre`s injection qu’avant pour la fre´quence de 2 kHz sur les nuages des
coefficients. Nous notons aussi une de´formation temporelle repre´sente´e par l’e´cart des moyennes
des coefficients. A la stimulation de 16 kHz, la dispersion est beaucoup plus importante apre`s
injection. Nous pouvons noter visuellement une alte´ration de la forme globale du PE et de son
amplitude a` 16 kHz. Cette alte´ration, comme pour le noyau cochle´aire, se traduit par des coeffi-
cients temporels importants en fin de signal. Cette alte´ration est principalement due a` la perte
auditive.
D’un point de vue physiologique, les observations, de´crites dans cette section, sur les PE
en pre´sence de salicylate pourraient eˆtre dues a` deux phe´nome`nes. Le premier, et certainement
le plus pre´ponde´rant, est la perte auditive. Elle se traduit par une baisse de l’intensite´ perc¸ue
ge´ne´rant une latence supple´mentaire et une dispersion accrue aux niveaux des PE. Sous salicy-
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Fig. 2.46 – Analyse de variabilite´ temporelle des PE issus du noyau cochle´aire du cochon d’Inde
3 avant et apre`s injection de salicylate a` stimulation de 2 kHz.
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(a) Potentiels e´voque´s sains (bleu) et patholo-
giques (rouge).
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Fig. 2.47 – Analyse de variabilite´ temporelle des PE issus du noyau cochle´aire du cochon d’Inde
3 avant et apre`s injection de salicylate a` stimulation de 16 kHz.
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(a) Potentiels e´voque´s sains (bleu) et patholo-
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Fig. 2.48 – Analyse de variabilite´ temporelle des PE issus du colliculus infe´rieur du cochon
d’Inde 3 avant et apre`s injection de salicylate a` stimulation de 2 kHz.
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Fig. 2.49 – Analyse de variabilite´ temporelle des PE issus du colliculus infe´rieur du cochon
d’Inde 3 avant et apre`s injection de salicylate a` stimulation de 16 kHz.
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late, elle est plus importante aux hautes fre´quences expliquant une partie des re´sultats obtenus.
Cette plage en fre´quence a de´ja` e´te´ de´crite comme la plage ou` est ressenti l’acouphe`ne ge´ne´re´ par
traitement chronique au salicyate tant chez l’homme que chez l’animal [5], [71]. Ainsi, il semble
exister une forte corre´lation entre perte auditive et apparition d’acouphe`ne. Cette observation
a e´te´ encore re´cemment valide´e expe´rimentalement dans [123].
Le deuxie`me phe´nome`ne a` conside´rer et peut eˆtre l’influence du salicylate sur les canaux
ioniques au niveau de la membrane cellulaire nerveuse [124], [125]. En effet, des e´tudes re´centes
mettent en avant l’influence du salicylate sur les canaux a` sodium au niveau des relais auditifs
[124]. Une e´tude in vitro sur des neurones issus du colliculus infe´rieur montre que le salicylate
bloque ces canaux a` sodium [124]. Dans la cellule nerveuse, ces canaux sont responsables de la
phase rapide d’initiation et d’extinction du potentiel d’action [124]. De plus, ces canaux jouent
un roˆle critique dans la propagation de ce potentiel d’action cellulaire. Sur une e´chelle macrosco-
pique, on peut supposer que ces alte´rations d’excitabilite´ et de propagation se traduisent sur les
PE par une variabilite´ temporelle non line´aire et de forme suivant des intensite´s diffe´rentes ou
a` une meˆme intensite´ et a` des stimulation sonore re´pe´titives. Cela pourrait expliquer le re´sultat
inattendu de la diminution de la dispersion des PE re´pe´titifs sur le colliculus infe´rieur a` 2 kHz
(ou la perte auditive semble moindre). En pratique, pour pouvoir dissocier l’influence des deux
phe´nome`nes possibles, il faudrait estimer pre´cise´ment la perte auditive est soustraire celle-ci a`
l’intensite´ de stimulation utilise´e apre`s injection pour la comparaison (PE sain et pathologique).
2.6 Conclusion
Dans ce chapitre, nous nous sommes inte´resse´s a` l’e´tude et la compre´hension des processus
engendre´s lors de l’instauration de l’acouphe`ne. Ces processus sont complexes et mal connus.
Cette compre´hension passe par l’e´tablissement d’un formalisme dans la ge´ne´ration des signaux.
Ce formalisme permet de mieux quantifier l’influence de me´canismes suppose´s eˆtre pre´sents
durant l’acouphe`ne. Ainsi nous avons pre´sente´, pour la premie`re fois, un mode`le simple, physio-
logiquement interpre´table, de ge´ne´ration de l’activite´ spontane´e composite (ASC) recueillie sur
la cochle´e du cochon d’Inde. Ce signal refle`te l’activite´ du nerf auditif, premier maillon de la
chaine auditive. Le mode`le pre´sente´ nous a permis de tester des sce´narios suspecte´s d’alte´ration
neurosensorielles sous l’influence d’un ototoxique, le salicylate et ge´ne´rateur d’acouphe`ne. En
plus de l’index spectral de´ja` existant, nous avons propose´ d’utiliser un index de forme pour
mesurer l’influence de ces sce´narios sur le signal. Ce crite`re de forme mesure l’e´cart a` la gaus-
siannite´ de la distribution d’amplitude de l’ASC. Ce crite`re semble sensible pour de´tecter les
alte´rations et fournit plus d’information sur le type d’alte´ration que le pic spectral usuel. Nous
avons aussi utilise´ l’approche CISA pour classer ces distributions d’amplitude et permettre la
de´tection d’alte´ration neurosensorielles localise´es.
Par la suite, nous nous sommes aussi inte´resse´s a` l’activite´ e´voque´e de relais auditifs en
pre´sence de salicylate. Nous avons e´tudie´ la variabilite´ temporelle des potentiels e´voque´s issus
du noyau cochle´aire et du colliculus infe´rieur, deux relais fortement suspecte´s dans l’instauration
de l’acouphe`ne. Les e´tudes pre´sente´es peuvent eˆtre conside´re´es comme des e´tapes de validation
d’outils fonctionnels pour l’analyse temporelle, en comple´ment des mesures usuelles, des PE
sous salicylate. Une fois ces e´tapes franchies, il pourrait eˆtre envisage´ une analyse beaucoup
plus pousse´e de l’influence chronique du salicylate sur les PE issus de relais auditifs, a` court et
long terme, a` l’aide des techniques et e´tudes pre´sente´es.
En termes de retombe´es industrielles, l’entreprise MXM pre´voit de continuer la collaboration
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pour notamment l’imple´mentation, en exploitant les re´sultats de´crits, des me´thodes d’analyse de
variabilite´ des PE dans son futur programme de calibrage objectif des ses implants cochle´aires.
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Chapitre 3
Analyse de forme de l’onde P de
l’e´lectrocardiogramme (ECG)
3.1 Introduction
Au cours de la the`se, nous avons eu l’opportunite´ de traiter plusieurs applications relatives a`
l’analyse du signal e´lectrocardiographique (ECG). Ce signal e´lectrophysiologique re´sulte de l’ac-
tivite´ e´lectrique du coeur mesure´ par des e´lectrodes positionne´s sur le thorax. Ce signal pre´sente
plusieurs composantes relatives aux de´polarisations et repolarisations de zones spe´cifiques du
coeur. Nous nous inte´resserons particulie`rement a` l’analyse de forme de l’onde P, relative a` la de´-
polarisation des oreillettes. En effet plusieurs e´tudes re´centes de´crivent l’analyse morphologique
de l’onde P comme pertinente pour la compre´hension du processus de ge´ne´ration sous-jacent et
la de´tection de pathologies [126], [127]. Dans ce chapitre, trois e´tudes lie´es a` l’analyse de forme
seront pre´sente´es : la de´tection de l’apne´e du sommeil, l’e´tude de la fibrillation auriculaire et
l’e´tude de l’e´volution de forme de l’onde P durant l’effort. La premie`re application, la de´tection
de l’apne´e du sommeil a` partir de l’analyse de forme de l’onde P, de par son caracte`re original,
sera beaucoup plus de´taille´e dans ce chapitre que les autres applications aborde´es.
3.2 Gene`se du signal ECG
Le coeur se compose d’une partie droite et d’une partie gauche, ainsi que de quatre valves
qui obligent le sang a` couler dans la bonne direction. Du coˆte´ gauche comme du coˆte´ droit, on
distingue une oreillette (la chambre supe´rieure) et un ventricule (la chambre de pompe prin-
cipale). L’oreillette droite rec¸oit par les veines le sang peu oxyge´ne´ revenant des organes vers
le coeur. Elle dirige le sang veineux au ventricule droit. Le ventricule droit chasse le sang a`
travers les poumons, ou` celui-ci s’oxyge`ne avant de traverser l’oreillette gauche pour parvenir
au ventricule gauche, qui envoie le sang dans le corps [128].
Pour que le coeur pompe efficacement le sang, les milliers de cellules musculaires cardiaques
des oreillettes et des ventricules doivent se contracter de fac¸on cohe´rente. Cette coordination
est de´clenche´e par une impulsion e´lectrique. Le noeud sinusal ou sinoatrial (S.A), situe´ dans
l’oreillette droite, cre´e un courant e´lectrique. De la`, le courant e´lectrique passe de cellule en
cellule et ge´ne`re la contraction (systole) des fibres cardiaques. Apre`s contraction, il y a de´con-
traction (diastole). Le courant atteint le noeud atrio-ventriculaire (A.V), a` la jonction entre
oreillettes et ventricules. Traversant ce noeud, le courant excite rapidement toutes les cellules
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Fig. 3.1 – Parcours de l’onde e´lectrique durant la contraction cardiaque (Image : Fondation
Suisse de Cardiologie).
des ventricules par le re´seau conductif du syste`me de His-Purkinje [128]. Ce parcours est de´crit
sur la figure 3.1. Le signal ECG est le re´sultat de cette activite´ e´lectrique cardiaque recueillie
sur des e´lectrodes positionne´s sur le thorax. Les diverses composantes de l’ECG (ondes) de´-
crivent le trajet de l’excitation e´lectrique des oreillettes aux ventricules. Nous pouvons citer les
composantes principales : 1) l’onde P relative a` la de´polarisation des oreillettes, 2) le complexe
QRS relatif a` la de´polarisation des ventricules et enfin 3) l’onde-T relative a` la repolarisation
des ventricules.
Nous exposons en figure 3.2 ce parcours e´lectrique, ge´ne´rateur des composantes de l’ECG, et
les phases de la contraction cardiaque associe´es.
Chaque contraction du coeur est donc de´clenche´e e´lectriquement. La re´pe´tition de ces phe´-
nome`nes donne le rythme cardiaque. En situation normale, le noeud sinusal ”bat la mesure”,
il est le stimulateur cardiaque (pacemaker) naturel. Il a la proprie´te´ d’adapter sa cadence aux
besoins de l’organisme, graˆce a` sa sensibilite´ a` la stimulation par le syste`me nerveux autonome
d’une part et aux hormones, l’adre´naline par exemple, d’autre part [128]. En conse´quence, il
acce´le`re lors d’un effort physique ou d’une e´motion, il ralentit au repos.
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Fig. 3.2 – Parcours de l’onde e´lectrique et phases de la contraction cardiaque - Effets sur l’ECG
(Image : Marquette Electronics).
3.3 De´tection de l’apne´e obstructive du sommeil
Nous nous proposons de de´tecter des e´pisodes d’apne´e obstructive du sommeil en nous ba-
sant seulement sur une analyse du signal ECG. Cette application illustre l’utilite´ de l’analyse
de la variabilite´ de forme dans un proble`me pratique de classification de signaux ECG.
L’apne´e obstructive du sommeil est un de´sordre du sommeil courant ou` la respiration est
alte´re´e par une obstruction partielle ou totale des voies ae´riennes supe´rieures. La pre´valence de
cette pathologie est estime´e entre 2-4% [129] dans la population adulte. Cette pathologie peut
avoir des conse´quences importantes sur la sante´ comme l’augmentation du risque de maladies
cardiovasculaires, l’hypertension, et une mauvaise re´cupe´ration entraˆınant la somnolence [130].
L’apne´e du sommeil est commune´ment de´finie comme la cessation de la respiration durant le
sommeil [131]. S’il n’y a pas cessation de respiration mais re´duction significative du volume d’air
dans les poumons alors l’e´ve´nement respiratoire est de´fini comme un hypopne´e. Les praticiens
divisent ge´ne´ralement l’apne´e du sommeil en 3 cate´gories : obstructive, centrale, et apne´e mixte.
L’apne´e obstructive du sommeil (Obstructive Sleep Apnea) est caracte´rise´e par des pauses in-
termittentes de la respiration durant le sommeil. Les voies ae´riennes sont obstrue´es au niveau
de la langue et du palais. Ainsi, l’air ne pe´ne`tre pas dans les poumons malgre´ des efforts respi-
ratoires continus. Ce phe´nome`ne est typiquement accompagne´ d’une re´duction de l’oxyge´nation
du sang et provoque un micro re´veil. L’apne´e centrale du sommeil est un e´tat neurologique qui
cause l’arreˆt de tout effort de respiration durant le sommeil. Ce phe´nome`ne est aussi accompa-
gne´ de diminution de l’oxyge´nation sanguine. Pour ce type d’apne´e, les voies ae´riennes ne sont
pas ne´cessairement obstrue´es. L’apne´e mixte du sommeil combine apne´e obstructive et centrale.
D’une manie`re usuelle, le diagnostic de´finitif de l’apne´e du sommeil est effectue´ en comptant le
nombre d’e´pisodes d’apne´e et d’hypopne´e sur une pe´riode de temps (ex : une nuit de sommeil).
La moyenne de ce de´nombrement par heure de´finit un standard, l’index Apne´e/hypopne´e ou
l’index de perturbation respiratoire.
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La polysomnographie est utilise´e pour mesurer ces indices dans des applications cliniques.
Le polysomnogramme ne´cessite l’enregistrement de l’e´lectroencephalogramme (EEG), l’e´lec-
trooculogramme (EOG) et l’e´lectromyogramme (EMG) pour de´terminer les stades du sommeil.
De plus, Il ne´cessite aussi une sonde nasale qui mesure le flux d’air, une ceinture abdominale
pour mesurer les mouvements thoraciques lie´s a` l’effort respiratoire et la saturation sanguine
en oxyge`ne pour scruter la respiration. Enfin, il comprend l’e´lectrocardiogramme (ECG) pour
la mesure de la fre´quence cardiaque et la de´tection des arrythmies. Typiquement, une nuit de
sommeil est ne´cessaire, voire deux nuits d’enregistrement sont ne´cessaires avant d’e´tablir un
diagnostic plus ou moins fiable. L’acquisition de polysomnogrammes est couˆteuse a` cause du
protocole et mate´riel ne´cessaires. Elle ne´cessite la disponibilite´ de personnels pour une longue
dure´e en laboratoires du sommeil.
En raison de tous ces facteurs e´conomiques et logistiques, il a e´te´ estime´ que le diagnostic de
l’apne´e du sommeil est souvent sous e´value´ [129]. Ainsi, des techniques qui pourraient permettre
d’e´tablir un diagnostic fiable de l’apne´e du sommeil et qui ne ne´cessiteraient que quelques me-
sures simples, sans avoir recours a` des laboratoires spe´cialise´s, seraient d’une utilite´ majeure.
Dans cette optique, des mesures, sur une nuit, base´es sur l’oxyme´trie et le flux ae´rien ont e´te´
e´tudie´es. L’investigation du signal ECG a` partir d’enregistrements de longue dure´e (Holter) a
aussi e´te´ mene´e pour la de´tection de l’apne´e obstructive [132].
La possibilite´ de de´tecter les e´pisodes d’Apne´e Obstructive du Sommeil (AOS) en utilisant
l’ECG est base´e sur (a) les changements connus des intervalles RR suivant que la fre´quence
de battements cardiaques augmente et diminue en re´ponse de l’apne´e et (b) les changement de
l’amplitude du complexe QRS par la modulation de l’ECG par la respiration.
En comple´ment de ces approches qui ont fourni des re´sultats de de´tection de l’apne´e encou-
rageants [132], nous avons voulu explorer une possible influence de l’apne´e sur la forme du signal
ECG et particulie`rement l’onde P. De tels changements pourraient eˆtre lie´s a` des alte´rations de
propagation du champs e´lectrique dans les oreillettes comme dans le cas de l’ische´mie [126], [127].
Pour cela, nous proposons d’utiliser l’approche CISA, explicite´e en chapitre 1, pour iden-
tifier des e´pisodes d’AOS par classement de forme de l’onde P. Pratiquement, nous de´crivons
une diffe´rence de forme entre moyenne CISA issues d’e´pisodes d’apne´e et d’e´pisodes sains sur
plusieurs patients souffrants d’AOS. Nous de´crivons en de´tail la proce´dure dans la section qui
suit.
3.3.1 Classement de forme des ondes P
Dans la litte´rature, la classification morphologique des ondes-P a de´ja` e´te´ aborde´e [126]
,[133]. Les me´thodes propose´es font appel a` des mode`les ou parame`tres de l’onde P. Meˆme si
ces approches fournissent des re´sultats probants, elles ne comparent pas directement les formes
mais des parame`tres de mode`le ou de variation plus ou moins lie´s a` la forme du signal.
Dans cette section, nous utilisons l’approche CISA (moyenne et distance) couple´e a` l’algo-
rithme des nue´es dynamiques (k-means) [59] pour construire un outil de classement de forme de
l’onde P. La me´thode sera utilise´e pour effectuer deux types de classement. Le premier que nous
de´finissons comme ”macro-classement” a pour objectif de classer les formes d’ondes P prototypes
extraites de 163 segments d’ECG e´chantillonne´s a` 128 Hz. Ces segments concernent 2 minutes
chacun et proviennent de 7 patients souffrants d’AOS.
164
Le deuxie`me classement propose´, dit ”micro-classement”, est applique´ sur un segment pa-
thologique et analyse la forme, battement par battement, pour de´tecter plus pre´cise´ment la
position de l’e´pisode d’apne´e. Ce classement sera applique´ sur quelques segments pour illustrer
la sensibilite´ de l’approche propose´e.
Macro-classement de forme
Pour effectuer ce classement nous utilisons la base de donne´es des segments. Elle est compo-
se´e de 95 e´pisodes sains et 68 e´pisodes pathologiques contenant un e´pisode d’AOS, de 10 secondes
ou plus, centre´ sur le segment. Ces segments ont e´te´ extraits d’enregistrements polysomnogra-
phiques provenant de l’Hoˆpital Universitaire de St Vincent, Dublin, Irlande, en utilisant un
syste`me d’acquisition polysomnographique Jaeger-Toennies.
La labellisation des segments a e´te´ faite par une analyse polysomnographique d’un expert.
Pour chaque segment, les ondes-P sont segmente´es par re´fe´rencement au complexe QRS. Par
la suite, ces ondes-P sont corrige´es en ligne de base, sure´chantillonne´es (par un facteur de 5)
et filtre´es par splines cubiques. Les artefacts sont aussi e´limine´s par seuillage en amplitude.
Pour chaque segment, un prototype de forme de l’onde P de forme est calcule´. Pour cela, nous
utilisons l’approche CISA pour estimer la dispersion de forme des ondes-P du segment. Les
signaux, a` une distance CISA infe´rieure a` un e´cart-type de la moyenne CISA, sont se´lectionne´s.
La moyenne classique de ces signaux est prise comme prototype du segment. Cette proce´dure
permet d’ame´liorer le RSB (rapport signal a` bruit) et d’e´viter la contamination en forme du
prototype par des signaux nuisibles (ex : a` forme atypique ou provenant d’un intervalle sain).
Pour chaque sujet, les prototypes des segments concerne´s sont traite´s par l’approche CISA
apre`s un feneˆtrage ade´quat. Le crite`re de convergence de l’approche est fixe´e a` ∆ ˘EQIM = 10−5
et l’intervalle de la variable y dans le domaine F−1 est pris e´gal a` [0.02, 0.96]. Par la suite nous
appliquons l’algorithme de classement des nue´es dynamiques (k-means) pour classer les signaux
en deux classes [59].
La me´thode consiste a se´parer les signaux en classes (cluster) qui maximisent la variance
interclasse et minimisent la variance intra-classe. Cette ope´ration peut eˆtre aussi exprime´e par
un proble`me de minimisation globale ou` les quantite´s a` minimiser sont la somme de distances
relatives aux centres de gravite´ [59]. Classiquement, la me´thode emploie la moyenne convention-
nelle et la distance L2 dans R comme centre de classe et distance de classement respectivement.
Nous nous proposons d’utiliser cette approche pour classer des formes dans F−1, en utilisant la
moyenne CISA et sa distance comme centre et distance de classe respectivement. Pour effectuer
cette ope´ration, nous respectons les e´tapes suivantes :
1 - L’ensemble des signaux (sains et pathologiques) sont re´aligne´s dans F−1 en appliquant
l’approche CISA.
2 - L’algorithme des nue´es dynamiques est lance´ avec une initialisation ale´atoire des centres
de classes pour classer les signaux re´aligne´s dans F−1. Les signaux sont classe´s suivant leurs
distances aux centres de classes. Apre`s cela, pour chaque classe, la moyenne est calcule´e et la
distance L2 utilise´e pour mettre a` jour les classes jusqu’a` convergence. Cette e´tape est re´pe´te´e
L fois.
3 - La solution finale de classement est choisie selon la maximisation d’un crite`re de se´para-
tion des classes et de sa redondance parmi les L essais. Le crite`re de se´paration R repre´sente le
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Sujet #Segments Sains #Segments Apne´¨ıques Sens. (%) Spec. (%) R
1 15 11 91 93 1.95
2 10 8 87 80 1.94
3 15 10 70 73 0.74
4 10 10 60 100 2.83
5 15 10 90 80 1.34
6 15 10 80 86 1.35
7 15 9 88 73 1.31
Tab. 3.1 – Re´sultats de classement de forme par l’approche CISA.
ratio entre la distance entre les centres de classes finaux et la somme des e´cart-types intra-classe.
Un ratio supe´rieur a` 1 indique une bonne se´paration des classes.
Nous appliquons cette proce´dure pour effectuer un classement des ondes P en deux classes
(normal, apne´e), avec L = 15 essais, se´pare´ment pour chaque sujet. Pour les 7 sujets, nous
obtenons les re´sultats de´crits dans la table 3.3.1. Pour chaque sujet, le nombre de segments,
normaux et apne´¨ıques conside´re´s, la spe´cificite´ et la sensibilite´ ainsi que les valeurs de R sont
e´galement indique´es. Dans la figure 3.3, nous montrons les ondes P originales et re´aligne´es par
les affinite´s estime´es concernant le sujet 2. Nous pouvons aussi observer les centres de classes
CISA finaux obtenus par l’approche. Pour la plupart des sujets, la se´paration est bonne si l’on
se re´fe`re au crite`re R. Comme nous pouvons le voir sur la table 1. La me´thode propose´e atteint
une sensibilite´ moyenne de 80.9 % et une spe´cificite´ moyenne de 83.6 % avec une sensibilite´
maximale de 91 % et une spe´cificite´ maximale de 93 %.
Ces re´sultats semblent indiquer une forte corre´lation entre variation de forme de l’onde P
et pre´sence d’apne´e obstructive du sommeil. Dans une e´tude pre´ce´dente, nous avons obtenu
un re´sultat similaire mais sur une base de donne´es plus petite et un formalisme incomplet de
l’approche CISA [43].
Micro-classement de forme
Comme nous l’avons e´voque´ pre´ce´demment, nous nous inte´ressons a` tester la sensibilite´ de
l’approche CISA dans la de´tection pre´cise du de´but et fin d’e´pisodes d’AOS dans un segment
pathologique. Nous illustrons cette ide´e sur deux exemples choisis. Le premier exemple concerne
l’e´tude d’un segment typique de la base de donne´es. Toutes les ondes P du segment sont extraites
du segment suivant la proce´dure de´crite pre´ce´demment. La proce´dure de classement propose´e
est alors applique´e sur l’ensemble de ces ondes P. Nous pouvons voir sur la figure 3.4 que ce
segment contient un e´pisode d’AOS, centre´ sur celui-ci, a` partir de l’observation du signal de
respiration (en haut de la figure). Cette mesure de respiration consiste en la de´tection de mou-
vement thoracique employe´ en polysomnographie. Le signal est e´chantillonne´ sur 8 Hz. Nous
montrons aussi la saturation en O2 mesure´e sur l’index et e´chantillonne´e a` 8 Hz.
La classement obtenu (”1” apne´e et ”0” sain), battement par battement (entre 120 et 140
batt. sur les deux minutes), est bien corre´le´ avec les e´ve´nements respiratoires lie´s a` l’apne´e. Nous
notons une bonne correspondance pour le de´but et la fin de l’e´pisode entre les deux signaux.
Le deuxie`me segment e´tudie´ est un exemple inte´ressant ou` l’on note une succession rapide
d’e´pisodes d’AOS. Comme nous pouvons le voir sur la figure 3.4, la me´thode de classement que
166
0 10 20 30 40 50 60
0
0.05
0.1
Time (ms)
Am
pl
itu
de
(a) Les ondes-P (trait) et ondes-P apne´¨ıques
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(c) Les centres de classe CISA finaux (trait =
normal, tire´ = apne´¨ıque).
Fig. 3.3 – Resultats du classement par l’approche CISA des segments du sujet 2.
167
(a) La respiration, le classement CISA et la satu-
ration O2 pour le premier segment e´tudie´.
(b) La de´tection par l’expert, par le classement
CISA et la saturation O2 pour le second segment
e´tudie´.
Fig. 3.4 – De´tection fine d’e´pisodes d’AOS par classement CISA.
nous proposons (au milieu de la figure) retrouve pratiquement le meˆme classement obtenu par
un expert a` partir de l’analyse des donne´es comple`tes de respiration pre´sente dans le polysom-
nogramme (en haut dans la figure). Sur ce segment, l’apparition des e´pisodes d’AOS semble
eˆtre corre´le´e avec certains profils de variation de l’oxyge´nation sanguine indiquant un degre´
important d’hypoxie.
Ces re´sultats semblent indiquer une bonne sensibilite´, dans certains cas, de l’approche pro-
pose´e dans la de´tection fine d’e´pisodes d’AOS.
3.3.2 Classification des parame`tres temporels
En plus de l’estimation de la fluctuation de forme, la me´thode CISA permet simultane´ment
d’estimer les parame`tres affines (e´chelle et de´calage) utilise´s dans la proce´dure de re´alignement.
Ces parame`tres pourraient eˆtre aussi employe´s pour reconnaˆıtre des e´pisodes d’apne´e. Pour
tester cette hypothe`se, nous analysons les coefficients issus de l’ope´ration d’alignement dans la
proce´dure de classement des 7 sujets en section 3.3.1. Nous essayons de trouver une corre´lation
(par classification par seuil) entre la variation de ces parame`tres et la labellisation (normal et
pathologiques), faite par l’expert, des segments concerne´s pour chaque sujet. Chez deux sujets,
la variation d’e´chelle semble dominer et montre une augmentation en pre´sence d’apne´e. Nous
utilisons un seuil d’e´chelle αseuil = 1 qui maximise la performance de classification pour les
deux classes base´e seulement sur les variations du parame`tre d’e´chelle estime´. Nous exposons
les re´sultats dans la table 3.3.2. Cette valeur correspond a` l’e´chelle de re´fe´rence du signal CISA.
En effet, il ne faut pas oublier que les parame`tres affines estime´s sont relatifs a` la moyenne CISA.
La classification se fait par de´cision simple de seuillage. Si le parame`tre αi, estime´ a` partir de
l’onde P prototype, est supe´rieur a` 1 (compression du signal) alors le segment est conside´re´
comme apne´¨ıque sinon il est classe´ comme sain.
Pour deux autres sujets, l’apne´e semble induire des variations d’e´chelle et de de´calage. Pour
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Subject #Segments Sains #Segments Apne´¨ıques Sens. (%) Spec. (%) αthr
1 15 11 82 73 1
2 10 8 87 80 1
Tab. 3.2 – Classification base´e sur le parame`tre d’e´chelle estime´.
Subject #Segments Sains #Segments Apne´¨ıques Sens. (%) Spec. (%) γthr(ms)
4 10 10 80 80 0
7 15 9 88 73 0.8
Tab. 3.3 – Classification base´e sur les parame`tres d’e´chelle et de de´calage estime´s.
la taˆche de classification, nous utilisons un parame`tre qui combine les deux effets γi = βi/αi.
Pour ces sujets nous avons essaye´ de trouver une valeur du seuil γthr qui maximise la perfor-
mance de classificiation. Ainsi, pour un sujet, si le parame`tre γi est plus grand que γthr, le signal
est conside´re´ comme apne´¨ıque sinon, le segment est classe´ comme normal. Les re´sultats sont
expose´s dans la table 3.3.2. Chez les trois sujets restants, les parame`tres temporels ne semblent
pas eˆtre corre´le´s, d’une manie`re significative, a` l’apparition de l’apne´e. En vue des re´sultats, les
e´pisodes d’apne´e semblent pouvoir alte´rer la dure´e et la position de l’onde P (intervalle PR)
d’une manie`re spe´cifique au sujet.
Tout au long de cette section, nous avons montre´ une application originale de l’approche
CISA : la de´tection de l’apne´e obstructive du sommeil par classement de forme de l’onde P.
Cette e´tude est la premie`re a` de´celer une corre´lation entre alte´ration de la forme de l’onde P
et l’occurrence d’un e´pisode d’apne´e obstructive du sommeil. Une limitation de l’e´tude est la
fre´quence relativement faible d’e´chantillonnage des signaux (128 Hz). L’utilisation d’enregistre-
ments ECG e´chantillonne´s a` une fre´quence supe´rieure pourrait ame´liorer les performances de
l’analyse de forme. De plus, la mesure de variation de forme de l’onde P pourrait eˆtre combine´e
aux mesures existantes de variabilite´ du RR et de respiration extraite de l’ECG pour ame´liorer
un peu plus les performances de classement. L’approche CISA pre´sente´e en chapitre 1 et appli-
que´e dans cette e´tude a` la de´tection de l’apne´e a fait l’objet d’une soumission en revue (accepte´e
sous re´serve de modifications mineures) en revue [44].
3.4 Fibrillation auriculaire et forme de l’onde P
La fibrillation auriculaire est cause´e par une multitude d’impulsions, ge´ne´re´es par plusieurs
foyers, provoquant une sorte de ”tempeˆte e´lectrique” dans les oreillettes (voir figure 3.5). Ces
stimulations multiples font vibrer les oreillettes au de´triment de la contraction des ventricules.
Toute activite´ synchronise´e a disparu et par conse´quent l’effet me´canique, c’est-a`-dire la contrac-
tion coordonne´e des oreillettes, n’a plus lieu. Le coeur perd environ 20% de sa force. Le ventri-
cule peut momentane´ment compenser cette perte, mais a` long terme l’e´puisement de ses forces
contractiles peut conduire a` l’insuffisance cardiaque.
Re´cemment, il a e´te´ observe´ que les patients ayant eu des attaques de Fibrillation Auriculaire
(FA) pouvaient pre´senter des de´fauts de conduction e´lectrique dans les oreillettes mesurables
sur l’onde P [126], [133]. Ces de´fauts de conduction sont dus aux alte´rations des proprie´te´s
e´lectriques du tissu cardiaque par les attaques. Ils se traduisent au niveau de l’onde P, le po-
tentiel issu de la propagation e´lectrique dans les oreillettes, par des changements de sa forme.
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Fig. 3.5 – Ge´ne´ration de la fibrillation auriculaire (Image : Fondation Suisse de Cardiologie).
Un objectif inte´ressant serait d’e´tudier ces alte´rations comparativement a` des signaux sains et
pouvoir construire un crite`re permettant la de´tection du risque de FA. Carlson et al. [126] ont
propose´ une me´thode parame´trique, base´e sur un mode`le d’e´tats, pour classer les ondes P. Le
principal inconve´nient de ce type d’approche parame´trique est l’absence de lien direct vers une
interpre´tation physiologique. Le but de notre e´tude est de proposer une me´thode de classement
de forme des signaux adapte´e a` la proble´matique. Cette approche emploie le concept d’e´galite´
de forme au sens visuel qui est plus facilement accepte´ par les praticiens [15], [39]. La me´thode
propose´e utilise l’algorithme des nue´es dynamique couple´ a` la moyenne ISA, pour le calcul des
centres de classes, et le crite`re MFR, pour mesurer l’e´cart de forme.
Pour cela, nous de´finissons la version de base du crite`re MFR. Elle consiste a` calculer l’e´cart
de forme sur toute la fonction ϕ qui lie les inte´grales norme´es de deux signaux positifs s et v :
S(t) = V (ϕ(t)). Ainsi, le crite`re a pour expression discre´tise´e :
C(s, v) = 1
M
√√√√ M∑
i
(ϕ(tj)− αtj − β)2
CMFR(s, v) = C(s, v) + C(s, v)
2
(3.1)
ou` M repre´sente le nombre de points utilise´s dans le calcul du crite`re. Les parame`tres α et β
sont estime´s par regression line´aire sur toute la fonction ϕ. La deuxie`me ope´ration a pour but
de symme´triser le crite`re. Sous cette de´finition, le crite`re MFR mesure ainsi l’e´cart a` la line´arite´
de la fonction ϕ, indicateur d’une variation de forme au sens visuel (voir section 1.3).
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Strate´gies #Seg. Sains (S) #Seg. Path. (P1) #Seg. Path. (P2) Sens. (%) Spec. (%)
Num. 1 20 6 14 60 60
Num. 2 19 11 10 75 70
Tab. 3.4 – Classement de forme d’ondes P pour la de´tection de la FA.
Si nous ne disposons pas d’a priori sur la dispersion, nous pouvons utiliser une version
modifie´e, C1,MFR, du crite`re C, qui cherche a` se´parer au mieux les deux signaux s et v. Elle a
pour expression :
C′i(s, v) =
(1
i
i∑
j=1
(ϕ(tj)− αitj − βi)2 + 1
M −W − i− 1
M∑
j=i+W+1
(ϕ(tj)− αitj − βi)2
) 12
C(s, v) = maxi(C′i(s, v)) (3.2)
ou` W est une feneˆtre utilise´e pour estimer αi et βi par re´gression line´aire sur une portion de ϕ.
En fait, on mesure l’e´cart maximal entre ϕ et une estime´e de sa tangente.
La deuxie`me variante du crite`re est spe´cifique a` l’application. En effet, sur les ondes P pa-
thologiques, il a e´te´ note´ plusieurs types d’alte´rations de forme. Ces types semblent eˆtre lie´s a`
la localite´ du de´faut de conduction (oreillette droite ou gauche). Les deux types engendrent une
asyme´trie sur l’onde P [133]. Nous allons exploiter cette information a priori pour concevoir un
crite`re MFR modifie´, C2,MFR capable de discerner entre les deux types d’alte´rations. Pour cela,
nous utilisons la meˆme expression que la version de base. La diffe´rence re´side dans l’estimation
des parame`tres α et β sur un intervalle j = 1, ..., L.
Pour classer les signaux, nous e´laborons deux strate´gies. La premie`re strate´gie consiste a`
de´finir 3 classes en utilisant l’algorithme des nue´es dynamiques et le crite`re C1,MFR. Les classes
correspondent aux signaux sains (S), pathologique 1 (P1) et pathologique 2 (P2). Ces deux
dernie`res classes correspondent respectivement a` un de´faut de conduction dans l’oreille gauche
et droite respectivement.
La deuxie`me strate´gie est a` deux e´tapes. La premie`re e´tape consiste a` classer, a` l’aide du crite`re
C2,MFR, les signaux en deux classes (S+P2) et P1. En effet, le crite`re de´tecte le premier type de
de´formation, initialisation rapide de l’onde P et extinction lente qui correspondrait a` un de´faut
sur l’oreillette gauche [133]. La deuxie`me e´tape ne´cessite d’inverser les signaux pi de la classe
(P2+S) en temps :p
′
i(t) = pi(Ti − t) avec Ti qui est le support temporel de pi. Cette e´tape
permet de de´tecter le deuxie`me type d’alte´ration de forme, inverse du premier, et indicateur
d’un de´faut de conduction de l’oreillette droite Par la suite, nous appliquons la meˆme proce´dure
de classement employant C2,MFR pour classer les signaux de (S+P2) en S et P2. Pour e´viter la
contamination en forme des centre de classe, nous utilisons un seuillage des signaux a` moyenner
sur la base du crite`re employe´.
Nous testons les me´thodes propose´es pour classer des ondes P issues de 20 enregistrements
de 1 minute d’ECG, e´chantillonne´s a` 1 kHz, de patients ayant souffert d’e´pisodes de FA et 20
enregistrements sains. Les signaux ont e´te´ acquis au Centre Hospitalier Universitaire (CHU)
de Brest, France par l’e´quipe de Prof. J. J. Blanc. les ondes P de chaque segment ont e´te´ seg-
mente´es par des praticiens et corrige´es en ligne de base. Pour l’ope´ration de classement, chaque
segment est repre´sente´ par la moyenne ISA, sur environ une se´rie de 35 battements, des ondes
P concerne´es.
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Fig. 3.6 – Centre de classe ISA finaux pour les signaux (a) pathologiques P1, (b) pathologiques
P2 et (c) sains (S).
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Pour chaque strate´gie de classement, nous obtenons les re´sultats expose´s dans la table 3.4.
Nous illustrons ces re´sultats sur la figure 3.6 ou` nous exposons les centres ISA finaux pour la
strate´gie 2. Les fonctions ϕ sont calcule´es sur M = 89 points. Pour le calcul des crite`res, nous
fixons les valeurs W = 45 et L = 36.
En accord avec les re´sultats, nous observons une bonne de´tection des patients dans la classe
P1 particulie`rement avec la strate´gie 2 (9/11 signaux bien classe´s contre 6/6 pour l’approche
1). Les diffe´rences de forme avec les enregistrements sains et pathologiques P2 sont importants.
Au contraire, les patients de la classe P2 semblent difficiles a` de´tecter par l’approche. Cela est
principalement duˆ aux faibles diffe´rences de forme des signaux avec les signaux sains. Pour cette
classe, la strate´gie 2 fait mieux que la premie`re (6/10 bien classe´s contre 6/14). De la meˆme ma-
nie`re pour les enregistrements sains, les re´sultats de la seconde approche sont meilleurs (14/19
enregistrements bien classe´s contre 12/20).
D’apre`s la figure 3.6, la forme dominante, asyme´trique, des ondes P de la classe P1 est bien
caracte´rise´e par une monte´e rapide et une descente lente avec un allongement de la dure´e de
l’onde. A l’inverse, la forme de la classe P2 a les caracte´ristiques inverses avec conservation du
support. L’onde P saine est caracte´rise´e par une forme quasi syme´trique. Toutes ces observations
sont pertinentes avec les observations de la litte´rature [133]. Les erreurs de classement obtenues
par nos approches peuvent s’expliquer par plusieurs hypothe`ses :
- L’utilisation d’un crite`re de similarite´ sous optimal pour l’application.
- La pre´sence de plus de deux classes pathologiques dans les signaux.
- Une variabilite´ de forme naturelle qui rend le classement de forme difficile.
- La pre´sence d’enregistrements de personnes pre´sentant des de´fauts de conduction mais n’ayant
pas encore fait d’e´pisodes de fibrillation.
L’application pre´sente´e illustre la possibilite´ d’adapter les me´thodes d’analyse de forme pre´-
sente´es a` reconnaˆıtre des formes particulie`res selon l’application et l’a priori que l’on posse`de.
Cette e´tude a fait l’objet d’une publication [40].
3.5 Etude d’e´volution de forme durant l’effort
Il est bien connu que, durant l’exercice, le syste`me nerveux sympathique devient actif chez
les personnes saines. Cette activation a pour effet d’augmenter le rythme cardiaque et de di-
minuer la dure´e de l’onde P [134]. Cette information peut aider a` mieux de´tecter certaines
pathologies comme la fibrillation auriculaire [134]. En plus de la dure´e de l’onde P, l’analyse
de forme est pertinente et lie´e directement a` l’activite´ e´lectrique des oreillettes comme de´crit
pre´ce´demment. L’e´tude pre´sente s’inte´resse a` de´crire l’influence de l’effort sur la forme de l’onde
P a` travers l’analyse de lois d’e´volution de forme en exercice et en re´cupe´ration. Pour effectuer
cette taˆche, nous utiliserons une me´thode de recalage de courbes : l’approche SMR de´crite en
chapitre the´orique. Cette permet de lier les ondes P a` travers des transformations temporelles
non line´aires. Sous une hypothe`se de structure commune, elle permet un suivi de forme pre´cis
suivant l’e´volution d’un e´tat (ici exercice).
Pour cela, nous e´tudierons deux enregistrements ECG (fech = 1 kHz) sous exercice a` charge
maximale gradue´e (ve´lo) suivi d’arreˆt abrupt de l’exercice. Ces enregistrements sont issus d’un
couple de sujets masculins (A et B). Apre`s 5 min. d’e´chauffement, le test consiste en un exer-
cice de 8 min. a` charge progressive line´aire de 60% a` 100% VO2max (consommation d’oxyge`ne
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Fig. 3.7 – Evolution de la forme de l’onde P de l’enregistrement A : (a) en phase d’ exercice,
(b) les warping associe´s (relatifs a` l’onde 1), (c) en phase de re´cupe´ration et (d) les warping
associe´s (relatif a` l’onde 1).
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Fig. 3.8 – Evolution de la forme de l’onde P de l’enregistrement B : (a) en phase d’ exercice,
(b) les warping associe´s (relatifs a` l’onde 1), (c) en phase de re´cupe´ration et (d) les warping
associe´s (relatifs a` l’onde 1).
maximale), suivi d’un arreˆt imme´diat brutal. Les signaux ECG sont simultane´ment enregistre´s.
Par la suite, ils sont segmente´s en deux parties : une partie exercice et une partie re´cupe´ration.
Pour extraire la loi d’e´volution de forme, la me´thode SMR est applique´e sur plusieurs signaux
repre´sentatifs de portions diffe´rentes le long de l’enregistrement. Les parame`tres de l’approche
sont fixe´s a` q = 3 et p = 9. Ainsi, des formes significatives d’onde P se´lectionne´es des deux
parties de l’enregistrement sont lie´es ensemble par l’approche. Pour la repre´sentation des war-
ping, l’axe temporel de re´fe´rence est pris correspondant au de´but de chaque partie (exercice et
re´cupe´ration).
- Enregistrement A : l’enregistrement ECG de ce patient contient approximativement 2800
battements cardiaques (de´finis sur 250 points) segmente´s et aligne´s sur le complexe QRS. Pour
la partie exercice, 30 signaux, moyenne´s sur 10 battements successifs pour ame´liorer le RSB,
sont se´lectionne´s a` partir du 350eme battement, a` un pas de 50 battements (la fin de l’exercice
est aux environs du 2200 battement). Pour la partie exercice, nous extrayons 30 ondes P, moyen-
ne´es sur 6 battements successifs, du 2310eme battement et a` un pas de 10 battements. Les ondes
P se´lectionne´es sont de´finies sur 120 points. Nous appliquons la me´thode SMR pour recaler ces
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signaux. Nous exposons dans la figure 3.7, les warping estime´s et transforme´s h˜i = hi ◦ h−1ref , ou`
href est l’axe de re´fe´rence choisi. Dans l’e´tude il correspond a` href = h1 au premier signal de
chaque lot (de´but de l’e´volution de forme). Les re´sultats pour les deux parties du signal sont
expose´s. Nous pouvons voir les profils d’e´volution des warping, changeant la forme, et les ondes
P correspondantes. Nous pouvons remarquer une e´volution de forme re´versible de la forme de
de´but (onde P ”1” et onde P ”30”). En effet, pour la partie exercice et en plus d’une diminution
de la dure´e de l’onde P, selon que le rythme cardiaque augmente, nous remarquons une e´volution
asyme´trique de forme caracte´ristique. Cette e´volution consiste en la transformation d’une onde
P initiale quasi syme´trique et a` sommet plat vers une onde P asyme´trique, a` initialisation rapide
et extinction rapide, dote´e d’un pic. Pour la phase de re´cupe´ration, on observe un phe´nome`ne
inverse. Nous pouvons voir aussi ce phe´nome`ne reversible sur les warping. Les warping de la
phase de re´cupe´ration semblent proches des fonctions inverses des warping de la phase d’exercice
(surtout dans la partie 160,220 ms). La de´formation rapide des warping en (b) avant la pre-
mie`re bosse (a` 170 ms) ge´ne`re une dilatation source d’initiation lente et d’assyme´trie. La partie
a` pente douce des warping (apre`s 170 ms) indique une compression temporelle transformant le
sommet plat en pic. Ces observations illustrent une lecture possible des alte´rations de forme sur
les warping.
- Enregistrement B : l’enregistrement complet de ce patient contient environ 3000 battements
traite´s de la meˆme manie`re que pre´ce´demment. Pour la phase d’exercice, nous se´lectionnons 41
signaux (de´but au 535eme batt., moyenne sur 10 batts. au pas de 45 batts., fin de l’exercice
au 2600eme batt.). Pour la partie re´cupe´ration, nous se´lectionnons 45 batts. (de´but au 2600eme
batt., moyenne sur 6 batts. au pas de 8 batts.). Nous appliquons l’approche SMR pour re´aligner
les signaux et estimer les warping de chaque phase. Nous exposons les re´sultats sur la figure 3.8.
Les ondes P sont de´finies sur 130 points. Nous pouvons observer la superposition progressive de
l’onde T du battement pre´ce´dent a` l’onde P. Cette incursion de l’onde T est due a` la diminution
de l’intervalle RR (entre battements). Ce phe´nome`ne rend l’interpre´tation des re´sultats moins
e´vidente. Par contre, l’influence de l’onde T n’explique pas l’e´volution re´versible de forme de
l’onde P. En effet, et surtout dans la dernie`re partie du signal (au dela` de 180 ms), nous
observons, sur les warping a` l’exercice, une pente douce (plus marque´e que pour l’enregistrement
A) est qui ge´ne´re un pic et une extinction rapide de l’onde P. Ce point indique la pre´sence du
meˆme phe´nome`ne re´versible d’e´volution de forme de´crit sur l’enregistrement A. Pour ame´liorer
l’observation du phe´nome`ne, une estimation de l’onde T peut eˆtre envisage´e afin de retrouver
l’onde P original par soustraction de cette onde estime´e. Une technique de moyennage synchrone,
utilisant l’approche de Woody [9], et prenant en compte ce proble`me a e´te´ re´cemment propose´e
au sein de l’e´quipe [135].
- Simulation : afin de comprendre les me´canismes physiologiques responsables de cette e´volu-
tion, nous proposons un mode`le simple de ge´ne´ration de l’onde P. Il consiste en la superposition
de deux signaux, gG et gD de´cale´s et de forme gaussienne. Ces signaux repre´sentent la contri-
bution au signal des oreillettes gauche et droite respectivement. Ce mode`le nous permet de
de´crire un mode`le d’e´volution de l’onde P, de´finis sur 120 points dans l’intervalle [50,170] ms,
sur N = 30 instants ti :
Pi(t) = AGgG(t, σi,G,mi,G) +ADgD(t, σi,D,mi,D), i = 1, ..., N (3.3)
avec σi,G = σ0,G − αti,σi,D = σ0,D − αti,mi,G = m0,G + βGti etmi,D = m0,D + βDti. Les valeurs
des diffe´rents parame`tres sont : AG = 10, AD = 9, α = 0.16, βG = 0.4, βD = 0.6, σ0,G = 19,
σ0,D = 20, m0,G = 105 ms et m0,D = 75 ms. Pour la se´lection des instants de ge´ne´ration de
l’onde P durant l’exercice, nous utilisons une loi quadratique ti =
√
150(i − 1). En effet, elle
correspond bien a` une se´lection, line´aire en indice, des battements, tout au long de l’exercice,
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Fig. 3.9 – Simulation de l’e´volution de forme de l’onde P durant l’exercice avec en (a) les ondes
P simule´es et (b) les warping associe´s (relatifs a` l’onde 1).
qui se combine a` un phe´nome`ne d’acce´le´ration du rythme cardiaque (raccourcissement des in-
tervalles entre battements). Nous pouvons voir sur la figure 3.9, le re´sultat de cette simulation.
Nous supposons que la contribution de l’oreillette gauche, en plus d’eˆtre de´cale´e relativement a`
l’oreillette droite, est le´ge`rement plus importante avec un support un peu plus e´troit. Cela semble
cohe´rent si l’on observe l’anatomie du coeur (oreillette gauche plus volumineuse que la droite
et plus e´loigne´e du site d’excitation). Nous observons une e´volution de forme ressemblante aux
donne´es re´elles. Cette ressemblance peut eˆtre constate´e sur les signaux comme sur les warping
associe´s. La simulation propose´e permet d’avancer l’hypothe`se suivante concernant l’origine du
phe´nome`ne observe´. Durant l’exercice, le rythme cardiaque augmente et la vitesse de conduction
e´lectrique(propagation des potentiels d’action) semble augmenter aussi. Cela se traduit par une
diminution de support de l’onde P et une augmentation d’amplitude cause´es par un synchro-
nisme accru des contributions des fibres cardiaques. En meˆme temps, les potentiels composites
des oreillettes semblent se rapprocher suivant l’augmentation de la vitesse de conduction. Ces
observations sont de´duites a` partir de l’analyse du comportement des parame`tres du mode`le.
Ces variations temporelles non line´aires semblent induire, en plus d’une diminution de dure´e
de l’onde P, l’e´volution de forme de´crite expe´rimentalement. La phase de re´cupe´ration peut
eˆtre explique´e de la meˆme manie`re en inversant le processus (retour a` la normale de la vitesse
de conduction et de´synchronisme des contributions des fibres cardiaques). Il serait inte´ressant
d’estimer les parame`tres, physiologiquement interpre´tables, du mode`le pre´sente´ sur des signaux
re´els en prenant compte d’une possible incursion de l’onde T. Les re´sultats obtenus dans cette
section ont e´te´ publie´s dans [136].
3.6 Conclusion
A travers les applications pre´sente´es, nous avons illustre´ le potentiel des me´thodes propose´es
d’analyse de forme de l’onde P de l’ECG dans la de´tection de pathologie et l’e´tude de me´ca-
nismes physiologiques que ce soit au repos ou au cours d’un effort. Ces techniques pourraient
eˆtre e´tendues a` l’analyse des autres ondes (QRS et T) du signal ECG.
En particulier, on a pu montrer pour la premie`re fois que la prise en compte de la variabilite´
forme d’une onde (l’onde P) de l’ECG permettait d’e´tablir une relation directe, dans les cas
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traite´s, avec l’apparition d’apne´e du sommeil. L’analyse de forme et ici un comple´ment, utile et
original qui s’offre au praticien, a` l’analyse des variations du rythme cardiaque pour le de´pistage
de l’apne´e a` partir de l’ECG.
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Conclusion Ge´ne´rale
En conclusion ge´ne´rale, nous pouvons reprendre les points essentiels de´veloppe´s dans cette
the`se. L’objectif initial e´tait double, the´orique et applicatif. La partie the´orique commence par
analyser et comparer les diverses approches qui traitent de la forme des signaux et de la me-
sure de leur variabilite´. Deux familles d’approches ont e´te´ identifie´es, celles qui mode`lisent les
variations par des fonctions compose´es avec les signaux eux meˆmes (type warping) et celles qui
passent par leurs inte´grales norme´es, en supposant ou rendant les signaux positifs. Une e´tude
comparative a permis de cerner leurs analogies et leurs diffe´rences ce qui devrait permettre
d’e´clairer, pour une application donne´e, la de´marche du praticien.
L’apport the´orique majeur a e´te´ de proposer une nouvelle me´thode (CISA) permettant de calcu-
ler un centre de gravite´ des formes d’un ensemble donne´ de signaux, a` l’aide d’une vraie distance
(distance L2 applique´e aux fonctions de re´partitions inverses re´aligne´es sur un meˆme support).
Cette technique qui s’appuie sur la me´thode ISA apporte une solution au calcul de diffe´rence
de forme ”intrinse`que” c’est a` dire qui reste invariante pour toutes les transformations qui ne
modifient pas la forme, en l’occurrence le groupe affine.
Une technique de´rive´e de CISA, dite de ”forme noyau” (Core Shape Model) a e´galement e´te´ pro-
pose´e en ne conside´rant comme ”de´formation”, dans les transformations de re´alignement dans
le support commun, que la partie qui ne se mode´lise pas par un polynoˆme de degre´ k fixe´.
La motivation du travail the´orique est en fait l’application a` des proble`mes actuels pose´s
par la me´decine ou l’e´lectrophysiologie. Le premier domaine d’application qui tourne autour de
la compre´hension de l’acouphe`ne, pose pratiquement des proble`mes d’interpre´tation sur l’alte´-
ration de la ge´ne´ration et la propagation des potentiels d’actions sur toute la chaˆıne auditive
(nerf et relais auditifs). De nombreuses avance´es, notamment dans la mode´lisation, devraient
eˆtre publie´es ulte´rieurement.
Le deuxie`me domaine, l’e´lectrocardiographie, et plus particulie`rement la forme de l’onde P,
a permis d’obtenir des re´sultats significatifs. Le plus novateur est certainement d’avoir e´tabli
que l’apne´e du sommeil pourrait se de´tecter, rien qu’en mesurant, graˆce a` notre approche, la
variation de forme de l’onde P.
Ce travail devrait pouvoir s’illustrer dans d’autres applications et permettre un dialogue
plus pre´cis avec le me´decin qui cherche a` prendre en compte une variation de forme d’un signal.
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