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System identification is the concept of utilizing statistical models to describe 
dynamic systems. System Identification modelling techniques are already popular in 
many science fields such as control & signal processing, process control, GPS 
tracking and economics. However, the complexity of a petroleum reservoir system 
and the availability of numerous model structures in system identification make it 
challenging to adapt this method effectively for petroleum engineering purposes. 
In this thesis, a conceptual framework for using system identification is proposed. 
Based on a reservoir’s recovery mechanism, the conceptual framework will help to 
systematically select an appropriate model structure from the various model 
structures available in system identification. This model can then be used to identify 
the reservoir for the purpose of forecasting fluid production. Only linear system 
identification models will be considered for identification in this study and special 
emphasis will be put on polynomial models. Only primary and secondary drive 
mechanisms will be investigated in this study. 
For each recovery mechanism, a synthetic reservoir simulation model is made and 
run to generate input and output data for the system identification process. Next, for 
each recovery mechanism, MATLAB software is used to identify the system 
identification model(s) that can best forecast three important production parameters 
based on the input and output data. These parameters are field oil production rate, 
field water cut and field gas-oil-ratio. Lastly, a framework is created by analyzing 
and matching each recovery mechanism to their best system identification models. 
The results show that System identification polynomial models can provide very 
accurate models to predict oil rate, water cut and GOR curves for reservoirs under 
the drive mechanisms listed in this study. System identification based reservoir 
models can be established as a practical, cost-effective and robust tool for forecasting 
reservoir fluid production. The procedures described in this thesis as well as the final 
conceptual framework can serve as a guide to reservoir engineers who wish to use 
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Chapter 1: Introduction 
1.1 Importance of forecasting  
One of the most important jobs of reservoir engineers, in principal collaboration with 
production engineers, is to predict or forecast future fluid production rates. 
Forecasting is an integral part of reservoir management as it allows us to estimate the 
upcoming production profile. This in turn allows us to meet numerous objectives, 
some of which include: 
 Evaluating the economics of developing the reservoir: The economic feasibility 
of any project in the oil and gas industry will undoubtedly depend on the amount 
of hydrocarbon fluid production among other things. Hence, a forecast of the 
production rates will allow the oil company to evaluate whether or not a certain 
reservoir is a suitable candidate for development. Even after preliminary 
forecasts show that reservoir rates would be economic, forecasting production 
during development will still be useful as it enables the company to constantly re-
assess the project economics and help plan suitable recovery techniques that will 
optimize net present value (NPV). Moreover, prediction will help to estimate 
project life (Spencer & Morgan, 1998). 
 Planning the required equipment and facilities: The expected production profile 
will determine the design of the well (casings, tubings, perforations). It will also 
determine the design of surface facilities (pipelines, separators, storage and 
transport) required to handle and process the amounts and types of fluids 
produced ( Hickman, 1995). 
 Planning each well’s completions and the regularity of work-over process: 
Implementing certain geometries of completions can help to optimize the 
production rates by reducing the damage (skin) to the formation near the 
wellbore. Similarly, the production tubing and the casings may need to be 
replaced at times to be able to cater to an optimized production rate (Spencer & 
Morgan, 1998). 
 Evaluating strategies to boost production: If the forecast shows that rates will 
decline or become uneconomical under current production methods, then 
alternative recovery strategies may be taken into consideration to improve the 
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rates. Some of these strategies may include implementing well stimulation 
techniques such as hydraulic fracturing, or others such as secondary and tertiary 
recovery mechanisms. 
 Evaluate well performance and effectiveness of operations: Assuming that we 
have a reliable forecast, by comparing actual future production performance 
against the estimated production profile, we can evaluate whether or not the well 
is producing to its full potential (Lockwood & Cannon, 1982). Additionally, the 
effectiveness of well operations (work-over, well stimulation, injection for 
enhanced recovery) can be evaluated. For example, if forecasted rates after 
stimulation are lower than expected, this might be an indication that the skin has 
not been sufficiently reduced and that the stimulation operation was not 
successful. Similarly, comparison of expected and actual rates can help to 
evaluate the effectiveness and success of EOR processes such as water or gas 
injection. 
 To help understand the reservoir behavior better: In normal practice, a computer 
reservoir model would be built at the beginning of field development by 
considering all the static and dynamic data available (reservoir characterization & 
simulation) and by implementation of history matching techniques to obtain 
uncertain parameters. The forecast obtained from any of the forecasting 
techniques (discussed in literature review) would have either made use of the 
computer model itself, made use of some of its parameters (examples: porosity, 
permeability) or would have made use of assumptions derived from analysis of 
the computer model. This is because the computer model is considered the best 
mathematical representation of the true system (reservoir). Hence, if the actual 
production performance differs from our forecast, this can be an indication that 
something is wrong with our computer model. The reasons for any discrepancies 
can be studied and the computer model updated accordingly for the purpose of 
reservoir characterization. 
From the points above, it is clear that production forecasting has many important 
uses and that there is a need to get good forecasts simply because they would be the 
basis for important decisions (Mannon, 1964). Therefore, the primary purpose of this 
project is to introduce a novel method for reservoir production forecasting called 
system identification that has been widely used in many other engineering fields.  
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1.2. Background of system identification 
System identification is the concept of utilizing statistics to describe a dynamic 
system. This is done by inferring a statistical model (SI model) based on the 
observations (the inputs and outputs) of the dynamic system and/or based on a prior 
knowledge of the system (Keesman, 2011). There are numerous SI models available 
and selecting the most suitable model to describe the system would require 
experimentation and engineering knowledge of the system. System identification has 
proven to be a valuable tool in many fields of science, including electrical and 
electronics engineering, chemical engineering, civil engineering and economics 
fields.  One of the most well-known applications of system identification includes the 
forecast of future outputs of the system once a suitable SI model has been selected. 
System identification is still a new concept in petroleum engineering. Literature 
review shows that it has previously been used by researchers to predict water cuts 
(Renard, Dembele, Lessi & Mari, 1998) as well as optimize production rates 
(Elgsaeter, Slupphaug & Johansen, 2008). However, these studies only focused on a 
certain recovery mechanism (reservoir state). This is because there is a limitation to 
system identification, which is that the system has to be in the in the same state 
during the course of the observations, i.e.  no variations (Renard, et al. 1998).  
Additionally, in direct contrast to reservoir simulation, system identification treats 
the system under study as either a grey box model or a black box model. A possible 
input signal for reservoirs is injection rate of displacing fluid while a possible output 
signal could be fluid production rate or any other production parameter. Typically, 
inputs are linked to outputs through functions and not by considering physical 
phenomena. Even though the true physics of the system is not being considered, 
system identification can be an efficient method for prediction, especially when 
bearing in mind that it takes considerably shorter time to implement compared to 




1.3. Problem Statement  
The most established methods for reservoir production forecasting are decline curve 
analysis (DCA), reservoir simulation and material balance. Each method has its own 
merits and its own limitations (Olominu & Sulaimon, 2014). It is a usual practice to 
implement more than one method to reduce uncertainty and increase efficacy. Hence, 
any new proposed method would be complementary to the existing methods and is 
not meant to replace them. 
Currently, there is still a need for a set of simple, quick and flexible modelling 
techniques that can also be used when the reservoir description is limited. The value 
of such modelling techniques would be in the exploration and early field 
development stage, where reservoir data is still inadequate and computer models are 
still unreliable. Hence, it is the interest of this project to investigate a prediction 
method that has been proven to be very effective outside the petroleum engineering 
field.  
This is a new area of application for system identification. A thorough study is 
required to identify its potential use in reservoir performance prediction. Moreover, 
because there are many possible drive mechanisms (system states) that a reservoir 
can be under, it is expected that no one SI model would be capable of adequately 
describing all the mechanisms. In other words, different mechanisms might be best 
described by different SI models. Therefore, there needs to be a framework to which 




The major objectives of this project are: 
I. To design and develop a conceptual framework for implementation of system 
identification techniques. 
II. To describe and classify reservoirs into distinguishable recovery mechanisms 
and to associate system identification models to each drive mechanism. 
III. To evaluate the efficacy of the proposed method (SI).  
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1.5. Scope of Study  
This study will be limited by the following considerations due to time constraints: 
1) System identification will be implemented on primary and secondary reservoir 
recovery mechanisms only.  
2) Only linear SI models will be considered in this study and special focus will be 
put on polynomial models. 
3) Working data will come from synthetic models unless real field data can be 
obtained. Synthetic models will be limited in size to less than 10,000 grid-blocks 
due to limitations placed on university licenses for commercial simulator 
software.  
4) The end product will be a visual diagram (framework) linking drive mechanisms 
to their respective verified SI models (Equations). 
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Chapter 2: Literature Review and Theory  
2.1. System identification  
A dynamic system can be defined as an object in which certain variables interact 
together to produce outputs. Moreover, the current output value should depend on 
several things, namely the inputs to the system, the disturbances to the system that 
can’t be measured and the values of previous outputs (Ljung, 1987). A petroleum 
reservoir can be classified as such a system.  
A description of the system identification process is as follows: 
1. Conducting an experimental design. Before carrying out any experiment on the 
system to obtain input and output data, there needs to be careful planning of the 
process to collect information (Peirce, 1983). Inherent in this process would no 
doubt be the determination of suitable inputs and outputs for the identification 
process. Planning the experiment is needed to be able to make sure that the data 
observed would give maximum information on the system (Ljung, 1987). 
2. Carrying out the experiment and obtaining the observed data (input and output 
data). 
3. Since there are too many models available in system identification, they need to 
be narrowed down to a suitable number of models that has the potential to 
describe the relationship between observed data. This process requires 
involvement and judgment from the engineers who will have to use their 
knowledge of the system to cut out any models that would not be a good 
representation of the system (Ljung, 1987). Some decisions that come in this 
process include determining whether the model will be parametric or non-
parametric and whether or not a linear or nonlinear model is most suitable. 
Parametric models (grey box models) contain parameters that have a direct 
connection to a physical quantity in the system (such as porosity) while a non-
parametric models (black box models) has infinite parameters that does not relate 
to variables in the real system (Nelles, 2001). A linear system is one which 
follows the superposition principle; hence its outputs and inputs are directly 
proportionate to each other. Meanwhile, non-linear systems do not follow the 
superposition principle (Billings, 2013). 
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4. Training: The shortlisted model from step 3 should be provided with training data 
and then, using a suitable algorithm (or a toolkit such as MATLAB), the data is 
used to adjust the free coefficients in the model. There is also a need to decide on 
the model order number that will give the highest accuracy. Analysis of the best 
order model is usually conducted before moving to the prediction stage 
(Mathworks, 2015). 
5. Prediction and Validation. The model is let to predict using the coefficients 
already tuned during training stage – step 4 (Figure 1).  This is the process of 
testing the accuracy of the SI model by seeing how well it predicts the system’s 
output signal. The SI model’s predicted values are compared to observed data 
and the accuracy is calculated using a criterion, such as the Normalized Root 
Mean Squared Error (NRMSE) criterion.  
From this step, it is evident that there would be two sets of real output data 
required, one for step 4 and another for step 5. Hence, the output data obtained in 
step 2 needs to be divided into data for training (for step 4) and data for 
validation (for step 5). This method of validation is often referred to as cross 
validation (Browne, 2000). 
6. Looping back to step 3. System identification is a natural looping process (Ljung, 
1987). There is a big chance that the model does not pass validation at the first 
try because it cannot produce satisfactory forecasting accuracy. Hence, there 
needs to be additional iterations until a satisfactory model is obtained. In each 
new iteration, the model is either modified by changing model order number or 
completely replaced with a different model type (structure). This is done in the 
hopes that the next iteration will bring better forecasting accuracy than the 
previous ones. Figure 2 shows this process. 
7. Once a model or set of models have been tested and validated, those models that 
provide the highest accuracy can be deemed worthy for prediction. 
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Figure 1: Graphical representation of the prediction process after training stage 
 






2.2. Examples of system identification being used in many different industries 
Some common uses of system identification include modelling the following 
physical systems (Instruments, 2010): 
 Power systems - amplifier systems, circuits and others 
 Electromechanical systems - robot arms, motor models, hydraulic systems 
and others 
 Civil systems (structures) – bridges, buildings and others 
 Process systems - chemical reactions, thermal processes and others 
 
Examples of other uses for system identification 
 ARIMA models are currently used to predict solar irradiance (Brabec, et al. 
2015).  
 Novel black- box prediction techniques are being proposed to predict the 
energy consumption and performance of storage devices (Prada, et al. 2013). 
 Fuzzy black-box models are being used to predict indoor illuminance inside 
buildings for the purpose of energy conservation (Logar, et al. 2014). 
 Statistical modelling techniques are being proposed used to model power 
distribution transformers (Papadopoulos, et al. 2015) 
 Black-box models are being used to provide predictive control for non-linear 
models (Grancharova, et al. 2011). 
 System identification is being used to control the process of cooking corn 
snacks products (Haley, et al. 2000) 
 Finite impulse response models are being proposed to assess cerebral 
autoregulation for the purpose of maintaining stable flow of blood (Angarita-
Jaimes, et al. 2014). 
 System identification models is being proposed to quantify the influence of 
several economic parameters to trading activity (Criner, 2008) 
 
Some examples of system identification applications in oil and gas industry are listed 
below: 
 Artificial neural networks were used to predict the integrity of downhole 
casings when corrosion logging data is missing for the purpose of well 
integrity surveillance (AlAjmi, et al. 2015). 
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 ARIMA models were used to predict reservoir production (Olominu & 
Sulaimon, 2014). 
 Artificial intelligence and data mining techniques were proposed for the 
purpose of history matching (Shahkarami, et al. 2014). 
 Artificial neural networks were used to forecast the production of advanced 
well structures and designs (Enyioha & Ertekin, 2014). 
 Artificial neural networks were used to obtain permeability predictions by 
making use of log measurements (Anifowose, et al. 2013). 
 Black box models were used as an interpolation technique to obtain initial 
guesses of pressure solutions for the purpose of speeding up reservoir 
simulations (Chen, et al. 2013). 
 
Currently, as shown by the examples above, artificial neural network is the most 
investigated SI technique for prediction in the oil and gas industry. However, system 
identification has many modelling techniques under it and there has been no research 
done yet to map the large variety of SI modelling techniques to the numerous 
reservoir drive mechanisms for the purpose of production forecasting. Hence, it can 
be concluded that system identification has not been investigated as much in the oil 







2.3. System identification models – Polynomial models (Mathworks, 2015). 
A polynomial model uses a generalized notion of transfer functions to express the 
relationship between the input, u(t), the output y(t), and the noise e(t) using the 
equation: 
 
Equation 1: General polynomial equation 
The variables A, B, C, D, and F are polynomials expressed in the time-shift operator 
q^-1. ui is the ith input, nu is the total number of inputs, and nki is the ith input delay 
that characterizes the transport delay.  
In practice, not all the polynomials are simultaneously active. Often, simpler forms, 
such as ARX, ARMAX, Output-Error, and Box-Jenkins are employed. Scientists 
also have the option of introducing an integrator in the noise source so that the 
general model takes the form: 
 
Equation 2: Adding noise source integrator to the general equation 
 
For estimation, scientists must specify the model order as a set of integers that 
represent the number of coefficients for each polynomial to include in their selected 
structure—na for A, nb for B, nc for C, nd for D, and nf for F. Scientists must also 
specify the number of samples nk corresponding to the input delay—dead time—
given by the number of samples before the output responds to the input. The number 
of coefficients in denominator polynomials is equal to the number of poles, and the 
number of coefficients in the numerator polynomials is equal to the number of zeros 
plus 1. When the dynamics from u(t) to y(t) contain a delay of nk samples, then the 
first nk coefficients of B are zero. 
 
The model structures differ by how many of these polynomials are included in the 
structure. Thus, different model structures provide varying levels of flexibility for 
modeling the dynamics and noise characteristics. Table 1 summarizes common linear 
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polynomial model structures supported by the System Identification Toolbox in 
MATLAB. If scientists have a specific structure in mind for their application, they 
can decide whether the dynamics and the noise have common or different poles.  
A(q) corresponds to poles that are common for the dynamic model and the noise 
model. Using common poles for dynamics and noise is useful when the disturbances 
enter the system at the input. Fi determines the poles unique to the system dynamics, 
and D determines the poles unique to the disturbances. 
 
Model structure Equation 
ARX 
 
Equation 3: ARX Equation 
ARIX 
 
Equation 4: ARIX Equation 
ARMAX  
Equation 5: ARMAX Equation 
ARIMAX 
 
Equation 6: ARIMAX Equation 
Box-Jenkins (BJ) 
 
Equation 7: Box-Jenkins Equation 




2.4. Criterion of fit - NRMSE 
The criterion is used to measure how good the fit is between the observed output 
from simulation and the predicted values from the SI models. The Equation for 
Normalized Root Mean Squared Error is given below: 
 
 
Equation 8: NRSME 
Where: 
 ‖ indicates the 2-norm of a vector.  
 fit is a row vector of length N   
 i = 1,...,N, where N is the number of channels.  
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2.5. Reservoir recovery mechanisms - different reservoir states: 
A) There are five key primary drive mechanisms (Tarek, 2010) for pushing fluids to 
the production well: 
 Expansion of the reservoir rock and the reservoir fluids 
 Expansion of solution gas escaping out of the oil phase 
 The pressure  exerted from a gas cap 
 The pressure exerted from an aquifer 
 Gravity causing a segregation effect that separates liquids of different 
densities. Oil tends to travel downwards and gas travels upwards.  
 
A reservoir under primary drive can be represented by the block diagram in 
Figure 3 below. It is immediately obvious that since there are no injection wells, 
the reservoir does not have any input. Outputs from systems of this kind are 
called time series and identification falls under a special branch of system 
identification called time series analysis (Nelles, 2001). 
 
                                      
Figure 3: Block Diagram of primary recovery 
 
B) Secondary drive mechanisms involve injection of fluids to maintain or increase 
the reservoir pressure in addition to displacing the reservoir fluids with the 
injected fluid (Satter & Iqbal, 2008). The main injection fluids are water and gas 
that is not miscible with the reservoir hydrocarbons. The block diagram for this 
drive mechanism can be seen in Figure 4 below.  
Reservoir systems under primary 
recovery methods. The types of 
systems can be split into: (1) 
conventional saturated oil reservoir 
(2) heavy oil reservoir (3) gas 
reservoir 
Production 




Figure 4: Block Diagram of secondary recovery 
 
C) Tertiary drive mechanisms. This involves the use of special injection fluids and 
materials that can alter the properties of the reservoir fluids to achieve a 
combination of the following objectives: (1) make it easier for oil to flow, (2) to 
limit water flow and to cause a more effective displacement by the injection fluid 
compared to secondary recovery methods. The diagram for this recovery method 
can be seen in figure 5 below. It should be noted that, although the inputs and 
outputs of tertiary drive seem similar to the secondary drive mechanism, the 
injection fluids are affecting the system in a different way (alters reservoir 
properties). This may cause the relationship between inputs and outputs to 
become non-linear and hence producing a nonlinear system. 
 
Figure 5: Block Diagram of tertiary recovery 
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2.6. Limitations of other forecasting methods – reasons for investigating system 
identification 
o Reservoir modelling and simulation (history matching) 
1) Long period of time required for the building of models and running of 
simulations. 
2) Need as much information on the reservoir as can be obtained in order to get 
good model. Information from logs, cores, well tests and other sources are 
expensive to obtain and not available at early stage of development. 
3) Elaborate and complex process due to many reservoir variables involved 
(Olominu & Sulaimon, 2014). 
4) Models have inherent uncertainty because there is never enough available 
data. 
5) There isn’t a unique model that satisfies the field data. Many different 
models with different variables can produce same results. (Tomomi, 2000). 
6) Un-pragmatic approach: imposing rigorous mathematical descriptions to 
nature (Ljung, 1987). 
 
o Decline Curve Analysis 
1) Only applicable to forecast production that is declining. 
2) Due to it being an extrapolation method, it has a tendency to underestimate 
and overestimate (Li & Horne, 2005). Hence accuracy can be very poor. 
 
o Material balance 
1) Does not take into account heterogeneity of the reservoir (Tarek, 2010). 
Hence the method does not take into account the importance of well 
locations. 
2) Treats the reservoir as a tank (Tarek, 2010): Ignores pressure distributions in 
reservoir and does not take into account fluid front movement during water 
influx or injection scenarios. 
  
 17 
Chapter 3: Methodology/Project Work  
3.1. Literature review 
Examples of system identification application in petroleum engineering field are still 
very scarce, and the author would need to refer to other science fields to learn about 
how to properly implement system identification. Thus, required information will be 
taken from: 
 Books on system identification by renowned world experts (such as Lennart 
Ljung) 
 Highly credible internet sources: Society of Petroleum Engineers (SPE) papers 
(One Petro website), Sciencedirect papers, Petrowiki by SPE, etc. 
 Papers/journals from other engineering fields 
 
3.2. Data Gathering/ Collection 
Using simulation software to obtain input and output data: First of all, suitable test 
data sets (inputs and outputs) need to be obtained for each recovery scenario for the 
purpose of system identification. Inputs come from injection wells in the form of 
total field injection rate vs. time. Meanwhile, outputs come from producer wells in 
the form of (a) total field oil production rate vs. time, (b) total field water cut vs. time 
and (c) total field Gas-Oil-Ratio (GOR) vs. time.  
Because real field data is hard to obtain, the next best alternative would be to create 
and run reservoir simulation models using commercial simulators and then to extract 
suitable test data sets from the simulation results. The reason for obtaining working 
data this way is that reservoir simulation uses first principles (proven mathematical 
and physical laws) to build a white model of the real reservoir. Hence, in this project 
it is assumed that the simulation model is the true mathematical representation of the 
real reservoir system. The simulators to be used will be those from computer 
modelling group (CMG). 
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3.3. System identification process and forecasting  
MATLAB system identification tool will be used to find suitable SI models for each 
recovery scenario. The model would be obtained by using statistics and the process 
will be a combination of trial and error process as well as applying reservoir 
engineering judgment of the system (Mathworks, 2015). Once a model has been 
deemed to simulate the recovery mechanism well, its forecasting performance can 
then be evaluated by seeing how closely the predicted outputs compare to those 
outputs from the reservoir simulators. The criterion used will be Normalized Root 
Mean Squared Error (NRMSE). Embedded in this process are steps 4, 5 & 6 of the 
system identification process discussed in the literature review.  
 
3.4. Summary of procedure 
 
Figure 6: Summary of procedure 
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3.5. Flow chart of methodology used in FYP 1 
 

















Obtain inputs and outputs for each recovery scenario by using reservoir simulators 
Using MATLAB to test multiple SI models that can describe relationship of inputs to outputs 
 
Using the models to forecast production and comparing its forecast against the real data from the 
reservoir simulation model 
Testing model’s accuracy with varying model orders 
Repeating the process for each recovery mechanism to be able to construct a comprehensive 
framework that links up recovery scenarios to the performance of different SI models. 
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3.6. Gantt Chart 
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Chapter 4: Results and Discussion 
4.1. Data Gathering: Reservoirs descriptions 
The process of collecting simulation models for each recovery scenario involves 
creating suitable models from existing template models provided by CMG Company. 
These template models are heavily modified by the author and are only considered 
suitable once they clearly reflect the drive mechanism under investigation. The final 
models should also have enough complexity, which is measured through the 
following criteria: 
1) Total number of grid-blocks in the model. Generally, the higher the number, 
the more complex the model due to longer runtimes. However, a variety of 
big and small models are also taken to be able to test the effectiveness of SI 
models in forecasting different sized reservoirs. 
2) Heterogeneity of rock properties, such as permeability and porosity. Large 
heterogeneities are required. 
3) The presence of faults make the reservoir more complex. 
These models are also modified to run for a total period of 10 years and the wells in 
each model are set to operate on an optimized constant bottom-hole pressure (BHP) 
constraint. BHP is optimized by selecting one that results in highest oil recovery but 
also taking into account the restrictions of the reservoir, i.e. fracture pressure of the 
reservoir rock (for injection wells) and the lowest BHP that can support production 
without having to resort to artificial lift methods (for production wells). The CMG 
simulator (IMEX) is set to record data every day for 10 years. This means that for 
each drive mechanism there are around 3653 data points for each input and output. 
Furthermore, a black oil fluid model is used in all cases. 
 
4.1.1. Rock & Liquid Expansion Drive (RLD) 
Figure 9 shows that the obtained reservoir model follows the typical trend of 
reservoirs under expansion drive (Tarek, 2010). Average reservoir pressure rapidly 
declines in the first two years of production and the total producing GOR is constant. 
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This model is modified from mxgro002.dat template. Figure 10 shows plots of the 
production parameters (outputs) we wish to predict and Figure 11 shows the 3D view 
of the reservoir. The key characteristics of the reservoir are: 
 Total number of grid-blocks: 286 
 Rock properties: Porosity varies in each block, from 0 to 0.17. Absolute 
permeability in I & J direction varies in each block from 0 to greater than 300 
mD, while Kv/Kh ratio is 0.5. Sw also varies from block to block. 
 Relative permeability curves are provided in Figure 12.  
 Initial average reservoir pressure is 4000 psi and bubble point (Pb) is 2000 psi.  
 There are 10 producer wells, all operating at constant BHP of 2050 psi only in 
order to deplete the reservoir not below the bubble point. This allows for rock 
and fluid expansion to be the only drive mechanism. 
 No aquifer support. 
 
 




Figure 10: Production performance parameters (Outputs) – RLD 
 
 




Figure 12: Relative permeability curves – RLD 
 
4.1.2. Solution Gas Drive (SGD) 
Figure 13 shows that the obtained reservoir model follows the typical trend of 
reservoirs under solution gas drive (Tarek, 2010). Similarly, average reservoir 
pressure also rapidly declines, though not as fast as the previous drive mechanism 
because gas is more compressible than live oil. The total producing GOR rose 
rapidly at first due to gas coming out of the oil below bubble point and getting 
produced in large amounts very quickly due to it being more mobile. Later on, GOR 
drops because the gas production rate eventually reduces as there is less and less gas 
in the reservoir. As for the field cumulative water production, it is very negligible 
(less than one barrel), which shows that the main drive mechanism is solution gas 
drive.  
This model is also modified from mxgro002.dat template and is based on the 
expansion drive model obtained previously. Figure 14 shows plots of the production 
parameters (outputs) we wish to predict. The key characteristics of the reservoir are 
similar to the previous drive mechanism with only the following differences:  
 Initial average reservoir pressure is 2561 psi and Pb is 2000 psi.  
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 There are 10 producer wells, all operating at constant BHP of 500 psi in order to 
deplete the reservoir below the bubble point.  
 
Figure 13: Identification of drive mechanism – SGD 
 
 
Figure 14: Production performance parameters (Outputs) – SGD 
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4.1.3. Gas Cap drive (GCD) 
Figure 15 shows that the obtained reservoir model follows the typical trend of 
reservoirs under gas cap drive (Tarek, 2010). Average reservoir pressure declines 
continuously but much slower than that of solution gas drive or expansion drive. 
Water production is very small, as shown by the water rate almost being zero at all 
times, and hence water production can be ignored when compared to oil production 
rates and cumulative volumes produced. Lastly, GOR will slowly increase with time 
due to the expanding gas cap.  
This model is modified from mxdrm003.dat template. Figure 16 shows plots of the 
production parameters (outputs) we wish to predict and Figure 17 shows the 3D view 
of the reservoir. The key characteristics of the reservoir are: 
 Total number of grid-blocks: 1400 
 Rock properties: Porosity varies in the vertical direction with values ranging 
between 0.15 to 0.27. Absolute permeability in I & J direction varies in the 
vertical direction with values ranging between 45 to 350 mD, while Kv/Kh ratio 
is 1. Kv/Kh ratio is set to a high value in order to promote gravity segregation 
effect, so that the solution gas that comes out of the oil will go upwards to the gas 
cap and the oil downwards towards the producers. Also, Sw varies from block to 
block. 
 Relative permeability curves are provided in Figure 18.  
 Initial average reservoir pressure is around 10576 kPa and Pb is 9570 kPa.  
 There are 5 producer wells, all operating at constant BHP of 7000 kPa. The 
reason for the high BHP is that gas cap drive is very sensitive to the production 
rate and hence lower rates is better in the long run because it will allow the gas 
cap to displace the oil more evenly (piston like manner) and result in higher 
recovery. 





Figure 15: Identification of drive mechanism – GCD 
 
 












4.1.4. Aquifer drive (AQD) 
Figure 19 shows that the obtained reservoir model follows the typical trend of 
reservoirs under aquifer drive (Tarek, 2010). This particular reservoir has a bottom 
aquifer drive support. As can be seen from the average reservoir pressure curve, the 
decline is very gradual or almost non-existent after just a brief period of steep decline. 
Water production increases quite rapidly due the water encroaching into the oil zone, 
but this is expected of an aquifer drive. Lastly, GOR stays roughly constant for most 
of the production period due to the reservoir pressure being maintained.  
This model is modified from mxgeo004.dat template. Figure 20 shows plots of the 
production parameters (outputs) we wish to predict and Figure 21 shows the 3D view 
of the reservoir. The key characteristics of the reservoir are: 
 Total number of grid-blocks: 2500 
 Rock properties: Porosity varies in each block, ranging mainly between 0.2 to 0.3. 
Absolute permeability in I & K direction varies in each block from 30 to 300 mD, 
while absolute J permeability=I permeability. Sw also varies from block to block. 
 The relative permeability curves are provided in Figure 22. 
 Initial average reservoir pressure is around 5490 kPa and Pb is 5570 kPa.  
 There are 6 producer wells, all operating at constant BHP of 1000 kPa. 
 
Figure 19: Identification of drive mechanism – AQD 
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Figure 20: Production performance parameters (Outputs) – AQD 
 
 





Figure 22: Relative permeability curves – AQD 
 
4.1.5. Combined drive (COD) 
Figure 23 shows that the obtained reservoir model follows the typical trend of 
reservoirs under combined drive (Tarek, 2010). This particular reservoir has a 
combination of solution gas drive, gas cap drive and aquifer drive. As can be seen 
from the average reservoir pressure curve, the decline is very fast because the 
pressure support from both the gas cap and aquifer is not strong. This is also shown 
from the very slow encroachment of water, which result in only very little water 
production (the cumulative water production curve looks like it is constantly very 
close zero). Lastly, the GOR curve is continually increasing as the gas cap continues 
to expand and more solution gas comes out of the oil.  
This model is modified from mxgeo003.dat template. Figure 24 shows plots of the 
production parameters (outputs) we wish to predict and Figure 25 shows the 3D view 
of the reservoir. The key characteristics of the reservoir are: 
 Total number of grid-blocks: 3888. This reservoir has several faults. 
 Rock properties: Porosity varies in each block, ranging between 0.156 to 0.17. 
Absolute permeability in I & J direction varies in each block from 4 to 10 mD, 
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while Kv/Kh ratio is 0.3. Also, Sw and Net-to-gross ratio varies from block to 
block. 
 There are 4 different rock types in the reservoir, each with their own set of 
relative permeability curves. One of these relative permeability sets are provided 
in Figure 26.  
 Initial average reservoir pressure is around 10716 psi and Pb is 30000 psi.  
 There are 21 producer wells, all operating at constant BHP of 1500 psi 
 
 
Figure 23: Identification of drive mechanism – COD 
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Figure 24: Production performance parameters (Outputs) – COD 
 
 




Figure 26: Relative permeability curves – COD 
 
4.1.6. Water Injection (WAI) 
Figures 27 and 28 show two cases of the same reservoir: 
i) The reservoir is only being depleted by 25 producer wells.  
ii) The reservoir has 25 producer wells and 10 injector well injecting water 
into the aquifer. 
As can be seen from the average reservoir pressure curves of the two cases, the water 
injection case provides very good pressure support and maintains the reservoir 
pressure at a much higher pressure than the case with no injection. Moreover, the 
case with water injection provides higher levels of both oil and water recoveries. 
Cumulative oil recovery increases by around 25% due to the higher reservoir 
pressure. Understandably the water production also increases significantly due to 
injected water bypassing the oil. This proves that case (ii) is a good representation of 
secondary recovery by water injection and it can used to provide input-output data 
for the system identification process. 
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This model is modified from mxspe009.dat template. Figure 29 shows plots of the 
production parameters (outputs) we wish to predict and the corresponding injection 
rate of water (input). Also, Figure 30 shows the 3D view of the reservoir. The key 
characteristics of the reservoir are: 
 Total number of grid-blocks: 9000 
 Rock properties: Porosity varies for each block in the K direction, ranging 
between 0.8 to 0.17. Absolute permeability in I & J direction varies in each block 
and their distributions were made using geo-statistical techniques, varying mainly 
in the range between 20 mD to 700 mD. Meanwhile Kv/Kh ratio is 0.01. Also, 
Sw varies from block to block. 
 The relative permeability sets are provided in Figure 31.  
 Initial average reservoir pressure is around 4566 psi and Pb is 3600 psi.  
 There are 25 producer wells, all operating at constant BHP of 2000 psi. There are 
also 10 injector wells, all operating at constant BHP of 4543.39 psi. 
 
 





Figure 28: Identification of drive mechanism – WAI Case (ii) 
 
 




Figure 30: 3D view of reservoir – WAI 
 
 
Figure 31: Relative permeability curves – WAI 
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4.1.7. Gas Injection (GAI)  
Figures 32 and 33 show two cases of the same reservoir: 
i) The reservoir is only being depleted by 5 producer wells.  
ii) The reservoir has 5 producer wells and 1 injector wells injecting gas into 
the gas cap. 
As can be seen from the average reservoir pressure curves of the two cases, the gas 
injection case provides good pressure support and maintains the reservoir pressure at 
a much higher pressure than the case with no injection. Moreover, the case with gas 
injection provides higher levels of both oil and gas recoveries. Cumulative oil 
recovery increases by around 86% due to the higher reservoir pressure. 
Understandably the gas production also increases significantly due to injected gas 
bypassing the oil. This proves that case (ii) is a good representation of secondary 
recovery by gas injection and it can used to provide input-output data for the system 
identification process.  
This model is modified from mxdrm003.dat template and is actually based on the gas 
cap reservoir model obtained previously. Figure 34 shows plots of the production 
parameters (outputs) we wish to predict and the corresponding injection rate of gas 
(input). The only addition in this model compared to the gas cap drive model is the 
addition of one injector well, operating at constant BHP of 25,000 kPa. 
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Figure 32: Identification of drive mechanism – GAI Case (i) 
 
 




Figure 34: Production and injection parameters (Outputs and Input) – GAI 
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4.2. Detailed procedure for System identification and forecasting 
The data sets (inputs and outputs) obtained from the data gathering process (section 
4.1) were then used in the system identification and forecasting processes. The 
typical workflow used is shown as follows (water injection recovery mechanism used 
as example): 
i. MATLAB system identification toolkit will be used to generate the polynomial 
SI models. However, pre-processing of data needs to take place beforehand. 
The data sets (Figure 35) are first inserted into MATLAB using SI commands, 
as shown in Figure 36. For each drive mechanism, there are three outputs under 
investigation, namely oil rate, water cut and GOR. These three curves will be 
treated separately with their own test and validation samples, meaning that each 
curve will be fitted to its own polynomial model. However, the input for each 
curve is the same, which is the corresponding water injection rate. Hence, as 
shown in Figure 37, each data set is split equally in half into a test data sample 
(starting with ‘t_’ ) and a validation sample (starting with ‘v_’ ). For the cases 
of primary drive mechanism, there is no input stream. 
 




Figure 36: Sample - MATLAB Commands for water injection recovery 
 
 
Figure 37: Sample - MATLAB objects created by MATLAB commands 
As stated previously, the cross-validation method split used is 50:50. This 
means that the first half of data will be used for training and second half used 
for validation. The author decided on this ratio after looking at MATLAB 
manual examples and several papers that have references to cross-validation. A 
prominent paper (Browne, 2000) established that this is the classic way of 
splitting the data. The author also believes that this is the easiest method to 
visualize for the readers. This is because, considering whatever the period of 
data we have (let's say 1 year), we can make prediction of the exact same 
period (another one year) using the SI models. 
ii. After data preparation, the SI toolkit is then opened and the data samples are 
loaded into the program, as shown in Figure 38. The polynomial model builder 
(Figure 39) will then be used to create different structures of polynomial 
models. Moreover, for each structure, there will be 10 models built with orders 
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ranging from order 1 to order 10. An important note is that the author has 
decided to simplify the study and the analysis of results by setting the order of 
all the poles, zeros and delays to be the same (all changed together from order 1 
to 10). Hence, they were not allowed to vary independently. 
The model structures available for primary drive mechanisms (time series 
models) are:  
• AutoRegressive (AR) 
• AutoRegressive  Integrated (ARI) 
• AutoRegressive Moving Average (ARMA) 
• AutoRegressive Integrated Moving Average (ARIMA) 
The model structures available for the secondary drive mechanism are:  
• AutoRegressive with eXogenous inputs (ARX) 
• AutoRegressive Integrated with eXogenous inputs (ARIX) 
• AutoRegressive Moving Average with eXogenous inputs (ARMAX) 
• AutoRegressive Integrated Moving Average with eXogenous inputs 
(ARIMAX) 
• Box-Jenkins (BJ) 
• Box Jenkins Integrated (BJI). 
 
Figure 38: Sample - System identification tool interface 
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Figure 39: Sample - Polynomial model builder 
iii. The MATLAB toolkit calculates the best fit of the models using Normalized 
Root Mean Square (NRMSE). NRMSE is the criterion used to generate the fit % 
number. It is a measure of how much better the model is in reproducing the 
observed data relative to the mean of the data. A percentage of zero indicates 
that the model does not predict values better than the mean value of the data. 
iv. For each model structure, the results are plotted and ranked (Figure 40). A 
graph of Fit result vs. model order is then plotted (Figure 41) in order to be 
able to pick the best order for a given model structure. The best model is 
chosen by looking at the graph and seeing where the increase in accuracy with 
increasing order number starts to plateau. In other words, the best model order 
is the lowest order after which there is no more significant increase in accuracy 
when order is increased. For this example case the best order is 4. The author 
always tries to get the lowest possible order in order to decrease the complexity 
of the final polynomial model. 
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Figure 41: Sample - Fit results vs. model order for ARIMAX water cut model 
(water injection case) 
 
v. Lastly, a graph is made for each output of each drive mechanism (Figure 42) to 
compare the fit results vs. order number for all model structures. This graph 
summarizes the prediction performance of all the polynomial model structures 





















taken out because it means that the model predict the observed data worse than 
the mean of the observed data. 
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4.3. Analyzing prediction performance 
Figures 43 to 63 show the line graphs of fit result vs model order. There is a curve 
for all tested model structures for each output of each drive mechanism. The best 
model orders for each model structure were chosen from these graphs according to 
the method stated in section 4.2.iii. Table 2 is a table summarizing the best order 
numbers as well as the fit percentage for the different structures of models for each 
drive mechanism. 
 
Figure 43: Results - Rock & Liquid Expansion Drive – Water Cut 
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Figure 45: Results - Rock & Liquid Expansion Drive – Gas Oil Ratio 
 
 
Figure 46: Results - Solution Gas Drive – Water Cut 
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Figure 48: Results - Solution Gas Drive – Gas Oil Ratio 
 
 
Figure 49: Results - Aquifer Drive – Water Cut 
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Figure 51: Results - Aquifer Drive – Gas Oil Ratio 
 
 
Figure 52: Results - Gas Cap Drive – Water Cut 
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Figure 54: Results - Gas Cap Drive – Gas Oil Ratio 
 
 
Figure 55: Results - Combined Primary Drive – Water Cut 
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Figure 57: Results - Combined Primary Drive – Gas Oil Ratio 
 
Figure 58: Results - Water Injection – Water Cut 
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Figure 60: Results - Water Injection – Gas Oil Ratio 
 
 
Figure 61: Results - Gas Injection – Water Cut 
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Figure 63: Results - Gas Injection – Gas Oil Ratio 
 
From Table 2 it is very clear to see that for all five primary drive mechanisms, all 
polynomial model structures have managed to predict the validation data sets (5 
years production profiles) extremely well. The fit percentage is well over 97% for all 
the best model orders. These are excellent results because rarely are predictions this 
accurate, even using reservoir simulation. This shows that time series analysis can be 
a very reliable forecasting tool and that it can establish itself among the established 
forecasting methods. However, it should be noted that the data sets used in this thesis 
assume that there is no noise in the data. Noise here refers to measurement errors due 
sampling method as well as accuracy limitations of measurement devices. Hence, 
research should be done into investigating the effect of noise on the prediction 
accuracy of these time series models. 
Furthermore, for most of the model structures, the model order for the best fit is of 
order 3 or less. This is also a good result because this means that we do not need 
overly complex polynomial models that have large number of parameters in order to 







































Rock & Liquid Expansion 
Drive 
AR 5 : 99.28 3 : 99.68 2 : 99.92 
ARI 2 : 99.92 1 : 99.46 1 : 99.93 
ARMA 5 : 99.49 2 : 99.83 1 : 99.96 
ARIMA 1 : 99.74 1 : 99.79 1 : 99.93 
Solution Gas Drive 
AR 3 : 99.54 1 : 97.87 1 : 99.79 
ARI 1 : 99.06 1 : 98.27 1 : 99.8 
ARMA 2 : 99.46 1 : 97.89 2 : 99.77 
ARIMA 1 : 99.54 2 : 98.86 1 : 99.8 
Gas Cap Drive 
AR 2 : 98.95 7 : 95.95 2 : 99.55 
ARI 2 : 99.75 1 : 97.29 1 : 99.8 
ARMA 2 : 98.97 2 : 97.34 4 : 99.74 
ARIMA 1 : 99.72 1 : 97.49 1 : 99.97 
Aquifer Drive 
AR 3 : 99.06 2 : 99.96 3 : 99.57 
ARI 3 : 99.96 1 : 99.97 3 : 99.76 
ARMA 3 : 99.72 2 : 99.96 3 : 99.41 
ARIMA 3 : 99.88 1 : 99.97 3 : 99.73 
Combined Drive 
AR 3 : 99.95 3 : 100 3 : 99.99 
ARI 2 : 99.96 1 : 100 2 : 100 
ARMA 3 : 99.96 2 : 100 3 : 99.99 
ARIMA 2 : 99.94 1 : 100 2 : 100 
Water Injection 
ARX N/A N/A 5 : 0.765 
ARIX 1 : 51.42 8 : 35.84 2 : 6.427 
ARMAX N/A N/A 4 : 14.14 
ARIMAX 1 : 58.46 4 : 92.13 3 : 10.33 
BJ 9 : 56.36 8 : 88.41 N/A 
BJI 6 : 42.04 9 : 88.5 1 : 10.5 
Gas Injection 
ARX N/A 1 : 94.68 1 : 75.51 
ARIX 2 : 35.95 10 : 17.5 9 : 43.95 
ARMAX N/A 1 : 92.03 9 : 95.71 
ARIMAX 1 : 41.79 4 : 32.57 4 : 95.61 
BJ 3 : 70.61 9 : 51.99 4 : 97.38 
BJI 2 : 68.87 10 : 90.48 3 : 96.96 
Table 2: Results Table 
However, for the secondary recovery cases, the prediction performances of most the 
model structures do not show results that are as good as the results for primary 
production. What is most evident is that for the oil rate and GOR curves of water 
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injection case as well as the oil rate curve of the gas injection case, there are no 
model structures that could predict with a fit percentage greater than 90%. This could 
indicate that the relationship between the input (displacing phase injection rate) and 
these output curves are not linear and this may be why these linear models cannot 
adequately model the relationship. However, for the remaining three parameters, the 
results show that good prediction (above 90% fit) can be obtained from one or more 
model structures. It seems that more studies need to be done for the cases of gas and 
water injection. Research could be done into investigating if changing the orders of 
the poles, zeros and delays of the model independently of each other can yield better 
fit results. Research could also be done to investigate if single input-multiple output 
(SIMO) models can yield better fit results because the output parameters would have 
each other to benchmark themselves to. If all that does not help to improve prediction 
accuracy, then research can be done into using non-linear SI models for the purpose 
of modelling gas and water injection. 
Tables 3 and 4 in the next few pages are two versions of the final conceptual 
framework, which is derived from the results of Table 2. Reservoir engineers can 
refer to any of the two versions. The way they should use it is by first choosing what 
production parameter they want to predict and then looking under the drive 
mechanism which corresponds to their reservoir. The numbers, 1 to 4 for primary 
drive and 1 to 6 for secondary drive, show the accuracy of the model structures, with 
1 being most accurate and increasing number being less accurate. This framework 
will provide a good starting point for engineers so that they do not have to test so 
many different model structures with many different order numbers. Rather, they 
would have a guideline of recommended models based on decreasing accuracy, all of 
































Chapter 5: Conclusion and recommendation for future work 
In conclusion, system identification is a very promising production forecasting 
method that deserves much further investigation. In addition to just investigating one 
recovery method, the purpose of this project is to create a framework that connects 
various drive mechanism its most suitable forecasting model. This framework will 
serve as a reference to reservoir engineers help to speed up the identification process 
when modelling their own reservoir using system identification. 
The results show that SI polynomial models can provide an excellent set of tools to 
predict oil rate, water cut and GOR for reservoirs under the drive mechanisms listed 
in this study. Time series models can predict production parameters of reservoirs 
under primary drive mechanisms with up to 100% accuracy NRSME. Meanwhile, 
reservoirs under secondary drive mechanisms can also make use of system 
identification models, with some models having prediction accuracy well above 90%. 
However, more research needs to be done to improve the prediction accuracy for 
secondary drive mechanisms. This is due to the increased complexity of the models 
and the presence of input data. 
System identification based reservoir models can be established as a practical, cost-
effective and robust tool for forecasting reservoir fluid production. The procedures 
described in this thesis as well as the final conceptual model can serve as a 
framework or guide to reservoir engineers if they wish to implement system 
identification for production forecasting. 
The author recommends that more study be done to increase our understanding of 
how system identification can be turned into a proven forecasting method in 
petroleum engineering. The recommended research areas are: 
1) To use these algorithms on real reservoir data and to investigate the effect of 
measurement noise. 
2) Investigate if changing the orders of the poles, zeros and delays of the model 
independently of each other can yield better fit results, especially for the 
secondary recovery mechanisms. 
3) Investigate if single input- multiple output models can yield better fit results 
for the secondary recovery mechanisms.  
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4) Investigate if multivariate time series can provide better fit results for primary 
drive mechanisms when taking into account how much training data is 
available as compared to single variable time series. 
5) Investigate if non-linear models can provide better forecasting accuracy than 
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Sample MATLAB code for primary drive - combined drive (COD).  
The following code is used for entering test data, creating objects, splitting them into 
training and validation sets and opening MATLAB SI toolkit: 
 
COD_W = []; 
COD_O = []; 
COD_G = []; 
tCOD_W = iddata(COD_W(1:1827),[],1); 
tCOD_O = iddata(COD_O(1:1827),[],1); 
tCOD_G = iddata(COD_G(1:1827),[],1); 
vCOD_W = iddata(COD_W(1828:end),[],1); 
vCOD_O = iddata(COD_O(1828:end),[],1); 



















Sample MATLAB code for secondary drive - water injection (SWI).  
The following code is used for entering test data, creating objects, splitting them into 
training and validation sets and opening MATLAB SI toolkit: 
 
SWI_W = []; 
SWI_O = []; 
SWI_G = []; 
SWI_I = []; 
tSWI_W = iddata(SWI_W(1:1827), SWI_I(1:1827),1); 
tSWI_O = iddata(SWI_O(1:1827), SWI_I(1:1827),1); 
tSWI_G = iddata(SWI_G(1:1827), SWI_I(1:1827),1); 
vSWI_W = iddata(SWI_W(1828:end), SWI_I(1828:end),1); 
vSWI_O = iddata(SWI_O(1828:end), SWI_I(1828:end),1); 
vSWI_G = iddata(SWI_G(1828:end), SWI_I(1828:end),1); 
 
