Functional connectivity (FC) sheds light on the interactions between different brain regions. Besides basic research, it is clinically relevant for applications in Alzheimer's disease, schizophrenia, presurgical planning, epilepsy, and traumatic brain injury. Simulations of whole-brain mean-field computational models with realistic connectivity determined by tractography studies enable us to reproduce with accuracy aspects of average FC in the resting state. Most computational studies, however, did not address the prominent non-stationarity in resting state FC, which may result in large intra-and inter-subject variability and thus preclude an accurate individual predictability. Here we show that this non-stationarity reveals a rich structure, characterized by rapid transitions switching between a few discrete FC states. We also show that computational models optimized to fit timeaveraged FC do not reproduce these spontaneous state transitions and, thus, are not qualitatively superior to simplified linear stochastic models, which account for the effects of structure alone. We then demonstrate that a slight enhancement of the non-linearity of the network nodes is sufficient to broaden the repertoire of possible network behaviors, leading to modes of fluctuations, reminiscent of some of the most frequently observed Resting State Networks. Because of the noise-driven exploration of this repertoire, the dynamics of FC qualitatively change now and display non-stationary switching similar to empirical resting state recordings (Functional Connectivity Dynamics (FCD)). Thus FCD bear promise to serve as a better biomarker of resting state neural activity and of its pathologic alterations.
Introduction
The complexity of human cognition is echoed in the dynamic organization of its accompanying brain signals. Even at rest, the brain does not remain in a state of equilibrium, but reveals complex spontaneous dynamics with intermittent spatiotemporal fluctuation patterns. In fact, functional magnetic resonance imaging (fMRI) studies have demonstrated that in the absence of an overt task, fluctuations in the blood oxygenation-level dependent (BOLD) fMRI signals correlate across functionally related brain regions in task conditions (Gusnard and Raichle, 2001; Laird et al., 2011; Raichle and Mintun, 2006) . Further studies identified several intrinsic resting state networks (RSNs), which are found across subjects (Damoiseaux and Greicius, 2009) , correlate with neuroelectric activity Mantini et al., 2007) and are shaped, though not fully determined, by structural connectivity (SC) (Damoiseaux and Greicius, 2009) .
Modeling studies (Deco et al., 2009; Deco et al. 2011; Ghosh et al., 2008; Honey et al., 2007) have demonstrated the importance of the interplay between anatomical structure, local neural dynamics and noise in the emergence of resting-state inter-regional correlations described by functional connectivity (FC) (Friston, 2011) . Many of these models Deco et al., 2013a; Ghosh et al., 2008) operate at a working point close to the critical edge of instability (Deco et al., 2013b) . They are easily implemented within dedicated simulation environments such as The Virtual Brain (Sanz Leon et al., 2013) and are capable of reproducing time-averaged resting state FC. It has been pointed out, however, that purely statistical models, which predict FC on the basis of local and global descriptors of SC-weighted networks alone, are able to achieve a comparable or even closer fit (Goñi et al., 2014; Messé et al., 2014) . This means that previous dynamic models went scarcely beyond the exploration of how the SC skeleton expresses itself in spontaneous neural activity.
One drawback of all of these studies is that they assume -often implicitly-that FC is spatiotemporally stationary. In doing so, they ignore the profound non-stationarity of resting state activity (Hutchison et al., 2013) . This activity possibly mirrors free thought modalities (Doucet et al., 2012) associated to neural activity events localized in space and time or to faster electrophysiological processes (Liu and Duyn, 2013) , which are necessarily overlooked when averaging correlations throughout long recording periods. Thus models able to go beyond the mere replication of the constraints exerted by SC on FC are required to account for the time-dependence of FC.
Through simulations of computational models in a subcritical regime of activity, we show how the noise-driven exploration of a broad landscape of possible dynamical behaviors results in rapid switching between a discrete number of multistable FC states. This switching in turn gives rise to spatial correlation patterns reminiscent of known RSNs. Hence our approach offers a plausible interpretational framework for the non-stationarity of FC. In short, we propose that resting state Functional Connectivity Dynamics (FCD) are a manifestation of the self-organized activity of cortical networks, in which noise-driven fluctuations far from equilibrium lead to the stochastic sampling of a rich repertoire of characteristic system's trajectories.
Materials and methods
All empirical data used herein stem from a well-investigated data set as presented in Hagmann et al. (2008) , comprising structural data from five healthy subjects and its associated time-series of resting state BOLD signals. In the following we organized the Materials and Methods into three subsections: on Connectivity, Mathematical Models, and Analyses.
Connectivity

Structural connectivity
Structural Connectivity is the set of anatomical connections between brain regions. Here we used the SC matrix of 66 regions derived from Diffusion Spectrum Imaging (DSI) as previously published and detailed in Hagmann et al. (2008) with the modifications introduced by Cabral et al. (2011) , which made this matrix slightly asymmetrical. Connections in this SC matrix were defined within a standard parcellation scheme (Desikan et al., 2006) and averaged over five healthy subjects. Table S1 provides the names and abbreviations of these Regions Of Interest (ROIs). We analyzed the SC matrix using graph theoretical measures (Rubinov and Sporns, 2010) , to assess correspondences with neural activity patterns. In particular, we calculated the in-strength of each network node, that is the sum of the weights of the incoming connections (the sum of all the entries in each row of the SC matrix) to determine the local topology of individual brain regions. A second approach called s-core decomposition (described in Hagmann et al. (2008) ) provided insight into more global correlations between the in-strength of different nodes in the network. The s-core is a connected subnetwork in which nodes have an in-strength greater than or equal to s. We varied the value of s in the range [0, ŝ] , where ŝ is the maximum value of all entries of the SC.
Functional connectivity
Functional Connectivity (FC) describes the connectedness of two brain regions by means of the covariance between their time series.
From the BOLD signals, we extracted a FC matrix by calculating the Pearson (zero-lag) correlation between the BOLD signals of any two brain regions. In a static FC matrix, a single correlation value was computed for each pair of regions across the entire time-series of BOLD signals a 20-min session per subject. Furthermore, we estimated the time-dependent FC matrices. Each full-length BOLD signal of 20 min is split up into 570 segments of 60 seconds, overlapping by 58 seconds. For each segment, centered at time t, we calculated a separate FC matrix, FC(t), thereby generating a stream of FC(t) matrices from each session. Similarities between different FC or FC(t) matrices were analyzed by plotting scatter plots of the upper triangular parts of two matrices and evaluating the Pearson correlation coefficient of these scatter plots. The static and time-dependent FC analysis was performed for the recordings of each subject as well as for each computational model based on time-series of 20 min of simulated BOLD signals (see below for details). The statistical significance of the differences between inter-FC correlation values (e.g. the correlations between empirical and simulated static FC matrices at the best-fit point of different models, defined below in the Results section) was tested using a resampling approach (1000 bootstrap replicas of each inter-matrix correlation, obtained by direct resampling with replacement of FC matrix entries).
Functional connectivity dynamics
To capture the spatiotemporal organization of functional connectivity, we derived a novel metric by representing the similarities between FC(t) matrices at different times t within a single matrix. We refer to this matrix as the FC Dynamics (FCD) matrix. The (t 1 , t 2 ) entry of the FCD matrix provided the Pearson correlation between the upper triangular parts of the two matrices FC(t 1 ) and FC(t 2 ). Blocks of elevated inter-FC(t) correlations organized around the FCD matrix diagonal denoted epochs of stable FC configurations. The boundaries between such blocks were determined by unsupervised clustering of the FC(t) (with the features for clustering provided by their upper triangular parts), using the K-means method (Hartigan and Wong, 1979) . Selecting K = 4 was sufficient for capturing all the visible blocks and thus thereby separating prominent epochs of stability. Then we operationally defined a FC state as a cluster of similar FC(t) matrices, typified by the cluster-average FC matrix.
Please note that our FCD analysis is similar to the meta-recurrence plots first described in (Manuca and Savit, 1996) , constructed by comparing different chunks of the signals themselves, rather than their correlation matrices. We also computed meta-recurrence plots of activity, based on vectors of BOLD signals averaged for the different regions over the same time-windows used for a parallel FCD analysis. Please note that we retained the BOLD baselines in the signals and computed the cross-correlation (not the cross-covariance) between spatial patterns of window-averaged activity.
Mathematical models
Here we present three computational models of resting state network dynamics: a mean field model (MFM), previously introduced in Deco et al. (2013a) ; a simple linear stochastic model (LSM), already considered in (Galan, 2008; Goñi et al., 2014; Messé et al., 2014) ; and, finally, a minimally modified variant of the MFM, in which local nonlinearities are enhanced to introduce bi-stability between a high and low firing rate states (eMFM) at the level of each single brain region.
Dynamical mean-field models (MFM and eMFM)
We used a modified version of the mean-field model designed by Wong and Wang (2006) , to describe the mean neural activity for each brain region, following the reduction performed in Deco et al. (2013a) . The resulting neural mass equations are given by:
where S i represents NMDA synaptic input currents and τ S the NMDA decay time constant; R i are collective firing rates; γ =0.641 is a kinetic parameter; a = 270(V · nC)
, b = 108 Hz, and d = 0.154 s are parameters values for the input-output function; x i are the total synaptic inputs to a region; J N = 0.2609 nA is an intensity scale for synaptic currents; w is the relative strength of recurrent connections within the region; and C ij are the entries of the SC matrix globally reweighted by a single scalar G adjusted as a control parameter; σ is the noise amplitude; and η is a stochastic Gaussian variable with a zero mean and unit variance. Finally, I 0 represents the external input and sets the level of regional excitability. Different sets of parameters yield different neural network dynamics and patterns of FC non-stationarity. In the model from Deco et al. (2013a) , denoted herein simply as the meanfield model (MFM), we used G = 2.4, σ = 0.001, w = 0.9, I 0 = 0.3 nA. Analyses of the MFM model are presented in Figs. 1D-E, 2D, 3C, S3A-B and S5A (as indicated by a corresponding graphical cartoon, with dark blue balls connected by a wireframe connectivity skeleton). We also considered a minimal variant of the MFM, denoted herein as the enhanced non-linearity mean-field model (eMFM), which shares actually the same dynamical equations with the MFM, but adopting slightly modified parameters. We used, notably, G = 1.2, σ = 0.006, w = 1.0, I 0 = 0.32 nA.
The linear stochastic model (LSM)
We also considered a third simplified model in which no neural mass dynamics were adopted. The neural activity of each brain region was provided by a linear stochastic model (Galan, 2008; Goñi et al., 2014; Messé et al., 2014) , which can be written as follows:
where r i are activities of different brain regions and, as before, G is a scalar used to rescale the weights C ij of the connectivity matrix (i.e. the (Hagmann et al., 2008) . B: Empirical static Functional Connectivity (FC) matrix, averaged over 5 human subjects and estimated from 20 min of BOLD resting state recordings per subject (Hagmann et al., 2008) . We consider three computational models of whole-brain dynamics: a mean-field model (MFM) from Deco et al. (2013a) ; a linear stochastic model, and a mean-field model with enhanced non-linearity (eMFM). Specific pointer icons designate analyses of the MFM, the LSM and the eMFM (and of empirical data Therefore, we first searched for the range of values of G for which the system is stable, denoting as Ĝ the instability point. For each different G, the noise amplitude was then set to σ = Ĝ − G.
Simulated BOLD signals
Simulated neural activity (i.e. the NMDA synaptic activations for the MFM and the eMFM; and the activations for the LSM) was converted into simulated BOLD signals, using a Balloon-Windkessel model (Friston et al., 2003) . The resulting time-series were then downsampled at 2 s, as for empirical BOLD signals.
Computer simulations and fixed-point analysis
To systematically sample the repertoire of the fixed-point attractors of the dynamical models, we performed simulations without noise (deterministic evolution). For both the MFM and the eMFM, we varied G in the range 0 b G b 3.25 with small increments of Δ = 0.05. We performed 1000 simulations for each value of G using random initial conditions drawn from a uniform distribution over the entire range 0 b S i b 1. In the range G c− b G b G c+ characterized by network-level multistability, this wide diversity of initial conditions guaranteed an exhaustive sampling of both attractors with dominantly high activations and dominantly low activations (high and low branches). Consequently, we detected a broader range of G values leading to multistability with respect to previous studies (Deco et al., 2013a) , and identified critical points with enhanced precision. Deterministic simulations were run for 15 seconds to achieve full equilibration and then the final fixed point was stored. In order to classify these fixed-point attractors, we computed correlations between their firing rate patterns and different topological features of SC, such as the in-degree or the binary membership to the s-core (choosing the largest value of s which did not lead to an empty core subgraph). The discreteness of the distributions of the correlations between attractors and topology allowed us to isolate distinct, well-defined classes of fixed points at each value of G by visual inspection.
In all stochastic simulations (for MFM, eMFM and LSM), we adopted a stochastic Euler integration method (Mannella, 2002 ) with a fixed integration step dt = 0.1 ms. We obtained similar results using dt = 0.05 ms.
Analyses: matching RSNs with simulated FC states
For six of the most common resting state networks (RSNs) reported by Mantini et al. (2007) , we identified a short list of regions typically composing them, based on reported descriptions. This simple metaanalysis defined binary masks of the memberships of each brain region to each of the different RSNs (RSN1 to RSN6). In these masks the entry corresponding to a given brain region was set to one if this region was reported as belonging to a specific RSN, otherwise to zero. We then generated long, noise-driven simulations of resting state activity, with a noise level σ =0.006, initializing the eMFM into different pre-stored attractors in the middle of the range Fig. S5B ). From each of these simulated recordings, we extracted timedependent FC(t) streams, computed the associated FCD matrices, and extracted prominent stable FC states using K-means unsupervised clustering (separately for each FC(t) stream), as previously described.
We thus compiled a library of simulated FC states α, each of which was well represented by a corresponding representative FC matrix FC(α), obtained by averaging all the FC(t) belonging to the α cluster. We ran overall a total of 60 different resting state simulations (of 20 min). Each of these simulations contributed four FC clusters, each of which provided a template matrix FC(α). Thus, our library included 240 putative FC states. Rows FC(α) i of these FC(α) matrices corresponded to typical seed correlation networks of a given region i, mapping inter-regional correlations with an area i associated to a specific FC state α. For each RSN, we then performed an exhaustive search into our library for the seed correlation network FC(α) i which was most closely correlated with the corresponding binary membership mask M RSN . We thus searched for the best matched seed correlation network among a vast number of 14,844 (66 brain regions times 240 FC templates) possible matrix rows. The retrieved best match FC(α) i are plotted in the right column of Fig. 5A (correlation values thresholded at CC N 0.3).
For comparison, we also generated an ensemble of empirical seed correlation networks. Ten different time-series of resting state BOLD recordings were obtained from five different subjects (for a total of 150 min), giving rise to 40 clusters of empirical FC(t) matrices, which were at our disposal. From their representatives FC(α), we were able to extract a second ensemble of 2,640 empirical seed correlation networks.
Finally, given the number of simulated and empirical seed correlation networks, large overlaps between FC(α) i and RSN masks could have been expected to arise just by chance. To assess the significance of the overlap achieved by the eMFM, we constructed a third ensemble of randomized seed correlation networks (null hypothesis). First, we randomly selected a FC(α) matrix within the 240 matrices available in the eMFM-derived library; then, we performed a random permutation of the columns of this matrix, maintaining the total functional outstrength but not the in-strength of each brain area. A randomly selected row of this scrambled functional connectivity template provided a seed connectivity network for the randomized ensemble. This list of steps was replicated 14,844 times to build a randomized ensemble of seed correlation networks, which was the same size as the eMFM-derived library. For each given ensemble of seed correlation networks (eMFM, empirical BOLD or randomized), we computed correlations with each RSN mask, thereby deriving three distributions of overlaps for each RSN under consideration.
Results
The results are organized as follows: Fig. 1 illustrates the ability of the three considered models to account for static (time-averaged) resting state FC. Fig. 2 displays the rich FCD typical of empirical resting state BOLD data, and the failure of the MFM and the LSM to reproduce such FCD. Fig. 3 explores the repertoire of possible dynamical attractors of the MFM and of the eMFM, and relates these deterministic fixed-point patterns of neuronal activity to the underlying topology of SC. Fig. 4 illustrates the richer FCD manifested by the eMFM in a subcritical regime far away from rate instabilities. Finally, Fig. 5 shows the nonrandom inter-relation between simulated FCD and well-known Resting State Networks (RSNs).
SC largely accounts for stationary aspects of FC
Following Deco et al. (2013a) , we used neural masses of the WongWang type (Wong and Wang, 2006) to describe the neural activity of each different local region in a reference parcellation with 66 brain regions (Desikan et al., 2006 ; cf. Table S1 ). The MFM model was endowed with a realistic inter-regional SC, derived from DSI data (Hagmann et al., 2008) and represented in Fig. 1A . In most applications reported in the literature, parameters of the MFM were optimized to maximize the similarity between a time-averaged empirical static matrix (Fig. 1B) , obtained by computing a unique inter-regional correlation matrix between resting-state BOLD time-series lasting 20 min, and a simulated static FC matrix , computed in an analogous way from synthetic BOLD signals derived from the model. Once the SC skeleton and the neural mass parameters were fixed, only the global strength of inter-areal coupling G remained adjustable as a control scale (Fig. 1C) . The noisedriven dynamics of the resulting whole-brain network were then simulated for different values of G, generating neural activity timeseries, which were further transformed into synthetic BOLD signals (see Materials and Methods Fig. 1D ), growing with G to reach a maximum at a critical rate instability point G c+ , beyond which only a globally high firing rate state maintained its stability (Deco et al., 2013a,b ; see below sections for more details).
The simulated static FC matrix FC obtained at the best-fit critical point of the MFM is shown in Fig. 1E . Here we explore its similarity with FC emp . It shows a scatter plot of individual inter-regional pairwise correlations generated by the MFM model (i.e. FC entries) against the corresponding entries. The shape of the cloud of points in this scatter plot indicates a linear correlation.
The non-random relation between empirical and simulated static FC is apparent even at visual inspection, if we compare the matrices in Figs. 1E and B. The most striking difference with FC emp is that the functional couplings between homologous brain regions in different hemispheres (i.e. entries along the anti-diagonal of the static FC matrix) are under-represented in the FC from the MFM model (and also the LSM and the eMFM, see below). In computational models, this underrepresentation is indeed known to generate artifacts in the representation of all aspects of resting state FC (Messé et al., 2014) . Although the fitting performance of the MFM was nontrivial, the correlation between the empirical static FC matrix and the SC matrix reached by itself a value of~0.32 (95% c.i. [0.28, 0.36]). By evaluating the partial correlation between FC and FC emp , which was not accountable for by their common strong correlation with the SC matrix, we found a partial correlation of only~0.21, which is still significantly above the null hypothesis expectations (p b 0.001, permutation testing), but considerably smaller. This suggests that the fitting performance achieved by the MFM could reflect more the use of a realistic structural connectivity, than an important role of MFM dynamics in shaping FC.
To gain additional insight into the relative relevance of structure and dynamics in explaining the actual performance of the MFM, we further simplified our whole-brain model. We ignored any non-linear aspects of the local dynamics within brain regions. Moreover, we assumed that the activity of a network node depends linearly on the total input from the neighboring nodes and on the incoming noise drive (see Materials and Methods). In this linear stochastic model (LSM) (Galan, 2008; Goñi et al., 2014; Messé et al., 2014) , the fluctuations of local activations and their correlations among different sites are shaped only by the SC, and remain unchanged with respect to and Deco et al. (2013a) . By increasing G, stronger inter-node correlations developed. The resulting time-averaged correlation matrix FC was compared with the empirical static BOLD FC emp . As shown in Fig. 1D , the correlation with FC emp initially increased with G up to a maximum of~0.43 at a subcritical value of G (but no longer at the critical point, as was in the case of the MFM). For G N G C the fluctuations of the system escaped any constraints imposed by the connectivity skeleton, owing to the now too shallow landscape minima (Horsthemke and Lefever, 2006) .
The best-fit matrix from the LSM is shown in Fig. 1E (middle column), together with a scatter plot of the simulated plotted against the empirical static pairwise functional couplings (Fig. 1F, middle column) . The peak correlation value achieved by the LSM was very similar to the one achieved by the MFM and, eventually, the difference between them was not statistically significant (comparison of bootstrap 95% confidence intervals). Furthermore, the static FC matrices obtained from the two models were closely correlated (∼ 0.8). The observed quality of the static FC fit was thus largely explained by the SC-induced correlations, expressed in the LSM, and regardless of the richer local dynamics adopted in the MFM.
Beyond static FC: resting state FC is switching
The assumption that FC is spatiotemporally stationary is only valid as a first approximation. This is illustrated by Fig. 2A , in which we performed a time-windowed analysis of long resting state BOLD recordings (empirical BOLD). In order to extract time-dependent FC, we computed different BOLD correlation matrices for different time-windows, centered at time t and lasting 60 s. Thus we obtained a temporal sequence of matrices FC(t), for each recording session. These FC(t) matrices can differ greatly from the empirical static FC (compare e.g. Fig. 1B with example FC(t)s in Fig. 4C) .
We represented the rich structure of FC non-stationarity by means of a Functional Connectivity Dynamics (FCD) matrix (Fig. 2B) . A richer dynamical repertoire leads to FC switching. A: when selecting G in the middle of the critical range, the eMFM model develops a structured, out-of-equilibrium dynamics associated with self-organized switching between FC states. This is revealed by the block structure of the FCD matrix, which is comparable to that of empirical data (cf. Figs. 2B and S1), indicative of switching, in the selected time-interval, between two FC states labeled "α" and "β". Epochs of stability in these two FC states are also highlighted ("α" state epochs in green, "β" state epochs in violet). Further examples of switching FCDs, with other initial conditions in the range of G c-b G b G c+ can be seen in Fig. S6A . B: representative FC(t) matrices obtained from time windows within "α" state epochs (FC α , top) or within "β" state epochs (FC β , bottom). C: FC(t) matrices extracted from empirical BOLD data and selected for their similarity to the simulated matrices FC α and FC β . Note that the FC matrices shown in panels B and C clearly deviate from the corresponding static FC, shown in Fig. 1B for empirical data and in Fig. 1E (right) for the eMFM.
matrices FC(t 1 ) and FC(t 2 ) observed at times t 1 and t 2 . FC(t)s were closely auto-correlated during epochs lasting several minutes, denoted in Fig. 2B by red, square-shaped blocks occurring along the diagonal. We used unsupervised clustering to precisely define the boundaries between these blocks, which were not always equally evident under visual inspection. , 2010) . Additional FCDs from empirical BOLD data from other subjects can be seen in Fig. S1 . Furthermore, FCDs for two other window sizes are shown for comparison in Fig. S2 . Please note that the FCD is positive defined, which is mathematically not a necessity. The FCD indicates the tendency of inter-areal couplings to change their intensity throughout the spontaneous evolution of resting state FC, but not their sign of FC. In other words, the number of correlated pairs which are transformed into anti-correlated pairs is limited.
Beyond SC: dynamics
Switching, although prominent in empirical FC, was not clearly visible in the simulated time-series of BOLD generated by computational models optimized to fit static FC, such as the MFM or the LSM. Despite the elevated correlations reached between the simulated and empirical static FCs, shown in Fig. 1E -F, major discrepancies appeared under a time-windowed analysis. The variability of simulated FC(t) displayed by the MFM -at least at a working point optimized to best fit static FC -was in fact quite unstructured, as is shown by the associated FCD matrix in Fig. 2D . Analogously, Fig. 2E shows a typical FCD matrix for the LSM, which is qualitatively similar to that of Fig. 2D . Darker colored stripes are visible in the FCD of the LSM in Fig. 2E . These stripes highlight specific events in which FC(t) is anomalously reorganized with respect to the FC(t) matrices observed at other time instants. However, in both the MFM and the LSM, FC(t) pairs separated by longer timelapses than the adopted sliding window are generally poorly correlated, and there are no long-lasting epochs in which FC(t) transiently stabilizes, in marked contrast with empirical FCD (at all the tested noise levels, cf. Fig. S3 ).
To explore the nature of the time dependency of FC in more detail, we correlated the activity profiles of the simulations with different descriptors of SC topology, including the in-strengths (Fig. 3A) and the s-core (Fig. 3B) . While the total in-strength is a descriptor of local topology and depends only on incoming connections to each given area, membership to the s-core captures the global aspects of SC (see Materials and Methods). As illustrated in Fig. 3C , the activity profiles associated with the MFM fixed points over the entire wide range of G that we explored were always closely correlated with local and global SC topology. For G b G c− or for G N G c+, only one fixed point existed. Even if the average activity level was higher for the second interval of stronger coupling, in both cases, variations of activity between different brain regions reproduced the changes in the relative in-strength (correlation values plotted as blue circles). In the intermediate range of G c− b G b G c+, the dynamic repertoire was enriched, as reported in and Deco et al. (2013a) . However, when considering the relationships to the underlying SC topology, all the sampled fixed points appeared to fall simply into two categories: one in which strong correlations with local topology continued to subsist (Fig. 3C , correlation values plotted as blue circles), and another in which strongly activated brain regions tended to be restricted to the s-core (Fig. 3C) . Thus the simulated dynamics of the MFM mirrored local and global SC topological aspects and provided little additional information.
To locally enhance the nonlinear dynamic nature of each network node, we modified the neural mass parameters adopted in the MFM, endowing each individual brain area in isolation with a bistability between a high and low level of activity (see Fig. S4 ). We thereby obtained a model that we denote as enhanced non-linearity MFM, or eMFM for short (see Materials and Methods). This local multi-stability reinforced the global emergence of the multi-stability already occurring in the MFM (Fig. 3C) , by boosting its dynamical repertoire, beyond the constraints exerted by SC. As is evident from the comparison between the MFM (Fig. 3C ) and the eMFM (Fig. 3D) , additional classes of fixed points emerged in the range of G c− b G b G c+ , with some of the associated activity profiles displaying now poor correlations with both local and global SC topology (cf. also Fig. S5 for a more detailed representation of the attractor landscape of the MFM and of the eMFM). The emergence of these classes of fixed points requires an interplay between local and collective dynamics and cannot be explained by SC alone, unlike the situation in Fig. 3C . We also note that, for the eMFM, the multi-stability range of G c− b G b G c+ is narrower and has shifted toward smaller values with respect to the MFM. This earlier stabilization of the high firing rate network states and destabilization of the low firing rate network states can be explained by the enhanced excitability of the eMFM neural mass, which is able to locally sustain a high firing rate state, without the need for steadily increasing any excitatory inputs from neighboring regions.
The sampling of the dynamical repertoire leads to FC switching
We expected more complex fluctuation patterns -and, potentially, a switching non-stationarity of FC(t)-to correspond to the richer repertoire of noiseless neural activity attractors of the eMFM (Fig. 3D ) with respect to the MFM (Fig. 3C) . We then performed noise-driven simulations of the eMFM model, adopting an increased noise level to achieve a more complete exploration of possible trajectories in phase space (see Fig. S3 for the effects of noise), and computed the associated BOLD time-series and subsequent FCD analysis. Fig. 4A illustrates a representative FCD matrix providing with an example of the FC(t) evolution resulting when the system is initialized at a subcritical value of G in the center of the range of G c− b G b G c+ (i.e. such as to maximize the number of attractors). The FCD matrix in Fig. 4A bears a qualitative resemblance to the switching FCDs in the empirical BOLD data shown in Fig. 2B and Fig. S1 . At least two FC states, denoted as "α" and "β", remain stable for epochs lasting from a few tens of seconds to several minutes. These epochs are highlighted in different colors above the FCD matrix, and form, in the selected time-interval a sequence "α" to "β" and back to "α". Representative FC(t) matrices from epochs in the "α" and "β" states are shown in Fig. 4B , together with the closest matches we could find for them among the empirical FC(t) matrices extracted from our data-set of resting state BOLD. The model also reproduced the transients of increased instability and corresponding accelerated evolution and reconfiguration of FC networks, which can be observed in the empirical FCD matrices of Figs. 2B and S1. Similar FCD matrices describing switching, waxing and waning FC patterns were obtained for other subcritical initial conditions and sufficiently high noise levels (see Fig. S6 ). Even the original MFM gave rise to structured nonstationarity patterns (although they were always less prominent than for the eMFM), when G was selected at the center of the range of G c − b G b G c+ and when noise was increased. For both models, switching was suppressed when the noise level was reduced, or when approaching the critical points G c− or G c+ , which was due in all these cases to a poor dynamical repertoire. An analysis of the role of noise in shaping FC dynamics for both the MFM and the eMFM (as well as the LSM) is shown in Fig. S3 .
Interestingly, the strong fluctuations of FC(t) revealed by the FCD analysis of eMFM simulations often occurred without a parallel remodeling of the underlying activation profile. In fact, the correlation between activation patterns at different moments in time remained very high even when the corresponding correlations between FC(t) matrices dropped to smaller values. This can be seen by comparing the recurrence plots of activation patterns shown in Fig. S7A (see Materials and Methods) with the corresponding FCDs in Fig. S6A . A similar behavior was manifested in the empirical BOLD data (cf. Fig. 2B with Fig. S7B ).
Finally, we note a greater ability of the eMFM to account for the dynamical aspects of resting-state FC with a similar ability to account for the static aspects compared to the MFM. The best-fit simulated static generated by the eMFM is shown in Fig. 1E (right) , together with a scatter plot of simulated vs. empirical pairwise functional couplings (Fig. 1F,  right) . For both the MFM and the eMFM, the best fit was achieved nearby their respective critical points. In neither of these two models, however, did this best fit regime lead to FC switching. On the contrary, FC switching was observed subcritically in the eMFM with respect to G c+ and at higher noise levels. Under these conditions, even the MFM displayed weak traces of emergent switching, although never as prominently as the eMFM (see Fig. S3B ). In this subcritical regime, correlations between the simulated and empirical static FCs never exceeded 0.3. Nevertheless, correlations rose again to higher values when we considered the time-dependent functional connectivity patterns. Individual correlations between simulated FC(t)s and their best empirical match (extracted from the BOLD data at our disposal) reached, for the eMFM, a median value as high as ∼ 0.6. Median best-match correlations were significantly higher in the eMFM than in the MFM (p b0.01, KruskalWallis). In fact, for all the tested noise values in the MFM (cf. Fig. S3 ), their median value never rose above~0.4. Comparison at the distribution level, however, could not confirm the statistical significance of this difference (p =0.07, two-way Kolmogorov-Smirnov).
The sampling of dynamical repertoire engenders RSN-like functional networks
Our model can retrieve FC states, which are reminiscent of well characterized RSNs. Fig. 5A shows the comparison between the main regions involved in the six RSNs reported by Mantini et al. (2007) (left column) and the spatial correlation maps engendered by different simulated FC states (right column). In searching for different RSNs, we extracted (through unsupervised clustering) a large library of FC states from long simulations of resting state activity. This library was generated from 60 different simulations, each lasting 20 min of real time. These simulations were initialized in the proximity of different attractors in the range G c− b G b G c+ (Figs. 3D and S5B) , and included therefore an overall total of 240 FC(t) cluster templates (i.e. representative FC matrices of putative FC states). We then searched systematically for FC states and seed regions leading to the best match between the corresponding seed correlation networks and the different RSNs (see Materials and Methods). In Fig. 5A we identified related FC states for each of the six RSNs. The main regions involved in a given RSN (Fig. 5A, left) were typically highly correlated with the selected seed region in the correlation networks instantiated by the matching FC state (Fig. 5A, right) . Our search procedure always selected seed regions distinctively associated with the matched RSN (Damoiseaux et al., 2006; Mantini et al., 2007) , e.g. the precuneus for the RSN 1 (Default mode) or the rostral middle frontal cortex, for the RSN 2 (Dorsal Attentional Network). Nevertheless, in some cases, large simulated correlations also existed with regions not usually associated with the corresponding RSNs, e.g. between the precuneus and the post-and pre-central cortices for the Default Mode Network or between the rostral middle frontal and inferior parietal cortices for the Dorsal Attentional Network. Furthermore, it was not always possible to identify a clearly corresponding RSN (or known taskactivated network) for each simulated FC state.
To verify the significance of our findings, we studied the statistical distributions of the overlaps between empirical RSNs and FC(t) networks from actual empirical resting state BOLD data and from synthetic BOLD generated by the eMFM in a subcritical high noise regime (as in Figs. 4A and 5A ). Fig. 5B shows the cumulative distribution functions (CDFs) of the distribution of overlaps with each of the six RSNs under consideration with seed correlation networks retrieved in empirical data (blue), eMFM simulations (green) and streams of randomized FC(t) matrices (grey). Circles filled with corresponding colors indicate the largest RSN overlap values registered for each of the three distributions under consideration. For all the three ensembles and for all the RSNs, we found a broad range of possible overlaps. It was always possible to find overlaps between RSNs and randomized FC(t)s as high as those of the FC states from eMFM simulations. These chance-level overlaps were also commensurate with the overlaps found within the actual empirical FC(t) matrices. These maximum overlaps with empirical data rose above chance expectation only in the case of the Default Mode Network (RSN1) and of the Somatomotor Network (RSN5). This negative result concerns only the best-match cases, and means that it is finally not surprising to find matches as good as those in Fig. 5A between the RSNs and some isolated instance of FC(t) pinpointed in an extensive ensemble. However, the situation was completely different when we considered the entire distributions of observed overlaps. In this case, the CDFs of the RSN overlap distributions for the three considered ensembles were obviously different. In particular, RSN overlaps with randomized seed correlation networks were generally smaller than with the seed correlation networks observed in the eMFM simulations and in the empirical data (p b 0.001, Kolmogorov-Smirnov). Thus the sampling of FC states performed by the eMFM regularly gave rise to non trivial correspondences with known RSNs (and not just accidentally, as for randomized FC(t) streams). Nevertheless, these eMFM overlaps were significantly weaker than those for actual empirical data (p b0.001, Kolmogorov-Smirnov).
Finally, the regional activation patterns corresponding to the seed correlation networks in Fig. 5A were less reminiscent of the matched RSNs and displayed a poorer variability (Fig. S8) . This is in agreement with the previous observation that FC patterns can vary strongly in the virtual absence of variations of the spatial map of average activation (cf. Figs. S7 and Discussion).
Discussion
The non-stationarity of resting state connectivity imposes a paradigmatic shift in the way in which resting state functional interactions are analyzed (Hutchison et al., 2013) and simulated. Previous whole brain models, such as the MFM Deco et al., 2013a) , do not qualitatively reproduce the switching between FC states observed in empirical BOLD data (Fig. 2D) . However, this failure is not due to the nature of the models themselves, but rather to the fact that, until now, the dynamic nature of these models had not been fully explored when considering regimes optimized to fit static FC best. Indeed, enabling a repertoire of possible dynamical modes richer than in the MFM was enough to instantiate FC state switching (Fig. 4) . This finding legitimates our attempt to interpret resting state FC non-stationarity as an emergent hallmark of self-organized cortical dynamics.
By introducing multi-stability between high and low activity regimes at the level of single brain regions -a feature which is not unrealistic, but which could admit cognitively relevant interpretations, reflecting the possibility of sustained local activity such as in working memory (Miller et al., 2003) or decision making (Wong and Wang, 2006 )-we emphasized non-linearity through a small parameter change and created dynamical attractors without any trivial relationship to local or global topology (Fig. 3D) . In this way we reduced the strong constraints, which SC exerts on FC (Honey et al., 2007) , and allowed mean-field dynamic simulations to behave in a qualitatively different way than that of purely structure-based models such as the LSM. It is important to stress, however, that the number of retrieved attracting firing rate patterns (six, in Figs. 3D and S5B) continued to be very small with respect to the exponentially large number of patterns of high and low firing rates (2 N ) made possible, in principle, by local bistability at the level of each individual brain region. This means that SC continued to play a very important role in shaping the neural dynamics of the eMFM, but that its role was no longer bound to induce a mirroring of SC strengths and cores. The network system, in attempting to converge toward one of its fixed points, was maintained out-of-equilibrium by noise levels which were always higher than those adopted for the MFM in and Deco et al. (2013a) . Different subspaces were thus efficiently sampled along trajectories. These trajectories either converged back towards the fixed point from which they originated or escaped towards different attractors, thereby giving rise potentially to structured dynamic itinerancy (Bressler and Kelso, 2001; Rabinovich et al., 2008) . Such out-of-equilibrium behaviors enlarge the already abundant repertoire of available fixed points in Fig. 3D . And this same dynamical repertoire -which was rich, yet, sufficiently stereotypedenabled our model to generate metastable, reliably reproducible correlation patterns encompassing all the six RSNs reported by Mantini et al. (2007) .
Our framework suggests that common RSNs are characteristic, highdimensional fluctuation modes (or characteristic deviations from equilibrium trajectories) that are only indirectly related to fixed points of the deterministic network dynamics. As is evident in Fig. S8 , in our simulations spatial maps of highly active regions did not necessarily correspond to the topography of the matching RSNs. As can be seen from the comparison between Figs. S6A and S7A, very different FC states could occur in our model in association with only slightly altered spatial patterns of activation. While activation patterns were dominated by static heterogeneities of baseline activity, the patterns of fluctuation around them were always highly dynamic and "liquid". In other words, FC states were not bound to mirror activation states. The fact that even empirical BOLD signals display a stronger variability of FC states than of activity patterns (compare Fig. 2B with Fig. S7B ) constitutes an intriguing confirmation of a finding first initially predicted by our simulations.
We did not attempt a systematic mapping between RSNs and every possible subspace spanned by the dynamics of our enriched mean-field model (eMFM). We expect the same RSN to span multiple FC states. Analogously, a given FC state can generate fluctuation patterns related to multiple RSNs. We found that all the reference RSNs could be retrieved by initializing the system in the proximity of attractors arising in the entire range G c− b G b G c+ , i.e. for working points which are subcritical with respect to the critical point G = G c+ . We were, however, unable to identify a single critical value of G for which multi-stability between all the RSNs occurred simultaneously. This contrasts with previous studies, such as Deco et al. (2013a,b) , which insisted on the importance of tuning the system precisely near the global rate instability occurring at G = G c+ , in analogy with critical neural avalanches (Beggs and Plenz, 2003) . Still, inviting comparison with a Griffiths phase (Moretti and Muñoz, 2013) , we can speak of a relatively narrow "critical range" of parameters, in which many bifurcations in cascade lead to the birth and death of a multitude of attractor branches, and result in the most entropic dynamical repertoire. Thus, in a sense, moving away from this rate instability makes the system even more critical. Similar conclusions were reached from different perspectives in and . Moreover, we observe that the phenomenon of FC switching was robustly manifested within the entire critical range, as indicated by Fig. S6A , reducing the necessity for a careful tuning of parameters or for mechanisms leading to selforganized criticality.
With the selected model parameters and without introducing delays in long-range connectivity, the deterministic behavior of both the MFM and the eMFM led only to fixed-point attractors (Figs. 3C-D) . However, more elaborated models could also generate as well other types of behaviors, including the ultra-slow oscillations, known to characterize resting state dynamics (Deco et al., 2009; Ghosh et al., 2008) or chaotic behaviors (Honey et al., 2007) . Here we chose to ignore oscillatory aspects as a first simplification step, limiting ourselves to verify that MFM and eMFM BOLD signals were spectrally similar (with most of the power concentrated over a broad band between 0 and 5 Hz, without no clear peaks) without attempting to fit of empirical BOLD spectra. Nevertheless, we expect that accounting for oscillatory states and outof-equilibrium transients would further enrich the dynamical repertoire of our models, thereby reinforcing therefore the phenomenon of switching by further multiplying the classes of possible fluctuation patterns and FC states.
The general similarity between simulated FC(t)s and empirical RSNs is made apparent by the bulk distribution-level analysis in Fig. 5B , and even more than by the best-match cases represented in Fig. 5A . This phenomenon could have not been anticipated a priori, since our model was not intentionally designed to reproduce known RSNs and did not contain any ad hoc parameter tweak introduced for their retrieval. Our model was indeed only "un-fine-tuned" with respect to the quantitative fitting of static FC and modified to generate some unspecific kind of switching FC non-stationarity, which was qualitatively reminiscent of empirical observations. For this reason, our model is unfit to provide estimates of the actual number of FC states. In our study, clusters of related FC(t) matrices were extracted via a rough unsupervised clustering procedure. However, the parameters of the clustering algorithm were not finely optimized, but only selected to allow a proper segmentation of the visually prominent 'blocks' of metastable FC patterns in the empirical and simulated FCD matrices.
For this same reason, our model is currently under-constrained so that extrapolations based on it could be quantitatively unreliable. As discussed earlier in the present study, fitting a unique static FC matrix appears to be a misleading direction, since the parameters with the closest correspondence to static empirical FC lead to trivial FCD matrices. Neglecting FC dynamics might also account for a large fraction of the unexplained variability of static FC and the poor predictability as observed in experimental studies (Müller et al., 2013) . In order to be genuinely predictive, future whole brain dynamical models should be fine tuned to best fit an entire target set of typical FC states, as well as the associated state-to-state transition probabilities (Allen et al., 2012) , reflected in characteristic ensembles of FCD matrices, which could be sampled over empirical BOLD recordings. A larger analysis effort will be required to gather the necessary information about FC states features and statistics in actual resting state data, in control as well as pathological conditions. The available information is indeed currently still very limited and is potentially flawed by the widespread application of pre-processing steps, such as global regression, which could interact in an uncontrolled manner (Saad et al., 2012) with non-stationary changes of FC related to global brain state switching. Nonetheless, at the qualitative level, our model provides an insight into the nature of FC states. Naturally free from physiological artifacts -such as e.g. respiratory variation (Birn et al., 2006) -, mean field simulations may become a fundamental tool for linking observed patterns of non-stationary switching between FC states with aspects of the underlying neural dynamics, constrained by an imposed SC. We expect that whole brain simulations will simultaneously be able to emulate different imaging modalities (as in the case of "The Virtual Brain" simulator (Sanz Leon et al., 2013) , casting light on the links existing between BOLD FC states and the faster dynamics of EEG/MEG microstates (Mantini et al., 2007; Van De Ville et al., 2010) across different temporal and spatial scales.
Retrieving a mapping from imaged FC states to actual (hidden) states of brain activity and their evolution will facilitate the formulation of hypotheses about the role played in cognition by the switching between different FC states, by assessing modulations linked to state switching of the way, in which brain regions share information (Battaglia et al., 2012) .
Finally, model-driven explorations could be used to investigate how modifications of SC or the working point of brain dynamics (Deco et al., 2013b) translate into aberrant FC non-stationarity patterns as in Schizophrenia (Sakoglu et al., 2010 ) and Alzheimer's disease (Jones et al., 2012) . These disorders -together with ageing (Ferreira and Busatto, 2013)-may not necessarily be characterized by alterations in individual FC states (captured by FC(t) matrices) but rather by the statistics of visiting times and inter-state transitions (captured by FCD matrices). We thus foresee that dynamical, beyond static (Menon, 2011) , FC studies will be able to inspire novel disease biomarkers for the diagnosis, prognosis and personalization of treatment.
Supplementary data to this article can be found online at http://dx. doi.org/10.1016/j.neuroimage.2014.11.001.
