Abstract. Over the last decade, first-order constraints have been efficiently used in the artificial intelligence world to model many kinds of complex problems such as: scheduling, resource allocation, computer graphics and bio-informatics. Recently, a new property called decomposability has been introduced and many first-order theories have been proved to be decomposable: finite or infinite trees, rational and real numbers, linear dense order,...etc. A decision procedure in the form of 5 rewriting rules has also been developed. It decides if a first-order formula without free variables (proposition) is true or not in any decomposable theory. Unfortunately, this later needs to normalize the initial proposition before starting the solving process. This transformation generates many nested negations and quantifications which greatly slow the performances of this decision procedure. We present in this paper an efficient decision procedure for functional decomposable theories, i.e. theories whose set of relation is reduced to {=, =}. This new decision procedure does not need to normalize the formulas and transforms any first order proposition with any logical symbols into a boolean combination of basic formulas which are either equivalent to true or to false. We also show the efficiency of our algorithm and compare its performances with those of the classical decision procedure for decomposable theories. Our algorithm is able to solve first order propositions involving more than 32 nested alternated quantifiers of the form ∃x∀ȳ.
Introduction
First-order constraints are first-order formulas built on a set of function and relation symbols using the following logical symbols: =, =, true, false, ¬, ∧, ∨, → , ↔, ∀, ∃, (, ). Over the last decade, first-order constraints have been efficiently used in the the artificial intelligence world to model many kinds of complex problems such as: scheduling, resource allocation, configuration, temporal and spatial reasoning, computer graphics, bio-informatics [1, 8] . However, in most of the cases, the quantifiers are not used due to the inherent huge complexity in time and space when solving first-order constraints with imbricated quantifiers, such as: ∃x∀y x = f (y, x) ∧ f (x, f (w, y)) = f (f (y, x), w)∧ ¬(∀v∃z (x = f (v, x) → w = f (z, w))) , and if we use Maher's theory of finite or infinite trees [9, 4] then solving such a constraint cannot be done with an algorithm of better complexity in time and space than a huge tower of powers of two, i.e. 2 2 2 ...
whose depth is proportional to the number of imbricated quantifiers [3, 12] . Due to this high complexity, only few general first-order constraint solvers have been developed in the past and no one of them could solve complex first-order constraints with many imbricated quantifiers.
Recently, we showed that a lot of first-order theories such as: finite or infinite trees, real numbers, rational numbers, linear dense order without endpoints,...etc share a new property that we call decomposability [5] . We have then presented a decision procedure in the form of five rewriting rules which for any decomposable theory T can decide the satisfiability or unsatisfiability of any first-order proposition, i.e. any first-order constraint whose all variables are quantified, such as:
In order to decide the truth value of any proposition ϕ, our decision procedure uses a pre-processing step which transforms ϕ into a particular form of formulas called normalized formulas, i.e. formulas of the form
with α a conjunction of atomic formulas and the ϕ i s sub-normalized formulas of the same form than (1) . Let us chose for instance the theory T r of finite or infinite trees [9, 5] . Let f and g be two function symbols. The following formula is normalized:
Once the normalized formula obtained, our decision procedure can be used. It transforms any normalized proposition into true or false. The problem is that, in most of the cases, the normalized formula φ obtained from the initial proposition ϕ is greatly bigger (more nested quantifiers and negations) than ϕ. In fact, if for example we use the theory Q of rational numbers and if ϕ is the formula
then φ is the following normalized formula
In this example, we move from a very simple formula into a complex one with three nested imbricated quantifiers and negations. By using our decision procedure on φ we get an execution time which is much more bigger than the one obtained using a direct simplification of ϕ into true since for all variable x we can find a variable y which is different from x in Q. This big difference between the two execution times is due to the fact that each time we have two imbricated negations of quantifiers, the decision procedure of [5] uses a very costly distribution rule which eliminates one level of nested negations and quantifications but exponentially increases the size of the formula and so on until reaching the formula true or the formula false. In other words, the more nested quantifiers and negations we have in the normalized formula φ, the higher its execution time will be. It is then much more interesting for us if we can compute the truth value directly from the initial constraint ϕ without transforming it into a normalized formula φ since normalizing a formula implies the generation of many nested negations and quantifiers. Unfortunately, there exists so far no algorithm for decomposable theories which does not use the normalized formulas.
Contributions :
In this paper, we build a new efficient decision procedure for functional decomposable theories, i.e. decomposable theories whose signature does not contain other relations than = and = 1 . Our new algorithm does not use any particular form of formulas and can be applied on any first-order formula ϕ with any logical and functional symbols. It does not need to transform the initial constraint ϕ into a normalized formula and uses a new approach which is completely different from the one used by our old decision procedure for decomposable theories [5] .
The main idea behind our new algorithm consists in using new properties of functional decomposable theories which enables us to do not transform the initial formula ϕ into a normalized one and to build directly from ϕ a boolean combination of particular formulas which can be immediately reduced to true or to false. To this end, we present the so called dual and basic formulas and build a set of rewriting rules which transform any proposition ϕ into a boolean combination of dual and basic formulas which can be immediately reduced to true or to false. This paper is organized in four sections followed by a conclusion. This introduction is the first section. Section 2 is dedicated to a brief recall on first-order logic and decomposable theories. We present in section 3 our new decision procedure. This later is given in the form of 18 rewriting rules. We end this paper by a series of benchmarks realized by a C++ implementation of our algorithm. We show that our new decision procedure can solve propositions involving more than 32 nested alternated quantifiers while the classical decision procedure for decomposable theories [5] overflows the memory starting from 20 nested alternated quantifiers. The dual formulas, the working formulas, the algorithm and the benchmarks are our new contributions in this paper.
Preliminaries

First-order formulas
Let V be an infinite set of variables. Let S be a set of symbols, called a signature and partitioned into two disjoint sub-sets: the set F of function symbols and the set R of relation symbols. To each function symbol and relation is linked a non-negative integer n called its arity. An n-ary symbol is a symbol of arity n. A first-order constraint or a first-order formula is an expression of the one of the eleven following forms:
with x ∈ V , r an n-ary relation symbol taken from F, ϕ and ψ shorter formulas, s, t and the t i s terms, that are expressions of the one of the two following forms
with x taken from V , f an n-ary function symbol taken from F and the t i 's shorter terms. The formulas of the first line of (2) are known as atomic, and flat if they are of one of the following forms:
with the x i 's (possibly non-distinct) variables taken from V , f ∈ F and r ∈ R. We denote by AT the set of the conjunctions of flat atomic formulas. The set of the expressions forms a first-order language with equality and disequality . An occurrence of a variable x in a formula is bound if it occurs in a subformula of the form (∀x ϕ) or (∃x ϕ). It is free in the contrary case. The free variables of a formula are those which have at least one free occurrence in this formula. A proposition is a formula without free variables.
A model is a couple M = (D, F ), where D is a non-empty set of individuals of M and F a set of functions and relations in D. We call instantiation of a formula ϕ by individuals of M , the formula obtained from ϕ by replacing each free occurrence of a free variable x in ϕ by the same individual i of D and by considering each element of D as 0-ary function symbol.
A theory T is a (possibly infinite) set of propositions. We say that the model M is a model of T , if for each element ϕ of T , M |= ϕ. If ϕ is a formula, we write T |= ϕ if for each model M of T , M |= ϕ. A theory T is complete if for every proposition ϕ, one and only one of the following properties holds: T |= ϕ, T |= ¬ϕ.
Let M be a model and T a theory. Letx = x 1 . . . x n andȳ = y 1 . . . y n be two words on V of the same length. Let ϕ, and ϕ(x) be formulas. We write
The wordx, which can be the empty word ε, is called vector of variables. Note that semantically the new quantifiers ∃? and ∃! simply means "at most one" and "one and only one". We will also use the infinite quantifier denoted by ∃
which we have introduced in detail in [5] :
Definition 2.1.1 [5] Let M be a model, ϕ(x) a formula and Ψ (u) a set of formulas having at most u as free variable. We write M |= ∃
by individuals of M and for every finite subset {ψ 1 (u), .., ψ n (u)} of elements of Ψ (u), the set of the individuals i of M such that
Let us end this sub-section by a convenient notation concerning the priority of the quantifiers: ∃, ∃!, ∃? and ∀. Notation 2.1.2 Let Q be a quantifier taken from {∀, ∃, ∃!, ∃?}. Letx be vector of variables taken from V . We write:
Example 1. Let I = {1, ..., n} be a finite set. Let ϕ and φ i with i ∈ I be formulas. Letx andȳ i with i ∈ I be vectors of variables. We write:
Decomposable theories
We now recall the definition of decomposable theories [5] . Informally, this definition simply states that in every decomposable theory T each formula of the form ∃x α, with α ∈ AT , is equivalent in T to a decomposed formula of the form ∃x α ∧ (∃x α ∧ (∃x α )) where the formulas ∃x α , ∃x α , and ∃x α have elegant properties which can be expressed using the following quantifiers:
In all what follows, we will use the abbreviation wnfv for "without new free variables ". A formula ϕ is equivalent to a wnfv formula ψ in T means that T |= ϕ ↔ ψ and ψ does not contain other free variables than those of ϕ. Definition 2.2.1 A theory T is called decomposable if there exists a set Ψ (u) of formulas having at most u as free variable and three sets A , A and A of formulas of the form ∃x α with α ∈ AT such that:
1. Every formula of the form ∃x α ∧ ψ, with α ∈ AT and ψ any formula, is equivalent in T to a wnfv decomposed formula of the form
with ∃x α ∈ A , ∃x α ∈ A and ∃x α ∈ A . 2. If ∃x α ∈ A then T |= ∃?x α and for each free variable y in ∃x α , at least one of the following properties holds:
If the formula ∃x α belongs to A and has no free variables then this formula is either the formula ∃εtrue or ∃εfalse.
In [5] many first-order theories have been proved to be decomposable such as: theory of finite or infinite trees [9, 4] , Clark equational theories [2] , rational and real numbers with addition and substraction [7] and many combinations based on these theories [6] . From the proof of the decomposability of these theories we can deduce their completeness using a decision procedure which for every proposition produces either true or false [5] . This later uses a pre-processing step which transforms the initial proposition ϕ into a particular form called normalized formula. We will see in the next subsection the inconvenience of such a transformation.
Normalized formulas
Definition 2.3.1 A normalized formula ϕ of depth d ≥ 1 is a formula of the form ¬(∃x α ∧ i∈I ϕ i ), with I a finite (possibly empty) set, α ∈ AT and the ϕ i s normalized formulas of depth
Example 2.3.2 Let ϕ be the following formula
where f is a 1-ary function symbol. The preceding formula is equivalent in any decomposable theory T to the following normalized formula φ of depth 3:
In order to solve φ, the decision procedure of [5] uses among other thing a rule of the form
this later transforms a normalized formula of depth 3 into a conjunction of normalized formulas of depth 2. However, each time this rule decreases one depth of the normalized formula, it builds a huge conjunction of new normalized formulas.
In fact, we showed in [5] that this rule is the only responsible of the exponential complexity in time and space of our decision procedure. On the other hand, the transformation of the formula ϕ (the formula (3)) into the normalized formula φ (the formula (4)) implies the creation of three nested negations and thus we must apply two times our costly rule in order to decrease the depth of the formula φ and transform it to true or to false. All these steps can be avoided by directly simplifying the initial constraint ϕ into true or false using new properties of decomposable theories. This will be the scope of the next section of this paper.
A decision procedure for functional decomposable theories based on dual formulas
We will see in this section how to build a new decision procedure which does not need to transform the initial formula into a normalized formula. This algorithm can be used for any functional decomposable theory, i.e. decomposable theory whose set of relation is reduced to {=, =}.
Dual formulas
Let T be a functional decomposable theory together with the following signature F ∪{=, =} where F is a (possibly infinite) set of function symbols. The sets Ψ (u), A, A , A and A are now known and fixed for all the following sections of this paper.
Definition 3.1.1 An NN-formula (NN stands for non negated) is a first order formula which does not contain any occurrence of the logical symbol ¬.
It is clear that for any functional decomposable theory T we can transform any first-order formula ϕ into an NN-formula. For that it is enough to distribute the negation into the sub-formulas according to the classical rules of first order logic.
Example 3.1.2 Let ϕ be the following first order formula
The preceding formula is equivalent to the following NN-formula
Definition 3.1.3 The dual ϕ of an NN-formula ϕ, is the formula obtained by replacing each occurrence of =, =, ∧, ∨, ∃, ∀ by =, =, ∨, ∧, ∀, ∃.
Example 3.1.4 The dual of the NN-formula (6) is the following formula
Property 3.1.5 We show that T |= ϕ ↔ ϕ and T |= ϕ ↔ ¬ϕ.
Working formulas
Definition 3.2.1 A basic formula is a formula of the one of the two following forms (∃x α), (∀x α), with α ∈ AT andx a (possibly empty) vector of variables.
Using Definition 2.2.1, we show the following property:
Property 3.2.2 If ϕ is a basic formula without free variables then it is of one of the following forms (∃ε true), (∃ε false), (∀ε true), (∀ε false).
Proof Let ∃x α be a basic formula with α ∈ AT . According to Definition 2.2.1 this formula is equivalent in T to a wnfv formula of the form
with ∃x α ∈ A , ∃x α ∈ A and ∃x α ∈ A . Since ∃x α ∈ A then according to Definition 2.2.1 we have T |= ∃!x α and thus using Property 2.1.3 (with φ = false) the preceding formula is equivalent in T to
which is equivalent in T to ∃x α ∧ (∃x 1 ...x n−1 (∃x n α )).
Since ∃x α ∈ A then according to Definition 2.2.1 we have T |= ∃ Ψ (u) ∞ x n α and thus T |= ∃ x n α . The preceding formula is equivalent in T to ∃x α ∧ (∃x 1 ...x n−1 true), which is finally equivalent in T to ∃x α .
According to the fifth point of Definition 2.2.1 the preceding formula is either the formula ∃εtrue or ∃εfalse. By following the same steps we show the same property for the basic formulas of the form ∀x α.
Definition 3.2.3
The set of the working formulas is the smallest set W of formulas whose elements are of the form
with α ∈ AT , ϕ 1 ∈ W and ϕ 2 ∈ W . In a working formula ϕ, the occurrences of the quantifications which are over basic formulas are called major quantifications.
Example 3.2.4
The following formula is a working formula
The quantifications ∃v 1 , ∀w 1 , ∀w 2 are major.
The decision procedure
let ϕ be a proposition. Computing the truth value of ϕ in T proceeds as follow:
(1) Transform ϕ into an NN-formula φ.
(2) Apply the rewriting rules bellow on a sub-working formula of φ by considering that the connectors ∧ and ∨ are associative and commutative.
(3) Repeat the second step until no rule can be applied. We get at the end either the formula true or the formula false.
Bottom-up propagation of quantifiers
Propagation of basic formulas of A
Propagation of false and true
In all these rules the ϕ i 's and the ϕ i 's are working formulas and α ∈ AT . In the rules (5) and (6), the formula ∃x ϕ 1 is the formula ∃x ϕ 1 in which we have renamed the variables ofx which have free occurrences in ϕ 2 . In the rules (7) and (8), the basic formula ∃x α is equivalent to a decomposed formula of the form (∃x false ∧(∃x α ∧(∃x α ))). In the rules (9) and (10), the basic formula ∃x α is equivalent to a decomposed formula of the form (∃x α ∧(∃x α ∧(∃x α ))), with α = false. Moreover, for all i ∈ I, ϕ i ∈ AT . In the rules (11) and (12):
In the rules (13) and (14):
-For all i ∈ I, we have β i ∈ A .
-I is the set of the i ∈ I such that β i does not have free occurrences of any variable ofx .
How does it work ? our algorithm follows a clear strategy which decreases the numbers of the major quantifications until reaching a boolean combination of basic formulas. More precisely, starting from any NN-formula ϕ without free variables, the rules (1),...(6) transform ϕ into a formulas having major quantifications. The rules (7) and (8) check that the first level of the major quantification is not equivalent to false or true. The rules (9) and (10) decompose then the first level of the major quantification and propagate the third part of the decomposition (i.e. formulas which belong to A ). These steps are repeated until reaching a sub-formula with two nested major quantifications. In this case, the rules (11) and (12) followed by the rules (13) and (14) eliminate the formulas which belong first to A and then to A . By repeating these steps we get a boolean combination of formulas which belong to A . These later are basic formulas which do not contain free variables. According to Property 3.2.2 each of these basic formulas is either the formula true or false. By finite application of the rules (15),...,(18) we get a either true or false.
Note 3.3.1 (1) Note that we must decide whether we distribute the ∧ on the ∨ or the ∨ on the ∧ in order to warrant that any repeated application of our rules terminates specially for the rules (1) and (2). (2) We also use the following trivial equivalences during the application of our rules:
where λ i and µ i are working formulas. 
According to the rule (3) the preceding formula is equivalent to
By applying the rule (9) with I = ∅ on (∃z z = f (y) ∧ x = f (x)) and also on (x = f (y) ∧ z = f (z)), we get the following equivalent formula
In fact:
). -We also recall that if I = ∅ then i∈I ϕ i is the formula true and i∈I ϕ i is the formula false.
According to Note 3.3.1 the preceding formula is simplified into
since ∃x true ∈ A then rule (13) can be applied. The preceding formula is equivalent to the empty conjunction, i.e. the formula true. Note that we reach the final formula true by applying three rules. Let us now use the decision procedure of [5] and let us compare the performances with our new algorithm. For that let us first transform the initial formula into a normalized formula. We get a normalized formula of depth 4 of the form
In order to simplify this normalized formula we should apply, among other things, 3 times a very costly rule which decreases the depth of the formula but exponentially increases the size of the formula. At the end we need more than 20 applications of rewriting rules to obtain the final formula true. During this application the size of the formula exponentially grows as well as the time execution to obtain the final answer true. Our new algorithm reaches the same result using only 3 applications of simple rewriting rules.
Randomly generated formulas
We have also tested our rules on randomly generated formulas of the form
such that in each sub-formula of the form ∃x i α i ∧ ∀ȳ i β i we have:
-x i is a vector of variables whose cardinality is randomly chosen between 0 and 2. -The formulas ∃x i α i and ∀ȳ i β i are basic formulas.
-The number of the formulas in the α i and β i is randomly chosen between 1 and 5. Moreover, the formulas true or false occur at most once. -The formulas are randomly generated starting from a set containing 4 function symbols: f 1 , f 2 , g 1 , g 2 . Each function symbol f j or g j is of arity j with 1 ≥ j ≥ 2. -The theory on which the benchmarks are used is the theory of finite or infinite trees [9, 4] .
The benchmarks were realized on a 2.5Ghz Pentium IV processor with 1024Mb of RAM as follows: For each integer 1 ≥ AQ ≥ 16 (AQ stands for alternated quantifications ∃∀) we randomly generated formulas with AQ nested alternated quantifications of the form ∃x i α i ∧ ∀ȳ i β i , we solved them and computed the average execution time (CPU time in milliseconds). If for example AQ = 2 then we should solve formulas of the form ∃x 1 α 1 ∧∀ȳ 1 β 1 ∧∃x 2 α 2 ∧∀ȳ 2 β 2 . The symbol "-" bellow means exhausting memory. AQ 2 4 6 10 15 16 C++ [5] (5 rules) 132 490 1592 19234 − − C++ (our alg) 92 231 704 9252 25662 − The decision procedure takes more time (until 50%), comparing with our rules to compute the truth value of our formulas. It overflows the memory for AQ > 10. i.e. 20 nested alternated quantifiers while our algorithm can solve formulas having more than 32 nested alternated quantifiers. This huge differences is due to the fact that the decision procedure of [5] needs to transform the initial constraint into a normalized formula before starting solving it. This transformation creates many imbricated alternated quantifiers which will be removed by a very costly rule (rule (5) in [5] ) which decreases the depth of the normalized formulas but increases exponentially the number of conjunctions of the normalized formulas until overflowing the memory. Our algorithm does not need to normalize the initial constraint and creates instead boolean combinations of basic formulas directly from the initial constraint until reaching the solved constraint true or false.
Conclusion
We have presented in this paper an efficient decision procedure for functional decomposable theories, i.e. theories whose set of relation is reduced to {=, =}. To this end, we present the notion of dual and working formulas and use them to show how to transform any first order proposition into a boolean combination of formulas which are either equivalent to true or to false.
The classical decision procedure for decomposable theories defined in [5] needs to normalize the initial proposition before starting the solving process. This transformation generates many nested negations and quantifications which greatly slow the performances of the solver. Our new algorithm does not need such a transformation and computes directly the truth value of any proposition using new properties of functional decomposable theories.
We have shown the efficiency of our algorithm by comparing its performances with those of the classical decision procedure for decomposable theories [5] . Among other things, our algorithm can solve propositions involving more than 32 nested alternated quantifiers (∃∀) while the decision procedure overflows the memory starting from 20 nested alternated quantifiers.
Currently, we are trying to find a more abstract characterization and/or a model theoretical characterization of the decomposable theories. The current definition gives only an algorithmic insight into what it means for a theory to be complete. We are also trying to test the performances of our solver on other kind of problems which can be modeled using other first-order theories such as: theory of lists [11] , theory of queues [10] and the combination of real numbers with addition, substraction, multiplication and a linear dense order relation without endpoints.
