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CRITICAL VALUES OF RANDOM ANALYTIC FUNCTIONS ON
COMPLEX MANIFOLDS
RENJIE FENG AND STEVE ZELDITCH
Abstract. We study the asymptotic distribution of critical values of random
holomorphic sections sn ∈ H0(Mm, Ln) of powers of a positive line bundle
(L, h) → (M,ω) on a general Ka¨hler manifold of dimension m. By critical
value is meant the value of |s(z)|hn at a critical point where ∇hsn(z) = 0,
where ∇h is the Chern connection. The distribution of critical values of sn is
its empirical measure. Two main ensembles are considered: (i) the normalized
Gaussian ensembles so that E ||sn||2L2 = 1 and (ii) the spherical ensemble
defined by Haar measure on the unit sphere SH0(M,Ln) ⊂ H0(M,Ln) with
||sn||2L2 = 1. The main result is that the expected distributions of critical
values in both the normalized Gaussian ensemble and the spherical ensemble
tend to the same universal limit as n→∞, given explicitly as an integral over
m×m symmetric matrices.
1. Introduction
The purpose of this article is to determine the asymptotic distribution of critical
values of random holomorphic polynomials of large degree, and their generalizations
(‘holomorphic sections’) to all compact Ka¨hler manifolds (M,ω) of any dimension
m. We work in the same general setting as the articles [DSZ1, DSZ2, DSZ3] on the
distribution of critical points on Ka¨hler manifolds and recall the definitions in §2.
We first consider the critical value distribution of Gaussian random ‘polynomials’ sn
as the degree n→∞ and then consider the more difficult and interesting problem
of critical values of L2 normalized random polynomials with ||sn||L2 = 1. We refer
to the latter as the spherical critical value distribution since the ‘polynomials’ are
drawn at random from the unit sphere in Hilbert space. We regard the spherical
distribution as primary for the critical value distribution since a critical value is
only counted once in a line {csn, c ∈ C} of sections and one can relate the heights
of the critical values to the other threshold heights of L2 normalized ‘polynomials’.
Theorem 1 shows that a special normalized Gaussian critical value distribution has
a universal limit independent of the manifold and Ka¨hler metric. The main result
of this article, Theorem 2, shows that the spherical critical value distribution has
the same universal limit. We also give a limit formula for the simpler spherical
value distribution in Theorem 3. The spherical limit results may be viewed as a
Poincare´-Borel theorems for critical values.
The spherical distribution of critical values is potentially useful in analyzing
the Morse theory of the modulus |sn(z)|2hn of random sections, since it is at critical
values that the level sets change topology. They are also important in understanding
the topography of random surfaces, i.e. the graphs of the modulus y = |sn(z)|2hn
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2 RENJIE FENG AND STEVE ZELDITCH
of ‘polynomials’ of degree n, which are often visualized as mountain landscapes
above some given sea level. It is known that supz∈M ||sn(z)||hn ≤ Cmn/2 when
||sn||L2 = 1 and dimCM = m and it is proved in [SZ] (after a long history of
similar results in other settings) that the expected sup norm of such normalized
sections is bounded by a universal constant times
√
log n. Thus in a measure sense,
typical ‘polynomials’ of degree n and norm one have global maxima ≤ C√log n, and
conjecturally the median should be of this form for some C 1. Deterministically,
critical values of all normalized polynomials lie in [0, Cnm/2]. It would be interesting
to know the exact height (for L2 normalized polynomials) at which the peak of
the random mountain first occurs. At a certain threshold height, the mountain
tops are sometimes conjectured to form a Poisson spatial process, and it would be
interesting to know the connectivity properties of the landscape at lower sea levels.
The calculation of the spherical density of critical points is only a calculation but
it is probably a necessary one for the more involved landacape questions. The
Ka¨hler setting is a model for other settings in which one studies normed random
waves with a notion of degree or eigenvalue, such as random spherical harmonics or
more general Riemannian waves on Riemannian manifolds, in which the principal
modification is in the asymptotics of the relevant covariance functions.
Before stating the results, we introduce some notation and background. Com-
pact complex manifolds have no non-constant holomorphic functions and the nat-
ural replacement for them are twisted holomorphic functions know as holomorphic
sections of complex line bundles pi : L → M . Here, the fiber Lz over z ∈ M is
a one-complex dimensional space and a holomorphic section is a map s : M → L
satisfying ∂¯s = 0, pi ◦ s(z) = z. Degree n sections are sections of the nth tensor
power Ln of L, and the space of holomorphic sections is denoted H0(M,Ln). Its
dimension is given asymptotically by
(1) dn = dimCH
0(M,Ln) ' Cnm.
When dimCM = 1, i.e. when M is a Riemann surface, then the natural examples
are polynomials of degree n (g = 0), theta functions of degree b (g = 1) and
holomorphic differentials of type (dz)n for g ≥ 2. The techniques and results of this
article, as in the predecessors [BSZ, DSZ1], hold in this general geometric setting.
The Ka¨hler metric ω determines a Hermitian metric h and connection ∇ on L
and on its powers. The Hermitian metric satisfies ∂∂¯ log h = ω, and the connection
∇ is known as the Chern connection and is compatible with the Hermitian metric
h on and complex structure on L. As recalled in §2, the Hermitian metric h and
Ka¨hler form ω give rise to a definition of Gaussian random holmorphic section in
H0(M,Ln).
By a critical point of a holomorphic section s ∈ H0(M,Ln) we mean a point
z ∈M so that
(2) ∇s(z) = 0.
Thus the section is ‘parallel’ at z. Equivalently, critical points are points where the
norm square is critical d|sn|2hn = 0 and so we are studying the critical points and
values of the real-valued function |s(z)|2hn . More precisely,
(3) d|sn|2hn = 0⇐⇒ ∇sn = 0 or sn = 0.
1The methods of this article give an explicit value of C, which we defer to a future article.
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We note that x = 0 is surely a critical value of |sn(z)|2hn since every section has
zeros. However we omit the zero value in the definition of the empirical measure
of critical values. When the Hermitian line bundle (L, h) is positive, as we assume,
the only local minima of |s|h are its zeros. Therefore the critical points in (13) are
either saddle points or local maxima.
To define Gaussian random holomorphic sections, introduce a family of Gaussian
measures adapted to the Hermitian metric and the associated inner product (20)
on sections. For any α > 0 we put
(4) dγnα(sn) = (
α
pi
)dne−α|a|
2
da , sn =
dn∑
j=1
anj s
n
j ,
where {sn1 , · · · , sndn} is the orthonormal basis of H0(M,Ln) with respect to the
inner product (20). Equivalently, the coefficients anj are complex Gaussian random
variables which satisfy the following normalization conditions,
(5) E αna
n
k = 0, E
α
na
n
k a¯
n
j =
1
α
δkj , E
α
na
n
ka
n
j = 0
Here, we denote the expectation with respect to γnα by E
α
n. Under this normaliza-
tion, we have the expected L2 norm of sn,
(6) E αn‖sn‖2hn =
dn
α
.
Thus the covariance kernel of γnα is
(7) E αn(s(z)s(w)) =
1
α
Πn(z, w),
where Πn is the Szego¨ projector with respect to (20).
When α = dn we call the ensemble the normalized Gaussian measure. It is given
by
(8) dµnh(sn) = (
dn
pi
)dne−dn|a|
2
da,
and from (6) it follows that
(9) E dnn ||sn||2hn = 1.
As will be seen below, the density of critical values has a limit for this sequence of
probability measures. We discuss the relations of the densities as α varies in §3.
The distribution of critical points of a section is defined by the un-normalized
empirical measure
(10) Cs =
∑
z:∇s(z)=0
δz.
The Chern connection ∇ associated with h is not holomorphic, and the number of
critical points depends on the section s. The statistics of the number of critical
points in the normalized Gaussian ensemble was determined in [DSZ1, DSZ2]. The
critical point distribution is invariant under s → cs and therefore it is equivalent
to work with Gaussian or spherical distributions. It is proved in Corollary 5 of
[DSZ2] that the expected number N critn,q,h of critical points of Morse index q for any
positively curved Hermitian metric h on a Ka¨hler manifold of dimension m satisfies
(11) N critn,q,h ∼
[
pimb0q
m!
c1(L)
m
]
nm.
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Here, b0q is a Betti number and c1(L) is the first Chern class, both of which are
topological invariants. For instance, in dimension one there are roughly 43n saddles
points and 13n local maximal for Gaussian random polynomials of degree n with
the SU(2) (or Fubini-Study) inner product.
1.1. Statement of results. In this article we study the Gaussian, resp. spherical,
distribution of critical values,
(12) CVs := {|s(z)|hn : ∇s(z) = 0, s ∈ H0(M,Ln)}
in the limit as the degree n tends to∞. Thus, the “value” of the section at a critical
point is the Hermitian norm in R of the section; since s(z) ∈ Lz it would not make
sense to study the values themselves. In view of (11), we define the (normalized)
empirical measure of nonvanishing critical values of |sn|hn by
(13) CVs =
1
nm
∑
z: ∇′sn(z)=0
δ|sn|hn .
Note that it is not necessarily a probability measure but from the results of [DSZ2]
(such as (11)) it follows that for any  > 0 there exists a constant C so that
#{z : ∇s(z) = 0} ≤ Cnm except for a set of sections of measure < .
We define the Gaussian density of critical values Dαn(x) as the expected density
of E αn CVs in the sense of distribution,
(14) E αn
(
1
nm
∑
z: ∇′sn=0
ψ(|sn|hn)
)
=
∫
R+
ψ(x)Dαn(x)dx for ψ ∈ C0(R+)
where dx is the Lebesgue measure on R. In §3 we will calculate the densities for all
α. The Kac-Rice are quite complicated for fixed n, but for the normalized Gaussian
ensemble there are simple asymptotics.
To state the result we need some notations. We denote by S(Cm) ∼= Cm
2+m
2 the
space of complex symmetric matrices. We also denote by dξ the Legesgue measure
on S(Cm). We also define the special matrix P := (δjj′δqq′ + δjq′δqj′)m2+m
2 ×m
2+m
2
.
Theorem 1. Let (M,ω) be an m-dimensional compact Ka¨hler manifold. Let
(L, h)→M be a polarized positive holomorphic line bundle. Let Ddnn be the expected
density of critical values defined in (14) with α = dn, i.e. the normalized Gaussian
density. Then we have,
(15) Ddnn (x) = D∞(x) +O
(
1
n
(x(1 + x4)e−x
2
)
)
on (0,∞),
where
D∞(x) = fm(|x|)|x|e−|x|2 , with fm(|x|) = cm
∫
S(Cm)
e−|ξ|
2
∣∣∣|√Pξ|2 − |x|2∣∣∣ dξ.
Here, cm =
2pi
pi
(m+1)(m+2)
2
V , where V is the volume of (M,ω). The asymptotics can
be differentiated any number of times (with appropriate changes in the polynomial
growth in the remainder estimate.)
Remark 1. Henceforth we generally set V = 1 for notational simplicity.
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In the case of Riemann surfaces when m = 1, we have P = 2. Assuming the
volume of M is pi, then
(16) Ddnn (x) = x
(
2x2 − 4 + 8e− x
2
2
)
e−x
2
+O(
e−x
2
(1 + x5)
n
).
Below is the computer graphic of the leading term,
Graph of D∞(x) in dimension one
The critical point densities for Dαn have the scaling relation D
α
n(x) = α
1
2D1n(α
1
2x)
(Lemma 2), and from this one can determine the asymptotics for the other Gaussian
ensembles. We also give a similar formula for the simpler expected distribution
function of random sections in §9.
The proof of Theorem 1 is is based on the Kac-Rice formula in Lemmas 3 and 4,
which give exact formulae for all of the Dαn(x). The asymptotics then follow from
the complete asymptotic expansion of the covariance kernel (7) in §7.1. In the case
of SU(m+ 1) polynomials on CPm we give an exact formula for all n in §6.
Remark 2. As in [DSZ2] Theorem 1.2 (see also [Bau]), we can give similar for-
mulae for the distribution of critical values when the critical point is constrained to
have a specified Morse index. The formula only changes in that we integrate over
the subset Sq(Cm) of matrices of index q.
1.2. Density of critical values in the spherical ensemble. As mentioned
above, the critical point distribution is homogeneous, i.e the same for s and cs.
The critical value distribution is however not homogeneous, since the critical values
are multiplied by |c|. Since the mass of the normalized Gaussian measure is asymp-
totically concentrated near the unit sphere as dn →∞, the critical values of a line
of sections {cs} are weighted most for values of |c| close to 1. This weighting is a
re-scaled version of the one in the classical Poincare´ Borel theorem, which states
that the spherical probability measure νd on the sphere S
d(
√
d) tends to the Gauss-
ian measure as d→∞. More precisely, if Pd : Rd → Rk is Pd(x) =
√
d(x1, . . . , xk),
then for all k, Pd∗νd → γk = (2pi)−d/2e−|x|2/2dx . Moreover,
γd{x ∈ Rd : ||x||2 ≥ d
1− } ≤ e
−2d/4, γd{x ∈ Rd : ||x||2 ≤ (1− )d} ≤ e−2d/4.
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Our spherical probability measure is normalized Haar measure dνn on
(17) SH0(M,Ln) = {s ∈ H0(M,Ln) : ||s||L2 = 1}.
We refer to the corresponding probability space as the spherical ensemble. What
we are calling the normalized Gaussian measure (8) concentrates exponentially on
this unit sphere. We denote the expectation with respect to dνn by E νn and define
the (normalized) spherical density of critical points DSn(x) by
(18) E νnCVs = D
S
n(x)dx.
In fact it makes more sense to pass to the quotient Fubini-Study probability measure
on the projective space PH0(M,LN ) of sections since the critical value distribution
is invariant under multiplication by eiθ.
We view the spherical density (18) as primary because fixing ||sn||L2 = 1 sets
a scale against which one can calibrate the heights at which interesting features
of the landscapes occur. For instance, as mentioned above, the spherical critical
value distribution DSn is supported in [0, C
√
dn], and its median should occur at a
constant times
√
log n. In the sequel we plan to study such distinguished levels in
more detail. The main result of this article is:
Theorem 2. The density of critical values in the spherical ensemble SH0(M,Ln)
on any compact Ka¨hler manifold has the universal limit,
lim
n→∞D
S
n(u) = D∞(u).
Thus, the spherical critical point distribution tends to the same universal limit as
the normalized Gaussian measure of Theorem 1. As the asymptotics (and Graph)
indicate, the most probable critical value and the median of the critical value dis-
tribution DSn is around 1 in dimension one. An upper bound for the median may
be derived from the exact formula for the spherical critical point density. In a
subsequent article we will apply Theorem 2 or more precisely its proof to obtain a
formula for the median and for the asymptotics of the critical point density with
fixed Morse index in special n-dependent intervals.
As discussed above, Theorem 2 is a Poincare´-Borel type theorem for critical
values. Intuitively it is based on the concentration of normalized Gaussian measure
around the unit sphere, but in its details it uses the special scalings of the critical
value distribution and the asymptotics of the covariance kernels and therefore does
not seem to follow directly from the classical Poincare´-Borel theorem. The proof
is based on a Laplace transform relation between the spherical and normalized
Gaussian critical value distributions.
The Poincare´-Borel relation between the normalized Gaussian and spherical ex-
pectations of the critical value distribution holds also for the full value distribution.
We denote the density of values in the spherical ensemble by fSn (u)du. In §9 we
prove:
Theorem 3. The density of values in the spherical ensemble SH0(M,Ln) of any
Ka¨hler manifold has the limit,
lim
n→∞ f
S
n (u) = 2ue
−u2 .
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1.3. Related results and problems. Other articles over the last ten years de-
voted to the statistics of critical points of Gaussian random fields include [DSZ1,
DSZ2, DSZ3, Bau, Mac, NSV, B, GW, ABA, N1, N2, Z]. The Kac-Rice formula
for the Gaussian critical value distribution of holomorphic sections were originally
obtained in [SZ3] but the asymptotics were not determined as explicitly as in this
article. As mentioned above, we view the Gaussian formalism mainly as a method
for computing the spherical distribution. In the real domain, a Kac-Rice formula
and an asymptotic analysis of the critical point distribution are given in [N2].
The expected value of the empirical measure (13) is only the first and simplest of
the many probabilistic problems on critical values. As in the case of zeros or critical
points, one may ask for the variance of linear statistics (pairings of smooth test
functions with the empirical measure), the asymptotic normality of linear statistics,
large deviations properties and so on. As mentioned above, the precise structure
of the landscapes defined by y = |sn(z)|hn is unknown in many respects.
In the case of polynomials of one complex variable p(z), one might instead use
the standard complex derivative dpdz to define critical points and critical values, but
it is in fact a meromorphic connection with a pole at infinity and leads to quite a
different theory. To our knowledge, statistics of critical points in the latter sense
have only been studied in [H, FW]. In [FW], the authors studied the expected
density of critical values of Gaussian SU(2) random polynomials pn defined on C
with respect to the meromorphic connection ddz . Also, in [H], B. Hanin studies the
correlation between zeros and critical points for this classsical connection.
The main result of [FW] is that the (un-normalized) expected density of nonva-
nishing critical values of the modulus of |pn| satisfies
E
 ∑
z: |pn|′=0
δ|pn|
 ∼ 1/x
on R+ as x away from 0 where |pn|′ = ∂|pn|∂z . This result is quite different from
Theorem 1, due to the fact that the connection d/dz is a flat meromorphic one
rather than the smooth but non-holomorphic connection of this article.
2. Background on Gaussian measures in the Ka¨hler setting
2.1. Ka¨hler manifolds. Let (M,ω) be a compact Ka¨hler manifold of complex
dimension m with the local Ka¨hler potential ω = ∂∂¯ϕ. Let (L, h) → M be a
positive holomorphic line bundle such that the curvature of the Hermitian metric
h,
(19) Θh = −∂∂¯ log |e|2h
is a positive (1, 1) form [GH]. Here, e is a local non-vanishing holomorphic section
of L over an open set U ⊂ M such that locally L|U ∼= U × C and |e|h = h(e, e)1/2
is the pointwise h-norm of e.
We denote by H0(M,Ln) the space of global holomorphic sections of Ln =
L ⊗ · · · ⊗ L. Under the local coordinate, we can write the global holomorphic
section as sn = fne
⊗n where fn is a holomorphic function on U . We denote the
dimension of H0(M,Ln) by dn.
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The Hermitian metric h induces a Hermitian metric hn on Ln given by |e⊗n|hn =
|e|nh. Throughout the article, we assume the polarized condition Θh = ω such that in
the local coordinate, we have the h-norm |e|h = e−ϕ2 and hence |sn|hn = |fn|e−nϕ2 .
We decompose the Chern connection ∇ = ∇′+∇′′ of the Hermitian line bundle
(Ln, hn) into holomorphic and antiholomorphic parts where in the local coordinate
∇′ = dz + n∂ log h and ∇′′ = dz¯ [GH].
We can define an inner product on H0(M,Ln) as,
(20) 〈sn1 , sn2 〉hn =
∫
M
hn(sn1 , s
n
2 )dV
where dV = ω
m
m! is the volume form. We recall that throughout the article we
assume the volume is normalized as
∫
M
dV = 1.
We write this in the local coordinates,
(21) 〈sn1 , sn2 〉hn =
∫
M
f1f¯2e
−nϕdV
where sn1 = f
n
1 e
⊗n and sn2 = f
n
2 e
⊗n.
2.2. Gaussian measures. Recall that a Gaussian measure on Rn is a measure of
the form
γ∆ =
e−
1
2 〈∆−1x,x〉
(2pi)n/2
√
det ∆
dx1 · · · dxn ,
where ∆ is a positive definite symmetric n × n matrix. The matrix ∆ gives the
second moments of γ∆:
(22) 〈xjxk〉γ∆ = ∆jk .
This Gaussian measure is also characterized by its Fourier transform
(23) γ̂∆(t1, . . . , tn) = e
− 12
∑
∆jktjtk .
If we let ∆ be the n×n identity matrix, we obtain the standard Gaussian measure
on Rn,
γn :=
1
(2pi)n/2
e−
1
2 |x|2dx1 · · · dxn ,
with the property that the xj are independent Gaussian variables with mean 0 and
variance 1.
A complex Gaussian measure on Ck is a measure of the form
(24) γ∆ =
e−〈∆
−1z,z¯〉
pikdet ∆
dz ,
where dz denotes Lebesgue measure on Ck, and ∆ is a positive definite Hermitian
k × k matrix. The matrix ∆ = (∆αβ) is the covariance matrix of γ∆:
(25) 〈zαz¯β〉γ∆ = ∆αβ , 1 ≤ α, β ≤ k .
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3. A one-parameter family of Gaussian measures and their critical
point distributions
The one-parameter family of complex Gaussian measures (4) on H0(M,Ln) may
be written formally as
dγnα = (
α
pi
)dne−α||s||
2
Ds
where Ds is Lebesgue measure.
The normalization comes from the calculation
(26)
1 = α
dn
pidn
∫
Cdn e
−α||z||2dz = 1
pidn
∫
Cdn e
−||z||2dz
=
ω2dn
2pidn
∫∞
0
e−ρρdn−1dρ′ = ω2dn
2pidn
Γ(dn).
where ωk =
2pik/2
Γ(k/2) is the surface measure of the unit sphere S
k−1 ⊂ Rk.
As in (14) we denote the normalized density of critical values with respect to γαn
by
(27) E αnCVs = D
α
n(x)dx.
We note that Dαndx is not a probability measure on R+ since CVs is not in
general a probability measure. The mass of the measure can be determined from
the eventual Kac-Rice formulae of §3.
3.1. Normalized Hemitian Gaussian measure. As mentioned in the introduc-
tion, when α = dn it’s the normalized Gaussian measure (8) which is characterized
by
(28) E ank = 0, E a
n
k a¯
n
j =
1
dn
δkj , E a
n
ka
n
j = 0
Under this normalization, the expected L2 norm of sn is 1 (1).
3.2. Relations between Gaussian critical value densities. Next we compare
densities (27) as α changes. The first step is
Lemma 1. For any s ∈ H0(M,Ln) with non-degenerate critical points, and for
any r > 0,
CVrs = CVs(r
−1x).
Proof. For any f ∈ C(R) we have,
〈CVrs, f〉 =
∑
z:∇s(z)=0
f(r|s(z)|hn) = 〈CVs(x), f(rx)〉.
Changing variables to y = rx completes the proof.

Since Dαndx transforms by the inverse dilation, the density has the transforma-
tion law,
Lemma 2. Dαn(x) = α
1
2D1n(α
1
2x).
10 RENJIE FENG AND STEVE ZELDITCH
Proof. We have,
Dαn(x)dx = E
n
αCVs = (
α
pi )
dn
∫
H0(M,Ln)
CVs(x)e
−α||s||2Ds
= (αpi )
dn
∫
H0(M,Ln)
CVs(x)e
−||α 12 s||2Ds
= 1
pidn
∫
H0(M,Ln)
CV
α−
1
2 s′
(x)e−||s
′||2Ds′
= 1
pidn
∫
H0(M,Ln)
CVs′(α
1
2x)e−||s
′||2Ds′ = α
1
2D1n(α
1
2x)dx,
where we change variables s→ s′ = α− 12 s and apply Lemma 1. 
Of course this implies that Dαn(x)dx all have the same mass. Since α = dn in
the normalized Gaussian measure, we have:
Corollary 1. Ddnn (x) = d
1
2
n D1n(d
1
2
nx)
4. Kac-Rice formula for the Gaussian critical point density
The main result of this section (Lemma 3) gives a genric Kac-Rice formula for
the expected density Ddnn of critical points with respect to the normalized Gaussian
measure. Very general Kac-Rice formulae applicable to the critical point density in
our setting are given in [BSZ]. Other presentations can be found in [AT, N1]. The
historical references are [K, R].
The Kac-Rice formula is as follows, let f(t) be a real valued smooth stochastic
process on the finite interval I ⊂ R. Then the expected number zeros,
(29) E#{t ∈ I : f(t) = 0} =
∫
I
∫
R
|y|pt(0, y)dxdt
where pt(0, y) is the joint density of (f, f
′) evaluated at (0, y), dy and dt are
Lebesgue measures on R. If f is a Gaussian process, then the joint density pt(x, y)
is uniquely determined by the covariance matrix of (f, f ′) [BSZ, AT].
4.1. Kac-Rice formula for the critical point density. In this subsection, we
will derive the Kac-Rice formula for the expected density Ddnn of critical values of
|sn|hn with respct to γdnn . As we will show this particular Gaussian density has
a limit as n → ∞. The formula may be derived from [BSZ, DSZ1] but we take
advantage of some simplifications to speed up the proof. To simplify notation, we
write
Dn := D
dn
n .
In the local coordinate U ∼= Cm and a local trivialization of L, we write the
normalized Gaussian random sections as,
(30) sn = fne
⊗n.
where
(31) fn =
dn∑
j=1
ajf
n
j
where {aj} are normalized Gaussian random variable (28) and locally {snj = fnj e⊗n, j =
1, · · · , dn} is an orthogonal basis of H0(M,Ln) with respect to the inner product
(20).
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The smooth Chern connection then has the form [GH],
(32) ∇′sn = (f ′n − n∂ϕfn)e⊗n.
Here, d = ∂ + ∂¯ is the decomposition into terms of type (1, 0), resp. (0, 1). Here,
f ′n = ∂f =
∑
j
∂f
∂zj
dzj . Thus, in the local coordinate, the empirical measure (13)
has the form
(33) CVs =
1
nm
∑
z∈Ω
δ|fn|e−
nϕ
2
,
where
(34) Ω = {z ∈ Cm : (f ′n − n∂ϕfn)e−
nϕ
2 = 0}.
We also introduce the locally defined empirical measure of complex critical values
(35) ĈV s =
1
nm
∑
z∈Ω
δ
fne
−nϕ
2
.
We will determine the expected density D̂n of ĈV s on C and then integrate out the
angle variable
∫ 2pi
0
D̂n(|x|, θ)|x|dθ to obtain the (global) expected density of CVs.
In other words, we use that 〈ψ,CVs〉 = 〈ψ, ĈV s〉 for radial functions ψ and thus,
CVs = pi∗ĈV s where pi : C∗ → R+ the map z → |z|.
The result is:
Lemma 3. The expected distribution of critical values CVs is given by the formula,
(36) Dn(x) =
1
nm
∫ 2pi
0
∫
M
∫
S(Cm)
pnz (x, θ, 0, ξ)
∣∣det (ξξ∗ − n2Ix2)∣∣xdξdV dθ
where ξ ∈ S(Cm) ∼= Cm(m+1)2 is the space of m×m complex symmetric matrices and
dξ is the Lebesgue measure on S(Cm), pnz (x, θ, 0, ξ) is the joint density of pnz (y, 0, ξ)
of normalized Gaussian random variables (fn, f
′
n, f
′′
n ) evaluate at f
′
n = 0, here we
substitute y := xeiθ by the map pi. (The formula of pnz (y, 0, ξ) is given explicitly in
Lemma 4).
Proof. We first introduce some notations:
pn = fne
−nϕ2 ∈ C, qn = (f ′n − n∂ϕfn)e−
nϕ
2 ∈ Cm, rn = f ′′ne−
nϕ
2 ∈ S(C),
then pn, qn and rn are all complex Gaussian random variables.
By definition of the delta function, we have for any test functions ψ ∈ C∞0 (C),
〈 1
nm
∑
z∈Ω
δ
fne
−nϕ
2
, ψ〉
=
1
nm
∑
z: qn(z)=0
ψ(pn)
=
1
nm
∫
Cm
δ0(qn)ψ(pn)dqn ∧ dq¯n
=
1
nm
∫
Cm
δ0(qn)ψ(pn)
∣∣∣∣det(|∂qn∂z |2 − |∂qn∂z¯ |2
)∣∣∣∣ dz
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where dz is the Lebesgue measure on C. By direct computations, we have,
∂qn
∂z
= (f ′′n − n∂ϕf ′n − n∂2ϕfn)e−
nϕ
2 − n
2
∂ϕqn
= f ′′ne
−nϕ2 − n∂ϕq∗n + n2∂ϕ∂ϕ∗pn − n∂2ϕpn −
n
2
∂ϕq∗n
and
∂qn
∂z¯
= −n∂∂¯ϕpn − n
2
∂¯ϕq∗n
where ∂qn∂z and
∂qn
∂z¯ are m×m symmetric matrices; for simplicity, for any matrix A
we denote,
|A|2 := AA∗
By taking expectation on both sides, we have,
E 〈 1
nm
∑
z∈Ω
δ
fne
−nϕ
2
, ψ〉
=
1
nm
E
∫
Cmz
δ0(qn)ψ(pn)
∣∣∣∣det(|∂qn∂z |2 − |∂qn∂z¯ |2
)∣∣∣∣ dz
=
1
nm
∫
Cmz
∫
Cy
∫
Sξ(Cm)
ψ(y)pz(y, 0, ξ)
∣∣det (|ξ + n2∂ϕ∂ϕ∗y − n∂2ϕy|2 − n2|∂∂¯ϕ|2|y|2)∣∣ dξdzdy
where pz(y, s, ξ) is the joint probability of the Gaussian random field (pn, qn, rn)
and dx is the Legesgue measure on C.
Thus, the expected density E ĈV s is,
(37)
D̂n(y) =
1
nm
∫
Cm
∫
S(Cm)
pz(y, 0, ξ)
∣∣det (|ξ + n2∂ϕ∂ϕ∗y − n∂2ϕy|2 − n2|∂∂¯ϕ|2|y|2)∣∣ dξdz
We rewrite y in polar coordinate (x, θ). Then the expected density of CVs is,
(38) Dn(x) =
∫ 2pi
0
D̂n(x, θ)xdθ
The next step is to get an explicit geometric formula for Dn(x). The empirical
measure CVs and its average Dn are independent of coordinates and frames on the
Ka¨hler manifold M and line bundle Ln. We may choose Ka¨hler normal coordinate
to simplify the above integral.
We freeze at a point z0 as the origin of the coordinate patch to simplify the
integrand at z0. It is well known that in terms of Ka¨hler normal coordinates {zj},
the Ka¨hler potential ϕ has the expansion in the neighborhood of z0:
(39) ϕ(z, z¯) = ‖z‖2 − 1
4
∑
Rjk¯pq¯(z0)zj z¯k¯zpz¯q¯ +O(‖z‖5) .
In general, ϕ contains a pluriharmonic term f(z) + f(z), but a change of frame for
L eliminates that term up to fourth order. Thus
(40) ∂ϕ(z0) = 0, ∂
2ϕ(z0) = 0, ∂∂¯ϕ(z0) = 1, dV (z0) = dz.
Such frames are called adapted in [BSZ, DSZ2]. Hence, the joint density of (pn, qn, rn)
at z0 is the same as the joint density of Gaussian process (fn, f
′
n, f
′′
n ).
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Thus by (37)(38)(40), we obtain the global expression,
Dn(x) =
1
nm
∫ 2pi
0
∫
M
∫
S(Cm)
pnz (x, θ, 0, ξ)
∣∣det (|ξ|2 − n2Ix2)∣∣xdξdV dθ
which completes the proof. 
5. Calculation of the joint probability density
In this section we calculation the joint probability distribution pnz of Lemma 3
with respect to the normalized Gaussian measure γdnn .
5.1. Density pz(x, s, ξ). In this subsection, we will derive the formula for p
n
z (y, s, ξ)
of the joint density of the Gaussian process (fn, f
′
n, f
′′
n ). It is given by the formula
[BSZ, AT],
(41) pnz (y, s, ξ) =
1
pidm
1
det ∆nz
exp
−
〈ys
ξ
 , (∆nz )−1
y¯s¯
ξ¯
〉
where (m+1)(m+2)2 is the dimension of the Gaussian process (fn, f
′
n, f
′′
n ) and ∆
n
z is
the covariance matrix of this process.
We rearrange the order the Gaussian process and write ∆˜nz as the covariance
matrix of (f ′n, f
′′
n , fn), then we rewrite,
(42) pnz (y, s, ξ) =
1
pidm
1
det ∆˜nz
exp
−
〈sξ
y
 , (∆˜nz )−1
s¯ξ¯
y¯
〉
The covariance kernel is defined by
(43) Πn(z, w) :=
dn∑
j=1
fnj (z)f¯
n
j (w).
where {fnj } is defined in (30).
Then, we have
(44) E (fn(z)f¯n(w)) =
1
dn
Πn(z, w)
The notation Πn(z, w) usually refers to the Szego¨ kernel but in fact (44) is the
Bergman kernel, which has the pointwise TYZ expansion [L, T, Ze],
(45) Πn(z, z) = n
menϕ(z)
[
1 + a1(z)n
−1 + a2(z)n−2 + · · ·
]
,
where a1 is the scalar curvature. Integrating over M with respect to e
−nϕdV gives
the well-known dimension polynomial,
(46) dn = n
m(1 + n−1
∫
M
a1dV + n
−2
∫
M
a2dV + · · · )
The covariance matrix is then given by,
(47) ∆˜nz =
(
An Bn
B∗n Cn
)
,
where
(48) An =
1
dn
∂2Πn(z, w)
∂z∂w¯
|z=w
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is an m×m matrix;
(49) Bn =
1
dn
(
∂3Πn(z,w)
∂z∂2w¯ |z=w ∂Πn(z,w)∂z |z=w
)
is an m× m2+m+22 matrix;
(50) Cn =
1
dn
(
∂4Πn(z,w)
∂2z∂2w¯ |z=w ∂
2Πn(z,w)
∂2z |z=w
∂2Πn(z,w)
∂2w¯ |z=w Πn(z, z)
)
is a m
2+m+2
2 × m
2+m+2
2 matrix.
Thus, we have
Lemma 4. With the above notations,
(51) pnz (y, 0, ξ) =
1
pidm
1
detAn det Λn
exp
{
−
〈(
ξ
y
)
,Λ−1n
(
ξ¯
y¯
)〉}
,
where
(52) Λn =
1
dn
(Cn −B∗nA−1n Bn).
6. Calculation in the Fubini-Study case
In this section, we give explicit formulae for the Kac-Rice density of critical
points for SU(m + 1) polynomials. This is the case where M = CPm, where L is
the line bundle O(1) whose sections are linear functions on Cm+1, and so sections
Ln = O(n) are homogeneous polynomials of degree n. We equip O(1) with its
Fubini-Study metric hFS given by
(53) ‖s‖hFS([w]) =
|(s, w)|
|w| , w = (w0, . . . , wm) ∈ C
m+1 ,
for s ∈ Cm+1∗ ≡ H0(CPm,O(1)), where |w|2 = ∑mj=0 |wj |2 and [w] ∈ CPm denotes
the complex line through w. The Ka¨hler form on CPm is the Fubini-Study form
(54) ωFS =
√−1
2
ΘhFS =
√−1
2
∂∂¯ log |w|2 .
We denote by D
SU(m+1)
n the density of critical points for γdnn . Our result is:
Proposition 1.
(55) DSU(m+1)n (x) = cmxe
−x2
∫
S(Cm)
e−|ξ|
2
∣∣∣∣det(n− 1n |√Pξ|2 − Ix2
)∣∣∣∣ dξ
where cm is as in Theorem 1.
We note that the only difference between D
SU(m+1)
n and the limit D∞ of Theo-
rem 1 is in the limit n−1n → 1. In dimesnion m = 1,
(56) DSU(2)n (x) =
4
pi
xe−x
2
∫ ∞
0
e−r
∣∣∣∣n− 1n 2r − Ix2
∣∣∣∣ dr.
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Proof. The Szego¨ kernel for O(n) is given in an affine chart Z0 = 1 with zj = ZjZ0
by
ΠH0(CP1,O(n))(z, w) =
n+ 1
pi
(1 + zw¯)ne⊗n(z)⊗ e⊗n(w) .
Since our formula is invariant when the Szego¨ kernel is multiplied by a constant,
we can replace the above by the normalized Szego¨ kernel
(57) Π˜n(z, w) := (1 + zw¯)
n
in our computation.
Since
ϕ(z) = − log |e(z)|2FS = log(1 + |z|2) ,
we have
ϕ(0) =
∂ϕ
∂z
(0) =
∂2ϕ
∂z2
(0) = 0 ;
i.e., en is an adapted frame at z = 0. Hence when computing the (normalized)
matrices Bn, Cn for H
0(CP1,O(n)), we can take the usual derivatives of Π˜N .
Indeed, we have
∂Π˜n
∂z
= n(1 + zw¯)n−1w¯ ,
∂2Π˜n
∂2z
= n(n− 1)(1 + zw¯)n−2(w¯)2
∂2Π˜n
∂2w¯
= n(n− 1)(1 + zw¯)n−2z2
∂2Π˜n
∂z∂w¯
= n(1 + zw¯)n−1 + n(n− 1)(1 + zw¯)n−2zw¯ .
∂3Π˜n
∂z∂2w¯
= 2n(n− 1)(1 + zw¯)n−2z + n(n− 1)(n− 2)(1 + zw¯)n−3z2w¯
∂4Π˜n
∂2z∂2w¯
= 2n(n− 1)(1 + zw¯)n−2 + 4n(n− 1)(n− 2)(1 + zw¯)n−3zw¯
+n(n− 1)(n− 2)(n− 3)(1 + zw¯)n−4z2w¯2
It follows that
(58) An =
1
dn
∂2Πn(z, w)
∂z∂w¯
|z=w=0 =
(
nδij
)m
i,j=1
(59) Bn =
1
dn
(
∂3Πn(z,w)
∂z∂2w¯ |z=w ∂Πn(z,w)∂z |z=w
)
=
(
0 0
)
(an m× m2+m+22 matrix);
(60) Cn =
1
dn
(
∂4Πn(z,w)
∂2z∂2w¯ |z=w ∂
2Πn(z,w)
∂2z |z=w
∂2Πn(z,w)
∂2w¯ |z=w Πn(z, z)
)
=
2n(n− 1)I 0
0 1

(an m
2+m+2
2 × m
2+m+2
2 matrix.)
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Since B = 0,
Λn =
nm
dn
(Cn −BnA−1n B∗n) =
nm
dn
Cn
=
nm
dn
(
n(n− 1)P 0
0 1
)
where
(61) P := (δjj′δqq′ + δjq′δqj′)m2+m
2 ×m
2+m
2
Thus
(62) det Λn = (n
2)
m2+m
2 detP,
and
(63) pz(y, 0, ξ) =
1
pidm detP
1
nmnm2+m
e−(n(n−1))
−1P−1|ξ|2−|y|2
Write y in the polar coordinate (x, θ) and combine Lemmas 3 and 4, we have
(64)
DSU(m+1)n (x) =
1
pidm
xe−x
2
nm2+3m
∫ 2pi
0
∫
M
∫
S(Cm)
1
detP
e−(n(n−1))
−1P−1|ξ|2
∣∣det (|ξ|2 − n2x2)∣∣ dξdV dθ
Now we change variables ξ → √n(n− 1)ξ, apply the assumption ∫
M
dV = 1
and integrate θ variable to get,
(65) DSU(m+1)n (x) =
2pixe−x
2
pidm
∫
S(Cm)
1
detP
e−P
−1|ξ|2
∣∣∣∣det(n− 1n |ξ|2 − x2
)∣∣∣∣ dξ
Now change variables ξ → √Pξ to obtain the stated result.

For m = 1 we get
(66)
D
SU(2)
n (x) =
4
pixe
−x2 ∫∞
0
e−r
∣∣2n−1n r − x2∣∣ dr
= nn−1
4
pixe
−x2 ∫∞
0
e−r
∣∣∣2r − nn−1x2∣∣∣ dr
= x
(
2x2 − 4 nn−1 + 8 exp{−n−12n x2}
)
e−x
2
7. Proof of Theorem 1
In this section, we will complete the proof of Theorem 1. The main additional
ingredient is the asymptotic expansion of the Szego¨ kernel. Otherwise the compu-
tation is similar to the case of CPm.
7.1. Covariance matrix. We now calculate the leading terms in An and Λn. The
key point is to calculate the mixed derivatives of Πn on the diagonal. It is convenient
to do the calculation in Ka¨hler normal coordinates about a point z0 in M .
Now take two derivatives on both sides of (45),
(67)
∂j ∂¯j′Πn(z, z) =n
m(n∂j ∂¯j′ϕe
nϕ[1 + n−1a1 + · · · ] + enϕ[n−1∂j ∂¯j′a1 + · · · ]
+ 2<∂jϕenϕ[∂¯j′a1 + · · · ] + n2∂jϕ∂¯j′ϕenϕ[1 + n−1a1 + · · · ])
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We apply (39) at the origin z0 to get,
(68) An(z0) = ∂j ∂¯j′Πn(z0, z0) =
nm
dn
(
nI + a1I + n
−1(a2I + ∂j ∂¯j′a1 + · · · )
)
.
By the same arguments, we compute B(z0) up to the leading order term,
(69) Bn(z0) = ∂j ∂¯j′ ∂¯q′Πn(z0, z0) =
nm
dn
[δjj′ ∂¯q′a1+δjq′ ∂¯j′a1+· · · , n−1∂ja1+· · · ];
and the leading terms in each entry of Cn(z0),
(70)
Cn(z0) =
nm
dn
(
n2(δjj′δqq′ + δjq′δqj′)(1 + n
−1a1 + · · · ) n−1∂j∂qa1 + n−2∂j∂qa2 + · · ·
n−1∂¯j ∂¯qa1 + n−2∂¯j ∂¯qa2 + · · · 1 + n−1a1 + · · ·
)
We refer to [DSZ2] for more details of those computations.
Together with Lemmas 3 and 4, the formulae for An, Bn, Cn give an explicit
formula for Dn on a general Ka¨hler manifold.
7.2. Proof of Theorem 1. In this section we calculate the leading order term as
n→∞ of the expected density Dn(x). We have,
Λn =
nm
dn
(Cn −BnA−1n B∗n)
=
nm
dn
(
n2P +O(n) n−1∂j∂qa1 +O(n−2)
n−1∂¯j ∂¯qa1 +O(n−2) 1 + n−1a1 +O(n−2)
)
=
(
n2P +O(n) n−1∂j∂qa1 +O(n−2)
n−1∂¯j ∂¯qa1 +O(n−2) 1 + n−1a1 +O(n−2)
)
in the last step, we apply the full expansion of dn (46) and where P is given in (61).
Thus
(71) det Λn ∼ (n2)
m2+m
2 detP.
Applying (46) to (48) again, we obtain the asymptotic analogoue of (62),
(72) detAn ∼ nm
We then have,
(73) Λ−1n ∼
(
n−2P−1 n−3∂j∂qa1
n−3∂¯j ∂¯qa1 1
)
+ lower order terms
Thus,
(74) pz(y, 0, ξ) =
1
pidm detP
1
nmnm2+m
e−n
−2P−1|ξ|2−|y|2 + lower order terms,
hence by Lemma 3,
(75)
Dn(x) =
1
pidm
xe−x
2
nm2+3m
∫ 2pi
0
∫
M
∫
S(Cm)
1
detP
e−n
−2P−1|ξ|2
∣∣det (|ξ|2 − n2x2)∣∣ dξdV dθ + lower order terms
here we substitute y = xeiθ in the expression of (74).
The remainder estimate is discussed in §7.3 below.
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Now we change variables ξ → nξ, apply the assumption ∫
M
dV = 1 and integrate
in the θ variable to get,
(76) Dn(x) =
2pixe−x
2
pidm
∫
S(Cm)
1
detP
e−P
−1|ξ|2 ∣∣det (|ξ|2 − Ix2)∣∣ dξ +O( 1
n
)
Now change variable ξ → √Pξ to get,
(77)
Dn(x) = cmxe
−x2 ∫
S(Cm) e
−|ξ|2
∣∣∣det(|√Pξ|2 − Ix2)∣∣∣ dξ +O( 1n )
= fm(x) +O(
1
n ).
7.3. Remainder estimate. To prove the remainder estimate we use more terms
in the Bergman kernel expansion and Taylor expansions of the various functions in
the Kac-Rice integrand. We sketch the proof as follows. First we have,
Λn =
nm
dn
(Cn −BnA−1n B∗n)
=
nm
dn
(
n2P (1 + n−1a1 + ...) n−1∂j∂qa1 +O(n−2)
n−1∂¯j ∂¯qa1 +O(n−2) 1 + n−1a1 +O(n−2)
)
=
1
1 + n−1a1 + · · ·
(
n2P (1 + n−1a1 + · · · ) n−1∂j∂qa1 +O(n−2)
n−1∂¯j ∂¯qa1 +O(n−2) 1 + n−1a1 +O(n−2)
)
Hence there exists a complete asymptotic expansion,
det Λn = (n
2)
m2+m
2 detP (1 + n−1b1 + n−1b2 + · · · )
Same apply to
detAn = n
m(1 + n−1c1 + n−2c2 + · · · )
where bj and cj are polynomials of curvature and uniformly bounded.
This two identities imply the full expansion,
det ∆ = detAn det Λn = n
m2+2m(1 + n−1d1 + n−2d2 + · · · ) detP
We also have,
(78) Λ−1n =
(
n−2P−1(1− n−1a1 + · · · ) n−3(∂j∂qa1 + · · · )
n−3(∂¯j ∂¯qa1 + · · · ) 1− n−1a1 + · · · .
)
It follows that
pnz (y, 0, ξ) =
1
pidm (1+n−1d1+n−1d2+··· ) detP
1
nmnm2+m
e−n
−2(1−n−1a1+··· )ξ∗P−1ξ−(1−n−1a1+··· )|y|2−2n−3<[〈(∂j∂qa1+··· )ξ,y〉].
where 〈, 〉 is the nature inner product on C.
We substitute this formula into the following integration in Lemma 3,
Dn(x) =
1
nmpidm
∫ 2pi
0
∫
M
∫
S(Cm)
pnz (x, θ, 0, ξ)
∣∣det (ξξ∗ − n2Ix2)∣∣xdξdV dθ,
then we change variables ξ → nξ and y = xeiθ to obtain the exact formula,
Dn(x) :=
x
pidm
∫
M
∫ 2pi
0
∫
S(Cm)
e−(1−n
−1a1+··· )ξ∗P−1ξ−(1−n−1a1+··· )x2−2n−2<[〈∂j∂qa1+··· )ξ,xeiθ〉]
(1 + n−1d1 + n−2d2 + · · · ) detP
|det(|ξξ∗ − Ix2)|)dξdθdV
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Put h = 1n , then we rewrite the above formula Dx(h) := Dn(x). Dx(h) is
analytic with respect to h for fixed x. We Taylor expand Dx(h) at h = 0 to obtain,
Dn(x) = D∞(x) +O
(
1
n
(x(1 + x4)e−x
2
)
)
.
7.4. Riemann surface. On a Riemann surface of area 1, we have
(79) Dn(x) =
2
pi2
xe−x
2
∫
C
e−|ξ|
2 ∣∣2|ξ|2 − x2∣∣ dξ +O( 1
n
),
or equivalently
(80) Dn(x) =
4
pi
xe−x
2
∫ ∞
0
e−r
∣∣2r − x2∣∣ dr +O( 1
n
)
8. Spherical ensemble: Proof of Theorem 2
In this section, we relate the expected density of critical points of an L2 normal-
ized random sn ∈ SH0(M,Ln) with the spherical Haar measure to the expected
density Dn = D
dn
n in the normalized Gaussian ensemble. We begin by relating
Gaussian and spherical averages of density-valued random variables in Lemma 5.
This relation is valid both for the critical point distribution and the value distribu-
tion of §9.
8.1. Relation between spherical and normalized Gaussian averages of
density-valued random variables.
Lemma 5. The spherical density DSn and the γ
n
α densities of critical values are
related by,
Dαn(x) =
1
2
αdn
pidn
ω2dn
∫∞
0
DSn(ρ
− 12x)e−αρρdn−
3
2 dρ
= 12x
2dn−1 αdn
pidn
ω2dn
∫∞
0
DSn(ρ
− 12 )e−αx
2ρρdn−
3
2 dρ.
Proof. By (26) and Lemma 1, we have
E nαCVs =
αdn
pidn
∫
H0(M,Ln)
CVse
−α||s||2Ds
= α
dn
pidn
ω2dn
∫∞
0
∫
SH0
CVrse
−αr2r2dn−1drdνn
= α
dn
pidn
ω2dn
∫∞
0
∫
SH0
DSn(r
−1x)r−1e−αr
2
r2dn−1drdνn
by definition of the normalization of the Haar spherical form on SH0(M,Ln)). We
then change variables ρ = r2.

When α = dn, it follows from Lemma 5 that
(81) Ddnn (x) =
1
2
ω2dn
pidn
ddnn x
2dn−1 ∫∞
0
DSn(ρ
− 12 )e−dnx
2ρρdn−
3
2 dρ.
Changing variables to y = x2, (81) is equivalent to
(82) Kny
−dn+ 12 d−dnn D
dn
n (y
1
2 ) = L(ρdn− 32 dnS)(dny),
where L denotes the Laplace transform and we put
(83) Kn = 2pi
dnω−12dn , d
n
S(ρ) = D
S
n(ρ
− 12 ).
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If we change variables dnρ→ ρ in (81) we also get,
(84) Kny
−dn+ 12 d−
1
2
n Ddnn (y
1
2 ) = L(ρdn− 32Dd−1n dnS)(y).
In the last line, Drf(x) = f(r
−1x) denotes the dilation operator.
8.2. Spherical density for SU(2) polynomials. Before proving Theorem 2 it is
helpful to do the calculations first for the case of SU(m + 1) polynomials, where
one has explicit formulae for D
S,SU(m+1)
n . The formulae are simplest when m = 1
and so we start with this case. We then follow the outline for the general case.
For SU(2) polynomials, where dn = n+ 1, (66) and (81)-(84) imply that
(85) Knd
− 12
n y
−n
(
2y − 4 n
n− 1 + 8 exp{−
n− 1
2n
y}
)
e−y = L(ρn− 12Dd−1n dnS)(y)
We recall that
(86) p−νe−ap = L1[a,∞] (x− a)
ν−1
Γ(ν)
.
Hence the left side of (85) is Knd
− 12
n times
L
(
21[1,∞](ρ)[
(ρ− 1)n−2
Γ(n− 1) − 4
n
n− 1
(ρ− 1)n−1
Γ(n)
] + 81[ 3n−12n ,∞](ρ)
(ρ− 3n−12n )n−1)
Γ(n)
)
.
It follows that D
S,SU(2)
n (
√
dnρ
− 12 ) = Dd−1n dnS equals
Knρ
−n+ 12 d−
1
2
n
(
21[1,∞](ρ)[
(ρ−1)n−2
Γ(n−1) − 4 nn−1 (ρ−1)
n−1
Γ(n) ] + 81[ 3n−12n ,∞](ρ)
(ρ− 3n−12n )n−1)
Γ(n)
)
= Knd
− 12
n ρ−
1
2
(
21[1,∞](ρ)[ρ−1
(1−ρ−1)n−2
Γ(n−1) − 4 nn−1 (1−ρ
−1)n−1
Γ(n) ] + 81[0, 3n−12n ]
(ρ)
(1− 3n−12n ρ−1)n−1)
Γ(n)
)
.
We then put u =
√
dnρ
− 12 to get
D
S,SU(2)
n (u) = Knd
−1
n u
(
21[0,
√
n](u)[u
2d−1n
(1−u2n )n−2
Γ(n−1) − 4 nn−1
(1−u2n )n−1
Γ(n) ] + 81[0,bn](u)
(1−u2bn )
n−1)
Γ(n)
)
.
where bn =
2n(n+1)
3n−1 . Recalling that dn = n+ 1, we conclude that
D
S,SU(2)
n (u) =
Kn
n+1u
(
21[0,
√
n](u)[u
2(n+ 1)−1 (1−
u2
n )
n−2
Γ(n−1) − 4 nn−1
(1−u2n )n−1
Γ(n) ] + 81[0,bn](u)
(1−u2bn )
n−1)
Γ(n)
)
.
We further recall from (26) that ω2(n+1) = 2
pin+1
Γ(n+1) and combine (n + 1)
−2Γ(n −
1)−1 ' Γ(n+ 1)−1 (resp. (n+ 1)−1Γ(n)−1 ' Γ(n+ 1)−1) to reach the final:
Corollary 2. The spherical density for SU(2) polynomials of degree n is given
exactly by
D
S,SU(2)
n = u
(
2u21[0,
√
n](u)[(1− u
2
n )
n−2 − 4 nn−11[0,√n](u)[(1− u
2
n )
n−1] + 81[0,bn](u)(1− 3n−12n u
2
n )
n−1
)
.
It follows that
limn→∞D
S,SU(2)
n (u) = u
(
2u2 − 4 + 8e− 12u2
)
e−u
2
,
proving Theorem 2 in the SU(2) case.
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8.3. Spherical density for SU(m+ 1) polynomials. We now extend the proof
to SU(m+ 1) polynomials for general m. We do not simplify the integral for fm in
that case but still may use the explicit n-dependence to confirm the main result.
Let βm = dimC S(Cm), and let S1(Cm) denote the unit sphere in the space
of complex symmetric matrices with respect to the usual inner product TrA∗A.
By Proposition 1, and since the determinant is homogeneous of order 2βm =
dimR S(Cm), we have
(87)
D
SU(m+1)
n (y
1
2 ) = cmy
1
2 e−y
∫
S(Cm) e
−|ξ|2
∣∣∣det(n−1n |√Pξ|2 − y)∣∣∣ dξ ∧ dξ¯
= cmy
1
2 e−y
∫∞
0
∫
S1
e−r
2
∣∣∣det(n−1n |√Prω|2 − y)∣∣∣ r2βm−1drdω
= cm2 y
1
2 e−y
∫∞
0
∫
S1
e−ρ
∣∣∣det(n−1n |√Pω|2 − yρ−1)∣∣∣ ρ3βm−1dρdω
= cm2 y
1
2 y3βme−y
∫∞
0
∫
S1
e−ρy
∣∣∣det(n−1n |√Pω|2 − ρ−1)∣∣∣ ρ3βm−1dρdω
= cm2 y
1
2 y3βme−yL(ρ3βm−1FCPmn )(y),
where FCP
m
n (ρ) : =
∫
S1
∣∣∣det(n−1n |√Pω|2 − ρ−1)∣∣∣ dω
We further set am = 3βm and recall (83). It follows from (84) that (with d
n
S(ρ) :=
D
S,SU(m+1)
n (ρ−
1
2 )))
(88) Kn
cm
2
d
− 12
n y
−dn+1yame−yL(ρam−1FCPmn )(y) = L(ρdn−
3
2Dd−1n d
n
S)(y)
We now simplify the left side using further identities for the Laplace transform.
Denote the translation operator by τaf(t) = f(t−a) and the Heaviside step function
by H(t) = t0+. Also, denote the ν-fold primitive (fractional integral) by
Iνf(x) =
∫ x
0
(x− t)ν−1
Γ(ν)
f(t)dt.
We have (see e.g. [W] Theorem 8.1),
(89)
 L(H(t− a)f(t− a)) = e
−asLf(s)
LIνf = s−νLf,
We use the identities to simplify the left side of (88):
(90)
y−dn+am+1L(ρam−1FCPmn )(y)e−y = y−dn+am+1Lτ1(H(ρ)ρam−1FCP
m
n )(y)
= L(Idn−1−amτ1(H(ρ)ρam−1FCPmn )(y).
Combining (88) and (90) and uniqueness of the Laplace transform gives
(91) Kn
cm
2
Idn−2−amd−
1
2
n τ1(H(ρ)ρ
am−1FCP
m
n )(ρ) = ρ
dn− 32Dd−1n d
n
S(ρ)
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We have,
Idn−1−amτ1(H(ρ)ρam−1FCP
m
n (ρ))(ρ) =
∫ ρ
0
(ρ−t)dn−1−am−1
Γ(dn−1−am) (H(t− 1)(t− 1)am−1FCP
m
n (t− 1))dt
=
∫ ρ
1
(ρ−t)dn−am−2
Γ(dn−1−am) ((t− 1)am−1FCP
m
n (t− 1))dt
=
∫ ρ−1
0
(ρ−t−1)dn−am−2
Γ(dn−1−am) (t
am−1FCP
m
n (t))dt.
Therefore,
D
S,SU(m+1)
n (d
1
2
nρ−
1
2 ) = Kn
cm
2 ρ
−dn+ 32 d−
1
2
n
∫ ρ−1
0
(ρ−t−1)dn−am−2
Γ(dn−1−am) (t
am−1FCP
m
n (t))dt
= Kn
cm
2
1
Γ(dn−1−am)ρ
−am− 12
∫ ρ−1
0
(1− t+1ρ )dn−am−2(tam−1FCP
m
n (t))dt,
or equivalently with u = d
1
2
nρ−
1
2 , ρ = u−2dn,
D
S,SU(m+1)
n (u) = Kn
cm
2
1
Γ(dn−1−am)d
− 12
n (dnu
−2)−am−
1
2
∫ dnu−2−1
0
(1− (t+1)u2dn )dn−am−2(tam−1FCP
m
n (t))dt
Substituting the definition of FCP
m
n (t), we observe that
(92)
limn→∞
∫
S1
∫ dnu−2−1
0
(1− (t+1)u2dn )dn−am−2tam−1
∣∣∣det(n−1n |√Pω|2 − t−1)∣∣∣ dω
= e−u
2 ∫∞
0
e−tu
2
tam−1
(∫
S1
∣∣∣det(|√Pω|2 − t−1)∣∣∣ dω) dt.
Also,
Γ(dn − 1− am)dam+1n =
dam+1n
(dn − 1) · · · (dn − 1− am)Γ(dn) ' Γ(dn),
hence
Kn
Γ(dn − 1− am)d
−am−1
n ' 1
Reversing the steps in (87) and comparing with (77), it follows that as n→∞,
(93)
D
S,SU(m+1)
n (u) ' cm2 u2am+1e−u
2 ∫∞
0
e−ρu
2
ρam−1
(∫
S1
∣∣∣det(|√Pω|2 − ρ−1)∣∣∣ dω) dρ
' D∞(u).
8.4. Proof of Theorem 2. We now go through the general case, closely following
the calculations in the special case of CPm.
By Theorem 1,
Ddnn (y
1
2 ) = D∞(y
1
2 ) +O(
yke−y
n
), with D∞(y
1
2 ) = fm(y
1
2 )y
1
2 e−y.
In determining the limit of DSn it follows from (84) and (81) and the remainder
estimate that we may drop the remainder term and then the calculation becomes
almost identical to that of SU(m+ 1) polynomials, with FCP
m
n (ρ) replaced by
Fm(ρ) =
∫
S1(Cm)
∣∣∣|√Pω|2 − ρ−1∣∣∣ dω.
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As in (87), we have
(94) fm(
√
y) =
cm
2
yam+
1
2 e−yL(ρam−1Fm)(y).
By (84)(94) (with dnS(ρ) = D
S
n(ρ
− 12 ))) we have
(95) Kn
cm
2 d
1
2
ny1+am−dn(Lρam−1Fm)(y)e−y = L(ρdn− 32Dd−1n dnS))(y).
Hence
(96)
cm
2
KnI
dn−2−amτ1H(ρ)ρamFm(ρ) = ρdn−
1
2Dd−1n d
n
S(ρ).
Repeating the calculation in the SU(m) case and setting u =
√
dnρ
− 12 gives
(97)
DSn(u) = (dnu
−2)
3
2−dn
(
cm
2 Kn
) ∫ dnu−2−1
0
(dnu
−2−1−t)dn−2−am+
Γ(dn−1−am) t
am−1Fm(t)dt
= cm2 Kn
d−am−2n
Γ(dn−1−an) u
2am+2
∫ dnu−2−1
0
(1− (1+t))u2dn )
dn−am−2
+ t
am−1Fm(t)dt.
We note that
1[0,dnu−2−1](1−
(1 + t))u2
dn
)dn−am−2+ t
am−1Fm(t)→ exp(−(1 + t)u2)tam−1Fm(t)
montonically as n→∞ and so
lim
n→∞
∫ dnu−2−1
0
(1− (1 + t))u
2
dn
)dn−am−2+ t
am−1Fm(t)dt = e−u
2
∫ ∞
0
exp(−ρu2)ρam−1Fm(ρ)dt.
The rest of the calculation is the same as for CPm and we get
(98) limn→∞DSn(u) = D∞(u).
9. Value distribution
As a check on the results for the critical value distribution, we give the analogous
calculation in this section of the much simpler expected value distribution, which
is a probability measure on R+. By the value distribution of (the modulus of) a
section sn ∈ H0(M,Ln) we mean the probability measure µsn on R+ defined on a
test function ψ ∈ C(R+) by
(99) µsn = (|sn|hn)∗dV, 〈ψ, (|sn|hn)∗dV 〉 =
∫
M
ψ(|sn|hn)dV.
As is well-known, the distribution is minus the derivative of the volume function,
(100) Vsn(λ) := V ol{z ∈M : |sn(z)|hn > λ}.
Fix z ∈M and define the random variable ρzn(x) = |fn(z)|e−nϕ(z)/2 = |sn(z)|hn .
For a test function ψ ∈ C(R+) we have (for any probability measure on sections)
E nψ(ρ
z
n) =
∫ ∞
0
ψ(x)fzn(x)dx
where fzn(x) is the pointise density of the distribution of ρ
z
n.
By the expected value distribution in the Gaussian ensemble we mean the mea-
sures
(101) µn := E nµsn
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which is defined in the sense of distribution,
(102) 〈ψ,E n(|sn|hn)∗dV 〉 =
∫
M
E nψ(|sn(z)|hn)dV =
∫
M
E nψ(ρ
z
n)dV.
To determine the expected value distribution it thus suffices determineE nψ(|sn(z)|2hn)
or equivalently E nVsn(λ). We note that µn is always an absolutly continuous mea-
sure on R+ since sn is analytic. Hence we may write it as fn(x)dx.
We also define the expected value distribution in the spherical ensemble ,
(103) µSn = E
S
nµsn , sn ∈ SH0(M,Ln).
It is also a continuous measure and we write µSn = f
S
n (x)dx.
The random variable ρzn is the modulus of the Gaussian random variable
pzn = fn(z)e
−nϕ(z)/2
which is only defined with a choice of local coordinates. But if ψ is a radial test
function on C, then
E nψ(p
z
n) = E nψ(ρ
z
n),
and the right side is globally well defined. We denote the expected density of pzn by
f̂zn(y), which is a density defined on C. We write it as f̂zn(x, θ) in polar coordinate
y = xeiθ.
Lemma 6. For any probability measure on sections, the expected density of fzn is
given by the formula,
(104) fzn(x) =
∫ 2pi
0
f̂zn(x, θ)xdθ
9.1. Kac-Rice formula for the Gaussian value density. First we compare
Gaussian value densities as α changes. We denote fαn is the expected density under
the Gaussian ensemble (4). The result is analogous to that of Lemma 2:
Lemma 7. fαn (x) = α
1
2 f1n(α
1
2x).
Hence it suffices to fix α = 1, and in the next Proposition we determine the
Gaussian value distribution when α = 1 in (4) (5). If we define the expected
density of values ,
(105) E 1n
(∫
M
ψ(|sn|hn)dV
)
=
∫ ∞
0
ψ(x)f1n(x)dx.
Then we can prove,
Proposition 2. The expected value density in the α = 1 ensemble is given by the
formula,
(106) f1n(x) =
1
pi
∫
M
1
Πn(z, z)
xe−Πn(z,z)
−1x2dV (z), x ∈ R+
Proof. It follows from the Kac-Rice formula that
(107) f̂zn(y) =
1
pi
1
Πn(z, z)
exp
{− 〈y,Πn(z, z)−1y¯〉} ,
since the covariance matrix of the random variable pzn is
E 1n(f
z
nf
z
n) = E
1
n|s(z)|2hn = Πn(z, z).
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To obtain the density of values, we apply Lemma 6 and the polar coordinate y =
xeiθ to (107), then integrate the pointwise densities over M .

The density is especially simple for SU(m+1) polynomials where Πn(z, z) is the
constant dnVm where Vm is the Fubini-Study volume of CP
m.
Corollary 3. For SU(m + 1) polynomials with α = 1 resp. dn and with volume
Vm, the expected density of critical values is given by
(108) f1,CP
m
n (x) =
2Vm
dn
xe−Vmd
−1
n x
2
, fdn,CP
m
n = 2Vmxe
−Vmx2 .
As mentioned in the introduction, we usually set Vm = 1 for simplicity of nota-
tion.
9.2. Relation between spherical and Gaussian densities. The Gaussian value
distribution has the same problem as the critical point distribution, namely the
weighted repetition of sections. If we multiply s ∈ H0(M,Ln) by r > 0 then the
volume function changes by Vrs(λ) = Vs(r
−1λ). Consequently,
(109) frs = r
−1fs(r−1s).
The discussion is a word-for-word repetition of §8.1. Indeed, in the calculations
we only used the relation (109) and the fact that the random variables take values
in the densities on R. We therefore omit the proofs, but for clarity do state the
analogous Lemmas.
Exactly as in Lemma 5, we have
Lemma 8. The spherical density fSn and the γ
n
α densities of values are related by,
fαn (x) = K
−1
n α
dn
∫∞
0
fSn (ρ
− 12x)e−αρρ−
1
2 ρdn−1dρ.
We combine Lemmas 7 and 8 to obtain
Corollary 4.
f1n(α
1
2x) = α−
1
2αdnK−1n
∫∞
0
fSn (ρ
− 12x)e−αρρdn−
3
2 dρ
= αdn−
1
2K−1n x
2dn−1 ∫∞
0
fSn (ρ
− 12 )e−αx
2ρρdn−
3
2 dρ.
9.3. Spherical density of values: Proof of Theorem 3. In this section we
prove Theorem 3. First we prove the statement for SU(m+ 1) polynomials.
Lemma 9. Let fS,CP
m
n (u) be the density of values of SU(m+1) polynomials in the
spherical ensemble with volume Vm = 1. Then
lim
n→∞ f
S,CPm
n (u) = 2ue
−u2 .
Proof. The spherical density of values is determined from the Corollaries 3 and 4
(with Vm = 1) by changing variable y = αx
2,
2Kn
1
dn
y−dn+1e−d
−1
n y = L(ρdn− 32FSn )(y).
where we put
FSn (ρ) = f
S,CPm
n (ρ
− 12 ).
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By (86) with a = d−1n and ν = dn − 1, we obtain
L(ρdn− 32FSn )(y) = 2Kn
1
dn
L1[d−1n ,∞]
(ρ− d−1n )dn−2
Γ(dn − 1) .
Thus,
fS,CP
m
n (ρ
− 12 ) = 2Knρ−dn+
3
2
1
dn
1[d−1n ,∞]
(ρ− d−1n )dn−2
Γ(dn − 1) .
With u = ρ−
1
2 we get
(110)
fS,CP
m
n (u) = u
2dn−3 2Kn
Γ(dn−1)
1
dn
1[d−1n ,∞](u
−2 − d−1n )dn−2
= 2 KnΓ(dn)u1[0,
√
dn]]
(1− u2dn )dn−2.
The Lemma follows.

9.4. General Ka¨hler manifolds. In the general case, we also have:
Lemma 10. Let fSn (u) be the density of values of random s ∈ SH0(M,Ln) in the
spherical ensemble. Then
lim
n→∞ f
S
n (u) = 2ue
−u2 .
Proof. We combine Proposition 2 and Corollary 4. The exact formula of the Propo-
sition shows that the general spherical density is asymptotic to the SU(m+ 1) case
in dimenson m with a remainder term of order n−1(1 + |x|4)e−|x|2 . The remainder
estimate is similar to but simpler than that for the critical point density in §7.3
and is omitted. It follows that
fSn (ρ
− 12 ) ' ρ−dn+ 32 2Kn 1
dn
1[d−1n ,∞]
(ρ− d−1n )dn−2
Γ(dn − 1) .
The rest of the calculation is then identical to the case of SU(m+ 1) polynomials.

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