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ABSTRACT The conformational entropic penalty associated with packaging double-stranded DNA into viral capsids remains
an issue of contention. So far, models based on a continuum approximation for DNA have either left the question unexamined,
or they have assumed that the entropic penalty is negligible, following an early analysis by Riemer and Bloomfield. In contrast,
molecular-dynamics (MD) simulations using bead-and-spring models consistently show a large penalty. A recent letter from
Ben-Shaul attempts to reconcile the differences. While the letter makes some valid points, the issue of how to include confor-
mational entropy in the continuummodels remains unresolved. In this Comment, I show that the free energy decomposition from
continuum models could be brought into line with the decomposition from the MD simulations with two adjustments. First, the
entropy from Flory-Huggins theory should be replaced by the estimate of the entropic penalty given in Ben-Shaul’s letter, which
corresponds closely to that from the MD simulations. Second, the DNA-DNA repulsions are well described by the empirical
relationship given by the Cal Tech group, but the strength of these should be reduced by about half, using parameters based
on the Rau-Parsegian experiments, rather than treating them as ‘‘fitting parameters (tuned) to fit the data from (single molecule
pulling) experiments.’’INTRODUCTIONThe packaging of double-stranded DNA into preformed
bacteriophage capsids requires the hydrolysis of ATP to
overcome the elastic, electrostatic, and entropic forces that
oppose the confinement of DNA into small spaces. This
process has been examined in a number of experimental,
theoretical. and computational studies (see the literature
(1–7) for reviews). One major unresolved issue is whether
the entropic penalty of DNA confinement represents a sub-
stantial fraction of the free energy cost of packaging (8–13),
or it is essentially negligible (14,15).
Our modeling studies are based on molecular-dynamics
(MD) simulations on coarse-grain bead-and-spring molecu-
lar mechanics models (9–13). The simulations are stopped
at regular intervals, the DNA is equilibrated, and the force
required to hold the DNA inside the capsid is measured.
Integration of the force-versus-distance curve over the
course of the full packaging trajectory gives the work
done by the packaging force. Because the forces are
measured under equilibrium conditions (because the DNA
is not moving forward or backward), the work is reversible
and therefore equal to the free energy cost of packaging. The
potential energy function contains the contributions to the
internal energy from the elastic forces, the DNA-DNA
repulsions, and the DNA-capsid repulsions. Subtracting
the internal energy from the free energy gives a direct
calculation of the entropic cost of packaging. Studies using
bead-and-spring models have consistently shown that theSubmitted September 24, 2013, and accepted for publication December 9,
2013.
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up to 50% of the total free energy cost (8–13).
Other studies model DNA as a continuum elastic polymer
(14–17).
Ben-Shaul’s first article (Kindt et al. (16)) analyzed the
forces and pressures associated with packaging using a com-
bination of Brownian dynamics simulations with the DNA
modeled as a chain of beads, and a continuum model. His
second article (Tzlil et al. (17)) presented a complete analysis
using the continuum model. One nice feature of this model
is that there are no adjustable parameters. These articles
did not address the issue of DNA conformational entropy.
(Neither article contains the word ‘‘entropy’’ or ‘‘entropic’’.)
In contrast, the articles from the group at Cal Tech
(Purohit et al. (14,15)) were based on the explicit belief
that ‘‘the entropic contribution is smaller by a factor of 10
or more relative to the bending energies and those mediated
by the charges on the DNA and the surrounding solution’’
(14), citing Riemer and Bloomfield (18) as the source of
this information. The model in these articles contains two
parameters, F0 and c, which characterize the strength and
decay length of the DNA-DNA repulsive interaction, and
which the authors ‘‘view...as fitting parameters that we
will tune to fit the data from the experiment’’ (15).
In a recent letter to the Biophysical Journal (19), Ben-
Shaul discussed the discrepancies between the studies based
on continuum models and those based on bead-and-spring
models, and he attempted to resolve them. His analysis
provided an estimate of the entropic penalty that is in close
agreement with that obtained from our MD simulations.
The one remaining issue is how that entropy should be
represented in the continuum models.http://dx.doi.org/10.1016/j.bpj.2013.12.012
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Studies using the continuum approach (14–17) cite Riemer
and Bloomfield (18), who concluded that the change in
conformational entropy upon DNA packaging does not
make a significant contribution to the total free energy
change. Unfortunately, the Riemer-Bloomfield treatment is
based on Flory-Huggins theory (FHT) (20,21), which
models the polymer as a freely jointed chain (FJC) on
a lattice.
The FJC consists of rigid Kuhn segments, each of length
K ¼ 2P, where P is the persistence length, ~50 nm for DNA.
FHT places the FJC onto a cubic lattice, so that there are
only five conformations for each joint in the chain. (The
next link in the chain can either continue in the same direc-
tion as the previous link, or it can turn left, turn right, turn
up, or turn down.) Because of the law of large numbers,
this very simple model does recapitulate the probability
distributions (end-to-end distance; radius of gyration, etc.)
for real polymers, in the long-chain limit. FJC models can
also accurately recapitulate losses of conformational en-
tropy when the characteristic distance of the confinement
region is 10P or greater (22).
While FJC models and FHT are appropriate for exam-
ining the properties of very long free polymers, they are
not suitable for investigating polymer confinement to a vol-
ume as small as a virus. The diameters of the bacteriophage
capsids examined in both the simulations (9–13) and the
continuum models (14,15,17) are on the order of the
persistence length. The FJC model ignores conformational
fluctuations of DNA on this distance scale.
Proper modeling of a stiff polymer like DNA in systems
whose size is comparable to the persistence length requires
the use of the wormlike coil model (22–27). This is the basis
of the continuum models described above (14–17), but only
for the calculation of the internal energy (DNA bending and
DNA-DNA repulsions). Wormlike coil models can also be
used to generate the ensembles of structures required for a
rigorous analysis of entropic effects on this scale (22).QUESTIONS ABOUT THE PARAMETERS IN THE
MD SIMULATIONS
Ben-Shaul emphasizes the sensitivity of the entropy found
in the MD simulations to the diameter of the DNA chain,
a point with which I agree. There was no electrostatic
term in our first simulations (9,10), and we did use the
repulsive soft-sphere potential shown by the blue line in
Ben-Shaul’s Fig. 1 A, as he states. He did not mention,
however, that our subsequent simulations (11–13) included
an additional electrostatic repulsion based on the DNA
osmotic compression experiments of Rau et al. (28) and
Rau and Parsegian (29). Our electrostatic potential is very
similar to the red curve in Ben-Shaul’s Fig. 1 A. The addi-
tion of electrostatic repulsions does effectively increaseBiophysical Journal 106(2) 489–492the diameter of the chain, and, as predicted, the entropic
penalty does rise; a comparison of simulations on f29
with electrostatics (12) shows an increase of ~15% over
the value for simulations without electrostatics (10).
He also raises concerns about the contact distance
(2.5 nm) for our soft-sphere repulsion (which is stiff enough
that his description of it as a ‘‘hard-core’’ repulsion is
reasonably accurate). It turns out that the interstrand
DNA-DNA distances in our final models almost never
come within 2.5 nm of one another. As a result, the soft-
sphere repulsion contributes <1% of the final energetic
cost of packaging (see Fig. 2 C of Petrov and Harvey
(12); see Fig. 3 C of Petrov et al. (13)). The reason for
this is very simple. In the continuum models, the final con-
formations have the DNA compressed into a torus or coil
that presses outward against the walls of the capsid, leaving
an empty region along the central axis (see Fig. 1 in Purohit
et al. (14); see Figs. 1 and 3 in Kindt et al. (16); see Fig. 3 in
Purohit et al. (14,15)). We saw similar structures in our
studies that optimized the conformation using energy mini-
mization (30) and very low temperature (T ¼ 0.3 K) MD
(31). In contrast, when packaging is studied using MD at
room temperature, the DNA fills the entire capsid more
or less uniformly throughout the packaging trajectory,
minimizing electrostatic repulsions and maximizing chain
entropy (see Fig. 2 of Petrov et al. (11)). The final inter-
strand distance will be as large as possible, because of these
same forces, and the soft sphere repulsive term that we use
has hardly any effect. Coincidentally, this reproduces the
electron density distributions seen in cryo-electron micro-
scopy much more accurately than the continuum models
(6,13,32).THE ENTROPIC CONTRIBUTIONS OF LOCAL
FLUCTUATIONS
In his letter (19), Ben-Shaul has introduced a very nice
method for independently estimating the entropy costs
associated with the loss of local degrees of freedom upon
confinement. The discussion accompanying his Fig. 2
suggests that the entropic cost of packaging the T7 genome
is ~11,000 kBT at the DNA density characteristic of a
full virus. As he points out, this is comparable to the
value of ~14,000 kBT found in our packaging simulations
on T7 (10).
The continuum elastic models ignore the local fluctua-
tions discussed by Ben-Shaul. A proper interpretation of
his discussion would be that the continuum models are
missing an entropic penalty of ~104 kBT.OTHER EVIDENCE FOR THE LARGE ENTROPIC
COST OF PACKAGING
We are not the only investigators who find substantial en-
tropic penalties when packaging bead models. Marenduzzo
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of the work required to package DNA could result from
the entropic cost of compactifying a polymer of finite
thickness’’ (8).
There have been at least two studies using models not
based on molecular mechanics (beads-and-springs), each
of which confirms that entropic confinement penalties are
large.
First, Kumar and Muthukumar (33) used a self-consistent
field theory to investigate polymer confinement, finding
that confinement entropic penalties grow rapidly and non-
monotonically as more polymer is confined, and that this
penalty dominates the free energy change at high packing
densities.
Second, we used a statistical mechanical approach to
determine confinement penalties (22). This method does
not use MD, it does force deformations onto the polymer,
and it allows a direct determination of the entropy costs of
confinement. We examined three kinds of confinement:
between parallel plates, into cylindrical tubes, and into
spheres. The confinement of an infinitely thin chain (zero
diameter) to a sphere of diameter P costs 5 kBT per persis-
tence length. This is five times the Riemer-Bloomfield
estimate (18), and it ignores volume exclusion effects. The
entropic penalty for confining an infinitely thin wormlike
chain is extensive—directly proportional to the chain
length—because there is no limit to the amount that can
be forced into a sphere when the chain has no exclusion
volume. This is not true for chains of finite diameter, for
which the entropic penalty is much larger and rises without
limit (22,33–35). This can be seen in the figures in the liter-
ature (10,12,13,33).ENTROPY IN THE RAU-PARSEGIAN
EXPERIMENTS
As Ben-Shaul has pointed out (19), interstrand potential
based on the osmotic compression experiments of Rau
et al. (28) and Rau and Parsegian (29) is, in fact, a potential
of mean force (PMF). As a consequence, it contains contri-
butions from the loss of conformational entropy, the favor-
able entropic contribution from changes in solvent-DNA
interactions, and an unknown contribution due to elastic
deformations as the tangled bundle of DNA molecules is
compressed.
It is well known that, upon compressing DNA to high
density, there is a favorable entropy change due to solvent
release (29,36,37). Jeembaeva et al. (37) have shown that
there is a temperature-dependent balance between the
favorable entropy change due to solvent release and the
entropic penalty of confinement (37). They concluded that
‘‘the hydration entropy dominates over the loss of con-
formational entropy...upon confinement.’’ But the analysis
from Jeembaeva et al. (37) contains one free parameter,
DSejection(T ¼ 293 K), and their results are sensitive tothis. Further experimental, theoretical, and computational
efforts are needed to fully resolve the relative contributions
of the cost of confinement versus the payoff of solvent
release in the Rau-Parsegian PMF.RESOLUTION
Ben-Shaul (19) makes two key arguments. His assertion that
the entropic penalty in the MD simulations ‘‘depends sensi-
tively on the choice of model parameters, particularly (the
effective diameter of the DNA double helix)’’ is correct.
As shown above, the effective diameter in our models is
dictated by the electrostatic repulsions, not by the contact
distance in the soft-sphere term. He also argues that, for
the continuum models, ‘‘the interstrand potential (from
Rau-Parsegian)...accounts for all the relevant entropic con-
tributions involving hydration, electrostatic, and excluded
volume interactions.’’
The Rau-Parsegian PMF contains contributions from
several sources, including the large, favorable contribution
from solvent release (which masks the unfavorable confor-
mational entropy term), and—because the DNA conforma-
tion is not known—possible contributions from elastic
deformations as the long, tangled DNA molecules are com-
pressed. (It is not known how closely the DNA conforma-
tions in the osmotic compression experiments resemble
those in viral packaging.) There is not yet general agreement
in the scientific community about the relative magnitudes of
these contributions, or how to properly incorporate them
into the various models.
Ben-Shaul’s estimate of the cost of confinement, ~104
kBT for T7, is reasonable and corresponds to the estimates
from MD simulations (8,11–13,32). It should have been
included in the continuum models. It can be offset by
using an improved estimate of the DNA-DNA interaction
energy, based on the Rau-Parsegian PMF. In the Cal Tech
formulation, the strength of the DNA-DNA interaction
energy is directly proportional to the force constant F0,
a ‘‘fitting parameter that (is) tuned to fit the data from exper-
iment’’ (14). If Purohit et al. (14) had used a value of this
parameter based on a fit to the Rau-Parsegian data (F0 ¼
1.2  104 pN/nm2; see Fig. 2 of Purohit et al. (15)), rather
than the value they fit to the single molecule pulling exper-
iments (F0 ¼ 2.3  104 pN/nm2; see Fig. 3 of Purohit et al.
(14) and see Fig. 11 of Purohit et al. (15)), the DNA-DNA
repulsive energy would have been reduced by approxi-
mately half. With an appropriate entropic penalty based
on the Ben-Shaul approach (19) or the MD simulations
(8,11–13,32), the total free energy change in the continuum
model should be close to the experimental value.
In summary, the free energy decomposition in the Cal
Tech continuum model (Purohit et al. (14)) could be brought
into line with that from the molecular mechanics simu-
lations (8–13) by using an estimate of the entropic cost
of confinement based on the method given by Ben-ShaulBiophysical Journal 106(2) 489–492
492 Comments to the Editor(19) and a force constant for the strength of the DNA-DNA
interaction (F0) based on Parsegian et al. (38).
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