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Abstract
Hilbert space representations of quantum SU(2) by multiplication operators on a local
chart are constructed, where the local chart is given by tensor products of square integrable
functions on a quantum disc and on the classical unit circle. The actions of generators of
quantum SU(2), generators of the opposite algebra, and noncommutative partial derivatives
are computed on a Hilbert space basis.
1 Introduction
In [4], a twisted Dirac operator for quantum SU(2) is constructed by using so-called disc co-
ordinates. The starting point of this construction is a representation of quantum SU(2) by
multiplication operators on the tensor product of L2(S
1) with the quantum disc algebra, where
the inner product on the latter space is defined by a positive weighted trace. The construction
of the Dirac operator uses noncommutative first order differential operators satisfying a twisted
Leibniz rule. Only this twisted Leibniz rule is needed to prove that the Dirac operator has
bounded twisted commutators with differentiable functions, thus avoiding an explicit description
of the Hilbert space actions of the involved operators.
On the other hand, an explicit description of the Hilbert space representation of the quantum
algebra of differentiable functions and the action of the Dirac operator is crucial for determining
the analytic properties of the twisted spectral triple, for instance the spectrum of the Dirac
operator, its K-homology class, its eigenvectors, and the C*-closure of the quantum algebra.
The purpose of the present work is to describe the actions of all operators occurring in [4] on a
Hilbert space basis. Unfortunately, a detailed analysis of the twisted spectral triple from [4] is
behind the scope of this paper.
2 Quantum SU(2) in disc coordinates
Let q ∈ (0, 1). The coordinate ring O(SUq(2)) of quantum SU(2) is the *-algebra generated by
c and d satisfying
cd = qdc, c∗d = qdc∗, cc∗ = c∗c, (1)
d∗d+ q2cc∗ = 1, dd∗ + cc∗ = 1. (2)
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Classically, i. e. q = 1, the universal C*-algebra generated by c and d is isomorphic to C(S3).
The universal C*-closure C(SUq(2)) of O(SUq(2)) has been studied in [6] and [8]. Here we will
use the fact that it is generated by the operators c, d ∈ B(ℓ2(N) ⊗¯ ℓ2(Z)) given by
c(en ⊗ bk) = qn en ⊗ bk+1 , d(en ⊗ bk) =
√
1− q2(n+1) en+1 ⊗ bk , (3)
where {en}n∈N and {bk}k∈Z are orthonormal bases for ℓ2(N) and ℓ2(Z), respectively. Note that
c and d from (3) do indeed satisfy the relations (1) and (2). Moreover, the representation of
O(SUq(2)) defined by (3) is faithful.
Let u : S1 −→ S1, u(eit) = eit, denote the unitary generator of C(S1). On the orthonormal
basis {bk := 1√2π eikt : k ∈ Z} for L2(S1) ∼= ℓ2(Z), multiplication by u becomes the bilateral shift
ubk = bk+1 , k ∈ Z. (4)
Consider the bounded operators z and z∗ on ℓ2(N) given by
z en :=
√
1− q2(n+1) en+1 , z∗en :=
√
1− q2n en−1 . (5)
Obviously, z and z∗ satisfy the quantum disc relation
z∗ z − q2z z∗ = 1− q2. (6)
The polynomial *-algebra generated by z and z∗ will be denoted by O(Dq). Here and subse-
quently, D := {z ∈ C : |z| < 1} and D¯ := {z ∈ C : |z| ≤ 1} stand for the open and closed
unit discs, respectively, and O(Dq) will be called quantum disc algebra. As shown in [2], the
C*-closure C(Dq) of O(Dq) is isomorphic to the Toeplitz algebra. Moreover, (5) determines the
unique (up to unitary equivalence) faithful irreducible *-representation of C(Dq), see e. g. [5].
Defining y ∈ B(ℓ2(N)) by
yen := q
n en , n ∈ N, (7)
we have
y =
√
1− zz∗, yz = qzy, z∗y = qyz∗. (8)
In particular, y =
√
1− zz∗ ∈ C(Dq). Finally, with u, z and y given in (4), (5) and (7), the
operators c and d in (3) can be written
c = y ⊗ u = √1− zz∗ ⊗ u, d = z ⊗ 1. (9)
The representation (9) corresponds to the classical parametrization
ψ : D¯× [−π, π] −→ S3, ψ(z, t) := (z,√1− zz¯eit),
The restriction of ψ to the open set D× (−π, π) defines a dense coordinate chart for S3 ∼= SU(2)
which is compatible with the standard differential structure on S3. Moreover, the generators c
and d correspond in the classical limit q → 1 to the coordinate functions
c(z,
√
1− zz¯ eit) = √1− zz¯ eit, d(z,√1− zz¯ eit) = z.
We call them disc coordinates because the discs ψt(D¯) := {ψ(z, t) : z ∈ D¯} for fixed t ∈ (−π, π]
correspond to the 2-dimensional symplectic leaves associated to a known Poisson group structure
on SU(2) [1].
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3 Differential calculus
One of the differential operators occurring in [4] is the classical partial derivative −i ∂∂t acting on
C(1)(S1). On the basis vectors bk from (4), one obviously has
− i ∂∂t bk = kbk , k ∈ Z. (10)
Our next aim is to describe noncommutative partial derivatives ∂∂z and
∂
∂z¯ on the quantum
disc algebra. As in [7], consider the first order differential *-calculus d : O(Dq) −→ Ω(Dq) given
by Ω(Dq) = dzO(Dq) + dz∗O(Dq) with O(Dq)-bimodule structure
zdz = q−2dz z, z∗dz = q2dz z∗, zdz∗ = q−2dz∗z, z∗dz∗ = q2dz∗z∗,
satisfying the Leibniz rule d(fg) = d(f)g + f d(g) for all f, g ∈ O(Dq). We define the partial
derivatives ∂∂z and
∂
∂z¯ by
d(f) = dz ∂∂z (f) + dz
∗ ∂
∂z¯ (f), f ∈ O(Dq).
On monomials, one gets d(znz∗k) =
∑n−1
j=0 q
−2jdz zn−1z∗k +
∑k−1
l=0 q
−2n+2ldz znz∗k−1, therefore
∂
∂z (z
nz∗k) = q−2(n−1) 1−q
2n
1−q2 z
n−1z∗k, ∂∂z¯ (z
nz∗k) = q−2n 1−q
2k
1−q2 z
nz∗k−1.
From (6), it follows that the monomials znz∗k span the linear space O(Dq). Using the facts that
commutators satisfy the Leibniz rule, [z, z] = [z∗, z∗] = 0, 11−q2 [z
∗, z] = y2, and y2 commutes
with z and z∗ in the same way as dz and dz∗ do, one readily verifies that
∂
∂z (f) =
1
1−q2 y
−2 [z∗, f ], ∂∂z¯ (f) =
−1
1−q2 y
−2 [z, f ], f ∈ O(Dq). (11)
In order extend the partial derivatives to an algebra of differentiable functions, we first observe
that, by (6) and (8), each f ∈ O(Dq) can be written
f =
N∑
n=0
znpn(y
2) +
M∑
n=1
p−n(y
2)z∗n, N,M ∈ N, (12)
with polynomials pn in one variable. Furthermore, for all functions f ∈ C(spec{y2}), the formulas
in (11) together with (8) give
∂
∂z f(y
2) = 11−q2 y
−2 (z∗f(y2)− f(y2)z∗) = −f(y
2)− f(q2y2)
y2 − q2y2 z
∗ = −∇q2f(y2)z∗,
∂
∂z¯ f(y
2) = −11−q2 y
−2 (zf(y2)− f(y2)z) = −z f(y
2)− f(q2y2)
y2 − q2y2 = −z∇q2f(y
2),
where
∇q2f(x) :=
f(x) − f(q2x)
x− q2x
denotes the q2-difference operator and the operators f(y2) are defined by the spectral calculus of
the self-adjoint operator y2. The reason why we prefer to consider functions f = f(y2) instead
of f = f(y) is because z 7→ 1− zz¯ is a differentiable function on D¯ but z 7→ √1− zz¯ is not. Note
that
spec(y2) = {q2n : n ∈ N} ∪ {0}
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and limk→∞
f(q2k)−f(q2k+2)
q2k−q2k+2 = limk→∞
(
1
1−q2
f(q2k)−f(0)
q2k
− q21−q2 f(q
2k+2)−f(0)
q2k+2
)
= f ′(0) if the deri-
vative of f in 0 exists. In that case, ∇q2ψ(y2) defines a bounded operator on ℓ2(N). This
together with (12) motivates the following definition of an algebra of differentiable functions on
the quantum disc:
F (1)(Dq) :=
{
N∑
n=0
znfn(y
2) +
M∑
n=1
f−n(y
2)z∗n : M,N ∈ N, fj ∈ C(1)(spec(y2))
}
. (13)
Observe that differentiability of f ∈ C(1)(spec(y2)) amounts to the differentiability of f in 0
which is the only accumulation point of spec(y2). Using that f(y) ∈ F (1)(Dq) if and only if
f(qky) ∈ F (1)(Dq) for any k ∈ Z, it is easily seen that F (1)(Dq) is a *-algebra of bounded
operators on ℓ2(N) containing O(Dq). It follows from the (twisted) Leibniz rules
y−2[ζ, znf(y)] = y−2[ζ, zn]f(y) + q−2nzny−2[ζ, f(y)],
y−2[ζ, f(y)z∗n] = y−2[ζ, f(y)]z∗n + f(y)y−2[ζ, z∗n], f ∈ C(1)(spec(y2)), ζ ∈ {z, z∗}, n ∈ N,
that the actions of ∂∂z and
∂
∂z¯ given by the expressions in (11) are well defined on F (1)(Dq).
4 Noncommutative integration
Let s denote the unilateral shift operator acting on ℓ2(N) by see = en+1. Using the relations
z = s
√
1− q2y2, z∗ = s∗
√
1− y2, f(y)s = sf(qy), s∗ f(y) = f(qy)s∗, (14)
where f ∈ L∞(spec(y)) := {g : spec(y) → C : bounded}, one sees that each ψ ∈ F (1)(Dq)
can be written ψ =
∑N
n=0 s
n gn(y
2) +
∑M
n=1 g−n(y
2)s∗n with continuous (but not necessarily
differentiable) functions gj ∈ C(spec(y2)). For a noncommutative integration theory on the
quantum disc, it happens to be more convenient to work with the *-algebra of bounded operators
F(Dq) :=
{
N∑
n=0
sn gn(y) +
M∑
n=1
g−n(y)s
∗n : M,N ∈ N, gj ∈ L∞(spec(y))
}
. (15)
According to the above remark, F (1)(Dq) ⊂ F(Dq).
We follow [4, 5, 7] and define for α > 0∫ α
Dq
: F(Dq) −→ C,
∫ α
Dq
ψ := (1− q)Trℓ2(N)(ψyα). (16)
Since yα is a positive compact operator for all α > 0, the weighted trace
∫ α
Dq
is a well-defined
positive functional on F(Dq). As the trace over weighted shift operators vanishes, we have
∫ α
Dq
ψ =
∫
Dq
(
N∑
n=0
sn gn(y) +
M∑
n=1
g−n(y)s
∗n
)
= (1− q)
∑
n∈N
g0(q
n)qαn. (17)
In terms of the Jackson integral
∫ 1
0
f(y)dqy = (1− q)
∑
n∈N f(q
n)qn, the functional
∫ α
Dq
may be
written∫ α
Dq
(
N∑
n=0
sngn(y) +
M∑
n=1
g−n(y)s
∗n
)
=
∫ 1
0
∫ π
−π
(
N∑
n=0
einθgn(y) +
M∑
n=1
g−n(y)e
−inθ
)
dθ yα−1dqy.
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By (14), the commutation relation between yα and functions from F(Dq) can be expressed
by the automorphism σα : F(Dq) −→ F(Dq),
σα
( N∑
n=0
sn gn(y) +
M∑
n=1
g−n(y)s
∗n
)
=
N∑
n=0
(q−αs)n gn(y) +
M∑
n=1
g−n(y)(q
αs)∗n. (18)
Then hyα = yασα(h) and hence, by the trace property,∫ α
Dq
gh = (1− q)Trℓ2(N)(ghyα) = (1 − q)Trℓ2(N)(σα(h)gyα) =
∫ α
Dq
σα(h)g (19)
for all f, g ∈ F(Dq). Note also that
(σα(h))∗ = σ−α(h∗), h ∈ F(Dq),
where σ−α denotes the inverse of σα.
Using Trℓ2(N)(s
ns∗kf(y)y) = 0 if k 6= n, one easily verifies that ∫Dq is faithful. Therefore
〈f, g〉 :=
∫ α
Dq
f∗g, f, g ∈ F(Dq), (20)
defines an inner product on F(Dq). Its Hilbert space closure of will be denoted by L2(Dq).
5 Representations on the quantum disc
The left multiplication of O(Dq) on F(Dq) defines a bounded *-representation of O(Dq) on
L2(Dq) since
〈xf, g〉 =
∫ α
Dq
f∗x∗g = 〈f, x∗g〉, f, g ∈ F(Dq), x ∈ O(Dq).
In [4], representations of the opposite algebra O(Dq)op play also a crucial role in the definition
of the Dirac operator. Recall that the opposite algebra Aop of an algebra A is the vector space
A with the opposite multiplication aop bop = (ba)op. Aop remains to be a *-algebra if A is one.
The right multiplication of O(Dq) on F(Dq) defines a representation of O(Dq)op which is not a
*-representation because
〈xop f, g〉 = 〈fx, g〉 =
∫ α
Dq
x∗f∗g =
∫ α
Dq
f∗gσ−α(x∗) = 〈f, σ−α(x∗)opg〉 (21)
by (19).
Our next aim is to construct an orthonormal basis for L2(Dq). To this end, we introduce the
following notation: As customary, the symbol δnm denotes the Kronecker delta. For k ∈ Z, let
δqk : R −→ {0, 1} be defined by
δqk(t) :=
{
1, t = qk,
0, t 6= qk.
If a is a densely defined operator, we set
a#k :=
{
ak, k ≥ 0,
a∗k, k < 0.
(22)
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Note that δqn is continuous on spec(y) and δqn(y) is the orthogonal projection onto the one-
dimensional subspace span{en} ⊂ ℓ2(N). For any (measurable) function f : spec(y) −→ C, we
have
f(y)δqn(y) = δqn(y)f(y) = f(q
n)δqn(y). (23)
In particular, δqm(y)δqn(y) = δmn δqn(y). Furthermore, it follows from (14) that
sδqn(y) = δqn(q
−1y)s = δqn+1(y)s, s
∗ δqn(y) = δqn(qy)s
∗ = δqn−1(y)s
∗. (24)
As a consequence, for all k, n ∈ N such that n < k,
s∗k δqn(y) = δqn−k(y)s
∗k = 0, δqn(y)s
k = sk δqn−k(y) = 0, (25)
since δqn−k(t) = 0 on spec(y). From ss
∗ = 1− δq0(y), we get
ss∗k δqn(y) = (1− δq0(y))s∗k−1 δqn(y) = s∗k−1 (1− δqk−1 (y))δqn(y) = s∗k−1 δqn(y) (26)
as we may assume that n > k − 1 by (25). Note that s#k s#l = s#k+l does not hold in general,
for instance s#1 s#−1 = 1− δq0(y) 6= s#0. However, from (26) and s∗s = 1, we conclude that
s#ls#k δqn(y) = s
#l+k δqn(y) for all k, l ∈ Z, n ∈ N. (27)
Using (20), (27), (19), (23) and (17), we compute
〈s#k δqn(y), s#l δqm(y)〉 =
∫ α
Dq
δqn(y)s
#−k s#lδqm(y) =
∫ α
Dq
s#l−k δqm(y)δqn(y) = (1−q)qαnδnmδkl.
(28)
The last equation is the key to constructing an orthonormal basis for L2(Dq).
Proposition 1. For n ∈ N and k ∈ Z such that k ≥ −n, define
ηnk :=
q−αn/2√
1−q s
#k δqn(y). (29)
Then {ηnk : n ∈ N, k ∈ Z, k ≥ −n} is an orthonormal basis for L2(Dq).
Proof. It follows from (28) that the set defined in the proposition is orthonormal. Therefore it
only remains to show that it is complete. As L2(Dq) is the closure of F(Dq), it suffices to show
that the elements sk f(y) and f(y)s∗k can be expanded in this basis, where f ∈ L∞(spec(y)) and
k ∈ N. Since δqn(y) is the orthogonal projection onto the eigenspace corresponding to the eigen-
value qn of the self-adjoint operator y, the spectral theorem gives f(y) =
∑
n∈N f(q
n)δqn(y).
Thus sk f(y) =
√
1− q∑n∈N qαn/2 f(qn)ηnk and the series converges in L2(Dq) since f is
bounded and {qαn/2}n∈N ∈ ℓ2(N). Similarly, by (25),
f(y)s∗k =
∑
n∈N
f(qn)δqn(y)s
∗k =
∑
n∈N
f(qn)s∗k δqn+k(y) =
√
1− qqαk/2
∑
n∈N
qαn/2 f(qn)ηn+k,k ,
where the sequence of coefficients {qαn/2f(qn)}n∈N belongs to ∈ ℓ2(N).
We will now compute the actions of our noncommutative multiplication and partial differential
operators on this basis. To begin,
yηnk =
q−αn/2√
1−q ys
#k δqn(y) = q
k q−αn/2√
1−q s
#k yδqn(y) = q
n+k q−αn/2√
1−q s
#k δqn(y) = q
n+k ηnk , (30)
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where we used (14) in the second equality and (23) in the third. Similarly,
yop ηnk = ηnk y =
q−αn/2√
1−q s
#k δqn(y)y = q
n q−αn/2√
1−q s
#k δqn(y) = q
n ηnk . (31)
Writing z = s
√
1− q2y2, it follows from (30) and (27) that
z ηnk =
q−αn/2√
1−q s
√
1− q2y2 s#k δqn(y) =
√
1− q2(n+k+1) q−αn/2√
1−q s
#k+1 δqn(y)
=
√
1− q2(n+k+1) ηn,k+1 , (32)
and analogously, for z∗ = s∗
√
1− y2,
z∗ηnk =
q−αn/2√
1−q s
∗√1− y2 s#k δqn(y) =√1− q2(n+k) q−αn/2√1−q s#k−1 δqn(y)
=
√
1− q2(n+k) ηn,k−1 , (33)
The actions of zop and z∗op are calculated by applying (24), (23) and (29):
zopηnk = ηnk z =
q−αn/2√
1−q s
#k δqn(y)s
√
1− q2y2 = q−αn/2√
1−q s
#k+1 δqn−1(y)
√
1− q2y2
= q−α/2
√
1− q2n q−α(n−1)/2√
1−q s
#k+1 δqn−1(y)
= q−α/2
√
1− q2n ηn−1,k+1 , (34)
z∗op ηnk = ηnk z
∗ = q
−αn/2
√
1−q s
#k δqn(y)s
∗√1− y2 = q−αn/2√
1−q s
#k−1 δqn+1(y)
√
1− y2
= qα/2
√
1− q2(n+1) q−α(n+1)/2√
1−q s
#k+1 δqn+1(y)
= qα/2
√
1− q2(n+1) ηn+1,k−1 . (35)
Note that (zop)∗ = q−αz∗op = (σ−α(z∗))op as observed in (21).
By Equation (13) and the remark following it, the basis vectors ηnk belong to F (1)(Dq). As
eigenvectors of the self-adjoint operator y, they also belong to the domain of the unbounded
operator y−2. We will use the formulas in (11) to compute the actions of ∂∂z and
∂
∂z¯ on ηnk.
From (30), (33) and (35), it follows that
∂
∂z ηnk =
1
1−q2 y
−2 (z∗ηnk − ηnk z∗) = 11−q2 y−2 (z∗ηnk − z∗opηnk)
= q
−2(n+k)
1−q2
(
q2
√
1− q2(n+k) ηn,k−1 − qα/2
√
1− q2(n+1) ηn+1,k−1
)
. (36)
Further, by (30), (32) and (34),
∂
∂z¯ ηnk =
−1
1−q2 y
−2 (z ηnk − ηnk z) = −11−q2 y−2 (z ηnk − zopηnk)
= − q−2(n+k)1−q2
(
q−2
√
1− q2(n+k+1) ηn,k+1 − q−α/2
√
1− q2n ηn−1,k+1
)
. (37)
To compare the representations of z and z∗ with the irreducible ones from (5), it is convenient
to change the basis. For n, k ∈ N, set enk := ηn,k−n. As an immediate consequence of Propo-
sition 1, {enk : n, k ∈ N} is an orthonormal basis for L2(Dq) and the change of basis is given by
the unitary operator
U : L2(Dq) −→ L2(Dq), U enk = ηn,k−n, U∗ηnk = en,k+n .
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In the new basis, we have
yenk = U
∗ yηn,k−n = q
kU∗ηn,k−n = q
k enk ,
z enk = U
∗ z ηn,k−n =
√
1− q2(k+1)U∗ηn,k−n+1 =
√
1− q2(k+1) en,k+1 , (38)
z∗ enk = U
∗ z∗ηn,k−n =
√
1− q2kU∗ηn,k−n−1 =
√
1− q2k en,k−1 . (39)
In particular, on each Hilbert space
Hn := span{enk : k ∈ N} ∼= ℓ2(N), (40)
we recover the unique irreducible *-representations (5) of the quantum disc O(Dq). Further, for
the opposite operators, one gets
yop enk = U
∗yop ηn,k−n = q
nU∗ηn,k−n = q
n enk , (41)
zop enk = U
∗ zop ηn,k−n = q
−α/2√1− q2n U∗ηn−1,k−n+1 = q−α/2√1− q2n en−1,k , (42)
z∗openk = U
∗ z∗opηn,k−n = q
α/2
√
1− q2(n+1) U∗ ηn+1,k−n−1 = qα/2
√
1− q2(n+1) en+1,k . (43)
Now, setting ζop := qα/2zop, ζ∗op := q−α/2z∗op and
Hopk := span{enk : n ∈ N} ∼= ℓ2(N), (44)
we obtain an irreducible *-representation of O(Dq)op on Hopk , that is, (ζop)∗ = ζ∗op and
ζop ζ∗op − q2 ζ∗op ζop = 1− q2. (45)
Note that we have of course
[f, gop] = f gop − gop f = 0 for all f ∈ O(Dq), gop ∈ O(Dq)op, (46)
since the elements of O(Dq) act only on the second index of enk and the elements of O(Dq)op
act only on the first.
We compute the actions of ∂∂z and
∂
∂z¯ on enk by using the commutator representation (11)
again. Thus
∂
∂z enk =
1
1−q2 y
−2 (z∗ enk − z∗op enk) = q
−2k
1−q2
(
q2
√
1− q2k en,k−1 − qα/2
√
1− q2(n+1) en+1,k
)
,
∂
∂z¯ enk =
−1
1−q2 y
−2 (z enk − zop enk) = − q
−2k
1−q2
(
q−2
√
1− q2(k+1) en,k+1 − q−α/2
√
1− q2n en−1,k
)
.
Finally recall that (3) defines a faithful *-representation of C(SUq(2)), and consider the
Hilbert space L2(Dq) ⊗¯L2(S1) with orthonormal basis {enkl : n, k ∈ N, l ∈ Z}, where
enkl := enk ⊗ bl = q
−αn/2
√
1−q s
#k−n δqn(y)⊗ 1√2π e
ilt. (47)
As in (9), we define a *-representation of O(SUq(2)) on L2(Dq) ⊗¯L2(S1) by setting
c := y ⊗ u = √1− zz∗ ⊗ u, d := z ⊗ 1. (48)
It follows from (38)–(40) that L2(Dq) ⊗¯L2(S1) decomposes into the direct sum
L2(Dq) ⊗¯L2(S1) =
⊕
n∈N
Hn ⊗¯L2(S1) ∼=
⊕
n∈N
ℓ2(N) ⊗¯ ℓ2(Z),
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and on each copy of ℓ2(N) ⊗¯ ℓ2(Z), we recover the representation from (3). Hence the representa-
tion (48) decomposes into the infinite orthogonal sum of *-representations which are all unitarily
equivalent to (3). In particular, (48) defines a faithful *-representation of O(SUq(2)) and the
C*-closure of the *-algebra generated by c and d from (48) is isomorphic to C(SUq(2)).
To obtain *-representations of the opposite algebras O(SUq(2))op and C(SUq(2))op, the gen-
erators cop and dop have to satisfy the opposite relations of (1) and (2). Analogous to d = z ⊗ 1
and c =
√
1− zz∗ ⊗ u with z satisfying (6) and u being a unitary generator of C(S1), a *-re-
presentation of O(SUq(2))op is given by replacing z by ζop satisfying (45) (the opposite relation
of (6)) and u by a unitary operator uop with the same properties as u. For uop we may take
u∗ which generates the same C*-algebra C(S1) as u does. The adjoint of u is chosen for consis-
tency because then c and d act as forward shifts, and cop and dop act as backward shifts. For
ζop = qα/2zop and ζ∗op = q−α/2z∗op, as defined in the paragraph after Equation (43), we get√
1− ζop ζ∗op = √1− zop z∗op = yop. Thus, setting
cop := yop ⊗ u∗ =
√
1− ζop ζ∗op ⊗ u∗, dop := ζop ⊗ 1, (49)
yields a *-representation of O(SUq(2))op on L2(Dq) ⊗¯L2(S1). Moreover, with Hopk defined in
(44), we have the Hilbert space decomposition
L2(Dq) ⊗¯L2(S1) =
⊕
k∈N
Hopk ⊗¯L2(S1) ∼=
⊕
k∈N
ℓ2(N) ⊗¯ ℓ2(Z),
and, by (41)–(43) and (4), cop and dop act on each Hopk0 ⊗¯L2(S1) = span{enk0⊗bl : n ∈ N, l ∈ Z}
by
cop (enk0 ⊗ bl) = qn enk0 ⊗ bl−1, dop (enk0 ⊗ bl) =
√
1− q2(n−1) en−1,k0 ⊗ bl . (50)
Note that (50) are the adjoint relations of (3), and that taking the opposite relations of (1)
and (2) amounts to interchanging c and d with their adjoints c∗ and d∗. Therefore, as much
as (3) defines a faithful *-representation of O(SUq(2)) and C(SUq(2)), (50) yields a faithful *-
representation of O(SUq(2))op and C(SUq(2))op and so does their direct sum representation on
L2(Dq) ⊗¯L2(S1). Finally we remark that the operators c and d from (48) commute with the
operators cop and dop from (49) since u and u∗ belong to the commutative C*-algebra C(S1),
and the operators in the left factor of the tensor products commute by (46). As a consequence,
the representations of C(SUq(2)) and C(SUq(2))
op on L2(Dq) ⊗¯L2(S1) commute.
For the convenience of the reader, we finish the paper by collecting the most important
formulas in a final theorem.
Theorem 2. Let z, z∗ ∈ B(ℓ2(N)) denote the generators of the quantum disc O(Dq) given in (5)
and let y =
√
1− z z∗. With F(Dq) defined in (15), the *-algebra F(Dq)⊗L∞(S1) is considered
an algebra of bounded functions on a local chart for quantum SU(2) in the following sense: Define
an inner product on F(Dq)⊗ L∞(S1) by
〈f ⊗ φ, g ⊗ ψ〉 :=
∫ α
Dq
f∗g
∫
S1
φ¯ψdλ = (1−q)Trℓ2(N)(f∗gyα)
∫
S1
φ¯ψdλ, α > 0,
where λ stands for the Lebesgue measure on S1. The Hilbert space completion of F(Dq)⊗L∞(S1)
will be denoted by L2(Dq) ⊗¯L2(S1). Furthermore, with F (1)(Dq) described in (13), the *-sub-
algebra F (1)(Dq)⊗C(1)(S1) of F(Dq)⊗L∞(S1) is viewed as an algebra of differentiable functions
on the local chart. The Hilbert space L2(Dq) ⊗¯L2(S1) has an orthonormal basis of differentiable
functions {enkl : n, k ∈ N, l ∈ Z} ⊂ F (1)(Dq)⊗ C(1)(S1), where
enkl =
q−αn/2√
1−q s
#k−n δqn(y)⊗ 1√2π e
ilt.
9
The left multiplication x (f ⊗ ψ) := xf ⊗ ψ, x ∈ O(Dq), f ⊗ ψ ∈ F(Dq) ⊗ L∞(S1), defines a
bounded *-representation of O(Dq) on L2(Dq) ⊗¯L2(S1). On the above orthonormal basis, the
operators z, z∗ and y act by
z enkl =
√
1− q2(k+1) en,k+1,l , z∗ enkl =
√
1− q2k en,k−1,l , y enkl = qk enkl .
The right multiplication xop (f ⊗ψ) := fx⊗ψ, x ∈ O(Dq)op, f ⊗ψ ∈ F(Dq)⊗L∞(S1), defines
a bounded representation of O(Dq)op on L2(Dq) ⊗¯L2(S1) which is not a *-representation. The
actions of zop, z∗op = qα(zop)∗ and yop = (yop)∗ are given by
zop enkl = q
−α/2√1− q2n en−1,kl , z∗op enkl = qα/2√1− q2(n+1) en+1,kl , yopenkl = qn enkl .
Let u ∈ C(S1), u(eit) = eit, denote the unitary generator of C(S1). Setting
c := y ⊗ u = √1− zz∗ ⊗ u, d := z ⊗ 1,
cop := yop ⊗ u∗ = √1− zopz∗op ⊗ u∗, dop := qα/2zop ⊗ 1,
yields commuting *-representations of C(SUq(2)) and C(SUq(2))
op on L2(Dq) ⊗¯L2(S1) given by
left and right multiplication, respectively. On basis vectors, these representations read
cenkl = q
k enk,l+1 , denkl =
√
1− q2(k+1) en,k+1,l ,
cop enkl = q
n enk,l−1 , d
op enkl =
√
1− q2n en−1,kl .
The partial derivatives ∂∂z ,
∂
∂z¯ and
∂
∂t act on differentiable functions g⊗φ ∈ F (1)(Dq)⊗C(1)(S1)
by ∂∂z (g ⊗ φ) = ∂∂z g ⊗ φ, ∂∂z¯ (g ⊗ φ) = ∂∂z¯ g ⊗ φ and ∂∂t (g ⊗ φ) = g ⊗ ∂∂tφ. On basis elements, one
obtains
∂
∂z enkl =
q−2k
1−q2
(
q2
√
1− q2k ηn,k−1,l − qα/2
√
1− q2(n+1) en+1,kl
)
,
∂
∂z¯ enkl = − q
−2k
1−q2
(
q−2
√
1− q2(k+1) ηn,k+1,l − q−α/2
√
1− q2n en−1,kl
)
,
∂
∂t enkl = i l enkl .
Note that the representations of C(SUq(2)) and C(SUq(2))
op do not depend on α but the
actions of ∂∂z and
∂
∂z¯ do so.
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