In the context of fine-grained visual categorization, the ability to interpret models as human-understandable visual manuals is sometimes as important as achieving high classification accuracy. In this paper, we propose a novel Part-Stacked CNN architecture that explicitly explains the finegrained recognition process by modeling subtle differences from object parts. Based on manually-labeled strong part annotations, the proposed architecture consists of a fully convolutional network to locate multiple object parts and a two-stream classification network that encodes object-level and part-level cues simultaneously. By adopting a set of sharing strategies between the computation of multiple object parts, the proposed architecture is very efficient running at 20 frames/sec during inference. Experimental results on the CUB-200-2011 dataset reveal the effectiveness of the proposed architecture, from multiple perspectives of classification accuracy, model interpretability, and efficiency. Being able to provide interpretable recognition results in realtime, the proposed method is believed to be effective in practical applications.
Introduction
Fine-grained visual categorization aims to distinguish objects at the subordinate level, e.g., different species of birds [47, 44, 4] , pets [17, 30] , flowers [29, 1] and cars [38, 26] . It is a highly challenging task due to the small inter-class variance caused by highly similar subordinate categories, and the large intra-class variance by nuisance factors such as pose, viewpoint and occlusion. Inspiringly, huge progress has been made over the last few years [43, 4, 42, 18, 49] , making fine-grained recognition techniques a large step closer to practical use in various applications, such as wildlife observation and surveillance systems.
Whilst numerous attempts have been made to boost the * These authors contributed equally to this work.
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The class has its beak mostly different from the class Figure 1 . Overview of the proposed approach. We propose to classify fine-grained categories by modeling the subtle difference from specific object parts. Beyond classification results, the proposed PS-CNN architecture also offers human-understandable instructions on how to classify highly similar object categories explicitly.
classification accuracy of fine-grained visual categorization [10, 9, 6, 22, 46] , we argue that another important aspect of the problem has yet been severely overlooked, i.e., the ability to generate a human-understandable "manual" on how to distinguish fine-grained categories in detail. For example, volunteers for ecological protection may certainly benefit from an algorithm that could not only classify bird species accurately, but also provide brief instructions on how to distinguish a category from its most similar subspecies -e.g., a salient difference between a Ringed-billed gull and a California gull lies in the pattern on their beaks ( Figure 1 )with some intuitive illustration examples. Existing finegrained recognition methods that aim to provide a visual field guide mostly follow the routine of "part-based onevs-one features" (POOFs) [2, 3, 4] or employ human-inthe-loop methods [20, 7, 41] . Since the data size has been increasing drastically, a method that simultaneously implements and interprets fine-grained visual categorization using the latest deep learning methods [19] is therefore highly advocated.
It is widely acknowledged that the subtle difference between fine-grained categories mostly resides in the unique properties of object parts [32, 2, 9, 27, 51, 53] . Therefore, a practical solution to interpret classification results as human-understandable manuals is to discover classification criteria from object parts. Some of existing finegrained datasets have provided detailed part annotations including part landmarks and attributes [44, 26] . However, they are usually associated with a large number of object parts, which poses heavy computational burden for both part detection and classification. From this perspective, one would like to seek a method that follows the object-partaware strategy to provide interpretable predicting criteria, while requiring minimum computational effort to deal with a possibly large number of parts.
In this paper, we propose a new part-based CNN architecture for fine-grained visual categorization that models multiple object parts in a unified framework with high efficiency. Similar with previous fine-grained recognition approaches, the proposed method consists of a localization module to detect object parts ("where pathway") and a classification module to classify fine-grained categories at the subordinate level ("what pathway"). In particular, we employ a fully convolutional network (FCN) to perform object part localization. The inferred part locations are fed into the classification network, in which a two-stream architecture is proposed to analyze images in both object-level (bounding boxes) and part-level (part landmarks). The computation of multiple parts is first conducted via a shared feature extraction route, then separated directly on feature maps through a part crop layer, concatenated, and then fed into a shallower network to perform object classification. Except for categorical predictions, the proposed method also generates interpretable classification instructions based on object parts. Since the proposed architecture employs a sharing strategy that stacks the computation of multiple parts together, we call it Part-Stacked CNN (PS-CNN).
The contributions of this paper include: 1) we present a novel and efficient part-based CNN architecture for finegrained recognition; 2) our architecture adopts an FCN to localize object parts, which has seldom been studied before in the context of object recognition; 3) our classification network follows a two-stream structure that captures both object-level and part-level information, in which a new share-and-divide strategy is presented on the computation of multiple object parts. As a result, the proposed architecture is very efficient, with a capacity of 20 frames/sec 1 on a Tesla K80 to classify images at test time using 15 object parts; 4) The proposed method provides effective model interpretation for fine-grained object recognition, while being able to run in real-time. This is a much preferred property for practical applications, such as surveillance systems. The effectiveness of the proposed method is demonstrat-ed through systematic experiments on the Caltech-UCSD Birds-200-2011 [44] dataset, in which we achieved 76% classification accuracy. We also present practical examples of human-understanding manuals generated by the proposed method for the task of fine-grained visual categorization.
The rest of the paper is organized as follows. Section 2 summarizes related works. The proposed architecture including the localization network and the classification network is described in Section 3. Detailed performance studies and analysis are conducted in Section 4. Section 5 concludes the paper and proposes discussions on the application scenarios of the proposed PS-CNN.
Related Work
Fine-Grained Visual Categorization. A number of methods have been developed to classify object categories at the subordinate level. Recently, the best performing methods mostly sought for improvement brought by the following three aspects: more discriminative features including deep CNNs for better visual representation [5, 33, 19, 39, 37] , explicit alignment approaches to eliminate pose displacements [6, 14] , and part-based methods to study the impact of object parts [2, 52, 27, 51, 15, 55] . Another line of research explored human-in-the-loop methods [8, 10, 45] to identify the most discriminative regions for classifying finegrained categories. Although such methods provided direct references of how people perform fine-grained recognition in real life, they were impossible to scale for large systems due to the need of human interactions at test time.
Current state-of-the-art methods for fine-grained recognition are part-based R-CNN by Zhang et al. [51] and Bilinear CNN by Lin et al. [22] , which both employed a twostage pipeline of part detection and part-based object classification. The main idea of the proposed PS-CNN is largely inherited from [51] , who first detected the location of two object parts and then trained an individual CNN based on the unique properties of each part. Compared to part-based R-CNN, the proposed method is far more efficient in both detection and classification phrases. As a result, we are able to employ much more object parts than that of [51] , while still being significantly faster at test time.
On the other hand, Lin et al. [22] argued that manually defined parts were sub-optimal for the task of object recognition, and thus proposed a bilinear model consisting of two streams whose roles were interchangeable as detectors or features. Although this design enjoyed the data-driven nature that could possibly lead to optimal classification performance, it also made the resultant model hard to interpret. On the contrary, our method tries to balance the need of both both classification accuracy and model interpretability in fine-grained recognition systems. Fully Convolutional Networks. Fully convolutional network (FCN) is a fast and effective approach to produce dense prediction with convolutional networks. Successful examples can be found on tasks including sliding window detection [34] , semantic segmentation [23] , and human pose estimation [40] .
Part-Stacked CNN
We present the model architecture of the proposed Part-Stacked CNN in this section. In accordance with the common framework for fine-grained recognition, the proposed architecture is decomposed into a Localization Network (Section 3.1) and a Classification Network (Section 3.2). We adopt CaffeNet [16] , a slightly modified version of the standard seven-layer AlexNet [19] architecture, as the basic structure of the network; deeper networks could potentially lead to better recognition accuracy, but may also result in lower efficiency.
A unique design in our architecture is that the message transferring operation from the localization network to the classification network, i.e. using detected part locations to perform part-based classification, is conducted directly on the conv5 output feature maps within the process of data forwarding. It is a significant difference compared to the standard two-stage pipeline of part-based R-CNN [51] that con-secutively localizes object parts and then trains part-specific CNNs on the detected regions. Based on this design, a set of sharing schemes are performed to make the proposed PS-CNN fairly efficient for both learning and inference. Figure  2 illustrates the overall network architecture.
Localization Network
The first stage of the proposed architecture is a localization network that aims to detect the location of object parts. We employ the simplest form of part landmark annotations, i.e. a 2D key point is annotated at the center of each object part. Assume that M -the number of object parts labeled in the dataset, is sufficient large to offer a complete set of object parts on which fine-grained categories are usually different from each other. Motivated by recent progress of human pose estimation [23] and semantic segmentation [40] , we adopt a fully convolutional network (FCN) [28] to generate dense output feature maps for locating object parts.
Fully convolutional network. A fully convolutional network is achieved by replacing the parameter-rich fully connected layers in standard CNN architectures by convolutional layers with kernels in spatial size of 1 × 1. Given an input RGB image, the output of a fully convolutional network is a feature map in reduced dimension compared to the input. The computation of each unit in the feature map only corresponds to pixels inside a region with fixed size in the input image, which is called its receptive field. FCN is preferred in our framework due to the following three reasons: 1) feature maps generated by FCN can be directly utilized as the part locating results in the classification network, which will be detailed in Section 3.2; 2) results of multiple object parts can be obtained simultaneously using an FCN; 3) FCN is very efficient in both learning and inference.
Learning. We model the part localization process as a multi-class classification problem on dense output spatial positions. In particular, suppose the output of the last convolutional layer in the FCN is in the size of h × w × d, where h and w are spatial dimensions and d is the number of channels. We set d = M + 1. Here M is the number of object parts and 1 denotes for an additional channel to model the background. To generate corresponding ground-truth labels in the form of feature maps, units indexed by h × w spatial positions are labeled by their nearest object part; units that are not close to any of the labeled parts (with an overlap < 0.5 with respect to receptive field) are labeled as background.
A practical problem here is to determine the model depth and the size of input images for training the FCN. Generally speaking, layers at later stages carry more discriminative power and thus are more likely to generate promising localization results; however, their receptive fields are also much larger than those of previous layers. For example, the receptive field of conv5 layer in CaffeNet has a size of 163 × 163 compared to the 227 × 227 input image, which is too large to model an object part. We propose a simple trick to deal with this problem, i.e., upsampling the input images so that the fixed-size receptive fields denoting object parts become relatively smaller compared to the whole object, while still being able to use layers at later stages to guarantee enough discriminative power.
The localization network in the proposed PS-CNN is illustrated in Figure 3 . The input of the FCN is a boundingbox-cropped RGB image, warped and resized into a fixed size of 454 × 454. The structure of the first five layers is identical to those in CaffeNet, which leads to a 27×27×256 output after conv5 layer. Afterwards, we further introduce a 1×1 convolutional layer with 512 output channels as conv6, and another 1 × 1 convolutional layer with M + 1 outputs termed conv7 to perform classification. By adopting a spatial preserving softmax that normalizes predictions at each spatial location of the feature map, the final loss function is a sum of softmax loss at all 27 × 27 positions:
where
.
Here,ĉ ∈ [0, 1, ..., M ] is the part label of the patch at location (h, w), where the label 0 denotes background. Meanwhile, considering that object parts may be missing in some images due to varied poses and occlusion, we set a threshold μ that if the maximum response of a part is below μ, we simply discard this part's channel in the classification network for this image. Let g(h, w, c) = σ(h, w, c) * G, the inferred part locations are given as:
Classification network
The second stage of the proposed PS-CNN is a classification network with the inferred part locations given as an input. It follows a two-stream architecture with a Part Stream and a Object Stream to capture semantics from multiple levels. A sub-network consisting of three fully connected layers is then performed as an object classifier, as shown in Figure 2 .
Part stream. The part stream acts as the core of the proposed PS-CNN architecture. To capture object-partdependent differences between fine-grained categories, one can train a set of part CNNs, each one of which conducts classification on a part separately, as proposed by Zhang et al. [51] . Although such method worked well for [51] who only employed two object parts, we argue that it is not applicable when the number of object parts is much larger in our case, because of the high time and space complexity.
In PS-CNN, we introduce two strategies to improve the efficiency of the part stream. The first one is model parameter sharing. Specifically, model parameters of the first five convolutional layers are shared among all object parts, which can be regarded as a generic part-level feature extractor. This strategy leads to less parameters in the proposed architecture and thus reduces the risk of overfitting.
Other than model parameter sharing, we also conduct a computational sharing strategy. The goal is to make sure that the feature extraction procedure of all parts only requires one pass through the convolutional layers. Analogous to the localization network, the input images of the part stream are in doubled resolution 454 × 454 so that the respective receptive fields are not too large to model object parts; forwarding the network to conv5 layer generates output feature maps of size 27 × 27. By far, the computation of all object parts is completely shared.
After performing the shared feature extraction procedure, the computation of each object part is then partitioned through a part crop layer to model part-specific classification cues. For each part, the part crop layer extracts a local neighborhood region centered at the detected part location. Features outside the cropped region are simply dropped. In practice, we crop 6 × 6 neighborhood regions out of the 27 × 27 conv5 feature maps to match the output size of the object stream. The resultant receptive fields for the cropped feature maps has a width of 243, given the receptive field size of conv5 layers and the respective stride.
Object stream. The object stream utilizes bounding-boxlevel supervision to capture object-level semantics for finegrained recognition. It follows the general architecture of CaffeNet, in which the input of the network is a 227 × 227 RGB image and the output of pool5 layer are 6 × 6 feature maps.
We find the design of the two-stream architecture in PS-CNN analogous to the famous Deformable Part-based Models [12] , in which object-level features are captured through a root filter in a coarser scale, while detailed part-level information is modeled by several part filters at a finer scale. We find it critical to measure visual cues from multiple semantic levels in an object recognition algorithm.
Dimension reduction and fully connected layers. The aforementioned two-stream architecture generates an individual feature map for each object part and bounding box. When conducting classification, they serve as an over-complete set of CNN features from multiple scales. Following the standard CaffeNet architecture, we employ a DNN including three fully connected layers as object classifiers. The first fully connected layer fc6 now becomes a part concatenation layer whose input is generated by stacking the output feature maps of the part stream and the object stream together. However, such a concatenating process requires M + 1 times more model parameters than the original fc6 layer in CaffeNet, which leads to a huge memory cost.
To reduce model parameters, we introduce a 1×1 convolutional layer termed conv5 1 in the part stream that projects the 256 dimensional conv5 output to 32-d. It is identical to a low-rank projection of the model output and thus can be initialized through standard PCA. Nevertheless, in our experiments, we find that directly initializing the weights of the additional convolution by PCA in practice worsens the performance. To enable domain-specific fine-tuning from pre-trained CNN model weights, we train an auxiliary CN-N to initialize the weights for the additional convolutional layer.
Let
is the predicted location for part c and N is the number of output feature maps. The output of part concatenation layer fc6 can be formulated as:
where W c is the model parameters for part c in fc6 layer, and σ is an activation function. We conduct the standard gradient descent method to train the classification network. The most complicated part for computing gradients lies in the dimension reduction layer due to the impact of part cropping. Specifically, the gradient of each cropped part feature map (in 6×6 spatial resolution) is projected back to the original size of conv5 (27 × 27 feature maps) according to the respective part location and then summed up. Note that the proposed PS-CNN is implemented as a two stage framework, i.e. after training the FCN, weights of the localization network are fixed when training the classification network.
Experiments
We present experimental results and analysis of the proposed method in this section. Specifically, we will evaluate the performance through four different aspects: localization accuracy, classification accuracy, inference efficiency, and model interpretation.
Dataset and implementation details
Experiments are conducted on the widely used finegrained classification benchmark the Caltech-UCSD Bird- [16] . Specifically, bounding-box cropped input images are warped to a fixed size of 512 × 512, randomly cropped into 454 × 454, and then fed into the localization network and the part stream in the classification network as input. We employ a pooling layer in the object stream that downsamples the 454 × 454 input to 227 × 227 to guarantee synchronization between the two streams in the classification network.
Localization results
As the localization results in our method are directly delivered to the classification network at feature-map-level, we do not intend to achieve accurate keypoint localization at pixel-level but instead focus on a rougher correctness measure. The localization correctness is quantitatively assessed using APK (Average Precision of Key points) [50] . Following [24] , we consider a key point to be correctly predicted if the prediction lies within a Euclidean distance of α times the maximum of the bounding box width and height compared to the ground truth. We set α = 0.1 in all the analysis below.
The adopted FCN architecture in PS-CNN achieves a reasonably inspiring 86.6% APK on the test set of CUB-200-2011 for 15 object parts. Specifically, the additional 1× 1 convolutional layer and the employed Gaussian smoothing kernel delivers 1.5% and 2% improvements over the results using standard five convolutional layers in AlexNet, respectively. Furthermore, we present per part APKs in Table 1 . An interesting phenomenon here is that parts residing near the head of the birds tend to be located more accurately. It turns out that the birds' head has relatively more stable structure with less deformations and lower probability to be occluded. On the contrary, parts that are highly deformable such as wings and legs get lower APK values. Figure 4 shows typical localization results of the proposed method.
Classification results
We begin the analysis of classification results by a study on the discriminative power of each object part. Each time we select one object part as the input and discard the computation of all other parts. Different parts reveal significantly different classification results. The most discriminative part crown itself achieves a quite impressive accuracy of 57%, while the lowest accuracy is only 10% for part beak. Therefore, to obtain better classification results, it may be beneficial to find a rational combination or order of object parts instead of directly ran the experiments on all parts altogether.
We therefore introduce a strategy that incrementally adds object parts to the whole framework and iteratively trains the model. Specifically, starting from a model trained on bounding-box supervision only, which is also the baseline of the proposed method, we iteratively insert object parts into the framework and re-finetune the PS-CNN model. The number of parts inserted in each iteration increases exponentially, i.e., in the i th iteration, 2 i parts are selected and inserted. When starting from an initialized model with relatively high performance, introducing a new object part into the framework does not require to run a brand new classification procedure based on this specific part alone; ideally only the classification of highly confusing categories that may be distinguished through the new part will be impacted and amended. As a result, this procedure overcomes the drawback raised by the existence of object parts with lower discriminative power. In our implementation, the ordering of part inclusion is determined by its discriminative power measured by the classification accuracy using each part only (see Supplementary for details). Table 2 reveals that as the number of object parts increases from 0 to 8, the classification accuracy improves gradually and then becomes saturated. Further increasing the part number does not lead to a better accuracy; however, it does provide more resources for performing explicit model interpretation. Table 3 shows the performance comparison between PS-CNN and existing fine-grained recognition methods. Since the CNN architecture has a large impact on the recognition performance, for fair comparison, we only compare results reported on the standard seven-layer architecture. Deeper models could surely lead to better accuracy, but also result in less efficiency. The complete PS-CNN model with a bounding-box and 15 object parts achieves 76% accuracy, which is comparable with part-based R-CNN [51] , while being slightly lower than several most recent state-of-theart methods [22, 21, 35] due to the effectiveness-efficiency tradeoff. In particular, our model is over two orders of magnitude faster than [51] , requiring only 0.05 seconds to perform end-to-end classification on a test image. This number is quite inspiring, especially considering the number of parts used in the proposed method. The efficiency makes it possible for the proposed method to be conducted in realtime, leading to potential applications in video domain.
Model interpretation
One of the most prominent features of the proposed Part-Stacked CNN (PS-CNN) method is that it can produce human-understandable interpretation manuals for finegrained recognition. Here we detail the algorithm we use to perform interpretation using the proposed method.
Different from [2] who directly conducted one-on-one classification on object parts, the interpretation process of the proposed method is conducted in a relatively indirec-
Method
Train Anno. Test Anno. Acc. Constellation [36] n/a n/a 68.5 Attention [48] n/a n/a 69.7 Bilinear-CNN [22] n/a n/a 74.2 Weak FGVC [54] n/a n/a 75.0 CNNaug [31] BBox t way. Considering that using each object part by itself cannot lead to convincing classification results, we perform the analysis for interpretation on a combination of bounding box supervision and each single object part. The analysis is performed in two ways: a "one-versus-rest" comparison for denoting the most discriminative part to classify a subcategory from all other classes, and a "one-versus-one" comparison to find out the classification criteria of a subcategory with its most similar classes.
• The "one-versus-rest" manual for an object category k. For every part p, we compute the summation of prediction scores of the category's positive samples. The most discriminative part is then captured as the one with the largest accumulated score:
• The "one-versus-one" manual obtained by computing as the part which results in the largest difference of prediction scores on two categories k and l. We first pick up the respective two rows in the score matrix S, and re-normalize it using the binary classification criterion as S . Afterwards, the most discriminative part is given as: Figure 5 . Example of the prediction manual generated by the proposed approach. Given a test image, the system reports its predicted class label with some typical exemplar images. Part-based comparison criteria between the predicted class and its most similar classes are shown in the right part of the image. The number in brackets shows the confidence of classifying two categories by introducing a specific part. We present top three object parts for each pair of comparison. For each of the parts, three part-center-cropped patches are shown for the predicted class (upper rows) and the compared class (lower rows) respectively.
The model interpretation routine is demonstrated in Figure 5 . When a test image is presented, the proposed method first conducts object classification through the PS-CNN architecture. The predicted category is presented by a set of images in the dataset that are closest to the test image according to conv5 1 outputs. Except for classification results, the proposed method also presents classification criteria for distinguishing the predicted category from its most similar neighbor classes based on object parts. Again we use the output of conv5 1 layer but after performing part cropping to retrieve nearest neighbor part patches of the input test image. The procedure described above provides an intuitive visual guide for distinguishing fine-grained categories.
Conclusion
In this paper, we proposed a novel model for fine-grained recognition called Part-Stacked CNN. The model exploited detailed part-level supervision, in which object parts were first located by a fully convolutional network, following by a two-stream classification network that explicitly captured object-level and part-level information. Experiments on the CUB-200-2011 dataset revealed the effectiveness and efficiency of PS-CNN, especially the impact of introducing object parts on fine-grained visual categorization tasks. Meanwhile, we have presented human-understandable interpretations of the proposed method, which can be used as a visual field guide for studying fine-grained categorization.
We have discussed the application of the proposed Part-Stacked CNN on fine-grained visual categorization with strong supervision. In fact, PS-CNN can be easily generalized for varied applications. Examples include: 1) Discarding the requirement of strong supervision. Instead of introducing manually-labeled part annotations for generating human-understandable visual guides, one can also exploit unsupervised part discover methods [18] to define object parts automatically, which requires far less human labeling effort.
2) Attribute learning. The application scenario of PS-CNN is not restricted to FGVC. For instance, performance of online shopping [25] could definitely benefit from clothing attribute analysis from local parts provided by PS-CNN.
3) Context-based CNN. The role of local "parts" in PS-CNN is interchangeable with global contexts, especially for objects that are small in size and have no obvious object parts, such as volleyballs or tennis balls.
