High-resolution image reconstruction refers to reconstructing high-resolution images from multiple low-resolution, shifted, degraded samples of a true image. In this paper, we analyze this problem from the wavelet point of view. By expressing the true image as a function in L 2 (R 2 ), we derive iterative algorithms which recover the function completely in the L 2 sense from the given low-resolution functions. These algorithms decompose the function obtained from the previous iteration into di erent frequency components in the wavelet transform domain and add them into the new iterate to improve the approximation. We apply wavelet (packet) thresholding methods to denoise the function obtained in the previous step before adding it into the new iterate. Our numerical results show that the reconstructed images from our wavelet algorithms are better than that from the Tikhonov least squares approach. Extension to super-resolution image reconstruction, where some of the low-resolution images are missing, is also considered.
Introduction
Many applications in image processing require deconvolving noisy data, for example the deblurring of astronomical images 11]. The main objective in this paper is to develop algorithms for these applications using wavelet approach. We will concentrate on one such application, namely, the high-resolution image reconstruction problem. High-resolution images are often desired in many situations, but made impossible because of hardware limitations. Increasing the resolution by image processing techniques 1, 3, 9, 14, 15, 22, 23, 24] is of great importance. Here we consider creating high-resolution images of a scene from the low-resolution images of the same scene. When we have a full set of low-resolution images, the problem is referred to as high-resolution image reconstruction; and when only some of the low-resolution images are available, the problem is called super-resolution image reconstruction.
In both cases, the low-resolution images are obtained from sensor arrays which are shifted from each others with subpixel displacements. The reconstruction of the high-resolution image can be modeled as solving a linear system Lf = g, where L is the convolution operator, g is a vector formed from the low-resolution images, and f is the desired high-resolution image, see 1].
In this paper, we look at this problem from the wavelet point of view and analyze the process through multiresolution analysis. The true image can be considered as a function f in L 2 (R the low-resolution images can be thought of as the low-frequency samples of f obtained by passing f through some lowpass lters. Thus the problem can be posed as reconstructing a function from the given multiple low-frequency samples of f. To recover f, we deconvolve iteratively the high-frequency components of f which are hidden in the low-frequency samples. Our iterative process decomposes the function obtained in the previous iteration into di erent frequency components in the wavelet transform domain and then adds them to the new iterate to improve the approximation. In this setting, it is easy to apply wavelet methods to denoise the function obtained in the previous step before adding it into the new iterate.
The high-resolution image reconstruction problem is closely related to the deconvolution problem. In the recent works of 12] and 13], an analysis of minimizing the maximum risk over all the signals in a set of signals is given. Then, it was applied to estimate the risk of the wavelet thresholding method used on the deconvoluted signals. Their wavelet thresholding algorithm is proven to be close to the optimal risk bound when a mirror wavelet basis is used. The main di culty in denoising deconvoluted signals is that when the convolution lowpass lter has zeros at high frequency, the noise variance in the solution has a hyperbolic growth 12]. To overcome this di culty, a mirror wavelet basis is constructed to de ne a sparse representation of all the signals in the set of given signals and to nearly diagonalize the covariance operator of the noise in the deconvoluted solution in order to reach the optimal risk bound.
The approach here is di erent. The highpass lters are added to perturb the zeros of the convolution kernel to prevent the noise variance from blowing up. Our wavelet (packet) thresholding method, which is a wavelet denoising method, is built into each iterative step so as to remove the noise from the original data. It also keeps the features of the original signal while denoising. In this sense, our method is more related to the Tikhonov least squares method where a regularization operator is used to perturb the zeros of the convolution kernel and a penalty parameter is used to damp the high-frequency components for denoising. Since the least squares method penalizes the high-frequency components of the original signal at the same rate as that of the noise, it smoothens the original signal. In contrast, our thresholding method penalizes the high-frequency components of the signal in a rate signi cantly lower than that of the noise, and hence it will not smoothen the original signal in general. Moreover, there is no need to estimate the regularization parameter in our method. Our numerical tests show that the reconstructed images are of better quality. Also our algorithms can easily be extended to the super-resolution case.
The outline of the paper is as follows. In x2, we give a mathematical model of the high-resolution image reconstruction problem. In x3, we derive our algorithms. Extensions to the super-resolution case are also discussed there. Numerical examples are given in x4 to illustrate the e ectiveness of the algorithms. After the concluding remarks, we provide in the Appendix an analysis of our algorithms via the multiresolution analysis.
The Mathematical Model
Here we give a brief introduction to the mathematical model of the high-resolution image reconstruction problem. Details can be found in 1]. Suppose the image of a given scene can be obtained from sensors with N 1 N 2 pixels. Let the actual length and width of each pixel be T 1 and T 2 respectively.
We will call these sensors low-resolution sensors. The scene we are interested in, i.e. the region of interest, can be described as:
Our aim is to construct a higher resolution image of the same scene by using an array of K 1 K 2 low-resolution sensors. More precisely, we want to create an image of S with M 1 M 2 pixels, where M 1 = K 1 N 1 and M 2 = K 2 N 2 . Thus the length and width of each of these high-resolution pixels will be T 1 =K 1 and T 2 =K 2 respectively. To maintain the aspect ratio of the reconstructed image, we consider only K 1 = K 2 = K.
Let f(x 1 ; x 2 ) be the intensity of the scene at any point (x 1 ; x 2 ) in S. By reconstructing the high-resolution image, we mean to nd or approximate the values
which is the average intensity of all the points inside the (i; j)th high-resolution pixel:
In order to have enough information to resolve the high-resolution image, there are subpixel displacements between the sensors in the sensor arrays. Ideally, the sensors should be shifted from each other by a value proportional to the length and the width of the high-resolution pixels. More precisely, for sensor (k 1 ; k 2 ), 0 k 1 ; k 2 < K, its horizontal and vertical displacements d x k 1 k 2 and d y k 1 k 2 with respect to the point (0; 0) are given by
For this low-resolution sensor, the average intensity registered at its (n 1 ; n 2 )th pixel is modeled by:
Here 0 n 1 < N 1 and 0 n 2 < N 2 and k 1 k 2 n 1 ; n 2 ] is the noise, see 1]. We remark that the integration is over an area the same size of a low-resolution pixel.
Notice that using the mid-point quadrature rule and neglecting the noise k 1 
2 ) ; 0 i < M 1 ; 0 j < M 2 which is the value of f at the mid-point of the (i; j)th high-resolution pixel in (1). Thus g is an approximation of f. Figure 1 To obtain an even better image than the observed high-resolution image g, one will have to solve (2) for f. According to 1], we solve it by rst discretizing it using the rectangular quadrature rule. Or equivalently, we assume that for each (i; j)th high-resolution pixel given in (1), the intensity f is constant and is equal to f i; j] for every point in that pixel. Then carrying out the integration in (2), and using the re-ordering (3), we obtain a system of linear equations relating the unknown values f i; j] to the given low-resolution pixel values g i; j]. This linear system, however, is not square. This is because the evaluation of g k 1 k 2 n 1 ; n 2 ] in (2) involves points outside the region of interest S. Thus we have more unknowns than given values, and the system is underdetermined.
To compensate for this, one imposes boundary conditions on f for x i outside the domain. A standard way is to assume that f is periodic outside:
f(x + iT 1 N 1 ; y + jT 2 N 2 ) = f(x; y); i; j 2 Z; see for instance 8, x5. 1.3] . Other boundary conditions, such as the symmetric (also called Neumann or re ective) boundary condition and the zero boundary condition, can also be imposed, see 1, 18] . We emphasize that these boundary conditions will introduce boundary artifacts in the recovered images, see for examples Figures 4 (d){(f) in x4. For simplicity, we will only develop our algorithms for periodic boundary conditions here. For other boundary conditions, similar algorithms can be derived straightforwardly.
Using the periodic boundary condition and ordering the discretized values of f and g in a rowby-row fashion, we obtain an M 1 M 2 M 1 M 2 linear system of the form: Lf = g: (4) The blurring matrix L can be written as L = L x L y (5) where is the Kronecker tensor product and L x is the M 1 M 1 circulant matrix with the rst row given by 1 K 
Because (2) is an averaging process, the system in (4) is ill-conditioned and susceptible to noise. To remedy this, one can use the Tikhonov regularization which solves the system (L L + R)f = L g:
Here R is a regularization operator (usually chosen to be the identity operator or some di erential operators) and > 0 is the regularization parameter, see 8, x5.3] . If the boundary condition of R is chosen to be periodic, then (7) is still a BCCB system and hence can be solved by We note that (7) is derived from the least squares approach of solving (4). In the next section, we will derive algorithms for nding f by using the wavelet approach. They will improve the quality of the images when compared with (7).
Reconstruction
In this section, we analyze the model given in x2 using the wavelet approach. Since (2) is an averaging process, the matrices in (6) can be considered as a lowpass ltering acting on the image f with a tensor product re nement mask, say a. Let be the tensor product bivariate re nable function with such a re nement mask. Here, we recall that a function in L 2 (R The function is stable if its shifts (integer translates) form a Riesz system, i.e. there exist constants 0 < c C < 1, such that for any sequence q 2`2(Z 
, where ! = (! 1 ; ! 2 ).
Although we only give here the details of re nable functions and their corresponding wavelets with dilation 2I, the whole theory can be carried over to the general isotropic integer dilation matrices. The details can be found in 10] and the references therein. In the next example, we give the re nable and wavelet masks with dilation 4I that are used to generate the matrices for 4 4 sensor arrays.
Example 2. For 4 4 sensor arrays, using the rectangular rule for (2), we get L 4 in (6 . The lowresolution images keep most of the low-frequency information of f and the high-frequency information in f is folded by the lowpass lter a. Hence, to recover f, the high-frequency information of f hidden in the low-resolution images will be unfolded and combined with the low-frequency information to restore f. We will unfold the high-frequency content iteratively using the wavelet decomposition and reconstruction algorithms.
For 2 2 sensor arrays, the multiresolution analysis S k ( d ) used is from a re nable function with dilation matrix 2I. In general, K K sensor arrays can be analyzed by the multiresolution analysis generated by a re nable function with dilation matrix K I. For simplicity, we give the analysis for the case that the dilation matrix is 2I and k = 1. A similar analysis can be carried out for more general cases. 
We note that when the re nable function (of the convolution kernel a) and its shifts form an orthonormal system (e.g. in the Haar case), then (11) Given b v n , f n is de ned via its Fourier transform as:
We now show that the functions f n converge to the function f in (9). 
In this denoising procedure, the high-frequency components are penalized uniformly by the factor v n , the coe cients of the wavelet packet decomposition of f n , before b v n is reconstructed back by the dual masks. This denoises the function f n . Our method keeps the features of the original signal. Moreover, since we do not downsample (by a factor of 2) in the decomposition procedure, we are essentially using a translation invariant wavelet packet system 17], which is a highly redundant system. As was pointed out in 4] and 17], a redundant system is desirable in denoising, since it reduces the Gibbs oscillations. where D is the same thresholding operator used in Step (ii).
In both the regularization method (Algorithm 2) and the thresholding method (Algorithm 3), the nth approximation f n is denoised before it is added to the iterate to improve the approximation.
The major di erence between Algorithms 2 and 3 is that Step (ii) in Algorithm 2 is replaced by Step (ii) of Algorithm 3 where the thresholding denoising procedure is built in.
Image Reconstruction
Let 
Also (12) can be written as:
where g ( a v) is the observed high-resolution image given in (4) and f n are the approximations of f at the nth iteration.
Rewriting ( 
Therefore by (15), we get the matrix form of Algorithm 1.
We note that there is no need to iterate on (16) to get f.
In a similar vein, one can show that Algorithm 2 is actually a stationary iteration for the matrix equation
By (15) , this reduces to the following algorithm.
Algorithm 2 in Matrix Form:
Again there is no need to iterate on (14) (18) is similar to the Tikhonov least squares method (7), except that instead of L , we use L d .
In (16), it is easy to further decompose H f n , 2 Z 2 2 n f(0; 0)g, by applying the matrices L and H , 2 Z 2 According to 7], the choice of n; in Step (ii) is a good thresholding level for orthonormal wavelets as well as biorthonormal wavelets.
The computational complexity of Algorithm 3 depends on the number of iterations required for convergence. In each iteration, we essentially go through a J-level wavelet decomposition and reconstruction procedure once, therefore it needs O(M 1 M 2 ) operations. As for the value of J, the larger it is, the ner the wavelet packet decomposition of f n will be before it is denoised. This leads to a better denoising scheme. However, a larger J will cost slightly more computational time. From our numerical tests, we nd that it is already good enough to choose J to be either 1 or 2. The variance n; is estimated by the method given in 7] which uses the median of the absolute value of the entries in the vector H f n . Hence the cost of computing n; is O(M 1 M 2 log(M 1 M 2 )), see for instance 21]. Finally, the cost of Step (iii) is less than one additional iteration of Step (ii). One nice feature of Algorithm 3 is that it is parameter-free | we do not have to choose the regularization parameter as in the Tikhonov method (7) 
Numerical Experiments
In this section, we implement the wavelet algorithms developed in the last section to 1D and 2D examples and compare them with the Tikhonov least squares method. We evaluate the methods using the relative error (RE) and the peak signal-to-noise ratio (PSNR) which compare the reconstructed signal (image) f c with the original signal (image) f. (7), we will use the identity matrix I as the regularization operator R. For both (7) and Algorithm 2, the optimal regularization parameters are chosen by trial and error so that they give the best PSNR values for the resulting equations. For Algorithm 3, we use the hard thresholding for D in (19) and J = 1 in (20), and we stop the iteration as soon as the values of PSNR peaked.
Numerical Simulation for 1D Signals
To emphasize that our algorithms work for general deblurring problems, we rst apply our algorithms to two 1D blurred and noisy signals. r respectively (with either periodic or symmetric boundary conditions). For example, the matrix L for the periodic boundary condition is given by the matrix L 4 in (6) (cf. x4.2.1 for how to generate the other matrices).
The Tikhonov method (7) It is clear from Figure 2 that Algorithm 3 outperforms the other two methods. When the symmetric boundary condition is used, the numerical results for each algorithm are almost the same as that of the corresponding algorithms with the periodic boundary condition. Hence, we omit the gures here. The similarity of the performance for the two di erent boundary conditions is due to the fact that for the given lter, the extensions of the signal by both boundary conditions are very close (note that the original signal has almost the same values at the two end points).
In the second example (Figure 3) , the di erent boundary conditions lead to di erent extensions of the signal. It is therefore not surprising to see in Figure 3 that the symmetric boundary condition gives better PSNR values and visual quality than those of the periodic one. We omit the gures generated by Algorithm 2 for this example. The numerical results from both tests show clearly that Algorithm 3 (the thresholding method) outperforms the regularization methods (the least squares method and Algorithm 2).
High-Resolution Image Reconstruction
This section illustrates the e ectiveness of the high-resolution image reconstruction algorithm derived from the wavelet analysis. We use the \Boat" image of size 263 263 shown in Figure 4(a) as the original image in our numerical tests. To simulate the real world situations, the pixel values of the low-resolution images near the boundary are obtained from the discrete equation of (2) by using the actual pixel values of the \Boat" image instead of imposing any boundary conditions on these pixels.
2 2 Sensor Array
For 2 2 sensor arrays, (2) is equivalent to blurring the true image with a 2-dimensional lowpass lter a which is the tensor product of the lowpass lter given in Example 1. Gaussian white noises are added to the resulting blurred image, and it is then chopped to size 256 256 to form our observed high-resolution image g. We 
The vector g is then used in the Tikhonov method (7), Algorithm 2 and Algorithm 3 to recover the high-resolution image vector f. We recall from x2 that the matrix system relating g and f is not a square system; and in order to recover f, we impose boundary assumptions on f to make the matrix system a square system, see (4) . We have tested both periodic and symmetric boundary conditions for all three methods. For simplicity, we will only present the details for the periodic case. The case for the symmetric boundary condition can be derived analogously, see 18, 2] .
In what follows, all images are viewed as column vectors by reordering the entries of the images in a row-wise order. For the periodic boundary conditions, both the Tikhonov method and Algorithm 2 are BCCB systems and hence can be solved e ciently by three 2-dimensional FFTs, see 8 Tables 1 and 2 give the PSNR and RE values of the reconstructed images for di erent Gaussian noise levels, the optimal regularization parameter for the Tikhonov method and Algorithm 2 and also the number of iterations required for Step (ii) in Algorithm 3. For the periodic boundary condition, Algorithm 2 and Algorithm 3 are comparable and both are better than the Tikhonov method. For the symmetric boundary condition, Algorithm 3 performs better than both the Tikhonov method and Algorithm 2. In general, symmetric boundary conditions perform better than the periodic ones.
4 4 Sensor Array
We have done similar numerical tests for the 4 4 sensor arrays. The bivariate lters are the tensor product of the lters in Example 2. The observed high-resolution image is generated by applying the bivariate lowpass lter on the true \Boat" image. Again, true pixel values are used and no boundary conditions are assumed. After adding the noise and chopping to size 256 256, we obtain the observed From Tables 3 and 4 , we see that the performance of Algorithm 3 is again better than that of the least squares method and Algorithm 2 in all the cases. Figure 4 depicts the reconstructed high-resolution image with noise at SNR = 30dB. As is shown in the gures, the periodic boundary condition introduces boundary artifacts in the recovered f, while the symmetric one has less boundary artifacts. A careful comparison between Figures 4(g){(i) reveals that Algorithm 3 gives better denoising performance than the other two methods.
Super-Resolution Image Reconstruction
In this test, we tried a partial set of the low-resolution images indexed by A Z 2 4 . The following procedure is used to approximate the original high-resolution image f:
Step 1: From the given partial set of low-resolution images, we apply an interpolatory subdivision scheme such as those in 6, 10] to obtain an approximate observed high-resolution image w.
Step 2: Using w as the observed high-resolution image, we solve for the high-resolution image u by using the least squares model, Algorithm 2 or Algorithm 3. Step 3: After obtaining u, we re-formulate a set of low-resolution frames from u by passing it through the lowpass lter and then replacing those in the set A by the given ones. Then we have a new observed high-resolution image g; Step 4 : With this new observed high-resolution image g, we solve for the nal high-resolution image f by using the least squares model, Algorithm 2 or Algorithm 3.
In our test, the interpolatory lter from 6] is used in Step 1 and the subset A is chosen to be f(0; 0); (0; 2); (1; 1); (1; 3); (2; 0); (2; 2); (3; 1); (3; 3)g, see Figure 5 . As in x4.2.2, the tensor product of the lowpass lter m in Example 2 is used to generate the low-resolution images, and white noises at SNR = 40dB are added. Table 5 shows the results of the least squares model, and Algorithms 2 and 3 with symmetric boundary conditions. The optimal in Step 2 and Step 4 are 0:0121 and 0:0105 for the least squares method and 0:0170 and 0:0161 for Algorithm 2 respectively. The total number of iterations for Algorithm 3 in Step 2 and Step 4 is 35. Figure 6 (a) is the approximation of the observed low-resolution image after the interpolatory subdivision scheme (i.e. it is the vector w in
Step 1) and Figure 6 (b) is the resulting picture from our super-resolution algorithm with Algorithm Table 5 : The results of the super-resolution image reconstruction.
Concluding Remarks
Using examples in high-resolution image reconstruction, we have shown that our new wavelet thresholding algorithm is better than the traditional Tikhonov least squares algorithm. We emphasize that the main issue here is essentially deconvolving noisy data by wavelet approach. Our new algorithm works not only for high-resolution image reconstruction, but also for more general deblurring problems, as the 1-D examples in x4.1 have shown.
Appendix. Analysis via Residuals
In this appendix, we explain through the residual analysis, why (17) is the right equation to solve for the image reconstruction problem. For this, we rst derive (17) by analyzing the observed function g given in (10 (23) are possible approximations of v since the given observed function g can be generated from this solution. In fact, (17) is the corresponding matrix equation for (23) .
On the other hand, recovering the original image from the observed high-resolution image a v is to deconvolve the equation a z = a v: (24) In fact, (4) is the matrix representation of this equation.
Here, we give some residual analysis on the di erence between using (24) and (23) This indicates that those solutions of (24) with small residual errors will have their observed function close to g. However, the lack of lower bound estimate for (26) indicates that not all good approximations of g necessarily come from the solutions of (24) with small residual errors. 
