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Abstract Simulation of a 2-D Richtmyer–Meshkov insta-
bility (RMI), including inviscid, viscous and magnetic field
effects was conducted comparing recently developed sixth-
order filter schemes with various standard shock-capturing
methods. The suppression of the inviscid gas dynamics RMI
in the presence of a magnetic field was investigated by
Samtaney and Wheatley et al. Numerical results illustrated
here exhibit behavior similar to the work of Samtaney. Due
to the different amounts and different types of numerical
dissipation contained in each scheme, the structures and the
growth of eddies for the chaotic-like inviscid gas dynamics
RMI case are highly grid size and scheme dependent, even
with many levels of refinement. The failure of grid refine-
ment for all studied numerical methods extends to the vis-
cous gas dynamics case for high Reynolds number. For lower
Reynolds number, grid convergence has been achieved by
all studied methods. To achieve similar resolution, standard
shock-capturing methods require more grid points than filter
schemes and yet the CPU times using the same grid for all
studied methods are comparable.
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1 Numerical method and objective
Efficient and accurate numerical simulation of complex mul-
tiscale fluid and plasma flows containing strong shocks, and
high shear turbulence mixings is computationally very chal-
lenging due to the wide range of temporal and spatial length
scales. Numerical methods designed to treat discontinuities
and shocks are inherently dissipative for turbulence, and
methods designed for turbulence are ineffective for disconti-
nuities. Among other issues, capturing this type of interaction
in an accurate and efficient manner requires novel algorithms
and effective use of software tools which allow the full ben-
efit of the new algorithms to be realized on the terascale and
petascale supercomputer architectures.
Methods commonly used for multiscale problems con-
taining shock waves rely on switching between spectral or
high order compact schemes and shock-capturing schemes,
and they are not practical for multiscale shock/turbulence
interactions. Frequent switching between these two types of
schemes can create severe numerical instability. The recently
developed highly parallelizable class of high order filter
schemes [18,28,29,31–34] focused primarily on overcom-
ing the aforementioned stumbling blocks. This class of filter
schemes does not rely on switching between schemes to avoid
the related numerical instability. They have built-in flow sen-
sors to control the amount and types of numerical dissipation
only where needed, leaving the rest of the flow region free of
numerical dissipation. Instead of solely relying on very high
order high-resolution shock-capturing methods for accuracy,
the filter schemes take advantage of high order spatial central
schemes and the effectiveness of the non-linear dissipation
contained in good shock-capturing schemes and standard lin-
ear high order filters as stabilizing mechanisms at locations
where needed.
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The four main features of this class of high order schemes
are: (a) multiresolution wavelet decomposition of the com-
puted flow data as sensors for adaptive numerical dissipative
control, (b) multistep filter to accommodate efficient appli-
cation of different numerical dissipation models and differ-
ent spatial high order base schemes, (c) a unique idea in
solving the ideal conservative MHD system (a non-strictly
hyperbolic conservation law) without having to deal with an
incomplete eigensystem set while at the same time ensuring
that correct shock speeds and locations are computed, and (d)
minimization of the divergence of the magnetic field numer-
ical error. The method consists of two steps, a full time step
of spatially high order non-dissipative (or very low dissipa-
tive) base scheme and an adaptive multistep filter consisting
of the products of wavelet based flow sensors and linear and
non-linear numerical dissipations to filter the solution. The
adaptive numerical dissipation control idea is very general
and can be used in conjunction with spectral [3], spectral ele-
ment [2], finite element, discontinuous Galerkin [15], finite
volume and finite difference spatial base schemes. The type
of shock-capturing scheme used as non-linear dissipation is
very general and can be any dissipative portion of a high
resolution TVD, MUSCL, ENO, or weighted ENO (WENO)
shock-capturing method [7,15,27]. By design, the flow sen-
sors, different choice of high order base schemes and numer-
ical dissipation models are stand-alone modules. A whole
class of low dissipative high order schemes can be derived at
ease, making the resulting computer software very flexible
and widely applicable. See [18,21–24,28–34] for the devel-
opment of the multiscale and multiphysics high order filter
schemes. See [6,9,10,14,20] and references cited therein for
multi-resolution analysis of grid functions.
During the last 5 years a highly parallel 3-D Navier–
Stokes/MHD computer code using the MPI library was built
that contains our filter schemes and six standard shock-cap-
turing schemes. This code has been well tested and debugged.
The proof of concept includes:
• Numerical experiments on over three dozen represen-
tative test cases for inviscid and viscous 1-D, 2-D gas
dynamics problems as well as ideal and non-ideal MHD
test cases. These test cases range from simple 1-D shock
tube problems to multiscale and multiphysics problems.
The majority of the test cases are either with exact, known
converged solutions, or by 5–6 levels of grid refinement
of known methods as reference solutions. Stability and
accuracy of our filter schemes were then assessed accord-
ing to these findings.
• Comparison among the second-, fourth-, sixth- and
eighth-order central base schemes.
• Comparison among different filter approaches with stan-
dard TVD, MUSCL and fifth-order WENO (WENO5)
schemes.
• Comparison among the multistep filters and single step
filters (see [35] for the definition and procedures).
• Proper numerical boundary condition treatment for high
order base schemes are taken into consideration. Com-
parison among sixth-order central spatial base schemes
[34,35] with two different summation-by-parts (SBP)
numerical boundary operators [12,13,30] with the sixth-
order compact spatial base scheme.
Studies show that our adaptive numerical dissipation con-
trol can accurately simulate a wide spectrum of flow speeds,
flow types and governing equation sets, namely, from nearly
incompressible to high speed shock/turbulence/combustion
multiscale gas dynamics and MHD plasma flows. The fil-
ter scheme is more accurate and efficient than the standard
structured or unstructured method commonly used in gas
dynamics and plasma applications. In many instances, grid
convergence was achieved by our high order filter schemes
but not by standard second-order shock-capturing methods
using the same grid sequence. The objective of this work is
to further investigate the performance of our sixth-order low
dissipation filter schemes employing the sixth-order compact
and non-compact central base schemes [34–36] to simulate a
2-D Richtmyer–Meshkov instability (RMI), including invis-
cid, viscous and magnetic field effects. This is a sequel to the
study initiated in [25].
For generality of discussion, we denote the standard spec-
tral filter [3], compact filter [4] and non-compact high order
linear numerical dissipation as high order linear numerical
dissipations (or linear filter). In contrast, we denote the dissi-
pative portion of any high resolution shock-capturing scheme
as non-linear numerical dissipation since these dissipations
are non-linear even if one applies the scheme to a linear
conservation law. When non-linear dissipations are applied
in a filter approach, we denote the approach as non-linear
filters. Although non-linear numerical dissipations can sup-
press spurious high frequency oscillations, they might not
be as effective as the standard high order linear dissipa-
tions (or linear filters). With the appropriate wavelet flow
sensors, locations of spurious high frequency oscillations,
locations of shocks and high gradient regions, and locations
of large vortices or vortex sheets can be detected separately.
The appropriate numerical dissipations are then applied to
these locations leaving the remaining regions free of added
numerical dissipation.
For the numerical results shown below, except for WENO,
the van Leer version of the van Albada limiter is used in the
non-linear filter step. For the second-order MUSCL scheme,
the limiter is applied to the primitive variables. For the rest
of the studied methods, the limiter is applied to the local
1-D characteristic variables [30]. All methods employed the
Roe’s approximate Riemann solver for the gas dynamics case
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and the Gallice approximate Riemann solver [5] for the MHD
case using our method of solving the conservative MHD sys-
tem [32]. See [35,36] and references cited therein for the
recent progress of the filter schemes.
2 RMI test problem
RMI occurs when an incident shock accelerates an inter-
face between two fluids of different densities. This inter-
facial instability was theoretically predicted by Richtmyer
[16] and experimentally observed by Meshkov [11]. Numer-
ical studies were performed for two RMI problems, namely,
the RMI problem discussed in [1] and the RMI problem dis-
cussed in [17]. The first RMI problem is less interesting and
the accuracy and efficiency of our filter schemes is simi-
lar to the second RMI problem. For the present study, the
RMI problem investigated by Samtaney [17] and Wheatley
et al. [26] as indicated in Fig. 1 has been chosen for detailed
discussion. The mathematical models are the 2-D Euler gas
dynamics equations and the ideal MHD equations. The com-
putational domain is −2 < x < 6 and 0 < y < 1. A
planar shock at x = −0.2 is moving (left to right) toward
Fig. 1 Problem definition
an incline density interface of angle θ with the lower end
initialized at x = 0. The density ratio across the interface is
denoted by η, and the non-dimensional strength of the mag-
netic field β = 2p0/B20 , where the initial pressure in the
preshocked regions is p0 = 1, and B0 is the initial mag-
netic field. The initial magnetic field is uniform in the (x, y)
plane and perpendicular to the incident shock front. Numer-
ical results shown below are for M = 2, θ = 45◦, η = 3,
β−1 = 0 (Euler gas dynamics) and β−1 = 0.5 (magnetic
field present). The computation stops at an evolution time
t = 3.33. For this set of parameters and all studied numeri-
cal schemes, RMI occurs for the inviscid gas dynamics case
but not for the MHD case for the entire time evolution. Our
Euler numerical results exhibit behavior similar to the study
of Samtaney. Figure 2 shows density contours of six snap-
shots of the time evolution of the Euler gas dynamics sim-
ulation by our sixth-order filter scheme CEN66+HYfi using
a 6,401 × 801 grid. Here CEN66+HYfi refer to the use of
the sixth-order central base scheme and the dissipative por-
tion of Harten-Yee scheme [27] in conjunction with wave-
lets flow sensor as the non-linear filter. The fine scale eddy
structures can only be captured by low dissipative high order
methods or by adaptive grid refinements. See subsequent
figures for some illustration. In addition to the inviscid gas
dynamics case, the present study also investigate the effect
of physical viscosity on the RMI that was not considered in
Samtaney.
3 Numerical results
Six aspects of the numerical study were considered, namely,
(a) suppression of the RMI in the presence of a magnetic field,
(b) comparison between compact and non-compact central
base schemes, (c) comparison among three non-linear filters
with three standard shock-capturing methods, (d) effects of
linear dissipation and non-linear filter on eddy structures,
(e) effects of physical viscosity on the eddy structures, and
(f) grid refinement study for the Re = 104, 105 cases. The
discussion is broken into four subsections. Section 3.1 dis-
cusses aspects (a) and (b). Section 3.4 discusses aspects (e)
and (f).
Fig. 2 Time evolution by
CEN66+HYfi using a
6,401 × 801 grid
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Fig. 3 Comparison between
Euler gas dynamics and ideal
MHD for the sixth-order
compact spatial base scheme
(left) and the sixth-order central
(non-compact) spatial base
scheme (right) using a
(801 × 101) grid at t = 3.33.
MHD solutions shown are
mirror images of the original
computations
3.1 Suppression of the RMI in the presence of a magnetic
field and comparison between compact
and non-compact base schemes
Computations by the sixth-order centered spatial compact
base scheme [8] with the compact linear filter [4], in conjunc-
tion with a second step non-linear WENO5 filter (WENOfi)
denoted by Comp66+Compfi+WENOfi using a 801 × 101
grid is shown in Fig. 3 (left) for the inviscid gas dynamics
(GD) and the ideal MHD equations. See [35,36] for a dis-
cussion of multistep linear and non-linear filters. Here WEN-
Ofi means the dissipative portion of the fifth-order WENO
scheme (WENO5) in conjunction with our wavelet flow sen-
sor as the non-linear filter [33–35]. The same computation
using the sixth-order central spatial (non-compact) base
scheme in conjunction with WENOfi denoted by CEN66+
WENOfi is shown in Fig. 3 (right). The classical fourth-
order Runge–Kutta temporal discretization (RK4) is used for
the sixth-order compact and non-compact filter schemes. For
the MHD case, both solutions have been converged when
compared with the reference solution by CEN66+WENOfi
and CEN66+HYfi using a 6,401 × 801 grid. For both base
schemes, suppression of the RMI in the presence of the mag-
netic field was observed for the MHD cases. Grid conver-
gence was achieved by both methods with only two levels of
grid refinement for this MHD case.
For the gas dynamics case, however, their resulting solu-
tions are different and it is difficult to judge the accuracy
among methods. To show their behavior, the same compari-
son of gas dynamics computations using a 1,601 × 201 grid
was conducted and shown in [36]. Their computed Eddy
structures are different. Thus a finer grid refinement is needed
for the gas dynamics case to evaluate the situation. See the
next section for an investigation.
Computations using Comp66+WENOfi (i.e., without
the linear compact filter step) or Comp66+Compfi (i.e.,
without the non-linear WENOfi filter step) indicate spurious
oscillations around shock regions. The present study arrives
at the same conclusion drawn in [28,34] on the behavior
of compact spatial schemes for problems containing mul-
tiscale shock interaction. High order compact schemes are
methods of choice for many incompressible and low speed
turbulent/acoustic flows due to their advantage of requiring
very low number of grid points per wavelength. In the pres-
ence of multiscale shock interactions, however, this desired
property of high order compact base schemes seems to have
diminished in both the gas dynamic and MHD test cases that
we have studied (compared with the same order of accuracy
of non-compact central base schemes). Also the compact spa-
tial base scheme requires more CPU time per time step and
it is less compatible with parallel computations than the cen-
tral spatial base scheme. Consequently, the compact spatial
base scheme requires added CPU time in a parallel computer
framework.
3.2 Comparison among three sixth-order filters
for the Euler RMI
As mentioned earlier, the type of shock-capturing scheme
used as the non-linear dissipative portion of the non-linear
filter is very general and can be any dissipative portion of
a high resolution TVD, MUSCL, ENO, or WENO shock-
capturing method. Here the dissipative portion of three shock-
capturing schemes as part of the non-linear filters are
considered. The base scheme used in this case is the sixth-
order non-compact central scheme using wavelet as the flow
sensor and RK4 as the temporal discretization (CEN66).
Figure 4 shows the inviscid gas dynamics grid refinement
comparison among a second-order MUSCL, CEN66+MUS-
fi (sixth-order filter using the dissipative portion of MUSCL
as part of the non-linear filter), and CEN66+WENOfi for
four grids (801×101, 1,601×201, 3,201×401, 6,401×
801). Here, computations using a second-order MUSCL and
a second-order Runge–Kutta temporal discretization (RK2)
is denoted by MUSCL. Not shown is the same computa-
tion using CEN66+HYfi (sixth-order filter using the dissi-
pative portion of Harten–Yee TVD scheme as part of the
non-linear filter). For similar resolution, the standard shock-
capturing scheme MUSCL requires nearly three times
finer grid size per spatial direction than CEN66+MUSfi,
CEN66+HYfi and CEN66+WENOfi. The difference in the
computed global structures and eddy structures among meth-
ods is not pronounced for the 801 × 101 grid. As the grid is
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Fig. 4 Euler RMI: Grid refinement study of the second-order MUSCL (WAV66+MUfi, left), CEN66+MUSfi (WAV66+WENOfi, middle) and
CEN66+WENOfi (right) at t = 3.33 using (801 × 101), (1,601 × 201), (3,201 × 401) and (6,401 × 801) grids
refined, the computed global structures as well as the eddy
structures are different among the three filter methods and
they are very different from the Samtaney adaptive mesh
refinement (AMR) simulation with an equivalent uniform
grid of 16,384×2,048. The fine scale structure of the eddies
are not captured by the three standard shock-capturing meth-
ods, Harten–Yee (with RK2), MUSCL and WENO5 (with
RK4) using the same grid sequence. In addition, the result-
ing eddy structures are also very different from each other. It
appears that grid refinement cannot be achieved among the
studied methods.
We use the expression “achieving grid convergence” or “a
mesh resolved solution” of a numerical method for a chosen
mathematical model to mean that the computed solution con-
verges to a discrete solution having the same global structure
as well as same key fine scale structures when compared with
well-tested commonly used schemes under grid refinement.
The chosen model is assumed to have no known solution. We
also use the term “failure of grid refinement” to mean:
“For a chosen model, one cannot obtain a grid conver-
gence solution by well tested commonly used numerical
schemes with fine grid refinement. Their solution structures
are different from method to method and from one grid to
another and yet each scheme does not diverge during the
entire time evolutionary process and grid sequence process.
Aside from having very different fine scale structures, the
global structures by each method do not indicate a trend of
convergence to the same global feature as the grid is refined.”
Due to the fact that the global structures of the Euler gas
dynamics case change from method to method and from grid
size to grid size on the considered fine grid sequence, the dif-
ferent behavior of all studied methods prompted us to investi-
gate the effect of different numerical dissipation coefficients
contained in the filter schemes on the eddy structures of the
simulated flows. The next subsection discusses the effects of
high order linear dissipation and non-linear filters on eddy
structures of the Euler RMI.
3.3 Effects of linear dissipation and non-linear filters
on eddy structures of the Euler RMI
For strong shock interactions and/or steep gradient flows, a
small amount of high order linear dissipation can be added to
the base scheme step to reduce the time step constraint and
to improve numerical stability. For example, an eighth-order
linear dissipation with the sixth-order centered non-compact
and compact base schemes to approximate an inviscid flux
derivative, e.g., F(U )x , where U is the vector of conservative
variables is written as
∂ F
∂x
≈ D06 Fj + d(x)7(D+D−)4U j , (1)
∂ F
∂x
≈ C06 Fj + d(x)7(D+D−)4U j , (2)
where D06 is the standard sixth-order accurate centered dif-
ference operator, and D+D− is the standard second-order
accurate centered approximation of the second derivative.
Here Fj and U j denote F(U ) and U at grid point j . The
small parameter d is a scaled value (e.g., spectral radius of
∂ F
∂U ) in the range of 0.00001–0.0005, depending on the flow
problem, and has the sign which gives dissipation in the for-
ward time direction. The second terms in (1) and (2) denoted
by AD8 (for notation purpose) are the eighth-order linear dis-
sipation added to the sixth-order base scheme with d the coef-
ficient of AD8. The D06 operator is modified at boundaries
in a stable way by the so called summation-by-part (SBP)
operators [12,13,30]. The linear numerical dissipation oper-
ator D+D− is modified at the boundaries to be semi-bounded
[19]. The symbol C06 in (2) denotes the sixth-order centered
compact operator. Some comparison of the two base schemes
has been reported in [34]. Previous studies [32,34] indicated
that the two base schemes might require different amounts
of linear dissipation (or linear filter) and non-linear filter,
depending on the test problem. An earlier section shows the
behavior of single step and multistep filters by the compact
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Fig. 5 Euler RMI: Effect of
linear dissipation (AD8) and
non-linear filter by two different
filters and AD8 coefficients of
(0, 0.0005, 0.001, 0.002) using
a (6,401 × 801) grid
base scheme for the RMI problem. This section illustrates yet
another aspect of the different combinations of numerical dis-
sipation for the present chaotic-like RMI flows. Aside from
improving numerical stability due to long time integration
related spurious high frequency oscillations, the inclusion of
the non-zero AD8 can have a different affect on the loca-
tions where non-linear filters are utilized than without AD8.
For example, for the coefficient d = 0 of AD8, the wave-
let sensor would indicate that non-linear filters are needed at
locations of spurious high frequency oscillations as well as
at discontinuity locations that experience Gibbs phenomena.
However, for AD8 with d = 0, the linear filter would damp
out some or all of the high frequency oscillation locations.
However, in the actual case, this is a very dynamic proce-
dure and highly problem dependent, and base scheme and
filter term dependent, especially when one is dealing with a
chaotic-like flow. Ideally, AD8 should contain a proper flow
sensor to indicate where linear dissipation is needed. For the
MHD system, in order to preserve the divergence-free prop-
erty of the base scheme step on Cartesian grid, it is more
desirable to apply a small amount of AD8 uniformly. It is
noted that this combination of linear dissipation and non-
linear filter might not be the optimal approach in general.
The following gives just one simple-minded aspect of this
study.
The effect of high order linear dissipation added uniformly
to the non-compact central base scheme in conjunction with
non-linear filters for the RMI is discussed next. Figure 5
shows the effect of linear dissipation AD8 added to the
base scheme in conjunction with two different filters
(CEN66+AD8+WENOfi and CEN66+AD8+HYfi ) for three
linear dissipation coefficients of AD8 with d = 0.0005,
0.001, 0.002 in (1) using a (6,401 × 801) grid. The top sub-
figures show the computations using only a non-linear fil-
ter (AD8=0). The rest of the sub-figures are computations
using three different non-zero AD8 coefficients. With such
a fine grid, the eddy structures are very different. Tradition-
ally, when dealing with non-chaotic turbulent type flows, grid
refinement can serve as a measure of the accuracy and con-
vergence property of the numerical methods. (In this case,
the grid refinement is based on the comparison of differ-
ent AD8 coefficients using the same non-linear filter as well
as comparison with three different non-linear filters.) How-
ever, due to the chaotic-like nature of the present Euler RMI,
the small amount of high order linear dissipation present on
the spatial base scheme actually alters the type of governing
equation that we are solving. In effect, we are solving the
Navier–Stokes equations with a linear viscosity term. This
in conjunction with the adaptive non-linear filter (i.e., shock-
capturing dissipations were employed at locations that are
dictated by the wavelet flow sensor) results in a complex
interplay of different types and amount of numerical dissi-
pation which can alter the chaotic pattern of the flow. The
study can serve as a good example of failure of grid refine-
ment for unsteady chaotic-like inviscid flow. As the grid is
refined (in conjunction with different amounts and types of
numerical dissipations contained in each scheme), smaller
and smaller eddies are formed which combine to affect global
flow through the energy cascade effect.
Note that for the inviscid gas dynamics RMI computa-
tions, the three filter schemes using the first three grids require
similar CPU times for the entire time evolution for each
grid. However, for the finest grid, CEN66+WENOfi requires
nearly twice the CPU time than that of CEN66+HYfi and
CEN66+MUSfi. In general, CEN66+MUSfi is more dissipa-
tive than the other two filters. Part of the reasons is that the
non-linear dissipative portion of MUSCL is more diffusive
than Harten–Yee and WENO5.
3.4 Effect of physical viscosity on the RMI
The failure of grid refinement of the Euler RMI by all stud-
ied methods prompted us to investigate the same RMI in the
presence of physical viscosity. Our aim is to obtain a rough
estimate of the Reynolds number if the viscous RMI ceases
to exist. For Navier–Stokes computations with Reynolds
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Fig. 6 Viscous RMI:
Effect of Reynolds numbers
(top to bottom: Euler,
Re = 105, 104, 103)
by two different filters using
a (1,601 × 201) grid,
CEN66+WENOfi (left)
and CEN66+HYfi (right)
Fig. 7 Viscous RMI: Grid refinement study for Re = 105 by CEN66+MUSfi (left), CEN66+HYfi (middle) and CEN66+WENOfi (right) using
(801 × 101), (1,601 × 201), (3,201 × 401), and (6,401 × 801) grids
numbers higher than 104, the same failure of grid refinement
was encountered by all studied methods using the same grid
sequence. In the presence of physical viscosity and for Rey-
nolds number below 104, grid refinement has been achieved
by all studied methods. Figure 6 shows the computations
of Euler and three different Reynolds numbers by CEN66+
WENOfi and CEN66+HYfi using a 1,601 × 201 grid. Judg-
ing from the 1,601 × 201 grid shown in Fig. 6, it seems that
all the computed Eddy structures for the studied Reynolds
numbers are similar among schemes. From lessons learned
on the Euler gas dynamics studies, a grid refinement study
was performed for Re = 105 and Re = 104. Figures 7 and
8 show the grid refinement study for the two Reynolds num-
bers. Although the difference among the computed global
structures and Eddy structures of the three filters is not as
pronounced as their Euler counterparts, their Eddy structures
are different from method to method and from one grid to
another for the Re = 105 case. As opposed to higher Rey-
nolds number, for the same grid sequence with the finest
grid, grid convergence was almost achieved for Re = 104
except with a very slightly different eddy shape. It is antic-
ipated that with the next level of grid refinement (i.e., for a
12,800 × 1,600 grid) or by AMR, grid convergence would
have been achieved for Re = 104. Due to the high CPU
time cost on this level of fine grid, no further investigation is
planned.
For the high Reynolds number case, to achieve similar
resolution, second-order MUSCL, second-order Harten–Yee
and WENO5 required more than double the grid points in
each spatial direction than that of filter schemes and yet the
CPU time per grid point and time step using the same grid
for most of the studied methods is comparable. Future work,
including the bracketing of the bifurcation Reynolds number
for the Navier–Stokes system where the Richtmyer–Mesh-
kov instability ceases to exist is planned.
4 Concluding remarks
The efficiency and flexibility of the present class of low dissi-
pative high order filter schemes are illustrated by the RMI test
case. The efficiency rests on the fact that even though the mul-
tistep filter can be applied after each stage of the Runge–Kutta
method or after a full time step of the Runge–Kutta method,
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Fig. 8 Viscous RMI: Grid
refinement study for Re = 104
by CEN66+WENOfi (left) and
CEN66+HYfi (right) using
(801×101), (1,601×201),
(3,201 × 401), and
(6,401 × 801) grids
our present numerical studies and previous studies on many
representative problems indicate that there is no difference
in accuracy or stability among the two filter procedures. The
latter procedure is very efficient as illustrated by the present
simulation. The major CPU time intensive part of the com-
putation is the non-linear filter. In fact, the latter sixth-order
filter procedure using CEN66, in general, requires slightly
more CPU time (20%) per time step and grid point using the
same grid than the Harten–Yee and MUSCL schemes. This
is due to the fact that all three filter schemes require only
one Riemann solver per time step per direction (indepen-
dent of the time discretizations of the base scheme step) as
opposed to two Riemann solves per time step per direction
by the MUSCL and Harten–Yee schemes using a second-
order Runge–Kutta method. WENO5-RK4 requires at least
twice the CPU time of all other methods since four Riemann
solves per time step per direction are required by WENO5-
RK4. Another gain in efficiency is that CEN66+HYfi and
CEN66+WENOfi exhibit similar accuracy for the RMI and
all of the considered test cases studied previously. In other
words, the dissipative portion of second-order shock-captur-
ing schemes in conjunction with the wavelet sensor as non-
linear filters is sufficient. Consequently, the complication of
dealing with a high order non-linear filter with wider grid
stencils and higher order numerical boundary treatment can
be avoided.
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