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We study the phase equilibrium between liquid water and ice Ih modeled by the TIP4P/Ice interatomic potential using
enhanced sampling molecular dynamics simulations. Our approach is based on the calculation of ice Ih-liquid free
energy differences from simulations that visit reversibly both phases. The reversible interconversion is achieved by
introducing a static bias potential as a function of an order parameter. The order parameter was tailored to crystallize
the hexagonal diamond structure of oxygen in ice Ih. We analyze the effect of the system size on the ice Ih-liquid
free energy differences and we obtain a melting temperature of 270 K in the thermodynamic limit. This result is in
agreement with estimates from thermodynamic integration (272 K) and coexistence simulations (270 K). Since the
order parameter does not include information about the coordinates of the protons, the spontaneously formed solid
configurations contain proton disorder as expected for ice Ih.
I. INTRODUCTION
The study of phase equilibria using computer simulations
is of central importance to understand the behavior of a given
model. However, finding the thermodynamic condition at
which two or more phases coexist is particularly hard in the
presence of first order phase transitions. In this case, the trans-
formation between phases takes place through nucleation and
growth, and this mechanism is characterized by a free energy
barrier. As a consequence of this barrier, transitions between
the phases are rarely observed during a standard molecular dy-
namics simulation. This lack of ergodicity renders the estima-
tion of the free energy difference between the phases involved
impossible, except in trivial models.
Here we shall focus on the case of water. This ubiquitous
and fascinating substance has at least 18 solid polymorphs that
exhibit rich and diverse characteristics. The most stable form
of ice at ambient pressure is ice Ih, and it is therefore the most
common polymorph in planet Earth’s surface and atmosphere.
In spite of the complexity of water, the phase diagram of many
water models has been carefully studied using a combination
of the thermodynamic integration technique and the integra-
tion of the Clausius-Clapeyron equation1,2. The equilibrium
between liquid water and ice Ih, in particular, has also been
studied using the direct coexistence technique3,4 and the in-
terface pinning method5,6.
In this work we employ enhanced sampling simulations
to study the equilibrium between liquid water and ice Ih.
We used the TIP4P/Ice7 water model that considers rigid
molecules. In order to achieve ergodic sampling, we construct
a bias potential using the variational principle of Valsson and
Parrinello8. The bias potential is a function of an order pa-
rameter designed to distinguish between the liquid phase and
ice Ih. An important feature of this order parameter is that it
drives the crystallization of ice Ih such that the crystal struc-
a)Electronic mail: ppiaggi@princeton.edu.
ture forms in an orientation compatible with the simulation
box9.
II. CRYSTAL STRUCTURE OF ICE Ih
Before discussing the details of the order parameter we will
describe the crystal structure of ice Ih11 (see Fig. 1a). Ice Ih
can be thought of as a lattice of oxygen atoms arranged in the
hexagonal diamond crystal structure. In this crystal structure
the basic environment around each oxygen atom has four oxy-
gen neighbors arranged in a regular tetrahedron. The lattice
has a 4 atom basis, therefore there are 4 distinct environments
if the symmetry operations of the space group are not consid-
ered. In other words, in the crystal structure the basic environ-
ment can have 4 distinct orientations as shown in Fig. 1b. The
basic environment is shared both in ice Ih and ice Ic, although
these structures can be distinguished by considering extended
environments (see Fig. 1c and d).
We now consider the positions of the hydrogen atoms (pro-
tons) within the hexagonal diamond lattice of oxygen. The
positions of the protons will determine the orientation of the
water molecules. Since the identity of the water molecule is
preserved in ice Ih then the protons have to satisfy the ice
rules proposed by Bernal and Fowler12 and stated clearly in
ref. 13 by Pauling. The ice rules state that each oxygen atom
has two nearest neighbor protons, with a distance similar to
the one shown in the gas or the liquid phase, and two next
nearest neighbor protons. Alternatively one can think that
each oxygen-oxygen bond in the hexagonal diamond lattice
has exactly one proton that is closer to one of the two oxygen
atoms. Bernal and Fowler noted12, however, that this prescrip-
tion does not completely determine the position of the protons
in the lattice. Indeed, one of the most fascinating character-
istics of ice Ih is that it contains proton disorder. The proton
disorder gives rise to an entropic contribution to the free en-
ergy called residual entropy making the entropy of ice Ih at
0 K non-zero. Pauling13 estimated the residual entropy of ice
Ih to be kB log(3/2) per molecule and this result is often used
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2FIG. 1. Crystal structure of ice Ih. a) 3D perspective of an ice Ih configuration with 288 water molecules at 270 K. b) The four basic environ-
ments around an oxygen atom. The proton configuration in each environment is one of the six possible choices and has been chosen randomly.
c) Extended environment of ice Ih including 17 nearest neighbors. There are four equivalent environments with different orientations. d)
Extended environment of ice Ic including 16 nearest neighbors. Notice the similarity with the environment of ice Ih shown in c). Images
obtained with the software Ovito10. Oxygen atoms are shown in blue and hydrogen is shown in red. Only O-O bonds are shown for clarity.
.
as an input to the calculation of free energies of water using
thermodynamic integration2.
It is worth noting that there is a proton ordered phase of ice
in which the oxygen atoms sit in the same positions as in ice
Ih14. This phase is called ice XI and has a net polarization
along the [0001] crystallographic axis. It is thus ferroelectric.
III. ON THE ORDER PARAMETER FOR ICE Ih
In this work, we aim to perform simulations that go re-
versibly from the liquid to ice Ih with arbitrary proton config-
urations. For this reason we will construct an order parameter
that depends only on the position of the oxygen atoms. In this
way, the proton configuration will form spontaneously during
the simulation without any bias towards a particular config-
uration. We will employ the order parameter introduced in
ref. 9 and we summarize here only the most important details.
We consider the four different extended environments of
the hexagonal diamond lattice χ1,χ2,χ3, and χ4. One of these
environments is shown in Fig. 1c and the rest of them corre-
spond to rotations of the one shown. We also define a simi-
larity kernel15 between χl ∈ X with X = {χ1,χ2,χ3,χ4} and
a generic environment χ ,
kχl (χ) =
∫
ρχl (r)ρχ(r)dr (1)
where ρχl (r) and ρχ(r) are the atomic densities corresponding
to the environments χl and χ , respectively. If the densities are
represented by sums of Gaussians centered at the neighbors’
positions with spread σ , the kernel becomes:
kχl (χ) =
1
n ∑i∈χl
∑
j∈χ
exp
(
−|r
l
i− r j|2
4σ2
)
(2)
where n is the number of neighbors in the environment χl , and
rli and r j are the positions of the neighbors in environments χl
and χ , respectively. In Eq. (2) we have added a normaliza-
tion such that kχl (χl) = 1. Now we have 4 similarity kernels
that allow us to identify whether a given environment is com-
patible with one of the environments in ice Ih. However, we
would like a single similarity measure between a given envi-
ronment and any of the 4 environments in ice Ih. Thus we
define another kernel,
kX (χ) = max{kχ1(χ),kχ2(χ),kχ3(χ),kχ4(χ)} (3)
that achieves that purpose.
Since there is one value of kX (χ) per oxygen atom, any
given bulk configuration will have a distribution of this quan-
tity. We show in Fig. 2 the distributions of kX (χ) in liq-
uid water and in ice Ih at 270 K. The two distributions have
a small overlap and therefore kX (χ) can be used to distin-
guish between liquid water and ice Ih environments. Here
we have chosen the spread of the Gaussians σ such that the
two distributions are approximately symmetrical with respect
to kX (χ) ≈ 0.5. This will turn out useful below when we de-
fine a threshold between values of kX (χ) consistent with the
liquid and those consistent with the solid. The rationale be-
hind the choice of σ is the following. A large value of σ gives
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FIG. 2. Distribution of the similarity kernel kX (χ) in liquid water
and in ice Ih. The distributions were calculated from simulations at
270 K and 1 bar using 288 water molecules.
a more lenient definition of the target environment and thus
shifts the distributions to the right. On the other hand, a small
value of σ gives a too strict definition and thermal motion of
atoms will create too large a deviation from the target envi-
ronments. In this case the distributions are shifted to the left.
In between these extremes one finds a value of σ that leads to
distributions such as those shown in Fig. 2.
The similarity kernel defined in Eq. (3) provides a way to
characterize the environments in a given configuration as be-
ing compatible with the environments in ice Ih. For a system
with N water molecules there will be N oxygen-oxygen en-
vironments χ1,χ2, ...,χN . We shall define two global order
parameters. The first is the average value of the similarity ker-
nel:
k¯ =
∑Ni=1 kX (χ i)
N
, (4)
and the second is the number of environments consistent with
the ice Ih environments,
nice = {number ofχ i : kX (χ i)> κ}, (5)
where κ is a watershed between values of kX (χ i) consistent
with the liquid and those consistent with the solid. According
to our choice of σ a reasonable value of κ is 0.5. The order
parameter defined in Eq. (5) has to be made continuous and
differentiable to be used in enhanced sampling simulations.
We refer the reader to section VIII for an appropriate defi-
nition of nice. Equipped with these order parameters able to
distinguish the liquid phase from ice Ih we shall now describe
the enhanced sampling methodology.
IV. BIASED DISTRIBUTION OF THE ORDER
PARAMETER
As discussed in the introduction, first order phase transi-
tions are characterized by a free energy barrier. We anticipate
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FIG. 3. Free energy as a function of the number of ice-like
molecules as defined by nice for 4 different temperatures in the range
270-300 K. A system of N = 96 water molecules was used. The free
energy is defined in Eq. 6.
some of the results and we plot in Fig. 3 the free energy as a
function of the order parameter nice defined as,
G(nice) =− 1β log p(nice) (6)
where the marginal probability p(nice) is,
p(nice) =
∫
dRdV
e−β [U(R,V )+PV ]
Zβ ,P
δ (nice−nice(R)), (7)
β is the inverse temperature, P is the pressure, V is the vol-
ume,U(R,V ) is the potential energy, and Zβ ,P is the appropri-
ate partition function. For every temperature Fig. 3 shows two
minima at ∼ 0 and ∼ N that correspond to the liquid and ice
Ih. Furthermore, it shows that the barrier for the transforma-
tion is around ∼ 25-30 kT and therefore a standard molecular
dynamics simulation cannot provide ergodic sampling. For
this reason we aim at performing a simulation that samples a
probability distribution different from that of the isothermal-
isobaric ensemble. We choose to sample the so called well-
tempered distribution16,17 of nice. This distribution is defined
as,
pWT (nice) ∝ p(nice)1/γ (8)
where γ > 1 is known as bias factor. The effective free energy
as a function of nice is then,
GWT (nice) = G(nice)/γ+C (9)
with C an immaterial constant. The free energy barrier is thus
reduced by the factor γ and we shall choose this parameter
such that the barrier in GWT (nice) is approximately 1 kT. Con-
sequently, we achieve ergodic sampling of the liquid and solid
phases.
In order to sample the well-tempered distribution we in-
troduce a bias potential V (nice) that is a function of the or-
der parameter. We shall calculate V (nice) using a variational
4principle8 such that the sampled distribution is pWT (nice).
During an initial stage of the simulation we will optimize a
set of variational coefficients until the distribution pWT (nice)
is sampled. Once this target distribution is reached we will fix
the variational parameters and continue the simulation with a
static bias potential V (nice). Further details can be found be-
low in section VIII.
The first simulations carried out with this approach resulted
in the crystallization of structures with misorientation and
stacking faults. This had also been observed in ref. 9 and we
employ the same strategy used in that work to avoid these
structures. The strategy is based on the introduction of a
bias potential that discourages these structures. Details can
be found in section VIII.
V. CALCULATION OF FREE ENERGY DIFFERENCES
We are now in a position to calculate the free energy differ-
ence between ice Ih and the liquid ∆Gl→i from the simulation
described above. ∆Gl→i in the isothermal-isobaric ensemble
at inverse temperature β and pressure P is defined as:
∆Gl→i =− 1β log

∫
ice Ih
dRdV p(R,V )∫
liquid
dRdV p(R,V )
 (10)
where p(R,V ) = e−β [U(R,V )+PV ]/Zβ ,P. ∆Gl→i can be written
using ensemble averages by introducing the Heaviside func-
tion,
H(nice−nice∗) =
{
1 ifnice > nice∗
0 ifnice < nice∗ (11)
where nice∗ is some characteristic value of the order parameter
that separates the liquid and ice Ih and thus,
∆Gl→i =− 1β log
( 〈H(nice−nice∗)〉
〈1−H(nice−nice∗)〉
)
. (12)
Since the regions of high free energy do not contribute signif-
icantly to ∆Gl→i, the results of the calculations are not very
sensitive to the choice of nice∗. A good and simple choice is
nice∗= N/2.
Since the simulation was not performed in the isothermal-
isobaric ensemble but rather in a biased one, the equation
above has to be rewritten in terms of ensemble averages in
the latter ensemble. Thus,
∆Gl→i =− 1β log
( 〈H(nice−nice∗)w(R,V )〉V
〈1−H(nice−nice∗)w(R,V )〉V
)
(13)
where w(R,V ) = eβV (R,V ) are the weights associated to the
bias potentials acting on the system, and 〈·〉V denotes an en-
semble average in the biased ensemble. This is the equation
that we shall use to calculate ∆Gl→i from the simulations.
VI. RESULTS
We now turn to discuss the results of the calculations. We
performed simulations with three different system sizes com-
posed of 16, 96, and 288 water molecules. We studied tem-
peratures from 270 K to 300 K based on previous reports of
the melting temperature of ice Ih described by the TIP4P/Ice
potential3,7. We show in Figure 3 the free energy defined in
Eq. (6) as a function of temperature for the system of 96 wa-
ter molecules. At 270 K ice Ih is more stable than the liquid
but the stability is reversed at 280 K and above. As previously
mentioned, the free energy barriers are around ∼ 25-30 kT.
In Fig. 4a we plot nice as a function of simulation time at
different temperatures. The figure shows that the number of
transitions from the liquid to the solid per unit time decreases
as the temperature is lowered. In order to quantify this effect
we calculated for each temperature the time autocorrelation
function of nice,
C(τ) =
〈n˜ice(t+ τ)n˜ice(t)〉V
〈n˜ice(t)2〉V (14)
where n˜ice(t) = nice(t)−〈nice(t)〉V and we have used 〈·〉V to
emphasize that the average was done using the biased trajec-
tories. We plot C(τ) in Figure 4b. We also fitted a decay-
ing exponential function e−τ/τ0 to C(τ) in order to calculate
a characteristic correlation time τ0. Figure 4c shows τ0 as a
function of temperature and from this plot we see that the au-
tocorrelation time increases exponentially as the temperature
is lowered. Note that these are not the system’s physical auto-
correlation times but those of the system under the influence
of the bias potential.
The phenomenon described in the previous paragraph bears
some resemblance to the critical slowing down found in
Monte Carlo simulations of lattice models and typically char-
acterized with a dynamical exponent18. However, the situa-
tion here is different since the slowing down is most likely a
result of a rough free energy landscape in directions orthogo-
nal to our order parameter that gives rise to glass-like behav-
ior. We ruled out the possibility that this behavior is a conse-
quence of lack of convergence of the bias potential by plotting
the biased free energy as a function of nice for each tempera-
ture. The barriers found ranged from 1.5 to 3 kT and there-
fore cannot be responsible of the behavior shown in Fig. 4.
Furthermore, this phenomenon has also been observed for an-
other glass former, namely silica19. A possible way to address
this issue is the parallel tempering20,21 technique or the ap-
proach outlined in ref. 22.
We now set out to study the finite size effects in the melting
temperature of ice Ih. For this purpose we repeated the cal-
culations described above using 16 and 288 water molecules
instead of 96. Then, we calculated the free energy differences
∆Gl→i using Eq. (13). The results thus obtained are shown in
Fig. 5a where we plot ∆Gl→i vs. inverse system size 1/N at
four different temperatures. We also report ∆Gl→i in Table I.
From the data at each temperature we extrapolated the results
to N→∞. ∆Gl→i scales linearly with 1/N as predicted by the
theory of finite size scaling in first order phase transitions23.
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FIG. 4. Dynamics of the liquid-ice Ih transformation under the action of a bias potential as a function of temperature. a) Number of ice-
like molecules as defined by nice (see text for details) as a function of simulation time for temperatures in the range 270-300 K. b) Time
autocorrelation functions of nice as defined in Eq. (14) and fits to the exponential decaying function e−τ/τ0 . c) Characteristic correlation times
τ0 as a function of temperature. The fit to an exponential function is included to guide the eyes. We stress that the correlation times reported
here were calculated under the action of a static bias potential and that they are not correlation times of the crystallization/melting process.
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FIG. 5. Free energy difference between liquid water and ice Ih ∆Gl→i. a) Inverse system size (1/N) vs. ∆Gl→i is plotted to illustrate the
finite size effects. A straight line was fit to the results at each temperature. The y-intercept of this line is considered to be the extrapolation to
the large-N limit. b) Temperature vs. ∆Gl→i. The black line corresponds to the large-N limit and the x-intercept is the melting temperature
Tm ∼ 270K. The dashed lines are fits to the data for different N.
We then proceed to plot ∆Gl→i vs. temperature in Fig. 5b
including the results of the extrapolation to the thermody-
namic limit described in the previous paragraph. By fitting
a straight line to the results in the thermodynamic limit we
obtain our best estimate of the melting temperature which is
Tm ∼ 270K. We summarize in Table II the results obtained
using different methods.
The agreement between our method and thermodynamic
integration2,7 is remarkable if one takes into account that the
latter requires as input the entropic contribution of the pro-
ton disorder. Instead, in our method the proton configuration
appears spontaneously during crystallization and there is no
explicit bias because the order parameter is only a function of
the positions of oxygen atoms. Below we analyze the proton
configurations obtained from our simulations.
The proton configuration will determine the total dipole
moment of the system. We will thus use the dipole moment
per molecule, µ= ∑Ni=1 µˆi/N, where µˆi is the dipole moment
versor of molecule i and N is the number of molecules, to
analyze the proton configuration. We note that in the equa-
tion above we assume the dipole moment of each molecule
to be one. Since the molecules are rigid, using a different
value would not change our results qualitatively. In Fig. 6a
we plot a 2D histogram of the projection of µ along two di-
rections. The x-axis is the direction perpendicular to the pris-
matic plane (101¯0) and the y-axis is the direction perpendic-
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FIG. 6. Analysis of the proton disorder using the average dipole
moment direction µ = ∑Ni=1 µˆi/N where µˆi is the dipole moment
versor of molecule i and N is the number of molecules. a) 2D his-
togram of the projection of µ along two directions. The x-axis is the
direction perpendicular to the prismatic plane (101¯0) and the y-axis
is the direction perpendicular to the basal plane (0001). b) and c) 1D
histograms along the same directions described above. d) Histogram
of the norm of µ denoted with |µ|. Results for liquid water and ice
Ih are shown in blue and orange, respectively. The data was gathered
from the simulation using N = 96 water molecules at 300 K. µ for
the proton ordered phase, i.e. ice XI, is shown as black dots and with
black dashed lines.
ular to the basal plane (0001). We also show in Figs. 6b and
c the 1D histograms along the same directions described in
Fig. 6a. In these Figures we compare the results for liquid
water (blue) and ice Ih (orange) for a system of N = 96 water
molecules at 300 K. Both distributions are centered at µ = 0
TABLE I. Differences in free energy between ice Ih and the liq-
uid ∆Gl→i as a function of temperature and system size. The errors
shown in parentheses were calculated using block averages.
Temperature (K) ∆Gl→i (NkT) Temperature (K) ∆Gl→i (NkT)
16 molecules 288 molecules
270 -0.29(3)
280 -0.20(3) 280 0.068(1)
290 -0.150(8) 290 0.15(1)
300 -0.093(5) 300 0.24(1)
96 molecules ∞ molecules
270 -0.053(5) 270 -0.006(8)
280 0.037(5) 280 0.084(7)
290 0.123(5) 290 0.175(5)
300 0.200(5) 300 0.257(5)
as expected for non-ferroelectric phases like liquid water and
ice Ih. Therefore our configurations are compatible with the
criterion used by Rahman and Stillinger to construct proton
disordered configurations25. The distribution of µ in water
can be well described by a multivariate normal distribution.
On the other hand, the distribution of µ in ice Ih shows sev-
eral peaks that form a lattice. This is expected since the crystal
structure of the oxygen atoms allows only a restricted number
of directions for the dipole moment (6 in each environment).
In Fig. 6 we also show µ for the proton ordered phase, i.e.
ice XI. The configurations obtained during the simulations are
far away from the ordered configurations and are also centered
at µ = 0. This suggests that our configurations are represen-
tative of the proton disorder in ice Ih.
We also plot the distribution of the norm |µ| in Fig. 6d.
The distribution of the liquid is very similar to the Maxwell-
Boltzmann distribution as follows from the fact that µ has a
multivariate normal distribution. The distribution of ice Ih
also resembles the Maxwell-Boltzmann distribution although
there are some anomalous peaks. Rahman and Stillinger25
found a smoother distribution for a larger system and it is rea-
sonable to think that in the thermodynamic limit the multiple
peaks in our histogram would also be absent. Indeed, we re-
peated our analysis for the system with n= 288 molecules and
found an increase in the number of peaks that are also closer
to each other.
VII. CONCLUSIONS
We have calculated the melting temperature of ice Ih as de-
scribed by the TIP4P/Ice water model using enhanced sam-
pling molecular simulations. Our best estimate of the melting
temperature is 270 K in the thermodynamic limit. This result
agrees with previous estimates that put the melting tempera-
ture between 268 and 272 K. Therefore the results show that
enhanced sampling simulations offer a state-of-the-art alter-
native to calculating melting temperatures and differences in
free energy between the liquid and the solid.
A key feature of this approach is the use of an order param-
eter that enforces a particular orientation of the crystal struc-
ture. The order parameter is based on a measure of the simi-
larity between the atomic environments in a given configura-
tion and reference environments. The reference environments
TABLE II. Melting temperature of ice Ih described by the TIP4P/Ice
potential obtained with different methods. The error of the melting
temperature is calculated from the standard deviation of the parame-
ters in the linear fit of ∆Gl→i.
Method Melting temperature (K)
This work 270(2)
Hamiltonian Gibbs-Duhem integration2,7 272(6)
Coexistence3 268(2)
Coexistence4 269.8(1)
Free surface24 271(1)
Experimental 273.15
7were chosen in order to obtain the crystal structure of ice Ih
and included 17 nearest neighbors.
We argue that there are several advantages to our approach.
For one, since the crystallization and melting processes are
explicitly simulated, physical insight can be extracted directly
from these simulations. For instance, we could initially ob-
serve stacking faults that point to the competition between ice
Ih and ice Ic. We later improved our simulation setup in order
to avoid this phenomenon and obtained only ice Ih. In ad-
dition, our results automatically include the effects of proton
disorder. Our order parameter does not include any informa-
tion about the orientation of the water molecules and therefore
it does not bias the structure towards any particular proton
configuration.
We also observed an exponentially slower sampling as the
temperature is decreased. This is surprising if one considers
that the free energy as a function of the order parameter has
been flattened. We suggest that this result is a consequence of
a rough free energy landscape in directions orthogonal to our
order parameter. This observation would be compatible with
the tendency of water to form glasses.
VIII. COMPUTATIONAL DETAILS
The simulations were carried out using LAMMPS26
patched with the PLUMED 227 enhanced sampling plugin.
PLUMED 2 was supplemented with the VES module28. The
input files to reproduce all simulations are available on the
PLUMED-NEST29 as part of a collective effort to improve
the transparency and reproducibility of enhanced molecular
simulations. We employed a timestep for the integration of
the equations of motion of 2 fs in all simulations. The tem-
perature was controlled using the stochastic velocity rescal-
ing algorithm30 with a 0.1 ps relaxation time. The pressure
was maintained at 1 bar using an isotropic version of the
Parrinello-Rahman barostat31 with a 1 ps relaxation time. The
bond lengths and angles were kept fixed using the SHAKE
algorithm32. A cutoff of 0.85 nm was used for the Lennard-
Jones and Coulomb interactions. Long-range Coulomb inter-
actions beyond this cutoff were computed with the particle-
particle particle-mesh (PPPM) solver33. Tail corrections to
the pressure and energy were included to take into account
long-range effects neglected due to the Lennard-Jones poten-
tial truncation34.
The bias potential was constructed using the variational
principle of Valsson and Parrinello8 that we summarize be-
low. Within this formalism, the bias potential is determined
through the minimization of the functional,
Ω[V ] =
1
β
log
∫
dse−β [F(s)+V (s)]∫
dse−βF(s)
+
∫
ds p(s)V (s), (15)
where s is a set of collective variables (CVs) that are a func-
tion of the atomic coordinates R, the free energy is given
within an immaterial constant by F(s) = − 1β log
∫
dRδ (s−
s(R))e−βU(R),U(R) is the interatomic potential, and p(s) is a
preassigned target distribution. The minimum of this convex
functional is reached for:
V (s) =−F(s)− 1
β
log p(s). (16)
which amounts to saying that in a system biased by V (s), the
distribution of the CVs is p(s).
As described in the main part, we used nice as CV and
we targeted the so called well-tempered distribution35, i.e.
p(nice) ∝ P(nice)1/γ . We employed bias factors γ of 30, 50,
and 100 for the systems of 16, 96, and 288 molecules, re-
spectively. The bias potential V (s) was expanded in Legendre
polynomials of order 20 defined in the interval [0,N]. The
functional Ω[V ] was minimized using the averaged stochastic
gradient descent algorithm8,36 and the gradient was averaged
over 500 timesteps. The step size in the optimization was 2
kJ/mol. The well-tempered distribution was determined self-
consistently as described in ref. 35 with update frequency 100
optimization iterations. Four multiple walkers37 contributed
to the statistics to calculate the gradient of Ω[V ]. Once the
bias potential was deemed converged the optimization was
stopped and the simulation was continued with a static bias
potential akin to the ones employed in the umbrella sampling
technique38. All the reported quantities were calculated under
the action of a static bias potential.
The order parameters in Eqs. (4) and (5) require the specifi-
cation of the environments X and the spread of the Gaussians
σ . We employed σ = 0.076, 0.055, 0.055 for the systems of
N = 16 ,96, 288 molecules, respectively. In Eq. (5) we defined
an order parameter nice that counts the number of molecules
that satisfy kX (χ i)> κ where κ is chosen to be 0.5. However,
the definition given above cannot be used in enhanced sam-
pling simulations since it is not continuous and differentiable.
For this reason in the simulations we employed the following
expression39,
nice = N−
N
∑
i=1
1− (kX (χ i)/κ)p
1− (kX (χ i)/κ)q (17)
with p= 15 and q= 30 for the 96 molecule case, and p= 12
and q = 24 for the 96 and 288 molecule cases. In the limit
of large q and p Eqs. (5) and (17) yield the same result. By
the same token, Eq. (3) cannot be used in enhanced sampling
simulations. A continuous and differentiable variant of Eq. (3)
is,
kX (χ) =
1
λ
log
(
4
∑
l=1
exp
(
λ kχl (χ)
))
, (18)
where λ = 100 was chosen, and the index l runs over the 4 lo-
cal environments of ice Ih. This is the expression we have
used in the simulations. For λ → ∞, Eq. (18) selects the
largest kχl (χ) with χl ∈ X .
As described above, we added bias potentials to discour-
age the formation of structures with misorientation or stack-
ing faults. For this purpose we defined two collective vari-
ables. The first aims at distinguishing structures misaligned
with respect to the box as is defined as,
s1c =
Q6−Ql6
Qi6−Ql6
− k¯− k¯
l
k¯i− k¯l (19)
8where Q6 is the global Steinhardt parameter40 as defined in
ref. 41 and k¯ is defined in Eq. (4). The superscripts in Eq. (19)
refer to the values of the order parameters in the liquid (l) and
in ice Ih (i). The rationale behind s1c has been described in
ref. 9. On the other hand, the purpose of the second collective
variable is to distinguish perfect structures from those with
stacking faults. It is defined as,
s2c =
k¯c− k¯cl
k¯c
i− k¯cl
− k¯− k¯
l
k¯i− k¯l (20)
where the symbols with the subscript c refer to the kernel de-
fined for the cubic diamond structure.
In the simulations s1c and/or s
2
c were restrained with har-
monic potentials,
V (sαc ) =
{
κ(sαc − s˜αc )2 if sαc > s˜αc
0 otherwise
(21)
and the chosen c and s˜αc for each simulation can be found in
the simulation input files made available.
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