We use Confirmatory Factor Analysis (CFA) to derive a unifying measure of comparison of scientists based on bibliometric measurements, by utilizing the h-index, some similar h-type indices as well as other common measures of scientific performance. We use a real data example from nine well-known Departments of Statistics (Berkeley, Carnegie Mellon, Chicago, Duke, Harvard, Minnesota, Oxford, Stanford and Washington) to demonstrate our approach and argue that our combined measure results in a better overall evaluation of a researchers' scientific work.
INTRODUCTION
A simple way of measuring scientific research impact is often based on the number of publications and the number of citations received by a researcher.
However, these numbers alone fail to capture aspects of a scientist's research record, making it difficult to distinguish the truly influential scientists.
The assessment of research performance of scientists based on citation count proposed by Hirsch (2005) , has become the favourite single metric for assessing and validating publication/citation outputs of researchers. Following the introduction of the h-index, numerous articles and reports have appeared, either proposing 1 e-mail for correspondence: jpan@aueb.gr modifications of the h-index, or examining its properties and its theoretical background. For an extensive and critical review of the h-index and other similar indices see Panaretos and Malesios (2008) .
In this paper, we use Confirmatory Factor Analysis (CFA) to derive a population modulated measure to assess scientific research output and impact, by combining the h-index with some of the widely used h-type indices proposed in the literature, as well as with other common measures of scientific performance. We demonstrate our method using data on researchers, affiliated with nine well-known Departments of Statistics (eight in the US and one in the UK) that represent a diverse collection of Departments with different strategies.
The paper is divided into seven parts. Section 2 is a short introduction and overview of the h-index and some of the most significant related indices recently proposed in the literature. In Section 3 we present the data, the new methodology proposed and a review on the related literature. In section 4 we provide some summary statistics on the research output of the Departments of Statistics under study. A description of the construction of the unifying measure and results of the statistical analysis are presented in Section 5, while in Section 6 the results of the analysis on the nine Departments of Statistics are presented. In the final section a discussion of the findings is provided followed by a summary and the main conclusions of the paper.
THE H-INDEX AND SOME OF ITS GENERALIZATIONS/ MODIFICATIONS
The h-index is based on the number of publications of a researcher, along with the associated citations received by those publications. By definition:
"A scientist has index h if h of his N papers have at least h citations each, and the other (N -h) papers have at most h citations each".
Among the advantages of this index is its simplicity and ease of calculation. It attempts to reflect high quality work, since it combines both citation impact (citations received) with publication activity (papers published) and is not affected by a single paper (or a few papers) that has many citations.
The h-index is also not sensitive to lowly cited publications, so a simple increase in the number of publications does not improve the h-index.
There are a number of situations however in which the h-index may provide misleading information about a scientist's output. For instance, the lack of sensitivity of the h-index when it comes to highly-cited papers included in the h-core (the papers that received more than h-citations) is a frequently noticed disadvantage of it. Thus, various modifications and generalizations of the h-index have been appearing in the literature starting almost immediately after its introduction. For full details see
Panaretos and Malesios (2008).
In what follows, we briefly present some of the most significant modifications associated with the h-index, that are employed for the purposes of our analysis.
The g-index
The h-index is robust in the sense that it is insensitive to a set of non-cited (or poorly cited) papers and also to one, or relatively few, outstandingly highly cited papers.
That is, once a highly cited article is included in the top h papers of the output of a scientist, the actual number of the paper's citations does not play a role in the h-index, and any increase of the papers' citations does not alter the h-index of the scientist.
As a remedy, Egghe (2006a Egghe ( , 2006b Egghe ( , 2006c ) defined the g-index.
Definition: "The g-index is the highest number g of articles that together received g 2 
or more citations"
This index is increased by a strongly skewed frequency distribution of the citations; that is, the higher the number of the citations at the top range, the higher the g-index.
The R-and AR-index Jin et al. (2007) introduced two modifications of the h-index, namely the R-and AR-indices to eliminate some of the disadvantages of the h-index. The R-index measures the h-core's citation intensity, while the AR-index goes one step further and takes into account the age of each publication. This allows these indices to increase or decrease over time.
If we rank the researcher's articles according to the received citations in decreasing order, then the R-index is defined as:
where C j denotes the number of citations received by the j-th article. It is clear from the above definition that always h≤R.
The AR-index is defined as:
where α j denotes the age of the article j. The advantage of the AR-index is that it gradually suppresses the contribution from articles that have stopped receiving new citations.
The individual index for correcting for co-authorship
To correct for the presence of many co-authors in a single publication, Batista et al. (2006) divided the h-index by the mean number of researchers in the h publications,
is the total number of authors in the considered h papers (multiple occurrences of authors are allowed), and calls the devised index the h I -index. Similarly, Hirsch (2005) proposed the normalization of the h-index by a factor that reflects the average number of co-authors. In what follows we make an effort to combine the h-index with certain commonly used h-type indices already presented in the previous section, along with the total number of articles and the total number of citations of a researcher. We use CFA to derive a Population-Modulated measure of bibliometric research output performance.
METHODS AND DATA COLLECTION
We use the term "Population-Modulated" (P-M) because its value for an individual scientist depends on the population against which he is being compared.
There is a steadily increasing literature on applications of factor analysis and 
RESEARCH OUTPUT OF NINE OF THE TOP DEPARTMENTS OF STATISTICS
The data we have collected are publications and related citations of the faculty members of the nine Departments and they are available on the freely accessible Tables 1, 2 , A1, A2).
We chose those four bibliometric indices because the h-index is the most commonly used index for the comparison of scientists based on bibliometric measures while the other three improve on some of the most serious drawbacks of the h-index, such as the robustness of the h-index to highly cited articles, the problem of co-authorship and the age of the articles. We will use the above information to derive our new PopulationModulated measure.
Some preliminary findings
Before defining the new measure we present some descriptive measures of interest from the collected data. In the following figure ( Figure 1 Comparisons between the mean and the median of the indices for the nine Departments of Statistics from Table 1 In all, the 238 researchers included in the current study have published (or produced) a total of 29703 papers 3 , and have received 386898 citations, until the end of the data collection period (see Tables 2 and A2 ). In the study period we observe that Stanford is in the first place, when it comes to the average number of papers as well as citations received. In terms of absolute numbers of papers, Berkeley holds the lead. In an effort to further investigate differences in citations among Departments we collected data on the number of highly cited researchers (HCRs) of the nine Statistics, respectively (see Table A3 ) 
A POPULATION-MODULATED MEASURE FOR RESEARCH OUTPUT
In the sequel, we choose the 6 variables (i.e. the total number of articles, the total number of citations, the h-index and the related g-, h I -and √AR-indices) as research indicators of the researchers of the nine Departments of Statistics, and we assume that they are observed outcomes of an underlying indicator, which we call PopulationModulated measure (P-M measure). We use this name because it tuned to the peculiarities of the particular scientific population under study. In order to derive the Population-Modulated measure, we assume a one-factor CFA model that at the scientist level can be expressed as:
where x ij denotes the jth bibliometric index of the ith scientist, ξ is the (1×1) scalar of the (unknown) single common factor, the λ j 's terms are the factor loadings to be estimated connecting ξ to the the x ij 's, and δ ij is the measurement error in x ij (i.e. the part of x ij that cannot be accounted by the underlying factor ξ). It is further assumed that the error terms δ ij and the common factor ξ have a zero mean and that the common and unique factors are uncorrelated, i.e. E(ξ-Εξ)(δ ij -Εδ ij )=0, for every i,j. In vector notation, to scientist i corresponds a (6×1) vector of bibliometric indices X i :
where Λ=(λ 1 , λ 2 ,...,λ 6 ) t , and δ=(δ i1 , δ i2 ,..., δ i6 ) t .
In turn, the CFA model based on the complete data set can be written as:
where X is the (238×6) matrix of bibliometric indices for the 238 scientists,
where boldface 1 is a (238×1) vector of 1's, Λ t is the transpose of the (6×1) vector of factor loadings, and finally, Δ denotes the (238×6) matrix of measurement errors.
Then, the (238 2 ×6 2 ) variance-covariance matrix of the data denoted by Σ is given by: 
1Λ 1Λ Θ

where σ 2 denotes the (1×1) scalar of the variance of single factor ξ, and Θ denotes the
2 ) variance-covariance matrix of the measurement errors. It is assumed by the
The aim is to estimate the unknown elements of Λ, σ 2 and Θ.
Such a model is usually fit by maximum likelihood 4 . If we denote by S the empirical covariance matrix of the matrix of the observed variables X (i.e. the sample variancecovariance matrix), then to obtain the ML estimates of Λ, σ 2 and Θ, one needs to maximize the following likelihood function:
In fact, it has been shown (Jöreskog, 1969 ) that maximizing logL is equivalent to minimizing the following function:
, , log log 6
where 6 is the order of the vector Θ.
Maximum Likelihood Estimation for our CFA model is carried out using the 
The P-M measure as a combination of the h-index and related indices
As already stated, factor analysis models have received a lot of attention both in theory and in practice. Within this framework, it has become common practice to estimate individual factor scores (Bartholomew and Knott, 1999) and utilize them for subsequent analyses.
For instance, factor scores for the latent variables can be first predicted and then used as variables in ANOVA and OLS regression (as dependent or explanatory variables) (e.g. Urban and Hauser, 1980) or as input data to cluster (e.g. Funkhouser, 1983 ) and discriminant analysis (Horton, 1979 ).
The CFA model of the analysis fulfils the requirement of strong associations between observed and latent variables (with only one exception, where factor loadings appear slightly lower). LISREL was used to derive factor scores (Mels, 2004 ) of the first-order CFA model, on the 6 observed variables data. There are several methods available for estimating latent variable scores (see, e.g.
Bartholomew and Knott, 1999). LISREL uses the procedure of Anderson and Rubin (1956) as described in
Jöreskog (2000) for estimating latent variable scores. This procedure has the advantage of producing latent variable scores that have the same covariance matrix as the latent variables themselves. However, because the mean of the factor is set to zero, it is natural that some estimated factor scores are negative and some positive.
To avoid deriving negative factor scores (and subsequently use these negative scores as scientific performance indices), we chose to calculate the component scores instead of the factor scores. These were introduced by Bartholomew and Knott (1999) 
h index articles citations
At this point we have to note that there is not an absolute P-M measure for an individual scientist. The measure changes depending on the group we are studying, hence the name Population-Modulated measure.
The advantage is that the measure requires working with a well-defined population and prevents comparisons between people in disparate scientific fields. To do something like this we need to pool together the two (or more) populations, which will reveal the differences between the two fields.
It also allows for bibliometric comparisons between two different disciplines. It is a data-dependent way to see how seriously we should consider one index compared to another, for the different fields of research.
The P-M measure can also help in finding whether a particular index is better suited for a particular discipline as opposed to another. In this way, we can quantify and compare coefficients α with α´, β with β´ and γ with γ´, if α>> α´ then x is taken more heavily into account in statistics than in bibliometrics.
AN APPLICATION OF THE NEW BIBLIOMETRIC MEASURE IN THE FIELD OF STATISTICS
In terms of the above, individual component scores (i.e. the P-M scores) were derived for the 238 researchers of the nine Statistics Departments in our study. For comparisons between the 238 researchers we have divided the component scores by 100. In this way, the combined P-M measure scores are more comparable to the hindex values, as well as to the other three h-type indices used in our analysis.
In the following table (Table 4) A small section of the output obtained by calculating the P-M measure for individual scientists is presented in the following table (Table 5) The authors 
CONCLUSIONS AND DISCUSSION
An important consideration in evaluating research performance of a scientist is the multiple manifestations of his/her work. So, as many authors have argued, the use of indices to assess only a component of a scientist's work (e.g. citations) is unfair to scientists (see, e.g. Adler et al., 2008; Kelly and Jennions, 2006; Sanderson, 2008) .
Measuring the research performance of a scientist by using only his/hers bibliometric data is already more or less restrictive by default, let alone by measuring the citation performance with only a single one of the metrics already described.
Our results indicate that the method of rating scientific performance based on bibliometric measurements introduced in this paper enhances the index ranking based on measuring a single characteristic. Our measure provides a more general picture of the scientist's activity, by combining h-type indices proposed in the literature with older bibliometric measures, such as the total number of articles and total number of citations.
Moreover, the new measure provides some additional discriminatory power for research output comparisons, and we argue that ranking according to the P-M measure is perhaps more fair, when compared to the ranking of scientists based on each one of the single bibliometric/citation metrics (new and old ones), separately.
Of course, this measure is cumbersome to calculate. In addition, there does not exist an absolute and single P-M measure for an individual scientist, since the measure can change, depending on the specific population of researchers selected for its calculation. The magnitude of the value of the P-M measure of a scientist is relative to the P-M measures of the other scientists under study. It does allow though one to produce a ranking for a given set of scientists irrespective of their fields.
However, given that single indices fail to capture important aspects of research performance, measures such as the P-M are useful when comparisons of scientists based on bibliometric parameters alone are necessary.
Besides the obvious use of the P-M measure as a tool for the assessment of the overall performance of a researcher, it can also be utilized for interdisciplinary comparisons; by analyzing two (or more) sets of researchers of different fields of research, we can derive useful information associated with the magnitude of effectiveness of each one of the bibliometric indices on the specific scientific field and provide insight about the behavior of citation data in each discipline using the calculated composite measure. In this way, the strong and weak performance of the single bibliometric indicators on each scientific field of research can be identified and we can quantify statements, until now only intuitively imposed, such as "the x-index is (or is not) suitable for the y discipline", or "the x-index is accounted more largely in the y discipline than in the z discipline".
The P-M measure could also produce valid results when implemented for the comparisons between different sub-fields of the same discipline (i.e. comparisons of the P-M measure and the single indicators performance in Biostatistics, applied
Statistics and Statistical theory).
The choice of the specific indicators to be included in the calculation of the P-M measure is of significant importance too, and will be the subject of future research.
Revising some of the already included indicators for calculation of the P-M measure or expanding the list of the six indicators with new single metrics could enhance the accuracy of the performance of the proposed measure by covering other aspects of the researcher's work, not depicted by the already considered indicators. 
APPENDIX
