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tion	of	IPAS,	in	this	case	called	Prosopis juliflora (SW. DC.).	Field	level	Prosopis cover 
and	spatial	datasets	of	seventeen	biophysical	and	anthropogenic	variables	were	col-
lected,	processed,	and	used	 to	 train	and	validate	 the	algorithms	so	as	 to	generate	








for	 elevation,	 did	 not	 contribute	 much	 to	 the	 current	 distribution	 of	 Prosopis. 
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servation	 data,	 and	 applying	 classification	 or	 regression	methods.	
More	recently,	machine	learning	algorithms	(MLAs)	have	gained	high	
popularity	 in	ecology	and	earth	science	because	of	 their	ability	 to	
model	highly	dimensional	and	non‐linear	data	with	complex	interac-
tions	and	deal	with	data	gaps	(Thessen,	2016).	Good	performances	
of	 MLAs	 have	 been	 obtained	 in	 several	 fields,	 including	 remote	
sensing	classifications	(Mountrakis,	Im,	&	Ogole,	2011)	and	species	
distribution	modeling	(Cutler	et	al.,	2007;	Elith	&	Leathwick,	2009).	
However,	 for	 quantifying	 the	 impact	 of	 IAPS	 and	 developing	 spa-
tially	explicit	management	strategies,	accurate	information	is	crucial	
not	only	on	 the	 current	or	projected	distribution	of	 IAPS	but	 also	
on	their	cover	across	the	invaded	range	(Le	Maitre,	Gush,	&	Dzikiti,	
2015;	 Shackleton,	 Le	 Maitre,	 van	 Wilgen,	 &	 Richardson,	 2015a;	















ysis.	 Furthermore,	 it	 allows	 to	 identify	 areas	 with	 early	 stages	 of	
invasion	where	the	control	of	satellite	populations	maybe	halted	or	
at	least	slow	down	further	spread	of	IAPS	(Vilà	et	al.,	2011).
Prosopis juliflora	 (Swartz	DC.),	hereafter	referred	to	as	Prosopis, 
has	 been	 introduced	 to	 different	 parts	 of	 the	world	with	 the	 aim	
of	 providing	 benefits	 to	 rural	 people,	 such	 as	 the	 production	 of	
fuelwood,	 charcoal,	 or	 construction	material	 (Engda,	 2009;	Haji	&	
Mohammed,	 2013;	Mureriwa,	 Adam,	 Sahu,	&	 Tesfamichael,	 2016;	
Pasiecznik	 &	 Henry	 Doubleday	 Research	 Association,	 2001).	 Like	
numerous	other	introduced	plants,	Prosopis	has	become	invasive	in	
many	places	and	is	increasingly	known	for	its	negative	ecological	and	
























2.1 | Study area and study species




lion	ha	 (Figure	1a).	Mean	annual	 rainfall	 is	about	560	mm;	and	the	






The	 study	 focuses	 on	Prosopis	 species.	Prosopis	 shows	 a	wide	
range	of	 ecological	 adaptations	 (from	arid	 to	 tropical	 climate	 con-
ditions)	and	occur	along	a	large	variety	of	environmental	gradients	








graded	 land,	 combat	 desertification,	 reduce	 soil	 erosion	 (Mishra,	
Crews,	 &	 Okin,	 2014;	 Pasiecznik	 &	 Henry	 Doubleday	 Research	
Association,	 2001;	 Tessema,	 2012;	 Wakie,	 Evangelista,	 &	 Laituri,	
2012),	 and	 manage	 soil	 salinity	 (El‐Keblawy	 &	 Al‐Rawai,	 2007).	
Prosopis	trees	originally	planted	in	Ethiopia	(Figure	1a)	belong	to	the	
species	P. juliflora (Figure	1b)	in	the	late	1970s	and	early	1980s	with	
the	main	 aim	 of	 soil	 and	water	 conservation	 (Pasiecznik	 &	Henry	
Doubleday	Research	Association,	 2001).	However,	 since	 the	 early	
1990s,	its	invasive	nature	has	caused	major	problems	in	rangelands,	
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agricultural	fields,	and	riverbanks,	and	aggravating	conflicts	on	graz-
ing	land	among	pastoralists	(Argaw,	2015;	Kebede	&	Coppock,	2015;	
Tegegn,	 2008).	 Such	 conflicts	 have	 been	 common	 in	 the	 Awash	
Basin,	where	Prosopis has	invaded	vast	areas	of	precious	rangeland	
and	cropland	(Wakie	et	al.,	2012).







gradient	 (0%–100%)	 of	Prosopis	 coverage.	 In	 order	 to	 reduce	 spa-







liminary	 rough	estimation	of	 the	shares	of	uninvaded	and	 invaded	
land	in	the	study	area,	which	would	avoid	any	bias	of	results	toward	




The	 spatial	 datasets	 were	 gathered	 from	 various	 sources	















Adaptive	 Processing	 System	 (LEDAPS)	 algorithm	 (Chavez,	 1996;	
Lu,	 Mausel,	 Brondizio,	 &	 Moran,	 2002).	 The	 Red,	 the	 near‐in-
frared	 (NIR)	 and	 the	 first	 shortwave‐infrared	 (SWIR1)	 bands	 of	
Landsat	 8	 were	 selected	 as	 explanatory	 variables.	 Furthermore,	
F I G U R E  1  Location	of	the	study	area,	Afar	National	Regional	State,	in	Ethiopia	(a).	The	detailed	map	shows	the	main	towns,	roads,	and	
rivers,	as	well	as	the	locations	where	Prosopis	was	first	introduced.	The	shading	indicates	elevation,	ranging	from	175	m	below	sea	level	(dark	
gray)	to	2,992	m	above	sea	level	(white),	and	photos	of	Prosopis	plant	(b)
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the	normalized	difference	vegetation	index	(NDVI)	was	calculated	
from	Red	and	NIR	bands	 and	used	as	 another	 input.	All	 selected	
bands,	as	well	as	the	NDVI,	have	proven	to	be	particularly	suitable	






resolution	 of	 these	 datasets	 is	 1	km.	 Although	 this	 seems	 rather	
low	compared	to	the	other	datasets,	these	day‐	and	nighttime	tem-
perature	datasets	have	shown	to	be	useful	 in	species	distribution	
modeling	 and,	 particularly	 in	 Africa	 where	 weather	 stations	 are	
scarce.	These	datasets	have	shown	to	be	more	accurate	than	other	







ping	 Prosopis	 distribution	 and	 fractional	 cover	 abundance.	 We	
chose	five	MLAs:	two	different	implementations	of	gradient	boost-
ing	 machine	 (GBM	 and	 GBM‐BRT),	 random	 forest	 (RF),	 support	
vector	machine	 (SVM),	 and	deep	 (learning)	neural	network	 (DNN),	
an	 ensemble	model	 composed	of	 the	 four	 best‐performing	 tested	




ter	settings	are	provided	 in	 the	Supporting	 information	 (Table	S1).	
We	 checked	 collinearity	 of	 explanatory	 variables	 before	 applying	






We	 then	 assessed	 the	 influence	 (importance)	 of	 variables	 in	 each	
model	by	using	the	method	described	by	Natekin	and	Knoll	(2013).	
Furthermore,	10‐fold	cross‐validation	was	applied	to	assess	model	




Until	 few	 years	 ago,	 multivariate	 linear	 regression	 was	 the	
most	 commonly	 used	 approach	 in	 species	 distribution	 modeling	
(Collingham,	Wadsworth,	 Huntley,	 &	 Hulme,	 2000;	 Higgins	 et	 al.,	
2003;	Stohlgren	et	al.,	2010).	 In	 this	study,	 the	GLM	was	 included	
to	compare	the	performance	with	the	MLAs	(Nicholls,	1989;	Getis	&	
TA B L E  1  List	of	spatial	data	and	explanatory	variables	used	for	the	modeling	of	Prosopis	fractional	cover
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Ord,	1992).	We	used	backward	and	forward	stepwise	variable	selec-
tion	to	find	a	parsimonious	model	(Pearce	and	Ferrier,	2000).	Akaike	
Information	 Criterion	was	 used	 as	 the	model	 performance	metric	
(step‐AIC;	Higgins	et	al.,	2003).
Gradient	boosting	machine	as	well	as	GBM‐BRT	use	a	boosting	
approach	where	datasets	are	 resampled	several	 times	 to	generate	
results	that	form	a	weighted	average	of	the	resampled	dataset.	This	
is	 done	 by	 creating	 a	 gradient	 (or	 step‐by‐step)	 boosting	 by	mini-
mizing	 errors	 among	 series	 of	 decision	 trees	 that	 together	 form	a	
single	predictive	model	 (Natekin	&	Knoll,	 2013;	Olinsky,	Kennedy,	
&	 Kennedy,	 2012;	 Wana	 &	 Beierkuhnlein,	 2010;	 Boser,Guyon,	 &	
Vapnik,	 1992).	 In	 our	 study,	 we	 tested	 two	 implementations	 of	
GBM	and	GBM‐BRT.	They	are	both	based	on	 the	 same	packages:	
“gbm,”	“caret,”	“dismo,”	and	“raster,”	with	“dismo”	and	“caret”	using	
the	 “gbm”	 package	 to	 fit	 the	models.	 The	main	 differences	 of	 the	









(for	 details	 see	 also	 Supporting	 information	Table	 S1).	 Fine‐tuning	
the	 number	 of	 iterations	 is	 done	 to	 improve	 the	 performance	 of	






The	 RF	 builds	 the	 trees	 in	 parallel	 processes	 (Breiman,	 2001).	
The	 trees	 are	 fully	 grown	 and	 each	 is	 used	 to	 predict	 the	 out‐of‐
bag	observations	that	do	not	occur	in	a	bootstrap	sample	(Breiman,	
2001).	The	predicted	class	of	an	out‐of‐bag	observation	is	calculated	
average	 of	 the	 results	 of	 all	 predictions	 (Breiman,	 2001;	 Youssef,	
Pourghasemi,	 Pourtaghi,	 &	 Al‐Katheeri,	 2016).	 The	 RF	 has	 some	
TA B L E  2  Parameters	used	to	assess	model	performance






























































































benefits	 of	 each	 included	optimized	model	 and	penalize	 the	over-
estimate	or	underestimate	of	each	individual	model.	Thus,	in	order	
to	be	 able	 to	do	 so	 they	 should	be	diverse	 and	 complement	 each	



















Relief,	 Landform,	 Rugged,	 and	 Slope	 were	 removed	 again	 from	 the	







were	 selected	 by	more	 than	 one	MLAs.	 These	 are	NDVI,	 Elevation,	
DistVillage,	 DistRiver,	 Rain,	 NIR,	 Red,	 LSTd,	 and	 LSTn	 in	 decreasing	
order.	The	first	four	variables	had	the	highest	influence	in	four	of	the	
seven	models	to	explain	Prosopis	distribution	(Figure	2).
3.2 | Evaluation of the models
Among	the	tested	models,	the	RF	performed	the	best,	followed	by	
the	 ensemble	model,	 GBM	 and	 SVM	 (Table	 3).	 The	 last	 two	 per-
formed	comparably.	While	the	GBM	achieved	slightly	higher	accura-
cies	and	kappa	statistics	than	the	SVM,	but	the	SVM	obtained	better	










Comparing	 the	 results	of	different	models,	we	 found	considerable	
variation	 in	the	extent	of	 invaded	areas,	even	though	we	used	the	
same	input	datasets	for	all	algorithms.	The	most	extreme	estimates	





















During	 model	 optimization,	 the	 number	 of	 trees	 (for	 the	 GBM‐
BRT,	GBM,	and	RF),	 the	 learning	 rate	 (sets	 the	weight	applied	 to	





the	 result	 without	 causing	 overfitting	 (Mining,	 2009;	 Hijmans	 &	
Elith,	2013,	2015).	Consequently,	the	lower	learning	rate	of	0.005	
with	 6,050	 trees	 performed	better	 than	 that	 of	 0.01	with	 3,100	
trees.	However,	a	learning	rate	of	0.0025	with	10,000	trees	did	not	




disadvantages:	a	poorer	model	 fit	and	 longer	computational	 time	
without	improving	the	model's	accuracy.









This	 is	probably	because	 the	study	area	 is	 largely	 flat.	The	DNN	




flat	 achieving	 a	 comparably	 high	 amount	 of	 false‐positive	 rate	





change	 regularization,	 check	 and	 adjust	weights	 at	 initialization,	
etc).	However,	this	requires	further	investigation.
F I G U R E  2  Relative	influence	of	explanatory	variables	in	the	different	algorithms	after	removal	of	the	least‐contributing	ones:	(a)	
generalized	linear	model	(GLM),	(b)	gradient	boosting	machine	(GBM),	(c)	gradient	boosting	machine	using	boosted	regression	trees	package	
(GBM‐BRT),	(d)	random	forest	(RF),	(e)	support	vector	machine	(SVM),	(f)	deep	learning	neural	network	(DNN),	(g)	ensemble	model	(ENS)









GLM	is	not	able	 to	 relate	variables	having	a	 linear	or	 radial	 spatial	
pattern	 to	 the	 samples	 used	 in	 the	models,	 and	 therefore,	 is	 less	
suited	 to	 explain	 Prosopis	 distribution	 and	 fractional	 cover.	 It	 is	
well	known	that	Prosopis	 is	primarily	spread	by	livestock	(Shiferaw,	
Teketay,	Nemomissa,	&	Assefa,	2004),	human	transport	and	along	
watercourses,	 thereby	 promoting	 discontinuity	 or	 jump	 dispersal	
(Wilson,	Dormontt,	 Prentis,	 Lowe,	&	Richardson,	 2009).	However,	
the	 GLM	was	 not	 able	 to	 fully	 capture	 these	 phenomena.	 In	 the	
DNN	model,	Landform	exceptionally	ranked	second	in	importance,	
following	DistRiver.
The	 influences	 of	 the	 tested	 explanatory	 variables	 varied	 in	
terms	of	magnitude	and	direction	depending	on	each	model's	sensi-
tivity.	In	the	case	of	NDVI,	this	is	in	line	with	the	general	observation	
of	 greenness,	 and	 therefore,	 also	NDVI,	 increases	with	 increasing	












As	mentioned	 above	 the	main	 causes	 of	 dispersal	 are	 by	 live-
stock,	human	transport	and	by	water	which	explains	well	the	strong	
influence	of	these	factors	 in	most	models.	 In	contrast	to	Menuz	&	
Kettenring	 (2013),	 our	data	 suggest	 that	 landscape	 structure	vari-
ables	 are	 more	 relevant	 for	 species	 distribution/invasion	 at	 the	
current	 stage	 of	 invasion	 than	 climatic	 factors	 (precipitation	 and	





4.3 | Fractional cover of Prosopis
Different	algorithms	produced	different	results	with	varying	accura-
cies.	Thus,	these	algorithms	differ	in	their	sensitivity	(power	to	dis-



































































































































































































































































































































































































































































































































































































































     |  9SHIFERAW Et Al.
algorithm	 (AUC	=	0.971,	 κ	=	0.797).	 Surprisingly,	 the	 ensemble	
model	(AUC	=	0.962,	and	κ	=	0.771)	performed	slightly	less	than	the	
RF,	although	other	studies	had	suggested	that	an	ensemble	model	










from	 uninvaded	 areas	 with	 a	 threshold	 level	 of	 the	 RF	 model	 at	
0.326.	Based	on	this	threshold,	we	found	a	very	large	area	(~1.173	















the	quality	 the	output	 (Jiménez‐Valverde	&	Lobo,	2006)	as	 long	as	
enough	sample	size	were	used	from	each	group.
Machine	 learning	 algorithms	 have	 attracted	 significant	 atten-
tion	 in	 the	modeling	 community.	 First,	 shallow	Neural	Networks	
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(NN)	attracted	a	lot	of	attention	and	were	widely	applied	to	many	
different	research	problems	(Zhou	et	al.,	2015).	In	the	remote	sens-
ing	 community,	 the	DNN	was	 soon	 followed	by	other	MLAs:	 the	
GBM‐BRT,	the	SVM,	and	the	RF,	which	provided	better	results	both	
in	 regression	and	classification	 (Ashby	et	al.,	2017;	Pal	&	Mather,	
2005,	 2017).	 Our	 regression	 analyses	 in	 the	 present	 study	 indi-
cated	that	the	RF,	the	ensemble	model,	and	the	GBM	outperformed	






Our	 finding	 confirms	 that	 the	 RF	 is	 a	 suitable	 algorithm	 for	
fractional	 cover	mapping	of	plant	 species.	However,	based	on	our	
experiences	gained	during	 this	 study	 five	 important	points	 should	
be	considered	 in	order	 to	achieve	good	 results	while	applying	 the	
RF	regression:	(a)	sufficient	and	well‐distributed	field	data	samples	
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