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Abstract
Domain decomposition splittings have the form A D B − C, where B has a nonzero arrow
pattern. By using Schur complement one can study these splittings for both the symmetric
positive-definite (SPD) and the M-matrix cases. Convergence results and some comparison
results will be given. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let an algebraic system Au D d have the following 2  2 block structure where
A0 and C are square matrices
A0 Z
WT C
 
u0
u1

D

d0
d1

: (1)
The unknowns associated with u0 represent “boundary” or “interface” nodes, and
the unknowns associated with u1 are the “interior” unknowns. The matrices Z and
W establish the connection between the boundary nodes and the adjacent interior
nodes, and so, for typical applications from partial differential equations Z and W
are sparse matrices.
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Definition. A D M − N is called a domain decomposition splitting if and only if
A0 Z
WT C

D

M0 Z
WT M

−

N0 0
0 N

;
M is nonsingular and M is block diagonal.
Consider a parallel iterative method for
Au D d; where A D M − N and MuC D d C Nu:
The next iterative value is denoted by uC, and the iterative method is called conver-
gent if the spectral radius of M−1N is less than one. M has the above form where
Z D A01 A02 ; W D AT10 AT20 and M D

M1 0
0 M2

:
These blocks may be associated with a domain decomposition, where the zero block
in M separates the larger blocks one and two. Here we could have more sub-blocks
in M, and each block could match up with a processor. The solve step with M can
be done in parallel. If M is SPD, it could be used as parallel preconditioner, see [2,
Chapter 5; 5; 9, Chapter 11.7].
Example. This simple example compares the spectral radii of the iteration matrices,
H D M−1N, for three choices of M.
A D
2
4 3 −1 −1−1 3 −1
−1 −1 3
3
5
with
Mgs D
2
4 3 0 0−1 3 0
−1 −1 3
3
5 ;
Migs D
2
4 3 0 0−1 3 0
−1 0 3
3
5 ;
Mdd D
2
4 3 −1 −1−1 3 0
−1 0 3
3
5 :
The notation gs is for Gauss–Seidel, igs is for incomplete Gauss–Seidel, and dd is
for domain decomposition splitting. The spectral radii of the corresponding iteration
matrices are .Hgs/ D 0:4523; .Higs/ D 0:5556 and .Hdd/ D 0:4286.
Moreover, if C D M − N is the SOR splitting, then domain decomposition split-
ting for a single block in M is
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A D M − ND
2
4 3 −1 −1−1 3 −1
−1 −1 3
3
5
D
2
4 3 −1 −1−1 3=! 0
−1 −1 3=!
3
5−
2
40 0 00 3.1 − !/=! 1
0 0 3.1 − !/=!
3
5 ;
MT C N D
2
4 3 −1 −1−1 3.2 − !/=! 0
−1 0 3.2 − !/=!
3
5 :
This splitting A D M − N will be P-regular (M is nonsingular and MT C N is pos-
itive-definite) if and only if 0 < ! < 18=11. Therefore, if C D M − N is P-regular
(for this example 0 < ! < 2), then A D M − N may not be P-regular. Hence, the
associated iterative scheme uC D M−1Nu C M−1d may not be convergent to the
solution of (1), see [14].
In this paper, conditions on the splittings of A0 D M0 − N0 and C D M − N
will be given so that the iterative method associated with the domain decomposition
splitting will converge. Since the matrix M has four nonzero blocks, we will make
heavy use of Schur complement representations of the inverse of M, and these are
summarized in Section 2. Section 3 considers the SPD matrix case and P-regular
splittings. Section 4 studies the M-matrix case and weak regular splittings.
2. Schur complement
Let M D A be the matrix in (1) and use block row operations with pivot equal to
A D A0 and obtain
M D

A Z
WT C

;

I 0
−WTA−1 I
 
A Z
WT C
 
I −A−1Z
0 I

D

A 0
0 C − WTA−1Z

:
(2a)
Let  D C − WTA−1Z; the Schur complement of A in M. Suppose  and A are
nonsingular. By taking the inverse of both sides in (2) M−1 can be easily computed
as
M−1 D

A−1 C A−1Z−1WTA−1 −A−1Z−1
−−1WTA−1 −1

: (3a)
If one uses block row operations with C as the pivot block, then we obtain analogues
of (2a) and (3a), where  D A − ZC−1WT is the Schur complement of C in M
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I −ZC−1
0 I
 
A Z
WT C
 
I 0
−C−1WT I

D

A − ZC−1WT 0
0 C

; (2b)
M−1 D

−1 −−1ZC−1
−C−1WT−1 C−1 C C−1WT−1ZC−1

: (3b)
From (2a) and (3a), or (2b) and (3b), the proof of the classical theorem can be estab-
lished, see [4,6,8,15].
Schur Complement Theorem. Let A (or C) be nonsingular. M is nonsingular if
and only if  (or ) is nonsingular. Moreover, if both A and C are nonsingular, then
the inverse of M has two representations in (3a) and (3b).
In the following two theorems, conditions on the matrix M are given so that the
assumptions in the Schur Complement Theorem are true. The Schur Complement
Theorem and Theorems 1 and 2 are classical illustrations of characterization results
in terms of Schur complement.
Following [10,11] one can use block row operations to factor M, where B is
defined as B D Z D W , which represents the symmetric case. This leads to the fol-
lowing theorem in [11, Chapter 7.7].
Theorem 1. Let M be symmetric and have the form in .1/. M is positive-definite if
and only if A and  D C − BTA−1B are positive-definite.
Now assume the matrix M is a nonsingular M-matrix (the off-diagonal compo-
nents of M are nonpositive and M−1 is nonnegative). The following theorem is an
analogue of Theorem 1, where the matrix M may not be symmetric. Theorem 2
seems to be known, but appropriate references have eluded this writer; see [12] for a
discussion of M-matrices, and also see [1, Theorem 6.10], where the necessary con-
ditions are proved. Like Theorem 1 the proof makes use of the block row operations.
This gives one more characterization of nonsingular M-matrices, see [3, Chapter 6].
Theorem 2. Let M be a 2  2 block matrix as in .1/; and let M have nonposi-
tive off diagonal components. M is a nonsingular M-matrix if and only if A and
 D C − WTA−1Z are nonsingular M-matrices.
Proof. Suppose both A and  are nonsingular M-matrices. Then −WTA−1 and
−A−1Z are nonnegative, and by taking the inverse of (2) and solving for M−1 we
have
M−1 D

I −A−1Z
0 I
 
A 0
0 C − WTA−1Z
−1 
I 0
−WTA−1 I

> 0:
Suppose M is a nonsingular M-matrix. Since A and C are principal sub-matrices,
they are nonsingular M-matrices. Consider  D C − WTA−1Z, and by the Schur
Complement Theorem it is nonsingular. The off-diagonal components of  are non-
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positive because C is a nonsingular M-matrix and WTA−1Z is nonnegative. The
formula for M−1 in (3) implies −1 is nonnegative. 
3. Domain decomposition splittings and SPD matrices
In this section, we assume A in (1) is SPD so that B D Z D W . We give con-
ditions on the two splittings of A0 D M0 − N0 and C D M − N so that the split-
ting of A is P-regular. Under these assumptions the associated iterative method will
converge, see [14].
Theorem 3. Consider the splitting of a SPD matrix A D M − N
A0 B
BT C

D

M0 B
BT M

−

N0 0
0 N

:
Let M0 and M − BTM−10 B be nonsingular so that M is nonsingular. If MT0 C N0
and MT C N − BT.MT0 C N0/−1B are SPD; then MT C N is SPD; and hence; uC D
M−1Nu C M−1d is convergent.
Proof. Consider (2), where M is replaced by MT C N so that A D MT0 C N0; B D
Z D W and C D MT C N . By the assumptions both A and C − BTA−1B are SPD.
According to Theorem 1, MT C N is SPD. Since both A and MT C N are SPD, the
iterative method will converge. 
The positive-definite condition on MT C N − BT.MT0 C N0/−1B, for the 3  3
example in Section 1, requires the following 2  2 matrix to be positive-definite:
3.2 − !/=! 0
0 3.2 − !/=!

−
−1
−1
 
1=3
 −1 −1 :
So, this condition reduces the dimension of the matrix to be considered, but it is a
less sparse matrix.
Next we use the comparison theorem due to Nabben, see [13, Theorem 2.3],
which uses the SPD ordering and P-regular splittings. Let A D M1 − N1 D M2 −
N2 be two splittings of a SPD matrix A, and assume both N1 and N2 are sym-
metric and positive semi-definite. Then A C Ni D Mi for i D 1; 2 are SPD, and
both splittings are P-regular. Nabben showed if N2 − N1 is positive semi-definite
(or positive-definite), then
.M−11 N1/ 6 .M
−1
2 N2/ < 1 . or .M
−1
1 N1/ < .M
−1
2 N2/ < 1/:
Here we will apply this to the domain decomposition splittings in the form consid-
ered in Theorem 3
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A0 B
BT C

D

M0 B
BT M

−

N0 0
0 N

;

A0 B
BT C

D
 OM0 B
BT OM

−
 ON0 0
0 ON

:
If A is SPD and N0; N; ON0 and ON are symmetric semidefinite, then these splittings
are P-regular. The following theorem is a direct consequence of Nabben’s theorem.
Theorem 4. Let A be SPD and assume N0; N; ON0 and ON are symmetric semi-defi-
nite. Let M0 and M − BTM−10 B; OM0 and OM − BT OM−10 B be nonsingular so that M
and OM are nonsingular.
If N0 − ON0 and N − ON are positive semi-definite .or positive-definite/; then

  OM0 B
BT OM
−1  ON0 0
0 ON
!
6 
 
M0 B
BT M
−1 
N0 0
0 N
!
< 1
 
or 
  OM0 B
BT OM
−1  ON0 0
0 ON
!
< 
 
M0 B
BT M
−1 
N0 0
0 N
!
< 1
!
:
4. Domain decomposition splittings and M-matrices
When A D M − N is an M-matrix and the splitting is weak regular (M is non-
singular, M−1 and M−1N are nonnegative/; then the iteration will converge; see [3,
Chapter 7].
Theorem 5. Consider the splitting of the nonsingular M-matrix A D M − N
A0 Z
WT C

D

M0 Z
WT M

−

N0 0
0 N

:
If A0 D M0 − N0; C D M − N are weak regular splittings; and M;  D M0−
ZM−1WT are nonsingular M-matrices; then the splitting A D M − N is also a weak
regular splitting.
Proof. First, we show M−1 is nonnegative. Since M and  are assumed to be non-
singular M-matrices, the Schur Complement Theorem implies M is a nonsingular
matrix. Moreover, both M0 and M are nonsingular so that
M0 Z
WT M
−1
D

−1 −M−10 Z−1
−−1WTM−10 −1

:
By the Sherman–Morrison–Woodbury formula, or by (3a) and (3b) for M,
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−1 D M−1 C M−1WT−1ZM−1:
Because A is an M-matrix, −WT and −Z are nonnegative. By assumption M−1 and
−1 are nonnegative, and therefore, −1 is nonnegative. Also, by assumption M−10
is nonnegative so that M−1 is nonnegative.
Second, we show M−1N is nonnegative.
−1 −M−10 Z−1
−−1WTM−10 −1
 
N0 0
0 N

D

−1N0 −M−10 Z−1N
−−1WTM−10 N0 −1N

:
Since C D M − N is weak regular, M−1 and M−1N are nonnegative and the (2,2)
block
−1N D .M−1N/ C M−1.WT−1Z/.M−1N/ > 0:
As A0 D M0 − N0 is also a weak regular splitting and −Z and −M−10 Z are non-
negative, the (1, 2) block must be nonnegative. The (2, 1) block is also nonnega-
tive because −1;−WT and M−10 N0 are all nonnegative. In order to see that the
(1, 1) block is nonnegative, use the representation −1 DM−10 CM−10 Z−1WTM−10 .
Since A0 D M0 − N0 is a weak regular splitting, −1N0 D M−10 N0 C M−10 Z−1
WTM−10 N0 is nonnegative. Thus, both M−1 and M−1N are nonnegative. 
By Theorem 2, if M is a nonsingular M-matrix, then M and  D M0 − ZM−1WT
are nonsingular M-matrices. For example, consider the 3  3 matrix in Section 1.
The SOR splitting of C will be weak regular if ! is less than or equal to 1. M is
clearly an M-matrix, and  D M0 − ZM−1WT is a positive 1  1 matrix given by
3 − −1 −1 3=! 0−1 3=!
−1 −1
−1

D 3 − .!=3/.2 C !=3/:
Comparison theorems for weak regular splittings of M-matrices, see [7], may be
applied to domain decomposition splittings. In particular, if A−1 is nonnegative, and
A D Mk − Nk for k D 1; 2 are weak regular splittings such that N2 − N1 is nonneg-
ative, then by part (a) of the lemma in [7]
.M−11 N1/  .M−12 N2/:
To apply this assume the following two splittings satisfy the assumptions of Theorem
5 
A0 Z
WT C

D

M0 Z
WT M

−

N0 0
0 N

;

A0 Z
WT C

D
 OM0 Z
WT OM

−
 ON0 0
0 ON

:
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The following comparison theorem is a direct consequence of the above comparison
theorem.
Theorem 6. Let A be an M-matrix and assume the above splittings satisfy the as-
sumptions of Theorem 5. If N0 − ON0 and N − ON are nonnegative: Then

  OM0 Z
WT OM
−1  ON0 0
0 ON
!
6 
 
M0 Z
WT M
−1 
N0 0
0 N
!
< 1:
In both the SPD and the M-matrix cases the comparison theorems indicate that the
“best” choice for M0 seems to be A0 so that N0 is the zero matrix. Here the nodes are
the “interface” nodes, which separate larger blocks of nodes. This is consistent with
the results in T16U where optimal multisplittings are introduced as an alternative to
weighting the computations from multisplittings associated with overlapping nodes.
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