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Abstract
The concepts of quantum correlation complexity and quantum communication complexity
were recently proposed to quantify the minimum amount of resources needed in generating
bipartite classical or quantum states in the single-shot setting. The former is the minimum size of
the initially shared state σ on which local operations by the two parties (without communication)
can generate the target state ρ, and the latter is the minimum amount of communication needed
when initially sharing nothing. In this paper, we generalize these two concepts to multipartite
cases, for both exact and approximate state generation. Our results are summarized as follows.
1. For multipartite pure states, the correlation complexity can be completely characterized
by local ranks of sybsystems.
2. We extend the notion of PSD-rank of matrices to that of tensors, and use it to bound the
quantum correlation complexity for generating multipartite classical distributions.
3. For generating multipartite mixed quantum states, communication complexity is not al-
ways equal to correlation complexity (as opposed to bipartite case). But they differ by at
most a factor of 2. Generating a multipartite mixed quantum state has the same commu-
nication complexity as generating its optimal purification. But for correlation complexity
of these two tasks can be different (though still related by less than a factor of 2).
4. To generate a bipartite classical distribution P (x, y) approximately, the quantum commu-
nication complexity is completely characterized by the approximate PSD-rank of P . The
quantum correlation complexity of approximately generating multipartite pure states is
bounded by approximate local ranks.
1 Introduction
Shared randomness and quantum entanglement among parties located at different places are impor-
tant resources for various distributed information processing tasks. How to generate these shared
resources has been one of the most important issues, and recently much attention has been paid
to the minimum amount of shared correlation and communication needed to generate bipartite
classical and quantum states in one-shot setting [1, 5, 4, 12, 6]. In particular, in [6] the worst-case
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costs of several single-shot bipartite schemes to generate correlations and quantum entanglement
have been characterized. The setting is as follows. Suppose that two parties, Alice and Bob, need
to generate correlated random variables X and Y , with Alice outputting X and Bob outputting Y ,
such that (X,Y ) is distributed according to a target distribution P . If P is not a product distribu-
tion, Alice and Bob could generate P by sharing an initial seed distribution (X ′, Y ′), Alice owning
X ′ and Bob owning Y ′, and then each performing local operations on their own part. The minimal
size of this seed correlation (X ′, Y ′) is defined as randomized correlation complexity [12], denoted
R(P ), where the size of a bipartite distribution is defined as the half of the total number of bits.
It has been known that R(P ) is fully characterized as ⌈log2 rank+(P )⌉ [12], where rank+(P ) is the
nonnegative rank of matrix P 1, a measure in linear algebra with numerous applications in com-
binatorial optimization [11], nondeterministic communication complexity [7], algebraic complexity
theory [9], and many other fields [2]. The problem becomes even more interesting when quantum
operations are allowed: Alice and Bob share a seed quantum state σ and perform local quantum
operations to generate a distributed classical distribution P . In this case, the minimal size of the
seed quantum state σ is defined as quantum correlation complexity, denoted QCorr(P ), where the
size of a bipartite quantum state is the half of the total number of qubits. One of the main results
of [6] is that QCorr(P ) could be completely characterized as ⌈log2 rankpsd(P )⌉, where rankpsd(P ) is
the PSD-rank of P , a concept recently proposed by Fiorini et al. in studies of the minimum size of
extended formulations of optimization problems such as TSP [4]. Since rank+(P ) could be much
larger than rankpsd(P ), this implies a potentially huge advantage of using quantum operations,
over classical counterparts, to generate classical distributions.
More generally, the target state can be a quantum state ρ, and [6] gave a complete character-
ization for the minimum size of the seed state to generate ρ. In particular, if ρ is a pure state
|ψ〉〈ψ| and an ǫ-approximation is allowed for generating |ψ〉〈ψ|, then the correlation complexity is
completely characterized by the (1 − ǫ)2-cutoff point of the Schmidt coefficients of |ψ〉, closing a
possibly exponential gap left in [1].
The above discussion assumes that Alice and Bob perform local operations on a shared state.
Actually, Alice and Bob could replace the shared states discussed above by communication. In this
case, the minimal amount of communication in classical and quantum protocols for generating target
classical distribution P are defined as the randomized and quantum communication complexities,
denoted by RComm(P ) and QComm(P ), respectively [12]; one can similarly define QComm(ρ)
for generating quantum states ρ. We have introduced correlation complexity and communication
complexity. An interesting fact is that when only two parties are involved, these two measures are
always the same, and this is true for both classical and quantum settings [12].
Capturing the minimum cost to generate target states, the concepts of correlation complexity
and communication complexity are fundamental parameters of the shared states as a resource.
In particular, when the target state is quantum, the resource is entanglement, arguably the most
important shared resource in almost all quantum information processing tasks. While bipartite
entanglement is well understood, multipartite entanglement has been elusive on many levels, and
considerable efforts have been made to study it from various angles. In this paper, we extend
the study of correlation and communication complexity of generating a classical correlation and
quantum entanglement to multipartite cases. Our results are summarized next, and we hope that
they can shed light on multipartite entanglement from another fundamental perspective.
1A bipartite distribution P is also natural a matrix [P (x, y)]x,y, and we thus use P for both the distribution and
the matrix.
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1.1 Multipartite quantum correlation complexity
For multipartite cases, it turns out that quantum correlation complexity and quantum communi-
cation complexity are not equivalent any more, thus we have to deal with them separately. We first
consider quantum correlation complexity of generating a k-partite state.
Definition 1. Suppose k parties, A1, A2, ..., Ak, share a seed state σ, and they aim to generate a
target state ρ by each perform some operation on her own part of σ. Then the quantum correlation
complexity of ρ, denoted QCorr(ρ), is the minimal size of σ such that local quantum operations on
σ can generate ρ. Here the size of σ is defined as
∑k
i=1 ni, where ni is the number of qubits of σ
held by Ai.
Let us first consider the case of ρ being a pure state. For a bipartite pure state |ψ〉, Schmidt
decompositions help us to characterize QCorr(|ψ〉) and QComm(|ψ〉) perfectly, but multipartite pure
states do not have Schmidt decompositions in general. It turns out that the quantum correlation
complexity is the sum of the “marginal complexity”.
Definition 2. Suppose |ψ〉 is a pure state in H1⊗ · · · ⊗Hk, and ρj is the reduced density matrices
of |ψ〉 in Hj. Define the marginal complexity of |ψ〉 as
M(|ψ〉) =
k∑
j=1
⌈
log2 rank(ρj)
⌉
.
Theorem 1. Suppose |ψ〉 is a pure state in H1 ⊗ · · · ⊗ Hk, and ρj is the reduced density matrices
of |ψ〉 in Hj. Then
QCorr(|ψ〉) = M(|ψ〉).
For a mixed quantum state ρ, however, the correlation complexity is less clear. It was mentioned
that in the bipartite case, QCorr(ρ) is exactly the minimal QCorr(|ψ〉) over all purifications |ψ〉 of
ρ [6]. This turns out to be not the case any more in multipartite setting.
Theorem 2. Assume that ρ is a quantum state in
⊗k
i=1Hi. Then we have
QCorr(ρ) ≤ r(ρ) ≤
(
2− 2
k
)
QCorr(ρ),
where r(ρ) is the minimum QCorr(|ψ〉) over all purifications |ψ〉 of ρ.
We will also show that both inequalities in the above theorem are tight, thereby implying that
QCorr(ρ) is indeed different from min{QCorr(|ψ〉) : |ψ〉 purifies ρ}.
While in some sense pure quantum states contain the most “quantumness” in terms of superpo-
sition, the other extreme is mixture of classical states, i.e., classical distributions. In the bipartite
case, the quantum correlation complexity of generating distribution P = [P (x, y)]x,y is exactly
⌈log2 rankpsd(P ). We will show an analogous result in multipartite cases. To this end, we need to
first generalize the notion of PSD-rank from matrices to tensors. Similar to the bipartite case, a
k-partite probability distribution P = [P (x1, x2, ..., xk)]x1,x2,...,xk can also be viewed as a tensor of
dimension k.
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Definition 3. For an entry-wise nonnegative tensor P = [P (x1, ..., xk)]x1,...,xk of dimension k, its
PSD-rank rank
(k)
psd(P ) is the minimum r s.t. there are r × r PSD matrices C(1)x1 , ..., C(k)xk  0 with
P (x1, ..., xk) =
∑r
i,j=1C
(1)
x1 (i, j) · · ·C(k)xk (i, j).
With this definition, we can bound the quantum correlation complexity of P in terms of its
PSD-rank.
Theorem 3. Suppose P = [P (x1, ..., xk)]x1,...,xk is a probability distribution on X1×· · ·×Xk. Then
k
2k − 2
⌈
log2 rank
(k)
psd(P )
⌉ ≤ QCorr(P ) ≤ k⌈ log2 rank(k)psd(P )⌉.
1.2 Multipartite quantum communication complexity
As earlier mentioned, one can also consider the setting in which the players share nothing at the
beginning and communicate to generate some target state. The communication complexity is
formally defined as follows.
Definition 4. Suppose k parties, A1, A2, ..., Ak, initially share nothing and aim to jointly generate
a quantum state ρ by communication. The quantum communication complexity of generating ρ,
denoted QComm(ρ), is the minimum number of qubits exchanged between these k parties.
The following theorem gives bounds for quantum communication complexity of pure states.
Recall that M(|ψ〉) =∑kj=1⌈log2 rank(ρi)⌉, where ρi is |ψ〉 reduced to Player i’s space.
Theorem 4. Suppose |ψ〉 is a k-partite pure state. Then
1
2
M(|ψ〉) ≤ QComm(|ψ〉) ≤ k − 1
k
M(|ψ〉).
Next we turn to general multipartite quantum mixed states. Different than quantum correlation
complexity, the quantum communication complexity QComm(ρ) is always equal to the minimum
QComm(|ψ〉) over purifications |ψ〉 of ρ.
Theorem 5. For any k-partite quantum state ρ,
QComm(ρ) = min{QComm(|ψ〉) : |ψ〉 is a purification of ρ}.
Combining the results in the above two subsections together, we get the following relationship
between QCorr(ρ) and QComm(ρ) for a general multipartite quantum state ρ.
Corollary 6. For any k-partite quantum state ρ,
k
k − 1QComm(ρ) ≤ QCorr(ρ) ≤ 2QComm(ρ).
1.3 Approximate quantum correlation complexity
In this section, we consider relaxing the task of state generation by allowing approximation. After
all, we usually generate the state for some later information processing purpose, and thus if the
generated state ρ′ is very close to the target state ρ, then the same precision can be preserved after
whatever further operations, global or local.
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1.3.1 Bipartite
When a good approximation instead of the exact generation is satisfactory, the minimum size of
the shared seed state can be smaller than that for the exact generation. In [6], a natural definition
for the approximate correlation complexity was given as follows.
Definition 5. Let ρ be a bipartite quantum state in HA ⊗HB, and ǫ > 0. Define
QCorrǫ(ρ)
def
= min{QCorr(ρ′) : ρ′ ∈ HA ⊗HB and F(ρ, ρ′) ≥ 1− ǫ}
Since for any bipartite state ρ, generating a mixed state is the same as generating its (optimal)
purification [12, 6]
QCorr(ρ) = min{QCorr(|ψ〉) : |ψ〉 purifies ρ} = min{⌈log2 S-rank(|ψ〉)⌉ : |ψ〉 purifies ρ},
it is also natural to given another definition by putting the approximation on the purification
instead of the original target state. Let
QCorr′ǫ(ρ) = min{QCorr(|ψ′〉) : |ψ〉 purifies ρ,F(|ψ〉, |ψ′〉) ≥ 1− ǫ}.
As we will show, these two definitions are equivalent, i.e., QCorrǫ(ρ) = QCorr
′
ǫ(ρ). Note that the
second definition is easier to analyze, since the approximate correlation complexity for pure states
are well understood [6]: For any |ψ〉 =∑x,y A(x, y)|x〉|y〉, let matrix A = [A(x, y)], then
min{QCorr(|ψ′〉) : F(|ψ〉, |ψ′〉) ≥ 1− ǫ} = rank2ǫ−ǫ2(A),
where the approximate rank rankδ(A) of a matrix A is the smallest number r s.t. the summation
of the largest r singular values squared is at least 1− δ.
Based on this result, we could get the following characterization of QCorrǫ(ρ) for the special case
of classical ρ, namely when ρ is a classical distribution P . We first define approximate PSD-rank
and approximate correlation complexity by classical states as follows.
Definition 6. P = [p(x, y)]x,y is a bipartite probability distribution, its ǫ-approximate PSD-rank is
rankpsd,ǫ(P ) = min{rankpsd(P ′) : F (P,P ′) ≥ 1− ǫ}. (1)
where P ′ is another probability distribution on the same sample space of P .
Definition 7. For a bipartite classical distribution P = [P (x, y)]x,y, its ǫ-approximate quantum
correlation complexity by classical state is QCorrclaǫ (P ) = min{QCorr(P ′) : F (P,P ′) ≥ 1−ǫ}, where
P ′ is another probability distribution on the same sample space of P .
The following theorem says that the most efficient approximate generation of a classical state can
always be achieved by another classical state. Moreover, the approximate correlation complexity
of a classical state could be completely characterized by the approximate PSD-rank.
Theorem 7. For any classical state P = [P (x, y)]x,y,
QCorrǫ(P ) = QCorr
cla
ǫ (P ) = ⌈log2 rankpsd,ǫ(P )⌉.
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Finally, for the general case of an arbitrary quantum state ρ, we give the following characteri-
zation of QCorrǫ(ρ).
Theorem 8. Let σ be an arbitrary quantum state in HA ⊗HB, and 0 < ǫ < 1. Then QCorrǫ(σ) =
⌈log2 r⌉, where r is the minimum integer s.t. there exist a collection of matrices, {Ax}’s and {By}’s
of the same column number l ≥ r, satisfying the following conditions.
1. The matrices relate to σ by the following equation.
σ =
∑
x,x′;y,y′
|x〉〈x′| ⊗ |y〉〈y′| · tr
(
(A†x′Ax)
T (B†y′By)
))
. (2)
2. Denoting the i-th column of any matrix M by |M(i)〉, then
∑
x
〈Ax(i)|Ax(j)〉 =
∑
y
〈By(i)|By(j)〉 = 0, (3)
3.
r∑
i=1
(∑
x
〈Ax(i)|Ax(i)〉
)(∑
y
〈By(i)|By(i)〉
)
≥ 1− ǫ, (4)
1.3.2 Multipartite
As in [6], it is natural to consider two different approximations to a pure target state, one to
approximate by a mixed state, and the other to approximate by a pure state.
Definition 8. Let ǫ > 0. Let |ψ〉 be a k-partite quantum pure state in H1 ⊗H2 ⊗ ...⊗Hk. Define
QCorrǫ(|ψ〉) def= min{QCorr(ρ′) : ρ′ is in H1 ⊗H2 ⊗ ...⊗Hk and F(|ψ〉〈ψ|, ρ′) ≥ 1− ǫ}
and
QCorrpureǫ (|ψ〉) def= min{QCorr(|φ〉) : |φ〉 ∈ H1 ⊗H2 ⊗ ...⊗Hk and F(|ψ〉〈ψ|, |φ〉〈φ|) ≥ 1− ǫ}.
We can see that QCorrǫ(ρ) and QCorr
pure
ǫ (ρ) are the complexities of approximating ρ by mixed
and pure states respectively.
For a k-partite pure state |ψ〉 in H1 ⊗ H2 ⊗ · · · ⊗ Hk, let ρi be the reduced density matrix of
|ψ〉 in Hi, and ri = rank(ρi). Denote the ǫ-approximate Schmidt rank of |ψ〉 with respect to the
separation (Ai, A−i) (here A−i = A1...Ai−1Ai+1...Ak) as r
(ǫ)
i , i.e., r
(ǫ)
i = S-rank
(Ai,A−i)
ǫ (|ψ〉). Then
we have
Theorem 9. Let |ψ〉 ∈⊗ki=1Hi be a k-partite state, ǫ > 0, and Mǫ(|ψ〉) =∑ki=1 ⌈ log2 r(ǫ)i ⌉. Then
Mǫ(|ψ〉) ≤ QCorrpureǫ (|ψ〉) ≤ Mǫ/k(|ψ〉).
Finally, we consider the relationship between QCorrǫ(|ψ〉) and QCorrpureǫ (|ψ〉).
Theorem 10. Let |ψ〉 ∈ HA1 ⊗ · · · ⊗ HAk be a pure state and ǫ > 0. Then
k
2k − 2QCorr
pure
kǫ (|ψ〉) ≤ QCorrǫ(|ψ〉) ≤ QCorrpureǫ (|ψ〉).
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2 Preliminaries
In this paper we consider multipartite systems. If a system has k parties, we usually use A1, ..., Ak
to denote them. Their spaces are H1, ...,Hk, respectively. For notational convenience, we use A−i
for A1...Ai−1Ai+1...Ak, and use subscript −i in other symbols (such as H−i) for a similar meaning.
Matrix theory. For a natural number n we let [n] represent the set {1, 2, . . . , n}. We sometimes
write A = [A(x, y)] to mean that A is a matrix with the (x, y)-th entry being A(x, y). An operator
A is said to be Hermitian if A† = A. A Hermitian operator A is said to be positive semi-definite
(PSD) if all its eigenvalues are non-negative. For any vectors |v1〉, . . . , |vr〉 in Cn, the r × r matrix
M defined by M(i, j)
def
= 〈vi|vj〉 is positive semi-definite. The following definition of PSD-rank of a
matrix was proposed in [4].
Definition 9. For a matrix P ∈ Rn×m+ , its PSD-rank, denoted rankpsd(P ), is the minimum number
r such that there are PSD matrices Cx,Dy ∈ Cr×r with tr(CxDy) = P (x, y), ∀x ∈ [n], y ∈ [m].
One can see that this corresponds to the special case of k = 2 in Definition 3. When k = 2,
we drop the superscript (2) in Definition 3, thus making it consistent with the above definition of
PSD-rank of matrices.
Quantum information. A quantum state ρ in Hilbert space H, denoted ρ ∈ H, is a trace one
positive semi-definite operator acting on H. A quantum state ρ is called pure if it is rank one,
namely ρ = |ψ〉〈ψ| for some vector |ψ〉 of unit ℓ2 norm; in this case, we often identify ρ with |ψ〉.
For quantum states ρ and σ, their fidelity is defined as F(ρ, σ)
def
= tr(
√
σ1/2ρσ1/2). For ρ, |ψ〉 ∈ H,
we have F(ρ, |ψ〉〈ψ|) =
√
〈ψ|ρ|ψ〉. We define norm of |ψ〉 as ‖|ψ〉‖ def=
√
〈ψ|ψ〉. For a quantum
state ρ ∈ HA ⊗HB , we let trHBρ represent the partial trace of ρ in HA after tracing out HB. Let
ρ ∈ HA and |φ〉 ∈ HA ⊗HB be such that trHB |φ〉〈φ| = ρ, then we call |φ〉 a purification of ρ.
Definition 10. For a pure state |ψ〉 ∈ HA ⊗HB, its Schmidt decomposition is defined as
|ψ〉 =
r∑
i=1
√
pi · |vi〉 ⊗ |wi〉,
where |vi〉’s are orthonormal states inHA, |wi〉’s are orthonormal states inHB, and p is a probability
distribution.
It is easily seen that r is also equal to rank(trHA |ψ〉〈ψ|) = rank(trHB |ψ〉〈ψ|) and is therefore
the same in all Schmidt decompositions of |ψ〉. This number is also referred to as the Schmidt rank
of |ψ〉 and denoted S-rank(A,B)(|ψ〉). The superscript (A,B) is to emphasize that the partition is
between A and B. The next fact can be shown by considering Schmidt decomposition of the pure
states involved; see, for example, Ex(2.81) of [8].
Fact 11. Let |ψ〉, |φ〉 ∈ HA ⊗ HB be such that trHB |φ〉〈φ| = trHB |ψ〉〈ψ|. There exists a unitary
operation U on HB such that (IHA ⊗ U)|ψ〉 = |φ〉, where IHA is the identity operator on HA.
We will also need another fundamental fact, shown by Uhlmann [8].
Fact 12 (Uhlmann, [8]). Let ρ, σ ∈ HA. Let |ψ〉 ∈ HA⊗HB be a purification of ρ and dim(HA) ≤
dim(HB). There exists a purification |φ〉 ∈ HA ⊗HB of σ such that F(ρ, σ) = |〈φ|ψ〉|.
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The approximate version of Schmidt decomposition that will be utilized in the present paper is
as follows, which is called approximate Schmidt rank.
Definition 11. Let ǫ > 0. Let |ψ〉 be a pure state in HA ⊗HB. Define
S-rank
(A,B)
ǫ (|ψ〉) def= min{S-rank(A,B)(|φ〉) : |φ〉 ∈ HA ⊗HB and F(|ψ〉〈ψ|, |φ〉〈φ|) ≥ 1− ǫ}.
For multipartite pure states, there are no Schmidt decompositions in general. But a weaker
statement holds.
Lemma 13. Suppose |ψ〉 is a pure state in H1⊗H2⊗· · ·⊗Hk, and ρi is the reduced density matrix
of |ψ〉 in Hi. Denote ri = rank(ρi). If {|αij〉 : j ∈ [ri]} are the eigenvectors of ρi corresponding to
nonzero eigenvalues, then |ψ〉 can be expressed as
|ψ〉 =
∑
j1∈[r1],...,jk∈[rk]
aj1...jk |α1j1〉 ⊗ · · · ⊗ |αkjk〉,
where aj1...jk’s are complex coefficients.
Proof. For each i ∈ [k], one can extend the vectors |ψi1〉, ..., |ψiri〉 to orthogonal basis |ψi1〉, ...,
|ψiDi〉 of Hi, where Di is the dimension of Hi. One can then decompose |ψ〉 according to the basis
|ψij〉 : i ∈ [k], j ∈ [Di]. The statement just says that |ψ〉 does not have any component in |ψij〉, ∀i,
∀j > ri. This is true because if |ψ〉 has a nonzero component in |ψij〉 for some j > ri, then when we
compute the reduced density matrix of |ψ〉 in Hi, we get ρi with a positive component in |ψij〉〈ψij |.
Thus |ψij〉 is a eigenvector of ρi with a nonzero eigenvalue, contradictory to our assumption.
3 Quantum Correlation Complexity of Multipartite States
In this section, we prove the results in Subsection 1.1 on quantum correlation complexity of multi-
partite states.
Theorem 1 (Restated). Suppose |ψ〉 is a pure state in H1⊗· · ·⊗Hk, and ρj is the reduced density
matrices of |ψ〉 in Hj. Then
QCorr(|ψ〉) =
k∑
j=1
⌈
log2 rank(ρj)
⌉
.
Proof. Let rj = rank(ρj). By Lemma 13, suppose that |ψ〉 =
∑
ij≤rj ai1...ik |λi1〉 · · · |λik〉, where
|λij 〉 is the j-th eigenvector of ρj . Then the players can generate |ψ〉 by local operations on the
seed state |ψ′〉 = ∑ij≤rj ai1...ik |i1〉 · · · |ik〉. Since this state takes ∑kj=1
⌈
log2 rank(ρj)
⌉
number of
qubits, we have shown that QCorr(|ψ〉) ≤∑kj=1 ⌈ log2 rank(ρj)⌉.
For the other direction, let us assume the k players generate the target |ψ〉 by local operations
on an initial seed state σ, whose size is QCorr(|ψ〉). First note that to generate a pure state, it
is enough to have a pure state as the seed, since otherwise every pure state in the support of the
mixed seed state can give the same target |ψ〉.
Now define the reduced density matrix of σ in the system Aj as σj , and assume that its rank
is sj. Then the size of σ is at least
∑k
j=1
⌈
log2 sj
⌉
, where the j-th summand bounds the number
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of qubits for the j-th player’s part of σ. Since local operations do not increase Schmidt rank, we
know that sj ≥ rj. Thus
QCorr(|ψ〉) ≥
k∑
j=1
⌈
log2 sj
⌉ ≥
k∑
j=1
⌈
log2 rj
⌉
=
k∑
j=1
⌈
log2 rank(ρj)
⌉
.
As we mentioned earlier, generating a bipartite mixed quantum state ρ has the same cost as
generating some purification of ρ [12]. In multipartite cases, however, this does not hold any more.
The next theorem compares the quantum correlation complexity of generating a mixed state ρ and
that of generating a purification.
Theorem 2 (Restated). Assume that ρ is a quantum state in
⊗k
i=1Hi. Then we have
QCorr(ρ) ≤ r(ρ) ≤
(
2− 2
k
)
QCorr(ρ),
where r(ρ) is the minimum QCorr(|ψ〉) over all purifications |ψ〉 of ρ.
Proof. First, we have QCorr(ρ) ≤ QCorr(|ψ〉) for any purification |ψ〉 of ρ, thus QCorr(ρ) ≤ r(ρ).
Now for the other direction, suppose that a minimal seed state for generating ρ is σ with
size(σ) = QCorr(ρ). Let σi be the reduced density matrix of σ in HAi , and suppose that ni
is the number of qubits of σi, so QCorr(ρ) =
∑k
i=1 ni. Without loss of generality, assume that
n1 ≤ · · · ≤ nk. Take any purification |θ〉 of σ in HA1 ⊗ · · · ⊗ HAk−1 ⊗HAk ⊗HA′k , where A′k is the
ancillary system introduced by Ak. In each player’s part, the local operation can be assumed to be
attaching some extra system, performing a unitary operation, and then tracing out part of system.
Now if all players do not trace out any part of their systems, and act on initial state |θ〉 instead
of σ, then the same protocol results in a pure state |ψ〉, which is a purification of ρ. In this way,
QCorr(|ψ〉) ≤ QCorr(|θ〉).
According to Theorem 1, we have QCorr(|θ〉) = ∑ki=1⌈log2 ri⌉, where ri is the dimension of σi
for i ≤ k − 1, and rk is the dimension of trH1⊗···⊗Hk−1 |θ〉〈θ|. Note that
ri ≤ 2ni , ∀i ≤ k − 1, and rk ≤ 2n1+···+nk−1 ,
where the last inequality uses the fact that |θ〉 is a pure state. Thus, it follows that
QCorr(|ψ〉) ≤ QCorr(|θ〉) =
k∑
i=1
⌈log2 ri⌉ ≤ 2
k−1∑
i=1
ni ≤
(
2− 2
k
) k∑
i=1
ni =
(
2− 2
k
)
QCorr(ρ).
In the above theorem, the left inequality is tight when ρ is a pure state. The following propo-
sition shows that the right inequality is also tight by giving an example of tripartite state ρ with
QCorr(ρ) = 3 and r(ρ) = 4. Recall that the 3-qubit GHZ state is |GHZ〉 = 1√
2
(|000〉 + |111〉) and
the 3-qubit W state is |W 〉 = 1√
3
(|001〉 + |010〉 + |100〉).
Proposition 14. For ρ0 =
1
2 |GHZ〉〈GHZ|+ 12 |W 〉〈W |, we have QCorr(ρ0) = 3 and r(ρ0) = 4.
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Proof. Since ρ0 is a 3-qubit state, the three players can simply share itself as the seed (and then
do nothing), so QCorr(ρ0) ≤ 3. We will next show that r(ρ0) = 4, which implies QCorr(ρ0) ≥ 3 by
Theorem 2. Therefore QCorr(ρ0) = 3.
We now prove that r(ρ0) = 4. Suppose the three qubits of ρ0 are possessed by Alice, Bob, and
Charlie respectively. One simple purification is
|ψ0〉 = 1√
2
|GHZ〉|1〉 + 1√
2
|W 〉|0〉,
where the last qubit is introduced by one player, say, Charlie. Since |ψ0〉 has only 4 qubits, r(ρ0) ≤ 4.
We shall prove that r(ρ0) ≥ 4.
Suppose the three qubits of ρ0 are possessed by Alice, Bob, and Charlie respectively. For con-
venience, we call these three qubits the main system. Then an arbitrary purification of ρ0 in
HA ⊗HA1 ⊗HB ⊗HB1 ⊗HC ⊗HC1 could be expressed as
|ψ〉 = 1√
2
|GHZ〉|u0〉+ 1√
2
|W 〉|u1〉,
where |u0〉 and |u1〉 are orthogonal, and they are composed by all the ancillary systems introduced
by the three players. Note that it is possible that some of the players do not have ancillary systems.
Without loss of generality, we suppose some of the qubits in |ui〉 belong to Alice. We trace out the
two qubits of Bob and Charlie in the main systems from |ψ〉, and get
ρa =trHB⊗HC |ψ〉〈ψ| (5)
=
(
1
2
|0〉|u0〉+ 1√
6
|1〉|u1〉
)(
1
2
〈0|〈u0|+ 1√
6
〈1|〈u1|
)
(6)
+
1
4
|1〉〈1| ⊗ |u0〉〈u0|+ 1
3
|0〉〈0| ⊗ |u1〉〈u1|, (7)
where the first qubit belongs to Alice, and the rest is all the ancillary systems combined. Continue
to trace out Bob’s ancillary system and Charlie’s ancillary system, then we obtain Alice’s reduced
density matrix ρ′a. Similarly, we can define ρ′b or ρ
′
c, provided Bob or Charlie has a nontrivial part
in |ui〉.
We now prove that at least one of ρ′a, ρ′b and ρ
′
c has a rank at least 3. If this is the case, say
rank(ρ′a) ≥ 3, then Alice needs at least 2 qubits. Since Bob and Charlie each needs at least 1 qubit,
QCorr(|ψ〉) ≥ 4.
If |ui〉 is only at Alice’s side, i.e., only Alice introduces an ancillary system, then ρ′a = ρa, which
has rank 3. Now suppose that Bob also introduces an ancillary system. We claim that if one of
|u0〉 and |u1〉 is not a product state across (A,BC), then one of ρ′a, ρ′b and ρ′c has rank at least
3. Indeed, suppose |u0〉 is not a product state across (A,BC), then rank(trHB1⊗HC1 |u0〉〈u0|) ≥ 2.
Note that the three components in (5) are orthogonal, thus rank(ρ′a) ≥ rank(trHB1⊗HC1 |u0〉〈u0|)+
rank(trHB1⊗HC1 |u1〉〈u1|), which means rank(ρ′a) ≥ 3. Therefore, we only need to take care of
the situation where |u0〉 and |u1〉 are product states. Since they are orthogonal, without loss
of generality we could express them as |u0〉 = |u0,a〉|v0,bc〉 and |u1〉 = |u1,a〉|v1,bc〉, where |u0,a〉,
|u1,a〉 ∈ HA1 , |v0,bc〉, |v1,bc〉 ∈ HB1 ⊗ HC1 , with either 〈u0,a|u1,a〉 = 0 or 〈u0,bc|u1,bc〉 = 0. In this
way,
|ψ〉 = 1
2
(|000〉 + |111〉)|u0,a〉|v0,bc〉+ 1√
6
(|001〉 + |010〉 + |001〉)|u1,a〉|v1,bc〉.
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It is not difficult to verify that the rank of ρ′bc = trHA⊗HA1 |ψ〉〈ψ| is at least 3. Meanwhile, it holds
that rank(ρ′bc) = rank(ρ
′
a). Hence, rank(ρ
′
a) ≥ 3, and this completes the proof.
Next we consider the other extreme, when ρ is a multipartite classical state, i.e., a multipartite
probability distribution. Recall that for a classical distribution P on X , we often identify it with
ρ =
∑
x P (x)|x〉〈x|. Also recall that for a nonnegative tensor P = [P (x1, ..., xk)]x1,...,xk, its PSD-
rank rank
(k)
psd(P ) is the minimum r s.t. there are r × r PSD matrices C(1)x1 , ..., C(k)xk  0 with
P (x1, ..., xk) =
∑r
i,j=1C
(1)
x1 (i, j) · · ·C(k)xk (i, j).
Theorem 3 (Restated). Suppose P = [P (x1, ..., xk)]x1,...,xk is a probability distribution on X1 ×
· · · × Xk. Then we have
k
2k − 2
⌈
log2 rank
(k)
psd(P )
⌉ ≤ QCorr(P ) ≤ k⌈ log2 rank(k)psd(P )⌉.
Proof. We first prove the right inequality. Let r = rank
(k)
psd(P ), then there exist positive semi-
definite matrices {C(i)xi : i ∈ [k], xi ∈ Xi} s.t. for any x = (x1, ..., xk), it holds that P (x) =∑r
i,j=1
∏k
t=1 C
(t)
xt (i, j). For i ∈ [r], let |uixt〉 be the i-th column of
√
C
(t)
xt . Then we have that
〈ujxt |uixt〉 = C
(t)
xt (i, j). We now define a pure state |ψ〉 ∈
⊗r
t=1(HAt ⊗HA′t ⊗HA′′t ) as follows.
|ψ〉 =
r∑
i=1
k⊗
t=1
∑
xt
(|xt〉 ⊗ |xt〉 ⊗ |uixt〉).
For each t, tracing out the second and the third registers gives
trHA′t⊗HA′′t
|ψ〉〈ψ|
=
∑
x1,...,xk
|x1〉〈x1| ⊗ · · · ⊗ |xk〉〈xk|

 r∑
i,j=1
k∏
t=1
〈ujxt |uixt〉


=
∑
x1,...,xk
|x1〉〈x1| ⊗ · · · ⊗ |xk〉〈xk|

 r∑
i,j=1
k∏
t=1
C(t)xt (i, j)


=
∑
x1,...,xk
P (x1, ..., xk) · |x1〉〈x1| ⊗ · · · ⊗ |xk〉〈xk|.
Thus |ψ〉 is actually a purification of ρ, and Theorem 2 implies that QCorr(ρ) ≤ QCorr(|ψ〉). Further
note that QCorr(|ψ〉) ≤ k⌈ log2 r⌉ by Theorem 1. We thus show that QCorr(ρ) ≤ k⌈ log2 r⌉.
For the left inequality, suppose |ψ′〉 is a pure state in ⊗ki=1(HAi ⊗ HA′i) that achieves the
optimum of r(ρ) in Theorem 2, then this theorem tells us that
QCorr(ρ) ≥ k
2k − 2QCorr(|ψ
′〉) = k
2k − 2
k∑
i=1
⌈
log2 ri
⌉ ≥ k log2(
∏k
i=1 ri)
2k − 2 , (8)
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where ri is the dimension of the reduced density matrix of |ψ′〉 on the i-th player. According to
Lemma 13, |ψ′〉 could be expressed as
|ψ′〉 =
R∑
i=1
ai|α1i 〉 · · · |αki 〉.
Here R =
∏k
j=1 rj , and for i ∈ [R], |αji 〉 ∈ HAj ⊗HA′j . It should be pointed out that for different i
and i′, |αji 〉 and |αji′〉 might be the same. In this way, |ψ′〉 could also be written as
|ψ′〉 =
R∑
i=1
k⊗
j=1

∑
xj
|xj〉 ⊗ |uixj 〉

 .
Recall that |ψ′〉 is a purification of ρ, so
ρ =trHA′1⊗...⊗HA′k
|ψ′〉〈ψ′|
=
∑
x1,...,xk
|x1〉〈x1| ⊗ · · · ⊗ |xk〉〈xk|

 R∑
i,i′=1
k∏
j=1
〈ui′xj |uixj 〉


=
∑
x1,...,xk
P (x1, ..., xk)|x1〉〈x1| ⊗ · · · ⊗ |xk〉〈xk|.
Note that for any x, the R×R matrix Cx with Cx(j, i) = 〈ujx|uix〉 is positive. So by the definition
of PSD-rank, we have that rank
(k)
psd(P ) ≤ R =
∏k
j=1 rj. Combining this result with Eq.(8), we get
that QCorr(ρ) ≥ k2k−2
⌈
log2 rank
(k)
psd(P )
⌉
, which completes the proof.
4 Quantum Communication Complexity of Multipartite States
In this section, we study communication complexity of generating multipartite states and prove the
results in Section 1.2.
Theorem 4 (Restated). Suppose |ψ〉 is a k-partite pure state, and M(|ψ〉) =∑kj=1⌈log2 rank(ρi)⌉
where ρi is |ψ〉 reduced to Player i’s space. Then
1
2
M(|ψ〉) ≤ QComm(|ψ〉) ≤ k − 1
k
M(|ψ〉).
Proof. Let us prove the upper bound first. By Theorem 1, we can assume that the players can
generate ρ by local operations on the seed state σ of size M(|ψ〉). Suppose that Player i’s part of
σ has the largest number of qubits, then this player can prepare σ and send to other players their
parts. The communication cost is thus at most k−1k M(|ψ〉).
For the lower bound, suppose that Player i and Player j communicate cij qubits in an optimal
communication protocol generating |ψ〉, starting from a product state. Considering the linearity
of quantum operations and that the target state is pure, we can assume without loss of generality
that the seed state is also pure. Denote by ri = rank(ρi) where ρi is |ψ〉 reduced to Player i’s space.
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Since exchanging r qubits can only increase the Schmidt rank between Player i and the rest of the
players by at most 2r, we have that
ri ≤ 2
∑
j:j 6=i cij .
Putting communication among all pairs of players together, we have
QComm(|ψ〉) =
∑
{i,j}:i 6=j
cij =
1
2
∑
i
∑
j:j 6=i
cij ≥ 1
2
∑
i
⌈log2 ri⌉ ≥
1
2
M(|ψ〉).
Both bounds in the above theorem are tight. For the upper bound, consider the 3-qubit GHZ
state |ψ〉 = 1√
2
(|000〉+ |111〉) shared by Alice, Bob and Charlie. It is not hard to see that M(|ψ〉) = 3
and QComm(|ψ〉) = 2. For the lower bound, consider an EPR pair |ψ〉 = 1√
2
(|00〉+ |11〉) shared by
two players. It has M(|ψ〉) = 2 and QComm(|ψ〉) = 1.
In Theorem 2 and its later comment on tightness of the bounds we have seen that the correlation
complexity of a mixed quantum state ρ is in general different than that of (even a best) purification
of ρ. The next theorem shows that for communication complexity, generating a mixed quantum
state is the same as generating a purification of it.
Theorem 5 (Restated). For any k-partite quantum state ρ,
QComm(ρ) = min{QComm(|ψ〉) : |ψ〉 is a purification of ρ}.
Proof. It is clear that for any purification |ψ〉, QComm(ρ) ≤ QComm(|ψ〉) since one can just generate
|ψ〉 and then trace out some part to get ρ.
For the other direction, suppose r = QComm(ρ), then starting from ⊗ki=1|0〉, the players can
generate ρ by local operations and communicating r qubits. Here all local operations can be
assumed to be first to append some ancilla and then perform a unitary operation and finally trace
out some parts. If the players do not trace out any part, then at the end of the protocol, they
would have a pure state as a purification |ψ〉 of ρ. Thus QComm(ρ) ≥ QComm(|ψ〉).
The following result compares QCorr(ρ) and QComm(ρ) for general multipartite quantum states.
Corollary 6 (Restated). For any k-partite quantum state ρ, it holds that
k
k − 1QComm(ρ) ≤ QCorr(ρ) ≤ 2QComm(ρ).
Proof. The left inequality can be easily proved using the same argument as the lower bound proof
of Theorem 4.
For the right inequality, according to Theorem 5, we could find a purification |ψ〉 of ρ in⊗k
i=1(HAi⊗HA′i) such that QComm(ρ) = QComm(|ψ〉). Then Theorem 4 indicates that QComm(|ψ〉) ≥
1
2QCorr(|ψ〉). Combing these results with Theorem 2, we obtain that
QCorr(ρ) ≤ QCorr(|ψ〉) ≤ 2QComm(|ψ〉) = 2QComm(ρ).
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5 Approximate Quantum Correlation Complexity of Bipartite States
In this section, we study the correlation complexity of generating bipartite states approximately,
and prove the results mentioned in Section 1.3.1. We will first consider two extreme cases: quantum
pure states and classical distributions, and then general quantum mixed states.
Quantum pure states.
For quantum pure states, we will first show that the following two approximations are equivalent.
Recall that for a state ρ ∈ HA ⊗HB,
QCorrǫ(ρ) = min{QCorr(ρ′) : ρ′ ∈ HAB ,F(ρ, ρ′) ≥ 1− ǫ},
and
QCorr′ǫ(ρ) = min
{
QCorrpureǫ (|ϕ〉) : |ϕ〉 ∈ HA1ABB1 , ρ = trHA1⊗HB1 |ϕ〉〈ϕ|
}
= min
{⌈
log2 S-rankǫ(|ϕ〉)
⌉
: |ϕ〉 ∈ HA1ABB1 , ρ = trHA1⊗HB1 |ϕ〉〈ϕ|
}
.
We will need a result in [6] which says that pure states can be optimally approximated by given
other pure state.
Lemma 15 ([6]). For a bipartite pure state |ψ〉 with Schmidt coefficients λ1 ≥ ... ≥ λN , QCorrǫ(|ψ〉) =
QCorrpureǫ (|ψ〉) = ⌈log2 r⌉, where r is the minimum integer s.t.
∑r
i=1 λ
2
i ≥ (1− ǫ)2.
Proposition 16. For any quantum state ρ in HA ⊗HB, QCorrǫ(ρ) = QCorr′ǫ(ρ).
Proof. QCorrǫ(ρ) ≥ QCorr′ǫ(ρ): Suppose that ρ′ ∈ HA ⊗ HB, F(ρ, ρ′) ≥ 1 − ǫ and QCorrǫ(ρ) =
QCorr(ρ′). By Lemma 2.2 of [6], there is a purification |ψ〉 in A1ABB1 of ρ′ s.t. QCorr(ρ′) =⌈
log2 S-rank(|ψ〉)
⌉
. By Uhlmann’s theorem, there exists a purification of ρ in A1ABB1, say |α〉,
and F(|α〉〈α|, |ψ〉〈ψ|) = F(ρ, ρ′) ≥ 1− ǫ. (We assume that the |α〉 and |ψ〉 are in the same extended
space HA1ABB1 since otherwise we can use the union of the two extended spaces.) Thus
QCorr′ǫ(ρ) ≤
⌈
log2 S-rankǫ(|α〉)
⌉ ≤ ⌈ log2 S-rank(|ψ〉)⌉ = QCorrǫ(ρ).
QCorrǫ(ρ) ≤ QCorr′ǫ(ρ): Suppose QCorr′ǫ(ρ) =
⌈
log2 S-rankǫ(|ϕ〉)
⌉
, and ρ = trHA1⊗HB1 |ϕ〉〈ϕ|.
Then one can find another pure state |β〉 in A1ABB1, such that
⌈
log2 S-rank(|β〉)
⌉
=
⌈
log2 S-rankǫ(|ϕ〉)
⌉
=
QCorr′ǫ(ρ), and F(|β〉〈β|, |ϕ〉〈ϕ|) ≥ 1 − ǫ. Since partial trace does not decrease the fidelity [8],
we know that F(trHA1⊗HB1 |β〉〈β|, ρ) ≥ 1 − ǫ. By the definition of QCorrǫ(ρ), it holds that
QCorr′ǫ(ρ) ≥ QCorrǫ(ρ), which completes the proof.
Classical distributions.
Next we consider to approximate classical distributions. Recall that Lemma 15 implies that the most
efficient approximate generation of a pure state can be achieved by another pure state. In the same
spirit, the following theorem shows that the most efficient approximate generation of a classical state
can be achieved by another classical state, and the correlation complexity is completely determined
by the approximate PSD-rank.
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Theorem 7 (Restated). For any classical state P = [P (x, y)]x,y,
QCorrǫ(P ) = QCorr
cla
ǫ (P ) = ⌈log2 rankpsd,ǫ(P )⌉.
Proof. For the first equality, we only need to prove that QCorrǫ(P ) ≥ QCorrclaǫ (P ) (since the other
direction holds by definition). Given an approximation ρ′ to P with F (P, ρ′) ≥ 1−ǫ and size(ρ′) =
QCorrǫ(P ), we measure ρ
′ in the computational basis of HA⊗HB and get a probability distribution
P ′. Note that the same measurement does not change P . Since no operation can decrease the
fidelity of two states, we have F (P,P ′) ≥ F (P, ρ′) ≥ 1− ǫ.
The second equality is immediate from their definitions.
General quantum mixed states.
We now turn to the case of general bipartite σ. By combining Theorem 1.2 of [6] and Proposition
16, we have the following characterization of QCorrǫ(σ).
Theorem 8 (Restated). Let σ be an arbitrary quantum state in HA ⊗HB, and 0 < ǫ < 1. Then
QCorrǫ(σ) = ⌈log2 r⌉, where r is the minimum integer s.t. there exist a collection of matrices,
{Ax}’s and {By}’s of the same column number l ≥ r, satisfying the following conditions.
1. The matrices relate to σ by the following equation.
σ =
∑
x,x′;y,y′
|x〉〈x′| ⊗ |y〉〈y′| · tr
(
(A†x′Ax)
T (B†y′By)
))
. (9)
2. Denoting the i-th column of any matrix M by |M(i)〉, then
∑
x
〈Ax(i)|Ax(j)〉 =
∑
y
〈By(i)|By(j)〉 = 0, (10)
3.
r∑
i=1
(∑
x
〈Ax(i)|Ax(i)〉
)(∑
y
〈By(i)|By(i)〉
)
≥ 1− ǫ, (11)
Proof. Suppose QCorrǫ(σ) = ⌈log2 S-rankǫ(|ψ〉)⌉ where |ψ〉 is a purification of σ, given by Propo-
sition 16. Put t = S-rankǫ(|ψ〉). Suppose the Schmidt decomposition of |ψ〉 is
|ψ〉 =
s∑
i=1
(∑
x
|x〉 ⊗ |vix〉
)
⊗
(∑
y
|y〉 ⊗ |wiy〉
)
, (12)
thus the Schmidt coefficients are ai =
∑
x〈vix|vix〉
∑
y〈wiy|wiy〉, 1 ≤ i ≤ s. For each x, set matrices
Ax
def
= (|v1x〉, |v2x〉, . . . , |vsx〉). Similarly, for each y set matrices By def= (|w1y〉, |w2y〉, . . . , |wsy〉). Then
it can be verified that Eq.(9) holds. In addition, the orthogonality of
∑
x |x〉 ⊗ |vix〉 (and that of∑
y |y〉 ⊗ |wiy〉) for different i’s translates to Eq.(10).
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Without loss of generality, we assume that the coefficients ai’s are in the decreasing order. By
Lemma 5.1 of [6], we have that
t∑
i=1
(∑
x
〈Ax(i)|Ax(i)〉
)(∑
y
〈By(i)|By(i)〉
)
=
t∑
i=1
ai ≥ 1− ǫ.
Therefore all three conditions hold for {Ax} and {By}, implying that r ≤ t, and that QCorrǫ(σ) ≥
⌈log2 r⌉.
For the other direction, given that matrices {Ax}’s and {By}’s satisfy the requirements, it can
be verified that
|ψ˜〉 =
l∑
i=1
(∑
x
|x〉 ⊗ |Ax(i)〉
)
⊗
(∑
y
|y〉 ⊗ |By(i)〉
)
(13)
is a purification of σ in HA1⊗HA⊗HB⊗HB1 . Again assuming the decreasing order of the Schmidt
coefficients and taking the r leading terms,
|ψ˜′〉 =
r∑
i=1
(∑
x
|x〉 ⊗ |Ax(i)〉
)
⊗
(∑
y
|y〉 ⊗ |By(i)〉
)
, (14)
then Eq.(11) means that |〈ψ˜|ψ˜′〉| ≥ 1 − ǫ. Since S-rank(|ψ˜′〉) ≤ r, it holds that S-rankǫ(|ψ˜〉) ≤ r,
and according to Proposition 16 we know that QCorrǫ(σ) ≤ ⌈log2 r⌉, which completes the proof.
6 Approximate Quantum Correlation Complexity of Multipartite
Pure States
In this section, we consider approximation in generating multipartite pure states, and prove the
results in Section 1.3.2. Recall that for a k-partite pure state |ψ〉, r(ǫ)i = S-rank(Ai,A−i)ǫ (|ψ〉).
Theorem 9 (Restated). Let |ψ〉 ∈⊗ki=1Hi be a k-partite state, ǫ > 0, and Mǫ(|ψ〉) =∑ki=1 ⌈ log2 r(ǫ)i ⌉.
Then
Mǫ(|ψ〉) ≤ QCorrpureǫ (|ψ〉) ≤ Mǫ/k(|ψ〉).
Proof. Lower bound: Suppose |φ〉 is a pure state in⊗ki=1HAi such that QCorrpureǫ (|ψ〉) = QCorr(|φ〉)
and F(|ψ〉〈ψ|, |φ〉〈φ|) ≥ 1− ǫ. Suppose σi is the reduced density matrix of |φ〉 in Player i’s system,
and its rank is si, which is also S-rank
(Ai,A−i)
ǫ (|ψ〉). Then it holds that si ≥ r(ǫ)i . According to
Theorem 1, we have that
QCorrpureǫ (|ψ〉) = QCorr(|φ〉) =
K∑
i=1
⌈
log2 si
⌉ ≥ Mǫ(|ψ〉).
Upper bound: Lemma 13 shows that |ψ〉 could be written as
|ψ〉 =
∑
ij≤rj
ai1...ik |λi1〉 · · · |λik〉
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where |λij 〉 is the ij-th eigenvector of ρj . Arrange ij in decreasing order of the eigenvalues of ρj .
Since |ψ〉 is a pure state,
∑
i1,...,ik
|ai1...ik |2 = 1.
According to the definition of r
(ǫ)
j , we have that
rj∑
ij=r
(ǫ/k)
j +1
∑
i−j
|ai1...ik |2 ≤ ǫ/k,
where we have used Lemma 5.1 of [6] and the fact that
〈λij |ρj|λij 〉 =
∑
i−j
|ai1...ik |2.
Thus,
r
(ǫ/k)
1∑
i1=1
· · ·
r
(ǫ/k)
k∑
ik=1
|ai1...ik |2 ≥1−
k∑
j=1
rj∑
ij=r
(ǫ/k)
j +1
∑
i−j
|ai1...ik |2 ≥ 1− ǫ.
We now consider a pure state defined as
|φ′〉 = 1√
m
r
(ǫ/k)
1∑
i1=1
· · ·
r
(ǫ/k)
k∑
ik=1
ai1...ik |λi1〉 · · · |λik〉,
wherem =
∑r(ǫ/k)1
i1=1
· · ·∑r(ǫ/k)kik=1 |ai1...ik |2. It is not difficult to prove that F(|ψ〉〈ψ|, |φ′〉〈φ′|) ≥
√
1− 2ǫ ≈
1− ǫ. Moreover, according to Theorem 1, it holds that QCorr(|φ′〉) ≤ Mǫ/k(|ψ〉). According to the
definition of QCorrpureǫ (|ψ〉), we obtain that QCorrpureǫ (|ψ〉) ≤ Mǫ/k(|ψ〉).
From the proof we can see that the upper bound can be generalized to the following.
Theorem 17. Suppose
R = min
S1,...,Sk
{
k∏
i=1
|Si| : Si ⊂ [ri],
∑
i1∈S1,...,ik∈Sk
|ai1...ik |2 ≥ 1− ε}.
Then QCorrpureǫ (|ψ〉) ≤ log2 ⌈R⌉.
Finally, we consider the relationship between QCorrǫ(|ψ〉) and QCorrpureǫ (|ψ〉).
Theorem 10 (Restated). Let |ψ〉 ∈ HA1 ⊗ · · · ⊗ HAk be a pure state and ǫ > 0. Then
k
2k − 2QCorr
pure
kǫ (|ψ〉) ≤ QCorrǫ(|ψ〉) ≤ QCorrpureǫ (|ψ〉).
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Proof. The second inequality QCorrǫ(|ψ〉) ≤ QCorrpureǫ (|ψ〉) holds by definition. For the first in-
equality, according to the definition of QCorrǫ(|ψ〉), there exists a ρ ∈ HA1 ⊗ · · · ⊗ HAk such that
QCorrǫ(|ψ〉) = QCorr(ρ) and F(|ψ〉〈ψ|, ρ) ≥ 1 − ǫ. Then Theorem 2 implies that there exists a
purification |φ〉 ∈⊗ki=1(HAi ⊗HA′i) of ρ such that
QCorr(ρ) ≥ k
2k − 2QCorr(|φ〉).
Thus, we could find a pure state |θ〉 ∈ ⊗ki=1HA′i that makes F(|φ〉〈φ|, |φ′〉〈φ′|) ≥ 1 − ǫ, where|φ′〉 = |ψ〉 ⊗ |θ〉. By the definition of QCorrpureǫ (|φ′〉), we have that
QCorr(|φ〉) ≥ QCorrpureǫ (|φ′〉).
Combining the above two inequalities, we see that
QCorr(ρ) ≥ k
2k − 2QCorr
pure
ǫ (|φ′〉) ≥
k
2k − 2Mǫ(|φ
′〉),
where the last inequality comes from Theorem 9. According to Lemma 5.2 of [6], we have that
Mǫ(|φ′〉) ≥ Mǫ(|ψ〉). Applying Theorem 9 again, we eventually get that QCorrpureǫ (|φ′〉) ≥ Mǫ(|ψ〉) ≥
QCorr
pure
kǫ (|ψ〉). This means that
QCorrǫ(|ψ〉) = QCorr(ρ) ≥ k
2k − 2QCorr
pure
ǫ (|φ′〉) ≥
k
2k − 2QCorr
pure
kǫ (|ψ〉),
and the proof is completed.
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