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ON SUPER PLU¨CKER EMBEDDING AND CLUSTER ALGEBRAS
EKATERINA SHEMYAKOVA AND THEODORE VORONOV
Abstract. We define a super analog of the classical Plu¨cker embedding of the Grassman-
nian into a projective space. The difficulty of the problem is rooted in the fact that super
exterior powers Λr|s(V ) are not a simple generalization from the completely even case (this
works only for r|0 when it is possible to use Λr(V )). To construct the embedding we need
to non-trivially combine a super vector space V and its parity-reversion ΠV . Our “su-
per Plu¨cker map” takes the Grassmann supermanifold Gr|s(V ) to a “weighted projective
space” P
(
Λr|s(V )⊕ Λs|r(ΠV )
)
with weights +1,−1. A simpler mapGr|0(V )→ P (Λ
r(V ))
works for the case s = 0. We construct a super analog of Plu¨cker coordinates, prove that
our map is an embedding, and obtain “super Plu¨cker relations”. It is interesting that
another type of relations (due to Khudaverdian) is equivalent to the (super) Plu¨cker re-
lations in the case r|s = 2|0. We discuss application to much sought-after super cluster
algebras and construct a super cluster structure for G2(R
4|1) and G2(R
5|1).
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1. Introduction
1.1. The classical Plu¨cker map assigns to a k-plane in n-space (i.e. a linear subspace of
dimension k of a vector space of dimension n) the wedge product of k linearly independent
vectors that span this plane; choosing different vectors as a basis in the plane will result
in multiplying the wedge product by a non-zero factor, the determinant of the transition
matrix, so this non-zero k-vector is defined up to proportionality. This gives a well-defined
map from the Grassmann manifold Gk(V ) of k-planes in the n-space V to the projective
space P (Λk(V )) associated with the space of multivectors of degree k in V . It is a classi-
cal fact that the Plu¨cker map is an embedding and its image in P (Λk(V )) is specified by
quadric equations known as the Plu¨cker relations. This gives a realization of the Grass-
mann manifold as a projective algebraic variety. Among other things, the classical Plu¨cker
relations serve as a prototypal example for the definition of cluster algebras — the notion
that has been attracting great attention in recent years.
Research of the first author was partially supported by NSF under grant 1708033. Research of the
second author was partially supported by LMS grants.
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An analog for super Grassmannians of the Plu¨cker map has been unknown until now
(except one example in the recent work by Cervantes–Fioresi–Lledo´ [8]). It was even
expected not to exist in general, see Manin [23]. In the present paper we construct such
an analog.
There are two cases that we consider. One is “general”, i.e the case of r|s-planes in an
n|m-space. The main difficulty in this case is correct identification of the target of the map
(which turns to be different from a straightforward analog of the classical situation). For
this case, we managed to find such a correct target space; we also identified variables that
serve as analogs of the classical Plu¨cker coordinates and we proved that the “super Plu¨cker
map” that we constructed is an embedding. Another case, which we call “algebraic”, is
that of r-, i.e. r|0-planes in an n|m-space. It is distinguished from the general case because
can be treated by algebraic tools that are closer to those used in the classical theory. We
have fully investigated both cases and in particular obtained the “super Plu¨cker” relations.
(For the algebraic case they can be obtained by two different methods and we compare
these approaches.) Super Plu¨cker relations can have direct application to the much sought-
after “super cluster algebras”. Note that a general notion of super cluster algebras algebras
remains yet conjectural; different approaches have been put forward by Ovsienko [25], Li–
Mixco–Ransingh–Srivastava [21], and Ovsienko–Shapiro [26]. We have established a “super
cluster structure” for examples of super Grassmannians such as G2(R
4|1) and G2(R
5|1). We
believe it generalizes to arbitrary Gr(R
n|m).
1.2. Again, the principal difficulty for construction of the general super Plu¨cker map is
understanding of the space where it should take values. Recall that in the classical situation
of k-planes in an n-dimensional space V , the classical Plu¨cker map sends a plane spanned
by independent vectors u1, . . . ,uk to the exterior product u1∧. . .∧uk up to proportionality.
Hence the codomain of the Plu¨cker map is the projectivization P (Λk(V )) of the space of
k-vectors. The components of a non-zero multivector T ∈ Λk(V ) relative to a basis in V
become the projective Plu¨cker coordinates of a k-plane, and the condition for a multivector
T to be simple (i.e. decomposable into a wedge product of vectors) is efficiently expressed
as polynomial (quadratic) relations for these components, the classical Plu¨cker relations.
And moreover, if the components of vectors spanning a plane are written as rows of a k by
n matrix, the Plu¨cker coordinates are just the k-minors, and the Plu¨cker relations are the
relations satisfied by such minors. For an analog of this theory in the super case, it would
require properly defining the main objects and this is already non-trivial.
The reader who is not an expert in supergeometry may wonder why it so, and why it
is not possible to proceed in the straightforward algebraic way in the case of planes of
dimension r|s if s 6= 0. We can explain that in a simple example. Consider a plane L of
dimension 1|2 with a basis consisting of an even vector u1 and odd vectors u1ˆ, and u2ˆ.
Then on a naive route, the product u1 ∧ u1ˆ ∧ u2ˆ is to represent the plane in a projective
space. However, it is easy to see that it will be lacking the desired properties. A change of
basis should give a similar object representing the same plane; however, a transformation
with some odd α and β turns the expected “1|2-blade” u1 ∧ u1ˆ ∧ u2ˆ into a sum:
(u1 + αu1ˆ + βu2ˆ) ∧ u1ˆ ∧ u2ˆ = u1 ∧ u1ˆ ∧ u2ˆ + αu1ˆ ∧ u1ˆ ∧ u2ˆ + βu2ˆ ∧ u1ˆ ∧ u2ˆ .
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The result also loses information about the dimension of the plane L. Restricting to
transformations with even coefficients only will not solve the problem; for example,
u1 ∧ (u1ˆ + 2u2ˆ) ∧ u2ˆ = u1 ∧ u1ˆ ∧ u2ˆ + 2u1 ∧ u2ˆ ∧ u2ˆ .
(Specialists will recognize here the problem of the absence of a top power among Λk(L).)
Hence a different, actually a nonlinear, construction should be used playing the role of a
simple multivector and the corresponding space of r|s-vectors Λr|s(V ) (which we are recall-
ing below) is different from the “naive” spaces Λk(V ), which work for planes of dimension
k = k|0, but not in general.
Our construction will also require the parallel consideration of the parity reversed space
ΠV and an additional tool, the inverse Berezinian Ber∗ (introduced by Bergvelt & Ra-
bin [6]). As the codomain of our super Plu¨cker map we obtain some version of a projective
space built of the space of r|s-vectors Λr|s(V ) in V and the space Λs|r(ΠV ) for the parity-
reversed space ΠV , which as we show have to be considered together. We remark that the
parity reversion functor induces an identification
Gr|s(V ) ∼= Gs|r(ΠV ) (1)
(where L ⊂ V corresponds to ΠL ⊂ ΠV ).
The case of Gr|0(V ), i.e. s = 0, the closest to the familiar classical setup of k-planes in
n-space, is the one that we called above “algebraic”. As mentioned, it can be analyzed
with simpler supergeometry tools than the general case of r|s. This does not make the
results for it less interesting. In particular, the “super Plu¨cker relations” obtained for it
are directly connected with “super cluster algebras” (see below).
1.3. Now let us give a little bit more details to the said above. First of all, one needs
multivectors of degree r|s. As mentioned, they are not given by a straightforward gener-
alization of the usual notion using the sign rule (unless s = 0). Instead, their definition
follows that given by Voronov and Zorich for superforms (see [35, 36, 37], [32, 33], [31]).
For multivectors, it can be rephrased as follows. Essentially, an r|s-vector is a function F
of r even and s odd covectors satisfying the two conditions:
F (P · g) = F (P ) · Ber g , (2)
for all g ∈ GL(r|s), and
∂2F
∂pai∂pbj
+ (−1)ı˜ ˜+a˜(˜ı+˜)
∂2F
∂paj∂pbi
= 0 . (3)
Here P = (pa
i) is the matrix of components of covectors. The condition (2) implies, in
particular, that the function F is homogeneous of degree −1 in each odd covector and
the differential equation (3) plays the role of a (non-obvious) replacement of multilinearity
and skew-symmetry. (There cannot be ordinary multilinearity in odd covectors due to the
homogeneity of degree −1.)
After identifying the space Λr|s(V ), one needs to define an analog of the wedge product
with values in Λr|s(V ) so to get an analog of a simple multivector of the classical theory.
It is defined for a collection of r even and s odd vectors. The formula is
[u1, . . . ,ur|ur+1, . . . ,ur+s](p
1, . . . , pr|pr+1, . . . , pr+s) = Ber
(
〈ui, p
j〉
)
, (4)
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where the (co)vectors in the first r positions are even and in the last s positions are odd.
(One observes that in the purely even situation when Ber is replaced by det, this gives—up
to a normalization factor—exactly the value of u1 ∧ . . . ∧ uk on k covector arguments.)
Notice that this object is a rational function of vectors ui (as well as covectors p
j). One
can show that it satisfies both conditions (14) and (3). Such a formula giving a “non-linear
analog” of wedge product appeared in [12] in the context of integration on supermanifolds
as an example of an r|s-density in the sense of A. S. Schwarz, and linear combinations of
such objects were called there “densities of type Ber”. This formula was also considered
in the context of Voronov–Zorich superforms by A. Belopolsky [3, 4], under the name of
“Plu¨cker form” (pointing at its relevance for a super Plu¨cker mapping—unfortunately not
further developed at that time).
As the next step, one would wish to define a “super Plu¨cker map” by assigning
L 7→ F = [u1, . . . ,ur|ur+1, . . . ,ur+s] ∈ Λ
r|s(V ) (5)
if L = span(u1, . . . ,ur|ur+1, . . . ,ur+s). If the vectors ui undergo a non-degenerate linear
transformation by an element g ∈ GL(r|s), then F is multiplied by an invertible factor
Ber g, so it may seem natural to take as the codomain the projectivization P (Λr|s(V )),
which would be completely analogous to the classical case. However, unlike the classical
prototype, such a map would not be invertible. This is the second departure from the
simple analogy with the classical picture.
It turns out that to be able to reconstruct L, one needs to consider in parallel also the
parity-reversed plane ΠL ⊂ ΠV and the corresponding mapping L 7→ F ∗ ∈ Λs|r(ΠV ).
Naively, the functions F and F ∗ are just mutual reciprocals, F ∗ = 1/F . (And indeed in
the classical case only one of them is needed.) However, in the general supercase, to be able
to find L from F and F ∗, one has to extend them to different domains, so they really have
to go in parallel, which leads to finally identifying the super Plu¨cker map as a mapping
Gr|s(V )→ P1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
, (6)
where at the right-hand side P1,−1 stands for equivalence classes (F,G) ∼ (λF, λ
−1G).
(Which is a version of a weighted projected space, with weights +1, −1.)
We show that the so constructed super Plu¨cker map is indeed an embedding. Unlike the
classical case, it is given by rational formulas. (Unless s = 0 when we can redefine it back
to be Gr|0(V )→ P (Λ
r(V )) and the formulas are polynomial.) The fact in the general case
the ambient space of the embedding is not a usual projective space and the appearance of
rational functions are no wonder, of course, as it has been known (Manin [23], Penkov [27])
that the general super Grassmannian is not a projective algebraic variety.
This brings us to the question about an analog of the Plu¨cker relations. We are able
to obtain the complete result both in the algebraic case of r|0-planes and in the general
case of r|s-planes in n|m-space. In the algebraic case s = 0 two different approaches are
possible, and we develop and compare both.
A key step both for proving that the super Plu¨cker map is an embedding and for es-
tablishing a superanalog of Plu¨cker relations was identification of the correct analog of
Plu¨cker variables. These “super Plu¨cker coordinates” of an r|s-plane in an n|m-space con-
sist of two sets. The even variables Plu¨cker coordinates are just various r|s-minors of the
matrix whose rows span the plane (that is, the Berezinians of even submatrices of size
r|s). The odd Plu¨cker coordinates are kind of “wrong” minors, which are the above usual
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minors modified by replacing one even column by an odd matrix column. And the same
done for the parity-reversed matrix. Hence there is a finite number of variables. (Use of
such “wrong” minors as well the need to employ in parallel the parity reversed matrix
is fundamentally related with the super Cramer rule, see [6] and [19]; we also met this
for “super Wronskians” in the theory of differential operators on the superline [22].) In
the algebraic case (s = 0), where an approach closer to the classical one is possible, we
in principle can obtain a larger set of variables as the components of the corresponding
multivector T ∈ Λr(V ) (there is no need to use ΠV in this case). However, part of the
variables can be excluded by using (part of) algebraically obtained super Plu¨cker relations
and the remaining part (we call the “essential”) coincide with those given by the general
method as described above.
To relations that should be satisfied by the image of a Plu¨cker map, there is an uncon-
ventional approach due to H. Khudaverdian (around 2010, unpublished). It follows the
logic of supergeometry for exterior powers, though gives an interesting result even in the
purely classical setting of r-planes. Namely, if T is a simple multivector, then 1/T will
also be a (simple) multivector of a parity-reversed degree in the space with reversed parity.
Invoking the definition of exterior powers by differential equations, one can obtain from
here certain quadratic relations for a multivector. It is indeed tempting to think that they
will be exactly the Plu¨cker relations in the classical case (and thus providing a way for the
sought for super analog). This turns out only partly true. Namely, we show here that for
k-planes in n|m-space, the Khudaverdian relations are equivalent to the (super) Plu¨cker
relations if k = 2, but starting from k = 3 they are only a corollary of the Plu¨cker relations.
The structure of the paper is as follows. In Section 2, we recall super exterior powers and
Berezinians. (Section 2, together with subsection 3.1 of Section 3 is a crash course in the
aspects of supergeometry necessary for our problem.) In Section 3, we develop the general
setup for the super Plu¨cker map and study the simplest super case r|s = k|0. For this case,
we obtain a complete description of the super Plu¨cker relations by algebraic method. In
Section 4, we return to the general case of r|s-planes in an n|m-space. We introduce the
super Plu¨cker map for the Grassmannian Gr|s(V ) and prove that it is an embedding. We
develop general method for obtaining super Plu¨cker relations. When applied to the case
s = 0, it gives the same relations for the essential super Plu¨cker coordinates as the algebraic
method of Section 3. We also introduce and analyze there Khudaverdian’s relations. In
the last Section 5, we discuss application of the super Plu¨cker relations to super cluster
algebras (which so far remain only partly known and, to an extent, conjectural). We
consider examples where we are able to introduce a “super cluster structure”.
Results of this paper, at various early stages, were reported at the special session of the
AMS meeting in Madison in Fall 2019, at the conference on supergeometry at Luxembourg
(December 2019), and at S.P. Novikov’s seminar on geometry and mathematical physics
in Moscow. We are grateful to all the participants for discussions, and we thank especially
M. Gekhtman, H. Khudaverdian, I. Penkov, A. Schwarz, M. Shapiro, and A. Srivastava.
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2. Background: super exterior powers
In this section we recall how the notion of exterior powers is extended to the supercase.
In particular, we review the “Voronov–Zorich” exterior powers, which were originally dis-
covered in search of the “correct” superanalog of differential forms [35, 36, 37], [31, 32, 33].
For general facts concerning supergeometry, see [5], [17], [23], [9], and [31]. See also [34].
It may look as a paradox that while the exterior (Grassmann) algebra lays in the very
foundations of supergeometry as the odd or fermionic counterpart of polynomial algebra,
adequate “superization” of the notions of exterior algebra and exterior powers has presented
a major problem, as is revealed when it comes to the “correct” definition of differential
forms. To explain the problem, let us start purely algebraically and present first the “naive”
extension of the notions of exterior algebra and exterior powers to the supercase provided
by the straightforward application of the sign rule.
2.1. Symmetric algebra and exterior algebra of a superspace. Let V = V0⊕ V1 be
a Z2-graded vector space or a free module over a commutative superalgebra. We shall refer
to V as a superspace. (Geometric understanding of a superspace is given in subsection 3.1.)
The tensor algebra T (V ) is defined in the usual way and it inherits parity from V by the
rule that the parity of a product is the sum of the parities of the factors.
Then the symmetric algebra S(V ) and the exterior algebra Λ(V ) are the quadratic al-
gebras obtained as the quotients of the tensor algebra T (V ) by the ideals generated by
v ⊗ w − (−1)v˜w˜w ⊗ v and v ⊗ w + (−1)v˜w˜w ⊗ v respectively. Here v,w ∈ V and the
tilde over a symbol denotes its parity, so e.g. v˜ = 0 if v ∈ V0. These are graded algebras
(with Z-grading independent from Z2-grading),
S(V ) =
+∞⊕
k=0
Sk(V ) and Λ(V ) =
+∞⊕
k=0
Λk(V ) .
The direct summands Sk(V ) and Λk(V ) are referred to as symmetric and exterior powers
of V respectively.
In the completely even case (classical situation where all vectors are even), there exist
non-zero symmetric powers of any order, while the exterior powers vanish after the top term
corresponding to the dimension of the space. In the completely odd case, the properties of
the symmetric and exterior powers basically swap.1 For a purely even vector space V with
dimV = n, Λk(V ) = 0 for k > n and Λn(V ) is a one-dimensional space spanned by the full
exterior product of basis vectors e1∧. . .∧en. It holds that e1′∧. . .∧en′ = det g ·e1∧. . .∧en if
ea′ =
∑
gaa′ea. This gives one of the ways to define determinant of matrices and justifies the
definition det V := Λn(V ) as the “determinant of a vector space”. In the mixed case, when
we have some number of even and some number of odd basis vectors, neither the symmetric
nor the exterior powers have a top term. For basis vectors ea ∈ V , their products in Λ(V )
satisfy
ea ∧ eb = −(−1)
a˜ b˜eb ∧ ea (7)
1Moreover, there is a natural isomorphism Λk(V ) ∼= ΠkSk(ΠV ), where Π is the parity reversion functor.
Because of that, for many purposes—but not of this paper— it is very convenient to replace the “skew-
commutative” algebra Λ(V ) by the commutative, in the super sense, algebra S(ΠV ). We do not do that.
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(where a˜ = e˜a). Thus, for odd basis vectors ea ∧ eb = +eb ∧ ea and no power ea ∧ . . . ∧ ea
of an odd basis vector would vanish. So in the purely odd or “mixed” cases, a superanalog
of determinant cannot arise this way. It has to be introduced separately.
2.2. Recollection of superdeterminant. Superdeterminant or Berezinian as it is widely
known, denoted Ber, is given by
Ber g =
det
(
g00 − g01g
−1
11 g10
)
det g11
=
det g00
det
(
g11 − g10g
−1
00 g01
) , (8)
which is a rational expression and not a whole function (except for the purely even case).
Here g is a square even supermatrix. “Supermatrix” means that the rows and columns
of a matrix g are labeled by parities. “Square” in application to a supermatrix means that
there is the same number of rows and columns of given parity. “Even” means that the
elements in even-even and odd-odd positions are even, and those in even-odd and odd-
even positions are odd. We can view g as a block matrix, the blocks g00, g01, g01, g11
distinguished by the parities of their rows and columns. This in particular implies that
in (8) the determinants are taken of matrices with even elements only.
Formula (8) for Berezinian was discovered by F. A. Berezin from change of variables in
Berezin integral over even and odd variables. One can also arrive at Ber g following the logic
of K-theory by considering group homomorphisms from the (super)group of invertible even
supermatrices GL(n|m) to arbitrary abelian groups in search of a “universal” such homo-
morphism. The group homomorphism condition fixes superdeterminant almost uniquely,
up to taking powers, and in particular forces it to be rational (see [31]). Berezinian also
arises from homological algebra considerations (see [23]). So to sum up, the definition
by the above explicit formula is not arbitrary and is the natural correct notion extending
determinant to the super setting. (There is no other, “better”, e.g. polynomial, version.)
Unlike for the ordinary det, Berezinian cannot be obtained from exterior multiplication,
first (as we already observed) because for a superspace there is no top exterior power and
secondly because Ber g is a fraction and tensor operations such as the exterior product can
give only polynomials. On the other hand, the classical connection between determinant
and exterior powers has fundamental importance. Therefore, the apparent lack of such a
connection in the super case means that the “naive” picture of exterior powers described
in subsection 2.1 is incomplete and has to be amended so to somehow incorporate Ber.
We shall review how this is done in subsections 2.3 and 2.6. One possible step in this
direction is the introduction of “dual exterior powers” due to Bernstein and Leites (who
introduced them in the context of integration theory under the name of “integral forms”)
and the further step is the very different in flavor the “Voronov–Zorich construction” (also
discovered in the context of supermanifold integration). But before that, let us note two
facts about Berezinian that will be important later.
First, though unlike ordinary determinant, Berezinian is not multilinear in general, it is
multilinear with respect to even rows or even columns. So it is possible to extend Ber g
initially defined on even invertible matrices by allowing in the even positions vectors of
arbitrary parity (either for rows or columns, but not both at the same time).
Secondly, the parity reversion functor V 7→ ΠV has the following effect on (super)matrices
and Berezinians. Parity reversion of a (super)matrix A 7→ AΠ is changing the labels of the
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rows and columns to the opposite (0→ 1, 1→ 0), so in the block form,
AΠ =
(
A00 A01
A10 A11
)Π
:=
(
A11 A10
A01 A00
)
. (9)
Hence, for an even invertible g, Ber gΠ = (Ber g)−1. The inverse Berezinian Ber∗ g of a
matrix g is defined (following [6], [19]) as the Berezinian of the parity-reversed matrix:
Ber∗ g := Ber gΠ =
det
(
g11 − g10g
−1
00 g01
)
det g00
=
det g11
det
(
g00 − g01g
−1
11 g10
) . (10)
So for even invertible matrices, Ber g and Ber∗ g are reciprocals. However, as Ber g can be
extended to a multilinear function of the even rows filled by vectors of arbitrary parity,
the inverse Berezinian Ber∗ g can be extended to a multilinear function of the odd rows.
(Similarly for columns.) Thus Ber g and Ber∗ g become defined on different domains and it
is convenient to consider them in parallel. Practically important is the special case where
only one row or column, in an even position for Ber g or in an odd position for Ber∗ g,
is filled by a vector of the “wrong” parity (odd or even, respectively), so giving an odd
quantity as Ber g or Ber∗ g. We shall refer to such an argument as a ghost row or ghost
column. (They arise in the row or column expansion formulas [22].)
2.3. “Dual exterior powers”. We will explain the algebraic reformulation of the funda-
mental construction of Bernstein–Leites. In the main part of the paper we will not need
it, but it is included here for the sake of completeness and in order to justify the more
complicated Voronov–Zorich construction (see subsection 2.6), which we will use. For a
superspace V , define a module Ber V (the analog for the supercase of det V ) as a one-
dimensional free module spanned by symbols [e] = [e1, . . . , en|en+1, . . . , en+m] defined for
each basis ea in V (where it is assumed that the first n elements are even and the last m
elements are odd) so that for a change of bases ea′ =
∑
gaa′ea, there will be [e
′] = Ber g · [e].
Here n|m = dimV .
The module Ber V so constructed is meant to play the role of the “top exterior power”
of a superspace V . It is indeed the top term in a sequence of modules Σk(V ) defined as
Σk(V ) := Ber V ⊗ Λn−k(V ∗) ,
which is unbounded from the left (there are non-zero elements of arbitrary negative k).
(Construction of these modules follows “Bernstein–Leites integral forms”, see more in 2.4
below.) The modules Σk(V ) give another candidates for exterior powers of V besides the
“naive” exterior powers Λk(V ). Note that the direct sum
Σ∗(V ) =
⊕
k
Σk(V )
is not an algebra, as one cannot multiply elements of Ber V . However, as one show,
it is possible to multiply elements of Σ∗(V ) by elements of Λ∗(V ) (analog of exterior
product; increasing degrees) and also by elements of Λ∗(V ∗) (analog of interior product;
decreasing degrees), which together combines into a module structure over the Clifford
algebra Cliff(V ⊕ V ∗).
We shall refer to the modules Σk(V ) as dual exterior powers. In the familiar purely
even case, they do not give new objects as there is a natural isomorphism Σk(V ) ∼= Λk(V ).
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There is no similar isomorphism in the supercase. As found in [19], it is replaced by a
recurrence relation in the Grothendieck ring satisfied by the differences Σk+m(V )−Λk(V ).
2.4. A differential-geometric perspective. We can get additionl light by turning from
pure algebra to differential geometry. The most important application of exterior alge-
bra in ordinary case is of course the notion of differential forms. In supergeometry, the
above constructions can be applied to the (sections of the) cotangent bundle of a super-
manifold M of dimension n|m and give the “naive” differential forms Ωk(M) and the so
called integral forms Σk(M) introduced by Bernstein–Leites [7]. More precisely, Ωk(M) =
Γ(M,Λk(T ∗M)) and Σk(M) = Γ(M,Σk(T ∗M)) = Γ(M,Ber(T ∗M)⊗ Λn−k(TM)). Among
integral forms there are volume forms VolM = Σn(M), which are sections of Ber(T ∗M).
Differential forms locally look as linear combinations of wedge products of differentials of
local coordinates, where dxa∧dxb = −(−1)a˜ b˜dxb∧dxa, while integral form are indeed mul-
tivector densities and locally are linear combinations of expressions Dx⊗ ∂a1 ∧ . . .∧ ∂an−k .
(Here Dx is the coordinate volume element.) Analogously with top degree forms in or-
dinary differential geometry, elements of VolM = Σn(Mn|m) with compact supports can
be integrated over Mn|m (provided an orientation can be chosen). Moreover, it can be
shown that elements of Σk(Mn|m), k < n, can be integrated over submanifolds S ⊂ M
of dimension k|m (i.e. of zero odd codimension). As for elements of Ωk(M), they can be
purely even submanifolds of dimension k = k|0, where they become ordinary k-forms on
k-manifolds, and integrated over (purely even) submanifolds of dimension k = k|0. (After
restriction they become ordinary k-forms on k-manifolds and can be integrated as usual.)
From here we see that properly defined “super forms” should be graded by dimensions
such as r|s according to the dimension of a domain of integration, so that differential
k-forms (elements of Ωk(M)) should be regarded as “k|0-forms”, while integral k-forms
(elements of Σk(M)), should be regarded as “k|m-forms”. The same should apply in the
purely algebraic setting. It is natural to ask, what should be “r|s-forms” of an intermediate
odd degree s on a supermanifold Mn|m; or how one can define an exterior power Λr|s(V )
of a superspace V for s = 0, . . . , m if dimV = n|m. The answer was given by Voronov–
Zorich [35, 36, 37] and Voronov [31, 32, 33] in the differential-geometric context with the aim
of providing the “correct” superanalog of Cartan–de Rham theory. It requires a complete
departure from the conventional approach followed above. Instead of constructing forms
from products of differentials, an r|s-form is defined as an “object of integration” over an
r|s-dimensional path, viewed as a Lagrangian depending on positions and velocities (a more
refined picture requires also some “dual” and “mixed” descriptions), subject to the two
conditions: the independence of integral on parametrization and the possibility to define a
differential. We suppress here the whole beautiful geometric theory and present below only
an algebraic extract. (In doing so we switch back from “forms” to “multivectors”.) Before
plunging into the construction, we need to come back to the simplest algebraic definition
given in 2.1 to discuss the aspect we initially ignored, which multivectors as functions on
covectors.
2.5. More on tensors. In the same way as in the classical case, the spaces Sk(V ) and
Λk(V ) initially defined as direct summands of a quotient algebra of the tensor algebra T (V )
can be also realized as subspaces in T (V ). Namely, there is an action of the symmetric
group Sk on the elements of T
k(V ) with the account of the sign rule and there are projectors
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Sym and Alt (involving signs due to parity):
Sym(u1 ⊗ . . .⊗ uk) :=
1
k!
∑
σ∈Sk
(−1)ε(σ;u1,...,uk)uσ(1) ⊗ . . .⊗ uσ(k) ,
Alt(u1 ⊗ . . .⊗ uk) :=
1
k!
∑
σ∈Sk
(−1)σ(−1)ε(σ;u1,...,uk)uσ(1) ⊗ . . .⊗ uσ(k) ,
where ui ∈ V , ε(σ;u1, . . . ,uk) is the number of times when an odd vector passes another
odd vector under a permutation σ, and (−1)σ is the ordinary sign of a permutation. Then
in particular the space Λk(V ) can be identified with the subspace of antisymmetric tensors
Alt(T k(V )) ⊂ T k(V ). By a direct check, a tensor T = T a1...akea1⊗. . .⊗eak is antisymmetric
if its components satisfy (for all i = 1, . . . , k − 1)
T a1...aiai+1...akea1 = −(−1)
a˜ia˜i+1T a1...ai+1ai...akea1 . (11)
The wedge product of antisymmetric tensors is identified with the image of the tensor
product under alternation: T ∧ S = Alt(T ⊗ S) ∈ Λk+l(V ) ⊂ T k+l(V ) for T ∈ Λk(V ) ⊂
T k(V ) and S ∈ Λl(V ) ⊂ T l(V ). If T ∈ Λk(V ) and T = T a1...akea1 ⊗ . . .⊗ eak , then also
T = T a1...akea1 ∧ . . . ∧ eak . (12)
Conversely, if T = T a1...akea1 ∧ . . . ∧ eak where T
a1...ak satisfy (11), then
T = T a1...akea1 ⊗ . . .⊗ eak .
Note that the sum (12) over all combinations of indices is not an expansion over a basis
because it contains repeating terms. As a basis in Λk(V ) one can take ea1 ∧ . . .∧ eai ∧ eb1 ∧
. . . ∧ ebj , for all i+ j = k, where a1 < . . . < ai run over even indices and b1 ≤ . . . ≤ bj run
over odd indices. (Later, we will use separate copies of natural numbers and denote even
indices as 1, 2, . . . and odd indices as 1ˆ, 2ˆ, . . ..)
Furthermore, also as in the classical case, the elements of T k(V ) can be identified with
multilinear functions whose arguments are covectors p ∈ V ∗. Multilinearity is understood
in the graded sense, i.e.
T (p1, . . . , λpi, . . . , pk) = λT (p1, . . . , pi, . . . , pk) (−1)λ˜(T˜+p˜
1+...+p˜i−1) . (13)
The “abstract” tensor product is identified with the operation on multilinear functions,
(T ⊗ S)(p1, . . . , pk+l) = T (p1, . . . , pk)S(pk+1, . . . , pk+l) (−1)S˜(p˜
1+...+p˜k) ,
for T ∈ T k(V ) and S ∈ T l(V ). The identification V ∗∗ = V takes the form u(p) = 〈u, p〉 =
(−1)u˜p˜〈p,u〉 = (−1)u˜p˜p(u) and it is convenient to use bases in V and V ∗ that are dual
from the left and from the right respectively, i.e. defined by ea(e
b) = δba. Hence if
T = T a1...akea1 ⊗ . . .⊗ eak ,
then
T (ea1 , . . . , eak) = T a1...akea1 (−1)
a˜1(a˜2+...+a˜k)+...+a˜k−1a˜k
and for arbitrary p1, . . . , pk,
T (p1, . . . , pk) = T a1...akp1a1 . . . p
k
ak
(−1)p˜1(a˜2+...+a˜k)+...+p˜k−1a˜k ,
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where we write covectors as p = eap
a . “Abstract” antisymmetry translates into antisym-
metry in the arguments; hence, a multivector T ∈ Λk(V ) ⊂ T k(V ) as a multilinear function
on covectors satisfies
T (p1, . . . , pi, pi+1, . . . , pk) = −(−1)p˜
ip˜i+1T (p1, . . . , pi+1, pi, . . . , pk) .
Example 1. Consider a wedge product u1∧ . . .∧uk ∈ Λ
k(V ). As a function on covectors,
(u1 ∧ . . . ∧ uk)(p
1, . . . , pk) =
1
k!
∑
σ∈Sk
(−1)σ(−1)ε(σ;u1,...,uk)uσ(1) ⊗ . . .⊗ uσ(k)(p
1, . . . , pk) =
1
k!
∑
σ∈Sk
(−1)σ(−1)ε(σ;u1,...,uk)〈uσ(1), p
1〉 . . . 〈uσ(k), p
k〉 (−1)p˜
1(u˜σ(2)+...+u˜σ(k))+...+p˜
k−1
u˜σ(k) .
In the special case (which will be important for us later) when all the vectors u1, ... uk
are even, there will be no signs apart from (−1)σ, and therefore
(u1 ∧ . . . ∧ uk)(p
1, . . . , pk) =
1
k!
∑
σ∈Sk
(−1)σ〈uσ(1), p
1〉 . . . 〈uσ(k), p
k〉 =
1
k!
detcol
(
〈ui, p
j〉
)
.
Note that depending on the parities of pj, among the elements 〈ui, p
j〉 there may be even
or odd. At the right-hand side, detcol denotes the “column determinant” of a matrix with
not necessarily commuting entries. In our case, entries of the column
(
〈ui, p
j0〉
)
i=1,...,k
for
a fixed j0 are all even or all odd depending on the parity of a covector p
j0.
The idea of the Voronov–Zorich construction to which we shall now proceed, is to extend
the notion of a multivector of degree k as a function of k covectors by distinguishing between
even and odd arguments (or rather even and odd “positions”), so degrees r|s appear instead
of k, and in replacing multilinearity by some other condition that arose from differential-
geometric considerations. This follows in particular the properties of Ber as a function of
rows or columns.
2.6. Algebraic version of Voronov–Zorich construction. For a superspace V , where
dimV = n|m, an element of the exterior power Λr|s(V ) or a multivector of degree r|s is
a function F (p) = F (p1, . . . , pr+s) of r even and s odd covectors pi ∈ V ∗ satisfying two
conditions: the “covariance”
F (p · g) = F (p) · Ber g , (14)
for all g ∈ GL(r|s), and the “fundamental equations”
∂2F
∂pai∂pbj
+ (−1)ı˜ ˜+a˜(˜ı+˜)
∂2F
∂paj∂pbi
= 0 . (15)
(We assume that r ≥ 0; in fact, the theory has to be complemented by a construction
which allows also negative r, which we omit here.) We shall explain the relation of that
with the above definitions of Λk(V ) and Σk(V ) in 2.1 and 2.3 after some elaboration.
Here p stands for the whole array of arguments p1, . . . , pr+s. We use left coordinates of
covectors writing them as columns, so p as the argument of F (p) can be perceived as an
(even) n|m × r|s matrix. Equation (14) expresses the behavior of the function under a
non-degenerate linear transformation of the columns pi. In particular, it follows that F (p)
is invariant under elementary transformations (adding to a column a multiple of another
column) and it is homogeneous of degree +1 with respect to each of r even columns and
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homogeneous of degree −1 in each of s odd columns. Hence F (p) is defined only for
linearly independent odd covectors, so s has to be between 0 and m. We should see F (p)
as a meromorphic function of the arguments.
The origin of both equations (14) and (15) is in supermanifold integration theory, see 2.4.
In the setup of “forms as functions of tangent vectors”, the analog of (14) expresses the
invariance of integral under changes of parametrization, while the analog of (15) arises
as the condition making possible to define differential, so is ultimately related with the
superanalog of the Stokes theorem.
Example 2. Suppose s = 0. Then the sign in (15) is always “plus”. This implies, by
setting i = j, vanishing of all second derivatives in the variables pa
i for each fixed i; hence
F (p) has to be an affine function Aapa
i + Bi in each pi. Together with the homogeneity,
this gives linearity in each pi. Hence F (p) is multilinear,
F (p) = F a1...arp1a1 . . . p
r
ar
.
One can check that the remaining part of equations (15) and (14) is equivalent to the
antisymmetry in the arguments p1, . . . , pr. Hence we have an identification
Λr|0(V ) = Λr(V ) ,
where is the right-hand side we use the interpretation of the elements of Λr(V ) as antisym-
metric multilinear functions.
Note that in the purely even case m = 0 implies s = 0, so we only have the exterior
powers Λk(V ) = Λk|0(V ).
Example 3. A more sophisticated argument for s = m (and arbitrary m), gives that
Λr|m(V ) ∼= Σr(V ) (where the right-hand side is defined as in 2.3) if r ≥ 0. See details
in [31]. (For negative r, it is also true, but requires a modification of the definition of
Λr|s(V ). See [32, 33].) In particular, if r|s = n|m, Λn|m(V ) = {F (p) = c · Ber p} ∼= Ber V .
One can check directly that the function Ber p of a square matrix p satisfies equations (15).
Example 4. Fundamental equations (15) contain in particular the following system. If we
set the parities of all indices to 1, i.e. consider the odd-odd block of the matrix (pia) (note
that the matrix entries there are even), then (15) takes the form
∂2F
∂pai∂pbj
−
∂2F
∂paj∂pbi
= 0 .
This is the generalized F. John’s equation which is ubiquitous in integral geometry [15] and
is key in the theory of general hypergeometric functions [14].
The last example shows that there is a deep connection between the theory of super
exterior powers and integral geometry in the sense of Gelfand–Gindikin–Graev. Moreover,
the defining system (15) for r|s-multivectors can be seen as a “super generalization” of
Gelfand’s general hypergeometric system. This relation was used in [37], but there is
definitely more to explore.
Example 5 (“non-linear wedge product”). Let u1, . . . ,ur,ur+1, . . . ,ur+s be a sequence of
r even and s odd linearly independent vectors. Define a function F (p) as follows:
F (p) := Ber(ui
apa
j) . (16)
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It is obvious that (14) holds and one can check that (15) is also satisfied. Therefore we
have an element of Λr|s(V ). We denote it [u1, . . . ,ur|ur+1, . . . ,ur+s]. One can see that in
the purely even case when s = 0 it would coincide with u1 ∧ . . .∧ur up to a factor. Hence
we have a non-linear analog of wedge product or a simple multivector of degree r|s. (When
r|s = n|m, this agrees with the definition of [e] as a generator of Ber V introduced in 2.3.
In the ordinary case, any exterior power Λk(V ) is spanned by k-fold wedge products and
wedge products of basis vectors ei1 ∧ . . . ∧ eik make a basis in Λ
k(V ). In the super case,
it is not known if simple multivectors such as [u1, . . . ,ur|ur+1, . . . ,ur+s] span the whole
Λr|s(V ). This space can be infinite-dimensional and its explicit description is not at hand.
3. Super Plu¨cker embedding. “Algebraic” case
3.1. Recollection of super Grassmannians (and some related supergeometry).
Suppose V is a vector superspace of dimension n|m. Fix a (super)dimension r|s, where
0 ≤ r ≤ n, 0 ≤ s ≤ m. Then the Grassmann supermanifold (or super Grassmann man-
ifold or super Grassmannian) Gr|s(V ) of r|s-planes in V can be defined as the “universal
base” for families of r|s-dimensional linear subspaces in V . See, for example, Manin [23],
A. Voronov–Manin–Penkov [30], and Penkov [27] for formal definitions in the spirit of al-
gebraic geometry. An informal explanation is as follows. A subspace in a Z2-graded vector
space can be specified in two (mutually dual) ways: either by a system of independent
linear equations or by a basis. In both ways, if the coefficients of the system or the com-
ponents of the basis vectors are allowed to depend on parameters, we have a family of
subspaces parameterized by these parameters. Finally, if the coefficients of the system or
the components of the basis vectors are themselves taken as the parameters, we arrive at
the universal family, in the sense that any other family if obtained from it by a substitution
(i.e. “induced from universal”).
In the non-super case, the above is taken as evident and usually not formulated explic-
itly. But in the supercase, additional care is required because of the appearance of odd
parameters. We explain this further by examples. Of the two mentioned methods of spec-
ifying a plane, we shall stick to spanning it by a basis. We first explain how a Z2-graded
vector space can be seen as a supermanifold via a notion of “universal vector”.
Example 6. Let V = V0 ⊕ V1 be a Z2-graded vector space over some ground field. Let
it be R for concreteness. Take a basis in V homogeneous in the sense of parity. It is a
collection of linearly independent vectors: even e1, . . . , en and odd e1ˆ, . . . , emˆ, that span
V0 and V1 respectively. Every vector v ∈ V is a linear combination of these basis vectors.
Vectors homogeneous in the sense of parity are linear combinations of either e1, . . . , en only
(even vectors) or of e1ˆ, . . . , emˆ only (odd vectors). For example, 4e2−5e3 is an even vector;
−e1ˆ + 7e2ˆ is an odd vector. This holds true as long as coordinates of vectors are numbers,
i.e. as long as we stick to the original understanding of V as a Z2-graded vector space over
R. Situation changes if we allow the coordinates be taken from some auxiliary commutative
superalgebra A, i.e. replace V by the tensor product A⊗ V obtaining an n|m-dimensional
free module over A. An “even vector” (i.e. an even element of A ⊗ V ) will have the
form x = x1e1 + . . . + x
nen + x
1ˆe1ˆ + . . . + x
mˆemˆ where x
a ∈ A0, a = 1, . . . , n, x
µ ∈ A1,
µ = 1ˆ, . . . , mˆ. Likewise for an “odd vector”, with coordinates having the opposite parity.
Elements of A⊗V are interpreted as “families” of (even or odd) vectors from V . Finally, if
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we take the coordinates xa, xµ as indeterminates (even and odd, respectively) and choose
the superalgebra A as the algebra of functions of these indeterminates (polynomial or C∞),
then the vector x ∈ (A ⊗ V )0, x = x
1e1 + . . . + x
nen + x
1ˆe1ˆ + . . . + x
mˆemˆ, is a universal
even vector in V (i.e., giving the universal family in the sense that every family of even
vectors with some other algebra A′ is obtained an algebra homomorphism A→ A′)2. The
algebra of functions of the variables xa, xµ is by definition the algebra of functions on V
regarded as a supermanifold.
Remark 1. We are writing coordinates of vectors to the left of basis elements, i.e. our
free modules are left modules. This has some advantages, but they are not critical and
everything can be reformulated for right modules and right coordinates. Since our algebras
are (super)commutative, every left module is naturally also a right module and vice versa,
by the rule au = ua(−1)a˜u˜. Passing to right coordinates amounts therefore to changing
some signs: for an even x ∈ V , x = x1e1 + . . .+ x
nen + x
1ˆe1ˆ + . . .+ x
mˆemˆ = e1x
1 + . . .+
enx
n− e1ˆx
1ˆ− . . .− emˆx
mˆ, in the above notation. (Note that for an odd vector, there won’t
be any sign change at all.)
The idea of a universal vector is the same as that of a “running point” in elementary
analytic geometry. One should only remember that “points” of a superspace are always
“even points”; “odd points” (term not used) or odd vectors in V will be points of the
parity-reversed superspace ΠV . We denote the supermanifold obtained as explained from
a Z2-graded vector space V by the same symbol V . It carries a linear structure as a
collection of privileged coordinate systems arising from homogeneous bases in V .
The term “superspace” conveniently embraces both interpretations of V .
Speaking of V as a supermanifold, we normally suppress the adjective “universal” for
vectors and with an abuse of notation write x ∈ V or u ∈ V , etc. If we need several
vectors in V , we consider the direct product of the corresponding number of copies of V .
Example 7 (Projective superspace). Consider even vectors in V . A particular non-zero
even element of V regarded as a Z2-graded vector space, such as 4e2− 5e3, with numerical
coordinates, spans a particular 1|0-dimensional subspace (a line) in V . A universal even
vector u ∈ V similarly spans a “universal line” (i.e. a “universal family of lines”) in V
provided one of the even coordinates of u is invertible. Thus we arrive at the notion of the
projective superspace P (V ) associated with a superspace V (or the projectivization of V ).
P (V ) is a supermanifold of dimension n− 1|m if dimV = n|m. It comes with a canonical
atlas associated with a given basis in V . Linear coordinates on V , u1, . . . , un, u1ˆ, . . . , umˆ
(the first n even and the last m odd), where one of ua, a = 1, . . . , n is invertible, and
considered up to proportionality are by definition homogeneous coordinates on P (V ). As
such, we write them as
(u1 : . . . : un : u1ˆ : . . . : umˆ)
exactly as in the ordinary case. This gives n canonical affine charts on P (V ) obtained
by dividing by one of the even homogeneous coordinates so to make it 1. Changes of
coordinates between charts have the same form as in the ordinary case. For V = Rn|m, we
write P (V ) = RP n−1|m. Similarly for the complex version CP n−1|m = P (Cn|m).
2Some caution is required for C∞ functions as opposed to polynomials; we do not discuss it here.
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Example 8 (RP 0|m and RP 1|m). For RP 0|m, there are homogeneous coordinates
(u : ξ1 : . . . : ξm)
(we have changed the notation and are using Latin letters for even variables and Greek
letters for odd variables as customary). By dividing by the single even variable u, it can
be normalized to 1, so (u : ξ1 : . . . : ξm) = (1 : η1 : . . . : ηm), where ηi = ξi/u. Hence
RP 0|m = R0|m. The underlying topological space is a point. Consider now RP 1|m. We
have homogeneous coordinates
(u1 : u2 : ξ1 : . . . : ξm) ,
where either u1 or u2 is invertible. Hence there are two affine charts with
(1 : w2(1) : η
1
(1) : . . . : η
m
(1))
and
(w1(2) : 1 : η
1
(2) : . . . : η
m
(2)) ,
and the changes of coordinates are: w2(1) = 1/w
1
(2) and η
i
(1) = η
i
(2)/w
1
(2), where i = 1 . . . , m.
The underlying topological space is RP 1 and the supermanifold RP 1|m can be identified
with the vector bundle Π(E ⊕ . . .⊕ E︸ ︷︷ ︸
m copies
), where E → RP 1 is the tautological line bundle.
One can similarly work out the structure of RP n|m and CP n|m in general.
The projective superspace P (V ) is by definition the super Grassmannian G1|0(V ). The
passage to general super Grassmannians should present no difficulty. Before formal defini-
tion, we give two typical examples.
Example 9 (G2|0(V )). A 2-plane in a superspace V of dimension n|m (note that 2 = 2|0)
is spanned by two even linearly independent vectors u1 and u2 in V . We can write their
coordinates as a (2|0)×(n|m)-matrix, i.e. with 2 even rows and n even and m odd columns,(
u1
u2
)
=
(
x11 . . . x
n
1 ξ
1
1 . . . ξ
m
1
x12 . . . x
n
2 ξ
1
2 . . . ξ
m
2
)
.
Here for more expressive notation, we write xai and ξ
µ
i instead of u
a
i and u
µˆ
i respectively,
where a = 1, . . . , n, µ = 1, . . . , m. The variables denoted by Latin letters are even and
those denoted by Greek letters are odd. The above matrix is analogous to the array of
homogeneous coordinates for a projective superspace. We will denote it U and refer to as
homogeneous coordinates on the super Grassmannian G2|0(V ) = G2(V ) (yet to be defined).
Since the vectors u1 and u2 are linearly independent, the matrix U contains an invertible
square 2×2-submatrix. Speaking informally, we can divide (from the left) by this submatrix
in order to get the identity matrix in the corresponding positions. The remaining matrix
entries will be independent local coordinates on G2|0(V ). (The same way as for ordinary
Grassmannians.) More formally, a choice of an invertible 2 × 2-submatrix corresponds by
definition to an affine chart ; there are
(
n
2
)
= n(n − 1)/2 such charts corresponding to a
choice of two even columns, and for each of them we consider instead of U a “normalized”
matrix e.g.
U(n−1,n) =
(
x11 . . . x
n−2
1 1 0 ξ
1
1 . . . ξ
m
1
x12 . . . x
n−2
2 0 1 ξ
1
2 . . . ξ
m
2
)
,
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whose entries are by definition the inhomogeneous coordinates in this chart. The pair
(n − 1, n) as a left superscript indicates the chart. In general, the charts are numbered
by pairs (ab) where 1 ≤ a < b ≤ n. In the detailed notation, it has to be attached to all
matrix entries, e.g. x
(n−1,n) 1
1 and ξ
(n−1,n) 1
1 . Above they are suppressed for simplicity. The
passage from one affine chart to another is by dividing by a 2× 2-submatrix from the left
so to get the identity matrix in the required places, e.g.
U(12) =
(
x
(n−1,n) 1
1 x
(n−1,n) 2
1
x
(n−1,n) 1
2 x
(n−1,n) 2
2
)−1
U(n−1,n) .
The collection of inhomogeneous coordinates in each affine chart together with the de-
scribed transformations of coordinates between the charts, can be seen as an “abstract
atlas” (see Berezin [5], Manin [23]) specifying a supermanifold. By definition, it is the
super Grassmannian G2|0(V ) = G2(V ). We have
dimG2(V ) = 2(n− 2)|2m
(the number of inhomogeneous coordinates in any chart). The underlying topological space
is the ordinary Grassmannian G2(R
n) of 2-planes in n-space.
Example 10 (G1|1(V )). For the case of 1|1-planes in an n|m-dimensional superspace V ,
the construction goes similarly to the above. Now a plane is spanned by one even and one
odd linearly independent vectors in V , e.g. u1 and u1ˆ. (Here linear independence amounts
to each u1 and u1ˆ being non-zero, i.e. having an invertible even coordinate.) We can write
their coordinates as a matrix
U =
(
x1 . . . xn ξ1 . . . ξm
η1 . . . ηn y1 . . . ym
)
.
with one even and one odd row and n even and m odd columns. Here we write xa and ξµ
instead of ua1 and u
µˆ
1 , where a = 1, . . . , n, µ = 1, . . . , m, for the even vector u1. Similarly
we write ηa and yµ instead of ua
1ˆ
and uµˆ
1ˆ
for the odd vector u1ˆ. Latin letters denote
even variables and Greek letters denote odd variables. The matrix U is the matrix of
homogeneous coordinates on the super Grassmannian G1|1(V ). A choice of an invertible x
a
and a choice of an invertible yµ, i.e. a choice of one even and one odd column giving an
invertible 1|1×1|1-submatrix in U , makes it possible to replace U by a normalized matrix,
e.g.
U(n|m) =
(
x1 . . . xn−1 1 ξ1 . . . ξm−1 0
η1 . . . ηn−1 0 y1 . . . ym−1 1
)
(where we suppressed the left superscript (n|m) for all matrix entries), which is by definition
the matrix of inhomogeneous coordinates in the corresponding affine chart. Here the affine
chart has the “number” (n|m) and in general the charts are numbered by pairs (a|µ), where
a = 1, . . . , n, µ = 1, . . . , m. Changes of coordinates are similar to the previous example,
where now one needs to divide from the left by an invertible 1|1× 1|1-submatrix, e.g. the
transformation between the (n|m)th chart and the (1|1)th chart is given by
U(1|1) =
(
x(n|m) 1 ξ(n|m) 1
η(n|m) 1 y(n|m) 1
)−1
U(n|m) .
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The collection of inhomogeneous coordinates in each affine chart together with the given
transformations of coordinates define an abstract atlas. The supermanifold it specifies is
by definition the super Grassmannian G1|1(V ). We have
dimG1|1(V ) = n +m− 2|n+m− 2
(the number of inhomogeneous coordinates in any affine chart) and the underlying topo-
logical space is the product RP n−1 × RPm−1.
Note that in the above examples, in order to introduce an atlas for the projective su-
perspace P (V ) or the super Grassmannians G2|0(V ) and G1|1(V ) we assumed some given
basis in V (to make it possible to consider coordinates of vectors). “Canonical atlases”
that we introduced are functions of such a basis. We continue with this assumption.
Now it is clear how the general super Grassmannian is defined. Fix r and s such that
0 ≤ r ≤ n and 0 ≤ s ≤ m. An r|s-dimensional subspace in V (short: r|s-plane) is
specified by an array of r even and s odd vectors in V that span it as a basis. Call them
u1 . . . ,ur,u1ˆ, . . . ,usˆ. Such a basis is defined up to a non-degenerate linear transformation.
As before, “vectors” and “transformations” are understood as universal, i.e. we start from
the supermanifold
V × . . .× V︸ ︷︷ ︸
r times
×ΠV × . . .×ΠV︸ ︷︷ ︸
s times
,
in which the condition of linear independence defines an open domain; denote it S˜tr|s(V )
3.
The supergroup GL(r|s) acts from the left on S˜tr|s(V ) by linear transformations. The super
Grassmann manifold Gr|s(V ) by definition is the quotient
Gr|s(V ) := S˜tr|s(V )/GL(r|s) . (17)
In particular, we immediately see its dimension:
dimGr|s(V ) = (r|s)(n− r|m− s) = r(n− r) + s(m− s) | r(m− s) + s(n− r) , (18)
i.e. dim S˜tr|s(V )−dimGL(r|s), where dim S˜tr|s(V ) = (r|s)(n|m) and dimGL(r|s) = (r|s)
2.
(Recall that a|b = a + bΠ with the multiplication rule Π2 = 1.) The formula for the
dimension has the same form as for ordinary Grassmannians.
We can construct a standard atlas for the super Grassmannian Gr|s(V ) in the same
way as we did in the examples. Take the matrix U of size (r|s) × (n|m) whose rows
are the (left) coordinates ui
a of the vectors ui. Here i ∈ {1, . . . , r} ∪ {1ˆ, . . . , sˆ} and
a ∈ {1, . . . , n} ∪ {1ˆ, . . . , mˆ}. Hence
U =

u1
1 . . . u1
n u1
1ˆ . . . u1
mˆ
. . . . . . . . . . . . . . . . . .
ur
1 . . . ur
n ur
1ˆ . . . ur
mˆ
u1ˆ
1 . . . u1ˆ
n u1ˆ
1ˆ . . . u1ˆ
mˆ
. . . . . . . . . . . . . . . . . .
usˆ
1 . . . usˆ
n usˆ
1ˆ . . . usˆ
mˆ

. (19)
3It is the analog of what topologists call “non-compact Stiefel manifold”, i.e. the space of all k-frames in
n-space as opposed to the space of orthonormal frames which is the standard (compact) Stiefel manifold.
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Matrix elements ui
a are even for i = 1, . . . , r and a = 1 . . . , n or i = 1ˆ, . . . , sˆ and a = 1ˆ . . . , mˆ
(diagonal blocks) and odd for i = 1, . . . , r and a = 1ˆ . . . , mˆ or i = 1ˆ, . . . , sˆ and a = 1 . . . , n
(antidiagonal blocks). The matrix U is the matrix of homogeneous coordinates for the
super Grassmannian Gr|s(V ). As before, it can be convenient to use different letters for
variables in different blocks and write also
U =

x1
1 . . . x1
n ξ1
1 . . . ξ1
m
. . . . . . . . . . . . . . . . . .
xr
1 . . . xr
n ξr
1 . . . ξr
m
η1
1 . . . η1
n y1
1 . . . y1
m
. . . . . . . . . . . . . . . . . .
ηs
1 . . . ηs
n ys
1 . . . ys
m
 . (20)
By construction, the matrix U has rank r|s, i.e. contains an invertible (r|s) × (r|s)-
submatrix. To obtain affine charts as before, we assume the invertibility of a particular
such a submatrix. They are numbered by a choice of r even and s odd columns. So we
can use a symbol (a) = (a1 < . . . < ar | a1ˆ < . . . < asˆ) for numbering charts. In the (a)th
affine chart, the matrix U is replaced by the matrix of inhomogeneous coordinates U(a) ,
which is effectively an (r|s)×(n−r|m−s)-matrix augmented by the identity matrix of size
r|s spread over the positions indicated by (a). (So the number of independent variables
(r|s)(n− r|m− s) coincides with the dimension calculated above (18).) It is obtained from
the matrix of homogeneous coordinates U by
U(a) = (Ua)−1U , (21)
where the notation with a superscript such as Ua denotes the submatrix consisting of the
indicated columns (with numbers a). We also refer to inhomogeneous coordinates as affine
coordinates. Changes of coordinates between affine charts are given by
U(a) = (( U(b) )a)−1 U(b) . (22)
It is all the same, apart for a more abstract notation, as in Examples 9 and 10.
The underlying topological space of the super Grassmannian Gr|s(R
n|m) is the product
of the ordinary Grassmannians Gr(R
n) × Gs(R
m). Note also the symmetry under parity
reversion:
Gr|s(V ) = Gs|r(ΠV ) , (23)
where the identification is given by L 7→ ΠL ⊂ ΠV for L ⊂ V . In terms of matrices U or
U(a) , it the usual parity reversion on (super)matrices, e.g. U 7→ UΠ.
In the following we shall habitually suppress the prefix “super” speaking about the
Grassmann supermanifolds Gr|s(V ). (Unless there is a risk of confusion or we wish to
make a stress.)
3.2. Classical Plu¨cker embedding. Problem in the supercase. Recall first the clas-
sical Plu¨cker embedding. It arises from considering a non-zero k-vector u1 ∧ . . . ∧ uk
corresponding to a k-plane in n-space, which is defined up to proportionality. The compo-
nents of this multivector are called Plu¨cker coordinates of a plane. Algebraically, Plu¨cker
coordinates are minors of the matrix of homogeneous coordinates on the Grassmannian.
They satisfy a system of homogeneous quadric equations expressing the condition that a
given k-vector is simple, i.e. a wedge product of k vectors. It is proved that this system
specifies the Grassmannian as an algebraic variety in the projectivization of the vector
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space of all k-vectors. These equations are known as Plu¨cker relations. See e.g. [16], [28],
[29]. (Also [24] and also [20], [2], and [1].)
In the supercase the situation becomes substantially more complicated. We explained
in the Introduction why taking the naive wedge product of the basis vectors of the plane,
even and odd indiscriminately, giving an element of Λr+s(V ), cannot work. Also, if one
starts from matrices, a naive idea that “one just needs to replace ordinary minors by
Berezinians” cannot work that simple already because Berezinian by definition returns an
even value and odd variables are necessary for super Grassmannians, so a generalization
of Berezinians will be needed. (It was briefly mentioned in Section 2. “Super” minors and
cofactors are non-obvious, see [22].) Another difficulty is that the space of multivectors
Λr|s(V ) for general s does not have an explicit description.
All these problems concern the general case of non-zero r and s where r|s is the dimension
of a subspace L (an r|s-plane) in a superspace V . We shall turn to it in Section 4.
If s = 0, we have a “purely even” r-plane in an n|m-space such as in Example 9. We
will show that this case allows treating in a way essentially analogous to the ordinary case.
We will refer to the case s = 0 as “algebraic”. (The case r = 0 becomes the same after
applying parity reversion.) We will study it in the next subsection.
3.3. Algebraic case: k-planes in n|m-space. Consider planes of dimension k = k|0
in an n|m-dimensional superspace V . Here 0 ≤ k ≤ n. As we will see, this case gives
interesting answers in spite of being the simplest from the supergeometry viewpoint.
Every k-plane is spanned by k independent even vectors u1, . . . ,uk that make its basis.
(We always assume the possibility of odd parameters without mentioning this each time.)
Components of these vectors can be written as an even k × n|m matrix with indepen-
dent rows. It is the matrix of homogeneous coordinates of the plane L as a point of the
Grassmann supermanifold Gk(V ). Consider the exterior product
T := u1 ∧ . . . ∧ uk . (24)
It is an even element of the vector space Λk(V ). The multivector T is non-degenerate in
the following sense: in the expansion over ea1 ∧ . . . ∧ eak at least one of its components
where all the indices are even is invertible. (Indeed, if we reduce modulo odd elements,
this will be the ordinary condition of linear independence for the vectors u1, . . . ,uk.) It is
a stronger condition on an even multivector T than “being non-zero” (or more precisely,
having at least one invertible component). (Example: e1 ∧ e2 + e2 ∧ e3 is non-degenerate,
while e1ˆ ∧ e1ˆ, not.) Hence, in particular, a non-degenerate multivector spans a line in the
space of multivectors, so there is a well-defined map
Gk(V )→ P (Λ
k(V )) (25)
given by L 7→ u1∧. . .∧uk, which is directly analogous to the classical Plu¨cker map. Due to
the non-degeneracy, the image of (25) is contained in some “affine part” of the projective
superspace P (Λk(V )), i.e. covered by only part of the affine charts.
The following facts provide a superanalog of the classical Plu¨cker theory for our case.
Let T ∈ Λk(V ) be an even multivector. It can be considered as an alternating multilinear
function of k covectors. (See more in section 2.5.) If
T = T a1...akea1 ∧ . . . ∧ eak (26)
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with the (super)antisymmetry condition T a1...aiai+1...ak = −(−1)a˜i a˜i+1T a1...ai+1ai...ak , then
T = T a1...akea1 ⊗ . . .⊗ eak , (27)
exactly as in the ordinary case, and for arbitrary covectors p1, . . . , pk
T (p1, . . . , pk) = T a1...akp1a1 . . . p
k
ak
(−1)p˜
1(a˜2+...+a˜k)+...+p˜
k−1a˜k .
In particular, if all arguments pi ∈ V ∗ are even, then
T (p1, . . . , pk) = T a1...akp1a1 . . . p
k
ak
(28)
and for covectors of the dual basis,
T (ea1 , . . . , eak) = T a1...ak(−1)a˜
1(a˜2+...+a˜k)+...+a˜
k−1a˜k . (29)
(Here ea(e
b) = δba.) If all arguments but one in T (p
1, . . . , pk) are fixed, this gives a linear
function on covectors, i.e. a vector. Call the span of the so obtained vectors, the associated
space of an even multivector T , notation:
LT := span
(
T (p1, . . . , pk−1,−) | pi ∈ V ∗
)
⊂ V (30)
(the order inessential because of antisymmetry). Here the covectors pi may be of arbitrary
parity. A priori nothing can be said about the dimension of the subspace LT and from
nowhere it follows that LT should be purely even. (In spite of T itself being even.)
Lemma 1.
LT = span
(
T a1,...ak−1beb(−1)
b˜(a˜1+...+a˜k−1) | ∀a1, . . . , ak−1
)
. (31)
Remark 2. The sign is (31) is not a common sign, but involved in the summation and
thus cannot be dropped. It is important because it contributes to the relations, see below.
Proof of Lemma 1. To obtain vectors spanning LT , it is sufficient to insert basis covectors
as the first k − 1 arguments into T (leaving the last one free). We have
T (eb1 , . . . , ebk−1, p) = T a1...ak(ea1 ⊗ . . .⊗ eak)(e
b1 , . . . , ebk−1 , p) =
T a1...akea1(e
b1) . . . eak−1(e
bk−1) eak(p)(−1)
b˜1(a˜2+...+a˜k)+...+b˜k−1a˜k =
T b1...bk−1akeak(p) (−1)
ε(b1,...,bk−1)(−1)(b˜1+...+b˜k−1)a˜k ,
where ε(b1, . . . , bk−1) = b˜1(b˜2 + . . . + b˜k−1) + b˜2(b˜3 + . . . + b˜k−1) + . . . + b˜k−2b˜k−1 is some
common sign which makes no difference for the span (so can be dropped). The second sign
participates in the summation, hence cannot be dropped. 
Example 11. We shall find the space LT in the concrete case of a 2-vector in a 4|1-space.
(The dimensions 2 and 4 give the simplest case in the classical situation where the Plu¨cker
relations arise; in this example and later, we will be probing the closest to it supercase.)
A general even 2-vector T has the form
T = 2T 12e1 ∧ e2 + 2T
13e1 ∧ e3 + 2T
14e1 ∧ e4 + 2T
23e2 ∧ e3 + 2T
24e2 ∧ e4 + 2T
34e3 ∧ e4
+ 2θ1e1 ∧ ε+ 2θ
2e2 ∧ ε+ 2θ
3e3 ∧ ε+ 2θ
4e4 ∧ ε+ s ε ∧ ε . (32)
Here the components T ab, a, b = 1, . . . , 4, and s are even and the components θa, a =
1, . . . , 4, are odd. We use θa for T a1ˆ and s for T 1ˆ1ˆ. Expansion (32) corresponds to the
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formula T = T abea∧eb where the summation is extended to all values a, b ∈ {1, . . . , 4, 1ˆ} and
T ab = −(−1)a˜b˜T ba. To treat T as a function on covectors, replace 2ea∧eb = ea⊗eb−eb⊗ea
and 2ea ∧ ε = ea ⊗ ε− ε⊗ ea, a = 1, . . . 4, and ε ∧ ε = ε⊗ ε. Inserting a covector p = e
apa
(here summation is over all values of a) as the first argument gives after rearrangement
T (p,−) = p1
(
T 12e2 + T
13e3 + T
14e4 + θ
1ε
)
+ p2
(
T 21e1 + T
23e3 + T
24e4 + θ
2ε
)
+
p3
(
T 31e1 + T
32e2 + T
34e4 + θ
3ε
)
+ p4
(
T 41e1 + T
42e2 + T
43e3 + θ
4ε
)
+
p1ˆ(−1)
p˜
(
θ1e1 + θ
2e2 + θ
3e3 + θ
4e4 + sε
)
. (33)
Therefore the subspace LT ⊂ V is spanned by the vectors
f 1 := T 12e2 + T
13e3 + T
14e4 + θ
1ε , (34)
f 2 := T 21e1 + T
23e3 + T
24e4 + θ
2ε , (35)
f 3 := T 31e1 + T
32e2 + T
34e4 + θ
3ε , (36)
f 4 := T 41e1 + T
42e2 + T
43e3 + θ
4ε , (37)
f 1ˆ := θ1e1 + θ
2e2 + θ
3e3 + θ
4e4 + sε , (38)
where f 1, f 2, f 3, f 4 are even and f 1ˆ is odd. Note that fa = T abeb for a = 1, . . . , 4 and
f 1ˆ = T b1ˆeb = −T
1ˆb(−1)b˜, so up to a sign we have obtained exactly the vectors given by
formula (31) in Lemma 1. For a “generic” T , we will have LT = V .
In analogy with the classical case, we call an even multivector T ∈ Λk(V ) simple if
T = u1 ∧ . . . ∧ uk for some independent even vectors u1, . . . ,uk.
Lemma 2. For a simple multivector T = u1 ∧ . . . ∧ uk,
LT = span(u1, . . . ,uk) .
Proof. Clearly, filling all arguments but one in T = u1∧ . . .∧uk gives a linear combination
of ui, so LT ⊂ span(u1, . . . ,uk). For the converse, complement the vectors u1, . . . ,uk to a
basis in V and fill the slots of T with k− 1 of the first k covectors of the dual basis, which
would give ±ui, i = 1, . . . , k. Hence all ui are in LT . 
Example 12. In the setup of Example 11, if T = u ∧w, then (since both u and w are
even), u ∧w = 1
2
(u⊗w −w ⊗ u) exactly as in the classical case, so for an arbitrary p,
T (p,−) =
1
2
(〈u, p〉w − 〈w, p〉u) .
Specifically for the vectors fa that, as we have obtained, span the subspace LT , we can
see that they reduce to linear combinations of u and w, explicitly: fa = 1
2
(−1)a˜ | u
a wa
u w
| ,
a ∈ {1, . . . , 4, 1ˆ}.
Theorem 1 (“abstract form of super Plu¨cker relations”). An even multivector T ∈ Λk(V )
is simple if and only if it is non-degenerate and
w ∧ T = 0 (39)
for every w ∈ LT .
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Proof. If T = u1 ∧ . . . ∧ uk for even vectors u1, . . . ,uk, then (since every vector w ∈ LT
is a linear combination of ui) w ∧ T =
∑
ciui ∧ u∧ . . . ∧ uk = 0. Here ui ∧ ui = 0 as
the vectors are even. For the converse, we use the non-degeneracy to observe that there
are at least k independent even vectors in LT . Denote them u1, . . . ,uk. They can be
complemented to a basis in V and we can write T = u1 ∧ S + R where both S and R do
not contain u1. The condition u1 ∧ T = 0 gives R = 0. Hence T is divisible by u1, and
the process can be repeated. Eventually T is divisible by u1 ∧ . . . ∧ uk, and we conclude
that T = cu1 ∧ . . . ∧ uk for a constant c. 
To get a concrete form of the relations for the components T a1...ak , we use Lemma 1 and
calculate the wedge product in the equation
T a1,...ak−1beb(−1)
b˜(a˜1+...+a˜k−1) ∧ T c1...ckec1 ∧ . . . ∧ eck = 0 . (40)
We arrive at the following statement.
Theorem 2 (“super Plu¨cker relations for k-planes in an n|m-dimensional space”). An even
multivector T ∈ Λk(V ) in an n|m-dimensional superspace V is simple and thus defines a
k-plane L ⊂ V if and only if it is non-degenerate and its components (26) satisfy the
relations
T a1...ak−1bT c1...ck (−1)b˜(a˜1+...+a˜k−1+c˜1+...+c˜k)
=
k∑
j=1
T a1...ak−1cjT c1...cj−1bcj+1...ck (−1)b˜(c˜1+...+c˜j−1)+c˜j(a˜1+...+a˜k−1+c˜j+1+...+c˜k) (41)
for all combinations of indices a1, . . . , ak−1, b, c1, . . . , ck. (In the jth term of the sum,
the indices b and cj are swapped.)
Proof. Though it is a relatively straightforward calculation, the exact answer and partic-
ularly the signs are very important, so we present the calculation in full. We start from
equation (40) and move T c1...ck to the left (note it has parity c˜1 + . . .+ c˜k), obtaining
T a1,...ak−1bT c1...ck (−1)b˜(a˜1+...+a˜k−1)(−1)b˜(c˜1+...+c˜k) eb ∧ ec1 ∧ . . . ∧ eck = 0 .
This is an equality satisfied by a (k+1)-vector and holding for all combinations of the free
indices a1, . . . ak−1. To be able to get rid of the basis wedge products eb ∧ ec1 ∧ . . . ∧ eck in
the expansion, we need to have coefficients that are antisymmetric— in the super sense—
with respect to the indices b, c1, . . . , ck. Since there is already antisymmetry in the indices
c1, . . . , ck, the required alternation amounts to swapping the index b with each of the indices
c1, . . . , ck. We can proceed as follows. Rewrite eb ∧ ec1 ∧ . . . ∧ eck identically as the sum
1
k + 1
(
eb ∧ ec1 ∧ . . . ∧ eck − (−1)
b˜c˜1ec1 ∧ eb ∧ . . . ∧ eck + . . .+
(−1)j(−1)b˜(c˜1+...+c˜j)ec1 ∧ . . . ∧ ecj−1 ∧ eb ∧ ecj+1 ∧ . . . ∧ eck + . . .+
(−1)k(−1)b˜(c˜1+...+c˜k)ec1 ∧ . . . ∧ eck ∧ eb
)
.
Denote for brevity T a1,...ak−1b(−1)b˜(a˜1+...+a˜k−1) by Rb. The left-hand side of the above equa-
tion becomes the sum of k + 1 terms with the common term of the form
RbT c1...ck (−1)j(−1)b˜(c˜j+1+...+c˜k) ec1 ∧ . . . ∧ ecj−1 ∧ eb ∧ ecj+1 ∧ . . . ∧ eck .
SUPER PLU¨CKER EMBEDDING 23
Rename c1 to b, c2 to c1, . . . , cj to cj−1, and b to cj , leaving the indices cj+1, . . . , ck
unchanged. This gives the common term as
RcjT bc1...cj−1cj+1...ck (−1)j(−1)c˜j(c˜j+1+...+c˜k)eb ∧ ec1 ∧ . . . ∧ eck
where the coefficients have acquired the alternating form. Hence our equation is equivalent
to
RbT c1...ck (−1)b˜(c˜1+...+c˜k) +
k∑
j=1
RcjT bc1...cj−1cj+1...ck (−1)j(−1)c˜j(c˜j+1+...+c˜k) = 0 .
Finally, we can move the index b in T bc1...cj−1cj+1...ck to the jth place. This gives the sign
(−1)j−1(−1)b˜(c˜1+...+c˜j−1) and we obtain
RbT c1...ck (−1)b˜(c˜1+...+c˜k) −
k∑
j=1
RcjT c1...cj−1bcj+1...ck (−1)b˜(c˜1+...+c˜j−1)(−1)c˜j(c˜j+1+...+c˜k) = 0 ,
By substituting back Rb = T a1,...ak−1b(−1)b˜(a˜1+...+a˜k−1), we arrive at
T a1,...ak−1bT c1...ck (−1)b˜(a˜1+...+a˜k−1+c˜1+...+c˜k)
−
k∑
j=1
T a1,...ak−1cjT c1...cj−1bcj+1...ck (−1)c˜j(a˜1+...+a˜k−1)(−1)b˜(c˜1+...+c˜j−1)(−1)c˜j(c˜j+1+...+c˜k) = 0 ,
as claimed. 
3.4. Examples. Analysis of the super Plu¨cker relations. Theorem 2 completely
describes the image of the “super Plu¨cker map” (25). In order to obtain a full analogy
with the classical theory, we need in addition to show that the map given by (25) is
invertible (on its image). We shall do that later and now can just assume this is a fact.
(See Theorem 6 in the next section.) Then we can conclude that, exactly as classical,
the super Grassmann manifold Gk(V )— in the algebraic case— is embedded as a (super)
algebraic variety in the projective superspace P (Λk(V )) by the “super Plu¨cker map” (25)
and is defined there by the “super Plu¨cker relations” (41).
Note that Theorem 2 also includes non-degeneracy as a condition additional to the
algebraic relations. We will show that this extra condition can be dropped (at least for
k = 2, see Theorem 3 below; but we believe it is true in general).
Recall first that for dimV = n|m,
dimΛk(V ) =
k∑
i=0
(
n
k − i
)(
m+ i− 1
i
)
Πi
=
∑
0≤i≤k , i even
(
n
k − i
)(
m+ i− 1
i
) ∣∣∣ ∑
0≤i≤k , i odd
(
n
k − i
)(
m+ i− 1
i
)
and dimP (Λk(V )) = dimΛk(V )− 1, while
dimGk(V ) = k(n− k)|km .
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The simplest situation when relations should occur is (as in the classical setup) when k = 2.
Till the end of the subsection we will be concerned with this case. We have for it
dimP (Λ2(V )) =
n(n− 1)
2
+
m(m+ 1)
2
− 1
∣∣∣ nm
and
dimG2(V ) = 2(n− 2) | 2m.
Therefore (if m > 0) relations occur already for n = 2, i.e. for 2-planes in the 2|m-space!
Let us put down some values of δ := dimP (Λ2(V ))− dimG2(V ). We have
δ =
n(n− 1)
2
− 1− 2(n− 2) +
m(m+ 1)
2
∣∣∣ (n− 2)m, (42)
so
n = 2 : δ =
m(m+ 1)
2
∣∣∣ 0
n = 3 : δ =
m(m+ 1)
2
∣∣∣ m
n = 4 : δ = 1 +
m(m+ 1)
2
∣∣∣ 2m
n = 5 : δ = 3 +
m(m+ 1)
2
∣∣∣ 3m
The “regular case” starts from n = 4, while n = 2 and n = 3 are the two special cases.
Note that δ gives the number of independent relations, while the actual number of the
(super) Plu¨cker relations can be greater because they are not in general independent.
Consider examples of super Plu¨cker relations.
Example 13. Let k = 2. For an even bivector T = T abea ∧ eb, the “super Plu¨cker”
relations will be
T abT cd(−1)b˜(a˜+c˜+d˜) = T acT bd(−1)c˜(a˜+d˜) + T adT cb(−1)b˜c˜+a˜d˜ . (43)
Note that here T˜ ab = a˜ + b˜ and T ab = −(−1)a˜b˜T ba.
It is easy to see that a permutation of indices a, b, c, d will not change the relation (43)
for given a, b, c, d. Indeed, this follows from the construction of relations in the previous
subsection, but also can be checked directly. In order to analyze (43) for all possible
combinations of indices, it is convenient to express T in a more detailed way as
T = T abea ∧ eb
= 2
∑
a<b ,
a,b=1,...,n
T = T abea∧eb+2
∑
a=1,...,n ,
µ=1,...,m
θaµea∧εµ+
∑
λ=1,...,m
Sλλελ∧ελ+2
∑
λ<µ ,
λ,µ=1,...,m
Sλµελ∧εµ .
(44)
In the first line of (44), the summation is over all combinations of indices a, b that run over
{1, . . . , n} ⊔ {1ˆ, . . . , mˆ}. In the second line, we separate even and odd indices so that in
the first term the values of a, b are restricted to {1, . . . , n} and we use λ, µ ∈ {1, . . . , m}.
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Here εµ := eµˆ, θ
aµ := T aµˆ and Sλµ := T λˆµˆ. The components T ab, a, b = 1, . . . , n, and Sλµ
are even. The components θaµ are odd. Compare (32) in Example 11.
Example 14 (continued). Let us analyze the relations obtained in Example 13. Consider
the cases when all indices a, b, c, d are even; when only one index is odd, d = µˆ; when two
indices are odd, c = λˆ and d = µˆ; when three indices are odd, b = ν, c = λˆ and d = µˆ; and
when all four indices are odd, a = κˆ, b = ν, c = λˆ and d = µˆ. Altogether the full set of the
super Plu¨cker relations for the variables T ab, Sλµ (even) and θaλ (odd) reads:
T abT cd = T acT bd + T adT cb (45)
(which is the ordinary Plu¨cker relation for the even variables T ab) and
T abθcµ = T acθbµ + T cbθaµ , (46)
T abSλµ = −θaλθbµ − θaµθbλ , (47)
θaνSλµ = −θaλSµν − θaµSλν , (48)
SκνSλµ = −SκλSµν − SκµSλν . (49)
Here a, b, c, d = 1, . . . , n and κ, λ, µ, ν = 1, . . . , m. Relations (45), (47) and (49) are even,
while relations (46), (48) are odd.
A further specialization of Examples 13 and 14 is the simplest super case m = 1.
Example 15 (continued). For m = 1, set θa := θa1 and s := S11. Relations (46), (47)
and (49) become
T abθc = T acθb + T cbθa , (50)
T abs = −2θaθb , (51)
θas = 0 , (52)
s2 = 0 . (53)
The nilpotence relation s2 = 0 is very important. Recall that we assume that at least
one even component of the bivector T is invertible. Since s cannot be invertible by (53),
we obtain that one of T ab, a, b = 1, . . . , n, must be invertible, i.e. in other words, the
non-degeneracy of T . Furthermore, we can analyze the relations by considering them in a
domain in which a particular variable T ab is invertible (since such domains cover the image
of the super Grassmannian in P (Λ2(V ))). We can express
θc =
1
T ab
(T acθb + T cbθa) (54)
and
s = −
2
T ab
θaθb . (55)
Note that (54) holds for all c including a and b; however, for c = a or c = b, the relation (54)
becomes θa = θa or θb = θb, respectively. Relations (55) and (54) (for c 6= a, b) are
independent. Since there are exactly 1|n − 2 of them, we may think that they give extra
independent relations in addition to independent relations on T ab so to obtain the number
in (42) for m = 1.
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We can show that formulas (54) and (55), with a, b fixed, taken together with (45) imply
the full set of relations (50), (51), (52) and (53). Indeed, consider (50) where instead of
a, b we have some p, q :
T pqθc = T pcθq + T cqθp .
By substituting θc, θp, θq from (54) and getting rid of the denominator, we obtain for the
left-hand side T pq(T acθb+T cbθa) and for the right-hand side, T pq(T acθb+T qbθa)+T cq(T apθb+
T pbθa). Comparing the coefficients at θa and θb gives us the classical Plu¨cker relations, viz.
T pqT ac = T pcT aq + T cqT ap and T pqT cb = T pcT qb + T cqT pb . Hence (50) holds for arbitrary
combinations of indices. Next we need to establish
T pqs = −2θpθq
for arbitrary p and q. By substituting s from (55) and θp, θq from (54) and getting rid of
the denominator (T ab)2 and the common factor −2, we arrive at a relation T pqT abθaθb =
(T apθb + T pbθa)(T aqθb + T qbθa), equivalent to T pqT ab = −T apT qb + T pbT aq, which is again
the classical Plu¨cker relation. Hence we get (51) (for arbitrary indices). Further, we need
the relation
θcs = 0
for arbitrary c. This follows from (55) and (54) directly (by vanishing of the product of
θaθb with a linear combination of θa and θb). Finally, the formula (55) for s implies s2 = 0.
Analysis performed in Example 15 for k = 2 and n|m = n|1 tells that in this case, the
condition of non-degeneracy in Theorem 2 can be dropped, because it follows from the
algebraic relations themselves; and also that the full set of super Plu¨cker relations (45),
(50), (51), (52) and (53) can be effectively reduced to two relations (45), (50) that involve
only part of the variables.
We will show that this holds for general n|m when k = 2. (In the next Section 4, we will
show by a different method how this subset of “essential” Plu¨cker variables and the corre-
sponding “reduced” set of super Plu¨cker relations arise for arbitrary k. See Theorem 7.)
Theorem 3 (“reduced super Plu¨cker relations for k = 2 in n|m-space). The super Plu¨cker
relations for the components T ab, θaλ and Sλµ of an even bivector T , where it is assumed
that at least one even component is invertible, imply that all the variables Sλµ are nilpotent
and hence that at least one of the variables T ab is invertible (i.e. that the bivector T is
non-degenerate). The algebra generated by T ab, θaλ and Sλµ is isomorphic to the algebra
generated by T ab, θaλ alone subject to the relations
T abT cd = T acT bd + T adT cb , (56)
T abθcµ = T acθbµ + T cbθaµ (57)
(which we shall refer to as the ‘reduced super Plu¨cker relations’).
Proof. Consider T ab, θaλ and Sλµ satisfying the relations (45), (46), (47), (48) and (49). We
first show that they imply the nilpotence of Sλµ for each λ, µ. Indeed, consider equation (49)
with κλ = µν, which gives
SµνSνµ = −SµνSµν − SµµSνν
or (since Sµν = Sνµ)
2(Sµν)2 = −SµµSνν .
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In particular, if µ = ν, we get (Sµµ)2 = 0. Hence (Sλµ)2 = 0 for all λ, µ. So the variables
Sλµ cannot be invertible; one of the variables T ab must be invertible. Fix a, b. In the
domain where T ab is invertible, we can express
θcµ =
1
T ab
(T acθbµ + T cbθaµ) and Sλµ = −
1
T ab
(θaλθbµ + θaµθbλ)
(automatically there will be Sλµ = Sµλ). This holds for all λ, µ, c. We shall show now
that if θcµ and Sλµ are given by these formulas for all λ, µ = 1, . . . , m (without placing
any restrictions on the variables θaµ and θbµ and assuming that T pq for all p, q = 1, . . . , n
satisfy the classical Plu¨cker relations), then the full set of super Plu¨cker relations is satisfied.
Consider the relation
T pqθcµ = T pcθqµ + T cqθpµ ,
for arbitrary p, q, c and µ, which we need to establish. Substitute θcµ, θqµ, θpµ from the
formulas above. After the multiplication by the denominator T ab, this gives the relation
T pq(T acθbµ + T cbθaµ) = T pc(T aqθbµ + T qbθaµ) + T cq(T apθbµ + T pbθaµ) ,
which is identically satisfied by the virtue of the classical Plu¨cker relations for T pq. Consider
now another relation to be established:
T pqSλµ = −θpλθqµ − θpµθqλ .
Again substitute the expressions for Sλµ, θpλ, etc. from the above. This will give after the
multiplication by −(T ab)2 the relation
T pqT ab(θaλθbµ + θaµθbλ) = (T apθbλ + T pbθaλ)(T aqθbµ + T qbθaµ)
+ (T apθbµ + T pbθaµ)(T aqθbλ + T qbθaλ) ,
where in the right-hand side after opening the brackets the terms with θaλθaµ and θbλθbµ
will cancel and the remaining terms assemble into (T paT qb+T pbT aq)(θaλθbµ+θaµθbλ), which
equals the left-hand side by by the virtue of the classical Plu¨cker relation. The next relation
that we need to establish is
θcνSλµ = −θcλSµν − θcµSλν .
After the substitution and getting rid of the denominator, we obtain (T acθbν+T cbθaν)(θaλθbµ+
θaµθbλ) for the left-hand side and −(T acθbλ + T cbθaλ)(θaµθbµ + θaνθbµ) for the right-hand
side. By multiplying through and simplification, the right-hand side will give
− T ac
(
θbλ(θaµθbν + θaνθbµ) + θbµ(θaλθbν + θaνθbλ)
)
−
T cb
(
θaλ(θaµθbν + θaνθbµ) + θaµ(θaλθbν + θaνθbλ)
)
=
− T acθbν(θbλθaµ+ θbµθaλ) + T cbθaν(θaλθbµ+ θaµθbλ) = (T acθbν + T cbθaν)(θaλθbµ+ θaµθbλ) ,
which is exactly the left-hand side (underlined are the terms that cancel). Hence this
identity is proved. And finally we need to check the relation (49), which can be written as
SκνSλµ + SκλSµν + SκµSλν = 0 ,
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where everything is put to one side. After substitution and multiplying by the denominator,
we have
(θaκθbλ + θaλθbκ)(θaµθbν + θaνθbµ) + (θaκθbµ + θaµθbκ)(θaλθbν + θaνθbλ)+
(θaκθbν + θaνθbκ)(θaλθbµ + θaµθbλ) ,
and after opening the brackets all the terms in the long sum will cancel. Thus the theorem
is fully proved. 
The statement of Theorem 3 can be given a geometric interpretation as follows. The
homogeneous coordinate ring of the super Grassmannian G2(V ) with dimV = n|m is
generated by even variables T ab = −T ba and odd variables θaµ, a, b = 1, . . . , n, µ =
1, . . . , m, satisfying the relations (56) and (57). Equation (56) being the classical Plu¨cker
relation describes the underlying ordinary Grassmannian (G2(V ))0 = G2(V0), dimV0 = n.
What is the meaning of the odd equation (57)?
Theorem 4. Equation (57) for each µ = 1, . . . , m, specifies the parity-reversed tautolog-
ical subspace in V0 for each point of the Grassmannian G2(V0). Thus the relations (56)
and (57) together describe the super Grassmannian G2(V ) as the (super) vector bundle
Π(E ⊕ . . .⊕E︸ ︷︷ ︸
m times
) over the ordinary Grassmannian G2(V0), where E → G2(V0) is the tauto-
logical bundle.
Proof. Indeed, suppose T0 = T
abea∧eb ∈ Λ
2(V0) (where a, b = 1, . . . , n) satisfies (56). Then
T ab = 1
2
∣∣∣∣ua1 ub1ua2 ub2
∣∣∣∣ for some vectors u1,u2 that span a plane L ⊂ V and the relation (57)
becomes ∣∣∣∣∣∣
θaµ θbµ θcµ
ua1 u
b
1 u
c
1
ua2 u
b
2 u
c
2
∣∣∣∣∣∣ = 0 ,
which exactly the condition for an “odd vector” with the coordinates θaµ (for a fixed µ) in
V0 to belong to the subspace spanned by u1,u2 . 
For further illustration, we consider two exceptional “low-dimensional” examples peculiar
for the super case.
Example 16 (k = 2 in 2|m-space). We have for a bivector T ,
T = 2T 12e1 ∧ e2 + 2θ
1µe1 ∧ εµ +
∑
µ
Sµµεµ ∧ εµ + 2
∑
λ<µ
Sλµελ ∧ εµ , (58)
where T 12 is invertible. The non-empty super Plu¨cker relations are
T 12Sλµ = −θ1λθ2µ − θ1µθ2λ , (59)
θaνSλµ = −θaλSµν − θaµSλν , (60)
SκνSλµ = −SκλSµν − SκµSλν . (61)
There are no reduced relations. We can normalize T 12 = 1. Then θ1µ and θ2µ remain as
the only independent variables. The variables Sλµ for all λ, µ = 1, . . . , m are expressed
from (59) as Sλµ = −θ1λθ2µ − θ1µθ2λ and relations (60), (61) are automatically satisfied.
This corresponds to G2(R
2|m) ∼= R0|2m.
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Example 17 (k = 2 in 3|m-space). We have
T = 2
(
T 12e1 ∧ e2 + T
13e1 ∧ e3 + T
23e2 ∧ e3
)
+ 2
(
θ1µe1 ∧ εµ + θ
2µe2 ∧ εµ + θ
3µe3 ∧ εµ
)
+
∑
µ
Sµµεµ ∧ εµ + 2
∑
λ<µ
Sλµελ ∧ εµ . (62)
There are no relations for T 12, T 13, T 23. The variables θaµ satisfy the linear relation (same
for each µ)
T 12θ3µ = T 13θ2µ − T 23θ1µ , (63)
so in the domain where e.g. T 12 is invertible, the variables θ1µ, θ2µ can be taken as indepen-
dent. The variables Sλµ can be expressed as above via θ1µ, θ2µ and all relations for them
will be identically satisfied. The underlying space of the super Grassmannian G2|0(R
3|m) is
the projective space RP 3 and our analysis of the super Plu¨cker relations gives the descrip-
tion G2|0(R
3|m) ∼= ΠE⊥1 ⊕ . . .ΠE
⊥
1︸ ︷︷ ︸
m times
, where E⊥1 → RP
3 is the annihilator bundle (of rank 2)
for the tautological line bundle on the projective space.
The simplest example with a non-trivial even part of the reduced super Plu¨cker relations
is k = 2 and n|m = 4|1 (the setup of Example 11).
Example 18 (continued from Example 11 and Example 15). We have
T = 2
∑
a<b
T abea ∧ eb + 2θ
aea ∧ ε+ s ε ∧ ε . (64)
Here a, b = 1, . . . , 4. The components T ab satisfy the only non-trivial relation
T 13T 24 = T 12T 34 + T 14T 23 , (65)
which is the classical Plu¨cker relation for G2(R
4) and θa satisfy the linear relations
T abθc = T acθb + T cbθa , (66)
for all a, b, c (there will be four different relations here). Besides that, there is the relation
T abs = −2θaθb (67)
from where s can be expressed in each open domain where T ab is invertible, and further
relations for θa and s
θa s = 0 and s2 = 0 , (68)
which will be then identically satisfied. The reduced super Plu¨cker relations (65),(66)
correspond to the description G2|0(R
4|1) ∼= ΠE, where E → G2(R
4) is the tautological
bundle.
This example of 2-planes in the 4|1-space was the only example of super Plu¨cker em-
bedding previously considered in the literature and the super Plu¨cker relations for it were
obtained by Cervantes–Fioresi–Lledo´ [8]. (The super Grassmannian G2|0(4|1) can be inter-
preted as a “compactified super Minkowski” space following twistor approach [23].)
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4. Super Plu¨cker embedding. General case: r|s-planes in n|m-space
4.1. Reformulation as a matrix problem. We return to the case of an r|s-plane L in
the n|m-dimensional superspace V . Such a plane in spanned by a basis consisting of r even
and s odd vectors,
L = span(u1, . . . ,ur |u1ˆ, . . . ,usˆ) . (69)
As we already discussed, the naive idea of taking the wedge product of all basis vectors
regardless of their parities (which would be an element of Λr+s(V )) will not lead to a
quantity invariantly associated with the plane. Instead we should use the “non-linear wedge
product” introduced in Example 5 in subsection 2.6, [u1, . . . ,ur |u1ˆ, . . . ,usˆ] ∈ Λ
r|s(V ). By
definition, it is a function of r even and s odd covectors given by
[u1, . . . ,ur |u1ˆ, . . . ,usˆ](p
1, . . . , pr | p1ˆ, . . . , psˆ) = Ber
(
〈ui, p
j〉
)
. (70)
Here i, j ∈ {1, . . . , r}∪{1ˆ, . . . , sˆ} and i is the first index (row number) while j is the second
index (column number).
Example 19. If s = 0, then all vectors ui are even and
[u1, . . . ,ur](p
1, . . . , pr) = det
(
〈ui, p
j〉
)
,
where i, j = 1, . . . , r. Hence in this case
[u1, . . . ,ur] = r!u1 ∧ . . . ∧ ur
(see Example 1 in subsection 2.5).
So we have agreement with constructions in the previous section. If the basis vectors ui
are replaced by other basis vectors ui′ = gi′
i
ui, where g = (gi′
i) ∈ GL(r|s), then
[u1′ , . . . ,ur′ |u1ˆ′, . . . ,usˆ′] = Ber g · [u1, . . . ,ur |u1ˆ, . . . ,usˆ] . (71)
Hence the assignment L 7→ [u1, . . . ,ur |u1ˆ, . . . ,usˆ] can be seen as an invertible Λ
r|s(V )-
valued section of the line bundle (BerE)∗ → Gr|s(V ), where E → Gr|s(V ) is the tautological
bundle (the “tautological section”). Passing to the projectivization gives a well-defined map
pl§Ę : Gr|s(V )→ P (Λ
r|s(V )) , L 7→ pl§Ę(L) := cl[u1, . . . ,ur |u1ˆ, . . . ,usˆ] (72)
(here cl stands for equivalence class). This is our preliminary definition of the super
Plu¨cker map for the general case of r|s-planes. We will shortly see that it is not entirely
satisfactory and we will how it needs to be amended.
Fix a basis in the superspace V . Then vectors in V are described by their coordinates,
which we will write as rows (i.e. left coordinates). A basis ui spanning a plane L will be
represented by an r|s × n|m matrix U , which we consider as the matrix of homogeneous
coordinates of a point L of the super Grassmannian Gr|s(V ) (see subsection 3.1). Homo-
geneity means with respect to the action of the supergroup GL(r|s), i.e. U ∼ gU for all
g ∈ GL(r|s). Similarly, covectors p ∈ V ∗ can be represented by their right coordinates
written as columns, so that the pairing between V and V ∗ takes the form 〈u, p〉 = uapa
(summation over all indices a ∈ {1, . . . , n} ∪ {1ˆ, . . . , mˆ}). Respectively, an array of r|s
covectors will be represented by an n|m× r|s matrix.
Our problem can reformulated in terms of matrices as follows.
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Given an even r|s× n|m matrix U of rank r|s, we define the Plu¨cker transform of U as
a function pl§Ę(U) on even n|m× r|s matrices P of rank r|s,
pl§Ę(U)(P ) := Ber(UP ) . (73)
(We use the same notation as in (72), though in (72) we consider equivalence classes.) Now
the problem is:
(1) to find the matrix U from a given function pl§Ę(U), and
(2) to describe the image of pl§Ę among functions of matrices.
Note that pl§Ę(U)(P ) is a rational function of the matrix P with the domain of definition
depending on U . Whether one should regard the map U 7→ pl§Ę(U) itself as “rational”,
is a subtle point. On one hand, it is given by rational functions of the matrix entries of
U . On the other hand, the function pl§Ę(U)(P ) = Ber(UP ) as a rational function of a
matrix P is defined for all matrices U of rank r|s; there is no situation of division by zero
(identically) for some matrix U . The expression pl§Ę(U)(P ) has poles as a function of P
and these poles vary with U . From this viewpoint, we perhaps can think of U 7→ pl§Ę(U)
as a regular map (from matrices to functions).
From (71), which in the matrix form becomes
pl§Ę(gU) = Ber g · pl§Ę(U) , (74)
for g ∈ GL(r|s), it follows that the matrix U is defined by the function pl§Ę(U) non-
uniquely. To take care of this non-uniqueness, one can impose an extra “gauge condition”.
Basically, this is a different language for replacing U by a matrix of inhomogeneous co-
ordinates in a particular affine chart on the super Grassmannian. Such charts (see sub-
section 3.1) are numbered by choices of r|s columns in U , i.e. r even and s odd columns
giving an invertible square submatrix. One can divide by it from the left and obtain a ma-
trix where the corresponding submatrix is replaced by the r|s× r|s identity matrix. Then
we can explore if the Plu¨cker transform is invertible when restricted on such gauge-fixed
matrices. Before developing general theory, let us look at an example.
4.2. Example: 1|1-planes in 2|2-space. Let U be a 1|1 × 2|2 matrix of a gauge-fixed
form
U =
(
x 1 ξ 0
η 0 y 1
)
. (75)
Consider its Plu¨cker transform pl§Ę(U). For a matrix P ,
P =

p11 p
1ˆ
1
p12 p
1ˆ
2
p1
1ˆ
p1ˆ
1ˆ
p1
2ˆ
p1ˆ
2ˆ
 =

p1 π1
p2 π2
p1ˆ π1ˆ
p2ˆ π2ˆ
 , (76)
we have explicitly
pl§Ę(U)(P ) = Ber(UP ) = Ber
(
xp1 + p2 + ξp1ˆ xπ1 + π2 + ξπ1ˆ
ηp1 + yp1ˆ + p2ˆ ηπ1 + yπ1ˆ + π2ˆ
)
=
xp1 + p2 + ξp1ˆ − (ηp1 + yp1ˆ + p2ˆ)(ηπ1 + yπ1ˆ + π2ˆ)
−1(xπ1 + π2 + ξπ1ˆ)
ηπ1 + yπ1ˆ + π2ˆ
. (77)
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Two facts can be observed. For an even P , the entries π1, π2, p1ˆ and p2ˆ are odd, so the
entries ξ and η of U always appear in pl§Ę(U)(P ) accompanied by a nilpotent (odd) factor.
This is no wonder, since Ber(UP ) is even, so the coefficient at ξ or η in the expansion
must be odd. Secondly, the entry y of the matrix U appears only in the denominator in
pl§Ę(U)(P ), hence solving for it requires taking the inverse.
The first observation, at the first glance, makes it impossible to solve for ξ and η.
However, the way out is given by the property of pl§Ę(U) following from the properties
of Berezinian. Namely, as Berezinian is a multilinear function with respect to even rows
or even columns, the function pl§Ę(U)(P ) is also multilinear in the r even columns of the
matrix P . So in our particular case, pl§Ę(U)(P ) can be defined for a column of arbitrary
parity put in the first (even) position (and keeping an odd independent column in the odd
position).
Let e1, e2, e1ˆ and e2ˆ be the covectors of the standard basis:
e1 =

1
0
0
0
 , e2 =

0
1
0
0
 , e1ˆ =

0
0
1
0
 , e2ˆ =

0
0
0
1
 .
Then, writing the argument of pl§Ę(U) as an array of covectors, we have:
pl§Ę(U)(e1|e1ˆ) = Ber
(
x ξ
η y
)
=
x− ξy−1η
y
,
pl§Ę(U)(e1|e2ˆ) = Ber
(
x 0
η 1
)
= x ,
pl§Ę(U)(e2|e1ˆ) = Ber
(
1 ξ
0 y
)
=
1
y
,
pl§Ę(U)(e2|e2ˆ) = Ber
(
1 0
0 1
)
= 1 ,
and with a “ghost” (wrong parity) column as the first argument,
pl§Ę(U)(e1ˆ|e1ˆ) = Ber
(
ξ ξ
y y
)
= 0 ,
pl§Ę(U)(e1ˆ|e2ˆ) = Ber
(
ξ 0
y 1
)
= ξ ,
pl§Ę(U)(e2ˆ|e1ˆ) = Ber
(
0 ξ
1 y
)
= −
ξ
y2
,
pl§Ę(U)(e2ˆ|e2ˆ) = Ber
(
0 0
1 1
)
= 0 .
Hence, in particular, we recover x and ξ as
x = pl§Ę(U)(e1|e2ˆ) , (78)
ξ = pl§Ę(U)(e1ˆ|e2ˆ) . (79)
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To obtain similarly y and η, we shall use the inverse Berezinian function Ber∗ g introduced
in Sec. 2.2. We define the Π-dual Plu¨cker transform pl§Ę ∗(U) of a matrix U as the function
pl§Ę∗(U)(P ) := Ber∗(UP ) . (80)
It is now linear in the column p1ˆ, so a “ghost”, i.e. wrong parity, value can be substituted.
Then similarly to the above, we have
pl§Ę∗(U)(e1|e1ˆ) = Ber∗
(
x ξ
η y
)
=
y − ηx−1ξ
x
,
pl§Ę∗(U)(e1|e2ˆ) = Ber∗
(
x 0
η 1
)
=
1
x
,
pl§Ę∗(U)(e2|e1ˆ) = Ber∗
(
1 ξ
0 y
)
= y ,
pl§Ę∗(U)(e2|e2ˆ) = Ber∗
(
1 0
0 1
)
= 1 ,
and also with an even covector in the odd position:
pl§Ę∗(U)(e1|e1) = Ber∗
(
x x
η η
)
= 0 ,
pl§Ę∗(U)(e1|e2) = Ber∗
(
x 1
η 0
)
= −
η
x2
,
pl§Ę∗(U)(e2|e1) = Ber∗
(
1 x
0 η
)
= η ,
pl§Ę∗(U)(e2|e2) = Ber∗
(
1 1
0 0
)
= 0 .
Hence, in particular,
y = pl§Ę∗(U)(e2|e1ˆ) , (81)
η = pl§Ę∗(U)(e2|e1) . (82)
This example demonstrates the following: (1) it is indeed possible to reconstruct the
matrix U provided we use both functions pl§Ę(U) and pl§Ę∗(U); (2) reconstruction formulas
require extending each of the functions pl§Ę(U) and pl§Ę∗(U) so to allow “ghost” covectors
as their arguments. We also see that there is redundancy in the data provided by the values
of pl§Ę(U) and pl§Ę∗(U). (This redundancy will be the source of “super Plu¨cker relations”
in this framework.)
4.3. General formulation. Proof of embedding. Return to the geometric language.
The above preliminary definition of the super Plu¨cker map for the super Grassmannian
Gr|s(V ) (given by formula (72)) will be now amended as follows.
Proposition 1. There is a natural identification
Gr|s(V ) = Gs|r(ΠV ) . (83)
Proof. To every r|s-plane L ⊂ V corresponds an s|r-plane ΠL ⊂ ΠV , and conversely. 
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In parallel with the map pl§Ę : L 7→ [u1, . . . ,ur |u1ˆ, . . . ,usˆ] ∈ Λ
r|s(V ), where we do
not pass to equivalence classes, we consider a map pl§Ę∗, where pl§Ę∗(L) is defined as
pl§Ę(ΠL) ∈ Λs|r(ΠV ) (also without passing to equivalence classes). We shall consider
pl§Ę(L) and pl§Ę∗(L) together. In the matrix language, for the matrix of homogeneous
coordinates U of a plane L, these are the functions pl§Ę(U) and pl§Ę∗(U) given by (73)
and (80). As we have explained, when considered on the original domain of even n|m× r|s
matrices P , the functions pl§Ę(U) and pl§Ę∗(U) are related simply by
pl§Ę∗(U) =
1
pl§Ę(U)
.
However, we need to consider each of the functions pl§Ę(U) and pl§Ę∗(U) extended by
multilinearity to a larger domain (with the possibility of “ghost” columns), different for
pl§Ę(U) and pl§Ę ∗(U). Hence we need both functions. Note that while pl§Ę(gU) =
Ber g · pl§Ę(U), we have
pl§Ę∗(gU) = (Ber g)−1 · pl§Ę∗(U) .
With this in mind, we define finally the super Plu¨cker map for the super Grassmannian
Gr|s(V ) as the map
Pl§Ę : Gr|s(V )→ P1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
, L 7→ cl(pl§Ę(L), pl§Ę∗(L)) (84)
(with capital P). Here P1,−1 denotes the weighted projective (super)space with weights +1
and −1 respectively, for the corresponding direct summands. Namely, points of
P1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
are equivalence classes of pairs (F,G), where F ∈ Λr|s(V ) and G ∈ Λs|r(ΠV ), both no-zero,
and (F,G) ∼ (λF, λ−1G).
Remark 3. In the standard usage, weights for weighted projective spaces are in N. Because
of that, standard weighted projective spaces are spaces with singularities (if the weights
are unequal), not smooth manifolds. In our case, we are prompted to consider an analog
of weighted projective spaces with weights 1 or −1. One can check that in such a case,
one gets smooth (super)manifolds. The space P1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
is itself infinite-
dimensional, but below we shall construct its finite-dimensional version, which will also be
a weighted projective superspace with weights ±1.
Theorem 5. The super Plu¨cker map Pl§Ę gives an embedding of the super Grassmannian
Gr|s(V ) into P1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
.
Our initial version of the super Plu¨cker map, pl§Ę : Gr|s(V ) → P (Λ
r|s(V )), introduced
in subsection 4.1 is the composition, pl§Ę = π1 ◦ Pl§Ę, with the natural fibration
π1 : P1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
→ P (Λr|s(V )) . (85)
(The similar composition π2 ◦ Pl§Ę is the map pl§Ę
∗ : Gr|s(V ) → P (Λ
s|r(ΠV )).) While
insufficient in general, the map pl§Ę is sufficient in the “algebraic” case s = 0. The
following statement completes the analysis performed in Section 3.
Theorem 6. For s = 0, the super Plu¨cker map
pl§Ę : Gr(V )→ P (Λ
r(V ))
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is an embedding.
We shall give proofs of Theorem 5 and Theorem 6 along similar lines. We shall evaluate
the functions pl§Ę(U) and pl§Ę∗(U) at some combinations of basis covectors are show that
this is sufficient to reconstruct U up to equivalence, i.e. to reconstruct L ∈ Gr|s(V ). In
other words, we will construct the inverse to Pl§Ę (and to pl§Ę for s = 0) on the image.
(Later we shall come back to the second problem, of describing the image.) Recall the
construction of local coordinates (“inhomogeneous”) on the super Grassmannian given
in subsection 3.1. Let U as usual stand for the matrix of homogeneous coordinates on
Gr|s(V ). In the open domain where a square r|s × r|s submatrix U
a is invertible, the
inhomogeneous coordinates in the ath chart are given by the matrix entries of (Ua)−1U .
Here a is a multi-index, a = a1, . . . , ar|µˆ1, . . . , µˆr, giving the indices of r even and s odd
columns in U . In order to express the entries of (Ua)−1U , we need to recall “Cramer’s
rule in the supercase”. (It was discovered in [6] and obtained by a different approach
in [19]. See also [22].) First recall that in the ordinary case, for an even r × r invertible
matrix A and a column-vector b, the familiar Cramer rule can be interpreted as the formula
for the coordinates of the column-vector c = A−1b:
cj =
det(A1, . . . , Aj−1, b, Aj+1, . . . , Ar)
detA
,
i.e. at the top the column-vector b is inserted in the jth position in the matrix A replacing
its jth column Aj . Note that due to the multilinearity of determinant, this Cramer’s
formula holds true regardless of the nature of the coordinates of x. In particular, x can
be a purely odd (as well as purely even) vector. Secondly, in the supercase, for an even
invertible r|s× r|s matrix A and a column-vector b (of size r|s), the “super Cramer rule”
([6],[19]) gives the coordinates of c = A−1b as
cj =

Ber(A1, . . . , Aj−1, b, Aj+1, . . . , Ar|A1ˆ, . . . , Asˆ)
BerA
for j = 1 . . . , r ,
Ber∗(A1, . . . , Ar|A1ˆ, . . . , Ajˆ−1, b, Ajˆ+1, . . . , Asˆ)
Ber∗A
for j = 1ˆ . . . , sˆ .
Note that here the column-vector b is inserted into an even position, i.e. for j = 1 . . . , r, in
the Berezinian BerA, which is multilinear in the even columns, hence such a substitution
is valid regardless of the parities of the entries of b. Likewise, b is inserted into an odd
position, i.e. for j = 1ˆ . . . , sˆ, into the inverse Berezinian Ber∗A, which is multilinear in the
odd columns. Therefore this formula for A−1b applies for an even column-vector b returning
an even column-vector and for an odd column-vector b returning an odd column-vector.
With this in mind, we can give the following formulas for the inhomogeneous coordinates
on the super Grassmannian Gr|s(V ), dimV = n|m, in the ath chart (where the submatrix
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Ua is invertible) :
wj
b =
ua1...aj−1baj+1...ar |µˆ1...µˆs
ua1...ar |µˆ1...µˆs
, j = 1, . . . , r , b = 1, . . . , n , (86)
wj
νˆ =
ua1...aj−1 νˆaj+1...ar |µˆ1...µˆs
ua1...ar |µˆ1...µˆs
, j = 1, . . . , r , ν = 1, . . . , m , (87)
wβˆ
b =
u∗a1...ar |µˆ1...µˆβ−1bµˆβ+1...µˆs
u∗a1...ar |µˆ1...µˆs
, β = 1, . . . , s , b = 1, . . . , n , (88)
wβˆ
νˆ =
u∗a1...ar |µˆ1...µˆβ−1νˆµˆβ+1...µˆs
u∗a1...ar |µˆ1...µˆs
, β = 1, . . . , s , ν = 1, . . . , m . (89)
Here wj
b etc. are the matrix entries of the matrix W = (Ua)−1U and we have introduced
notation for the minors and “wrong” minors (with one “ghost” column) of the matrix U :
ua1...ar |µˆ1...µˆs := BerUa1...ar |µˆ1...µˆs = pl§Ę(U)(ea1 , . . . , ear |eµˆ1 , . . . , eµˆs) , (90)
u∗a1...ar |µˆ1...µˆs := Ber∗ Ua1...ar |µˆ1...µˆs = pl§Ę∗(U)(ea1 , . . . , ear |eµˆ1 , . . . , eµˆs) , (91)
ua1...aj−1 νˆaj+1...ar |µˆ1...µˆs := BerUa1...aj−1νˆaj+1...ar |µˆ1...µˆs
= pl§Ę(U)(ea1 , . . . , eaj−1 , eνˆ , eaj+1 , . . . , ear |eµˆ1 , . . . , eµˆs) , (92)
u∗a1...ar |µˆ1...µˆβ−1bµˆβ+1...µˆs := Ber∗ Ua1...ar |µˆ1...µˆβ−1bµˆβ+1...µˆs
= pl§Ę∗(U)(ea1 , . . . , ear |eµˆ1 , . . . , eµˆβ−1 , eb, eµˆβ+1, . . . , eµˆs) . (93)
Here Ua1...ar |µˆ1...µˆs is the submatrix of the matrix U obtained by choosing r even and s
odd columns with the indicated indices. It is an even square matrix. Its Berezinian (or
inverse Berezinian) therefore coincides with the evaluation of the Plu¨cker transform (or
the Π-dual Plu¨cker transform) of U at the basis covectors with the corresponding indices.
At the same time, Ua1...aj−1 νˆaj+1...ar |µˆ1...µˆs and Ua1...ar |µˆ1...µˆβ−1bµˆβ+1...µˆs are “wrong” square
matrices (neither even nor odd) obtained from the even matrix Ua1...ar |µˆ1...µˆs by replacing
its column in the jth (even) position or the βˆth (odd) position, respectively, by a wrong
parity column, the νˆth column (odd) or the bth column (even) of the matrix U . By the
properties of Ber and Ber∗, the Berezinian (or the inverse Berezinian, respectively) of such
a matrix makes sense and gives an odd value. (See also discussion in subsection 4.2.)
Now we shall introduce auxiliary supermanifolds denoted by P fin1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
and P ess (Λr(V )).
By definition, P fin1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
is the weighted projective superspace with ho-
mogeneous coordinates
ua1...ar |µˆ1...µˆs (even) , ua1...ar−1νˆ|µˆ1...µˆs (odd)︸ ︷︷ ︸
weight +1
, u∗a1...ar |µˆ1...µˆs (even) , u∗a1...ar |bµˆ1...µˆs−1 (odd)︸ ︷︷ ︸
weight −1
.
(94)
Here the symbols ua1...ar |µˆ1...µˆs , ua1...ar−1νˆ|µˆ1...µˆs , u∗a1...ar |µˆ1...µˆs and u∗a1...ar |bµˆ1...µˆs−1 are initially
defined for a1 < . . . < ar and µˆ1 < . . . < µˆs, while νˆ /∈ {µˆ1, . . . , µˆs}, b /∈ {a1, . . . , ar}.
For the convenience of notation, we define ua1...ar |µˆ1...µˆs and ua1...νˆ...ar−1|µˆ1...µˆs for arbitrary
combinations of indices a1, . . . , ar, µˆ1, . . . , µˆs, νˆ and arbitrary position of the index νˆ, with
the conditions of antisymmetry in the indices in the first r even positions and in the last
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s odd positions. Also, the indices µˆ1, . . . , µˆs must be all different, while some indices
a1, . . . , ar may be coinciding (in which case the corresponding variables will be zero by
the antisymmetry), and if νˆ ∈ {µˆ1, . . . , µˆs}, then u
a1...νˆ...ar−1|µˆ1...µˆs = 0. Similarly for
u∗a1...ar |µˆ1...µˆs and u∗a1...ar |µˆ1...b...µˆs−1 , i.e. antisymmetry inside each group of indices, the
indices in the even positions must be distinct (but may coincide in the odd positions, the
corresponding variables equal to zero), and u∗a1...ar |µˆ1...b...µˆs−1 = 0 if b ∈ {a1, . . . , ar}.
Likewise, P ess (Λr(V )) is by definition the (ordinary) projective superspace with homo-
geneous coordinates
ua1...ar (even) , ua1...ar−1µˆ (odd) . (95)
Here the ua1...ar and ua1...ar−1µˆ are defined initially for a1 < . . . < ar, but for convenience of
notation the definition is extended to arbitrary combinations of indices a1, . . . , ar and to
arbitrary position of µˆ by the condition of the antisymmetry in all indices.
Proposition 2. The formal properties of the variables ua1...ar |µˆ1...µˆs, etc., follow the prop-
erties of the corresponding minors (and “wrong” minors) of the matrix U .
Proof. By the properties of Berezinian and determinant. 
We call the variables ua1...ar |µˆ1...µˆs , ua1...νˆ...ar−1|µˆ1...µˆs , u∗a1...ar |µˆ1...µˆs and u∗a1...ar |µˆ1...b...µˆs−1 for
the super Grassmannian Gr|s(V ) and u
a1...ar and ua1...µˆ...ar−1 for the super Grassmannian
Gr(V ), the essential (super) Plu¨cker coordinates.
Define the mappings (which we denote by the same symbols Pl§Ę and pl§Ę)
Pl§Ę : Gr|s(V )→ P
fin
1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
, (96)
given by formulas (90), (91), (92) and (93), and
pl§Ę : Gr(V )→ P
ess (Λr(V )) , (97)
given by (the similar) formulas ua1...ar = detUa1...ar and ua1...νˆ...ar = detUa1...νˆ...ar .
Proof of Theorem 5. There is a commutative diagram
Gr|s(V ) P1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
P fin1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
Pl§Ę
Pl§Ę
(98)
Thus it suffices to show that the map (96) has an inverse on its image. We can define a “lo-
cal” inverse by formulas (86), (87), (88), (89) in the domain of P fin1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
where ua1...ar |µˆ1...µˆs and u∗a1...ar |µˆ1...µˆs are invertible. The image of the ath coordinate do-
main of Gr|s(V ) is contained in it (where a = a1 . . . ar|µˆ1 . . . µˆs). Note that the matrix W
given by these formulas does not equal U , but W ∼ U . On the intersection of any two
such domains, we obtain W ∼ U and W ′ ∼ U . Hence these “local” inverses glue into a
global inverse map Pl§Ę−1 from the image of Pl§Ę to the super Grassmannian. 
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Proof of Theorem 6. Similarly with the previous proof, consider a commutative diagram
Gr(V ) P (Λ
r(V ))
P ess (Λr(V ))
pl§Ę
pl§Ę
(99)
“Local inverses” to the map pl§Ę : Gr(V ) → P
ess (Λr(V )) defined on its image are given
by the formulas
wj
b =
ua1...aj−1baj+1...ar
ua1...ar
, j = 1, . . . , r , b = 1, . . . , n ,
wj
νˆ =
ua1...aj−1 νˆaj+1...ar
ua1...ar
, j = 1, . . . , r , ν = 1, . . . , m ,
(in the domain where ua1...ar is invertible) which are a particular case of (86) – (89). By
the same argument, they glue together into a single inverse map for pl§Ę from the image
of pl§Ę : Gr(V ) → P
ess (Λr(V )) to the super Grassmannian Gr(V ). Hence this map is an
embedding and the map pl§Ę : Gr(V )→ P (Λ
r(V )) is also an embedding. 
Remark 4. The vertical arrows in the commutative diagrams in (98) and (99) are rational
maps. The domain of definition of the projection P (Λr(V ))→ P ess (Λr(V )) is exactly the
projectivization of the subset of non-degenerate r-vectors considered in Section 3.
Remark 5. In the algebraic case s = 0, the variables ua1...ar and ua1...ar−1µˆ evaluated
on Gr(V ) coincide (up to the factor of r!) with the corresponding components T
a1...ar
and T a1...ar−1µˆ of the r-vector T = u1 ∧ . . . ∧ ur considered in the previous section.
The multivector T has other components, with more than one odd index; however, they
are not needed for the inversion of the super Plu¨cker map. (In subsection 3.4, we also
showed that they can be excluded algebraically from the full set of the super Plu¨cker re-
lations.) Hence our terminology “essential super Plu¨cker coordinates” and the notation
P ess (Λr(V )). As for the general case, the situation is more delicate. The “essential super
Plu¨cker coordinates” ua1...ar |µˆ1...µˆs , ua1...ar−1νˆ|µˆ1...µˆs, u∗a1...ar |µˆ1...µˆs and u∗a1...ar |bµˆ1...µˆs−1 are not
components of the r|s-vector F = [u1 . . . ,ur|u1ˆ, . . . ,usˆ] in the same sense as u
a1...ar and
ua1...ar−1µˆ for s = 0; but as the evaluations of F or F ∗ = 1/F at particular combinations
of basis covectors, they make P fin1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
a “finite-dimensional quotient”
of the space P1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
. (Note that strictly speaking P ess (Λr(V )) and
P fin1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
are the quotients of certain dense open domains.)
4.4. Super Plu¨cker relations for essential super Plu¨cker coordinates. We want
now to find relations for the essential super Plu¨cker coordinates that specify the image of
Gr|s(V ) in P
fin
1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
and also the image of Gr(V ) in P
ess (Λr(V )). In the
latter case, it will be interesting to compare with what we have obtained in Section 3 by
the algebraic method. Our strategy will be based on the following simple statement (which
we formulate for sets):
Proposition 3. Let f : A → B and g : B → A be maps of sets and let g restricted to
Imf ⊂ B be the inverse for f , i.e. g ◦ f = idA. Then the condition (f ◦ g)(b) = b specifies
Imf as a subset of B.
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Proof. Obvious. 
We shall apply this argument to the map
Pl§Ę : Gr|s → P
fin
1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
given by formulas (90) – (93) and the map that we used before without any notation and
that we shall now denote Pl§Ę−1(a),
Pl§Ę−1(a) : P
fin
1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
→ Gr|s(V ) ,
for some fixed a = a1 . . . ar|µˆ1 . . . µˆs, defined on the domain where the variables u
a1...ar |µˆ1...µˆs
and u∗a1...ar |µˆ1...µˆs are invertible and given by (86) – (89). Then Pl§Ę−1(a) ◦Pl§Ę = idGr|s(V ) by
the super Cramer rule: in the matrix language, the composition gives U 7→ (Ua)−1U ∼ U .
This is what we have used in the previous subsection. But the composition in the opposite
order, Pl§Ę ◦Pl§Ę−1(a) is not identity on P
fin
1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
. The requirement for it
being identity gives equations specifying the image of Pl§Ę in P fin1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
.
The same argument applies for the simpler case of pl§Ę : Gr(V ) → P (Λ
r(V )). To see
how it practically works and leads to (super) Plucker relations, consider first the familiar
classical case.
Example 20. Consider G2(V ) for dimV = n. There are Plu¨cker coordinates u
ab, a, b =
1, . . . , n. We consider them as homogeneous coordinates on the projective space P (Λ2(V )).
Fix some pair a = ab, a < b. In the domain where uab 6= 0, we have the “inverse Plu¨cker
map” pl§Ę−1(a) that sends the collection of variables u
cd, c, d = 1, . . . , n, to a 2 × n matrix
U ′ with the entries u′1
c = ucb/uab and u′2
c = uac/uab. (Here we use U ′ instead of W .) The
requirement that pl§Ę ◦ pl§Ę−1(a) = id is equivalent to u
′cd = λ ucd for all c, d = 1, . . . , n with
some factor λ independent of c and d. Here u′cd = detU ′cd. Explicitly:∣∣∣∣ucb/uab udb/uabuac/uab uad/uab
∣∣∣∣ = λucd
for all c, d. When cd = ab, this gives 1 = λ uab. So λ = (uab)−1 and we obtain
(uab)−2
∣∣∣∣ucb udbuac uad
∣∣∣∣ = (uab)−1ucd
or, by getting rid of the denominator,∣∣∣∣ucb udbuac uad
∣∣∣∣ = uabucd ,
which is exactly the classical three-term Plu¨cker relation
uabucd = uacubd + uaducb .
Note that we initially worked in the domain where uab is invertible, but the final form of
the relation does not depend on this assumption, and it has the same form in all such
domains, hence specifies the image of the Plu¨cker map on the whole P (Λ2(V )).
The following example shows that for r > 2, an additional argument is needed in order
to obtain the classical form of the Plu¨cker relations.
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Example 21. Consider now Gr(V ) for dimV = n when r > 2. By arguing as above, we
have the direct Plu¨cker map pl§Ę, which sends (the equivalence class of) an r × n matrix
U to (the equivalence class of) an array of homogeneous coordinates ua, a = a1 . . . ar, by
the formula ua = detUa, for all a, and the (locally defined) inverse Plu¨cker map pl§Ę−1(a)
defined in the open domain where the variable ua is invertible, for a fixed chosen a, which
sends the variables ub, for all b = b1 . . . br, to (the equivalence class of) a matrix U
′, whose
matrix entries are u′i
b = ua1...aai−1bai+1 ...ar/ua1...ar , where i = 1, . . . , r and b = 1, . . . , n. The
requirement that pl§Ę ◦ pl§Ę−1(a) = id given by the relation
(ua1...ar)−r
∣∣∣∣∣∣∣∣
ub1a2...ar ub2a2...ar . . . ubra2...ar
ua1b1...ar ua1b2...ar . . . ua1br ...ar
. . . . . . . . . . . .
ua1a2...b1 ua1a2...b2 . . . ua1a2...br
∣∣∣∣∣∣∣∣ = λ u
b1...br
for all b1 . . . br, with some factor λ to be determined. As above, by using b = a, we find
λ = (ua1...ar)−1. By substituting it and getting rid of the denominator, we arrive at the
relations ∣∣∣∣∣∣∣∣
ub1a2...ar ub2a2...ar . . . ubra2...ar
ua1b1...ar ua1b2...ar . . . ua1br ...ar
. . . . . . . . . . . .
ua1a2...b1 ua1a2...b2 . . . ua1a2...br
∣∣∣∣∣∣∣∣ = (u
a1...ar)r−1 ub1...br
for all a1 . . . ar and b1 . . . br, that specify the image of pl§Ę in P (Λ
r(V )). This is a set of
polynomial equations of degree r, not degree 2 as one would expect, unlike those given
by an exterior algebra argument such given in Section 3 for the supercase. However,
still acting in the domain where the variable ua is invertible, we shall show now how
to reduce the degree. Substitute in the above relation b1 := a1. Then in the first row
of the determinant all elements but ub1a2...ar that will become ua1a2...ar , will vanish, the
determinant will factorize, and the relation will give
cofactor(ub1a2...ar) = (ua1...ar)r−2 ua1b2...br .
Acting in the similar way and substituting b2 := a1 into the relation, we obtain also
cofactor(ub2a2...ar) = (ua1...ar)r−2 ub1a1b3...br .
And so on, for all j = 1, . . . , r, we obtain
cofactor(ubja2...ar) = (ua1...ar)r−2 ub1...a1...br .
with a1 at the jth place at the right-hand side. Substituting these expressions for the
cofactors of the elements of the first row in the determinant, we arrive at the equation
r∑
j=1
ubja2...ar(ua1...ar)r−2ub1...bj−1a1bj+1...br = (ua1...ar)r−1 ub1...br .
After reducing by the common factor of (ua1...ar)r−2, this finally gives the desired classical
quadric Plu¨cker relation, in the form
ua1...arub1...br =
r∑
j=1
ubja2...arub1...bj−1a1bj+1...br ,
for all a1 . . . ar and b1 . . . br.
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The method of Example 21 carries over to the case of r-planes in the superspace. We
obtain the following theorem.
Theorem 7 (“super Plu¨cker relations for essential variables for r-planes in n|m-space”).
On P ess (Λr(V )), the super Plu¨cker relations take the form
ua1...arub1...br =
r∑
j=1
ubja2...arub1...bj−1a1bj+1...br (even) (100)
ua1...arub1...br−1µˆ =
r−1∑
j=1
ubja2...arub1...bj−1a1bj+1...br−1µˆ + uµˆa2...arub1...br−1a1 (odd) (101)
for all a1, . . . , ar, b1, . . . , br in (100) and all a1, . . . , ar, b1, . . . , br−1 and all µˆ in (101).
Proof. We can write an r× n|m matrix U as U = (ui
a|ui
µˆ), where i = 1, . . . , r, = 1, . . . , n,
and µ = 1, . . . , m. The direct Plu¨cker map pl§Ę sends it to homogeneous Plu¨cker co-
ordinates ua1...ar (even), ua1...ar−1µˆ (odd) by ua1...ar = detUa1...ar = det(Ua1 . . . Uar) and
ua1...ar−1µˆ = det(Ua1 . . . Uar−1U µˆ). The locally defined “inverse Plu¨cker map” pl§Ę−1(a) de-
fined in the domain where ua1...ar is invertible, for some fixed a1 < . . . < ar, maps a point of
P ess (Λr(V )) specified by homogeneous Plu¨cker coordinates ua1...ar , ua1...ar−1µˆ to the matrix
U ′ with the matrix entries u′i
b = ua1...aai−1bai+1 ...ar/ua1...ar and u′i
µˆ = ua1...aai−1µˆai+1 ...ar/ua1...ar .
The composition pl§Ę−1(a) ◦ pl§Ę sends U to U
′ = (Ua)−1U ∼ U , so is the identity on the
corresponding open domain of the super Grassmannian Gr(V ). At the same time, the
requirement for the composition in the opposite order pl§Ę ◦ pl§Ę−1(a) to be the identity map
specifies the points of P ess (Λr(V )) that are in the image of the super Plu¨cker map. We get
the conditions:
(ua1...ar)−r
∣∣∣∣∣∣∣∣
ub1a2...ar ub2a2...ar . . . ubra2...ar
ua1b1...ar ua1b2...ar . . . ua1br ...ar
. . . . . . . . . . . .
ua1a2...b1 ua1a2...b2 . . . ua1a2...br
∣∣∣∣∣∣∣∣ = λ u
b1...br
and
(ua1...ar)−r
∣∣∣∣∣∣∣∣
ub1a2...ar ub2a2...ar . . . ubr−1a2...ar uµˆa2...ar
ua1b1...ar ua1b2...ar . . . ua1br−1...ar ua1µˆ...ar
. . . . . . . . . . . .
ua1a2...b1 ua1a2...b2 . . . ua1a2...br−1 ua1a2...µˆ
∣∣∣∣∣∣∣∣ = λ u
b1...br−1µˆ ,
for all b1 . . . br and µˆ, with a universal factor λ to be determined. Substituting b1 . . . br =
a1 . . . ar to the first equality gives, as above, λ = (u
a1...ar)−1. This gives relations in the
form of the two equalities,∣∣∣∣∣∣∣∣
ub1a2...ar ub2a2...ar . . . ubra2...ar
ua1b1...ar ua1b2...ar . . . ua1br ...ar
. . . . . . . . . . . .
ua1a2...b1 ua1a2...b2 . . . ua1a2...br
∣∣∣∣∣∣∣∣ = (u
a1...ar)r−1 ub1...br
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and ∣∣∣∣∣∣∣∣
ub1a2...ar ub2a2...ar . . . ubr−1a2...ar uµˆa2...ar
ua1b1...ar ua1b2...ar . . . ua1br−1...ar ua1µˆ...ar
. . . . . . . . . . . .
ua1a2...b1 ua1a2...b2 . . . ua1a2...br−1 ua1a2...µˆ
∣∣∣∣∣∣∣∣ = (u
a1...ar)r−1 ub1...br−1µˆ .
As in the purely even example, we can reduce the degree by expressing the cofactors of
the elements in the first row of each determinant from the same identities and reducing by
the common factor. In order to do so, we apply the first identity with the substitutions
bℓ := a1, for ℓ = 1 . . . r, and similarly for the second identity, for ℓ = 1 . . . r − 1. This
gives as the cofactors, respectively, (ua1...ar)r−2 ub1...bℓ−1a1bℓ+1...br , ℓ = 1 . . . r (for the first
determinant) and (ua1...ar)r−2 ub1...bℓ−1a1bℓ+1...br−1µˆ, ℓ = 1 . . . r − 1, and (ua1...ar)r−2 ub1...br−1a1
(for the second determinant). Expanding the determinants in the first row and reducing
by the common factor of (ua1...ar)r−2 gives (100) and (101). 
We can compare Theorem 7 with Theorem 3 from Section 3 for r = 2. In Theorem 3,
we derived the condition of non-degeneracy for a bivector T in the image of the super
Plu¨cker map from algebraic relations involving all its components of T and showed that it
is possible to reduce the set of components regarded as super Plu¨cker coordinates to the
subset corresponding to what we call in this section “essential super Plu¨cker coordinates”
and reduce the full set of relations (which we obtained by algebraic method) to a subset
satisfied by these essential coordinates. Unlike that, here we work only with the essential
super Plu¨cker coordinates from the start (under the assumption of the non-degeneracy),
and acting by a different (actually, more direct) method, deduce that the super Plu¨cker
relations (100) and (101) satisfied by essential super Plu¨cker coordinates are the necessary
and sufficient conditions specifying the image of the super Plu¨cker map for Gr(V ). In this
way, this generalizes Theorem 3, from 2-planes to, now, arbitrary r-planes in n|m-space.
In the general case of r|s-planes, relations for the essential super Plu¨cker coordinates
take a more complicated form in comparison with the case of r-planes. Consider first the
example of 1|1-planes. Recall that homogeneous coordinates on P fin1,−1
(
Λ1|1(V )⊕ Λ1|1(ΠV )
)
are
ua|µˆ (even) , uνˆ|µˆ (odd)︸ ︷︷ ︸
weight +1
, u∗a|µˆ (even) , u∗a|b (odd)︸ ︷︷ ︸
weight −1
. (102)
Theorem 8 (“super Plu¨cker relations for 1|1-planes in n|m-space”). The super Plu¨cker
relations for the variables (102) are:
ua|µˆu∗a|µˆ = 1 , (103)
ua|µˆub|νˆ = Ber
(
ub|µˆ uνˆ|µˆ
u∗a|b u∗a|νˆ
)
, (104)
ua|µˆuλˆ|νˆ = Ber
(
uλˆ|µˆ uνˆ|µˆ
u∗a|λˆ u∗a|νˆ
)
, (105)
u∗a|µˆu∗b|c = Ber∗
(
ub|µˆ uc|µˆ
u∗a|b u∗a|c
)
. (106)
Relations (103), (104) are even, and relations (105), (106) are odd.
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Proof. We have the matrix of homogeneous coordinates on the super GrassmannianG1|1(V )
U =
(
u1
a u1
µˆ
u1ˆ
a u1ˆ
µˆ
)
=
(
u1
1 . . . u1
n u1
1ˆ . . . u1
mˆ
u1ˆ
1 . . . u1ˆ
n u1ˆ
1ˆ . . . u1ˆ
mˆ
)
,
where a = 1, . . . , n and µ = 1, . . . , m, and the essential super Plu¨cker coordinates ua|µˆ,
uνˆ|µˆ, u∗a|µˆ, and u∗a|b. The direct super Plu¨cker map Pl§Ę sends U to the collection
ua|µˆ = Ber
(
u1
a u1
µˆ
u1ˆ
a u1ˆ
µˆ
)
, uλˆ|µˆ = Ber
(
u1
λˆ u1
µˆ
u1ˆ
λˆ u1ˆ
µˆ
)
,
u∗a|µˆ = Ber∗
(
u1
a u1
µˆ
u1ˆ
a u1ˆ
µˆ
)
, u∗a|b = Ber∗
(
u1
a u1
b
u1ˆ
a u1ˆ
b
)
.
Also, in the open domain where the variables ua|µˆ and u∗a|µˆ are invertible (for arbitrary
fixed a|µˆ) we have a locally defined inverse super Plu¨cker map Pl§Ę−1(a|µˆ), which sends the
collection of essential super Plu¨cker coordinates to a matrix U ′ whose entries are given by
the formulas
u′1
b =
ub|µˆ
ua|µˆ
, u′1
νˆ =
uνˆ|µˆ
ua|µˆ
,
u′
1ˆ
b =
u∗a|b
u∗a|µˆ
, u′
1ˆ
νˆ =
u∗a|νˆ
u∗a|µˆ
.
Following the same pattern as above, we observe that Pl§Ę−1(a|µˆ) ◦Pl§Ę = id identically (on
the equivalence classes of matrices), but the condition that Pl§Ę ◦Pl§Ę−1(a|µˆ) = id gives the
relations that we are looking for. We arrive at the relations (for all b, c, νˆ, λˆ):
Ber
(
ub|µˆ/ua|µˆ uνˆ|µˆ/ua|µˆ
u∗a|b/u∗a|µˆ u∗a|νˆ/u∗a|µˆ
)
= λ ub|νˆ , Ber
(
uλˆ|µˆ/ua|µˆ uνˆ|µˆ/ua|µˆ
u∗a|λˆ/u∗a|µˆ u∗a|νˆ/u∗a|µˆ
)
= λ uλˆ|νˆ ,
Ber∗
(
ub|µˆ/ua|µˆ uνˆ|µˆ/ua|µˆ
u∗a|b/u∗a|µˆ u∗a|νˆ/u∗a|µˆ
)
= λ−1 u∗b|νˆ , Ber∗
(
ub|µˆ/ua|µˆ uc|µˆ/ua|µˆ
u∗a|b/u∗a|µˆ u∗a|c/u∗a|µˆ
)
= λ−1 u∗b|c ,
where λ is a factor to be determined (not to be confused with the index λˆ). If we substitute
a|νˆ as b|νˆ, we obtain that
λ = (ua|µˆ)−1 = u∗a|µˆ .
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Hence, by substituting back into the relations and using the properties of Ber and Ber∗,
we obtain
(ua|µˆ)−1u∗a|µˆBer
(
ub|µˆ uνˆ|µˆ
u∗a|b u∗a|νˆ
)
= (ua|µˆ)−1 ub|νˆ ,
(ua|µˆ)−1u∗a|µˆBer
(
uλˆ|µˆ uνˆ|µˆ
u∗a|λˆ u∗a|νˆ
)
= (ua|µˆ)−1 uλˆ|νˆ ,
ua|µˆ(u∗a|µˆ)−1 Ber∗
(
ub|µˆ uνˆ|µˆ
u∗a|b u∗a|νˆ
)
= ua|µˆ u∗b|νˆ ,
ua|µˆ(u∗a|µˆ)−1 Ber∗
(
ub|µˆ uc|µˆ
u∗a|b u∗a|c
)
= ua|µˆ u∗b|c .
Note that the first and the third equations are equivalent. Together with the condition
(ua|µˆ)−1 = u∗a|µˆ that we obtained, this gives (103)–(106). 
Note that relations (103)–(106) are homogeneous in the sense of weight. Getting rid of
the denominators gives the following form of the relations.
Corollary 1 (alternative form of super Plu¨cker relations for 1|1-planes). Without denom-
inators, the relations between the super Plu¨cker coordinates are as follows:
ua|µˆub|νˆ = ua|νˆub|µˆ + uµˆ|νˆu∗a|b(ua|µˆ)2 , (107)
ua|νˆuλˆ|µˆ = ua|µˆuλˆ|νˆ + uνˆ|µˆu∗a|λˆ(ua|νˆ)2 , (108)
ua|µˆu∗a|cub|µˆ = ua|µˆu∗a|buc|µˆ + u∗b|c(ub|µˆ)2 . (109)

It is curious to compare relations (107)–(109) with other types of super Plu¨cker relations
that we have obtained before. In the relations that we obtained previously, such as (56),(57)
and (100), (101), there is no mixing of odd variables with the even ones, and the odd
variables enter only linearly (suggesting interpretation in terms of vector bundles). A
particular new feature is the emergence of the product of odd variables in an additive term
in an even relation, viz. the second term at the right-hand side of (107), and non-linearity
in odd relations (108),(109).
Now, for the case of r|s-planes, we will give only the relations in the Berezinian form.
(Possibly they can be simplified as is the case for r|0, but we do not possess this sim-
plification at present.) We will use notations such as µˆ = µˆ1 . . . µˆs and a = a1 . . . as for
brevity.
Theorem 9 (“super Plu¨cker relations for r|s-planes in n|m-space”). The super Plu¨cker re-
lations for the variables (94), the homogeneous coordinates on P fin1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
,
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are:
ua|µˆ u∗a|µˆ = 1 (110)
Ber
(
ua1...ai−1bjai+1...ar |µˆ ua1...ai−1νˆβai+1...ar |µˆ
u∗a|µˆ1...µˆα−1bj µˆα+1...µˆs u∗a|µˆ1...µˆα−1νˆβµˆα+1...µˆs
)
i,j=1...r,
α,β=1...s
= (ua|µˆ)r+s−1ub|νˆ , (111)
Ber
(
ua1...ai−1bjai+1...ar |µˆ ua1...ai−1λˆai+1...ar |µˆ ua1...ai−1νˆβai+1...ar |µˆ
u∗a|µˆ1...µˆα−1bj µˆα+1...µˆs u∗a|µˆ1...µˆα−1λˆµˆα+1...µˆs u∗a|µˆ1...µˆα−1νˆβµˆα+1...µˆs
)
i=1...r,
j=1...r−1,
α,β=1...s
= (ua|µˆ)r+s−1ub1...br−1λˆ|νˆ , (112)
Ber∗
(
ua1...ai−1bjai+1...ar |µˆ ua1...ai−1cai+1...ar |µˆ ua1...ai−1νˆβai+1...ar |µˆ
u∗a|µˆ1...µˆα−1bj µˆα+1...µˆs u∗a|µˆ1...µˆα−1cµˆα+1...µˆs u∗a|µˆ1...µˆα−1νˆβµˆα+1...µˆs
)
i,j=1...r,
α=1...s
β=1...s−1
= (ua|µˆ)−r−s+1u∗b1...br |cνˆ1...νˆs−1 . (113)
(In the Berezinians in (111)–(113), i,α label rows, while j,β label columns; there is one
column of “wrong” parity in an even position (112) and in an odd position in (113).)
Proof. Very much along the same lines as for Theorem 7 and Theorem 8. We have the
“direct” super Plu¨cker map Pl§Ę that sends the r|s × n|m matrix U of homogeneous
coordinates on the super Grassmannian Gr|s(V ) to the homogeneous coordinates (94) on
P fin1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
according to formulas (90)–(93). And in the domain where ua|µˆ
and u∗a|µˆ (for some fixed a|µˆ) are invertible, there is the “inverse” super Plu¨cker map
Pl§Ę−1(a|µˆ) that sends the variables u
b|νˆ etc. to a matrix U ′ according to formulas (86)–
(89) (with u′j
b written instead of wj
b, etc.). For the composition in one order, we have
Pl§Ę−1(a|µˆ) ◦Pl§Ę = id automatically, while for the composition in the opposite order, the
condition that Pl§Ę ◦Pl§Ę−1(a|µˆ) = id specifies the image of Pl§Ę and gives the relations we
are looking for. Exactly as above, this amounts to the equations of the form
u′b1...br |νˆ1...νˆs = λ ub1...br|νˆ1...νˆs , u′b1...br−1λˆ|νˆ1...νˆs = λ ub1...br−1λˆ|νˆ1...νˆs ,
u′∗b1...br |νˆ1...νˆs = λ−1 u∗b1...br |νˆ1...νˆs , u′∗b1...br |cνˆ1...νˆs−1 = λ−1 u∗b1...br |cνˆ1...νˆs−1 ,
for all combinations of indices, where λ (not to be confused with the index λˆ) is a factor to
be determined. Here the variables with the prime at the left-hand side are obtained by the
corresponding Berezinian formulas from u′j
b, etc. We deduce, by using these relations in the
particular case when b|νˆ = a|µˆ, that λ = (ua|µˆ)−1 = u∗a|µˆ, so in particular u∗a|µˆ = (ua|µˆ)−1.
By substituting that into the relations and simplifying, similarly with what we did in the
proofs of Theorems 7 and 8, we arrive at the relations in the form (111)–(113), together
with (110), as claimed. 
4.5. “Khudaverdian’s relations”. There is an interesting alternative approach to re-
lations that have to be satisfied by a simple multivector suggested by H. Khudaverdian
(private communication). As we shall show, it works non-trivially already in the classical
case, though the main idea is essentially based on supergeometry and on construction of
exterior powers Λr|s(V ).
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Consider first the general setup of r|s-planes in an n|m-space V . Recall once again that
if r|s independent vectors ui span L ⊂ V , the same vectors (or their parity-reversed copies,
to be more precise) span the s|r-plane ΠL in ΠV . Consider the “non-linear wedge product”
F := [u1 . . . ,ur |u1ˆ, . . .usˆ], which is an element of Λ
r|s(V ),
F (p1, . . . , pr | p1ˆ, . . . , psˆ) = Ber
(
〈ui, p
j〉
)
, (114)
where 〈ui, p
j〉 = ui
apa
j. (The function F is pl§Ę(L) in the notation of subsection 4.3.)
In the same way, these vectors considered as parity-reversed define a multivector F ∗ :=
[u1ˆ, . . .usˆ |u1 . . . ,ur] ∈ Λ
s|r(ΠV ). On the formula level, this is just the Berezinian of the
parity-reverse of the same matrix:
F ∗(p1ˆ, . . . , psˆ | p1, . . . , pr) = Ber
(
〈ui, p
j〉
)Π
= Ber∗
(
〈ui, p
j〉
)
. (115)
Hence if we are a bit sloppy about parities of the arguments,
F ∗ =
1
F
, (116)
where at the left-hand side F ∗ is an element of Λs|r(ΠV ) and at the right-hand side F is
an element of Λr|s(V ). We have already discussed F ∗ under the name “Π-dual Plu¨cker
transform” in subsections 4.2 and 4.3 and denoted it pl§Ę∗(U) or pl§Ę∗(L).
Hence there is the seemingly obvious, but at the same time fundamental statement:
Theorem 10 (Khudaverdian 2010, unpublished4). If F ∈ Λr|s(V ) is a simple multivector
corresponding to an r|s-plane, then the function G = 1/F regarded as a function of the
parity-reversed arguments is also a multivector, of degree s|r, for ΠV , i.e. G satisfies
fundamental equations (15) with respect to the shifted parities of the indices. 
This can be effectively reformulated as follows.
Corollary 2. If an even multivector F ∈ Λr|s(V ) is simple, it satisfies an additional system
of quadric equations:
∂F
∂pia
∂F
∂pjb
− (−1)ı˜˜+a˜(˜ı+˜)
∂F
∂pja
∂F
∂pib
− F
∂2F
∂pia∂p
j
b
= 0 , (117)
for all i, j = 1, . . . , r, 1ˆ, . . . , sˆ and a, b = 1, . . . , n, 1ˆ, . . . , mˆ.
Proof. Suppose an array p of r|s covectors in an n|m-dimensional space V is regarded as an
array of s|r-covectors in the m|n-dimensional space ΠV . Then by definition a function G =
G(p) which is an element of Λs|r(ΠV ) satisfies the system of fundamental equations (15)
with the reversed parities of the indices. It will be:
∂2G
∂pai∂pbj
− (−1)ı˜ ˜+a˜(˜ı+˜)
∂2G
∂paj∂pbi
= 0 (118)
(the minus sign between the terms instead of the plus sign in (15)). Indeed, for the reversed
parity we have (˜ı+ 1)(˜+ 1) + (a˜ + 1)(˜ı+ ˜) = 1 + ı˜ ˜+ a˜(˜ı+ ˜). For G = 1/F , we have
∂G
∂pbj
= −F−2
∂F
∂pbj
,
∂2G
∂pai∂pbj
= 2F−3
∂F
∂pai
∂F
∂pbj
− F−2
∂2F
∂pai∂pbj
,
4We thank him for the permission to use it here.
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and after substituting in (118) and ridding of the denominators, we arrive at
2
(
∂F
∂pai
∂F
∂pbj
− (−1)ı˜ ˜+a˜(˜ı+˜)
∂F
∂paj
∂F
∂pbi
)
−F
∂2F
∂pai∂pbj
+(−1)ı˜ ˜+a˜(˜ı+˜)F
∂2F
∂paj∂pbi
= 0 . (119)
Since we assume that F is an r|s-vector, it satisfies the original system (15), which is
∂2F
∂pai∂pbj
+ (−1)ı˜ ˜+a˜(˜ı+˜)
∂2F
∂paj∂pbi
= 0
and from where we can express the last term in (119), obtaining it coinciding with the
penultimate term (with the same sign). By dividing by 2, we get exactly (117). 
We shall refer to equations (117) as the Khudaverdian relations.
Since the relations given by (117) are quadric, the same as the classical Plu¨cker relations,
it is very tempting to think that they simply coincide with the Plu¨cker relations in the
classical situation and provide the desired super analog in general. As we shall see, this is
not exactly the case in general, though is true for r|s = 2|0.
Theorem 11. For an even bivector T ∈ Λ2(V ) in an n|m-dimensional space V , the Khu-
daverdian relations (117) are equivalent to the super Plu¨cker relations (43).
Proof. Take T (p) = T cdp1cp
2
d = (−1)
c˜+d˜ p1cp
2
d T
cd. Here T˜ cd = c˜ + d˜ and T cd = −(−1)c˜d˜T dc.
Note that the relation for T takes the form
∂T
∂pia
∂T
∂pjb
−
∂T
∂pja
∂T
∂pib
− T
∂2T
∂pia∂p
j
b
= 0 , (120)
where the indices i, j run over 1, 2. If i = j, then the relation is empty since the first
two terms cancel and the last term vanishes because T is bilinear. Hence the possibly
nontrivial case is i 6= j and we can take i = 1, j = 2. We have ∂T/∂p1a = (−1)
a˜+d˜p2dT
ad,
∂T/∂p1b = (−1)
b˜+d˜p2dT
bd, ∂T/∂p2b = (−1)
c˜+b˜+c˜b˜p1cT
cb, ∂T/∂p2a = (−1)
c˜+a˜+c˜a˜p1cT
ca, and,
finally, ∂2T/∂p1a∂p
2
b = (−1)
a˜+b˜+a˜b˜T ab. Substituting into (120) gives
(−1)a˜+d˜p2dT
ad(−1)c˜+b˜+c˜b˜p1cT
cb − (−1)c˜+a˜+c˜a˜p1cT
ca(−1)b˜+d˜p2dT
bd−
(−1)c˜+d˜ p1cp
2
d T
cd(−1)a˜+b˜+a˜b˜T ab = 0 .
After taking p1cp
2
d out and getting rid of common sign factors, it becomes
T adT cb(−1)c˜b˜+a˜c˜ + T acT bd(−1)d˜(a˜+c˜) − T abT cd(−1)b˜(a˜+c˜+d˜)+a˜(c˜+d˜) = 0
or
T abT cd(−1)b˜(a˜+c˜+d˜) = T acT bd(−1)c˜(a˜+d˜) + T adT cb(−1)c˜b˜+a˜d˜ = 0 ,
which is exactly the super Plu¨cker relation (43) for r = 2 (see Example 13). 
In general, Khudaverdian’s relations are not equivalent to Plu¨cker’s relations:
Example 22. Consider T ∈ Λ3(V ), so T (p) = T abcpa1p
b
2p
c
3 . Working as above, we can
show that the Khudaverdian relations (117) are equivalent to the following relations for
the components (below for simplicity we present the formulas for the purely even case):
T a1a2a3T b1b2b3 + T a1a2b3T b1b2a3 − T b1a2a3T a1b2b3
+ T b2a2b3T a1b1b3 − T b1a2b3T a1b2a3 + T b2a2b3T a1b1a3 = 0 . (121)
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Note the 6 terms. At the same time, the Plu¨cker relations will be
T a1a2a3T b1b2b3 = T b1a2a3T a1b2b3 + T b2a2a3T b1a1b3 + T b3a2a3T b1b2a1 = 0 , (122)
with the 4 terms. One can observe directly (this is a rewarding calculation) that the six-
term relation (121) is precisely the difference of two four-term relations (122) with different
combinations of indices, so it is their consequence, but not equivalent to them.
In spite of the fact that it does not give all the relations, the value of this approach is
that it is formulated in terms of the multivector F or T as a whole and not some particular
components. This seems an advantage particularly for general r|s and possibly this method
can give new results there.
5. Discussion. Connection with (conjectural) super cluster algebras
5.1. General discussion of results. In the previous sections, we constructed the super-
analog of the classical Plu¨cker embedding, which is
Gk(V )→ P (Λ
k(V )) ,
for a vector space V with dimV = n. For a general superspace V with dimV = n|m, we
have obtained two versions of such a superanalog. In the case of r- or r|0-planes in the
n|m-space V (i.e. the case of purely even planes in the superspace) we constructed the
super Plu¨cker map as a map
pl§Ę : Gr(V )→ P (Λ
r(V )) ,
dimV = n|m, in the closest analogy with the classical case. In the general case of r|s-planes
in the n|m-space V , the super Plu¨cker map (that we constructed) is a map
Pl§Ę : Gr|s(V )→ P1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
.
We found that it is necessary to use multivectors both in V itself and in the parity-
reversed space ΠV for construction of the codomain, otherwise it is not possible to get the
invertibility.
In the previous sections, we proved that (in both cases) we obtain an embedding. We
treated the two cases by different methods. While the case of k-planes admits a purely
algebraic treatment very close to the classical case (but still presenting some surprising
answers), for the general case we had to use a more sophisticated approach based on the
Voronov-Zorich construction of exterior powers (where the superanalog of a multivector is
a function on covectors, no longer multilinear as opposed to the classical prototype).
A key difference with the classical Plu¨cker map, for both considered cases, is the emer-
gence of a set of “essential” Plu¨cker coordinates. Recall that in the classical situation
of k-planes in n-space, the Plu¨cker coordinates are all components of a non-zero k-vector
treated as homogeneous coordinates in the corresponding projective space. Unlike that, in
the supercase we identify either a subset of even and odd components of an even r-vector,
for r-planes in n|m-space, or a finite number of even and odd variables obtained by evalu-
ating the Plu¨cker transform of an r|s-plane on combinations of covectors from V and ΠV .
Therefore we effectively work with “reduced” Plu¨cker maps,
pl§Ę : Gr(V )→ P
ess (Λr(V )) ,
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or
Pl§Ę : Gr|s(V )→ P
fin
1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
.
(in the latter case, P fin1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
is a finite-dimensional supermanifold, which
can be seen as a finite-dimensional quotient of P1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
). In the two
cases, the idea of “essential” Plu¨cker variables comes about differently. In the algebraic
case of r-planes, it turns out that among all components of a simple multivector (i.e. in the
image of the Plu¨cker map) some even components are nilpotent by the virtue of the super
Plu¨cker relations as thus cannot be invertible, forcing others (which we have identified as
“essential”) to be invertible. “Non-essential” components can be, further, eliminated and
expressed via the “essential” components. In the general case of r|s-planes, “essential”
Plu¨cker coordinates emerge as particular values of the Plu¨cker transform or those “super
minors” of the matrix of homogeneous coordinates on the super Grassmannian (including
generalized minors giving odd values) that are necessary for inverting the super Plu¨cker
transform (on its image). Surprisingly, when both approaches are applicable, we come to
the same collection of variables.
One feature that makes the super Plu¨cker map substantially different from the classical
situation, is the emergence of rational, not polynomial, functions in the case of r|s-planes.
The emergence of rational, not polynomial in general, objects seems to be unavoidable
in super situation. Compare in particular with [19]. However, it is a subtle question
whether the map Gr|s(V )→ P1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
) should be regarded as rational or
regular. Indeed, although the formulas involve denominators, this map is defined on all
supermanifold, and the image of a particular plane being a rational function of covectors,
with poles depending on a plane. However, as soon as we use the reduced supermanifold as
the codomain and Pl§Ę : Gr|s(V ) → P
fin
1,−1
(
Λr|s(V )⊕ Λs|r(ΠV )
)
, our map becomes indeed
rational. There is something to investigate here. One may argue, why use Berezinians
as we do and not try some polynomial functions instead. In principle, there are invariant
polynomial functions Ber+ and Ber− introduced in [19] (so that BerA = Ber+A/Ber−A),
but they are not multiplicative, so it is not clear how helpful they could be for replacement
of the super Plu¨cker coordinates as constructed in this paper. In all cases, it is the rational
functions Ber and Ber∗ that arise in the denominators of the formula for the inverse of a
super matrix.
For the classical Plu¨cker map (for ordinary Grassmannians), important part of the theory
is the description of its image as an algebraic variety in the corresponding projective space,
by the equations known as Plu¨cker relations. What we have obtained, in Section 3 for
r-planes and in Section 4 for r|s-planes (and an additional clarification for r-planes), is
the superanalog of Plu¨cker relations. In the purely algebraic case of r-planes, there are
two versions of the super Plu¨cker relations. One is for all the components of an even
multivector T ∈ Λr(V ), see Theorem 2. In particular it includes some algebraic relations
(such as nilpotence condition) that look very far from the classical example. However, it
is possible to identify a “reduced” subset of relations only for the essential super Plu¨cker
variables, and this subset coincides with the super Plu¨cker relations obtained by a different
method (the same as for the general case of r|s-planes). (The other part of the super
Plu¨cker relations for r-planes makes it possible to eliminate the rest of the Plu¨cker variables
expressing them via the essential ones.) See Theorem 7. These relations for the essential
super Plu¨cker variables (for r-planes in n|m-space) look relatively closer to the classical
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Plu¨cker relations. We discuss them more in the next subsection. We also managed to obtain
the super Plu¨cker relations in the general case of r|s-planes, see Theorem 8 and Theorem 9.
They look substantially more complicated in comparison with the classical case. We hope
to study them elsewhere. Another topic for further study is the “Khudaverdian relations”
that we introduced in subsection 4.5 and explored for the case of r-planes, in particular
r = 2. They may turn to be helpful for obtaining and analyzing the super Plu¨cker relations
in other cases as well. (It may be interesting to find a connection with [18] where, for the
classical setup, it is proved that the Plucker relations for k = 0 are in a certain precise
sense universal.)
5.2. “Super cluster structure”. Super Plu¨cker relations that we have obtained in this
paper lead to a link with another burning topic, which is “super cluster algebras”.
Recall that cluster algebras were introduced by Fomin and Zelevinsky, see [10] and [11].
Cluster algebras found applications in a great number of mathematical areas. (See book
Gekhtman–Shapiro–Vainshtein [13] where in particular a connection with Poisson geometry
is developed.) Informally, the idea of cluster algebras (or a “cluster structure”) can be
rendered as follows. A cluster algebra is a subalgebra inside some field of rational functions
and generated as an algebra by a collection of groups of variables (called clusters, or more
precisely “extended clusters”) such that each such cluster gives a basis of transcendence (i.e.
rational generators) for the ambient field of rational functions and every cluster is obtained
from another cluster by replacing exactly one variable by a rational transformation of a very
special form (“cluster mutation”) based on some “mutation data” attached to each cluster
encoded by a special form “exchange matrix” or a quiver. Some variables are not mutated,
they are called stable and form a ground ring of the cluster algebra. The variables that
are mutated are specifically referred to as “cluster variables”. Together with mutation of
variables when passing from one cluster to another, the mutation data themselves are also
mutated by a certain rule. The exact rules of cluster mutations were the crucial discovery
of Fomin and Zelevinsky.
Particular instances of these rules can be seen in many concrete geometric examples that
serve as prototypes for the definition of cluster algebras. For our purposes it is crucial that
the Plu¨cker relations for the ordinary Grassmannian Gk(R
n) are one of them.
Example 23. The classical Plu¨cker relation for G2(R
4) can be written as
T 13 T 24 = T 12T 34 + T 14T 23 (123)
and in this form it expresses a mutation between the Plu¨cker coordinates T 13 and T 24 as
cluster variables, each making a separate cluster. Altogether there are two clusters, (T 13)
and (T 24). The variables labeled 12, 34, 14, and 23 are not mutated and are regarded
as generating the ground ring of the cluster algebra. A geometric picture can be used,
see [13, Ch. 2]. Tensor indices 1, 2, 3, 4 are identified with the vertices of a square, so that
components T ab are depicted as segments (ab) (“diagonals”). The cluster variables e.g.
T 13 correspond to true diagonals, while the ground variables correspond to the sides. We
have boxed mutated variables in the formula (123). (Similar geometric picture works for
G2(R
n), for other n. Clusters are formed by collections of variables T ab corresponding to
maximal sets of non-intersecting true diagonals in the n-gon.)
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Superanalog of cluster algebras is highly sought after. “Super cluster algebras” in general
remain conjectural though important steps towards their definition have been made very
recently: [25], [26], and [21]. The notions introduced in [25], [26] in and [21] are different.
Perhaps none can be regarded as final. More information from concrete geometric and
algebraic examples should be obtained. Since in this paper we obtained super Plu¨cker
relations for the super Grassmannians Gr(R
n|m) and Gr|s(R
n|m), it is natural to ask whether
they provide any kind of a “super cluster structure”. We answer this question in the
following way. We can regard our results on super Plu¨cker relations as “experimental
material” for (still conjectural) super cluster algebra theory. Below we put forward some
interpretation of our super Plu¨cker relations in terms of a “super cluster structure”.
We shall consider the cases of G2(R
4|m) and G2(R
5|m) for m = 1. We believe that
replacing 1 with arbitrary m makes no substantial difference and actually the same should
work for G2(R
n|m) with general n|m. Next step should be a generalization to arbitrary
Gr(R
n|m). (While the case of Gr|s(R
n|m) remains intriguing.)
Instead of a particular theory for “super cluster algebras”, we simply base our consid-
erations on natural conditions that one can try to generalize from the ordinary case: (1)
each (extended) cluster containing even and odd variables should generate rationally all
other variables, i.e. the number of variables in every extended cluster should be equal to
the superdimension; (2) a mutation can use division only by one particular cluster variable
from the mutated cluster, and it is not allowed to divide by stable variables. We shall
see that in order to satisfy these assumptions, we will have to drop some other properties
familiar in the classical case.
How to introduce a “super cluster structure” into the considered super Grassmannians?
We know that Gr|s(R
n|m) contains as a submanifold the product of ordinary Grassmannians
Gr(R
n)×Gs(R
m). Hence the algebra of functions on the latter is a quotient of the algebra
of functions on the super Grassmannian. In particular, in the case of G2(R
n|m) we need to
find a lifting of the classical cluster structure of G2(R
n) by introducing odd variables into
the clusters and figuring out the new mutations. Recall the super Plu¨cker relations for the
essential Plu¨cker coordinates for G2(R
n|m), i.e. equations (56) and (57) from Theorem 3.
We have even variables T ab = −T ba, a, b = 1, . . . , n, and odd variables θaµ = −θµa,
µ = 1 . . . , m. (The sets of values for a, b and µ are regarded as subsets of different copies
of N.) In the case of m = 1 we simply write θa. The relations (56) and (57) is convenient
to write as
T acT bd = T abT cd + T adT bc (124)
and
T abθcµ = T acθbµ + θaµT cb (125)
(emphasizing the fact that in the latter relation even and odd indices are on an equal
footing). All indices a, b, c, d in (124) and (125) have to be different. Note that to be
able to obtain by a mutation an odd variable θcµ, we must have in the initial cluster an
even variable T ab (which must be a cluster variable since we will need to divide by it)
together with the odd variables θaµ, θbµ. Therefore variables T ab and θaµ, θbµ should always
go together in a cluster. As we shall now see, this inevitably leads to a departure from one
property of classical cluster structure, namely that a mutation changes only one cluster
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variable. Namely, if we mutate an even variable T ab, we must take along with it and mutate
at the same time the odd variables θaµ and θbµ.
Example 24 (Super cluster structure of G2(R
4|1)). We have even variables T ab = −T ba
(so essentially six variables T 12, T 13, T 14, T 23, T 24, T 34) and odd variables θa, with a, b =
1, . . . , 4. In addition to the classical relation
T 13 T 24 = T 12T 34 + T 14T 23 (126)
involving only T ab, there are the following odd Plu¨cker relations:
T 13 θ2 = T 12 θ3 + θ1 T 23 , (127)
T 13 θ4 = T 14 θ3 + θ1 T 43 , (128)
T 24 θ1 = T 21 θ4 + θ2 T 14 , (129)
T 24 θ3 = T 23 θ4 + θ2 T 34 . (130)
The meaning of boxing variables will be clear in a moment. We define the following
“super clusters”: (T 13 | θ1, θ3) and (T 24 | θ2, θ4). (From the above arguments there is no
other choice.) So above boxed are all cluster variables. The variables T 12, T 23, T 34, T 14 are
stable (as in the classical case). There are two “even super cluster mutations” going in
the opposite directions. From (T 13 | θ1, θ3) to (T 24 | θ2, θ4) we use (126) and (127), (129)
in order to express T 24 via T 13 and also θ2, θ4 via T 13, θ1, θ3 (and the stable variables as
well, which we shan’t mention in the future). And to go from (T 24 | θ2, θ4) to (T 13 | θ1, θ3)
we similarly use (126) and (129), (130). Graphically this can be represented as
12
3 4
12
3 4
T 24
T 13
Here the even cluster variables are represented by proper diagonals of the square and odd
cluster variables by red vertices. Arrows between the squares are the two mutations. They
are labeled by the mutated even cluster variable (the one by which we divide). It is a little
exercise to check that these two mutations are indeed mutually inverse for odd variables
(for even variables, it is true by the definition). Basically, one has to check that if θ1, θ3
are expressed from T 24, θ2, θ4 by using the odd relations (129), (130) and then θ2, θ4 are
expressed from T 13, θ1, θ3 by (127), (129), it will give the initial variables. For example,
for θ1 we have
θ1 =
1
T 24
(T 21 θ4+θ2 T 14) =
T 13
T 12T 34 + T 14T 23
(
T 21
T 14 θ3 + θ1 T 43
T 13
+
T 12 θ3 + θ1 T 23
T 13
T 14
)
=
T 21 (T 14 θ3 + θ1 T 43) + (T 12 θ3 + θ1 T 23) T 14
T 12T 34 + T 14T 23
=
(T 21T 14 + T 12T 14) θ3 + θ1(T 21T 43 + T 23T 14)
T 12T 34 + T 14T 23
= θ1 ,
where we used the even relation (126). Note that all the expected properties are satisfied.
In particular, by starting from one super cluster we can generate all variables.
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The example of G2(R
4|1) does not exhibit all “super cluster” features. Namely, there
is no situation when odd variables are mutated without simultaneously mutating an even
variable. This we will observe in the next example.
Example 25 (Super cluster structure ofG2(R
5|1)). Now we have even variables T ab = −T ba
(essentially ten variables) and odd variables θa, a, b = 1, . . . , 5. The “super cluster” picture
is as follows (explained below):
1
2
3 4
5
1
2
3 4
5
1
2
3 4
5
1
2
3 4
5
1
2
3 4
5
1
2
3 4
5
1
2
3 4
5
1
2
3 4
5
1
2
3 4
5
1
2
3 4
5
θ3, θ4
θ1, θ2
θ4, θ5θ2, θ3
θ1, θ5
T 35
T 14
T 25 T 13
T 24
T 35
T 14T 25
T 13
T 24
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Recall that in the classical case, i.e. for G2(R
5|1), the clusters correspond to the triangula-
tions of the pentagon by proper diagonals and there are five such clusters (see [13, §2.1.3]).
To obtain super clusters, we need to include odd variables. Arguing as above, we arrive at
ten super clusters naturally grouped into pairs (corresponding to the classical clusters).
(T 13, T 14 | θ1, θ3), (T 13, T 35 | θ3, θ5), (T 25, T 35 | θ2, θ5), (T 24, T 25 | θ2, θ4), (T 14, T 24 | θ1, θ4),
(T 13, T 14 | θ1, θ4), (T 13, T 35 | θ1, θ3), (T 25, T 35 | θ3, θ5), (T 24, T 25 | θ2, θ5), (T 14, T 24 | θ2, θ4) .
From each cluster there are two possible (super) mutations : an even super mutation (like
in the previous example) that exchanges one even variable and two accompanying odd vari-
ables, and an odd super mutation that exchanges one odd variable (leaving other variables,
even and odd, unchanged). The picture on the previous page shows all super clusters and
(super)mutations. Even mutations are depicted by arrows, odd mutations are depicted by
blue dashed lines. Arrows are marked by even variables that are mutated, dashed lines are
marked by pairs of odd variables that are mutated. Write, for example, formulas for mu-
tations for the cluster (T 13, T 14 | θ1, θ4), the top left on the picture. The even mutation
(on the picture, the arrow marked with T 14):
T 14 T 35 = T 13 T 45 + T 15 T 34 , (131)
T 14 θ3 = T 13 θ4 + θ1 T 34 , (132)
T 14 θ5 = T 15 θ4 + θ1 T 54 . (133)
By this mutation we obtain the cluster (T 13, T 35 | θ3, θ5). The odd mutation (on the
picture, the dashed line marked with θ3, θ4):
T 14 θ3 = T 13 θ4 + θ1 T 34 . (134)
By this mutation we obtain the cluster (T 13, T 14 | θ1, θ3). Boxed are cluster variables, not
boxed are ground variables (which are the same as in the classical case). We have also
underlined for clarity the variables that are exchanged by a mutation. Formulas (132)
and (134) are the same, but play different roles: for the latter, the even cluster variable
T 14 is not itself mutated. While it is obvious that the formula equivalent to (134),
T 13 θ4 = T 14 θ3 + θ1 T 43 , (135)
gives the inverse odd mutation (from (T 13, T 14 | θ1, θ3) to (T 13, T 14 | θ1, θ4)), it is a little
exercise to show that the even mutation (T 13, T 35 | θ3, θ5) to (T 13, T 14 | θ1, θ3) given by
T 35 T 14 = T 31 T 54 + T 34 T 15 , (136)
T 35 θ1 = T 31 θ5 + θ3 T 15 , (137)
T 35 θ4 = T 34 θ5 + θ3 T 45 (138)
and the even mutation given by (131), (132), (133) are mutually inverse. The part involving
only T 14 and T 35 is of course obvious. One needs to check for the odd variables. It works
as in Example 24 and we skip the calculation.
It is highly interesting if the super Plu¨cker relations such as in Theorem 8 and Theorem 9
can be also related with some sort of (super) cluster structure.
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