Mistakes in processing gravity data lead to errors in the final product. This can mean that overlapping gravity surveys are often incompatible, and can lead to incorrect geological interpretations. In this paper I demonstrate the magnitude of the errors introduced at various stages of the gravity reduction process. I have focussed on errors relating to calibration factors, time zones and time changes, height, geodetic datums, gravity datums, and the equations involved therein. The errors range from below the level of detection, to many milligals.
INTRODUCTION
A common product of state and territory geological surveys is a regional Bouguer Gravity map. These images are compilations of multiple gravity surveys and it is an ongoing problem that overlapping surveys rarely match. Most commonly there appears to be an offset between the surveys leading to anomalies in the final image corresponding to mismatched points. Numerous attempts have been undertaken to create a smooth image of the gravity in South Australia using merging tools and different gridding algorithms (e.g., Heath et. al 2012) but to date a perfect image hasn't been created.
There are multiple reasons that surveys might mismatch. Different resolutions from different gravity meters as well as different precision and accuracy in elevation techniques are two common issues. Another issue is in how the data are processed. The process of gravity reduction is straightforward, however at each step of the process decisions need to be made regarding which formulae to use, which geographic datum is required and so on. This paper attempts to quantify some of the errors involved in gravity reduction.
Multiple software packages exist that have the ability to process raw gravity data. A simple spreadsheet has been constructed to undertake this process in the field with minimal effort and to avoid software licensing issues. (The spreadsheet has been scrutinised by undertaking gravity reduction with similar software and producing equivalent results. The approach has allowed me to analyse the errors involved at different stages of the process should erroneous information be inputted. It is freely available to anyone who requests it.)
A series of demonstrations have been undertaken to illustrate quantitatively how much error is introduced at various stages of the gravity reduction process. Each demonstration takes an element of the process, and inserts realistic, incorrect values and presents the results in a series of tables.
The first two demonstrations relate to the calibration factor. The calibration factor is a multiplication factor that must be applied to all raw gravity readings. A typical Scintrex CG5 gravity meter measures a relative gravity value in mGals, however there isn't 1:1 relation with reality. A calibration factor must be calculated prior to all survey work by recording values at the bottom and top of a calibration range with a significant (over 50mGal) change in the gravity values. The calibration factor is a ratio of the actual difference in gravity to the measured difference in gravity. One potential source of error is using the inverse of the calibration factor (i.e., using it to multiply instead of divide). The first demonstration is the effect of using the inverse of the calibration factor.
The second demonstration illustrates how the calibration factor itself can be calculated in different ways. At the most basic it can be calculated from two measurements, it can also be calculated from an ABABA-type loop between the two points. In both cases the processor must decide to assume a linear drift in the measurements, or to undertake a reduction to determine the calibration factor. The processor may have multiple readings to choose from. Does the processor choose the readings with the lowest Standard Deviations (SDs) or should they average them all? The second demonstration shows the effects of computing different calibration factors from the same set of observations. The third demonstration relates to the time that is recorded at a gravity station. This is typically recorded to the nearest minute. A reading on a CG5 gravity meter is effectively an average of a series of measurements, so the time recorded on the internal computer is the average time of the measurements, to a precision of the nearest second. Textbooks (e.g., Telford, Geldart & Sheriff (1990) The fourth item considered is the effect of height. Each time a gravity meter is placed on a tripod and levelled, the sensor will be at a different height above the ground. This height should be measured, recorded and added to the elevation as measured by Differential GPS. For regional surveys this might be added as a constant throughout the survey (approximately 27cm when using a CG5), but for microgravity surveys (measuring to tens of microgals (Sheriff (1991) ) the elevation must be carefully taken into account.
Another potential error in height comes when using Ellipsoidal heights instead of Orthometric heights in the Bouguer calculation. Orthometric heights should be used in gravity calculations as they represent a height from an equi-gravity datum. I haven't included any further demonstrations here, as the difference between Elliposidal and Orthometric heights are generally in the order of meters, so the differences in gravity value will be greater than the error involved in incorrectly taking into account the height of the meter.
The fifth demonstration relates do gravity datums. From a state geological survey perspective there are three gravity datums in common use: Isogal65 (Potsdam), Isogal84 (ISGN1971) and AAGD07. To add further confusion these are often presented in different units: either mgals or micro ms-2.
There are two commonly used equations to convert between Isogal65 and Isogal84 in Australia (Wellman, Barlow and Murray (1985) ):
where:
In equation (3), X is the longitude subtract 135 degrees east, and Y is the latitude subtract 25 degrees south (i.e., if using the equations use a positive value of latitude in the southern hemisphere). (1) and (2) to convert between the values results in differences of either 0.661 or 0.764mGal, approximately 7Pms -2 . A comprehensive analysis of all Isogal stations in Australia is beyond the scope of this paper, but should be examined.
The sixth demonstration relates to theoretical gravity. Geodetic datums can also be a source of error in Bouguer Anomaly calculation (they won't cause error in the calculation of observed gravity). The latitude of the gravity measurement is part of the theoretical gravity correction component of gravity reduction. Telford, Geldart and Sheriff (1990) give the theoretical gravity equation for GRS1967, however different sources provide slightly different equations (see list below). There are newer equations for GRS80 and WGS84, as well as the older 1930 equation. Some of these are listed here: (Sheriff (1991) , Blakely (1995) and Reynolds (1997) ) (Kearey, Brookes & Hill (1984) ) (Blakely (1995) ) (Telford, Geldart & Sheriff (1990) and Reynolds (1997) ) (Kearey, Brookes & Hill (1984) ) Sheriff (1991) . It appears to be an obvious misprint and equation 14 here is a modified version of the equation.
The seventh demonstration illustrates what happens when latitudes in a different geographic datum are used in the theoretical gravity calcualtion. Using AGD66 instead of GDA94 values (or vice versa) in the theoretical gravity equation will yield different values.
The eighth demonstration illustrates how all these errors feed into the final Bouguer anomaly. These arise as combinations of all the previously described errors.
There are many other potential sources of error in gravity surveying (not least of all potential confusion arising from the terms Isogal65, AGD66, GRS67). Some of the operation errors include (when using a CG5 instrument) setting the internal clock incorrectly and incorrectly setting the reference point on the meter. Other sources of error involve terrain corrections and atmospheric corrections. There are far too many sources of error to include in this paper, so I've restricted myself to those commonly involved in the processing of data.
METHOD AND RESULTS

First demonstration
One potential source of error is using the inverse of the calibration factor, or using it to multiply instead of divide. For a typical calibration factor of 1.000271973, a typical raw reading of 3785.98mGals becomes 3783.93mGals if the inverse is used, creating a difference of 2.06mGals. The dynamic range of a Scintrex CG5 is 1000 to 9000 mGals, meaning this error could range from anywhere between 0.5mGals to 5.0mGals.
Second demonstration
For each calculation technique (listed 1 to 8 in the introduction) I've calculated the calibration factor and the minimum and maximum corrected value of a CG5 gravity meter assuming a dynamic range of 1000 to 9000 mGals. I've then calculated the difference between the values calculated from each scenario with the final scenario (which is arguably the most accurate). The differences range from 0.01 to (almost) 1.00mGal. Table 4 . The effect of getting the time wrong by a minute is less than below the level of detection, but an hour difference is noticeable.
Fourth demonstration
The effect of using an incorrect height in processing is demonstrated by taking an existing loop and modifying the height and looking at the differences. Considering again the loop shown in table 2, table 5 shows the same reading repeated 14 times but with modified heights. The final two columns are simple Bouguer Anomalies and the difference between the actual values.
Fifth Demonstration
The difference between Isogal65 and Isogal84 values is approximately 14mGal, however the difference varies depending on which equation is used. For a point in Adelaide the Isogal65 value is 979706.660mGal, giving Isogal84 values of 979692.811mGal (using equation 1) and 979692.237mGal using equation 2. The difference between the values is 0.574mGals. Generally this isn't a problem unless converting values back and forth between datums in which case a single formula should be used only. These issues occur in databases (notably between SA Geodata and GADDS) which use different equations to automatically populate whichever values are not present in the database.
Sixth Demonstration
To demonstrate the difference between equations (4) to (14) I've taken a series of Australian latitudes (-10 to -45 degrees) and calculated the theoretical gravity for each, using equations (4) 
Seventh Demonstration
To demonstrate the difference in theoretical gravity between AGD66 and GDA94 values, I've taken a range of Australian AGD66 latitudes (-10 to -45), calculated the equivalent GDA94 values, and calculated various theoretical gravity values at these points. Table 8 . This simple loop with a combination of errors yields a difference in the final Bouguer Anomaly of -0.3667mGal.
CONCLUSIONS
Mistakes in processing gravity data can lead to errors in the final product that are geologically wrong. I've demonstrated that errors due to calibration factors, time zones, height, geodetic datum, gravity datum and the equations used all lead to an incorrect value for gravity at a point. These errors -combined with other potential sources of error not discussed here -mean that adjacent or overlapping gravity surveys will often not correlate.
As new geodetic models will undoubtedly be created from time to time it would be naive to set some sort of standard, rather I suggest that all gravity surveys should be documented to a level where the observed and Bouguer gravity anomalies can be recreated from raw readings. This transparency in gravity processing will allow gravity surveys to be reprocessed should any issues with the survey be found, and should ultimately allow better gravity products. Equation 5 Equation 6 Equation 7 Equation 8 Equation 9 Equation 10 Equation 11 Equation 12 Equation 13 Equation 14 -10 Equation 5 Equation 6 Equation 7 Equation 8 Equation 9 Equation 10 Equation 11 Equation 12 Equation 13 Equation 14 Equation 5 Equation 6 Equation 7 Equation 8 Equation 9 Equation 10 Equation 11 Equation 12 Equation 13 Equation 14 
