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ABSTRACT
The main purpose of this work is to study continuous finite element methods for hy-
perbolic problems. In scalar case, it is shown that using consistent mass matrix is not
compatible with the maximum principle. Moreover, we propose two algorithms which
preserve the maximum principle and have high order convergence at the same time. For
hyperbolic systems, such as Euler equations, we propose two methods which keep the
invariant domain property even in Arbitrary Lagrangian Eulerian (ALE) framework.
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1. INTRODUCTION
Many physical applications are modeled by hyperbolic systems of conservation laws.
For example, the Euler equations are used to describe flows of inviscid compressible fluids
(see, e.g., [74], [69, p. 346]); the Buckley-Leverett equation is used to model a two-phase flow
in porous media (see, e.g., [50, p. 239]); Magnetohydrodynamics (MHD) is used to model
electrically conducting fluids such as plasmas and liquid metals (see, e.g., [55, Chapter 5],
[27]). All of these are examples of nonlinear hyperbolic systems of conservation laws.
The difficult and interesting part when solving such nonlinear problems lies in the fact
that discontinuities may appear in finite time in the solutions even if the initial conditions
are smooth.
The continuous finite element method (FEM) (see, e.g., [29, 73, 7, 21]) has been used
widely in the literature as a numerical method to approximate a variety of problems in-
cluding hyperbolic conservation laws (see, e.g., [71, 9, 10, 8, 40, 4]).
1.1 Motivation and outline
In this dissertation we want to address and answer three questions on using continuous
finite element methods to solve hyperbolic problems:
1. Can we use the consistent mass matrix in a finite element method and preserve the
maximum principle of the partial differential equation?
2. For a scalar conservation law, can we achieve high order accuracy and keep the
maximum principle at the same time?
3. For a nonlinear hyperbolic system, can we construct a conservative FEM in Arbitrary
Lagrangian Eulerian (ALE) framework and preserve the invariant domain property
of the system at the same time?
These three questions are fundamental in the design of continuous finite element meth-
ods for hyperbolic problems and they are worth studying in details.
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For scalar conservation laws, the entropy solution satisfies a maximum principle. It
is common to impose a local maximum principle to a numerical method to avoid un-
physical under- and over-shoots. It is well-known that Galerkin approximation, even for
steady transport diffusion problems, may produce large oscillations. This is because of
the negative dissipation introduced by the Galerkin formulation (see, e.g., [20, Remark
2.6]). It is also the reason why additional stabilization have to be included in FEM when
solving these kinds of problems. Those techniques include adding artificial numerical dif-
fusion or using upwind approximation of the convective term. Some well-known meth-
ods include Streamline-Upwind Petrov-Galerkin method , Galerkin/least-squares method,
characteristic-Galerkin method and Taylor-Galerkin method (see, e.g., [20, 82], [54, §2.6],
[24, p. 346], and the references therein). However, they are designed for steady problems
and most of the time are directly applied to unsteady problems without justification of the
maximum principle even for scalar conservation laws (see, e.g., [21, 20, 82]). A common
technique to preserve the maximum principle is to use the lumped mass matrix, instead of
the consistent mass matrix. Mathematically, it allows for a simple proof of the maximum
principle (see, e.g., [45] or Lemma 2.1.5, Lemma 2.2.7). However, at least for piecewise
linear approximation, it is well-known that lumping the mass matrix induces dispersion
errors that have adverse effects when solving transport-like equations with non-smooth
initial data (see, e.g., [45]). A natural question is whether it is possible to keep the max-
imum principle when the consistent mass matrix is used. In Section 2, we will show that
a continuous finite element method based on artificial viscosity in space and explicit time
stepping cannot satisfy the maximum principle for 1D unsteady transport equations if the
consistent mass matrix is used, see Theorem 2.1.4 and Theorem 2.2.6. In fact, the same
conclusion holds for any 1D nonlinear conservation laws, see [45, Theorem 3.2 and Theorem
4.3].
The second question addressed in this dissertation is on preserving the maximum prin-
ciple and high-order accuracy in space at the same time for scalar conservation laws. As
stated in [61], “... one unavoidable difficulty in numerical computations of discontinuous
2
solutions of conservation laws is that either the method is first-order accurate on smooth
flows and the discontinuities are excessively smeared, or else spurious oscillations are intro-
duced which pollute the solution and sometimes lead to nonlinear instability...”, those two
properties are difficult to achieve at the same time. For instance, it is known that for 1D
scalar problems Godunov’s method satisfies the maximum principle but is only first order
accurate in space. On the other hand, the Lax-Wendroff method is second order accurate
but it does not satisfy the maximum principle, and there are spurious oscillations present.
One explanation of this phenomenon is that the phase velocity is smaller and all the waves
for different frequency travel at different speed, leading to dispersion and an oscillation
wave lagging behind the discontinuity (see, e.g., [60, (11.15)]). Hence it is interesting to
address these two questions and construct a method which keeps the maximum principle
and has high order convergence at the same time. In Section 3, we propose a algorithm
which is maximum principle preserving, see Theorem 3.3.6 and Theorem 3.6.6, and is con-
vergent to the unique entropy solution with high-order accuracy for any scalar conservation
laws on any unstructured meshes, see (3.51). The four key ingredients of this new method
are the first-order technique introduced in [36], a novel treatment of the consistent mass
matrix from [39], a high-order approximation (entropy-viscosity method of [40]) and the
Boris-Book-Zalesak flux correction technique (see, e.g., [5, 80]). The main characteristics
of the new method are: (i) it is maximum principle preserving, (ii) it preserves the second
order accuracy, (iii) the dispersion errors induced by the mass lumping step are corrected
in the flux limiting step. A generalized Zalesak limiter is presented in (3.57) which has the
same properties as the original limiter, see Theorem 3.7.3.
The third question addressed in Section 4 is about nonlinear hyperbolic systems. The
analogue of the maximum principle for hyperbolic systems is the so-called invariant domain
property (see, e.g., [14, 48, 49, 25, 6, 43, 44]). In fact, for a scalar conservation law the
maximum principle is equivalent to claim that a closed interval is a invariant domain.
For instance, the set {u := (ρ,m, E)T : ρ ≥ 0, E − m22ρ ≥ 0, s ≥ r} for any r ∈ R is
convex with respect to the conservative variables u and is an invariant domain of the Euler
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equations, where ρ is the density, m is the momentum, E is the total energy, and s is the
special entropy of the system, see [43, (2.15)]. Furthermore, we are going to work in the
ALE framework, because as it is stated in [64], the ALE methodology combines the best
features of Lagrangian and Eulerian representations in order to obtain a flexible and robust
solution algorithm since purely Lagrangian methods tend to tangle and distort the mesh
and purely Eulerian methods are more diffusive in contact regions. There are two types
of ALE frameworks: (i) Lagrangian + Rezoning + Remapping (see, e.g., [64]); (ii) unsplit
formulation where the mesh motion is built into the system and solved simultaneously
(see, e.g., [81, 3, 76, 23]). In Section 4 we will propose two algorithms using the unsplit
ALE formulation, see (4.50) and (4.89), which preserves all the convex invariant domains
of the underlying system, see Theorem 4.6.9 and Theorem 4.6.20, and can be applied
to any hyperbolic system on any unstructured mesh in any space dimension. Both of
them also satisfy the following important properties: conservation (see Theorem 4.6.1 and
Theorem 4.6.18), discrete entropy inequality (see Theorem 4.6.14 and Theorem 4.6.21)
and the so-called Discrete Geometric Conservation Law (DGCL) (see Theorem 4.6.6 and
Theorem 4.6.19). Several numerical tests on the Euler equations are presented in §4.7 to
confirm those theoretical properties.
4
2. THE CONSISTENT MASS MATRIX AND THE MAXIMUM PRINCIPLE
In this Section, we will study the necessity of using the lumped matrix in continuous
finite element methods to get the maximum principle. We will consider one dimensional
(1D) transport equations in two cases. The first one is the Cauchy problem

∂tu(x, t) + β∂xu(x, t) = 0, x ∈ Ω = R,
u(x, 0) = u0(x),
(2.1)
and the second one is the periodic boundary value problem

∂tu(x, t) + β∂xu(x, t) = 0, x ∈ Ω = (0, 1),
u(x, 0) = u0(x),
u(0, t) = u(1, t),
(2.2)
where β ∈ R is a given constant.
We will show that if one uses continuous P1 finite element method and the forward
Euler method for time stepping to solve the above two problems with adding −∇·(νh∇u)
numeral viscosity for stabilization, then the consistent mass matrix cannot be used in order
to keep maximum principle, see Theorem 2.1.4 and Theorem 2.2.6, where ν is an arbitrary
piecewise constant function. Note that using the lumped mass matrix, defined in (2.19), is
feasible to get the maximum principle under certain CFL condition, see Lemma 2.1.5 and
Lemma 2.2.7.
As for general nonlinear conservation laws

∂tu(x, t) + ∂xf(u(x, t)) = 0, x ∈ Ω ⊂ R1,
u(x, 0) = u0(x),
(2.3)
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all conclusions obtained in this Section for the transport equations still holds by generalizing
the proofs presented here to the nonlinear conservation laws (see [45] for more details).
2.1 Cauchy problem
For the Cauchy problem (2.1) we assume that there exists a < b and u0a, u
0
b ∈ R such
that u0(x) = u0a for all x < a and u
0(x) = u0b for all x > b. Using continuous finite element
method to solve a Cauchy problem, we will choose the computation domain Ωcomp such
that (a, b) ⊂ Ωcomp ( R.
2.1.1 Mesh and finite element space
The mesh Th is assumed to be uniformed, i.e., 2N + 1 nodal points, denoted by {ai, i =
−N, · · · , N}, are equidistributed over Ωcomp and Th = {Ii ⊂ Ωcomp : Ii = [ai, ai+1],Ωcomp =⋃N−1
i=−N Ii, |Ii| = |Ωcomp|2N = h, i = −N, · · · , N−1}. Each interval Ii has two vertices. In order
to label it locally, we introduce a connectivity map jgeo : Th × {1, 2} → {−N, · · · ,+N}
which means that the interval Ii has two vertices ajgeo(i,1) and ajgeo(i,2) or ajgeo(Ii,1) and
ajgeo(Ii,2). In fact, for this 1D mesh, since the vertices is ordered, we have that ajgeo(i,1) = ai
and ajgeo(i,2) = ai+1. The map j
geo is introduced here for it will be used for any types of
finite element in any dimensional space in the rest of this dissertation (see, e.g. Section 4.3).
Define Si := supp(φi). In 1D case, we have Si = Ii−1 ∪ Ii.
Introduce the trial space Vh as the set of continuous piecewise linear functions
Vh = {vh ∈ C0(Ωcomp) : vh|Ii ∈ P1,∀i = −N, · · · , N − 1}. (2.4)
It is a vector space with dimension 2N+1. Let {ϕ−N , . . . , ϕN} be the Lagrange nodal basis
associated with the Lagrange nodes of the mesh Th, i.e., ϕi(aj) = δij . We also introduce a
space for the artificial viscosity
Dh = {vh ∈ L∞(Ωcomp); vh◦|Ii ∈ P0, ∀i = −N, · · · , N − 1}. (2.5)
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2.1.2 Algorithm
Using the forward Euler method for time stepping, the continuous finite element method
used to solve (2.1) is to find un+1h ∈ Vh such that
(
un+1h − unh
∆t
, vh) + β(∂xu
n
h, vh) + (νh∂xu
n
h, ∂xvh) = 0, ∀vh ∈ Vh, (2.6)
where (·, ·) is the L2(Ω) inner product, ν(> 0) is a given constant, unh ∈ Vh and Vh is defined
in (2.4). Here we have added the artificial viscosity −∇·(νh∇u) to stabilize the method in
the same spirit of the method of vanishing viscosity [16, §6.3].
Since the mesh is uniform, in discrete form, the problem (2.6) is equivalent to the
following linear system
Un+1h,i+1 + 4U
n+1
h,i + U
n+1
h,i−1
6
=
Unh,i+1 + 4U
n
h,i + U
n
h,i−1
6
(2.7)
+ λ(−β
2
+ c)Unh,i+1 + λ(−2c)Unh,i + λ(
β
2
+ c)Unh,i−1,
where unh(x) :=
∑N
i=−N U
n
h,iϕi(x) and λ :=
∆t
h .
To get u0h from u
0, depending on the regularity of u0, we can choose its L2 projection
Phu
0
h or its Lagrange interpolation Ihu
0
h, where Ph : L
2 → Vh is defined by (Phu, φ) = (u, φ)
for all φ ∈ Vh and Ih : C → Vh is defined by Ihu =
∑
u(ai)φi.
2.1.3 Main result
For ubh ∈ Vh, we introduce the notation Unh,i which satisfies
unh =
N∑
i=−N
Unh,iϕi(x). (2.8)
Choosing a special initial data
u0(x) = 1−H(x), (2.9)
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where H(·) = 1x>0 is the Heaviside function, and using its Lagrange interpolation to get
u0h in (2.6) as follows
u0h(x) = Ihu0(x) :=
N∑
i=−N
u0(xi)ϕi(x). (2.10)
we obtain the following main Theorem when ν is a constant.
Theorem 2.1.1. For any given constant ν and ∆t1 > 0, the solution u1h of the scheme (2.6)
with initial data (2.10) will violates the maximum principle, i.e.,
max
i
{U1h,i} > max
i
{U0h,i} and min
i
{U1h,i} < min
i
{U0h,i}. (2.11)
Proof. Using the notation in (2.8), we have
U0h,i =
 1 for i ≤ 00 for i > 0.
From (2.6), it follows that u1h satisfies the following equation
U1h,i+1 + 4U
1
h,i + U
1
h,i−1
6
=

1 for i < 0
5
6 + λ(
β
2 − c) for i = 0
1
6 + λ(
β
2 + c) for i = 1
0 for i > 1,
(2.12)
where λ := ∆t
1
h . First, let us solve the above equations for i > 1,
U1h,i+1 + 4U
1
h,i + U
1
h,i−1
6
= 0.
Suppose U1h,i = αr
i for i ≥ 1. It follows that
r2 + 4r + 1 = 0.
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Then we get two solutions for r:
r+ = −2 +
√
3, r− = −2−
√
3.
Therefore,
U1h,i = α1r
i
+ + α2r
i
−,
for some constants α1 and α2.
Since |r−| > 1 and |ri−| → +∞ and U1h,i → 0 as i→ N(N is taken to be large enough),
it follows that
α2 = 0,
and thus we obtain that
U1h,i = α1r
i
+, i ≥ 1. (2.13)
Then, solving the following equations in the same spirit
U1h,i+1 + 4U
1
h,i + U
1
h,i−1
6
= 1, ∀i < 0,
we have (since |ri+| → +∞ and U1h,i → 1 as i→ −N(N is taken to be large enough))
U1h,i = β2r
i
− + 1, i ≤ 0. (2.14)
For α1 and β2, there are two additional equations for us to use
U1h,1+4U
1
h,0+U
1
h,−1
6 =
5
6 + λ(
β
2 − c)
U1h,2+4U
1
h,1+U
1
h,0
6 =
1
6 + λ(
β
2 + c).
(2.15)
Plugging (2.13), (2.14) into (2.15), we have
 α1r+ + 4(β2 + 1) + (β2r
−1
− + 1) = 5 + 6λ(
β
2 − c)
α1r
2
+ + 4α1r+ + (β2 + 1) = 1 + 6λ(
β
2 + c),
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i.e.,  α1(−2 +
√
3) + β2(2 +
√
3) = 6λ
(
β
2 − c
)
−α1 + β2 = 6λ
(
β
2 + c
)
.
Solving these equations, we obtain the solution u1h as follows
U1h,i =

√
3λ[(−1−√3)β/2 + (−3−√3)c]ri+ for i ≥ 1
√
3λ[(−1 +√3)β/2 + (−3 +√3)c]ri− + 1 for i ≤ 0.
(2.16)
Since maxi{U0h,i} = 1,mini{U0h,i} = 0, and both r± < 0 in (2.16), one can see that u1h
shows undershoots and overshoots at the same time. Therefore it violates the maximum
principle and (2.11) holds.
Remark 2.1.2. If ν is constant, by applying Fourier transformation to both sides of ∂tu+
β∂xu = νh∂xxu, we see that the constant ν must be positive to make the method stable
since the Fourier transform uˆ(t, ω) satisfies
uˆ(t, ω) = exp(−iωβt− νhω2t)uˆ0(ω)
for any ω ∈ R.
The same conclusion holds for any ν ∈ Dh.
Theorem 2.1.3. For any ν ∈ Dh and ∆t1 > 0, the solution u1h to the problem (2.6) with
initial data (2.10) will violate the maximum principle, i.e.,
max
i
{U1h,i} > max
i
{U0h,i},
and
min
i
{U1h,i} < min
i
{U0h,i}.
Proof. Denote ν|Ii = νi+ 1
2
. We can use a similar proof as Theorem 2.1.1. The only
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difference is to replace the equation(2.12) by
U1h,i+1 + 4U
1
h,i + U
1
h,i−1
6
=

1 for i < 0
5
6 + λ
(
β
2 − νi+ 12
)
for i = 0
1
6 + λ
(
β
2 + νi+ 12
)
for i = 1
0 for i > 1,
(2.17)
Theorem 2.1.4. For any ν ∈ Dh and ∆t1 > 0, there exists u0 ∈ Vh (Vh is defined in (2.4))
such that the solution u1 violates the maximum principle at t1, i.e.,
max
i
{u1i } > max
i
{u0i } and min
i
{u1i } < min
i
{u0i }.
2.1.4 Using lumped mass matrix
What is the mass lumping? Mathematically, it means the use of a quadrature to
approximate the integral [MC ]ij :=
∫
φiφj (see, e.g., [73, p. 240]). Take P1 finite element
on a mesh Th with triangles in R2 as an example. The lumped mass matrix ML is defined
by
[ML]ij := (φi, φj)L :=
∑
Th3K⊂Si∩Sj
|K|
3
∑
i=1,2,3
φi(ajgeo(K,i))φj(ajgeo(K,i)), (2.18)
where φi is the global shape function corresponding to the node ai, {ai} is the collection
of all Lagrangian nodes in the mesh Th and Si := supp(φi).
By (2.18), we have that
[ML]ij = δij
∫
φi = δij
∑
j
∫
φiφj = δij
∑
j
[MC ]ij ,
which means that mass lumping is equivalent to the so-called “row-sum” technique.
If the problem is posed in one dimensional space, then one can introduce the lumped
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mass matrix as follows
[ML]ij = (φi, φj)L :=
∑
Th3K⊂Si∩Sj
|K|
2
∑
i=1,2
φi(ajgeo(K,i))φj(ajgeo(K,i)). (2.19)
Note that in 1D case, the mass lumping is also related to the Lax-Wendroff finite difference
method (see, e.g., [65, (7.8)]).
Numerically, mass lumping is to use a diagonal matrix ML to approximate the con-
sistent mass matrix MC which is sparse, banded, and has dense inverse. Note that al-
though renumbering the degree of freedoms helps to reduce the bandwidth of MC , it is
NP-complete. Two widely used algorithms for renumbering includes the reverse Cuthill-
McKee algorithm and the Gibbs-Poole-Stockmeyer algorithm (see, e.g. [28]). Since ML is
a diagonal matrix, its inverse can be computed explicitly. This is the reason why ML is
used widely. The “row-sum” technique works for Q1 finite elements. That is
[ML]ij :=(φi, φj)L (2.20)
:=
∑
K⊂Si∩Sj
|K|
4
∑
ak∈K
φi(ak)φj(ak)
=δij
∫
φi.
However, it is not always positive for other finite elements since the diagonal terms in ML
is not always positive such as P2 finite elements (see, e.g., [35, p. 107][39]).
Using the mass lumping to the first term in (2.6), the new algorithm is to find un+1h ∈ Vh
such that
(
un+1h − unh
∆t
, vh
)
L
+ β(∂xu
n
h, vh) + (νh∂xu
n
h, ∂xvh) = 0, ∀vh ∈ Vh. (2.21)
The main result of the mass lumping is that it allows the scheme to keep the maximum
principle.
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Lemma 2.1.5. If ν ∈ Dh and ∆t satisfies the condition that
|β| ≤ 2 mini νi+1/2,
λmaxi(νi−1/2 + νi+1/2) ≤ 1,
(2.22)
then the solution of (2.21) satisfies the local maximum principle, i.e.,
min{Unh,i−1, Unh,i, Unh,i+1} ≤ Un+1h,i ≤ max{Unh,i−1, Unh,i, Unh,i+1}, ∀n, ∀i. (2.23)
Proof. Since Vh is finite dimensional and Vh = span{φi}, to solve (2.21) is equivalent to
find un+1h ∈ Vh such that(
un+1h − unh
∆t
, φi
)
L
+ β(∂xu
n
h, φi) + (νh∂xu
n
h, ∂xφi) = 0, ∀i. (2.24)
That is
Un+1h,i = (1−νi−1/2λ−νi+1/2λ)Unh,i+λ
(
−β
2
+ νi+1/2
)
Unh,i+1+λ
(
β
2
+ νi−1/2
)
Unh,i−1, ∀i.
Since under the condition (2.22), Un+1h,i becomes a convex combination of U
n
h,i−1, U
n
h,i and
Unh,i+1 and hence it satisfies (2.23).
2.2 Periodic boundary value problem
In this Section, we will use continuous finite element method to solve (2.2) in Ωcomp =
Ω = [0, 1].
2.2.1 Mesh and finite element space
The mesh {Th} is assumed to be uniformed, i.e., N + 1 nodal points, denoted by
{ai := iN , i = 0, · · · , N}, are equidistributed over Ω = [0, 1] and Th = {Ii ⊂ Ω : Ii =
[ai, ai+1],ΩN =
⋃N−1
i=0 Ii, |Ii| = |Ω|N = h, i = 0, · · · , N − 1}.
Considering the periodic boundary condition in the problem (2.2), we introduce the
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trial space Vh as the set of periodic continuous piecewise linear function
Vh = {vh ∈ C0(Ω) : vh(0) = vh(1), vh|Ii ∈ P1,∀i = 0, · · · , N − 1}. (2.25)
It is clear that dimVh = N and
Vh = span{φ0 + φN , φ1, · · · , φN−1}.
Note that φ0 is not in Vh, but φ0 +φN is. This is because the periodic boundary condition
is enforced in (2.25).
2.2.2 Finite element approximation
Using finite element method to solve (2.2) is to find
un+1h ∈ Vh
i.e.,
un+1h (x) =
N−1∑
i=0
Un+1h,i ϕi(x) + U
n+1
h,0 ϕN (x), (2.26)
such that (
un+1h − unh
∆tn
, vh
)
+ β(∂xu
n
h, vh) + (νh∂xu
n
h, ∂xvh) = 0, (2.27)
for all vh ∈ Vh, where Vh is defined in (2.25), and ν ∈ Dh.
If ν is a constant function, it is expressed equivalently in matrix form as
Mˆ
Un+1 − Un
∆tn
+ AˆUn = 0,
where
Un+1 = (Un+1h,0 , U
n+1
h,1 , · · · , Un+1h,N−1)T, (2.28)
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Mˆ :=

(φ0 + φN , φ0 + φN ) (φ1, φ0 + φN ) . . . (φN−1, φ0 + φN )
(φ0 + φN , φ1) (φ1, φ1) . . . (φN−1, φ1)
...
...
. . .
...
(φ0 + φN , φN−1) (φ0 + φN , φN−1) . . . (φ0 + φN , φN−1)

N×N
(2.29)
=
h
6

4 1 0 . . . 0 1
1 4 1 . . . 0 0
...
...
...
. . .
...
...
1 0 0 . . . 1 4

N×N
,
and
Aˆ :=

a(φ0 + φN , φ0 + φN ) a(φ1, φ0 + φN ) . . . a(φN−1, φ0 + φN )
a(φ0 + φN , φ1) a(φ1, φ1) . . . a(φN−1, φ1)
...
...
. . .
...
a(φ0 + φN , φN−1) a(φ0 + φN , φN−1) . . . a(φ0 + φN , φN−1)

N×N
=

2ν β/2− ν 0 . . . 0 −β/2− ν
−β/2− ν 2ν β/2− ν . . . 0 0
...
...
...
. . .
...
...
β/2− ν 0 0 . . . −β/2− ν 2ν

N×N
,
That is
MUn+1 = AUn, (2.30)
where
M =
1
6

4 1 0 . . . 0 1
1 4 1 . . . 0 0
...
...
...
. . .
...
...
1 0 0 . . . 1 4

N×N
,
15
and
A =
1
h
Mˆ +
∆tn
h
Aˆ (2.31)
=M + λ

−2ν −β/2 + ν 0 . . . 0 β/2 + ν
β/2 + ν −2ν −β/2 + ν . . . 0 0
...
...
...
. . .
...
...
−β/2 + ν 0 0 . . . β/2 + ν −2ν

N×N
.
Remark 2.2.1. The expressions in (2.29) and (2.31) show that M and A are circulant
matrices, which are denoted by (see [18])
M =circ
[
4
6
,
1
6
, 0, · · · , 0, 1
6
]
,
and
A =circ
[
4
6
− 2νλ, 1
6
− β
2
λ+ νλ, 0, · · · , 0, 1
6
+
β
2
λ+ νλ
]
. (2.32)
Remark 2.2.2. M is invertible since it is a Gram matrix (see, e.g., [17, p. 177]). Fur-
thermore, M−1 is a circulant matrix. This is the result of Theorem 3.2.3 of [18] and
M =
4
6
I +
1
6
Π +
1
6
ΠN−1
=F ∗
(
4
6
I +
1
6
Ω +
1
6
ΩN−1
)
F
=F ∗diag
(PM (1),PM (ω), · · · ,PM (ωn−1))F,
where ω = e2pii/N , Ω = diag
(
1, ω, · · · , ωN−1),
PM (z) = 4
6
+
1
6
z +
1
6
zN−1,
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Π =

0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
1 0 0 . . . 0

N×N
= F ∗ΩF,
and
F =
1√
N

1 1 . . . 1
1 ω¯ . . . ω¯N−1
...
...
. . .
...
1 ω¯N−1 . . . ω¯(N−1)(N−1)

N×N
.
2.2.3 Main result
In this Section, we want to show the same results as Theorem 2.1.4. It is equivalent to
show that M−1A has negative elements for any ν ∈ Dh and any ∆tn > 0.
Lemma 2.2.3. Assume N ≥ 3. Then
M−1 = circ[a0, a1, · · · , aN−1], (2.33)
where
aj =
√
3
(
zj1
1− zN1
− z
j
2
1− zN2
)
, j = 0, 1, · · · , N − 1 (2.34)
with
z1 = −2 +
√
3, z2 = −2−
√
3. (2.35)
Proof. Assume M−1 = circ[a0, a1, · · · , aN−1] (see Remark 2.2.2). Since M−1M = I, we
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get 
4a0 + a1 + aN−1 = 6,
ai−1 + 4ai + ai+1 = 0, i = 1, ..., N − 1
aN = a0.
(2.36)
The idea is to solve (N − 1)-equations ai−1 + 4ai + ai+1 = 0, i = 1, ..., N − 1 as in the
proof of Theorem 2.1.1, and get
ai = Az
i
1 +Bz
i
2,
where zi is defined in (2.35).
Then we use the other two equations to find the right coefficients A and B. In particular,
the first equation and the last equation in (2.36) imply that
 4A+ 4B +Az1 +Bz2 +Az
N−1
1 +Bz
N−1
2 = 6,
AzN1 +Bz
N
2 = A+B.
(2.37)
That is zN−11 + 4 + z1 zN−12 + 4 + z2
zN1 − 1 zN2 − 1

A
B
 =
6
0
 ,
or zN−11 − z2 zN−12 − z1
zN1 − 1 zN2 − 1

A
B
 =
6
0
 .
Since
z1z2 = 1,
we obtain that z2(zN1 − 1) z1(zN2 − 1)
zN1 − 1 zN2 − 1

A
B
 =
6
0
 .
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That is z2 z1
1 1

(zN1 − 1)A
(zN2 − 1)B
 =
6
0
 .
Solving it, we get that
A =
√
3
1− zN1
, B =
−√3
1− zN2
,
which implies (2.34).
Applying the above lemma, we obtain the following properties of M−1.
Lemma 2.2.4. aj , j = 0, · · · , N − 1 defined in Lemma 2.2.3 satisfies that
(i) aj = ak if j + k = N .
(ii) sgn(aj) = sgn((−1)j) for 2j ≤ N .
(iii) |aj | is decreasing for 2j ≤ N .
Proof. Note that M is symmetric, so is M−1. Since M−1 is circulant, the property (i)
follows.
By Lemma 2.2.3, if 2j ≤ N , then 1 + zN−2j1 > 0. Since z1 < 0 and aj = 1+z
N−2j
1
1−zN1
zj1, the
property (ii) follows.
Since |aj |2 = 3(1−zN1 )2 (z
j
1 + z
N−j
1 )
2 and f(j) := (zj1 + z
N−j
1 )
2 = (z21)
j + (z21)
N−j + 2zN1 is
decreasing for 2j ≤ N , we have (iii).
The same results as Theorem 2.1.4 holds when ν is a constant function as stated in the
following theorem.
Theorem 2.2.5. Let N ≥ 6. For any constant function ν and any ∆t1 > 0, there exists
u0h ∈ Vh such that the solution u1h of (2.27) violates the maximum principle.
Proof. In order to make u1h satisfies the maximum principle, i.e., maxU
1 ≤ maxU0 and
minU1 ≥ minU0, where U i is defined in (2.28), i = 0, 1, it is necessary to require that
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all the elements of M−1A are positive. Indeed, if some element of M−1A =: (γij)N×N is
negative, say γij < 0, then we can take U
0 = ej , which is a unit vector with 1 as j-th
element. It follows that U1h,i =
∑N−1
k=0 γikU
0
k = γij < 0 = mini{U0i }.
Therefore, it is sufficient to prove that there exists a negative element in M−1A no
matter what ν and λ are.
From (2.32) and (2.33), we obtain that
M−1A = circ[aN−1
(
1
6
− β
2
λ+ νλ
)
+ a0
(
4
6
− 2νλ
)
+ a1
(
1
6
+
β
2
λ+ νλ
)
,
a0
(
1
6
− β
2
λ+ νλ
)
+ a1
(
4
6
− 2νλ
)
+ a2
(
1
6
+
β
2
λ+ νλ
)
,
· · ·
aN−2
(
1
6
− β
2
λ+ νλ
)
+ aN−1
(
4
6
− 2νλ
)
+ a0
(
1
6
+
β
2
λ+ νλ
)
]
=: circ[b0, b1, · · · , bN−1].
(2.38)
From (2.35), we know that z1, z2 satisfies that z
2
i +4zi+1 = 0 for i = 1, 2. By the definition
of ai in (2.34), it follows that
aj−1 + 4aj + aj+1 =
√
3
[
zj−11 (1 + 4z1 + z
2
1)
1− zN1
− z
j−1
2 (1 + 4z2 + z
2
2)
1− zN2
]
(2.39)
=0, ∀j = 1, · · · , N − 2
which implies that
bj =aj−1
(
1
6
− β
2
λ+ νλ
)
+ aj
(
4
6
− 2νλ
)
+ aj+1
(
1
6
+
β
2
λ+ νλ
)
=λ
[
c(aj−1 − 2aj + aj+1) + β
2
(aj+1 − aj−1)
]
=λ
[
c(−6aj) + β
2
(aj+1 − aj−1)
]
,
for any j = 1, · · · , N − 2.
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Therefore, if bj ≥ 0 for j = 1, · · · , N − 2, then ν should satisfy
6ajc ≤ β
2
(aj+1 − aj−1), ∀j = 1, · · · , N − 2. (2.40)
which is not true. Indeed, let us consider two cases separately.
• Case 1: “β > 0”
By Lemma 2.2.4, we can choose k such that 2(k+ 3) ≤ N and ak > 0. It follows that
ak = +δk, ak+1 = −δk+1, ak+2 = +δk+2, ak+3 = −δk+3, where δk > δk+1 > δk+1 >
δk+3 > 0. Note that this is possible for N ≥ 6. From condition (2.40) for j = k + 1,
we obtain that
c ≥ β(δk − δk+2)
12δk+1
> 0. (2.41)
By Lemma 2.2.4, it follows that aN−k−1 = ak+1 = −δk+1, aN−k−2 = ak+2 = +δk+2,
and aN−k−3 = ak+3 = −δk+3. Then from condition (2.40) for j = N −k− 2, we have
c ≤ β(−δk+1 + δk+3)
12δk+2
< 0, (2.42)
which contradicts (2.41) and (2.42) since there does not exist ν such that both of
them are true at the same time.
• Case 2: “β < 0”
By Lemma 2.2.4, we can choose k such that 2(k+ 3) ≤ N and ak < 0. It follows that
ak = −δk, ak+1 = +δk+1, ak+2 = −δk+2, ak+3 = +δk+3, where δk > δk+1 > δk+1 >
δk+3 > 0. From condition (2.40) for j = k + 1, we obtain that
c ≤ β(δk − δk+2)
12δk+1
< 0. (2.43)
However, from condition (2.40) for j = N − k − 2, we obtain that
c ≥ β(−δk+1 + δk+3)
12δk+2
> 0, (2.44)
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which contradicts (2.43) and (2.44) since there does not exist ν such that both of
them are true at the same time.
Since in both cases there does not exist ν such that all elements of M−1A are positive,
we conclude that there exists u0h such that u
1
h violates the maximum principle.
For general ν ∈ Dh we can obtain the same conclusion by applying a similar proof.
Theorem 2.2.6. Let N ≥ 6. For any ν ∈ Dh and any ∆t1 > 0, there exists u0h ∈ Vh such
that the solution u1h violates the maximum principle.
Proof. Denote ν|Ii = νi+ 1
2
. Without loss of generality, let us assume β ≥ 0. As the proof
of Theorem 2.2.5, it is sufficient to prove that there exists some negative element in M−1A,
where M−1 = circ[a0, a1, · · · , aN−1] and
A =

4
6
−λν
N− 12
−λν 1
2
1
6
−λβ
2
+λν 1
2
0 ... 0 1
6
+λβ
2
+λν
N− 12
1
6
+λβ
2
+λν 1
2
4
6
−λν 1
2
−λν 3
2
1
6
−λβ
2
+λν 3
2
... 0 0
...
...
...
. . .
...
...
1
6
−λβ
2
+λν
N− 12
0 0 ... 1
6
+λβ
2
+λν
N− 32
4
6
−λν
N− 32
−λν
N− 12

N×N
.
Since 4ai + ai−1 + ai+1 = 6δi0, it follows that
(M−1A)11 =1 + λνN− 1
2
(aN−1 − a0) + λν 1
2
(a1 − a0) + λβ
2
(a1 − aN−1)
(M−1A)12 = λν 1
2
(a0 − a1) + λν 3
2
(a2 − a1) + λβ
2
(a2 − a0)
(M−1A)13 = λν 3
2
(a1 − a2) + λν 5
2
(a3 − a2) + λβ
2
(a3 − a1)
· · ·
(M−1A)21 = λνN− 1
2
(a0 − a1) + λν 1
2
(a2 − a1) + λβ
2
(a2 − a0)
(M−1A)22 =1 + λν 1
2
(a1 − a2) + λν 3
2
(a3 − a2) + λβ
2
(a3 − a1)
(M−1A)23 = λν 3
2
(a2 − a3) + λν 5
2
(a4 − a3) + λβ
2
(a4 − a2)
· · ·
In the analogy of the proof of Theorem 2.2.5, choose k such that 2(k+ 3) ≤ N and ak > 0.
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It follows that ak = +δk, ak+1 = −δk+1, ak+2 = +δk+2, ak+3 = −δk+3, where δk > δk+1 >
δk+1 > δk+3 > 0. Consider 4 elements ofM
−1A: (M−1A)k2, (M−1A)(k+1)2, (M−1A)(N−k−3)2
and (M−1A)(N−k−2)2. The idea is to get some contradiction about ν 1
2
and ν 3
2
if all such 4
elements are positive. Since

ν 1
2
(ak − ak+1) + ν 3
2
(ak+2 − ak+1) + β2 (ak+2 − ak) ≥ 0
ν 1
2
(ak+1 − ak+2) + ν 3
2
(ak+3 − ak+2) + β2 (ak+3 − ak+1) ≥ 0
ν 1
2
(aN−k−3 − aN−k−2) + ν 3
2
(aN−k−1 − aN−k−2) + β2 (aN−k−1 − aN−k−3) ≥ 0
ν 1
2
(aN−k−2 − aN−k−1) + ν 3
2
(aN−k − aN−k−1) + β2 (aN−k − aN−k−2) ≥ 0.
by the symmetry of ai = aN−i, we get that
ν 1
2
(δk + δk+1) + ν 3
2
(δk+2 + δk+1) +
β
2 (δk+2 − δk) ≥ 0
ν 1
2
(−δk+1 − δk+2) + ν 3
2
(−δk+3 − δk+2) + β2 (−δk+3 + δk+1) ≥ 0
ν 1
2
(−δk+3 − δk+2) + ν 3
2
(−δk+1 − δk+2) + β2 (−δk+1 + δk+3) ≥ 0
ν 1
2
(δk+2 + δk+1) + ν 3
2
(δk + δk+1) +
β
2 (δk − δk+2) ≥ 0,
which is equivalent to

ν 1
2
(δk + δk+1) + ν 3
2
(δk+2 + δk+1) ≥ β2 (δk − δk+2)
ν 1
2
(δk+1 + δk+2) + ν 3
2
(δk+3 + δk+2) ≤ β2 (δk+1 − δk+3)
ν 1
2
(δk+3 + δk+2) + ν 3
2
(δk+1 + δk+2) ≤ −β2 (δk+1 − δk+3)
ν 1
2
(δk+2 + δk+1) + ν 3
2
(δk + δk+1) ≥ −β2 (δk − δk+2).
Considering the 1st and 4th inequalities, we see that the solution set of (ν 1
2
, ν 3
2
) lies in a
cone Ku with vertex at (
β
2 ,−β2 ) in Figure 2.1. Similarly for the 2nd and 3rd inequalities,
the solution set of (ν 1
2
, ν 3
2
) lies in a cone Kd at the same vertex. Since the only intersection
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is that vertex, we obtain that
ν 1
2
=
β
2
, ν 3
2
= −β
2
.
Ku
Kd
ν 1
2
ν
3 2
Figure 2.1: Two cones Ku and Kd
Similarly, if choosing other 4 elements in 3rd column of M−1A, we obtain that
ν 3
2
=
β
2
, ν 5
2
= −β
2
.
Since β 6= 0, a contradiction on ν 3
2
is obtained, which completes the proof.
2.2.4 Using lumped mass matrix
Using mass lumping to solve (2.2) is to find un+1h ∈ Vh i.e.,
un+1h (x) =
N−1∑
i=0
Un+1h,i ϕi(x) + U
n+1
h,0 ϕN (x), (2.45)
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such that
(
un+1h − unh
∆t
, vh
)
L
+ β(∂xu
n
h, vh) + (νh∂xu
n
h, ∂xvh) = 0, ∀vh ∈ Vh, (2.46)
where Vh is defined in (2.25), (·, ·)L is defined in (2.18), and ν ∈ Dh.
The discrete form is as follows
Un+1h,0 = [1− λ(νN− 12 + ν 12 )]U
n
h,0 + λ(−β2 + ν 12 )U
n
h,2 + λ(
β
2 + νN− 12 )U
n
h,N−1,
Un+1h,i = [1− λ(νi− 12 + νi+ 12 )]U
n
h,i + λ(−β2 + νi+ 12 )U
n
h,i+1 + λ(
β
2 + νi− 12 )U
n
h,i−1,
Un+1h,N−1 = [1− λ(νN− 32 + νN+ 12 )]U
n
h,N−1 + λ(−β2 + νN+ 12 )U
n
h,0 + λ(
β
2 + νN− 32 )U
n
h,N−2,
(2.47)
where λ := ∆th .
Lemma 2.2.7. If ν ∈ Dh and ∆tn = λh satisfies that
|β| ≤ 2 mini νi+ 1
2
,
λmaxi
(
νi− 1
2
+ νi+ 1
2
)
≤ 1,
, i = 1, · · · , N − 1 (2.48)
where ν|Ii = νi+ 1
2
with the convention ν− 1
2
:= νN− 1
2
, then the solution of (2.46) satisfies
the local maximum principle (2.23).
Proof. From (2.47), it is readily seen that under the condition (2.48), Un+1h,i is a convex
combination of Unh,i−1, U
n
h,i,and U
n
h,i+1, which implies the local maximum principle
min{Unh,i−1, Unh,i, Unh,i+1} ≤ Un+1h,i ≤ max{Unh,i−1, Unh,i, Unh,i+1}, ∀n,∀i. (2.49)
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3. ZALESAK LIMITER FOR SCALAR CONSERVATION LAWS ∗
In this Section, we will investigate two continuous P1 finite element methods for solving
scalar conservation laws, see (3.51) and (3.57). Both of them have two good properties:
maximum principle preserving and high-order accuracy.
3.1 Maximum principle
The scalar conservation law is usually written as

∂tu(x, t) +∇ · f(u(x, t)) = 0, (x, t) ∈ Ω× [0, T ] ⊂ Rd
u(x, 0) = u0(x),
(3.1)
along with appropriate boundary condition. To simplify the problem without considering
boundary issues, we assume that the problem is a Cauchy problem or has periodic boundary
condition or the initial data u0 has a compact support and the final time T is smaller enough
such that the influence region of supp(u0) does not reach the boundary ∂Ω for all t ∈ [0, T ].
The maximum principle is an important property of the entropy solution of the scalar
hyperbolic conservation law. The entropy solution is introduced, due to the non-uniqueness
of weak solutions, to satisfy the so-called entropy inequality
∫ T
0
∫
Rd
[η(u)∂tψ +∇ψ · q(u)] dx dt+
∫
Ω
u(x, 0)η(u(x, 0)) ≤ 0, (3.2)
for every convex function η, where q(u) =
∫ u
η′(v)f ′(v) dv, where the test function ψ is
positive with compact support and is Lipschitz continuous on Rd × [0, T ). The maximum
principle says that the entropy solution u of (3.1) has the property that
u(x, t) ∈ [m,M ] (3.3)
∗Part of this Section are reprinted, with modification, from [37], “A second-order maximum principle
preserving Lagrange finite element technique for nonlinear scalar conservation equations” by Jean-Luc
Guermond, Murtazo Nazarov, Bojan Popov and Yong Yang, 2014. SIAM Journal on Numerical Analysis,
52(4), 2163–2182. Copyright 2014 by Society for Industrial and Applied Mathematics.
26
where
m := min
x
u(x, 0), M := max
x
u(x, 0). (3.4)
In particular, this is implied by the property (see, e.g., Theorem 6.2.3 [16]) that for two
entropy solutions u and u¯ corresponding to two initial conditions u0 and u¯0, there exist
constants R and s such that the following inequality hold
∫
|x|≤R
[u(x, t)− u¯(x, t)]+ dx ≤
∫
|x|≤R+st
[u0(x)− u¯0(x)]+ dx (3.5)
which is proved by using the entropy pairs of Kruzkov (see, e.g., [16, (6.2.6)])
η(u; u¯) = (u− u¯)+, Q(u; u¯) = sgn(u− u¯)+[f(u)− f(u¯)], u¯ ∈ R. (3.6)
3.2 Mesh and finite element space
Let {Th} be a family of conforming (no hanging nodes) and shape regular meshes.
Define
h := min
K∈Th
hK ,
and
hK :=
1
maxj supx∈K ‖∇φj(x)‖l2
.
Let {φ1, · · · , φN} be the nodal Lagrange basis of Vh associated with the vertices {a1, · · · ,aN}
of the mesh Th, i.e., φi(aj) = δij . The approximation space or test function space Vh is
defined by
Vh := {v ∈ C0(Ω;R) : v|K ◦ ΦK ∈ Pˆ ,∀K ∈ Th}, (3.7)
where {Kˆ, Pˆ , Σˆ} is the reference Lagrange finite elements, and ΦK : Kˆ → K is given for
each cell K. If K is a triangle, then ΦK can be chosen as affine map. However, if K is
arbitrary quadrilateral, ΦK should be a bilinear map, since if ΦK is an affine map, then K
must be a parallelogram (see, e.g., [21, p. 34]).
Define Si = supp(φi) and Sij = supp(φi) ∩ supp(φj). We have Si = ∪K⊂SiK and
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Sij = ∪K⊂SijK. Introduce I(E) = {i : |Si ∩ E¯| 6= 0} for any subset E ⊂ Ω¯. Here the cell
K is assumed to be closed.
3.3 Low order scheme
In [36], the authors propose a continuous finite element method which satisfies the
maximum principle. Using similar argument, we get the following results.
Definition 3.3.1. Define the bilinear form bK(·, ·) corresponding to each cell K ∈ Th
satisfies the following four properties
(i) bK(φj , φi) = 0, if i 6∈ I(K) or j 6∈ I(K),
(ii) bK(φj , φi) ∼ −|K| if i 6= j, i, j ∈ I(K),
(iii) symmetry bK(φj , φi) = bK(φi, φj),
(iv) conservation,
∑
j 6=i bK(φj , φi) = −bK(φi, φi),
where I(K) := {i : |supp(φi) ∩K| 6= 0}.
Remark 3.3.2. In the above definition, the 2nd property says that −bK(φj , φi) is a positive
constant multiplication with |K| if ai and aj are adjacent. The 4th property is related to
the conservation of the numerical scheme, see Theorem 3.3.5. The 3rd property is proposed
to make it easy to get zero row sum and zero column sum at the same time. One way to
customize bK is to define bK(φj , φi) first for all pairs with j 6= i, and then give a particular
value to bK(φi, φi) to make the 4th property holds.
Recall that the traditional way to introduce numerical viscosity depends on the use
of the bilinear form corresponding to the Laplacian operator −∇·(ν∇ψ). Here we use a
bilinear form B(·, ·) to serve this purpose in a general sense, which is defined as the sum of
bilinear forms νKbK(·, ·), where νK to be determined later is positive constant. It follows
that
B(uh, vh) =
∑
i,j
∑
K
UiVjνKbK(φi, φj) (3.8)
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for uh =
∑
Uiφi and vh =
∑
Viφi.
The use of the bilinear form B to introduce numerical viscosity is similar to the
strategies used in other methods such as Streamline-upwind/Galerkin method, space-time
Galerkin/least-squared method, subgrid scale method, characteristic Galerkin method and
Taylor-Galerkin method, see (17) in [15].
Using (3.8) as artificial viscosity term, the semi-discretized approximation of the prob-
lem (3.1) is to find uh ∈ C1([0, T ];Vh) such that
(∂tuh, vh)L + (∇·f(uh), vh) +B(uh, vh) = 0, ∀vh ∈ Vh. (3.9)
Using the forward Euler method for time stepping, we get a fully discrete method which
is to find un+1h ∈ Vh as an approximation of the solution at time tn+1 := tn+∆tn such that
(
un+1h − unh
∆tn
, φi)L + (∇·f(unh), φi) +B(unh, φi) = 0, ∀i, (3.10)
i.e.,
(
un+1h − unh
∆tn
, φi)L + (∇·f(unh), φi) +
∑
K
νnKbK(u
n
h, φi) = 0, ∀i, (3.11)
where unh ∈ Vh is the given approximation at time tn. The symbol n appears in νnK because
of its dependence on unh. Using the definition of ML and mi :=
∫
φi dx, the algorithm (3.10)
is expressed as
Un+1i = U
n
i −
∆tn
mi
[(∇·f(unh), φi) +
∑
K
νnKbK(u
n
h, φi)], ∀i. (3.12)
Remark 3.3.3. One reason to study the forward Euler method (3.10) is that it can be
extended to any high-order Strong Stability Preserving Runger-Kutta (SSPRK) methods
(see e.g., [33, 34]) which are convex combinations of the forward Euler method. This
key property implies that the maximum principle property obtained for the forward Euler
method holds also for SSPRK methods. For example, the two-stage second order Runge-
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Kutta method (SSPRK2) is expressed as

u(1) = [un + ∆tL(un)]
un+1 = 12u
n + 12 [u
(1) + ∆tL(u(1))],
(3.13)
and three-stage third order Runge-Kutta method (SSPRK3) as

u(1) = [un + ∆tL(un)]
u(2) = 34u
n + 14 [u
(1) + ∆tL(u(1))],
un+1 = 13u
n + 23 [u
(2) + ∆tL(u(2))],
(3.14)
where the substeps using the forward Euler method are highlighted in brackets [, ].
Remark 3.3.4 (Time step in SPPRK methods). Note that the time step ∆t obtained
from the CFL condition based on u(i) may be different from the time step ∆t based u(j) in
general. Since ∆t should be the same for all substeps of SSPRK methods, a loop has to be
used in the numerical implementation, see for example Algorithm 1 where the constant 0.9
in Step-5 and Step-9 is user defined in order to minimize the number of iterations.
Algorithm 1 One-step update of SSPRK3 algorithm (3.14)
Require: unh
1: Estimate ∆t1 based on u
n
h.
2: Let ∆t := ∆t1.
3: Get u(1) based on unh using the forward Euler method with ∆t.
4: Estimate ∆t2 based on u
(1)
h .
5: If ∆t2 < ∆t, choose ∆t := 0.9∆t2, go to step-3.
6: Get u˜(2) based on u(1) using the forward Euler method with ∆t.
7: Get u(2) = [3unh + u˜
(2)]/4.
8: Estimate ∆t3 based on u
(2)
h .
9: If ∆t3 < ∆t, choose ∆t := 0.9∆t3, go to step-3.
10: Get u˜(3) based on u(2) using the forward Euler method with ∆t.
11: return Get un+1h = [u
n
h + 2u˜
(3)]/3.
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Theorem 3.3.5. The algorithm (3.10) is conservative, i.e.,
∫
Ω
unh dx =
∫
Ω
u0h dx, ∀n, (3.15)
provided that B satisfy the property that the sum of each column is 0, i.e.,
B(φj , 1) =
∑
i
B(φj , φi) = 0. (3.16)
Proof. For fixed n, from (3.12), we have
∫
Ω
un+1h =
∫
Ω
∑
j
Un+1h,j φj(x)
=
∑
j
Un+1h,j mj
=
∑
j
(un+1h , φj)L
=
∑
j
(un, φj)L −
∑
j
∆tn(∇ · f(unh), φj)−
∑
j
−∆tnB(un, φj)
=
∫
Ω
un −∆tn
∫
Ω
∇ · f(unh)−∆tnB(un, 1)
=
∫
Ω
un −∆tn
∫
∂Ω
n · f(unh)
=
∫
Ω
unh,
where
∑
j φ(x) = 1, B(u
n, 1) = 0 and the assumption on boundary condition are used. It
follows that the scheme (3.10) is conservative.
Theorem 3.3.6. Assume νnK is chosen as follows
νnK := max
i 6=j
i,j∈I(K)
[(f ′(unh)·∇φj , φi)K ]+
−bK(φj , φi) , (3.17)
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If ∆tn satisfies that
∆tn ≤ min
i
mi
[(f ′(unh)·∇φi, φi) +
∑
K ν
n
KbK(φi, φi)]
+
, (3.18)
then the solution un+1h of (3.10) satisfies the following local maximum principle
min
j∈I(Si)
Unh,i ≤ Un+1i ≤ max
j∈I(Si)
Unh,i, ∀i. (3.19)
Proof. For fixed n, to ease notation, denote un+1h :=
∑
U iφi and u
n
h :=
∑
Uiφi. By (3.12),
since ∇·f(unh) = f ′(unh)·∇unh =
∑
j f
′(unh)·∇φjUj and bK is bilinear, it follows that
U i = Ui − ∆t
n
mi
∑
j
[(f ′(unh)·∇φj , φi) +
∑
K
νnKbK(φj , φi)]Uj .
That is
U i =
{
1− ∆t
n
mi
[(f ′(unh)·∇φi, φi) +
∑
K
νnKbK(φi, φi)]
}
Ui
+
∆tn
mi
∑
j 6=i
[
−(f ′(unh)·∇φj , φi)−
∑
K
νnKbK(φj , φi)
]
Uj
=
{
1− ∆t
n
mi
[(f ′(unh)·∇φi, φi) +
∑
K
νnKbK(φi, φi)]
}
Ui
+
∆tn
mi
∑
j 6=i
∑
K⊂Sij
[−(f ′(unh)·∇φj , φi)K − νnKbK(φj , φi)]Uj
=αiUi +
∑
j 6=i
∑
K⊂Sij
βi,j,KUj ,
where
αi := 1− ∆t
n
mi
[
(f ′(unh)·∇φi, φi) +
∑
K
νnKbK(φi, φi)
]
and
βi,j,K := −(f ′(unh)·∇φj , φi)K − νnKbK(φj , φi), ∀j 6= i,K ⊂ Sij .
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Be definition of νK in (3.17), it follows that βi,j,K ≥ 0. Since
αi +
∑
j 6=i
∑
K⊂Sij
βi,j,K =1− ∆t
n
mi
∑
j
[(f ′(unh)·∇φj , φi) +
∑
K
νnKbK(φj , φi)]
=1− ∆t
n
mi
[(f ′(unh)·∇
∑
j
φj
 , φi) +∑
K
νnK
∑
j
bK(φj , φi)],
∑
j φj = 1 and
∑
j bK(φj , φi) = 0, we obtain that U
i is a convex combination of Uj , j ∈
I(Si) provided that αi > 0. The condition (3.18) implies that αj > 0, which completes the
proof.
Remark 3.3.7. From the proof of the above theorem, it is readily to see that the numerical
implementation of the 2nd term of (3.10) should be (f ′(unh)·∇unh, φi). Additionally, the
quadrature rule to compute it should be the same as the quadrature rule used in the integral
used in the numerator of νnK given in (3.17).
Remark 3.3.8. Note that in [36], ν˜nK is defined by
ν˜nK = max
i 6=j
i,j∈I(K)
[(f ′(unh)·∇φj , φi)Sij ]+∑
K⊂Sij −bK(φj , φi)
. (3.20)
Compared to νnK defined in (3.17), since it is not true that ν
n
K ≤ ν˜nK or ν˜nK ≤ νnK , maybe a
better choice is
ν¯nK = max
i 6=j
i,j∈I(K)
min
{
[(f ′(unh)·∇φj , φi)K ]+
−bK(φj , φi) ,
[(f ′(unh)·∇φj , φi)Sij ]+∑
K⊂Sij −bK(φj , φi)
}
. (3.21)
Remark 3.3.9. In serial programming, the computation of (3.20) is more efficiently.
The matrix [B]ij := bK(φj , φi) can be assembled at the beginning. The matrix [C]ij :=
(f ′(unh)·∇φj , φi)Sij updated at the beginning of each time step for the flux term can be also
used to get (3.20). However, the computation of (3.17) needs one more time numerical
integral over each cell using the same quadrature rule. But, in parallel programming, (3.17)
is easier to parallel since it involves only computations over a cell K, because using (3.20)
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needs more information from the neighboring cells which may be “ghost cells” on other
processors. For comparison, please refer to the Method-1 and Method-2 in Section 3.9.
Lemma 3.3.10. Assume there exists c1 and c2 such that
c1 max
i
∫
K
φi ≤ −bK(φi, φj) ≤ c2 max
i
∫
K
φi, ∀i, j ∈ I(K), i 6= j,∀K. (3.22)
If ∆tn satisfies that
∆tnβn
h
≤ c1
c1 + c2
, (3.23)
where
βn := max
u∈[minunh ,maxunh ]
‖f ′(u)‖l2 , (3.24)
then (3.18) holds.
Proof. By the definition νK in (3.17), the assumption (3.22) and the fact that φi ≥ 0, it
follows
νnK ≤
βn
∫
K φi(x)‖∇φj(x)‖l2 dx
c1 maxi
∫
K φi
≤ βn
∫
K φi
hKc1 maxi
∫
K φi
≤ βn
hKc1
. (3.25)
Since
∑
j bK(φj , φi) = 0, the assumption (3.22) implies that
bK(φi, φi) = −
∑
j 6=i
bK(φj , φi) ≤ (NK − 1)c2 max
i
∫
K
φi, K ⊂ Si, (3.26)
where NK is the number of vertices of K. Combining (3.26) and (3.26) implies that
−νnKbK(φi, φi) ≤
βnc2
hKc1
max
i
∫
K
φi. (3.27)
Since for any K ⊂ Si
(f ′(unh)·∇φi, φi)K ≤
βn
hK
∫
K
φi, (3.28)
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we obtain that
∫
K φi
[(f ′(unh)·∇φi, φi)K + νnKbK(φi, φi)]+
≥
∫
K φi
βn
hK
∫
K φi +
βnc2
hKc1
maxi
∫
K φi
≥ hKc1
βn(c1 + c2)
,
which implies that
mi
[(f ′(unh)·∇φi, φi)−
∑
K ν
n
KbK(φi, φi)]
+
≥ hc1
βn(c1 + c2)
.
Therefore, if ∆t satisfies (3.23),then
∆tn ≤ mi
(f ′(unh)·∇φi, φi)−
∑
K ν
n
KbK(φi, φi)
,
which is exactly the condition (3.18).
Lemma 3.3.11. The condition (3.23) is implied by the condition
∆tnβ0
h
≤ c1
c1 + c2
, (3.29)
where βn is defined in (3.24).
Proof. Applying the above condition for ∆t0, by Theorem 3.3.6, we obtain that
min
i
U0i ≤ min
i
U1i ≤ max
i
U1i ≤ max
i
U0i ,
which implies that
[minu1h,maxu
1
h] ⊂ [minu0h,maxu0h],
and hence β1 ≤ β0. Inductively, we have that βn ≤ β0. Therefore, the condition (3.29)
implies the condition (3.23).
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Remark 3.3.12. If bK is chosen in [36]
bK(φj , φi) =

− 1NK−1 |K|, if i 6= j, i, j ∈ I(K)
|K|, if i = j,
0, if i /∈ I(K) or j /∈ I(K),
(3.30)
which satisfying the Definition 3.3.1, then c1 and c2 defined in (3.22) can be chosen as
c1 = c2 =
1
NK−1 . It implies that
1
2 can be chosen in the CFL condition (3.29).
Remark 3.3.13 (Relation to graph Laplacian). Let K be a triangle with 3 vertices ajgeo(K,j), j =
1, 2, 3. The graph Laplacian LK (see, e.g., [32, p. 286]) can be obtained when K is treated
as a weighted graph with weight |K|2 , which satisfies that
(LKU, V ) =
∑
i=1,2,3
∑
j>i
|K|
2
(Ujgeo(K,i) − Ujgeo(K,j))(Vjgeo(K,i) − Vjgeo(K,j)) (3.31)
for any vector U, V ∈ RNgeo. This equality can be obtained by adding 3 edges one by one.
For example, assume the only nonzero weight is ω12 on the edge connecting ajgeo(K,1) and
ajgeo(K,2). Denote this graph as K1. Then from the definition of graph Laplacian in [32, p.
286], we get that
(LK1U, V ) = ω12(Ujgeo(K,1) − Ujgeo(K,2))(Vjgeo(K,1) − Vjgeo(K,2)). (3.32)
From the definition of bK in (3.30), it is readily seen that
bK(uh, vh) = (LKU, V ) (3.33)
for uh =
∑
i Uiφi and vh =
∑
i Viφi.
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3.4 Backward Euler method
Compared to (3.10), the backward Euler method can also be constructed to preserve
the maximum principle. The backward Euler method is to find un+1h ∈ Vh such that(
un+1h − unh
∆tn
, φi
)
L
+ (∇·f(un+1h ), φi) +
∑
K
νnKbK(u
n+1
h , φi) = 0, ∀i, (3.34)
Since the flux f(u) is usually nonlinear in u, we replace the 2nd term and get the following
implicit algorithm
(
un+1h − unh
∆tn
, φi
)
L
+ (f ′(unh)·∇un+1h , φi) +
∑
K
νnKbK(u
n+1
h , φi) = 0, ∀i. (3.35)
The surprising thing is that νnK defined in (3.17) also allows the above implicit algorithm
to preserve the maximum principle (as a consequence of the following Theorem). Moreover,
there is no constraint on time step ∆tn.
Theorem 3.4.1. Assume νnK is chosen as (3.17). For any ∆t
n > 0, the solution un+1h of (3.35)
has the following property
(i) if Un+1i = maxj∈I(Si) U
n+1
j , then
Un+1i ≤ max
j∈I(Si)
Unj ; (3.36)
(ii) if Un+1i = minj∈I(Si) U
n+1
j , then
Un+1i ≥ min
j∈I(Si)
Unj . (3.37)
Proof. For fixed n, to ease notation, denote un+1h :=
∑
U iφi and u
n
h :=
∑
Uiφi. Using the
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definition of ML and mi :=
∫
φi dx, the algorithm (3.35) is expressed as
U i +
∆tn
mi
∑
j
[
(f ′(unh)·∇φj , φi) +
∑
K
νnKbK(φj , φi)
]
U j = Ui.
That is
{
1 +
∆tn
mi
[(f ′(unh)·∇φi, φi) +
∑
K
νnKbK(φi, φi)]
}
U i
+
∆tn
mi
∑
j 6=i
[(f ′(unh)·∇φj , φi) +
∑
K
νnKbK(φj , φi)]U
j = Ui.
Define αi := 1+
∆tn
mi
[(f ′(unh)·∇φi, φi)+
∑
K ν
n
KbK(φi, φi)] and βi,j,K := −(f ′(unh)·∇φj , φi)K−
νnKbK(φj , φi) for any K ⊂ Sij . It follows that
αiU
i −
∑
j 6=i
∑
K⊂Sij
βi,j,KU
j = Ui. (3.38)
By definition of νnK in (3.17), we get that βi,j,K is nonnegative. In fact, αi is also positive
for any ∆tn. This is because
(f ′(unh)·∇φi, φi) +
∑
K
νnKbK(φi, φi) =
∑
K⊂Si
[(f ′(unh)·∇φi, φi)K + νnKbK(φi, φi)]
=
∑
K⊂Si
∑
j∈I(K)
j 6=i
[−(f ′(unh)·∇φj , φi)K − νnKbK(φj , φi)]
=
∑
K⊂Si
∑
j∈I(K)
j 6=i
βi,j,K ≥ 0,
where in the 2nd equality we use the fact that
∑
j∈I(K) φj(x) = 1 for ∀x ∈ K and∑
j∈I(K) bK(φj , φi) = 0, for ∀K. Likewise, we have
αi −
∑
j 6=i
∑
K⊂Sij
βi,j,K = 1.
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(i) Assume U i = maxj∈I(Si) U
j . By (3.38), it follows that
αiU
i = Ui +
∑
j 6=i
∑
K⊂Sij
βi,j,KU
j ≤ max
j∈I(Si)
Uj +
∑
j 6=i
∑
K⊂Sij
βi,j,KU
i,
and hence
[αi −
∑
j 6=i
∑
K⊂Sij
βi,j,K ]U
i ≤ max
j∈I(Si)
Uj .
Since αi −
∑
j 6=i
∑
K⊂Sij = 1, we obtain that
U i ≤ max
j∈I(Si)
Uj .
(ii) Assume U i = minj∈I(Si) U
j . By (3.38), it follows that
αiU
i = Ui +
∑
j 6=i
∑
K⊂Sij
βi,j,KU ≥ min
j∈I(Si)
Uj +
∑
j 6=i
∑
K⊂Sij
βi,j,KU
i,
and hence
[αi −
∑
j 6=i
∑
K⊂Sij
βi,j,K ]U
i ≤ min
j∈I(Si)
Uj .
Since αi −
∑
j 6=i
∑
K⊂Sij βi,j,K = 1, we obtain that
U i ≤ min
j
Uj .
Remark 3.4.2. The conclusion of Theorem 3.4 is not the same as the usual Local Ex-
tremum Diminishing property (LED). This is because the assumption that Un+1i is the local
extremum does not imply that Uni is also the local extremum. For example, in one time step,
the numerical solution [Un1 , U
n
2 , U
n
3 , U
n
4 ] = [1, 2, 1, 4] may become [U
n+1
1 , U
n+1
2 , U
n+1
3 , U
n+1
4 ]
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= [1, 2.5, 3.5, 1]. Although Un+13 = max{Un+12 , Un+13 , Un+14 } ≤ max{Un2 , Un3 , Un4 }, the local
maximum Un2 is increased.
Applying Theorem 3.4 and neglecting the boundary issues, we obtain the following
conclusion.
Corollary 3.4.3. If νnK is chosen as (3.17), For any ∆t
n > 0, the solution un+1h of (3.35)
satisfies the following global maximum principle:
min
i
Uni ≤ min
i
Un+1i ≤ maxi U
n+1
i ≤ maxi U
n
i , ∀n.
Remark 3.4.4. Note that even there are not restrictions on ∆tn for the implicit algo-
rithm (3.35) to keep global maximum principle, we need to solve a linear system. If one
modifies the small oscillations near the extrema of the solution in order to preserve the
maximum principle exactly, then more techniques have to be used to keep the conservation
property.
3.5 High order method
One useful technique to get high-order method is to use the notion of entropy viscosity
introduced in [38][40][36]. An inspiring example is the Riemann problem of Burgers equa-
tion ut(x, t) + (
1
2u
2)x = 0 with initial data u0(x) = 1−H(x), where H(x) is the Heaviside
function. The entropy solution has only one shock and is expressed as u(x, t) = 1−H(x− t2).
Using delta function, we get that the entropy residual (u2)t + (
1
3u
3)x =
1
2δ(x− t2)− 16δ(x−
t
2) =
1
3δ(x − t2), while the PDE residual is 0. Therefore, the entropy residual is a good
indicator of the shock region. It can be used to choose a smaller numerical viscosity in the
region far from the shock region in order to decrease the influence of numerical viscosity
in the smooth region.
As in [37], choosing a convex entropy function E ∈ Lip(R,R) one can get a high order
method by replacing νL,nK introduced in (3.17) or (3.20) (the superscript L in ν
L,n
K stands
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for the low order method) with νH,nK(
un+1h − unh
∆tn
, φi
)
L
+ (∇·f(unh), φi) +
∑
K
νH,nK bK(u
n
h, φi) = 0, ∀i, (3.39)
where νH,nK is defined by
νH,nK = min
(
νL,nK ,
cERK(u˜
n
h, u
n
h)
‖E(unh)− E(unh)‖L∞(Ω)
)
, (3.40)
where cE is a user-defined parameter, E(u
n
h) is the mean of E(u
n
h) over Ω, RK(u˜
n
h, u
n
h) is
the entropy residual over K defined by
RK(u˜
n
h, u
n
h) = ‖ 1∆tn (E(u˜nh)− E(unh)) + f ′(unh)·∇E(unh)‖L∞(K).
and u˜nh is the pure Galerkin prediction of u
n+1
h without numerical viscosity given as follows
(
u˜nh − unh
∆tn
, φi
)
L
+ (∇·f(unh), φi) = 0, ∀i. (3.41)
3.6 Zalesak limiter
In numerical tests, we see that the algorithm (3.39) has high order accuracy. Some
spurious oscillations appear at shock regions and the maximum principle is violated. As
the authors stated in [61], one unavoidable difficulty in numerical computations of discon-
tinuous solutions of conservation laws is that either the method is first-order accurate on
smooth flows and the discontinuities are excessively smeared, or else spurious oscillations
are introduced which pollute the solution and sometimes lead to nonlinear instability.
An interesting question is how to keep maximum principle and get high order conver-
gence at the same time. One common technique of obtaining high resolution, second-order,
oscillation free schemes is to use limiters [70]; In fact, all TVD schemes use limiter technique
( see, e.g., [31, p. 169]).
The Zalesak limiter is used here to combine two schemes proposed in [36] and [40]
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to obtain an explicit second-order maximum principle preserving numerical method that
works on arbitrary meshes in any space dimension with any Lipschitz flux using continuous
Lagrange finite elements. The Zalesak limiter (see, e.g., [80, 59, 58], [55, p. 52]), as an
extension of the Flux Corrected Transport (FCT) method proposed by Boris and Book [5],
is a two-step procedure based on the application of a low order scheme supplemented by
the addition of a “limited” or “corrected” flux which is the difference between the flux of
the high order scheme and that of the low order scheme.
One reason to choose the Zalesak limiter is that it is independent of the dimension
of the problem. In contrast, if using other limiters like minmod, superbee, etc., then one
needs to use direction splitting (since those limiters are inherently 1D), and find a way to
compute the consecutive gradients which is not easy for unstructured mesh.
Assume there are two continuous finite element methods to solve (3.1): the low-order
method and the high-order method as follows for given unh ∈ Vh,
(
un+1L −unh
∆tn , φi
)
L
+ (∇·f(unh), φi) +BL(unh, φi) = 0, ∀i,(
un+1H −unh
∆tn , φi
)
L
+ (∇·f(unh), φi) +BH(unh, φi) = 0, ∀i.
(3.42)
where the bilinear forms BL and BH are defined by
BL(u
n
h, φi) =
∑
K
νL,nK bK(u
n
h, φi), BH(u
n
h, φi) =
∑
K
νH,nK bK(u
n
h, φi), (3.43)
with bK satisfies the four properties as stated in Definition 3.3.1, and ν
L,n
K and ν
H,n
K are
defined in (3.17) or (3.20) and (3.40). Assume the low-order method gives un+1L which
satisfies the maximum principle, and the high-order method produce un+1h with high order
accuracy but maybe the maximum principle does not hold.
The purpose of Zalesak limiter is to create a solution un+1h from u
n+1
L and u
n+1
H such
that it satisfies the maximum principle or even the local maximum principle and has high
order convergence at the same time. In practice, the high-order solution un+1H does not
need to be computed, see (3.51).
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From (3.42), we have that
(
un+1H − un+1L
∆tn
, φi
)
L
+BH(u
n
h, φi)−BL(unh, φi) = 0, ∀i. (3.44)
Lemma 3.6.1. Assume BH and BL in (3.42) satisfy the property that each column sum
is 0, i.e.,
BH(φj , 1) =
∑
i
BH(φj , φi) = 0, BL(φj , 1) =
∑
i
BL(φj , φi) = 0, ∀j. (3.45)
Then there exists an antisymmetric matrix A such that (3.44) becomes
miU
n+1
i,H = miU
n+1
L,i + ∆t
n
∑
j 6=i
Aij , (3.46)
In particular, A can be chosen as
Aij := −[BH(φj , φi)Unj −BH(φi, φj)Uni ] + [BL(φj , φi)Unj −BL(φi, φj)Uni ]. (3.47)
Proof. Using the definition of mi and mass lumping, from (3.44), we obtain that
miU
n+1
H −miUn+1L + ∆tn[BH(unh, φi)−BL(unh, φi)] = 0. (3.48)
Since
∑
iBH(φj , φi) = 0, we get
BH(u
n
h, φi) =
∑
j
BH(φj , φi)U
n
j
=
∑
j 6=i
BH(φj , φi)U
n
j +BH(φi, φi)U
n
i
=
∑
j 6=i
[BH(φj , φi)U
n
j −BH(φi, φj)Uni ].
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Likewise, we have
BL(u
n
h, φi) =
∑
j 6=i
[BL(φj , φi)U
n
j −BL(φi, φj)Uni ].
Define
Aij := −[BH(φj , φi)Unj −BH(φi, φj)Uni ] + [BL(φj , φi)Unj −BL(φi, φj)Uni ]. (3.49)
It is readily seen that A = [Aij ] is antisymmetric and gives (3.46).
Corollary 3.6.2. If the bilinear form B in (3.42) is symmetric, then A defined in (3.47)
is equal to
Aij = [−BH(φi, φj) +BL(φi, φj)][Unj − Uni ]. (3.50)
Lemma 3.6.3. The choice of A satisfying (3.46) is not unique.
Proof. Choose 3 indexes arbitrarily. Without lose of generality, let us assume it is {1, 2, 3}.
Define the matrix B to be
B =

0 −1 1 . . . 0
1 0 −1 . . . 0
−1 1 0 . . . 0
0 0 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . 0

Ngeo×Ngeo
.
By direct computation, we can see that if A satisfies (3.46), so does A+B.
Based on the idea of Zalesak’s limiter (see, e.g., [80, 59, 58]), we will construct un+1h :=∑
Un+1i φi as an approximation solution at t
n+1 with no new spurious unphysical over-
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shoots and under-shoots
miU
n+1
i = miU
n+1
L,i +
∑
j 6=i
αijAij , ∀i, (3.51)
where the so-called “limiter” α, is a matrix obtained in the Algorithm 2.
Algorithm 2 Zalesak Limiter
Require: uL and [Aij ]
1: for i = 0 to N do
2: Get Un+1L,i and Aij , j = 1, · · · , N .
3: Compute
P+i :=
∑
j 6=i
(Aij)
+, P−i :=
∑
j 6=i
(Aij)
−. (3.52)
4: Define
Q+i := mi(U
max
i − Un+1L,i ), Q−i := mi(Un+1L,i − Umini ),
where
Umaxi := max{Unj , j ∈ I(Si)}, Umini := min{Unj , j ∈ I(Si)},
5: Evaluate
R+i :=

min{1, Q
+
i
P+i
} for P+i 6= 0,
1 for P+i = 0.
R−i :=

min{1, Q
−
i
P−i
} for P−i 6= 0,
1 for P−i = 0.
6: Choose
αij =
 min{R
+
i , R
−
j } for Aij ≥ 0,
min{R−i , R+j } for Aij < 0.
(3.53)
7: Return α := [αij ].
8: end for
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From Algorithm 2, we get the following properties.
Lemma 3.6.4.
P+i ≥ 0, P−i ≥ 0, Q+i ≥ 0, Q−i ≥ 0, R+i ≥ 0, R−i ≥ 0, ∀ i, (3.54)
and 0 ≤ αij ≤ 1, for ∀ i, j.
The algorithm (3.51) is conservative since α is symmetric, A is antisymmetric and the
low order method is conservative.
Lemma 3.6.5. If the low-order method is conservative, i.e.,
∫
Ω
un+1L =
∫
Ω
unh, ∀n, (3.55)
then the scheme (3.51) is conservative.
Proof. If Aij ≥ 0, from the definition of αij , we obtain that αij = min{R+i , R−j } and at the
same time αji = min{R−j , R+i } since Aji = −Aij ≤ 0 by Lemma 3.6.1. The case Aij ≤ 0
can be considered in the same way. It follows that αij = αji. Then we have
∫
Ω
un+1h =
∑
i
miU
n+1
i
=
∑
i
miU
n
L,i +
∑
i
∑
j 6=i
αijAij
=
∫
Ω
unh +
∑
i<j
(αijAij + αjiAji)
=
∫
Ω
unh +
∑
i<j
(αijAij − αijAij)
=
∫
Ω
unh,
where in the third equality we use the assumption that the low-order method is conserva-
tive. Therefore the scheme (3.51) is conservative.
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Furthermore, the scheme (3.51) satisfies the local maximum principle.
Theorem 3.6.6. For any fixed n, if un+1h,L satisfies the local maximum principle, then the
the solution un+1h of the scheme (3.51) satisfies the same local maximum principle
min
j∈I(Si)
Unj ≤ Un+1i ≤ max
j∈I(Si)
Unj , ∀i. (3.56)
Proof. By (3.51) and the definition of αij in (3.47), we obtain that for any i,
Un+1i :=U
n+1
L,i +
∑
j 6=i
αij
Aij
mi
≤ Un+1L,i +
∑
j 6=i,Aij≥0
αij
Aij
mi
=Un+1L,i +
∑
j 6=i,Aij≥0
min{R+i , R−j }
Aij
mi
≤Un+1L,i +
∑
j 6=i,Aij≥0
R+i
Aij
mi
≤Un+1L,i +
∑
j 6=i,Aij≥0
Q+i
P+i
Aij
mi
=Un+1L,i +
Q+i
mi
∑
j 6=i,Aij≥0Aij
P+i
= Un+1L,i +
Q+i
mi
= Umaxi ≤ max
j∈I(Si)
Unj .
Similarly for the lower bound, we have
Un+1i :=U
n+1
L,i +
∑
j 6=i
αij
Aij
mi
≥ Un+1L,i +
∑
j 6=i,Aij≤0
αij
Aij
mi
=Un+1L,i +
∑
j 6=i,Aij≤0
min{R−i , R+j }
Aij
mi
≥Un+1L,i +
∑
j 6=i,Aij≤0
R−i
aij
mi
≥Un+1L,i +
∑
j 6=i,Aij≤0
Q−i
p−i
aij
mi
=Un+1L,i +
Q−i
mi
∑
j 6=i,Aij≤0Aij
P−i
=Un+1L,i +
Q−i
mi
= Un+1L,i +
∑
j 6=i,Aij≤0
Q−i
mi
= Umini ≥ min
j∈I(Si)
Unj ,
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which completes the proof.
Remark 3.6.7. For other choice of Umaxi and U
min
i , the above two properties still hold.
For example, Umaxi and U
min
i can be chosen as
Umaxi := max{Un+1L,j , j ∈ I(Si)},
and
Umini := min{Un+1L,j , j ∈ I(Si)},
since the low order method is assumed to satisfy the maximum principle.
The Theorem 3.6.6 implies that if the low order scheme satisfies the maximum principle,
then so does the new scheme (3.51).
3.7 Generalized Zalesak limiter
As a generalization of the scheme (3.51) using Zalesak limiter, we propose the following
new scheme to get
un+1h :=
∑
j
Un+1j φj
such that
miU
n+1
i = miU
n+1
L,i +
∑
j
A˜ij , (3.57)
where A˜ is defined in Algorithm 3 based on A introduced in (3.47). Comparing to the
scheme (3.51), one can see that the scheme (3.51) is more efficient.
The quantity Q+i , Q
−
i and A˜ij have the following property.
Lemma 3.7.1. Q+i ≥ 0, Q−i ≥ 0, A˜ij = −A˜ji.
Proof. Since the low-order method is assumed to satisfy the maximum principle, we ob-
tain that Q+i and Q
−
i are positive from their definition in (3.58). By Lemma 3.6.1 A is
antisymmetric. It follows that A˜ is antisymmetric from (3.59).
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Algorithm 3 Generalized Zalesak Limiter
Require: uL and [Aij ]
1: for i = 0 to N do
2: Get Un+1L,i and Aij , j = 1, · · · , N .
3: Define
I+i = {j : Aij > 0}, I−i = {j : Aij < 0}
4: Choose ωij(≥ 0) for each Aij 6= 0 such that
∑
j∈I+i
ωij ≤ Q+i ,
∑
j∈I−i
ωij ≤ Q−i
where
Q+i := mi(U
max
i − Un+1L,i ), Q−i := mi(Un+1L,i − Umini ), (3.58)
and
Umaxi := max{Unj , j ∈ I(Si)}, Umini := min{Unj , j ∈ I(Si)},
5: Loop each edge and define
A˜ij = sgn(Aij) min{ωij , ωji}. (3.59)
6: Return miU
n+1
i = miU
n+1
L,i +
∑
j A˜ij .
7: end for
Lemma 3.7.2. If the low order method is conservative, i.e.,
∑
i
miU
n+1
L,i =
∫
Ω
unh, ∀n,
then the algorithm (3.57) is also conservative.
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Proof. This is because
∫
Ω
un+1h =
∑
i
miU
n+1
i
=
∑
i
miU
n+1
L,i +
∑
i
∑
j 6=i
A˜ij
=
∫
Ω
unh +
∑
i<j
(A˜ij + A˜ji)
=
∫
Ω
unh,
Theorem 3.7.3. For any fixed n, if un+1h,L satisfies the local maximum principle, then the
solution un+1h of the scheme (3.57) satisfies the same local maximum principle
min
j∈I(Si)
Unj ≤ Un+1i ≤ max
j∈I(Si)
Unj , ∀i. (3.60)
Proof. For any i, we have
Un+1i :=U
n+1
L,i +
∑
j 6=i
A˜ij
mi
≤Un+1L,i +
∑
j 6=i,Aij>0
A˜ij
mi
=Un+1L,i +
∑
j∈I+i
min{ωij , ωji}
mi
≤Un+1L,i +
∑
j∈I+i
ωij
mi
≤Un+1L,i +
Q+i
mi
=Umaxi
≤ max
j∈I(Si)
Unj .
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Similarly for the lower bound, we have
Un+1i :=U
n+1
L,i +
∑
j 6=i
A˜ij
mi
≥Un+1L,i −
∑
j 6=i,Aij<0
A˜ij
mi
=Un+1L,i −
∑
j∈I−i
min{ωij , ωji}
mi
≥Un+1L,i −
∑
j∈I−i
ωij
mi
≥Un+1L,i −
Q−i
mi
=Umini
≥ min
j∈I(Si)
Unj .
The reason to call the algorithm (3.57) generalized Zalesak limiter is that for some
special choice of ωij , it becomes the original Zalesak limiter.
Lemma 3.7.4. If ωij is defined to be
ωij =

min
{
Aij , Aij
Q+i
P+i
}
, if Aij > 0,
min
{
−Aij ,−Aij Q
−
i
P−i
}
, if Aij < 0,
(3.61)
where P+i and P
−
i are defined in (3.52), then the scheme (3.57) using generalized Zalesak
limiter is equal to the scheme (3.51) using the Zalesak limiter.
Proof. Comparing Algorithm 3 and Algorithm 2, we need to show that
A˜ij = αijAij . (3.62)
51
Assume Aij ≥ 0. By the definition αij in (3.53), it follows that
αijAij = min{R+i , R−j }Aij
= min
{
1,
Q+i
P+i
,
Q−j
P−j
}
Aij
= min
{
Aij , Aij
Q+i
P+i
, Aij
Q−j
P−j
}
.
By the definition A˜ij in (3.59), we have
A˜ij = min{ωij , ωji}
= min
{
Aij , Aij
Q+i
P+i
,−Aji
Q−j
P−j
}
= min
{
Aij , Aij
Q+i
P+i
, Aij
Q−j
P−j
}
,
which implies that A˜ij = αijAij . Assume Aij ≤ 0. By the definition αij in (3.53), it follows
that
αijAij = min{R−i , R+j }Aij
= min
{
1,
Q−i
P−i
,
Q+j
P+j
}
Aij
=−min
{
Aji, Aji
Q−i
P−i
, Aji
Q+j
P+j
}
.
By the definition A˜ij in (3.59), we have
A˜ij =−min{ωij , ωji}
=−min
{
−Aij ,−AijQ
−
i
P−i
, Aji
Q+j
P+j
}
=−min
{
Aji, Aji
Q−i
P−i
, Aji
Q+j
P+j
}
,
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which implies that A˜ij = αijAij .
Remark 3.7.5. One strategy to choose ωij is stated as follows. For fixed i,assume the
order of all positive elements in i-row is Aijl ≥ · · · ≥ Aij1 > 0. Choose m ∈ {1, · · · , l} such
that
∑
n=1,··· ,mAijn ≤ Q+i . Then define ωijn = Aijn , n = 1, · · · ,m. For n ∈ {m+1, · · · , l},
choose ωijn = min{Aijn , Aijn
Q+i −
∑
n=1,··· ,m Aijn∑
n=m+1,··· ,l Aijn
} inspired by (3.61). Likewise, we can get
ωij for Aij ≤ 0. The idea behind this strategy is to use small flux in high-order method to
a large degree.
Remark 3.7.6. The scheme (3.57) is equivalent to the scheme (3.63) uby defining αij as
αij :=
A˜ij
Aij
. (3.63)
In order to make the limiter (3.63) in the bound [0, 1], we can require ωij ≤ Aij. This
requirement is enforced for the original Zalesak limiter. See Lemma 3.7.4.
Example 3.7.7. Consider a 1D problem. Let us use the following graph
un+1L
un+1H
β1 β2
Un+1L,0 U
n+1
L,1 U
n+1
L,2
Un+1H,0 U
n+1
H,1 U
n+1
H,2
to show the relation between low-order solution and high-order solution where the arrow
of the line between two nodes means A10 = +β1, A01 = −β1, A12 = +β2,and A21 = −β2.
Considering Node-1 from the above graph, we see that
Un+1H,1 = U
n+1
L,1 +A10 +A12. (3.64)
Assume the low-order method and the high-order method gives the following results
un+1L
un+1H
1 4
4 4 4
3 9 0
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Assume mi = 1, and the local bounds [U
min
i , U
max
i ] at the three nodes i = 0, 1, 2 are
[3, 5], [3, 8] and [3, 5]. It follows that the high-order method violates the local maximum
principle at nodes 1 and 2. Using Zalesak limiter (3.51), we get α10 =
4
5 and α12 =
1
4
un+1L
un+1z
4
5 · 1 14 · 4
4 4 4
3.2 5.8 3
If we apply the generalized Zalesak limiter (3.57), and assume ω10 = 1 and ω12 = 3. Since
ω01 = 1 and ω21 = 1, i.e., α10 = 1 and α12 =
1
4 , we get that following result
un+1L
un+1gz
1 1
4 4 4
3 6 3
3.8 Mass correction
As stated in the previous Sections, the Zalesak limiter and generalized Zalesak limiter
can be used to combine the following two methods

(
un+1L −unh
∆tn , φi
)
L
+ (∇·f(unh), φi) +BL(unh, φi) = 0, ∀i,(
un+1H −unh
∆tn , φi
)
L
+ (∇·f(unh), φi) +BH(unh, φi) = 0, ∀i.
(3.65)
where the two bilinear forms BL and BH are defined as
BL(u
n
h, φi) =
∑
K
νL,nK bK(u
n
h, φi), BH(u
n
h, φi) =
∑
K
νH,nK bK(u
n
h, φi), (3.66)
with bK satisfies the four properties as stated in Definition 3.3.1, and ν
L,n
K and ν
H,n
K are
defined in (3.17) or (3.20) and (3.40).
It is well-known that lumping the mass matrix induces high dispersion errors as shown
in [12, 13, 75, 39]. It is desirable to use MC in high-order method. One interesting question
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is how to combine it with the low order methods. Assume two methods are given as follows

(
un+1L −unh
∆tn , φi
)
L
+ (∇·f(unh), φi) +BL(unh, φi) = 0, ∀i,(
un+1H −unh
∆tn , φi
)
H
+ (∇·f(unh), φi) +BH(unh, φi) = 0, ∀i,
(3.67)
where the bilinear form (·, ·)H : Vh × Vh → R is defined by
(u, v)H := U
T(I −B)V,
with u =
∑
i Uiφi, U = (U1, · · · , Ungeo)T and B is defined in (3.8).
To get the discrete form of the low-order method, denoting by F ∈ Rngeo the column
vector with entries
Fi := (∇·f(unh), φi) +BL(unh, φi) =
∑
K⊂Si
(∫
K
∇·(f(unh))ϕi dx + νL,nK bK(unh, ϕi)
)
, (3.68)
the definition of un+1L gives
Un+1L = U
n −∆tn(ML)−1F, (3.69)
where ML is the lumped mass matrix which is a diagonal matrix with i-th term mi =
∫
Ω φi.
Based on an idea from [39] we use the Neumann series to approximate the inverse of
consistent mass matrix MC = [
∫
Ω φiφj ]ngeo×ngeo by the following formula
M−1C = (ML)
−1(I +B +B2 + . . .) ≈ (ML)−1(I +B), (3.70)
where matrix B is defined by
B := (ML −MC)(ML)−1. (3.71)
The Neumann series can be shown to be convergent. For instance, it is shown in [39] that
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the spectral radius of B is less than 34 for P1 Lagrange finite elements in two dimensional
space. Denoting by G ∈ RNgeo the column vector with entries
Gi := (∇·f(unh), φi)+BH(unh, φi) =
∑
K⊂Si
(∫
K
∇·(f(unh))ϕi dx + νH,nK bK(unh, ϕi)
)
, (3.72)
we then define the high-order solution
un+1H :=
N∑
i=1
Un+1H,i ϕi
as follows:
Un+1H = U
n −∆tn(ML)−1(I +B)G. (3.73)
Remark 3.8.1. Although (3.73) is not equal to the discrete form of the high-order scheme
in (3.42), it is shown in [39] that approximating (MC)
−1 by (ML)−1(I+B) exactly corrects
the dispersion error induced by mass lumping for P1 elements.
Note that although MC is symmetric, B is not. However, the sum of each column of
B is 0.
Lemma 3.8.2. The matrix B defined in (3.8) has the property that the sum of each column
is 0, i.e., ∑
i
Bij = 0, ∀j. (3.74)
Proof. Be definition of B (3.8), it follows that
∑
i
Bij =
1
mj
∑
i
([ML]ij − [MC ]ij)
=
1
mj
(mj −
∑
i
[MC ]ij)
=
1
mj
(mj −
∑
i
∫
Ω
φiφj dx)
=
1
mj
(mj −
∫
Ω
φj dx) = 0.
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Lemma 3.8.3. There exists an antisymmetric matrix A such that (3.67) becomes
miU
n+1
i,H = miU
n+1
L,i + ∆t
n
∑
j 6=i
Aij . (3.75)
In particular, A can be chosen as follows
Aij := [BL(φi, φj)−BH(φi, φj)][Unj − Uni ]− [BijGj −BjiGi]. (3.76)
Proof. From (3.69) and (3.73), it follows that
Un+1H =U
n+1
L + ∆t
n(ML)
−1F −∆tn(ML)−1(I +B)G
=Un+1L + ∆t
n(ML)
−1(F −G)−∆tn(ML)−1BG.
That is
miU
n+1
H,i =miU
n+1
L,i + ∆t
n(Fi −Gi)−∆tn(BG)i.
Using the definition of F in (3.68) and the definition of Gin (3.72), we obtain that
Fi −Gi =BL(unh, φi)−BH(unh, φi).
In analogy with the proof of Lemma 3.6.1, the property that two bilinear forms BL and
BH are symmetric and satisfy BL(φi, 1) = BH(φi, 1) = 0 implies that
Fi −Gi =
∑
j 6=i
[BL(φi, φj)−BH(φi, φj)][Unj − Uni ]
=:
∑
j 6=i
A1ij ,
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and the matrix A1 = [A1ij ] is antisymmetric. Similarly, Lemma 3.8.2 implies that
(BG)i =
∑
j
BijGj
=
∑
j 6=i
BijGj +BiiGi
=
∑
j 6=i
[BijGj −BjiGi] =:
∑
j 6=i
A2ij .
Therefore, we conclude that A := A1 −A2 is antisymmetric and
miU
n+1
H,i =miU
n+1
L,i + ∆t
n
∑
j 6=i
Aij .
Remark 3.8.4. The above Lemma implies that the original Zalesak limiter (3.51) or the
generalized Zalesak limiter (3.57) can be applied to (3.67) to get a scheme which satisfies
the local maximum principle. Numerically, it gives 2nd order accuracy.
3.9 Numerical tests
All computations are done with Q1 finite element by using Dealii, a widely used open
source library [1] and SSPRK3, see (3.14), is used for time stepping. Eight methods will
be considered for all tests:
Method-1. the low-order method with νnK defined in (3.20);
Method-2. the low-order method with νnK defined in (3.17);
Method-3. the high-order method using (3.20);
Method-4. the high-order method using (3.17);
Method-5. the original Zalesak limiter stated in Algorithm 2 using (3.20);
Method-6. the original Zalesak limiter stated in Algorithm 2 using (3.17);
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Method-7. the generalized Zalesak limiter stated in Algorithm 3 using (3.20) and ωij chosen
by the method stated in Remark 3.7.5.
Method-8. the generalized Zalesak limiter stated in Algorithm 3 using (3.17) and ωij chosen
by the method stated in Remark 3.7.5.
For comparison, these methods are summarized in Table 3.1.
Table 3.1: Difference between 8 methods
νK Low-order method High-order method Zalesak limiter Generalized Zale-
sak limiter
(3.20) Method-1 Method-3 Method-5 Method-7
(3.17) Method-2 Method-4 Method-6 Method-8
In all computations, the entropy function E(u) in (3.40) is chosen as E(u) = u2.
3.9.1 Transport equation
The linear transport equation is considered first, which is given as following

∂tu+ ∂xu(x, y) + ∂yu(x, y) = 0, x = (x, y)
T ∈ Ω := [0, 1]2,
u(x, 0) = 12 [1− tanh(‖x−x0‖
2
r20
− 1)],
(3.77)
where x0 = [0.3, 0.3]
T and r0 = 0.1. The final time is chosen as T = 0.4. The CFL condition
is 0.2. The Dirichlet boundary condition is enforced. The true solution is u(x, t) = u(x−
te, 0) and e = (1, 1)T which is obtained by applying the Characteristic method. The error
and the convergence are shown in Table 3.2, Table 3.3, Table 3.4 and Table 3.5.
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Table 3.2: Transport equation (3.77), Method-1 and Method-2
Method-1 Method-2
# dofs L2-norm L1-norm L2-norm L1-norm
289 1.15496e-01 - 4.11962e-02 - 1.22084e-01 - 4.29942e-02 -
1089 9.86404e-02 0.23 3.57306e-02 0.21 1.09131e-01 0.16 3.99346e-02 0.11
4225 7.59799e-02 0.38 2.69216e-02 0.41 8.96276e-02 0.28 3.24611e-02 0.30
16641 5.22835e-02 0.54 1.79035e-02 0.59 6.58497e-02 0.44 2.30315e-02 0.50
66049 3.28825e-02 0.67 1.09275e-02 0.71 4.34975e-02 0.60 1.47040e-02 0.65
Table 3.3: Transport equation (3.77), Method-3 and Method-4
Method-3 Method-4
# dofs L2-norm L1-norm L2-norm L1-norm
289 9.28591e-02 - 4.65969e-02 - 9.28591e-02 - 4.65969e-02 -
1089 4.94932e-02 0.91 2.21228e-02 1.07 4.94932e-02 0.91 2.21228e-02 1.07
4225 2.13193e-02 1.22 7.47179e-03 1.57 2.13193e-02 1.22 7.47179e-03 1.57
16641 7.17118e-03 1.57 2.02426e-03 1.88 7.17118e-03 1.57 2.02426e-03 1.88
66049 1.94405e-03 1.88 5.04099e-04 2.01 1.94405e-03 1.88 5.04099e-04 2.01
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Table 3.4: Transport equation (3.77), Method-5 and Method-6
Method-5 Method-6
# dofs L2-norm L1-norm L2-norm L1-norm
289 8.40235e-02 - 2.84219e-02 - 9.43464e-02 - 3.25561e-02 -
1089 2.95511e-02 1.51 8.69761e-03 1.71 3.77796e-02 1.32 1.10671e-02 1.56
4225 5.56789e-03 2.41 1.58500e-03 2.46 5.88119e-03 2.68 1.56831e-03 2.82
16641 9.58898e-04 2.54 2.37286e-04 2.74 1.02798e-03 2.52 2.45671e-04 2.67
66049 1.56188e-04 2.62 3.88755e-05 2.61 1.72803e-04 2.57 4.05962e-05 2.60
Table 3.5: Transport equation (3.77), Method-7 and Method-8
Method-7 Method-8
# dofs L2-norm L1-norm L2-norm L1-norm
289 8.42580e-02 - 2.86157e-02 - 9.52201e-02 - 3.29245e-02 -
1089 3.04748e-02 1.47 9.04557e-03 1.66 3.85208e-02 1.31 1.13067e-02 1.54
4225 5.59227e-03 2.45 1.59093e-03 2.51 5.95133e-03 2.69 1.57076e-03 2.85
16641 9.84874e-04 2.51 2.40697e-04 2.72 1.04576e-03 2.51 2.47854e-04 2.66
66049 1.63540e-04 2.59 3.96433e-05 2.60 1.75671e-04 2.57 4.08508e-05 2.60
The solutions at T are shown in Figure 3.1, Figure 3.2, Figure 3.3 and Figure 3.4,
including 25 contour levels with equidistributed values in [0,1]. Note that for both Method-
5 and Method-6, the maximum principle is violated, and the bound of u(T ) is [-2.03E-
5,0.88]. The tiny oscillations around minimum and maximum values can be seen from the
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Figure 3.1: Transport equation (3.77), Method-1 and Method-2
Figure 3.2: Transport equation (3.77), Method-3 and Method-4
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Figure 3.3: Transport equation (3.77), Method-5 and Method-6
Figure 3.4: Transport equation (3.77), Method-7 and Method-8
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Figure 3.3. In this test, we choose cE = 0.25. One can see that the Method-7 and Method-8
has high order accuracy and are maximum principle preserving.
3.9.2 Burgers equation
The Burgers equation is an typical model of nonlinear conservation laws where the flux
function is f(u) = (u
2
2 ,
u2
2 )
T. The domain is chosen to be Ω = [0, 1]2. The initial data is
chosen as
u(x, 0) = −0.21x<0.5,y>0.5 − 1x>0.5,y>0.5 + 0.51x<0.5,y<0.5 + 0.81x>0.5,y<0.5. (3.78)
The true solution to the above special initial data is given as (see, e.g., [40])
u(x, t) =

0.71y<0.5+3t/20 − 0.2, if x < 0.5− 0.6t
1.51y<−8x/7+15/14−15t/28 − 1, if 0.5− 0.6t ≤ x < 0.5− 0.25t
1.51y<x/6+5/12−5t/24 − 1, if 0.5− 0.25t ≤ x < 0.5 + 0.5t
[(2x− 1)/(2t) + 1]1y<x−5(x+t−0.5)2/(18t) − 1, if 0.5 + 0.5t ≤ x < 0.5 + 0.8t
1.81y<0.5−0.1t − 1, if 0.5 + 0.8t ≤ x
(3.79)
The final time is T = 0.5 and the CFL condition is 0.2 in all computations of this
problem. Eight methods are tested. The error and convergence are shown in Table 3.6,
Table 3.7, Table 3.8, and Table 3.9.
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Table 3.6: Burgers equation (3.78), Method-1 and Method-2
Method-1 Method-2
# dofs L2-norm L1-norm L2-norm L1-norm
81 2.64897e-01 - 1.43882e-01 - 2.44937e-01 - 1.27858e-01 -
289 2.16402e-01 0.29 9.49321e-02 0.60 2.14064e-01 0.19 9.45442e-02 0.44
1089 1.70166e-01 0.35 5.79445e-02 0.71 1.75013e-01 0.29 6.12555e-02 0.63
4225 1.26688e-01 0.43 3.28475e-02 0.82 1.31581e-01 0.41 3.57879e-02 0.78
16641 9.28015e-02 0.45 1.80419e-02 0.86 9.82288e-02 0.42 2.04206e-02 0.81
66049 6.82616e-02 0.44 9.75552e-03 0.89 7.31766e-02 0.42 1.12986e-02 0.85
Table 3.7: Burgers equation (3.78), Method-3 and Method-4
Method-3 Method-4
# dofs L2-norm L1-norm L2-norm L1-norm
81 2.48157e-01 - 1.29143e-01 - 2.39089e-01 - 1.19795e-01 -
289 1.86823e-01 0.41 7.59230e-02 0.77 1.84453e-01 0.37 7.38181e-02 0.70
1089 1.34727e-01 0.47 4.32881e-02 0.81 1.33180e-01 0.47 4.24557e-02 0.80
4225 9.90048e-02 0.44 2.46160e-02 0.81 9.73505e-02 0.45 2.40963e-02 0.82
16641 7.08435e-02 0.48 1.35109e-02 0.87 6.88695e-02 0.50 1.31728e-02 0.87
66049 5.18583e-02 0.45 7.51473e-03 0.85 5.10254e-02 0.43 7.46459e-03 0.82
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Table 3.8: Burgers equation (3.78), Method-5 and Method-6
Method-5 Method-6
# dofs L2-norm L1-norm L2-norm L1-norm
81 2.48772e-01 - 1.27031e-01 - 2.38444e-01 - 1.17295e-01 -
289 1.92371e-01 0.37 7.16007e-02 0.83 1.89146e-01 0.33 6.88159e-02 0.77
1089 1.42581e-01 0.43 3.88545e-02 0.88 1.42077e-01 0.41 3.80019e-02 0.86
4225 1.03708e-01 0.46 2.01204e-02 0.95 1.02359e-01 0.47 1.93406e-02 0.97
16641 7.43954e-02 0.48 1.02713e-02 0.97 7.27011e-02 0.49 9.84184e-03 0.97
66049 5.50187e-02 0.44 5.40869e-03 0.93 5.45869e-02 0.41 5.29556e-03 0.89
Table 3.9: Burgers equation (3.78), Method-7 and Method-8
Method-7 Method-8
# dofs L2-norm L1-norm L2-norm L1-norm
81 2.47391e-01 - 1.27382e-01 - 2.37830e-01 - 1.17628e-01 -
289 1.92644e-01 0.36 7.22216e-02 0.82 1.88841e-01 0.33 6.89956e-02 0.77
1089 1.43420e-01 0.43 3.94868e-02 0.87 1.42320e-01 0.41 3.82821e-02 0.85
4225 1.04255e-01 0.46 2.04061e-02 0.95 1.02472e-01 0.47 1.94458e-02 0.98
16641 7.48538e-02 0.48 1.04602e-02 0.96 7.28695e-02 0.49 9.92965e-03 0.97
66049 5.53902e-02 0.43 5.49824e-03 0.93 5.46479e-02 0.42 5.32213e-03 0.90
The solution at T are shown in Figure 3.5, Figure 3.6, Figure 3.7, and Figure 3.8,
where 25 contour levels are with equidistributed values in [-1,0.8]. In this test, we choose
cE = 0.25.
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Figure 3.5: Burgers equation (3.78), Method-1 and Method-2
Figure 3.6: Burgers equation (3.78), Method-3 and Method-4
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Figure 3.7: Burgers equation (3.78), Method-5 and Method-6
Figure 3.8: Burgers equation (3.78), Method-7 and Method-8
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3.9.3 KPP problem
The KPP problem is prosed in [56], where the flux is f(u) = (sinu, cosu)T and the
initial data is given as
u(x, 0) = 3.25pi1‖x‖`2<1 + 0.25pi, x ∈ Ω = [−2, 2]
2. (3.80)
The final time is chosen as T = 1, which is small enough such that the wave does not
reach the boundary ∂Ω. The results of eight methods on the uniform structured mesh with
128×128 cells are shown in Figure 3.9, Figure 3.10, Figure 3.11, and Figure 3.12, where 25
contour levels are with equidistributed values in [0.3,11]. In this test, we choose cE = 10.
Figure 3.9: KPP equation, Method-1 and Method-2
3.9.4 Buckley–Leverett equation
As for the conservation law with non-convex flux term, another example is the 2D
Buckley–Leverett equation (see, e.g., [57], [50, p. 237]). The flux f in (3.1) is given as
f(u) := (f(u), g(u))T where f(u) = u
2
u2+(1−u)2 and g(u) = f(u)(1 − 5(1 − u)2). The initial
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Figure 3.10: KPP equation, Method-3 and Method-4
Figure 3.11: KPP equation, Method-5 and Method-6
70
Figure 3.12: KPP equation, Method-7 and Method-8
condition is
u(x, 0) = 1‖x‖<0.5, x ∈ [−1.5, 1.5]2. (3.81)
The final time is chosen as T = 0.5. The uniform mesh with 200 × 200 cells is used in
Figure 3.13, Figure 3.14, Figure 3.15, and Figure 3.16 for the comparison to the results in
[57], where 25 contour levels are with equidistributed values in [0,1]. In this test, we choose
cE = 1.
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Figure 3.13: Buckley–Leverett equation, Method-1 and Method-2
Figure 3.14: Buckley–Leverett equation, Method-3 and Method-4
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Figure 3.15: Buckley–Leverett Equation, Method-5 and Method-6
Figure 3.16: Buckley–Leverett equation, Method-7 and Method-8
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4. AN ALE METHOD FOR HYPERBOLIC SYSTEMS
Compared to Section 2 and Section 3, in this Section we will use continuous finite
element method to solve hyperbolic systems in the Arbitrary Lagrangian Eulerian (ALE)
framework and the invariant domain property will be investigated.
4.1 Introduction
Let a hyperbolic system be given as

∂tu(x, t) +∇ · F(u) = 0, x ∈ Ωt ⊂ Rd,
u(x, 0) = u0(x), x ∈ Ω0 ⊂ Rd.
(4.1)
with appropriate initial condition and boundary condition, where u ∈ Rm is the unknown
vector and F ∈ Rm×d is called flux.
A convex set U ⊂ Rk is an invariant domain (see, e.g., [14, 48, 49, 25, 6, 43, 44]) for (4.1)
if it has the property that u(x, t) ∈ U for all x, t given that u(x, 0) ∈ U . For example,
the maximum principle for a scalar conservation law is equivalent to the property that the
interval [m,M ] is an invariant domain where m and M are the lower bound and upper
bound of the initial data and defined in (3.4).
As a typical prototype of hyperbolic system, the 2D Euler equation can be written as
u =

ρ
ρu
ρv
E

, F(u) =

ρu ρv
ρu2 + p ρuv
ρvu ρv2 + p
u(E + p) v(E + p)

, (4.2)
together with an appropriate equation of state, initial condition and boundary conditions,
where E = ρe + 12ρu
2 is the total energy, and e is the special internal energy. It will be
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used in Section 4.7.4 and Section 4.7.6 for numerical study. The set
{u := (ρ, ρu, ρv, E)T : ρ ≥ 0, E − ρ(u2 + v2)/2 ≥ 0, s ≥ r}
for any r ∈ R is convex with respect to u and is a invariant domain of the Euler equations,
where s is the special entropy of the system, see [43, (2.15)]. For a general system of hy-
perbolic conservation laws, a necessary and sufficient condition for a region to be invariant
is proposed in [49].
Two continuous finite element methods will be constructed in this Section to preserve
the invariant domain property. Since the proposed method only depends on the property
of the solution of 1D Riemann problems corresponding to (4.1). We introduce the following
assumption about the existence and uniqueness of the solution and the definition about
invariant domain property.
Assume that there exists a nonempty admissible set AF ⊂ Rm such that the following
one-dimensional Riemann problem

∂tu + ∂x(F(u)n) = 0, (x, t) ∈ R×R+,
u(x, 0) =

uL, if x < 0
uR, if x > 0,
(4.3)
has a unique entropy solution satisfying solution for any (uL,uR) ∈ AF×AF and any unit
vector n ∈ Sd−1. We henceforth denote the solution to this problem by u(F,n,uL,uR).
Recall that (η,q) is an entropy pair associated with the flux F if η is convex and
∂vk(q(v)·n) =
m∑
i=1
d∑
j=1
∂viη(v)∂vk(Fij(v)nj), ∀k ∈ {1:m}, ∀n ∈ Sd−1. (4.4)
We say that u is an entropy solution of (4.3) if the following inequality holds
∂tη(u) + ∂x(q(u)·n) ≤ 0. (4.5)
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in the distribution sense for any entropy pair (η,q).
Definition 4.1.1 (Invariant set). For the problem ∂tv +∇·h(v) = 0, we say that a convex
set A ⊂ Ah ⊂ Rm is invariant if for any pair (vL,vR) ∈ A×A, any unit vector n ∈ Sd−1,
the average of the entropy solution over [−λmaxt, λmaxt] remains in A for all t > 0, i.e.,
1
2tλmax
∫ λmaxt
−λmaxt
v(h,n,vL,vR)(x, t) dx ∈ A,
where λmax = max{|λl|, |λr|} and λl and λr satisfy the property that v(h,n,vL,vR)(x, t) =
vL for
x
t ≤ λl and v(h,n,vL,vR)(x, t) = vR for xt ≥ λr.
Remark 4.1.2. The above definition implies that if A is a convex invariant set, then
1
I
∫
I
v(h,n,vL,vR)(x, t) dx ∈ A,
provided that the interval I satisfies that (−λmaxt, λmaxt) ⊂ I.
4.2 Weak formulation
For a given function V˜ : Ω0 × R+ → Rd, assume the function Φ : Ω0 × R+ → Rd
x = Φ(ξ, t) = [Φ1(ξ, t), · · · ,Φd(ξ, t)]T ∈ Rd, (4.6)
satisfies the following equations

∂tΦ(ξ, t) = V˜(ξ, t), ∀t ∈ [0, T ],
Φ(ξ, 0) = ξ, ξ ∈ Ω0.
and assume its inverse Φ−1(·, t) exists for any t ∈ [0, T ]) and is smooth enough, at least
piecewisely.
In the rest of this Section, we will use the superscript ˜ over a letter to emphasize its
dependence on the variable ξ. In contrast, the corresponding function depending on x
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will be denoted by the same letter without using the superscript .˜ By this convention, for
t ∈ [0, T ], define V(x, t) = [V1(x, t), · · · , Vd(x, t)]T ∈ Rd as
V(x, t) := V˜(Φ−1(x, t), t).
It follows that
V˜(ξ, t) = V(Φ(ξ, t), t),
and hence Φ satisfies 
∂tΦ(ξ, t) = V(Φ(ξ, t), t), ∀t ∈ [0, T ],
Φ(ξ, 0) = ξ, ξ ∈ Ω0.
(4.7)
Definition 4.2.1. The Jacobian matrix J˜ = [J˜ij ]d×d : Ω0 × [0, T ]→ Rd×d is defined by
J˜ij(ξ, t) :=
∂Φi
∂ξj
(ξ, t). (4.8)
Let |J˜| denote the determinant of the matrix J˜.
Lemma 4.2.2. Assume V(x, t) is smooth enough. For any t ∈ [0, T ], the Jacobian matrix
J˜(ξ, t) defined in (4.2.1) satisfies the following equality
∂t|J˜(ξ, t)| = |J˜(ξ, t)|∇·V(x, t)|x=Φt(ξ). (4.9)
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Proof. By the definition of J˜ in (4.2.1), we obtain that
∂t|J˜(ξ, t)| = ∂t|ξ
∣∣∣∣∣∣∣∣∣∣
∂Φ1
∂ξ1
. . . ∂Φ1∂ξd
...
. . .
...
∂Φd
∂ξ1
. . . ∂Φd∂ξd
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
∂t
∂Φ1
∂ξ1
. . . ∂t
∂Φ1
∂ξd
...
. . .
...
∂Φd
∂ξ1
. . . ∂Φd∂ξd
∣∣∣∣∣∣∣∣∣∣
+ · · ·+
∣∣∣∣∣∣∣∣∣∣
∂Φ1
∂ξ1
. . . ∂Φ1∂ξd
...
. . .
...
∂t
∂Φd
∂ξ1
. . . ∂t
∂Φd
∂ξd
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
∂
∂ξ1
∂tΦ1 . . .
∂
∂ξd
∂tΦ1
...
. . .
...
∂Φd
∂ξ1
. . . ∂Φd∂ξd
∣∣∣∣∣∣∣∣∣∣
+ · · ·+
∣∣∣∣∣∣∣∣∣∣
∂Φ1
∂ξ1
. . . ∂Φ1∂ξd
...
. . .
...
∂
∂ξ1
∂tΦd . . .
∂
∂ξd
∂tΦd
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
∂
∂ξ1
V1(Φ(ξ, t), t) . . .
∂
∂ξd
V1(Φ(ξ, t), t)
...
. . .
...
∂Φd
∂ξ1
. . . ∂Φd∂ξd
∣∣∣∣∣∣∣∣∣∣
+ · · ·+
∣∣∣∣∣∣∣∣∣∣
∂Φ1
∂ξ1
. . . ∂Φ1∂ξd
...
. . .
...
∂
∂ξ1
Vd(Φ(ξ, t), t) . . .
∂
∂ξd
Vd(Φ(ξ, t), t)
∣∣∣∣∣∣∣∣∣∣
=
∂
∂x1
V1(Φ(ξ, t), t)
∣∣∣∣∣∣∣∣∣∣
∂Φ1
∂ξ1
. . . ∂Φ1∂ξd
...
. . .
...
∂Φd
∂ξ1
. . . ∂Φd∂ξd
∣∣∣∣∣∣∣∣∣∣
+ · · ·+ ∂
∂xd
Vd(Φ(ξ, t), t)
∣∣∣∣∣∣∣∣∣∣
∂Φ1
∂ξ1
. . . ∂Φ1∂ξd
...
. . .
...
∂Φd
∂ξ1
. . . ∂Φd∂ξd
∣∣∣∣∣∣∣∣∣∣
= |J˜(ξ, t)|∇·V(x, t)|x=Φt(ξ),
where the relation (4.7) is used in the 4th equality.
For any function φ˜(ξ), we introduce the function φ(x, t) defined by
φ(x, t) = φ˜(ξ)|x=Φ(ξ,t). (4.10)
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Note that φ˜ is independent of t. Multiplying (4.1) by the test function φ(x, t) gives the
following weak formulation.
Lemma 4.2.3. The solution u of (4.1) satisfies the following weak formulation
d
dt
∫
Ωt
u(x, t)φ(x, t) dx +
∫
Ωt
φ(x, t)∇ · [F(u)− u⊗V] dx = 0, (4.11)
for any φ(x, t) defined in (4.10).
Proof.
d
dt
∫
Ωt
u(x, t)φ(x, t) dx =
d
dt
∫
Ω0
u˜(ξ, t)φ(ξ) dξ
=
∫
Ω0
φ(ξ)
∂
∂t
[u˜(ξ, t)|J˜(ξ, t)|] dξ
=
∫
Ω0
φ(ξ)[
∂
∂t
|ξu˜(ξ, t)|J˜(ξ, t)|+ u˜(ξ, t)| ∂
∂t
|J˜(ξ, t)|] dξ
=
∫
Ω0
φ(ξ)[∇xu(x, t)∂x
∂t
+ ∂tu(x, t)]|x=Φ(ξ,t)|J˜(ξ, t)|
+ u˜(ξ, t)∇·V(x, t)|x=Φ(ξ,t)|J˜(ξ, t)|] dξ
=
∫
Ωt
φ(x, t)[∇xu(x, t)V(x, t) + ∂tu(x, t) + u(x, t)∇·V(x, t)] dx
=
∫
Ωt
φ(x, t)[∇xu(x, t)V(x, t)−∇·F(u) + u(x, t)∇·V(x, t)] dx
=
∫
Ωt
φ(x, t)[−∇·F(u) +∇·(u⊗V)(x, t)] dx,
where we used the property (4.2.2) in the 4th equality and the property
∇u(x, t)V(x, t) + u(x, t)∇·V(x, t) = ∇·(u⊗V)(x, t) (4.12)
in the last equality.
Remark 4.2.4. The weak formulation (4.11) is in conservative form. In contrast, using
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Lemma 4.2.3, the non-conservative form is given as
∫
Ωt
[
d
dt
|ξu(x, t)]φ(x, t) dx +
∫
Ωt
φ(x, t)∇ · F(u) dx−
∫
Ωt
∇u(x, t)V(x, t) dx = 0. (4.13)
4.3 Cell mapping
Let (T 0h )h>0 be a shape-regular sequence of affine matching meshes at initial time and
T nh is the mesh at time tn deformed from T 0h . Since each cell Kn in T nh is closed we have
Ωtn = ∪{Kn : Kn ∈ T nh }. By abuse of notation, we also use K to denote a cell in T nh since
the topology of T nh is the same as the topology of T 0h although each vertex is moving. Let
the geometric reference element be {(K̂, P̂ geo, Σ̂geo)} (see, e.g., [21, Definition 1.50]) and
the map from the reference element to the cell K ∈ T nh be TnK : K̂ −→ K defined by
TnK(x̂) =
∑
i∈{1:ngeosh }
anjgeo(i,K)θ̂
geo
i (x̂), (4.14)
where the Lagrange nodes of the mesh T nh are {anj : j = 1, · · · , Igeo}. The map from local
index to global index is independent of time and denoted by jgeo : {1:ngeosh }×T nh → {1:Igeo}
and {θ̂geoi }i∈{1:ngeosh } is the Lagrange shape functions associated with the Lagrange nodes
{âi}i∈{1:ngeosh } of K̂. We introduce the global shape functions in P
geo(T nh ) denoted by
{ψgeo,ni }i∈{1:I}
ψgeo,nj(i,K)(x) = (θ̂
geo
i ◦ (TnK)−1)(x), ∀i ∈ {1:ngeosh }, ∀K ∈ T nh . (4.15)
4.4 Finite element space
Let {(K̂, P̂ , Σ̂)} be the reference finite element. Assume the basis of P̂ associated to Σ̂
on K̂ is denoted by {θ̂i}i∈{1:nsh} and satisfies the following property:
θ̂i(x) ≥ 0,
∑
i∈{1:nsh}
θ̂i(x̂) = 1, ∀x̂ ∈ K̂. (4.16)
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The global shape functions in P (T nh ) are denoted by {ψni }i∈{1:I}
ψnj(i,K)(x) = (θ̂i ◦ (TnK)−1)(x), ∀i ∈ {1:nsh}, ∀K ∈ T nh . (4.17)
and the following relation holds
ψni (x) ≥ 0,
∑
i∈{1:I}
ψni (x) = 1, ∀x ∈ Rd (4.18)
owing to the local property (4.16).
We define the scalar-valued function space on the mesh T nh as
P (T nh ) := {v ∈ C0(Ωtn ;R) : v|K◦TnK ∈ P̂ , ∀K ∈ T nh }, (4.19)
where the map TnK is defined in (4.14). For any positive integer l, define the vector-valued
function space as
Pl(T nh ) := [P (T nh )]l. (4.20)
Lemma 4.4.1. Assume A ⊂ Rd is convex. If Vi ∈ A for any i ∈ I(Kn), then vh(x) :=∑
i Viψ
n
i is in A for any x ∈ Kn.
Proof. For fixed x ∈ Kn, the property (4.18) implies V(x) is a convex combination of Vi
with i ∈ I(Kn). Since A is convex, it follows that V(x) ∈ A.
Note that P̂ may be different from P̂ geo. We introduce the following scalar-valued and
vector-valued function space
P geo(T nh ) ={v ∈ C0(Ωtn ;R) : v|K◦TnK ∈ P̂ geo, ∀K ∈ T nh }, (4.21)
and
Pgeom (T nh ) =[P geo(T nh )]m. (4.22)
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For convenience, define I for any set E
I(E) = {i ∈ {1:I} : | supp(ψni ) ∩ E| 6= 0}, (4.23)
and
Sni = supp(ψ
n
i ). (4.24)
4.5 Mesh motion
Assume the mesh velocity over [tn, tn+1] is given as
V̂ (ξ, t) =
∑
Vni ψ
geo,n
i (ξ), ∀ξ ∈ Ωtn . (4.25)
Then the deformation is described as
x = Φth(ξ) := ξ + tV̂ (ξ, t) = ξ + t
∑
Vni ψ
geo,n
i (ξ), ∀t ∈ [tn, tn+1]. (4.26)
For any cell Kn ∈ T nh , using the reference element K̂, it follows that Kn = TnK(K̂) and
hence
Φth(K
n) =Φth(T
n
K(K̂))
={Φth(TnK(x̂), t) : x̂ ∈ K̂}
=
{
TnK(x̂) + t
∑
V njgeo(i,Kn)ψ
geo,n
jgeo(i,Kn)(T
n
K(x̂)) : x̂ ∈ K̂
}
=
{∑
anjgeo(i,Kn)θ̂
geo
i (x̂) + t
∑
V njgeo(i,Kn)θ̂
geo
i (x̂) : x̂ ∈ K̂
}
=
{∑
[anjgeo(i,Kn) + tV
n
jgeo(i,Kn)]θ̂
geo
i (x̂) : x̂ ∈ K̂
}
,
where (4.26) is used in the 3rd equality, and both (4.14) and (4.17) are used in the 4th
equality. Then we get the following lemma, see Figure 4.1.
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Lemma 4.5.1. If the mesh velocity is
V̂ (ξ, t) =
∑
Vni ψ
geo,n
i (ξ)
over [tn, tn+1], then
Φth ◦ TnK = T tK , ∀K ∈ T nh , (4.27)
where T tK is defined by
T tK(x̂) :=
∑
i∈{1:ngeosh }
ajgeo(i,K)(t)θ̂
geo
i (x̂), (4.28)
and
ai(t) = a
n
i + tV
n
i , ∀i ∈ {1:Igeo}. (4.29)
Remark 4.5.2. In particular, taking t = tn and t = tn+1, we obtain that
Φt
n
h ◦ TnK =TnK
Φt
n+1
h ◦ TnK =Tn+1K
and hence
T t
n
K = T
n
K , T
tn+1
K = T
n+1
K . (4.30)
Remark 4.5.3. Lemma 4.5.1 tells us that if the velocity is given at each Lagrange node
at tn, then the deformation of the cell K is always a cell for any t ∈ [tn, tn+1]. In the
programming, it means saving the motion of each Lagrangian node are enough to keep the
record of the motion of the whole mesh. For example, if K ∈ T nh ⊂ R2 is a triangle and
V̂ (ξ, t)|K ∈ P1, then Φth(K) is still a triangle for any t ∈ [tn, tn+1]. Likewise, if K ∈ T nh is
a quadrilateral and V̂ (ξ, t)|K ∈ Q1, then Φth(K) is still a quadrilateral for any t ∈ [tn, tn+1].
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K̂K
x̂
ξ
x
TnK
T tK
Φth
Figure 4.1: Relation between T tK and Φ
t
h
Remark 4.5.4. If the mesh T nh is composed of triangle and quadrilateral, Lemma 4.5.1
still holds since it is just a local property and the only difference is that {θ̂geoi } will differ
for different cell types.
Note that the mesh velocity in Lemma 4.5.1 is a function of ξ. In order to use
Lemma 4.2.2, we need to find the corresponding function V, a function of x defined by
V(x, t) := V̂ ((Φth)
−1(x), t). (4.31)
From (4.26), it follows that

∂
∂tΦ
t
h(ξ) = V(Φ
t
h(ξ), t), ∀t ∈ [tn, tn+1],
Φ(ξ, 0) = ξ, ξ ∈ K, ∀K ∈ T nh .
(4.32)
Lemma 4.5.5. If the mesh velocity is V̂ (ξ, t) =
∑
Vni ψ
geo,n
i (ξ) for t ∈ [tn, tn+1], then
V(x, t) defined in (4.31) satisfies that
V(x, t) =
∑
i∈{1: Igeo}
V ni ψ
geo,t
i (x) ∈ Pgeod (T th ), t ∈ [tn, tn+1], (4.33)
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where ψgeo,ti (x) is the global shape function in P
geo
d (T th ) locally induced by the map T tK for
each cell K, i.e.,
ψgeo,tjgeo(i,K)(x) := θ̂
geo
i ◦ (T tK)−1(x), (4.34)
and
T th := {T tK(K) : K ∈ T nh }. (4.35)
Proof. For fixed t ∈ [tn, tn+1] and K ∈ T nh , assume x ∈ Φth(K). It follows that
V(x, t) :=V̂ ((Φth)
−1(x), t)
=
∑
Vni ψ
geo,n
i ((Φ
t
h)
−1(x))
=
∑
V njgeo(i,K)ψ
geo,n
jgeo(i,K) ◦ (Φth)−1(x)
=
∑
V njgeo(i,K)θ̂
geo
i ◦ (TnK)−1 ◦ (Φth)−1(x)
=
∑
V njgeo(i,K)θ̂
geo
i ◦ [Φth ◦ TnK ]−1(x)
=
∑
V njgeo(i,K)θ̂
geo
i ◦ (T tK)−1(x)
=
∑
V njgeo(i,K)ψ
geo,t
jgeo(i,K)(x)
=
∑
V ni ψ
geo
i (x, t),
where Lemma 4.5.1 is used in the 6th equality and (4.34) is used in the 7th equality.
Remark 4.5.6. Lemma 4.5.5 implies that one can use Lemma 4.2.2. More importantly,
since V(x, t) ∈ Pgeod (T th ), its divergence can be computed easily and precisely in any finite
element library.
Let t ∈ [tn, tn+1] and in analogy of ψgeoi (x, t) defined in (4.34), we introduce
ψtj(i,K)(x) := θ̂i ◦ (T tK)−1(x), ∀i ∈ {1:nsh}. (4.36)
Corollary 4.5.7.
ψgeo,ti (Φ
t
h(ξ)) = ψ
geo,n
i (ξ), i ∈ {1:Igeo}, (4.37)
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and
ψti(Φ
t
h(ξ)) = ψ
n
i (ξ), i ∈ {1:I}. (4.38)
In particular, (4.30) implies that
ψgeo,n+1i (Φ
tn+1
h (ξ)) = ψ
geo,tn+1
i (Φ
tn+1
h (ξ)) = ψ
geo,n
i (ξ), i ∈ {1:Igeo}, (4.39)
and
ψn+1i (Φ
tn+1
h (ξ)) = ψ
tn+1
i (Φ
tn+1
h (ξ)) = ψ
n
i (ξ), i ∈ {1:I}. (4.40)
Definition 4.5.8. For t ∈ [tn, tn+1], the Jacobian J˜th : Ωtn → Rd×d is defined by
[J˜th]ij(ξ) :=
∂Φti
∂ξj
, (4.41)
where Φti is the i-th term of Φ
t
h defined in (4.26).
Note that˜is used here since J˜th is a function of ξ ∈ Ωtn .
Lemma 4.5.9. Let (ωl, ζl)l∈L be a quadrature such that
∫ 1
0 f(ζ) dζ '
∑
l∈L ωlf(ζl) is exact
for all polynomials of degree at most max(d − 1, 0). For fixed K ∈ T nh , i ∈ {1:nsh} and
t˜ ∈ [tn, tn+1],
∫
T t˜K
ψt˜j(i,K)(x) dx−
∫
TnK
ψnj(i,K)(ξ) dξ =
∑
l
(t˜− tn)ωl
∫
T
tl
K
ψtlj(i,K)(x)∇·V(x, tl) dx. (4.42)
where tl is defined by
tl = t
n + (t˜− tn)ζl. (4.43)
Proof. Changing variable gives that
∫
T t˜K
ψt˜j(i,K)(x) dx−
∫
TnK
ψnj(i,K)(ξ) dξ =
∫
TnK
ψnj(i,K)(Φ
t
h(ξ))|J˜t˜h|dξ −
∫
TnK
ψnj(i,K)(ξ) dξ.
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By (4.38), it follows that
∫
T t˜K
ψt˜j(i,K)(x) dx−
∫
TnK
ψnj(i,K)(ξ) dξ =
∫
TnK
ψnj(i,K)(ξ)|J˜t˜h(ξ)| dξ −
∫
TnK
ψnj(i,K)(ξ) dξ
=
∫
TnK
ψnj(i,K)(ξ)[|J˜t˜h(ξ)| − 1] dξ
=
∫
TnK
ψnj(i,K)(ξ)
[∫ t˜−tn
0
∂s|J˜sh(ξ)|ds
]
dξ
Since Φth defined in (4.26) is linear in t, we see that for fixed ξ, ∂t|J˜th(ξ)| is a polynomial
in t with degree at most d− 1. Applying the quadrature trule (ωl, ζl)l∈L yields
∫
T t˜K
ψj(i,K)(x, t) dx−
∫
TnK
ψj(i,K)(ξ) dξ =
∑
l
(t˜− tn)ωl
∫
TnK
ψj(i,K)(ξ)∂s|J˜tlh (ξ)|dξ,
where tl is defined in (4.43). Using Lemma 4.2.2 and the equation (4.32) implies that
∂s|J˜tlh |(ξ) = |J˜tlh (ξ)|∇·V(x, tl)|x=Φtlh (ξ).
Therefore, we obtain that
∫
T t˜K
ψt˜j(i,K)(x) dx−
∫
TnK
ψnj(i,K)(ξ) dξ =
∑
l
(t˜− tn)ωl
∫
T
tl
K
ψtlj(i,K)(x)∇·V(x, tl) dx.
Since the topology of the mesh is the same all the time, we obtain the following result.
Corollary 4.5.10. Let (ωl, ζl)l∈L be a quadrature such that
∫ 1
0 f(ζ) dζ '
∑
l∈L ωlf(ζl)
is exact for all polynomials of degree at most max(d − 1, 0). For fixed i ∈ {1:I} and
t˜ ∈ [tn, tn+1],
∫
Ωt˜
ψt˜j(i,K)(x) dx−
∫
Ωtn
ψnj(i,K)(ξ) dξ =
∑
l
(t˜− tn)ωl
∫
Ωtl
ψtlj(i,K)(x)∇·V(x, tl) dx, (4.44)
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where tl is defined by
tl = t
n + (t˜− tn)ζl.
Since ψn+1i = ψ
tn+1
i , summing over all K ∈ T nh , we obtain that the following result over
the whole domain Ω.
Corollary 4.5.11. Let (ωl, ζl)l∈L be a quadrature rule such that
∫ 1
0 f(ζ) dζ '
∑
l∈L ωlf(ζl)
is exact for all polynomials of degree at most max(d − 1, 0). Then the following equality
hold
∫
Ωtn+1
ψn+1i (x) dx−
∫
Ωtn
ψni (ξ) dξ =
∑
l
∆tnωl
∫
Ω
tn,l
ψt
n,l
i (x)∇·V(x, tn,l) dx, (4.45)
where tn,l is defined by
tn,l = tn + ∆tnζl.
When d = 1, the quadrature rule (ωl, ζl)l∈L in Corollary 4.5.11 has to be correct for
any constant function. In particular, choosing the starting point as the only quadrature
point (with weight 1) implies that
Corollary 4.5.12 (1D). The following equality holds
∫
Ωtn+1
ψn+1j(i,K)(x, t
n+1) dx−
∫
Ωtn
ψnj(i,K)(ξ) dξ = ∆t
n
∫
Ωtn
ψnj(i,K)(x, t
n)∇·V(x, tn) dx,
where ψn+1 is related to ψn as (4.36).
When d = 2, the quadrature rule (ωl, ζl)l∈L in Corollary 4.5.11 has to be correct for
any constant function and first order polynomial. In particular, choosing the middle point
as the only quadrature point (with weight 1) implies that
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Corollary 4.5.13 (2D). The following equality holds
∫
Ωtn+1
ψn+1j(i,K)(x, t
n+1) dx−
∫
Ωtn
ψnj(i,K)(ξ) dξ = ∆t
n
∫
Ω
tn+1/2
ψt
n+1/2
j(i,K) (x)∇·V(x) dx,
where ψn+1 is related to ψn as (4.36).
4.6 Finite element method
Assume the function spaces P̂ geo and P̂ introduced in Section 4.3 and Section 4.4 satisfy
the following relation
P̂ geo ⊂ P̂ . (4.46)
It follows that
Pgeod (T nh ) ⊂ Pd(T nh ), (4.47)
and hence there exists a sparse matrix B, independent of n, such that
ψgeo,nj =
∑
i
Bijψni , (4.48)
and
ψgeo,tj =
∑
i
Bijψti . (4.49)
From (4.11), we propose a continuous finite element method to solve (4.1). That is to
find un+1h ∈ Pm(T n+1h ) such that
(un+1h , φ(x, t
n+1))Ωtn+1 ,L − (unh, φ(x, tn))Ωtn ,L
+ ∆tn
∑
l
ωl(∇·pin,l(F(unh)− unh ⊗Vnh), φ(x, tn,l))Ωtn,l
+B(unh, φ(x, t
n)) = 0, (4.50)
for any φ˜(ξ) ∈ Pm(T nh ), where unh ∈ Pm(T nh ) is the given solution at tn. The subscript
L in (·, ·)Ω,L means the mass lumping technique is used to approximate L2 inner product
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(·, ·)Ω, tn,l := tn + ∆tnζl, Ωtn,l = ∪{Φt
n,l
h (K) : K ∈ T nh }, Φth is defined in (4.26) with
Vnh(ξ) :=
∑
i
Vgeo,ni ψ
geo
i (ξ) =
∑
i
Vni ψ
n
i (ξ) ∈ Pgeod (T nh ) ⊂ Pd(T nh ) (4.51)
which will be discussed in Section 4.6.8, and φ is related to φ˜ as follows
φ(x, t) = φ˜ ◦ [Φth]−1(x).
The bilinear form B in (4.50) is used to introduce numerical viscosity in the same spirit as
in Section 3. The approximation pin,l := pit
n,l
and pit is defined by
pit(F(unh)− unh ⊗Vnh) :=
∑
i
[F(Uni )−Uni ⊗Vni ]ψti(x), (4.52)
for any t ∈ [tn, tn+1], where ψti(x) is defined in (4.36). Assume (ωl, ζl)l∈L appeared in (4.50)
is a quadrature rule such that
∫ 1
0 f(ζ) dζ '
∑
l∈L ωlf(ζl) is exact for all polynomials of
degree at most max(d− 1, 0). Note that φ(x, tn) = φ˜(x) since Φtnh = I. The reason to use
the quadrature rule (ωl, ζl)l∈L in (4.50) to approximate the second term
∫ tn+1
tn
[∫
Ωt
φ(x, t)∇ · [F(u)− u⊗V] dx
]
dt
of (4.11) is due to DGCL, see Theorem 4.6.6.
4.6.1 Discrete form
Introduce
ψn,li := ψ
tn,l
i , (4.53)
cn,lij :=
∫
Ω
tn,l
∇ψn,lj (x)ψn,li (x) dx, (4.54)
cnij :=
∑
l∈L
ωlc
n,l
ij , (4.55)
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and
dij := −B(ψn,lj (x), ψn,li (x)). (4.56)
By (4.40), we have that
ψni (x, t
n+1) = ψni ◦ [Φt
n+1
h ]
−1(x) = ψn+1i (x),
which implies that
(un+1h , φi(x, t
n+1))Ωtn+1 ,L =(u
n+1
h , ψ
n+1
i )Ωtn+1 ,L
=
∑
j
Un+1j (ψ
n+1
j (x), ψ
n+1
i )Ωtn+1 ,L
=
∑
j
Un+1j m
n+1
j ,
with
mn+1j :=
∫
Ωtn+1
ψn+1j (x) dx. (4.57)
Define
Fnj := F(U
n
j ). (4.58)
Assume [dij ] satisfies the following three properties (i) d
n
ij = 0 if j 6∈ I(Sni ); (ii) dnij ≥ 0 and
dnij = d
n
ji (4.59)
if i 6= j; (iii) dii :=
∑
j 6=i−dnji.
Choosing φ˜(ξ) = ψi(ξ) in (4.50) implies the discrete form
mn+1i U
n+1
i −mni Un+1i
+ ∆tn
∑
j∈I(Sni )
[Fnj −Unj ⊗Vnj ]cnij −
∑
j∈I(Sni )
dijU
n
j = 0, ∀i. (4.60)
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4.6.2 Conservation
Theorem 4.6.1. The scheme (4.50) or (4.60) is conservative, i.e.,
∫
Ωtn
unh dx =
∫
Ωt0
unh dx, ∀n. (4.61)
Proof. Since
∫
Ωtn+1
un+1h dx =
∑
i
mn+1i U
n+1
i ,
and the sum of each column of cij and dij is 0, i.e.,
∑
i
cij = 0,
∑
i
dij = 0,
as a result of the definition of cij in (4.55), the assumption on the boundary conditions
and the assumption on dij in (4.59), summing (4.60) over i implies that
∫
Ωtn+1
un+1h dx =
∫
Ωtn
unh dx.
Since this is true for all n, it completes the proof.
Remark 4.6.2. The form (4.50), as a discretization of the weak formulation (4.11), is
called conservation form since Theorem 4.6.1.
4.6.3 Discrete geometric conservation law
Lemma 4.6.3 (Non-conservative form). The scheme (4.50) or (4.60) is equivalent to
mn+1i
Un+1i −Uni
∆t
=
∑
j∈I(Sni )
((Unj −Uni )⊗Vnj − Fnj )cnij +
∑
j∈I(Sni )
dnijU
n
j , ∀i. (4.62)
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Proof. Since
mn+1i U
n+1
i −mni Un+1i = mn+1i [Un+1i −Uni ] + [mn+1i −mni ]Uni
and by Corollary 4.5.11,
mn+1i −mni =
∑
l
∆tnωl
∫
Ω
tn,l
ψt
n,l
i (x)∇·V(x, tn,l) dx
with tn,l defined in (4.50), and by Lemma 4.5.5 and the equality (4.51),
V(x, tn,l) =
∑
j
V geo,nj ψ
geo,tn,l
j (x) =
∑
j
V nj ψ
tn,l
j (x) =
∑
j
Vnj ψ
n,l
j (x)
we obtain that
∇·V(x, tn,l) =
∑
j
Vnj ·∇ψn,lj (x)
and hence
mn+1i −mni =∆tn
∑
j∈I(Sni )
Vnj ·cnij .
It implies that
[mn+1i −mni ]Uni =∆tn
∑
j∈I(Sni )
[Uni ⊗Vnj ]cnij .
Therefore, the scheme (4.60) is equivalent to (4.62).
Remark 4.6.4. From the proof of the above lemma, we also get an important relation
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about mni as follows
mn+1i −mni =∆tn
∑
j∈I(Sni )
Vnj ·cnij (4.63)
as a result of Corollary 4.5.11, where cnij is defined in (4.55).
Definition 4.6.5. The algorithm is said to satisfy Discrete Geometric Conservation Law
(DGCL) (see, e.g., [22, 23, 53, 26] and the references therein) if un+1h (x) = C under the
condition that unh(x) = C ∈ Rm.
Theorem 4.6.6 (DGCL). If Unj = C ∈ Rm for all j ∈ I(Sni ), then Un+1i = C. In
particular, it implies that the scheme (4.50) preserve constant states.
Proof. From (4.60), since the sum of each row of cij and dij is 0, it follows that
mn+1i U
n+1
i =m
n
i C−∆tn
∑
j∈I(Sni )
[F(C)−C⊗Vnj ]cnij +
∑
j∈I(Sni )
dijC
=C[mni +
∑
j∈I(Sni )
Vnj ·cnij ].
Therefore, using (4.63) implies that Un+1i = C.
4.6.4 Invariant domain property
For any unit vector n, define v(g,n,Ul,Ur) to be the unique entropy solution of the
following one-dimensional Riemann problem:
∂tv + ∂x(g(v)·n) = 0, (x, t) ∈ R×R+, v(x, 0) =

Ul if x < 0
Ur if x > 0.
(4.64)
with the largest wave speed λmax(g,n,Ul,Ur).
Remark 4.6.7. Since v(g,n,Ul,Ur) is assumed to be the entropy solution of (4.64), the
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conservation property implies that if tλmax(g,n,Ul,Ur) ≤ 12 , then
∫ 1
2
− 1
2
v(g,n,Ul,Ur)(t, x) dx =
1
2
[Ul + Ur]− t[g(Ur)·n− g(Ul)·n]. (4.65)
Remark 4.6.8. If (η,q) is an entropy pair of (4.64), by entropy inequality (4.5) and
Jensen’s inequality, we obtain that
η
(∫ 1
2
− 1
2
v(g,n,Ul,Ur)(t, x) dx
)
≤ 1
2
[η(Ul) + η(Ur)]− t[q(Ur)·n− q(Ul)·n]. (4.66)
For i 6= j, we choose dij as
dnij = max(λmax(g
n
j ,n
n
ij ,U
n
i ,U
n
j )‖cnij‖`2 , λmax(gni ,nnji,Unj ,Uni )‖cnji‖`2) (4.67)
where nnij ∈ Sd−1 is the unit direction vector of cnij and
gnj (v) := F(v)− v ⊗Vnj . (4.68)
Moreover, choose dii = −
∑
j 6=i dij . The assumption (4.59) on dij is satisfied.
Define
hn := min
i,l∈L
hn,li , h
n,l
i := min
j∈I(Sni )
1
‖‖∇ψj‖`2‖L∞(Sn,lij )
. (4.69)
where Sn,lij := supp(ψ
n,l
i ) ∩ supp(ψn,lj ).
Define
κn := max
i
κni , κ
n
i :=
∑
j∈I(Sni )\{i},l∈L ωl
∫
Sn,lij
ψn,li (x) dx∑
l∈L ωl
∫
Ωn,l ψ
n,l
i (x) dx
. (4.70)
Define
λn := max
i
λni , λ
n
i := max
j∈I(Sni )
(λmax(g
n
j ,n
n
ij ,U
n
i ,U
n
j ), λmax(g
n
i ,n
n
ji,U
n
j ,U
n
i )). (4.71)
Theorem 4.6.9 (Invariant Domain Property). Let A ⊂ AF be an invariant set of (4.1) as
95
defined in Defition 4.1.1 and dij is chosen as in (4.67) with c
n
ij defined in (4.55). Assume
mn+1i > 0 for all i. If {Unj : j ∈ I(Sni )} ⊂ A and ∆tn satisfies the following CFL condition
2∆tn
κn maxi λ
n
i
hn
max
i
∑
l∈L ωl
∫
Ωn,l ψ
n,l
i (x) dx
mn+1i
≤ 1, (4.72)
where hn and κn are defined in (4.69) and (4.70), then the solution of the scheme (4.60)
has the property that Un+1i ∈ A. In particular, if {Unj : ∀j} ⊂ A, then {Un+1j : ∀j} ⊂ A.
Proof. By Lemma 4.6.3, the scheme (4.60) is equivalent to
mn+1i
Un+1i −Uni
∆tn
=
∑
j∈I(Sni )
((Unj −Uni )⊗Vnj − Fnj )cnij +
∑
j∈I(Sni )
dnijU
n
j .
Since the sum of each row
∑
j c
n
ij = 0 for any fixed i, it follows that
∑
j
ajc
n
ij =
∑
j 6=i
(aj − ai)cnij . (4.73)
It implies that
∑
j 6=i
[Fnj + (U
n
i −Unj )⊗Vnj ]cnij =
∑
j 6=i
j∈I(Sni )
[Fnj − Fni + (Uni −Unj )⊗Vnj ]cnij .
Since the sum of each row of [dij ] is zero, i.e.,
∑
j dij = 0, we have that
∑
j∈I(Sni )
dijU
n
j =
∑
j∈I(Sni )
(Unj + U
n
i )dij
=
∑
j 6=i
j∈I(Sni )
(Unj + U
n
i )dij + 2U
n
i dii.
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Then we obtain that
mn+1i U
n+1
i = [m
n+1
i + 2∆t
ndii]U
n
i
−∆tn
∑
j 6=i
j∈I(Sni )
{
[Fnj − Fni + (Uni −Unj )⊗Vnj ]cnij + (Unj + Uni )dij
}
(4.74)
That is
Un+1i = [1 +
2∆tndii
mn+1i
]Uni
−
∑
j 6=i
j∈I(Sni )
2∆tndij
mn+1i
{
[Fnj − Fni + (Uni −Unj )⊗Vnj ]
cnij
2dij
+
1
2
(Unj + U
n
i )
}
= [1 +
2∆tndii
mn+1i
]Uni
−
∑
j 6=i
j∈I(Sni )
2∆tndij
mn+1i
{
[Fnj − Fni + (Uni −Unj )⊗Vnj ]nnij
‖cnij‖
2dij
+
1
2
(Unj + U
n
i )
}
= (1 +
2∆tndii
mn+1i
)Uni +
∑
j 6=i
j∈I(Sni )
2∆tndij
mn+1i
Û(Uni ,U
n
j ), (4.75)
where nnij ∈ Sd−1 is the unit direction vector of cnij and Û(Uni ,Unj ) is defined by
Û(Uni ,U
n
j ) := [F
n
i − Fnj + (Unj −Uni )⊗Vnj ]nnij
‖cnij‖
2dij
+
1
2
(Unj + U
n
i ). (4.76)
Using the notation v and λmax introduced in (4.64) one can see that
Û(Uni ,U
n
j ) =
∫ 1/2
−1/2
v(gnj ,n
n
ij ,U
n
i ,U
n
j )(t, x) dx (4.77)
where gnj is defined in (4.68) and
t :=
‖cnij‖
2dij
. (4.78)
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ince the special choice of dij as in (4.67) implies
tλmax(g
n
j ,n
n
ij ,U
n
i ,U
n
j ) ≤
1
2
, (4.79)
and A is an invariant set (see Remark 4.1.2), it implies that Û(Uni ,U
n
j ) ∈ A.
From (4.75), since dij ≥ 0 for j 6= i and
∑
j dij = 0, one can see that in order to show
Un+1i ∈ A, one sufficient condition is to prove
Y := 1 + 2∆t
ndii
mn+1i
≥ 0.
Since θ̂i ≥ 0 and by the definition of hn,li in (4.69), we obtain that
‖cn,lij ‖`2 ≤
∫
Sij(tnl )
‖∇ψj(x, tnl )‖`2ψn,li (x) dx ≤ [hn,li ]−1
∫
Sij(tnl )
ψn,li (x) dx,
which implies that
∑
j 6=i
j∈I(Sni )
dij ≤λni
∑
j 6=i
j∈I(Sni )
‖cnij‖`2
≤λni
∑
j 6=i
j∈I(Sni )
∑
l∈L
ωl‖cn,lij ‖`2
≤λni
∑
j 6=i
j∈I(Sni )
∑
l∈L
[hn,li ]
−1ωl
∫
Sij(tnl )
ψn,li (x) dx
=λni [h
n
i ]
−1κni
∑
l∈L
ωl
∫
Ωn,l
ψn,li (x) dx
≤λni [hn]−1κn
∑
l∈L
ωl
∫
Ωn,l
ψn,li (x) dx
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Since dii = −
∑
j∈I(Sni )\{i} dij , the condition implies that
Y =1− 2∆tn
∑
j 6=i
j∈I(Sni )
dij
mn+1i
≥1− 2∆tn(hn)−1κnλni
∑
l∈L ωl
∫
Ωn,l ψ
n,l
i (x) dx
mn+1i
≥ 0,
which completes the proof.
Remark 4.6.10. Since κni ≤ cardI(Si)− 1, we see that
κn ≤ max
j
cardI(Sj)− 1. (4.80)
Remark 4.6.11. The assumption mn+1i > 0 is satisfied by choosing small ∆t
n since
mni > 0. It implies that the mesh velocity V
n can not be chosen arbitrarily since (4.63).
Corollary 4.6.12. Let A ⊂ AF be an invariant set of (4.1) as defined in Definition 4.1.1
and dij chosen as in (4.67). For any cell K, under the same CFL condition (4.72), if
{Unj : ∃i ∈ I(K) s.t. j ∈ I(Si)} ⊂ A,
then
un+1h (x) ∈ A, ∀x ∈ K. (4.81)
In particular, if {Uni : ∀i} ⊂ A, then un+1h (x) ∈ A for any x.
Proof. Since
{Unj : ∃i ∈ I(K)s.t.j ∈ I(Si)} ⊂ A,
it follows that
{Un+1i : ∃i ∈ I(K)} ⊂ A.
Since A is a convex set, using Lemma 4.4.1, we conclude that un+1h |K ∈ A.
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4.6.5 Discrete entropy inequality
Lemma 4.6.13. Let (η,q) be an entropy pair of (4.1). Then (η(v),q(v)− η(v)W) is an
entropy pair of the problem ∂tv +∇·g(v) = 0 with g(v) = F(v)− v ⊗W.
Proof. By definition of entropy pair in (4.4), we need to show that for ∀n ∈ Sd−1
∂vk([q(v)− η(v)W]·n) =
m∑
i=1
d∑
j=1
∂viη(v)∂vk(gij(v)nj).
This is true Since
m∑
i=1
d∑
j=1
∂viη(v)∂vk(gij(v)nj) =
m∑
i=1
d∑
j=1
∂viη(v)∂vk(Fij(v)nj)−
m∑
i=1
d∑
j=1
∂viη(v)∂vk(viWjnj)
=∂vk(q(v)·n)−
m∑
i=1
∂viη(v)δikW·n)
=∂vk(q(v)·n)− ∂vkη(v)W·n
=∂vk [(q(v)− η(v)W]·n,
where the assumption that (η,q) is an entropy pair of (4.1) is used in the 2nd equality.
Theorem 4.6.14 (Discrete Entropy Inequality). Let (η,q) be a entropy pair of (4.1).
Under the same CFL condition (4.72), the following discrete entropy inequality holds for
the solution of the scheme (4.50)
mn+1i η(U
n+1)i −mni η(Uni )
∆tn
+
∑
l
ωl
∫
Ω
tn,l
∑
j
∇·[(q(Unj )− η(Unj )Vnj )ψn,lj (x)]ψn,li (x) dx
+B(
∑
j
η(Unj )ψ
n
j , ψ
n
i ) ≤ 0. (4.82)
Proof. Since η(u) is a convex function with respect to u and the CFL condition (4.72) is
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satisfied, from (4.75), it follows that
η(Un+1i ) ≤
(
1 +
2∆tndii
mn+1i
)
η(Uni ) +
∑
j 6=i
j∈I(Sni )
2∆tndij
mn+1i
η(Û(Uni ,U
n
j )). (4.83)
From (4.77), we see that Û(Uni ,U
n
j ) is the average of the solution v(g
n
j ,n
n
ij ,U
n
i ,U
n
j )(t, x)
with
t :=
‖cnij‖
2dij
.
By Lemma 4.6.13, it follows that (η(v),q(v) − η(v)Vnj ) is a entropy pair of the problem
∂tv +∇·g(v) = 0 with g(v) = F(v)− v ⊗Vnj . From (4.76), we obtain that
η(Û(Uni ,U
n
j )) ≤
1
2
[η(Uni ) + η(Uj)]
− t{[q(Uj)− η(Uj)Vnj ]·nnij − [q(Uni )− η(Uni )Vnj ]·nnij ]} . (4.84)
Plugging (4.84) into (4.83), we have
mn+1i
∆tn
[η(Un+1i )− η(Uni )] ≤ 2diiη(Un+1i ) +
∑
j 6=i
j∈I(Sni )
dij [η(U
n
i ) + η(Uj)]
−
∑
j 6=i
j∈I(Sni )
{
[q(Uj)− η(Uj)Vnj ]·cnij − [q(Uni )− η(Uni )Vnj ]·cnij ]
}
=
∑
j∈I(Sni )
dijη(U
n
j )−
∑
j∈I(Sni )
[q(Uj)− η(Uj)Vnj ]·cnij −
∑
j 6=i
j∈I(Sni )
η(Uni )(V
n
i −Vnj )cnij
=
∑
j∈I(Sni )
dijη(U
n
j )−
∑
j∈I(Sni )
[q(Uj)− η(Uj)Vnj ]·cnij +
∑
j∈I(Sni )
η(Uni )V
n
j c
n
ij
From (4.63), we conclude that
mn+1i η(U
n+1
i )−mni η(Uni )
∆tn
≤
∑
j∈I(Sni )
dijη(U
n
j ) −
∑
j∈I(Sni )
[q(Uj) − η(Uj)]Vnj ·cnij ,
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which implies (4.82) by using the definition of dij in (4.67) and the definition of c
n
ij in (4.55).
4.6.6 Piecewise viscosity
If the piecewise viscosity νK is used as in (3.8), the bilinear form B in (4.50) becomes
B(unh, ψ
n
i ) =
∑
j∈I(Sni )
B(ψnj , ψ
n
i )U
n
j (4.85)
and
B(ψnj , ψ
n
i ) =
∑
K∈Snij
νnKbK(ψ
n
j , ψ
n
i ),
where the bilinear forms bK are assumed to satisfy all the properties of Definition 3.3.1.
Define
dij =
∑
K∈Snij
νnKbK(ψ
n
j , ψ
n
i ), j 6= i. (4.86)
The scheme (4.50) with numerical viscosity (4.85) is equal to
mn+1i U
n+1
i −mni Un+1i + ∆tn
∑
j∈I(Sni )
[Fnj −Unj ⊗Vnj ]cnij −
∑
j∈I(Sni )
dijU
n
j = 0, ∀i, (4.87)
which is exactly equal to the scheme (4.60) with dij defined in (4.86).
Theorem 4.6.1, Lemma 4.6.3, and Theorem 4.6.6 still hold for this new algorithm (4.87).
Theorem 4.6.9 also holds by choosing
νnK := max
i,j∈I(K)
i 6=j
‖cnij‖`2λmax(gnj ,nnij ,Uni ,Unj )
−bK(ψnj , ψni )
(4.88)
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under certain CFL condition. This is because of
dij =
∑
K⊂Snij
νKbK(ψ
n
j , ψ
n
i ) ≥
∑
K⊂Snij
‖cnij‖`2λmax(gnj ,nnij ,Uni ,Unj )
which implies that (4.79). For d = 2, since each edge is shared by two cells (without
considering boundary condition) νnK can be chosen as
νnK := max
i,j∈I(K)
i 6=j
‖cnij‖`2λmax(gnj ,nnij ,Uni ,Unj )
−2bK(ψnj , ψni )
.
4.6.7 New schemes with its extension to SSPRK methods
Recall that (3.13) or (3.14) are two examples of SSPRk methods which can be used to
solve the ODE system dudt = L(u) by using the forward Euler method in sub-steps. For the
ALE method (4.50) or (4.60), the main variables are {mni ,Uni ,ani }. We have to choose the
independent variables first in order to use a SSPRK method directly. Since it is easier to
compute mni from {anj }, it is better to choose {anj } as part of the independent of variables.
However, maybe the combination like {mni uni } should be chosen as independent variables to
make the whole SSPRK method keep the conservation property and the invariant domain
property. But, this is not obvious. Let us consider SSPRK2 (3.13). Assume the solutions
obtained by using the forward Euler method in substeps are {mn+1,1i ,Un+1,1i ,an+1,1i } and
{mn+1,2i ,Un+1,2i ,an+1,2i }. To get the solution at tn+1, if {mni Uni ,ani } are chosen as inde-
pendent variables, then we first get an+1i =
1
2a
n+1,1
i +
1
2a
n+1,2
i and then compute m
n+1
i .
From mn+1i U
n+1
i =
1
2m
n+1,1
i U
n+1,1
i +
1
2m
n+1,2
i U
n+1,2
i , we can compute U
n+1
i . The method
is conservative since
∫
un+1h =
∑
im
n+1
i U
n+1
i . However, U
n+1
i is not necessary the convex
combination of Un+1,1i and U
n+1,2
i and the method may not keep the invariant domain
property. If {Uni ,ani } are chosen as independent variables, then the invariant domain
property is preserved, but the conservation may be not. It looks like those two properties,
conservation and invariant domain property, are not compatible with each other.
One method to get SSPRK extension is to relax the conservation property and to keep
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discrete conservation only. The method is as follows
mn+1i U
n+1
i −mni Uni
∆tn
=
∑
j∈I(Sni )
dnijU
n
j
−
∫
Ωtn
∇·
(∑
j
(F(Unj )−Unj ⊗Vnj )ψnj (x)
)
ψni (x) dx, (4.89)
where
m0i = m
0
i ,
mn+1i =m
n
i + ∆t
n
∫
Sni
ψni (x)∇·Vnh(x) dx, (4.90)
and Vnh =
∑
j V
n
j ψj ∈ Pd(T nh ).
Remark 4.6.15. Comparing (4.63) and (4.90), we see that mn+1i 6= mn+1i in general.
Remark 4.6.16. In the scheme (4.89) or (4.92), the assumption on Vnh is V
n
h ∈ Pd(T nh ).
We do not need to assume Vnh ∈ P̂ geo ⊂ P̂ . Moreover, we do not need to use any quadrature
rule because of Lemma 4.6.19.
Define cnij as
cnij :=
∫
Sni
∇ψnj (x)ψni (x) dx. (4.91)
We obtain an equivalent form of the scheme (4.89) as follows
mn+1i U
n+1
i −mni Uni
∆t
+
∑
j∈I(Sni )
(F(Unj )−Unj ⊗Vnj )·cnij − dnijUnj = 0. (4.92)
In addition, we have
mn+1i = m
n
i + ∆t
n
∑
j∈I(Sni )
Vnj ·cnij . (4.93)
Compared to (4.50), the term cnij in (4.92) is defined in (4.91) and we do not need to use
a quadrature rule for time integral.
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Definition 4.6.17. The method is discrete conservative if
∑
im
n+1
i U
n+1
i =
∑
im
n
i U
n
i for
any n.
Theorem 4.6.18. The scheme (4.89) or (4.92) is discrete conservative.
Proof. The conclusion follows from the fact that
∑
i c
n
ij = 0 and
∑
i d
n
ij = 0.
The scheme (4.89) or (4.92) satisfies DGCL.
Theorem 4.6.19 (DGCL). If Unj = C ∈ Rm for all j ∈ I(Sni ), then the solution of
the scheme (4.89) or (4.92) satisfies that Un+1i = C. In particular, it implies that the
scheme (4.89) preserve constant states.
Proof. The conclusion follows from the relation (4.93) and (4.92).
Define
hn := min
i
hni , h
n
i := min
j∈I(Sni )
1
‖‖∇ψj‖`2‖L∞(Snij)
. (4.94)
Define
κn := max
i
κni , κ
n
i :=
∑
j∈I(Sni )\{i}
∫
Snij
ψni (x) dx∫
Ωn ψ
n
i (x) dx
. (4.95)
Theorem 4.6.20 (Invariant Domain Property). Let A ⊂ AF be an invariant set of (4.1)
as defined in Definition 4.1.1 and dij is chosen as in (4.67) with c
n
ij defined in (4.91).
Assume mn+1i > 0 for all i. If {Unj : j ∈ I(Sni )} ⊂ A and ∆tn satisfies the following CFL
condition
2∆tn
κn maxi λ
n
i
hn
max
i
mni
mn+1i
≤ 1, (4.96)
where hn and κn are defined in (4.94) and (4.95), then the solution of the scheme (4.89)
or (4.92) has the property that Un+1i ∈ A. In particular, if {Unj : ∀j} ⊂ A, then {Un+1j :
∀j} ⊂ A.
Proof. The proof is the same as the proof of Theorem 4.6.9 since the relations (4.75)
and (4.65) hold also with cnij defined in (4.91).
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Theorem 4.6.21 (Discrete Entropy Inequality). Let (η,q) be a entropy pair of (4.1).
Under the same CFL condition (4.96), the following discrete entropy inequality holds for
the solution of the scheme (4.89)
mn+1i U
n+1
i −mni Uni
∆tn
+
∫
Ωtn
∑
j
∇·[(q(Unj )− η(Unj )Vnj )ψnj (x)]ψni (x) dx
+B(
∑
j
η(Unj )ψ
n
j , ψ
n
i ) ≤ 0. (4.97)
The scheme (4.89) is important since it can be extended to higher order SSPRK meth-
ods. The three stage third order SSPRK3 (3.14) is implemented as in Algorithm 4.
Algorithm 4 SPP RK3: Get u1h from u
0
h
Require: T 0h , u0h, m0, t0
1: Choose V0h; Call Euler step(T 0h , u0h, m0, V0h, ∆t1, T 1h , u1h, m1)
2: Choose V1h; Call Euler step(T 1h , u1h, m1, V1h, ∆t1, T˜ 2h , u˜2h, m˜2)
3: Get T 2h by a2 = 34a0 + 14 a˜2. Set m2 = 34m0 + 14m˜2. Get u2h = 34 m
0
m2
u0h +
1
4
m˜2
m2
u˜2h.
4: Choose V2h. Call Euler step(T 2h , u2h, m2, V2h, ∆t1, T˜ 3h , u˜3h, m˜3)
5: Get T 3h by a3 = 13a0 + 23 a˜3. Set m3 = 13m0 + 23m˜3. Get u2h = 13 m
0
m3
u0h +
2
3
m˜3
m3
u˜3h.
6: return T 3h , u3h, m3, t1 = t0 + ∆t1.
Theorem 4.6.22. The Algorithm 4 is discrete conservative and satisfies the invariant
domain property under some CFL condition.
Proof. Suppose A is the invariant domain of the problem. And U0i ∈ A for all i. Let
u1h =
∑
j U
1
iψ
1
i and u˜
2
h =
∑
j U˜
1
iψ
2
i where u
1
h and u˜
2
h are obtained in Step-1 and Step-2
of the Algorithm 4 and ψ1i and ψ
2
i are the basis related to the meshes T 1h and T˜ 2h . By
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Theorem 4.6.18, we obtain that
∑
im
1
iU
1
i =
∑
im
0
iU
0
i and
∑
i m˜
2
i U˜
1
i =
∑
im
1
iU
1
i . It
follows that
∑
i m˜
2
i U˜
1
i =
∑
im
0
iU
0
i . In Step-3 of the Algorithm 4, we see that
∑
i
m2iU
2
i =
3
4
∑
i
m0iU
0
i +
1
4
∑
i
m˜2i U˜
2
i =
∑
i
m0iU
0
i .
Since the forward Euler method has the invariant domain property, it follows that U1i ∈ A
and U˜1i ∈ A for all i. Since u2h = 34 m
0
m2
u0h +
1
4
m˜2
m2
u˜2h and m
2 = 34m
0 + 14m˜
2, we see that U2i is
a convex combination of U0i and U˜
2
i . Since A is convex, we conclude that U
2
i ∈ A for all
i. Likewise, one can get that
∑
im
3
iU
3
i =
∑
im
0
iU
0
i and U
3
i ∈ A for all i, which complete
the proof.
4.6.8 Algorithm on choosing V nh
Many techniques have been proposed in the literature. In [26], the method is to model
the deformation of the whole initial domain by considering it as a “elastic” solid, see (4.5)
and (4.6) of [26]. In [79], several mesh moving strategies are mentioned, including tension
spring analogy, torsion spring analogy, truss analogy and linear elasticity analogy. In (7)
of [77], an elliptic problem is used to get the mesh velocity or ALE velocity, where the
monitor function M(x, t) is user-defined and is chosen as the density ρ or 1 + α|∇ρ|2 for
the Euler equations in their numerical tests.
Because the ALE method is designed to combine the advantages of the Eulerian method
and the Lagrangian method, it is desirable that the mesh velocity Vnh is close to the
Lagrangian velocity or characteristic velocity for scalar conservation laws, and avoid severe
mesh distortion. To find V is equivalent to find the location of vertices an+1 at the next
time step tn+1 since Vni =
an+1i −ani
∆tn+1
. Let T n+1Lg denote the mesh which is obtained by using
the Lagrangian method or the Characteristic method. Since in the mesh T n+1Lg the area
of some cell may be much small or the interior angle may be too big or too small, a good
approximation is to smooth it and get T n+1Sm . The method we use to get T n+1Sm is to move
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each node an+1i to the center of Si by iteration L times. The algorithm is as follows

an+1,0j :=a
n+1
j,Lg
an+1,li :=
1
|{j : i 6= j ∈ I(Si)}|
∑
i 6=j∈I(Si)
an+1,l−1j , l = 1 . . . L,
an+1j,Sm :=a
n+1,L
j .
(4.98)
Then an+1 is chosen as
an+1 = ωan+1Lg + (1− ω)an+1Sm ,
to get T n+1h , where ω is a user-defined constant. In all computations, we use ω = 0.9 and
L = 2. The convex combination is used to avoid severe changes in some parts of mesh
(which will decrease the time step extremely) so that the mesh is moving smoothly along
the flow.
For a vertex of the boundary, for simplicity, its moving velocity is either the flow
velocity, or the projection of the flow velocity to the tangent direction of the boundary,
i.e., v · n = 0.
One advantage of this method is that the mesh will only move in the x direction if the
problem is a 1D problem no matter what dimension the mesh is. This property enable
us to refine the mesh only in the x direction for 1D problems even on a 2D mesh. For
example, we can apply this ALE method to solve the 1D Burgers equation on a 2D mesh.
The above method is similar to the method used in [63] where a similar technique is used
to move the “generator” in the rezone phase. As is mentioned in [63], a more advanced
method is to choose ω point-wise by using the right Cauchy-Green strain tensor (see, e.g.,
[51, (2.37)]).
In [67], several techniques are introduced about which nodes should be moved, and how
to move those nodes. Whether a vertex is labeled to be moved depends on the distortion of
the local mesh which is determined by applying an angle test and a volume test. The angle
test is used to quantify the shear distortion while the volume or area test is for volumetric
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distortion (see [2]). For mesh smoothing, two methods are mentioned there. The first one
is based on Winslow’s work [78] with equipotential smoothing; the other one is Tipton’s
variational method which is based on reformulating Winslow’s method. Other techniques
on grid generation (see, e.g. [68, §10.3][52, §5.4.2]) can be used to get new mesh at each
time step. The method used here is to move the vertex to the averaging locations of the
surrounding nodes, which is also mentioned in [2].
4.6.9 Application to Euler equations
4.6.9.1 Computing λmax
The 2D Euler equations can be written as
∂tu + ∂xF(u) + ∂yG(u) = 0, (4.99)
where
u = (ρ, ρu, ρv, E)T,
F = (ρu, ρu2 + p, ρuv, u(E + p))T,
G = (ρv, ρuv, ρv2 + p, v(E + p))T,
p is the pressure, e is the special internal energy, and E is the total energy. For a polytropic
ideal gas, the equation of state is
p = (γ − 1)ρe
with 1 < γ ≤ 53 , (see, e.g., [31, §1.2]).
Lemma 4.6.23 (Rotation invariant property [74, Proposition 3.15]). For fixed θ, the fol-
lowing rotational invariant property holds
cos θF(u) + sin θG(u) = T(θ)−1F(T(θ)u), (4.100)
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where
T(θ) =

1 0 0 0
0 cos θ sin θ 0
0 − sin θ cos θ 0
0 0 0 1

T(θ)−1 =

1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1

. (4.101)
Remark 4.6.24. The above rotation invariant property holds also for the 3D case, see [74,
Proposition 3.19].
By definition of T (θ) in (4.101), it is easy to see that if u1 = T(θ)u2, then ρ1 = ρ2,
e1 = e2, E1 = E2 and (u1, v1)
T = Rθ(u2, v2)T, where Rθ mean the rotation in plane around
center by θ clockwise.
Lemma 4.6.25. The solution v of the Riemann problem

∂tv + ∂xg
n
ij(v) = 0,
v(0, x) = Uni 1x<0 + U
n
j 1x>0.
(4.102)
satisfies that
v(t, x) = T(θ)−1w(t, (Vnj ·nnij)t+ x), (4.103)
where gnij(v) := (F(v) − v ⊗ Vnj )nnij, θ is defined by nnij = (cos θ, sin θ)T, and w is the
solution of the following 1D Riemann problem

∂tw + ∂xF(w) = 0,
w(0, x) = T(θ)Uni 1x<0 + T(θ)U
n
j 1x>0.
(4.104)
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Proof. By Lemma 4.6.23, the 1D Riemann problem (4.102) is equal to

∂tv + ∂x[T(θ)
−1F(T(θ)v)− (v ⊗Vnj )nnij ] = 0, x ∈ [−12 , 12 ],
v(0, x) = Uni 1x<0 + U
n
j 1x>0,
i.e.,

∂tT(θ)v + ∂x[F(T(θ)v)− (Vnj ·nnij)T(θ)v] = 0,
v(0, x) = Uni 1x<0 + U
n
j 1x>0.
By changing variable as ŵ = T(θ)v, we see that ŵ satisfies the following equation

∂tŵ + ∂x[F(ŵ)− (Vnj ·nnij)ŵ] = 0,
ŵ(0, x) = T(θ)Uni 1x<0 + T(θ)U
n
j 1x>0.
Define w(t, y) = ŵ(t, x) with y = (Vnj ·nnij)t+x. It follows that w(y, t) satisfies the equation

∂tw + ∂yF(w) = 0,
w(0, y) = T(θ)Uni 1y<0 + T(θ)U
n
j 1y>0.
Therefore, we conclude that w satisfies the equation (4.104) and
v(t, x) = T(θ)−1ŵ(t, x) = T(θ)−1ŵ(t, x) = T(θ)−1w(t, (Vnj ·nnij)t+ x).
Corollary 4.6.26. The following relation holds
λmax(g
n
j ,n
n
ij ,U
n
i ,U
n
j ) = max{λl − (Vnj ·nnij), λr − (Vnj ·nnij)} (4.105)
where λl and λr is the minimum and maximum “wave” speed of the Riemann problem (4.104).
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Note that F(u) ∈ R4×4 and there are 4 eigenvalues for each u: λ1 = u − a, λ2 =
λ3 = u, λ4 = u + a with a =
√
γp
ρ . The multiplicity of eigenvalue u is 2 corresponding
to contact wave and shear wave. The v does not change across two non-degenerated
waves as of result of studying the Riemann invariants relating to 1 and 4 field, or by
applying the Rankine-Hugoniot condition for shock waves (see e.g., [74, p. 111]). The
primitive variable (ρ, u, v, p)T can be used to simplify the computation since the wave
type of characteristic fields, genuinely nonlinear or linearly degenerate, and the Riemann
invariants of characteristic fields are independent of the choice of variables (see e.g. [30, p.
43, 56]). Therefore finding the solution of Riemann problem (4.104) is exactly the same as
finding the solution of 1D Riemann problem

∂tw + ∂xF(w) = 0,
w(0, x) = wL1x<0 + wR1x>0,
(4.106)
where w = (ρ, u,E)T, F = (ρu, ρu2 + p, u(E + p))T,
wL = (U
n
i,1, cos θU
n
i,2 + sin θU
n
i,3, U
n
i,4)
T,
wR = (U
n
j,1, cos θU
n
j,2 + sin θU
n
j,3, U
n
j,4)
T
and θ is determined from nnij since U
n
j = (U
n
j,1, U
n
j,2, U
n
j,3, U
n
j,4)
T.
Since the wave structure of two non-degenerated waves in (4.104) and (4.106) are the
same we can get λl and λr by solving (4.106) in order to get λmax (see Corollary 4.6.26)
which is used to define dij .
One way is first to find p∗ in the star region by applying [74, Theorem 4.1] and then to
compare p∗ and pL which is computed from wl. If p∗ < pL, the left wave is a rarefaction
wave and hence λl = uL − aL; if p∗ ≥ pL, the left wave is a shock wave and hence λl = SL
computed as in (4.52) of [74]. Likewise, by comparing p∗ and pr, we can get λr.
Numerically the usual way to find p∗ is to use Newton-Raphson iterative procedure to
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solve f(p) = 0. This is because f(p) is monotone increasing and concave down, see (4.37)
and (4.38) in [74]. Note that from the formula of f(p) we see that if uR−uL is large enough
(for fixed pL and pR), the vacuum state maybe appear. In all of numerical tests, we do not
consider such cases.
A new way to get p∗, which is faster in general, is sated in [42]. The idea is to construct
a sequence of shrinking intervals [pkl , p
k
u] to approximate p
∗. Two end points pk+1l and p
k+1
u
of the new interval is chosen as the roots of two quadratic polynomials and given in (4.4)
in [42]. The key property is that p∗ ∈ [pk+1l , pk+1u ]. In [42] they also propose a way to get
initial upper bound p0u for the case f(max{pL, pR}) < 0 in (4.3).
4.6.9.2 Nonlinear stability
Lemma 4.6.27. The set
D := {u = (ρ, ρu, ρv, E)T ∈ R4 : ρ ≥ 0, e := E − ρ(u2 + v2)/2 ≥ 0} (4.107)
is an invariant domain of the Euler equations. Moreover, D is a convex cone in R4.
Proof. Considering Definition 4.1.1, we only need to show D is a convex set, since by
Lemma 4.6.25 and the mean value theorem for integrals, the average of the entropy solution
is equal to a state which is in D.
Denote Ui = (ρi, ρiui, ρivi, Ei)
T, i = 1, 2, 3. Choose α ≥ 0 and β ≥ 0. Assume
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U1,U2 ∈ D and U3 = αU1 + βU2. Since Ei = ρiei + 12ρi[u2i + v2i ], it follows that
ρ3e3 =ρ3E3 − 1
2
[(ρ3u3)
2 + (ρ3v3)
2]
=(αρ1 + βρ2)(αE1 + βE2)− 1
2
[(αρ1u1 + βρ2u2)
2 + (αρ1v1 + βρ2v2)
2]
=α2{ρ1E1 − 1
2
[(ρ1u1)
2 + (ρ1v1)
2]}+ β2{ρ2E2 − 1
2
[(ρ2u2)
2 + (ρ2v2)
2]}
+ αβ[ρ1E2 + ρ2E1 − ρ1u1ρ2u2 − ρ1v1ρ2v2]
=α2ρ21e1 + β
2ρ22e2 + αβρ1ρ2[e2 +
1
2
(u22 + v
2
2) + e1 +
1
2
(u21 + v
2
1)− u1u2 − v1v2]
=α2ρ21e1 + β
2ρ22e2 + αβρ1ρ2[e1 + e2 +
1
2
(u1 − u2)2 + 1
2
(v1 − v2)2]
=[αρ21e1 + βρ
2
2e2][αρ1 + βρ2] + αβρ1ρ2[
1
2
(u1 − u2)2 + 1
2
(v1 − v2)2]
Since ρ3 = α1ρ1 +β2ρ2 ≥ 0, e1 ≥ 0 and e2 ≥ 0, we conclude that e3 ≥ 0 and hence U3 ∈ D.
Since α ≥ 0 and β ≥ 0 are arbitrary, D is a convex cone.
Using the scheme (4.50) or the scheme (4.89) to solve Euler equations (4.99), by The-
orem 4.6.9 for the invariant set D, we obtain that the density and the internal energy are
always positive as stated in the following Corollary.
Corollary 4.6.28. If ∆tn satisfies the CFL condition (4.72)(resp. (4.96)), then the solu-
tion un+1h obtained from the scheme (4.50)(resp. (4.89)) for the Euler equations (4.99) is
in D for any n. In particular,
ρn+1i ≥ 0, en+1i ≥ 0, ∀i.
4.6.9.3 Entropy inequality
Let s be the specific physical entropy. It is known that −ρs is convex with respect to the
conservative variable (ρ, ρu, ρv, E) and is a mathematical entropy to the Euler equations
with entropy flux (−ρus,−ρvs)(see [30, p. 104]). Generally, −ρF(s) is a mathematical
entropy to the Euler equation with entropy flux (−ρuF(s),−ρvF(s)) under the condition
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that −ρF(s) is a convex function with respect to the conservative variable (ρ, ρu, ρv, E).
The convexity of −ρF(s) is equivalent to the condition that
F′(s) > 0, F′(s)
1
γ
− F′′(s) > 0, (4.108)
for polytropic ideal gases (see, e.g., [41, 72, 47, 46]).
Theorem 4.6.14 implies the following result.
Corollary 4.6.29. If ∆tn satisfies the CFL condition (4.72), then the solution of the
scheme (4.50) solving the 2D Euler equations (4.99) satisfies the following discrete entropy
inequality
mn+1i ρ
n+1
i F(s
n+1
i )−mni ρni F(sni )
∆tn
+
∑
l
ωl
∫
Ω
tn,l
∑
j
∇·{ρnj F(snj )[(unj , vnj )T −Vnj ]ψn,lj (x)}ψn,li (x) dx
+B(
∑
j
ρnj F(s
n
j )ψ
n
j , ψ
n
i ) ≥ 0. (4.109)
Theorem 4.6.21 implies the following result.
Corollary 4.6.30. If ∆tn satisfies the CFL condition (4.96), then the solution of the
scheme (4.89) solving the 2D Euler equations (4.99) satisfies the following discrete entropy
inequality
mn+1i ρ
n+1
i F(s
n+1
i )−mni ρni F(sni )
∆tn
+
∫
Ωtn
∑
j
∇·{ρnj F(snj )[(unj , vnj )T −Vnj ]ψnj (x)}ψni (x) dx
+B(
∑
j
ρnj F(s
n
j )ψ
n
j , ψ
n
i ) ≥ 0. (4.110)
Remark 4.6.31. Since
∑
i c
n
ij = 0 and
∑
i dij = 0, summing over i, the discrete entropy
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inequality (4.109) implies that
∑
i
mn+1i ρ
n+1
i F(s
n+1
i ) ≥
∑
i
mni ρ
n
i F(s
n
i ). (4.111)
Corresponding to the scheme (4.110), we have
∑
i
mn+1i ρ
n+1
i F(s
n+1
i ) ≥
∑
i
mni ρ
n
i F(s
n
i ). (4.112)
In particular, for F(x) = x, it follows that
∑
i
mn+1i ρ
n+1
i s
n+1
i ≥
∑
i
mni ρ
n
i s
n
i . (4.113)
and
∑
i
mn+1i ρ
n+1
i s
n+1
i ≥
∑
i
mni ρ
n
i s
n
i . (4.114)
Note that those inequalities are discrete version of the inequalities ddt
∫
Ω η(u(x, t)) dx ≤ 0
which is a result of entropy inequality with mathematical entropy η(u).
4.6.9.4 Minimum entropy principle
Denote snj := s(U
n
j ) = s0 + Cv log(e
n
i /ρ
γ−1
i ). By choosing a special F, we get the
following result.
Theorem 4.6.32. If ∆tn satisfies the CFL condition (4.72), then the solution of the
scheme (4.50) solving 2D Euler equations (4.99) satisfies
sn+1i ≥ min
j∈I(i)
snj . (4.115)
In particular, it follows the minimum entropy principle
min
i
sn+1i ≥ mini s
n
j . (4.116)
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Proof. Choose F(s) := min{s−s0, 0}, where s0 = minj∈I(Sni ) snj . Since (−ρF(s),−ρ(u, v)TF(s))
is an entropy pair, by (4.109), it follows that
mn+1i ρ
n+1
i F(s
n+1
i ) ≥ 0,
as a result of the fact that F(snj ) = 0 for any j ∈ I(Sni ). Therefore, sn+1i ≥ s0 =
minj∈I(Sni ) s
n
j .
Remark 4.6.33. The inequality (4.116) can also be proved directly from the convex com-
bination (4.75) by noticing that −ρs is strictly convex with respect to the variable u (see,
e.g, [31, p. 100], [66, p. 112]) and the fact that Û(Uni ,U
n
j ), as a 1D Lax-Friedrichs ap-
proximation, satisfies the cell entropy inequality for all entropy pairs (see, e.g., [72]).
4.7 Numerical tests
All tests are solved by using Q1 finite element method with the help of Dealii [1], an
open source library designed for numerical computations with finite elements methods.
4.7.1 Given mesh velocity
To test the convergence property of the proposed algorithm, the mesh velocity is chosen
to be the characteristic speed which is given explicitly. In this case, the ALE method
becomes the usual Lagrangian method, or characteristic method for scalar equation. The
problem is stated as follows

∂tu(t,x) +∇·(βu) = 0, x = (x, y) ∈ [0, 1]2
u(0,x) = x+ y,
(4.117)
where β = (sin(pix) cos(piy) cos(2pit),− cos(pix) sin(piy) cos(2pit))T.
The final time for this test is T = 0.5. The reason is that the solution at time T = 0.5
is equal to the initial data due to the symmetry of the special chosen velocity field β, i.e.,
u(T,x) = u(0,x).
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Since ∇·β = 0 and ∇·(βu) = β · ∇u, β is the characteristic velocity of (4.117). In this
test, we choose Vnh = Ihβ(t
n,x). Since (F(Unj )−Unj ⊗Vnj ) = 0, the forward Euler step in
the algorithm (4.89) becomes that
mn+1i U
n+1
i −mni Uni
∆tn
−
∑
j∈I(Sni )
dnijU
n
j = 0.
Note that there is no issue with boundary condition since β·n|∂Ωt0 = 0. Two tests have
been done. In the first test, dnij = 0, i.e., there is no numerical viscosity. It is just Galerkin
approximation to test the accuracy in time of the algorithm. The error and convergence
are shown in Table 4.1 where the convergences are shown in 2nd and 4th columns. The
3rd order convergence in time is confirmed. Note that there is no space error due to
the particular choice of the ALE velocity and the initial data. In the second test, dnij is
chosen as in (4.24), where λmax(g
n
i ,n
n
ij ,U
n
i ,U
n
j ) = |(βni − βnj ) · nnij |; hence the viscosity is
second-order in space instead of being first-order. The results computed with structured
quadrilateral meshes are shown in Table 4.2.
Table 4.1: The convergence of the rotation problem without viscosity with T = 0.5 and
CFL = 1.0
# dofs
L2 L1
error convergence error convergence
81 7.89709e-04 - 6.46437e-04 -
289 1.41108e-04 2.48 1.15788e-04 2.48
1089 1.72408e-05 3.03 1.41432e-05 3.03
4225 2.14430e-06 3.01 1.75893e-06 3.01
16641 2.75437e-07 2.96 2.25978e-07 2.96
66049 3.44206e-08 3.00 2.82397e-08 3.00
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Table 4.2: The convergence of the rotation problem with viscosity with T = 0.5 and
CFL = 1.0
# dofs
L2 L1
error convergence error convergence
81 1.95461e-02 - 1.30655e-02 -
289 7.35611e-03 1.41 4.28400e-03 1.61
1089 2.60716e-03 1.50 1.22913e-03 1.80
4225 9.14299e-04 1.51 3.28702e-04 1.90
16641 3.21172e-04 1.51 8.50033e-05 1.95
66049 1.13113e-04 1.51 2.16265e-05 1.97
4.7.2 Burgers equation
We consider the following inviscid Burgers equation in two dimensional space
∂tu+∇·
(
1
2
u2β
)
= 0, u0(x) = 1{x∈R2; 0<x1<1, 0<x2<1} (4.118)
where β = (1, 1)T. The solution to this problem at time t > 0 and at x = (x1, x2) can be
obtained by the rotation of the coordinate and is given as follows. Consider only the case
x2 ≤ x1 since u(x1, x2, t) = u(x2, x1, t) for x2 > x1. Define α = x1 − x2. Let α0 = 1− t2 .
(i) If α > 1, then u(x1, x2, t) = 0.
(ii) If α ≤ α0, then u(x1, x2, t) =

x2
t if 0 ≤ x2 < t
1 if t ≤ x2 < t2 + 1− α
0 otherwise,
(iii) If α0 < α ≤ 1, then u(x1, x2, t) =

x2
t if 0 ≤ x2 <
√
2t(1− α)
0 otherwise.
The computation are done up to T = 1 in the initial computational domain Ωt0 =
(−0.25, 1.75)2. The boundary of Ωtn does not move in the time interval (0, 1), i.e., ∂Ωt0 =
∂Ωtn for any n ≥ 0. The results of the convergence tests are reported in Table 4.3. The
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solution u computed on a 128×128 mesh at T = 1 are shown in Figure 4.2
Table 4.3: The convergence of the ALE method for the Burgers equation with T = 1 and
CFL = 0.1
# dofs
L2 L1
error convergence error convergence
81 5.79E-01 - 6.00E-01 -
289 4.20E-01 0.46 3.88E-01 0.63
1089 2.96E-01 0.51 2.32E-01 0.74
4225 2.14E-01 0.47 1.32E-01 0.82
16641 1.56E-02 0.45 7.40E-02 0.83
4.7.3 KPP problem
This example is a nonlinear scalar conservation law with a non-convex flux
∂tu+∇·f(u) = 0, u0(x) = 3.25pi1‖x‖`2<1 + 0.25pi. (4.119)
where f(u) = (sinu, cosu)T. This test, henceforth referred to as KPP, was proposed in
[56]. It is a challenging test for many high-order numerical schemes because the solution
has a two-dimensional composite wave structure. The initial computational domain is
Ωt0 = [−2.5, 1.5]× [−2.0, 2.5]. Note that the background velocity is constant and equal to
β =
(√
2
2 ,−
√
2
2
)T
. It can be shown that the computational domain keeps a rectangular
shape in the time interval (0, 1). The computation is done up to time T = 1 using Q1
finite element on structured meshes 128× 128 with CFL = 0.1. The results are shown in
Figure 4.3
By comparing Figure 4.3 and Figure 3.9, one can see that near the left up corner the
shock becomes more sharp due to the mesh motion in ALE framework.
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Figure 4.2: The solution and the mesh of the ALE method for the Burgers equation
4.7.4 Sod problem
In the following sections, we solve the compressible Euler equations in R2, given as
in (4.99), with the equation of state, p = (γ − 1)(E − 12ρ(u2 + v2)2) where γ > 1. The
motion of the mesh is done as described in (4.98) with an+1Lg = a
n
i + ∆t(u
n
h, v
n
h)
T(ani ) where
Uni = (ρ
n
i , ρ
n
i u
n
i , ρ
n
i v
n
i , E
n
i ), u
n
h =
∑
i u
n
i ψ
n
i (x) and v
n
h =
∑
i v
n
i ψ
n
i (x).
The first test is the so-called Sod shocktube problem, which is a Riemann problem with
the following initial data
ρ0(x) = 1.0, u0(x) = 0.0, p0(x) = 1x1<0.5 + 0.11x1>0.5. (4.120)
and γ = 1.4 (see e.g. [74, p. 129]). The computational domain at the initial time is the
unit square (0, 1)2. Dirichlet boundary conditions are enforced on the left and right sides
of the domain and we do not enforce any boundary conditions on the upper and lower
sides. The computation is done up to T = 0.2. Since no wave reaches the left and the right
boundaries in the time interval 0 < t < T , the computational domain remains a square for
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Figure 4.3: The solution and the mesh of the ALE method for the KPP problem
the whole duration of the simulation. The solution being one-dimensional, the convergence
tests are done on five meshes with refinements made only along the x1-direction. Those
meshes have 20×4, 40×4, . . ., 1280×4 cells. These meshes are uniform at t = 0. The
results of the convergence test are shown in Table 4.4. We show in this table the L1- and
L2-norm of the error on the density. The convergence orders are compatible with what is
usually obtained in the literature for this problem (≥ 0.62).
Table 4.4: The convergence of the ALE method for the Sod problem with T = 0.2 and
CFL = 0.1
# dofs
L2 L1
error convergence error convergence
1605 2.47E-02 - 1.51E-02 -
3205 1.84E-02 0.43 9.99E-03 0.60
6405 1.36E-02 0.42 6.42E-03 0.64
12805 1.05E-02 0.39 4.07E-03 0.66
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4.7.5 Noh problem
For the Noh problem (see, e.g. [62]) the computational domain at the initial time t0 = 0
is chosen as Ωt0 = (−1, 1)2 and the initial data is
ρ0(x) = 1.0, u0(x) = − x‖x‖`2
1‖x‖6=0, p0(x) = 10−15. (4.121)
A Dirichlet boundary condition is enforced on all the dependent variables on the boundary
of the domain for the entire simulation. We use γ = 53 . The solution to this problem is
known (see, e.g. [62]), and the density is given as
ρ(t,x) = 161{‖x‖`2< t3} + (1 +
t
‖x‖`2
)1{‖x‖`2> t3}. (4.122)
The ALE velocity at the boundary of the computational domain is prescribed to be equal
to the fluid velocity, i.e., the boundary moves inwards in the radial direction with speed
1. The final time is chosen to be T = 0.6 in order to avoid that the shockwave collides
with the moving boundary of the computational domain which happens at t = 34 since the
shock moves radially outwards with speed 13 .
We show in Table 4.5 the L1- and the L2-norm of the error on the density for various
meshes which are uniform at t = 0: 30×30, 60×60, etc.
Table 4.5: The convergence of the ALE method for the Noh problem with T = 0.6 and
CFL = 0.2
# dofs
L2 L1
error convergence error convergence
961 2.59600e+00 - 1.44211e+00 -
3721 1.80963e+00 0.52060 8.44962e-01 0.77122
14641 1.15961e+00 0.64206 4.20578e-01 1.00651
58081 7.66031e-01 0.59816 2.10545e-01 0.99824
231361 5.21009e-01 0.55609 1.06499e-01 0.98329
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Preserving the radial symmetry of the solution as best as possible on non-uniform
meshes is an important property for Lagrangian hydrocodes in the context of the inertial
confinement fusion project, which involves simulating implosion problems, see [11]. In
these problems, mesh-induced violation of the spherical symmetry may artificially trigger
the Rayleigh-Taylor instability and thereby may hamper the understanding of the real
dynamics of the implosion. We show in Figure 4.4 simulations that are done on a uniform
mesh composed of 96×96 squares cell for the Q1 approximation. We compare them with
simulations done on a nonuniform mesh constructed as shown in Figure 4.5, where the
initial square Ωt0 is divided into four quadrants: in the bottom left quadrant the mesh is
composed of 32×32 square cells; in the top left quadrant the mesh is composed of 32×64
rectangular cells; in the top right quadrant the mesh is composed of 64×64 square cells;
the bottom right quadrant is composed of 64×32 rectangular cells.
Figure 4.4: The density and the mesh of the Noh problem at T = 0.6 on the uniform mesh
We show in the left part of Figure 4.6 a zoom around the center of the computational
domain for the Q1 approximations. We notice a slight motion of the center, but there is
no dramatic breakdown of the structure of the solution. The comparison along the line
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Figure 4.5: The density and the mesh of the Noh problem at T = 0.6 on the nonuniform
mesh
connecting (−1,−1) and (1, 1) is shown in the right part of Figure 4.6. This is a generic test
for many Lagrangian hydrocodes, see e.g. [19, §8.4]. We notice a slight break of symmetry,
but the solution does not develop any Rayleigh-Taylor-type instability as it is often the
case for many other Lagrangian algorithms.
4.7.6 Sedov problem
For the Sedov problem, the initial domain is Ωt0 = [−1.2, 1.2]2 and the initial data is
ρ0(x) = 1.0, u0(x) = 0, e0(x) = cφa˜(x), (4.123)
where t0 = 0, c is a constant such that
∫
Ω e0 = Et > 0, and φa˜ is a Lagrangian basis
function corresponding to the node a˜. In order to place the solution in the center of the
domain, assume (0, 0)T is a vertex of the mesh and a˜ = (0, 0)T. The Sedov problem is used
to simulate the phenomenon of explosion where the pure internal energy is place at the
center initially and will be transformed into the kinetic energy along the propagation of a
strong shock wave outwardly. The gas is assumed to be polytropic ideal gas with γ = 1.4.
The Dirichlet boundary conditions is added. The final time is T = 1.0 which is small
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Figure 4.6: The solution of the Noh problem on the nonuniform mesh: Zoom around
the center of the mesh (left); cross section along the line connecting (−1,−1) and (1, 1)
compared with the solution on the uniform mesh (right)
enough so that the velocity of the flow at the boundary is always 0 and the whole domain
Ωt0 does not change, i.e., Ωtn = Ωt0 . The Lagrangian nodes in the interior of the mesh
is moved by the algorithm (4.98) at each time step. The results are shown in Figure 4.7
where the initial mesh consists of 64 × 64 uniform structured quadrilaterals. The slices
of the density passing through (−1.2, 0) and (1.2, 0) are shown in Figure 4.8 on different
meshes: 64× 64, 128× 128, and 256× 256.
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Figure 4.7: The density (left) and the mesh (right) of the Sedov problem with ET = 1.0 at
the final time T = 1.0
-1 -0.5 0 0.5 1
0
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2
3
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5
Figure 4.8: The slice of the density of the Sedov problem with ET = 1.0 over the line
passing through (−1.2, 0) and (1.2, 0) on the mesh with cells 64 × 64 (black), 128 × 128
(red), and 256× 256 (blue)
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5. CONCLUSION
In this dissertation, we construct and analyze various approximations of nonlinear hy-
perbolic problems by using continuous finite elements.
In Section 2, the main result is that if the consistent mass matrix is used in the
continuous P1 finite element method for 1D transport equation with numerical viscos-
ity −∇·(νh∇u), for both the Cauchy problem and the periodic boundary value problem,
there exist an initial data such that the numerical solution obtained after one forward Euler
time step will violate the maximum principle for any ν ∈ Dh and ∆t > 0. The results
are proved when ν is a constant on each mesh cell. For the Cauchy problem we prove
it directly, while for the periodic boundary value problem, it is proved by contradiction.
These two results partially answer the question about the necessity of using mass lumping
technique for maximum principle preservation.
In Section 3, scalar conservation laws are considered. To obtain a continuous finite
element method that keeps the maximum principle and has high-order accuracy at the
same time, we use the Zalesak limiter to combine two methods: (i) a low-order method
based on the Graph Laplacian and its generalization [36], (ii) a high-order method based on
the entropy viscosity, see [40] and [4] for example. A generalization of the original Zalesak
limiter is also proposed. The resulting method is both maximum principle satisfying and
second order accurate.
In Section 4, systems of conservation laws are considered, where the invariant domain
property is studied as a generalization of the maximum principle to systems. In order to
combine the advantages of the Eulerian method and that of the Lagrangian method, we
choose to work in the ALE framework. One difficulty related to the mesh motion is the
requirement of keeping conservation and the invariant domain property at the same time.
The requirement of conservation is related to the so-called Discrete Geometric Conservation
Laws (DGCL) (see, e.g., [23, 22, 53]) and the invariant domain property is related to
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convexity (see, e.g.,[43, 44]). By examining the difference between mn+1i and m
n
i , we
find that we may keep the conservation property by using a quadrature rule in time.
For 2D problems, a midpoint rule can be used at least, while for 3D problems, a two
points Gaussian quadrature should be used. With the help of an artificial viscosity term
proposed in [43] we show that the method keeps the invariant domain property, and other
important properties including discrete global conservation, geometric conservation law,
discrete entropy inequality. Note that the invariant domain property of Euler equations
implies the positivity of density and the internal energy, and the minimum principle of the
special entropy. One problem of this algorithm is that it is difficult to extend it to higher
order SSPRK methods. It looks like the exact conservation property and invariant domain
property are not compatible for higher order time stepping schemes. For that reason, we
introduced an new method which has a global discrete conservation property instead of
exact conservation (4.90). This new idea also makes it possible to avoid using quadrature
rules and get these properties for all SSPRK methods. Several benchmark test cases from
the Euler equations, as a typical prototype of hyperbolic system, are studied in Section 4.7.
All numerical results confirms the theory described in dissertation.
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