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KAZHDAN–LUSZTIG-DUAL QUANTUM GROUP FOR LOGARITHMIC
EXTENSIONS OF VIRASORO MINIMAL MODELS
B.L. FEIGIN, A.M. GAINUTDINOV, A.M. SEMIKHATOV, AND I.YU. TIPUNIN
ABSTRACT. We derive and study a quantum group gp,q that is Kazhdan–Lusztig-dual to
the W -algebra Wp,q of the logarithmic (p, q) conformal field theory model. The algebra
Wp,q is generated by two currentsW+(z) andW−(z) of dimension (2p−1)(2q−1), and
the energy–momentum tensor T (z). The two currents generate a vertex-operator ideal R
with the property that the quotientWp,q/R is the vertex-operator algebra of the (p, q) Vi-
rasoro minimal model. The number (2pq) of irreducible gp,q representations is the same
as the number of irreducible Wp,q-representations on which R acts nontrivially. We find
the center of gp,q and show that the modular group representation on it is equivalent to
the modular group representation on the Wp,q characters and “pseudocharacters.” The
factorization of the gp,q ribbon element leads to a factorization of the modular group rep-
resentation on the center. We also find the gp,q Grothendieck ring, which is presumably
the “logarithmic” fusion of the (p, q) model.
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1. INTRODUCTION
We consider quantum group counterparts of several important structures manifested in
logarithmic (p, q) conformal field theory models — examples of conformal field theory
with nonsemisimple representation categories, which have been the subject of some at-
tention from various standpoints [1, 2, 3, 4, 5, 6, 7, 8]. The logarithmic (p, q) models can
be quite interesting (for the (3, 2) model, there is evidence of its relation to the percolation
problem [9, 10, 11]), but their attractiveness is matched or, rather, counterbalanced by the
difficulty of studying them directly, which arises primarily because the symmetries of
such models are not the Virasoro algebra but its nonlinear extensions, some W -algebras
(and in the (3, 2) model, for example, the leading pole in the operator product expan-
sion of two currents generating the W -algebra is already of order 28). This highlights
the importance of “indirect” methods, which concentrate around the Kazhdan–Lusztig
correspondence [12].
The origin of the Kazhdan–Lusztig correspondence for logarithmic models can already
be seen in their definition as kernels of screening operators acting in a free-field space
(we recall that the rational minimal models are defined as the cohomology of screen-
ings [13, 14]). The Kazhdan–Lusztig-dual quantum group g is derived from the action of
screenings that makes the space of states in conformal field theory into a bimodule — a
module over the W -algebra and the quantum group g. In the (p, 1) logarithmic models,
this leads to the equivalence of braided quasitensor categories of the W -algebra represen-
tations and of the quantum group representations [5, 7].
Quantum group counterparts can be found not only for irreducible W -algebra repre-
sentations/characters but also for a larger space C of torus amplitudes. We recall that
in the nonsemisimple (logarithmic) case, C is spanned not only by the characters of ir-
reducible representations but also by “generalized characters” (or “pseudocharacters”)
associated with some pseudotraces [3] (cf. [15, 16, 6]). On the quantum group side, sim-
ilarly, irreducible g-modules provide only a subspace in the space Ch(g) of q-characters
(Ad∗-invariant functionals on the quantum group); spanning all of Ch(g) by elements
associated with representations requires taking pseudotraces associated with some inde-
composable g-modules.
It can be expected in some generality that
C = Ch(g),
i.e., the space of torus amplitudes and the space of q-characters of the Kazhdan–Lusztig-
dual quantum group are isomorphic. Such an isomorphism becomes much more in-
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teresting if it extends to some structures defined on the respective spaces. The mod-
ular group action is a structure of major importance on C. Remarkably, it is nicely
matched by the general theory of the modular group action on ribbon factorizable quan-
tum groups [17, 18, 19] (also see [20] for an application of this theory to the small quan-
tum group). For factorizable quantum groups, there is an isomorphism (actually, of asso-
ciative algebras [21])
(1.1) Ch(g) χ−−→ Z,
which allows replacing Ch = Ch(g) with a somewhat more “tangible” object, the quan-
tum group center Z. For the (p, q) models, the SL(2,Z) representation π constructed
on the center of the Kazhdan–Lusztig-dual quantum group in accordance with the recipe
in [17, 18, 19] turns out to be equivalent to the SL(2,Z) representation on the torus
amplitudes, as we show in what follows (this has been known for the (p, 1) logarithmic
models [5]).
To formulate the result, we use the notation p = p+ and q = p− for a fixed pair of
coprime positive integers and set1
q = e
ipi
2p+p− , q+ = q
2p− = e
ipi
p+ , q− = q
2p+ = e
ipi
p− .(1.2)
On the conformal field theory side, the chiral algebra of the logarithmic (p+, p−) con-
formal field theory is a certain “triplet” W -algebra Wp+,p− defined in [22]. The char-
acters of its irreducible representations give rise to a 1
2
(3p+− 1)(3p−− 1)-dimensional
representation Zcft of the modular group SL(2,Z), evaluated as [22]
(1.3) Zcft = Rmin ⊕Rproj ⊕ C2 ⊗ (R ⊕R)⊕ C3 ⊗Rmin,
where C2 is the standard two-dimensional representation, C3 is its symmetrized square,
Rmin is the 12(p+− 1)(p−− 1)-dimensional SL(2,Z) representation on the characters
of the (p+, p−) Virasoro minimal model, and Rproj, R, and R are certain SL(2,Z)
representations of the respective dimensions 1
2
(p++1)(p−+1),
1
2
(p++1)(p−− 1), and
1
2
(p+− 1)(p−+1) (see [22] for the precise formulas).
On the quantum group side, the quantum group gp+,p− that is Kazhdan–Lusztig-dual
to the (p+, p−) logarithmic conformal field theory is the quotient
(1.4) gp+,p− =
UQ+sℓ(2)⊗ UQ−sℓ(2)
(K
p+
+ −Kp−− )
of the product of two restricted quantum groups UQ±sℓ(2) at the roots of unity Q± = q
p∓
±
over the (Hopf) ideal generated by the central element Kp++ −Kp−− .
1.1. Theorem.
(1) The center Z of gp+,p− is 12(3p+−1)(3p−−1)-dimensional.
1The paper is somewhat overloaded with the “±-type” notation, but it allows saving some space by “±”
formulas.
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(2) The SL(2,Z) representation π on Z factors into the product of three SL(2,Z)
representations,
π(A) = π0(A) π(+)(A) π(−)(A), A ∈ SL(2,Z),
which pairwise commute (i.e., π0(A) π(+)(A′) = π(+)(A′) π0(A), π0(A)π(−)(A′)
= π(−)(A
′)π0(A), and π(+)(A) π(−)(A′) = π(−)(A′) π(+)(A)).
(3) The center decomposes with respect to this product as
Z = Rproj ⊗ 1⊗ 1⊕ R ⊗ C2 ⊗ 1⊕R ⊗ 1⊗ C2 ⊕ Rmin ⊗ C2 ⊗ C2,
where C2 is the standard two-dimensional representation, 1 is the trivial repre-
sentation, Rmin is the 12(p+−1)(p−−1)-dimensional SL(2,Z) representation on
the characters of the (p+, p−) Virasoro minimal model, and Rproj, R, and R
are those in (1.3).
(4) The representation
Rproj ⊕ R ⊕ R ⊕Rmin
is the SL(2,Z) representation on the Grothendieck ring of gp+,p− .
(5) Moreover, the decomposition C2⊗C2 = 1⊕C3 establishes an equivalence of the
SL(2,Z) representation on Z to the representation on the space of generalized
Wp+,p−-characters in (1.3).
The gp+,p− quantum group has 2p+p− irreducible representations, which we label as
X±r,r′ with 16 r6 p+ and 16 r′6 p−.
1.2. Theorem. Multiplication in the gp+,p− Grothendieck ring is given by
(1.5) Xαr,r′Xβs,s′ =
r+s−1∑
u=|r−s|+1
step=2
r′+s′−1∑
u′=|r′−s′|+1
step=2
X˜
αβ
u,u′,
where
X˜αr,r′ =

Xαr,r′, 16 r6 p+,
16 r′6 p−,
Xα2p+−r,r′ + 2X
−α
r−p+,r′
, p++16 r6 2p+−1,
16 r′6 p−,
Xαr,2p−−r′ + 2X
−α
r,r′−p−
, 16 r6 p+,
p−+16 r
′6 2p−−1,
Xα2p+−r,2p−−r′ + 2X
−α
2p+−r,r′−p−
+ 2X−αr−p+,2p−−r′ + 4X
α
r−p+,r′−p−
, p++16 r6 2p+−1,
p−+16 r
′6 2p−−1.
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We also characterize this ring as a quotient of C[x, y] (see 4.2.7). Its interpretation as
a Wp+,p− fusion ring is discussed in [22].
To derive the Kazhdan–Lusztig-dual quantum group for the logarithmic (p+, p−) con-
formal field theory models, we follow the strategy proposed in [5] for (p, 1) models. The
starting point is the Hopf algebra H of screening operators in a free-field space. In the
(p, 1) case, H is a Taft Hopf algebra at a certain root of unity, and in the (p+, p−) case,
H is constructed from two Taft algebras (taken at different roots of unity). We then pass
to the Drinfeld double D(H). From the conformal field theory standpoint, the double is a
quantum group generated by the screening and contour-removal operators, the latter be-
ing just the dual to the former in Drinfeld’s construction. But the doubling procedure also
yields the dual κ to the Cartan element k in H, and it is to be “eliminated” as κ = k−1;
this amounts to taking a quotient D¯ of D(H).
As any Drinfeld double, D(H) is quasitriangular, i.e., has a universal R-matrix R ∈
D(H) ⊗ D(H). It follows that D¯ is still quasitriangular, but the M-matrix M¯ = tR¯R¯
turns out to be an element not of D¯ ⊗ D¯ but of gp+,p− ⊗ gp+,p−, where (for the (p+, p−)
model specifically) gp+,p− is the subalgebra in D¯ generated by K ≡ k2 and the other D¯
generators. This gp+,p− can be alternatively described as in (1.4).
This Kazhdan-Lusztig-dual quantum group gp+,p− is not quasitriangular, but we have
a pair gp+,p− ⊂ D¯ of quantum groups, one of which has an M-matrix but not an R-
matrix, and the other has an R-matrix but not a (nondegenerate) M-matrix. Abusing
the terminology, we still refer to the gp+,p− quantum group as factorizable (although it,
e.g., is not unimodular). Such a “deficient factorizability” suffices for constructing a
modular group action on the gp+,p− center Z. In accordance with [17, 18, 19], the action
of S = ( 0 1−1 0 ) ∈ SL(2,Z) on Z is constructed in terms of the Drinfeld and Radford maps
χ and φ̂ and is given by composing one of these with the inverse of the other,
(1.6) Ch
χ
~~}}
}}
} bφ
  A
AA
AA
Z Z
S−1
kk
(the Radford map φ̂ is the inverse compared with the standard definition). Next, T =
( 1 10 1 ) ∈ SL(2,Z) is represented on Z essentially by (multiplication with) the ribbon
element,
(1.7) Z v−−−−→ Z.
Here, too, the properties of gp+,p− ⊂ D¯ are such that the ribbon element v actually
belongs to gp+,p− (not surprisingly, in view of the relation between the M-matrix and the
ribbon element).
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We prove Theorem 1.1 rather directly, by an explicit calculation relying on the exis-
tence of two special bases in the center, associated with the Drinfeld and Radford maps.
Some “obvious” central elements that are related by S are given by the Radford and Drin-
feld images of the (“quantum”) traces over irreducible representations.2 Adding some
pseudotraces yields the “Radford” and “Drinfeld” bases in Z, with S mapping between
them.3 The theorem eventually follows from studying how the ribbon element acts on the
two bases.
The relation between the SL(2,Z) representations in Claims 3 and 4 can be stated in
terms of an automorphy factor, similarly to [2]. The factorization itself is related to the
multiplicative Jordan decomposition of the ribbon element but goes somewhat further:
the ribbon element factors as
v =
( ∑
(r,r′)∈I
e2iπ∆r,r′e(r, r′)
)(
1+
1
p+
χտց(1, 1)
)(
1+
1
p−
χրւ(1, 1)
)
.
The first factor is the semisimple part, constructed from the primitive idempotents e(r, r′)
(weighted by exponentials of the conformal dimensions of Wp+,p− primary fields in the
(p+, p−) logarithmic conformal field theory model); in the other two factors, which are
unipotent, χտց(1, 1) and χրւ(1, 1) are elements in the radical given by Drinfeld-map
images of certain pseudotraces associated with indecomposable gp+,p− representations in
the full subcategory containing the trivial representation.
The rest of the paper is not difficult to describe, despite its length. We recall how
the quantum group is derived from conformal field theory data in 2.1 and describe its
representations in 2.2 (and Appendix A), q-characters in 2.3, and the center in 2.4. We
then travel along the diagram in (1.6) from top down, considering the φ̂ arrow in Sec. 3
and the χ arrow in Sec. 4. The Radford and Drinfeld maps φ̂ and χ give two “S-adapted”
bases in the center. It then remains to study how T ∈ SL(2,Z) acts on these bases.
This amounts to studying the action of the ribbon element derived in 4.3. We prove
Theorem 1.1 in Sec. 5.
The basic ingredients for the φ̂ map (and its inverse), the integral and cointegral, are
found in 3.1.1; for the χ map, the required M-matrix is derived from the Drinfeld double
in 4.1.1. The analysis of the q-characters Ch and the center Z relies on the study of rep-
resentations, with an important role played by projective and some other indecomposable
modules. These are studied in Appendix A. In Appendix B, we detail the construction of
the gp+,p− center and collect some explicit calculations.
2From the standpoint of boundary conformal field theory, the φ̂ map of the basis of characters and
pseudocharacters in Ch yields the Ishibashi states, i.e., states with a certain “momentum.” The χ map of
the same elements in Ch yields the localized, i.e., Cardy states [23].
3The Drinfeld and Radford-map images of only the (traces over) irreducible representations do not span
the entire center; this is an essential complication compared with the quantum sℓ(2) in [20] and in [5].
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Notation. In Z[q, q−1], we consider the q-integers and q-binomial coefficients
[n]q =
qn − q−n
q − q−1 ,
[
m
n
]
q
=
[m]q!
[n]q! [m− n]q! , [n]q! = [1]q[2]q . . . [n]q.
We then let
(1.8) [m]+ = [m]qp−+ , [m]− = [m]qp+− ,
[
m
n
]
+
=
[
m
n
]
q
p−
+
,
[
m
n
]
−
=
[
m
n
]
q
p+
−
denote their respective specializations at qp∓± (see (1.2)).
The fixed coprime pair p+ and p− determines the four sets of pairs
I1 = {(r, r′) | 16 r6 p+ − 1, 16 r′6 p− − 1, p−r + p+r′6 p+p−}(1.9)
with |I1| = 12(p+−1)(p−−1),
I = I1 ∪ {(r, p−) | 16 r6 p+−1}, |I| = 1
2
(p+−1)(p−+1),(1.10)
I = I1 ∪ {(p+, r′) | 16 r′6 p−−1}, |I| = 12(p++1)(p−−1),(1.11)
and
(1.12) I = I1 ∪ {(r, p−) | 16 r6 p+−1} ∪ {(p+, r′) | 16 r′6 p−−1}
∪ {(p+, p−)} ∪ {(0, p−)}
with |I| = 1
2
(p++1)(p−+1). The sets I1, I, and I are subsets of the extended Kac
table, a p+ × p− rectangle, and I additionally contains the box conventionally labeled by
(0, p−) (it can be considered a “‘second copy” of the Steinberg box (p+, p−)). For p+ = 4
and p− = 7, these are illustrated in Fig. 1.
(1, 1) (1, 2) (1, 3) (1, 4) (1, 5) (1, 6) (1, 7)
_ _ _



_ _ _
(0, 7)
(2, 1) (2, 2) (2, 3) (2, 4) (2, 5) (2, 6) (2, 7)
_ _ _



_ _ _
(3, 1) (3, 2) (3, 3) (3, 4) (3, 5) (3, 6) (3, 7)
_ _ _



_ _ _
(4, 1)
_ _ _



_ _ _
(4, 2)
_ _ _



_ _ _
(4, 3)
_ _ _



_ _ _
(4, 4)
_ _ _



_ _ _
(4, 5)
_ _ _



_ _ _
(4, 6)
_ _ _



_ _ _
(4, 7)
1
FIGURE 1. The four sets of pairs. The (r, r′) boxes constitute the set I1. The
column of (r, p−)
_ _ _



_ _ _
boxes is added to make I, and the row of (p+, r′)
_ _ _ _



_ _ _ _
boxes to
make I. Adding both the row and the column and the two ( , ) boxes makes
the set I .
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2. THE gp+,p− QUANTUM GROUP, ITS REPRESENTATIONS, q-CHARACTERS, AND
CENTER
The quantum group corresponding to the logarithmic (p+, p−) conformal field theory
model, gp+,p− at an appropriate root of unity, is introduced in 2.1. We then consider its
representations in 2.2, describe the space of q-characters in 2.3 and give the structure of
the gp+,p− center in 2.4.
We refer the reader to [24, 25, 21, 26, 27] for the fundamental facts regarding Hopf
algebra structures.
2.1. gp+,p− from the double of the “two-screening” quantum group [22]. A “gate-
way” between the direct study of the logarithmic (p+, p−) model and its quantum group
counterpart is provided by the screening operators e+ and f− and a “Cartan” operator k
constructed from the free-field zero mode [22]. They act on the chiral sector of the space
of states in the logarithmic model such that the relations
(2.1)
e
p+
+ = f
p−
− = 0, k
4p+p− = 1, e+f− = f−e+,
ke+k
−1 = q+e+, kf−k
−1 = q−1− f−
are satisfied. Let H denote the Hopf algebra with these generators and relations; its
comultiplication, antipode, and counit (obtained by naturally combining those for the two
Taft Hopf algebras generated by (e+, k) and (f−, k)) are given in [22]. The PBW basis
in H is
(2.2) ejmn = kjem+fn−, 06 j6 4p+p− − 1, 06m6 p+ − 1, 06n6 p− − 1.
We next construct the Drinfeld double D(H) of H. This involves introducing genera-
tors κ, f+, and e−, “dual” to k, e+, and f−, by the relations
(2.3)
〈κ, ejmn〉 = δm,0δn,0qj ,
〈f+, ejmn〉 = −δm,1δn,0 q
j
+
q
p−
+ − q−p−+
, 〈e−, ejmn〉 = −δm,0δn,1 q
−j
−
q
p+
− − q−p+−
Further, we eliminate κ, which is extraneous from the conformal field theory standpoint,
by taking the quotient
(2.4) D¯(H) = D(H)/ (kκ− 1)
over the Hopf ideal generated by the central element kκ − 1. We then let gp+,p− be the
subalgebra in D¯(H) generated by (the images of) e+, f+, e−, f−, andK = k2. It is shown
in [22] that this it can be equivalently described as follows.
2.1.1. Proposition. gp+,p− is the Hopf algebra generated by e+, f+, e−, f−, and K with
the relations
e
p±
± = f
p±
± = 0, K
2p+p− = 1,
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Ke±K
−1 = q2±e±, Kf±K
−1 = q−2± f±,
e+e− = e−e+, f+f− = f−f+, e+f− = f−e+, e−f+ = f+e−,
[e+, f+] =
Kp− −K−p−
q
p−
+ − q−p−+
, [e−, f−] =
Kp+ −K−p+
q
p+
− − q−p+−
and the Hopf algebra structure
∆(K) = K ⊗K, ∆(e+) = e+ ⊗ 1+Kp− ⊗ e+, ∆(f−) = f− ⊗ 1+K−p+ ⊗ f−,
∆(f+) = f+ ⊗K−p− + 1⊗ f+, ∆(e−) = e− ⊗Kp+ + 1⊗ e−,
S(K) = K−1, S(e+) = −K−p−e+, S(f−) = −Kp+f−,
S(f+) = −f+Kp−, S(e−) = −e−K−p+ ,
ǫ(e±) = ǫ(f±) = 0, ǫ(K) = 1.
2.1.2. Furthermore, gp+,p− can be described as the quotient (1.4) of the product of two
restricted quantum groups UQ±sℓ(2) with Q± = q
p∓
± over the Hopf ideal generated by
the central element Kp++ − Kp−− . By Uqsℓ(2) ≡ Uq〈e, f,K; p〉 at q2p = 1, we mean the
quantum group with the relations ep = f p = 0 and K2p = 1, the standard relations
KeK−1 = q2e, KfK−1 = q−2f, [e, f ] =
K −K−1
q− q−1 ,
and the Hopf algebra structure given by
∆(K) = K ⊗K, ∆(e) = e⊗ 1+K ⊗ e, ∆(f) = f ⊗K−1 + 1⊗ f,
S(K) = K−1, S(e) = −K−1e, S(f) = −fK.
Indeed, because p+ and p− are coprime, the gp+,p− algebra in 2.1.1 is equivalently
generated by e+, f+, e−, f−, and the elements
(2.5) K+ = Kp−, K− = Kp+ ,
From the formulas in 2.1.1, we then have
K±e± = q
2p∓
± e±K±, K±f± = q
−2p∓
± f±K±, [e±, f±] =
K± −K−1±
q
p∓
± − q−p∓±
,
and it follows in addition that K±e∓ = e∓K± and K±f∓ = f∓K±. The formulas for ∆
and S also “separate,” e.g., S(e+) = −K−1+ e+. The two Uqsℓ(2) algebras are therefore
U
q
p−
+
〈e+, f+, K+; p+〉 and Uqp+− 〈f−, e−, K
−1
− ; p−〉. Clearly, the relations K2p++ = K2p−− =
K
p+
+ K
p−
− = 1 are satisfied by K± in (2.5).
2.2. gp+,p−-modules. In what follows, we need the irreducible and projective gp+,p−-
modules; on the way from the former to the latter, useful intermediate objects are the
Verma modules.
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2.2.1. Irreducible modules. It is easy to see that there are 2p+p− irreducible finite-
dimensional gp+,p−-modules. We label them as X
±
r,r′ , where 16 r6 p+ and 16 r′6 p−,
with the highest-weight vector |r, r′〉± of X±r,r′ defined by the relations
e+|r, r′〉± = e−|r, r′〉± = 0, K|r, r′〉± = ±qr−1+ qr
′−1
− |r, r′〉±.
It follows that dimX±r,r′ = rr′. X
+
1,1 is the trivial module. The module Xαr,r′ is linearly
spanned by elements |r, r′, n, n′〉α, 06n6 r− 1 and 06n′6 r′− 1 (with |r, r′, 0, 0〉± ≡
|r, r′〉±), with the gp+,p−-action given by
K |r, r′, n, n′〉α = αqr−1−2n+ qr
′−1−2n′
− |r, r′, n, n′〉α,
e+ |r, r′, n, n′〉α = αp−(−1)r′−1[n]+[r−n]+|r, r′, n−1, n′〉α,
e− |r, r′, n, n′〉α = αp+(−1)r−1[n′]−[r′−n′]−|r, r′, n, n′−1〉α,(2.6)
f+ |r, r′, n, n′〉α = |r, r′, n+1, n′〉α,
f− |r, r′, n, n′〉α = |r, r′, n, n′+1〉α,
where we set |r, r′, r, n′〉α = |r, r′, n, r′〉α = |r, r′,−1, n′〉α = |r, r′, n,−1〉α = 0.
2.2.2. Verma modules. There are 2p+p− Verma modules, labeled as V±r,r′ with 16 r6 p+
and 16 r′6 p−. First, these are the two Steinberg modules
V±p+,p− = X
±
p+,p−
.
Next, for each r = 1, . . . , p+− 1, r′ = 1, . . . , p−− 1, and a = ±, the Verma modules
Var,p− and V
a
p+,r′
can be described as the respective extensions
0→ X−ap+−r,p− → Var,p− → Xar,p− → 0,
0→ X−ap+,p−−r′ → Vap+,r′ → Xap+,r′ → 0.
For consistency with the notation used in more complicated extensions below, we also
write these extensions as
Xar,p−• −→
X
−a
p+−r,p−• ,
X
a
p+,r
′
• −→
X
−a
p+,p−−r
′
• ,
with the convention that arrows are directed toward submodules.
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Next, for 16 r6 p+− 1 and 16 r′6 p−− 1, the Verma module Var,r′ can be described
as a second extension with the following structure of subquotients:4
(2.7) X
a
r,r′
♣
f−
xx
f+
&&
X
−a
r,p−−r
′
♦
f+ 
X
−a
p+−r,r
′
♥
f−
X
a
p+−r,p−−r
′
♠
(a “four-suit” module). We note that dimVar,r′ = p+p−.
2.2.3. Projective modules. The 2p+p− projective modules P±r,r′ , with 16 r6 p+ and
16 r′6 p−, are constructed in the standard way, as a projective cover of each irreducible
module.
2.2.4. Proposition. The subquotient structure of the projective gp+,p−-modules is as fol-
lows.
(1) P±p+,p− ≃ X±p+,p− are irreducible modules.
(2) For 16 r6 p+ − 1, the projective module P±r,p− admits a filtration
N±0 ⊂ N±1 ⊂ P±r,p−,
where N±0 ≃ X±r,p− , N±1 /N±0 ≃ X∓p+−r,p− ⊕ X∓p+−r,p− , and P±r,p−/N±1 ≃ X±r,p− .
(3) For 16 r′6 p− − 1, the projective module P±p+,r′ admits a filtration
N±0 ⊂ N±1 ⊂ P±p+,r′,
where N±0 ≃ X±p+,r′ , N±1 /N±0 ≃ X∓p+,p−−r′ ⊕ X∓p+,p−−r′ , and P±p+,r′/N±1 ≃ X±p+,r′ .
(4) For 16 r6 p+ − 1 and 16 r′6 p− − 1, the projective module P±r,r′ admits a
filtration
N±0 ⊂ N±1 ⊂ N±2 ⊂ N±3 ⊂ P±r,r′,
where N±0 ≃ X±r,r′ , N±1 /N±0 ≃ 2X∓r,p−−r′ ⊕ 2X∓p+−r,r′, N±2 /N±1 ≃ 4X±p+−r,p−−r′ ⊕
2X±r,r′ , N
±
3 /N
±
2 ≃ 2X∓r,p−−r′ ⊕ 2X∓p+−r,r′ , and P±r,r′/N±3 ≃ X±r,r′ .
The structure of subquotients and the left gp+,p−-action on P
±
r,r′ can be visualized with
the aid of the diagram in Fig. 2. Their definition in terms of bases, whence 2.2.4 follows,
is given in A.2.
4In diagrams of this type, it is understood that the gp+,p−-action on each irreducible representation
is changed in agreement with the arrows connecting a given subquotient with others. For example, the
lowest-weight vector of Xar,r′ is annihilated by f− in the irreducible representation, but is mapped by f−
into the highest-weight vector in X−ar,p−−r′ in (2.7). With some more work, the remaining details of the
gp+,p− -action can then be reconstructed.
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FIGURE 2. Subquotients of the projective module. We use the notation
♣ = X±r,r′ , ♦ = X∓r,p−−r′ ,
♥ = X∓p+−r,r′ , ♠ = X±p+−r,p−−r′ .
Continuous lines show the action of the e+ and f+ generators and dashed lines
show the action of the e− and f− generators.
2.2.5. The gp+,p− Grothendieck ring. Closely following the strategy in [5], we obtain
Theorem 1.2 describing the Grothendieck ring structure of gp+,p− . We do not repeat the
standard steps leading to this statement, the derivation being totally similar to the one
in [5]; it relies on a property of tensor products with Verma modules and simple explicit
calculations for two-dimensional representations. The gp+,p− Grothendieck ring is gener-
ated by X+1,2 and X+2,1. In 4.2.6, it is further characterized as a polynomial quotient ring.
2.3. The space of q-characters for gp+,p−. We now use irreducible and projective mod-
ules to introduce a basis in the space Ch = Ch(gp+,p−) of q-characters of gp+,p− . In
subsequent sections, this basis is mapped into the center, to produce two distinguished
bases there.
2.3.1. For a Hopf algebra A, the space Ch = Ch(A) of q-characters is defined as
(2.8) Ch(A) = {β ∈ A∗ ∣∣ Ad∗x(β) = ǫ(x)β ∀x ∈ A}
=
{
β ∈ A∗ ∣∣ β(xy) = β(S2(y)x) ∀x, y ∈ A},
where the coadjoint action Ad∗a : A∗ → A∗ is Ad∗a(β) = β
(∑
(a) S(a
′)?a′′
)
, a ∈ A,
β ∈ A∗.
In what follows, we need the so-called balancing element g ∈ A that satisfies [21]
∆(g) = g ⊗ g, S2(x) = gxg−1
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for all x ∈ A. For A = gp+,p− , g = Kp+−p− , as we calculate in (3.6) below.
2.3.2. Irreducible representation traces. The space of q-characters contains a homo-
morphic image of the Grothendieck ring under the q-trace: for any A-module X,
(2.9) qCh
X
≡ Tr
X
(g−1?) ∈ Ch(A),
where g is the balancing element [21]. For A = gp+,p− , we thus have a 2p+p−-dimen-
sional subspace in Ch spanned by q-traces over irreducible modules, i.e., by
γ±(r, r′) : x 7→ Tr
X
±
r,r′
(g−1x), 16 r6 p+, 16 r
′6 p−,
γ±(r, r′) ∈ Ch.
2.3.3. Pseudotraces. The space of q-characters Ch(gp+,p−) is not spanned by q-traces
over irreducible modules; it also contains “pseudotraces” associated with projective mod-
ules (in the Kazhdan–Lusztig context, they can be considered quantum group counterparts
of pseudotraces [3]).
The strategy for constructing the pseudotraces is as follows. For any indecomposable
module P and a map σ : P→ P, the functional
(2.10) γ : x 7→ Tr
P
(g−1xσ)
is a q-character if and only if (cf. (2.8))
(2.11) 0 = γ(xy)− γ(S2(y)x) ≡ Tr
P
(g−1x[y, σ]).
We now find maps σ satisfying (2.11).
First, to choose P, we note that the space of q-characters Ch(gp+,p−) is the center of
the dual algebra g∗p+,p− . To describe Ch(gp+,p−), we can therefore use the isomorphism
between the center of g∗p+,p− and the algebra of bimodule endomorphisms of the regular
representation of g∗p+,p−. As a g
∗
p+,p−
-bimodule, the regular representation is contragre-
dient to the representation described in B.1. This means that q-characters are endomor-
phisms of the modules that are contragredient to projective gp+,p−-modules. We therefore
take P to be the projective gp+,p−-module in one full subcategory, that is, the direct sum
(2.12) Pr,r′ = P+r,r′ ⊕ P−p+−r,r′ ⊕ P−r,p−−r′ ⊕ P+p+−r,p−−r′
(for (r, r′) ∈ I1) of the four indecomposable projective gp+,p−-modules P±r,r′ described
in A.2. We then consider the maps
σ : Pr,r′ → Pr,r′
defined by its action on the corresponding basis vectors (see (A.5)): in each of the four
modules in (2.12), σ acts by zero on all elements in (A.5) except
σ : b↓n,n′ 7→ α↑b↑n,n′ + α↓b↓n,n′ + β↑t↑n,n′ + β↓t↓n,n′,
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with the coefficient α↑, α↓, β↑, and β↓ chosen arbitrarily in each module. To distinguish
the basis elements in each of the four modules in (2.12), we introduce the second super-
script and write
(2.13) σ : b↓,•n,n′ 7→ α↑,•b↑,•n,n′ + α↓,•b↓,•n,n′ + β↑,•t↑,•n,n′ + β↓,•t↓,•n,n′,
where • ∈ {↑, ↓,→,←} and the symbols where • “takes the value” ↑ correspond to the basis
elements in P+r,r′ , the elements where • = ← correspond to the basis elements in P−r,p−−r′ ,
those where • = → to the basis elements in P−p+−r,r′ , and those where • = ↓ to the basis
elements in P+p+−r,p−−r′ . This σ map thus depends on ((r, r′) and) sixteen coefficients but,
abusing the notation, we do not write these parameters explicitly.
For any such σ, we now define a functional on gp+,p− as
γ(r, r′) : x 7→ Tr
Pr,r′
(g−1xσ).
A lengthy but straightforward calculation shows the following proposition.
2.3.4. Proposition. For (r, r′) ∈ I1,
(2.14) γ(r, r′) ∈ Ch
if and only if
α↑,↑ = α↑,→, α↑,↓ = α↑,←,
β↓,↑ = β↓,←, β↓,↓ = β↓,→,
β↑,↑ = β↑,← = β↑,→ = β↑,↓.
The proof is outlined in B.4.1.
2.3.5. The γ basis. In what follows, we assume the relations in 2.3.4 to be satisfied.
If α↑,↑ = α↑,↓ = β↓,↑ = β↓,↓ = β↑,↑ = 0, then
γ(r, r′) = α↓,↑γ+(r, r′) + α↓,←γ−(r, p−−r′)
+ α↓,→γ−(p+−r, r′) + α↓,↓γ+(p+−r, p−−r′)
is a linear combination of the q-traces over irredicible modules introduced in 2.3.2. To
construct the other linearly independent q-characters, we take one of the coefficients α↑,•,
β↓,•, β↑,• to be nonzero and thus define
(2.15) γրւ(r, r′) = γ(r, r′) for α↑,↓ = α↓,• = β↓,• = β↑,• = 0,
α↑,↑ =
[r]+
q
p−
+ −q−p−+
, (r, r′) ∈ I,
(2.16) γրւ(p+−r, p−−r′) = γ(r, r′) for α↑,↑ = α↓,• = β↓,• = β↑,• = 0,
α↑,↓ =
[p+−r]+
q
p−
+ −q−p−+
, (r, r′) ∈ I,
LOGARITHMIC (p, q) CFTS AND QUANTUM GROUPS 15
(2.17) γտց(r, r′) = γ(r, r′) for α↓,• = α↑,• = β↓,↓ = β↑,• = 0,
β↓,↑ =
[r′]−
q
p+
− −q−p+−
, (r, r′) ∈ I,
(2.18) γտց(p+−r, p−−r′) = γ(r, r′) for α↓,• = α↑,• = β↓,↑ = β↑,• = 0
β↓,↓ =
[p−−r′]−
q
p+
− −q−p+−
, (r, r′) ∈ I,
(2.19) γ⇈(r, r′) = γ(r, r′) for α↓,• = α↑,• = β↓,• = 0,
β↑,↑ = α↑,↑β↓,↑, (r, r′) ∈ I1.
For convenience, we introduce the maps σրւ(r, r′) (with (r, r′) ∈ I), σտց(r, r′) (with
(r, r′) ∈ I), and σ⇈(r, r′) (with (r, r′) ∈ I1) obtained by substituting the respective sets
of coefficients in (2.13).
We thus have 2p+p−+(p+−1)p−+p+(p−−1)+ 12(p+−1)(p−−1) = 12(3p+−1)(3p−−1)
q-characters in the space Ch:
(2.20)
γ+(p+, p−), γ
րւ(r, p−),
16 r6 p+−1
γ⇈(r, r′),
(r, r′) ∈ I1
γտց(p+, r
′),
16 r′6 p−−1
γ−(p+, p−),
γ+(r, p−), γ
−(p+−r, p−),
16 r6 p+−1
γրւ(r, r′), γտց(r, r′),
16 r6 p+−1,
16 r′6 p−−1
γ+(p+, r
′), γ−(p+, p−−r′),
16 r′6 p−−1
γ+(r, r′), γ−(p+−r, r′), γ−(r, p−−r′), γ+(p+−r, p−−r′)
(r, r′) ∈ I1
.
There are 1
2
(3p+−1)(3p−−1) linearly independent elements in Ch thus obtained. In what
follows, we also establish that dimZ = 1
2
(3p+−1)(3p−−1), with the consequence that
the γ listed above are a basis in Ch. We call it the γ-basis in what follows.
2.4. The gp+,p− center. We now describe the structure of the center of gp+,p−.
2.4.1. Theorem. The center Z of gp+,p− is 12(3p+− 1)(3p−− 1)-dimensional and decom-
poses into a direct sum of associative algebras as
(2.21) Z = I(1)p+,p− ⊕ I(1)0,p− ⊕
p+−1⊕
r=1
B(3)r,p− ⊕
p−−1⊕
r′=1
B
(3)
p+,r′
⊕
⊕
r,r′∈I1
A
(9)
r,r′ ,
where the dimension of each algebra is shown as a superscript. Furthermore,
• I(1)p+,p− is spanned by a single idempotent e(p+, p−),
• I(1)0,p− is spanned by a single idempotent e(0, p−),
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• each B(3)r,p− is spanned by the primitive idempotent e(r, p−) and the radical ele-
ments v↑ (r, p−) and v→(r, p−), on all of which e(r, p−) acts as identity and the
other products vanish,
• each B(3)p+,r′ is spanned by the primitive idempotent e(p+, r′) and the radical el-
ements v↑ (p+, r′) and v←(p+, r′), on all of which e(p+, r′) acts as identity and
the other products vanish,
• each A(9)r,r′ is spanned by the primitive idempotent e(r, r′) (acting as identity on
A
(9)
r,r′) and the radical elements vր(r, r′), vւ(r, r′), vտ(r, r′), vց(r, r′),w↑(r, r′),
w→(r, r′), w↓(r, r′), w←(r, r′), which have the nonzero products5
(2.22)
vր(r, r′)vտ(r, r′) = w↑ (r, r′), vր(r, r′)vց(r, r′) = w→(r, r′),
vւ(r, r′)vտ(r, r′) = w←(r, r′), vւ(r, r′)vց(r, r′) = w↓(r, r′).
Pairwise products between elements in the radical other than those in (2.22) are
identically zero.
The theorem is proved in Appendix B.
The 1
2
(3p+− 1)(3p−− 1) elements e, v, and w are called the canonical central ele-
ments. A number of facts in what follows are established by decomposing various central
elements with respect to the basis of the canonical central element. But because our next
aim is to study the Radford map, it proves convenient to use a different basis in the center,
given by the Radford-map images of the above γ ∈ Ch and actually obtained by certain
mixing of the e, v, and w within each respective algebra in (2.21).
3. RADFORD MAP OF Ch(gp+,p−)
The SL(2,Z)-action on the center to be considered in Sec. 5 involves the Radford and
Drinfeld maps and a ribbon structure; the Radford map φ̂ is studied in this section. We
first find the necessary ingredients for φ̂ and φ̂−1 (the cointegral and integral) and then
evaluate the Radford images of the basis in Ch constructed in the previous section.
3.1. Radford map. We recall that for a Hopf algebra A, a right integral λ is a linear
functional on A satisfying
(λ⊗ id)∆(x) = λ(x)1
for all x∈A. If such a functional exists, it is unique up to multiplication by a nonzero
constant. The left–right6 cointegralΛ is an element in A such that
xΛ = Λx = ǫ(x)Λ, ∀x ∈ A.
5The arrow notation is partly justified by the “momentum conservation law” satisfied in (2.22).
6For a unimodular A∗, which is the case with A = gp+,p− .
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Whenever it exists, this element is unique up to multiplication by a nonzero constant. We
also note that the cointegral gives an embedding of the trivial representation of A in the
regular bimodule A. We use the standard normalization λ(Λ) = 1.
Next, a comodulus a is an element in A such that
(id⊗ λ)∆(x) = λ(x)a.
Whenever a square root of the comodulus exists, we have [21]
(3.1) g2 = a,
where g ∈ A is the balancing element.
The Radford map φ̂ : A∗ → A and its inverse φ̂−1 : A→ A∗ are given by
(3.2) φ̂(β) =
∑
(Λ)
β(Λ′)Λ′′, φ̂−1(x) = λ(S(x)?).
Both φ̂ and φ̂−1 intertwine the left actions of A on A and A∗, with the left A-module
structures given by a⇁β = β(S(a)?) on A∗ and by the regular action on A, and similarly
for the right actions [28, 29]. We use the hat for notational consistency in what follows
(and swap φ̂ and φ̂−1 compared with the commonly used notation).
In particular, φ̂ gives an isomorphism of linear spaces φ̂ : Ch→ Z.
We now find the integral and cointegral and then evaluate φ̂ on the q-characters con-
structed in 2.3.
3.1.1. The integral, cointegral, and comodulus for gp+,p−. A simple calculation in
gp+,p− shows that the right integral is given by
(3.3) λ(em′− fn+Kjem+fn
′
− ) =
q
2p−
+ q
2p+
−
ζ
δm′,p−−1δn,p+−1δm,p+−1δn′,p−−1δj,p+−p−.
Next, as is easy to verify, the left–right cointegral for gp+,p− is given by the product of the
cointegrals for the two Uqsℓ(2) in (1.4),
(3.4) Λ = ζ f p+−1+ ep+−1+ f p−−1− ep−−1−
2p+p−−1∑
n=0
Kn
(which is at the same time the product of the cointegrals for the two Uqsℓ(2) in (1.4), up
to normalization). Factorizable ribbon quantum groups offer a “canonical” normalization
of the Radford map (i.e., of the integral and cointegral) up a power of i = √−1, from the
condition S4|Z = id for S in (1.6), and we therefore set
(3.5) ζ([p+ − 1]+! [p− − 1]−!)2 =
√
p+p−
2
.
We further calculate
(id⊗ λ)∆(ep−−1− f p+−1+ k2p+−2p−ep+−1+ f p−−1− ) = q
2p−
+ q
2p+
−
ζ
k4p+−4p−,
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which allows choosing the comodulus as a = K2p+−2p− . In accordance with (3.1), we
then have the balancing element
(3.6) g = Kp+−p−.
3.2. Radford map of the γ basis in Ch(gp+,p−). Explicitly, the Radford map φ̂ : Ch →
Z of the irreducible representation characters is given by
X±r,r′ 7→ φ̂±(r, r′) ≡ φ̂(qChX±
r,r′
) =
∑
(Λ)
Tr
X
±
r,r′
(Kp−−p+Λ′)Λ′′, 16 r6 p+,
16 r′6 p−.
Clearly, φ̂+(1, 1) = Λ, in accordance with the fact that Λ furnishes an embedding of the
trivial representation X+1,1 into gp+,p−. Because the Radford map G2p+p− → Z is a mor-
phism of representations, it follows that the linear span of the φ̂±(r, r′) is the annihilator
of the radical in the center (see formulas below in 3.2.1).
The elements γրւ(r, r′) are mapped under φ̂ as
(3.7) φ̂(γրւ(r, r′)) = φ̂րւ(r, r′) =
∑
(Λ)
Tr
Pr,r′
(Kp−−p+Λ′σրւ(r, r′))Λ′′
for all 16 r6 p+− 1 and 16 r′6 p−.
The elements γտց(r, r′) are mapped under φ̂ as
(3.8) φ̂(γտց(r, r′)) = φ̂տց(r, r′) =
∑
(Λ)
Tr
Pr,r′
(Kp−−p+Λ′σտց(r, r′))Λ′′,
for all 16 r6 p+ and 16 r′6 p−− 1.
Finally, the elements γ⇈(r, r′) with (r, r′) ∈ I1 are mapped under φ̂ as
(3.9) φ̂(γ⇈(r, r′)) = φ̂⇈(r, r′) =
∑
(Λ)
Tr
Pr,r′
(Kp−−p+Λ′σ⇈(r, r′))Λ′′.
3.2.1. Proposition. The Radford-map images
φ̂•(r, r′) = φ̂(γ•(r, r′)), • = ⇈,րւ,տց,+,−,
of the γ-basis in (2.20) are as follows.
(1) The Radford images of the irreducible representation traces γ±(r, r′), 16 r6 p+,
16 r′6 p−, are given by
φ̂+(r, r′) =
1√
2p+p−
w↑ (r, r′),
φ̂−(r, p−−r′) = 1√
2p+p−
w←(r, r′),
φ̂−(p+−r, r′) = 1√
2p+p−
w→(r, r′),
φ̂+(p+−r, p−−r′) = 1√
2p+p−
w↓(r, r′),
(r, r′) ∈ I1,
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φ̂+(p+, r
′) = (−1)p−+r′ p+
2p−
√
p+p−
2
v↑ (p+, r
′),
φ̂−(p+, p−−r′) = (−1)p−+r′ p+
2p−
√
p+p−
2
v←(p+, r
′),
16 r′6 p−−1,
φ̂+(r, p−) = (−1)p++r p−
2p+
√
p+p−
2
v↑ (r, p−),
φ̂−(p+−r, p−) = (−1)p++r p−
2p+
√
p+p−
2
v→(r, p−),
16 r6 p+−1,
φ̂+(p+, p−) =
√
2 (p+p−)
3/2e(p+, p−),
φ̂−(p+, p−) = (−1)p++p−
√
2 (p+p−)
3/2e(0, p−);
(2) the Radford images of γրւ(r, r′) with 16 r6 p+−1, 16 r′6 p− and of γտց(r, r′)
with 16 r6 p+, 16 r′6 p−−1 are given by
(3.10) φ̂րւ(r, r′) = (−1)r′ q
p−r
+ + q
−p−r
+
q
p−r
+ − q−p−r+
(
φ̂+(r, r′) + φ̂−(p+−r, r′)
)
− 1
q
p−r
+ − q−p−r+
p+
2p−
√
p+p−
2
·
{
vր(r, r′), (r, r′) ∈ I1,
v
ւ(p+−r, p−−r′), (p+−r, p−−r′) ∈ I1,
(3.11) φ̂րւ(r, p−) = (−1)r+p++1
√
2 (p+p−)
3/2
q
p−r
+ − q−p−r+
e(r, p−) + (−1)p− q
p−r
+ + q
−p−r
+
q
p−r
+ − q−p−r+
κ̂(r, p−),
(3.12) φ̂տց(r, r′) = (−1)r q
p+r
′
− + q
−p+r
′
−
q
p+r′
− −q−p+r
′
−
(
φ̂+(r, r′) + φ̂−(r, p−−r′)
)
− 1
q
p+r′
− −q−p+r
′
−
p−
2p+
√
p+p−
2
·
{
vտ(r, r′), (r, r′) ∈ I1,
vց(p+−r, p−−r′), (p+−r, p−−r′) ∈ I1,
(3.13) φ̂տց(p+, r′) =
= (−1)r′+p−+1
√
2 (p+p−)
3/2
q
p+r′
− −q−p+r
′
−
e(p+, r
′) + (−1)p+ q
p+r
′
− +q
−p+r
′
−
q
p+r′
− −q−p+r
′
−
κ̂(p+, r
′);
(3) and the Radford images of γ⇈(r, r′), (r, r′) ∈ I1, are
(3.14) φ̂⇈(r, r′) =
√
2 (p+p−)
3/2
(q
p−r
+ −q−p−r+ )(qp+r
′
− −q−p+r
′
− )
e(r, r′)
+ (−1)r′ q
p−r
+ + q
−p−r
+
q
p−r
+ −q−p−r+
(φ̂տց(r, r′)− (−1)p+φ̂տց(p+−r, p−−r′))
+ (−1)r q
p+r
′
− + q
−p+r
′
−
q
p+r′
− −q−p+r
′
−
(φ̂րւ(r, r′)− (−1)p−φ̂րւ(p+−r, p−−r′))
− (−1)r+r′ (q
p−r
+ + q
−p−r
+ )(q
p+r
′
− + q
−p+r
′
− )
(q
p−r
+ −q−p−r+ )(qp+r
′
− −q−p+r
′
− )
κ̂(r, r′),
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where we use the notation
κ̂(r, r′) = φ̂+(r, r′) + φ̂−(p+−r, r′) + φ̂−(r, p−−r′) + φ̂+(p+−r, p−−r′).
The 1
2
(3p+ − 1)(3p− − 1) elements φ̂•(r, r′) are a basis in Z, and therefore the γ•(r, r′)
are a basis in Ch.
This is proved in B.4.3.
3.2.2. We thus have a basis in the center Z of gp+,p− associated with the Radford map:
(3.15)
φ̂+(p+, p−), φ̂
րւ(r, p−),
16 r6 p+−1
φ̂⇈(r, r′),
(r, r′) ∈ I1
φ̂տց(p+, r
′),
16 r′6 p−−1
φ̂−(p+, p−),
φ̂+(r, p−), φ̂
−(p+−r, p−),
16 r6 p+−1
φ̂րւ(r, r′), φ̂տց(r, r′),
16 r6 p+−1,
16 r′6 p−−1
φ̂+(p+, r
′), φ̂−(p+, p−−r′),
16 r′6 p−−1
φ̂+(r, r′), φ̂−(p+−r, r′), φ̂−(r, p−−r′), φ̂+(p+−r, p−−r′)
(r, r′) ∈ I1
.
The first line comprises 1+ (p+− 1)+ 12(p+− 1)(p−− 1)+ (p−− 1)+1 = 12(p++1) ·
(p−+1) elements that are expressed as the corresponding primitive idempotents plus
possible nilpotent elements. The second line comprises 2(p+− 1)+2(p+− 1)(p−− 1)+
2(p−− 1) elements in the radical, and the bottom line 4 · 12(p+− 1)(p−− 1) elements in
the radical with zero pairwise products.
The elements of this basis are called the “Radford” central elements in what follows.
They are a “mixing” of the canonical central elements in 2.4.1 within each subalgebra
in (2.21), and are used in decompositions in what follows instead of the canonical central
elements in 2.4.1.
3.2.3. More Radford-map notation. Certain linear combinations of the Radford central
elements are extensively used in what follows. For the convenience of the reader, we
summarize the notation for these combinations here. We define κ̂(r, r′) with (r, r′) ∈ I
as
κ̂(r, r′) = φ̂+(r, r′) + φ̂−(p+−r, r′)(3.16)
+ φ̂−(r, p−−r′) + φ̂+(p+−r, p−−r′), (r, r′) ∈ I1,
κ̂(r, p−) = φ̂
+(r, p−) + φ̂
−(p+ − r, p−), 16 r6 p+−1,(3.17)
κ̂(p+, r
′) = φ̂+(p+, r
′) + φ̂−(p+, p−−r′), 16 r′6 p−−1,(3.18)
κ̂(p+, p−) = φ̂
+(p+, p−),(3.19)
κ̂(0, p−) = φ̂
−(p+, p−)(3.20)
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(as we see in what follows, these form a basis in the linear span of the Drinfeld-map
image of projective-module characters. We also set
(3.21) ϕ̂(r, r′) = (p+−r)(p−−r′) φ̂+(r, r′)− r(p−−r′) φ̂−(p+−r, r′)
− (p+−r)r′φ̂−(r, p−−r′) + rr′φ̂+(p+−r, p−−r′), (r, r′) ∈ I1.
Next, we define ρ̂(r, r′) with (r, r′) ∈ I as
ρ̂ (r, r′) = (p+−r)
(
φ̂+(r, r′) + φ̂−(r, p−−r′)
)(3.22)
− r(φ̂−(p+−r, r′) + φ̂+(p+−r, p−−r′)), (r, r′) ∈ I1,
ρ̂ (r, p−) = (p+−r) φ̂+(r, p−)− rφ̂−(p+−r, p−), 16 r6 p+−1,(3.23)
and ρ̂ (r, r′) with (r, r′) ∈ I as
ρ̂ (r, r′) = (p−−r′)
(
φ̂+(r, r′) + φ̂−(p+−r, r′)
)(3.24)
− r′(φ̂−(r, p−−r′) + φ̂+(p+−r, p−−r′)), (r, r′) ∈ I1,
ρ̂ (p+, r
′) = (p−−r′) φ̂+(p+, r′)− r′φ̂−(p+, p−−r′), 16 r′6 p−−1.(3.25)
We also define ϕ̂(r, r′) for (r, r′) ∈ I as
ϕ̂(r, r′) = (−1)r′φ̂րւ(r, r′)− (−1)p−+r′φ̂րւ(p+−r, p−−r′), (r, r′) ∈ I1,(3.26)
ϕ̂(r, p−) = (−1)p−φ̂րւ(r, p−), 16 r6 p+−1,(3.27)
and ϕ̂(r, r′) for (r, r′) ∈ I as
ϕ̂(r, r′) = (−1)rφ̂տց(r, r′)− (−1)p++rφ̂տց(p+−r, p−−r′), (r, r′) ∈ I1,(3.28)
ϕ̂(p+, r
′) = (−1)p+φ̂տց(p+, r′), 16 r′6 p−−1.(3.29)
4. THE FACTORIZABLE AND RIBBON STRUCTURES FOR gp+,p−
In this section, we study the Drinfeld map and a ribbon structure for gp+,p−. We find
the necessary ingredient for the Drinfeld map (the M-matrix) in 4.1. As a preparation
for the study of the SL(2,Z)-action, we then evaluate the Drinfeld images of the γ basis
in Ch. Together with the “Radford” basis constructed in Sec. 3, this gives two bases in
the center that play a crucial role in the study of the modular group action in Sec. 5.
We consider the Drinfeld map in 4.2 and find a ribbon element in 4.3. As a short detour
in 4.2.6, we characterise the Grothendieck ring in terms of Chebyshev polynomials.
4.1. M-matrix. For a quasitriangular Hopf algebra A with the universal R-matrix R, the
M-matrix is defined as
M = R21R12 ∈ A⊗A.
It satisfies the relations (∆⊗ id)(M) = R32M13R23 and M∆(x) = ∆(x)M ∀x ∈ A. If
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in addition M can be represented as
M =
∑
I
mI ⊗ nI ,
where mI and nI are two bases in A, the Hopf algebra A is called factorizable.
For a Hopf algebra A with an M-matrix, the Drinfeld map χ : A∗ → A is defined by
(4.1) χ(β) = (β ⊗ id)M.
In a factorizable Hopf algebra A, the restriction of the Drinfeld map to the space Ch of
q-characters gives an isomorphism Ch(A) ≃−→ Z(A) of associative algebras [21].
4.1.1. The M-matrix for gp+,p− . As any Drinfeld double, the double D(H) whose con-
struction was outlined in 2.1 (see [22] for the detailed calculation) is endowed with a uni-
versal R-matrix. To evaluate it explicitly, we construct the elements of the basis dual to
the PBW basis in H, Eqs. (2.2), in terms of the generators introduced in (2.3) and thus find
(4.2) R = 1
4p+p−
p+−1∑
m=0
p−−1∑
n=0
4p+p−−1∑
j=0
4p+p−−1∑
c=0
(−1)m+n(qp−+ − q−p−+ )m(qp+− − q−p+− )n
[m]+![n]−!
× q−mj−p−
m(m−1)
2
+ q
nj−p+
n(n−1)
2
− q
−cj kjem+f
n
− ⊗ fm+ en−κc.
The M-matrix for D(H) is M = R21R12 with this R. By simple calculation, it then
follows that the M-matrix M¯ for D¯(H) (see (2.4)) is given by
(4.3) M¯ = 1
2p+p−
2p+p−−1∑
j′=0
2p+p−−1∑
j=0
p+−1∑
m=0
p+−1∑
n=0
p−−1∑
m′=0
p−−1∑
n′=0
(q
−p−
+ − qp−+ )m+n(q−p+− − qp+− )m
′+n′
[m]+![m′]−![n]+![n′]−!
× q(j−j′)m+p−
m(m+1)
2
−p−
n(n−1)
2
+ q
(j′−j)m′+p+
m′(m′+1)
2
−p+
n′(n′−1)
2
− q
2jj′
× fn+em+en
′
−f
m′
− k
2j ⊗ en+fm+ fn
′
− e
m′
− k
2j′ ,
which involves only even powers of k, and therefore M¯ ∈ gp+,p−⊗gp+,p− . To repeat this
in words, the attempted calculation of the M-matrix for D¯(H) has yielded the M-matrix
for its gp+,p− subalgerba (and hence D¯(H) is not a factorizable quantum group; as noted
in the introduction, the relevant object is the pair gp+,p− ⊂ D¯(H) of quantum groups one
of which has an M-matrix and the other an R-matrix).7 We next use M¯ to construct the
Drinfeld map for gp+,p− .
4.2. The Drinfeld map for gp+,p−.
4.2.1. Drinfeld map of the Grothendieck ring. In considering the Drinfeld map, we
7This is rather natural from the conformal field theory standpoint: the R-matrix acting on two vertex
operators describes their braiding, while the M -matrix describes its “square,” the operation of taking one
of the operators around the other. The braiding requires choosing one of the two possible directions, which
corresponds to choosing how k =
√
K acts on the representations.
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first restrict it to the image of the Grothendieck ring in the space Ch of q-characters under
the map X 7→ qChX (see (2.9)), that is, consider the map
(4.4) χ ◦ qCh : G(A)→ Z(A),
which is a homomorphism of associative commutative algebras for any factorizable rib-
bon Hopf algebra A.
With the balancing element for A = gp+,p− given by (3.6), Eq. (4.4) becomes
G2p+p− → Z
Xαr,r′ 7→ χα(r, r′) ≡ χ(γα(r, r′)) = (TrXα
r,r′
⊗ id)((Kp−−p+ ⊗ 1) M¯),(4.5)
where 16 r6 p+, 16 r′6 p−, and α = ±. Clearly, χ+(1, 1) = 1. The other χ±(r, r′)
are evaluated as follows.
4.2.2. Proposition. For 16 r6 p+ and 16 r′6 p−,
χ+(r, r′) = χ(+)(r)χ(−)(r
′),
χ−(r, r′) = (−1)p−+p+χ+(r, r′)Kp+p−,(4.6)
where
(4.7) χ(±)(r) = (−1)r−1
r−1∑
a=0
a∑
m=0
(q
p∓
± − q−p∓± )2mqp∓m(m+r−2a)+p∓(r−1−2a)±
×
[
r−a+m−1
m
]
±
[
a
m
]
±
em±f
m
±K
−m−r+1+2a
± .
Moreover, for 16 r6 p+, 16 r′6 p−, and α = ±, χα(r, r′) decomposes in terms of the
Radford central elements as (recall the notation in (3.16)–(3.29))
(4.8) χα(r, r′) = rr
′
√
2 (p+p−)3/2
κ̂(p+, p−) + (−1)rp−+r′p++βp+p− rr
′
√
2 (p+p−)3/2
κ̂(0, p−)
− r′
p+−1∑
s=1
(−1)(r−1)p−+(βp−+r′)(s+p+) q
p−rs
+ − q−p−rs+√
2 (p+p−)3/2
φ̂րւ(s, p−)
+ rr′
p+−1∑
s=1
(−1)rp−+(βp−−r′)(p+−s) q
p−rs
+ + q
−p−rs
+√
2 (p+p−)3/2
κ̂(s, p−)
− r
p−−1∑
s′=1
(−1)(βp++r)(s′+p−)+(r′−1)p+ q
p+r
′s′
− − q−p+r
′s′
−√
2 (p+p−)3/2
φ̂տց(p+, s
′)
+ rr′
p−−1∑
s′=1
(−1)r′p++(βp+−r)(p−−s′) q
p+r
′s′
− + q
−p+r
′s′
−√
2 (p+p−)3/2
κ̂(p+, s
′)
+
∑
(s,s′)∈I1
(−1)(βp++r−1)s′+(βp−+r′−1)s (q
p−rs
+ −q−p−rs+ )(qp+r
′s′
− −q−p+r
′s′
− )√
2 (p+p−)3/2
φ̂⇈(s, s′)
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−
∑
(s,s′)∈I1
(−1)(βp+−r)s′+(βp−−r′)s
(
r′
(q
p+r
′s′
− +q
−p+r
′s′
− )(q
p−rs
+ −q−p−rs+ )√
2 (p+p−)3/2
ϕ̂(s, s′)
+ r
(q
p−rs
+ +q
−p−rs
+ )(q
p+r
′s′
− −q−p+r
′s′
− )√
2 (p+p−)3/2
ϕ̂(s, s′)
)
+ rr′
∑
(s,s′)∈I1
(−1)(βp+−r)s′+(βp−−r′)s (q
p−rs
+ + q
−p−rs
+ )(q
p+r
′s′
− + q
−p−r
′s′
− )√
2 (p+p−)3/2
κ̂(s, s′),
where α = (−1)β (that is, β = 0 for χ+(r, r′) and β = 1 for χ−(r, r′)).
Because (4.4) is an algebra homomorphism, the productχα(r, r′)χα′(s, s′) is expressed
through the χ±(t, t′) just by the formulas in 1.2 with X± → χ± and X˜± → χ˜± (cf. [5]).
The proof of (4.6)–(4.7) is by straightforward calculation based on (B.10) and (B.13).
Using (2.6), we then find that
Tr
Xα(r,r′)
(
fm+ e
m
+e
m′
− f
m′
− K
j+p−−p+
)
=
=
r−1∑
a=m
r′−1−m′∑
a′=0
αmp−+m
′p++j+p−−p+(−1)m(r′−1)+m′(r−1)+r+r′([m]+![m′]−!)2
×
[
r−a+m−1
m
]
+
[
a
m
]
+
[
r′−a′−1
m′
]
−
[
a′+m′
m′
]
−
q
(r−1−2a)(j+p−)
+ q
(r′−1−2a′)(j−p+)
− ,
which after some rearrangements gives (4.6)–(4.7) in accordance with (4.5) for the M-
matrix in (4.3). The decomposition then follows by calculating the action on projective
modules, as explained in B.2.2.
4.2.3. Remark. Unlike the M-matrix, the Drinfeld map in (4.6) factors into a product
of the Drinfeld maps (4.7) for the two UQ±sℓ(2) quantum groups with Q± = qp∓± . The
corresponding multiplication formulas are known from [2, 5]:
(4.9) χ(±)(r)χ(±)(r′) =
r+r′−1∑
r′′=|r−r′|+1
step=2
χ˜(±)(r
′′),
where
χ˜(±)(r) =
{
χ(±)(r), 16 r6 p±,
χ(±)(2p±−r) + 2(−1)p−+p+χ(±)(r−p±)Kp±± , p±+16 r6 2p±−1.
We recall that Kp++ = K
p−
− = K
p+p− in gp+,p−.
Naturally, relations (4.9) become the corresponding formulas in [5] in the cases where
either p+ = 1 or p− = 1.
4.2.4. Drinfeld images of pseudotraces. We next evaluate the Drinfeld map on the γրւ ,
γտց , and γ⇈ in (2.20). This gives
(4.10) χտց(r, r′) = χ(γրւ(r, r′)) =
LOGARITHMIC (p, q) CFTS AND QUANTUM GROUPS 25
= (−1)r′(Tr
Pr,r′
⊗ id)((Kp−−p+ ⊗ 1) M¯(σրւ(r, r′)⊗ id))
(4.11) χրւ(r, r′) = χ(γտց(r, r′))
= (−1)r(Tr
Pr,r′
⊗ id)((Kp−−p+ ⊗ 1) M¯(σտց(r, r′)⊗ id))
for all 16 r6 p+−1, 16 r′6 p−−1, and
(4.12) χ(r, r′) = χ(γ⇈(r, r′))
= (−1)r+r′(Tr
Pr,r′
⊗ id)((Kp−−p+ ⊗ 1) M¯(σ⇈(r, r′)⊗ id))
for (r, r′) ∈ I1.
4.2.5. Proposition. The central elementsχտց(r, r′),χրւ(r, r′), andχ(r, r′) decompose
in terms of the Radford central elements as
(4.13) (−1)r′χտց(r, r′) = r′
p+−1∑
s=1
(−1)r′(s+p+)+p−r q
p−rs
+ −q−p−rs+
p−
√
2p+p−
ρ̂ (s, p−)
+ r′
∑
(s,s′)∈I1
(−1)rs′+r′s (q
p−rs
+ −q−p−rs+ )(qp+r
′s′
− + q
−p+r
′s′
− )
p−
√
2p+p−
ρ̂(s, s′)
−
∑
(s,s′)∈I1
(−1)rs′+r′s (q
p−rs
+ −q−p−rs+ )(qp+r
′s′
− − q−p+r
′s′
− )
p−
√
2p+p−
ϕ̂տց(s, s′),
(4.14) (−1)p−χտց(r, p−) = q
p−
+ −q−p−+√
2p+p−
(
p+−1∑
s=1
(−1)p−(s+p++r)[rs]+ρ̂ (s, p−)
+ 2
∑
(s,s′)∈I1
(−1)(r+p+)s′+p−s[rs]+ρ̂(s, s′)
)
,
(4.15) (−1)rχրւ(r, r′) = r
p−−1∑
s′=1
(−1)r(s′+p−)+p+r′ q
p+r
′s′
− −q−p+r
′s′
−
p+
√
2p+p−
ρ̂(p+, s
′)
+ r
∑
(s,s′)∈I1
(−1)r′s+rs′ (q
p−rs
+ + q
−p−rs
+ )(q
p+r
′s′
− −q−p+r
′s′
− )
p+
√
2p+p−
ρ̂(s, s′)
−
∑
(s,s′)∈I1
(−1)r′s+rs′ (q
p−rs
+ − q−p−rs+ )(qp+r
′s′
− −q−p+r
′s′
− )
p+
√
2p+p−
ϕ̂րւ(s, s′),
(4.16) (−1)p+χրւ(p+, r′) = q
p+
− −q−p+−√
2p+p−
(
p−−1∑
s′=1
(−1)p+(s′+p−+r′) [r′s′]−ρ̂(p+, s′)
+ 2
∑
(s,s′)∈I1
(−1)(r′+p−)s+p+s′[r′s′]− ρ̂(s, s′)
)
,
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(4.17) (−1)r+r′χ(r, r′) =
∑
(s,s′)∈I1
(−1)rs′+r′s (q
p−rs
+ − q−p−rs+ )(qp+r
′s′
− − q−p+r
′s′
− )√
2p+p−
ϕ̂(s, s′),
where we use the notation in 3.2.3 and set
(4.18)
ϕ̂տց(r, r′) = (−1)r(p+−r) φ̂տց(r, r′) + (−1)p++rr φ̂տց(p+−r, p−−r′),
ϕ̂րւ(r, r′) = (−1)r′(p−−r′) φ̂րւ(r, r′) + (−1)p−+r′r′ φ̂րւ(p+−r, p−−r′),
for (r, r′) ∈ I1.
Proof. A calculation similar to the one in the proof of 4.2.2 shows that the χտց(r, r′),
χրւ(r, r′), and χ(r, r′) are explicitly given by
χտց(r, r′) = (−1)r′(ϑ(+)(r)− (−1)p++p−ϑ(+)(p+−r)Kp+p−)χ(−)(r′)(4.19)
for 16 r6 p+ − 1 and 16 r′6 p−,
χրւ(r, r′) = (−1)rχ(+)(r)
(
ϑ(−)(r
′)− (−1)p++p−ϑ(−)(p−−r′)Kp+p−
)
,(4.20)
for 16 r6 p+ and 16 r′6 p− − 1, and
χ(r, r′) = (−1)r+r′(ϑ(+)(r)− (−1)p++p−ϑ(+)(p+−r)Kp+p−)(4.21)
× (ϑ(−)(r′)− (−1)p++p−ϑ(−)(p−−r′)Kp+p−),
for (r, r′) ∈ I1, where χ(±) are defined in (4.7) and
ϑ(±)(r) = (−1)r[r]±
r−1∑
a=0
p±−1∑
m=0
(q
p∓
± − q−p∓± )2m−1
([m]±!)2
q
p∓m(m+r−2a)+p∓(r−1−2a)
±
× [x1](Cm±,r,a(x))em±fm±K−p∓(m+r−1−2a),
where the polynomials Cm±,r,a(x) are defined in (B.18).
The rest is shown by evaluation of the action of χտց , χրւ , and χ (that is, of ϑ(±)(r)
and χ(+)(r)) on projective modules, see B.2.2. Because of the Drinfeld map factorization
(cf. 4.2.3), the demonstration largely reduces to separate calculations in each of the two
UQ±sℓ(2) quantum groups with Q± = q
p∓
± , cf. [5]. 
4.2.6. Grothendieck ring as a polynomial quotient ring. We next characterize the
Grothendieck ring as follows. Let
Us(2 cos t) =
sin st
sin t
, s> 1,(4.22)
be the Chebyshev polynomials of the second kind. They satisfy (and are determined by)
the recursive relation
(4.23) xUs(x) = Us−1(x) + Us+1(x), s> 2,
with the initial data U1(x) = 1, U2(x) = x.
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4.2.7. Proposition. The Grothendieck ring G2p+p− of gp+,p− is the quotient of C[x, y]
over the ideal generated by the polynomials
U2p++1(x)− U2p+−1(x)− 2,
U2p−+1(y)− U2p−−1(y)− 2,
Up++1(x)− Up+−1(x)− Up−+1(y) + Up−−1(y).
Moreover, the basis of irreducible representations X±r,r′ is given by (the image under the
quotient mapping of ) the respective polynomials P±r,r′ , 16 r6 p+, 16 r′6 p−, where
P+r,r′(x, y) = Ur(x)Ur′(y),
P−r,r′(x, y) =
(
1
2
Up++r(x)− 12 Up+−r(x)
)
Ur′(y).
To show 4.2.7, we first of all recall, once again, that the Drinfeld map χ is an algebra
isomorphism. Next, it follows from (1.5) that the Grothendieck ring is generated by the
elements
χ+(2, 1) = C+, χ
+(1, 2) = C−
(see (B.11) and (B.14)), which, moreover, satisfy Eqs. (B.16), where we can rewrite ψ±
as
ψ+(x) = U2p++1(x)− U2p+−1(x)− 2,
ψ−(y) = U2p−+1(y)− U2p−−1(y)− 2,
and the equation
(4.24) Up++1(C+)− Up+−1(C+) = Up−+1(C−)− Up−−1(C−)
(where both sides are actually equal to (−1)p++p−2Kp+p−). The statement in 4.2.7 is now
immediate.
4.3. The gp+,p− ribbon element. We recall that a ribbon Hopf algebra [30] is a quasi-
triangular Hopf algebra equipped with an invertible central element v, called the ribbon
element, such that
S(v) = v, ǫ(v) = 1, ∆(v) = M−1(v ⊗ v).
In a ribbon Hopf algebra, v2 = uS(u) and, in fact,
(4.25) v = ug−1,
where g is the balancing element and
u = ·((S ⊗ id)R21)(4.26)
(where ·(a⊗ b) = ab) is the canonical element [21].
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4.3.1. Proposition. The gp+,p−-ribbon element v is given by
(4.27) v = v¯ v∗,
where
(4.28) v¯ =
∑
(r,r′)∈I
e2iπ∆r,r′e(r, r′),
with
(4.29) ∆r,r′ = (p+r
′ − p−r)2 − (p+ − p−)2
4p+p−
(and e(r, r′) being the primitive idempotents in the center), and
v∗ =
(
1+
1
p+
χտց(1, 1)
)(
1+
1
p−
χրւ(1, 1)
)
.
Proof. First, using the R-matrix in (4.2), we explicitly calculate the canonical element u
in D¯(H) as
u=
1 + i
2
√
p+p−
p+−1∑
m=0
p+−1∑
r=0
p−−1∑
n=0
p−−1∑
s=0
(q
p−
+ −q−p−+ )m(qp+− −q−p+− )n
[m]+![n]−!
q
p−
“
m(m+3)
2
− r
2
2
”
+ q
p+
“
n(n+3)
2
− s
2
2
”
−
× (−1)rs(fm+Kr−m+ em+)(1+ (−1)p+s+p−r(−i)p+p−Kp+p−)(en−Ks+n− fn−).
The calculation involved the simple Gaussian sum
2p+p−−1∑
j=0
e
ipij2
2p+p− = (1 + i)
√
p+p−.
The expression obtained shows, in particular, that u is an element of gp+,p−, not of D¯(H).
We then find the ribbon element in accordance with (4.25) and (3.6), as
v = uKp−−p+.
We next decompose the ribbon element v with respect to the basis of the Radford cen-
tral elements. First, with the explicit expression for v, we find its action on the irreducible
representations X+r,r′ . An elementary calculation shows that the action of the ribbon ele-
ment on irreducible modules is given by
v
∣∣
X
+
r,r′
= (−1)rr′+1qp−
r2−1
2
+ q
p+
r′2−1
2
− = e
2iπ∆r,r′ ,
v
∣∣
X
−
p+,p−
= e2iπ∆0,p− ,
thus associating ∆r,r′ with each pair (r, r′) ∈ I.
With some more work (as for other decompositions obtained above; also cf. [5]), we
calculate the nondiagonal part of the ribbon element action on projective modules and
LOGARITHMIC (p, q) CFTS AND QUANTUM GROUPS 29
thus find the coefficients in the decomposition of the ribbon element with respect to the
canonical central elements, as explained in B.2.2. With the notation in 3.2.3, we have
(4.30) v =
∑
(r,r′)∈I
e2iπ∆r,r′e(r, r′) +
+
∑
(r,r′)∈I1
(−1)re2iπ∆r,r′ q
p+r
′
− − q−p+r
′
−
4p2−
(
r′vւ(r, r′)−(p−−r′)vր(r, r′)
)
+
∑
(r,r′)∈I1
(−1)r′e2iπ∆r,r′ q
p−r
+ − q−p−r+
4p2+
(
rvց(r, r′)−(p+−r)vտ(r, r′)
)
+
∑
(r,r′)∈I1
(−1)r+r′e2iπ∆r,r′ (q
p−r
+ −q−p−r+ )(qp+r
′
− −q−p+r
′
− )√
2 (p+p−)3/2
ϕ̂(r, r′)
−
p−−1∑
r′=1
e
2iπ∆p+,r′
(−1)p++p−+r′(qp+r′− − q−p+r
′
− )√
2 (p+p−)3/2
ρ̂(p+, r
′)
−
p+−1∑
r=1
e2iπ∆r,p−
(−1)p−+p++r(qp−r+ − q−p−r+ )√
2 (p+p−)3/2
ρ̂ (r, p−).
The formulas in 3.2.1 of course allow expressing this through the Radford-map images,
similarly to other decompositions of central elments, but the above form involving primi-
tive idempotents shows that v factors into semisimple and unipotent (one-plus-nilpotent)
parts as v = v¯ v∗, with v¯ just as in the proposition and v∗ given by 1 plus all the terms
in (4.30) except the first sum, with all the factors e2iπ∆r,r′ replaced by unity. The formulas
in 4.2 then make it easy to verify that
v∗ = 1+
1
p+p−
χ(1, 1) +
1
p−
χրւ(1, 1) +
1
p+
χտց(1, 1),
whence the formula in the proposition follows immediately. 
5. SL(2,Z)-REPRESENTATIONS ON THE gp+,p− CENTER
The aim of this section is to prove Theorem 1.1. We define the SL(2,Z)-action on the
gp+,p− center Z as
S : a 7→ φ̂(χ−1(a)),
T : a 7→ e−iπ c12 S(vS−1(a)),
(5.1)
which follows [17, 18, 19] with insignificant variations. Here,
c = 13− 6p+
p−
− 6p−
p+
,
which is the central charge of the (p+, p−) conformal field theory model.
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5.1. SL(2,Z)-adapted bases in the center. We have two “distinguished” bases in the
center Z of gp+,p−, associated with the Radford and the Drinfeld maps. The “Radford”
basis is given in (3.15). The “Drinfeld” basis consists of the 2p+p−+ (p+− 1)p−+
p+(p−− 1)+ 12(p+− 1)(p−− 1) elements
χ±(r, r′), 16 r6 p+, 16 r
′
6 p−,
χտց(r, r′), 16 r6 p+−1,
16 r′6 p−,
χրւ(r, r′), 16 r6 p+,
16 r′6 p−−1,
χ(r, r′), (r, r′) ∈ I1.
From the definitions, the S mapping relates the two bases as
S
−1
(
φ̂±(r, r′)
)
= χ±(r, r′),(5.2)
S
−1
(
φ̂րւ(r, r′)
)
= χտց(r, r′),(5.3)
S
−1
(
φ̂տց(r, r′)
)
= χրւ(r, r′),(5.4)
S
−1
(
φ̂⇈(r, r′)
)
= χ(r, r′).(5.5)
In accordance with [17],
S
2
∣∣
Z
= id,
which, clearly, requires a proper choice of normalization in our formulas, most easily
checked by calculating S−1(1) = S−1
(
χ+(1, 1)
)
= φ̂+(1, 1) = Λ. (As we have noted,
this fixes the value of ζ in (3.5).)
5.2. Modular group action on the center. We now prove the most tedious part of Theo-
rem 1.1, the structure of the SL(2,Z) representation on Z in Claim 3. The proof amounts
to a series of lemmas.
5.2.1. Lemma. For (r, r′) ∈ I1, the elements
ϕ̂×(r, r′) = ϕ̂րւ(r, r′)− ϕ̂տց(r, r′)
(see the notation in (4.18)) span a 1
2
(p+−1)(p−−1)-dimensional SL(2,Z)-subrepresen-
tation in Z. Moreover, this representation is isomorphic to Rmin in (1.3).8
Proof. First, the formulas
v ϕ̂րւ(r, r′) = e2iπ∆r,r′ϕ̂րւ(r, r′) + e2iπ∆r,r′ϕ̂(r, r′),
v ϕ̂տց(r, r′) = e2iπ∆r,r′ϕ̂տց(r, r′) + e2iπ∆r,r′ϕ̂(r, r′)
(which are a direct consequence of 3.2.1 and (4.30)) show that
v ϕ̂×(r, r′) = e2iπ∆r,r′ϕ̂×(r, r′).
8We remind the reader that this is the SL(2,Z) representation in the minimal (p+, p−) conformal field
theory model.
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Second, we find S(ϕ̂րւ(r, r′)) from Eqs. (5.3) and (4.13), which imply
(5.6) S(ϕ̂րւ(r, r′)) = (−1)r′((p−−r′)χտց(r, r′) + (−1)p−r′χտց(p+−r, p−−r′))
= − 1√
2p+p−
∑
(s,s′)∈I1
(−1)rs′+r′s(qp−rs+ −q−p−rs+ )(qp+r
′s′
− − q−p+r
′s′
− )ϕ̂
տց(s, s′),
where we also used (3.12). With a similar expression for S(ϕ̂տց(r, r′)), we have
S
(
ϕ̂×(r, r′)) = 1√
2p+p−
∑
(s,s′)∈I1
(−1)rs′+r′s(qp−rs+ − q−p−rs+ )(qp−r
′s′
− − q−p−r
′s′
− )ϕ̂
×(s, s′).
The lemma is proved. 
We once again recall the notation in (4.18) and set
ψ̂(r, r′) = ϕ̂րւ(r, r′) + ϕ̂տց(r, r′).
5.2.2. Lemma. The elements φ̂⇈(r, r′), ψ̂(r, r′), and ϕ̂(r, r′) with (r, r′) ∈ I1 span a
3
2
(p+−1)(p−−1)-dimensional SL(2,Z)-subrepresentation R in Z and, moreover,
R = C3 ⊗ Rmin,
where C3 is the symmetrized square of the standard two-dimensional representation and
Rmin is the representation in (1.3).
Proof. Clearly,
v ϕ̂(r, r′) = e2iπ∆r,r′ϕ̂(r, r′)
from (4.30) and 3.2.1. We next evaluate the action of the ribbon element on φ̂⇈(r, r′)
using 3.2.1, which gives
vφ̂⇈(r, r′) = e2iπ∆r,r′
(
φ̂⇈(r, r′) + (−1)r+r′ϕ̂(r, r′) + (−1)r+r′ψ̂(r, r′)).
Next, a similar calculation yields
v ψ̂(r, r′) = e2iπ∆r,r′
(
ψ̂(r, r′) + 2ϕ̂(r, r′)
)
.
As regards the S action, we recall (5.5) and (4.17), which we rewrite as
S
−1(φ̂⇈(r, r′)) =
(−1)r+r′√
2p+p−
∑
(s,s′)∈I1
(−1)rs′+r′s(qp−rs+ − q−p−rs+ )(qp+r
′s′
− − q−p+r
′s′
− )ϕ̂(s, s
′).
Next, repeating the calculation in the proof of 5.2.1, we obtain
S
−1(ψ̂(r, r′)) = − 1√
2p+p−
∑
(s,s′)∈I1
(−1)rs′+r′s(qp−rs+ − q−p−rs+ )(qp+r
′s′
− − q−p+r
′s′
− )ψ̂(s, s
′).
This completes the proof. 
5.2.3. Lemma. For (r, r′) ∈ I, the elements ρ̂(r, r′) (see (3.22) and (3.23)) and
ϕ̂(r, r′) (see (3.26) and (3.27)) span a (p+− 1)(p−+1)-dimensional SL(2,Z)-subrep-
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resentation R in Z. Moreover, its structure is
R = C
2 ⊗ R,
where C2 is the standard two-dimensional SL(2,Z) representation and R is the repre-
sentation in (1.3).
Proof. We first calculate the ribbon action. From (4.30) and 3.2.1, we have
vϕ̂(r, r′) = e2iπ∆r,r′ϕ̂(r, r′) + e2iπ∆r,r′ ρ̂ (r, r′)
for (r, r′) ∈ I1, and
vϕ̂(r, p−) = e
2iπ∆r,p−ϕ̂(r, p−) + e
2iπ∆r,p− ρ̂(r, p−).
From (3.22) and (3.23), evidently,
vρ̂ (r, r′) = e2iπ∆r,r′ ρ̂(r, r′)
for all the ρ̂ elements in the lemma.
Next, the S-action is calculated as
S
−1(ϕ̂(r, r′)) = (−1)r′(χտց(r, r′)− (−1)p−χտց(p+−r, p−−r′))
=
1√
2p+p−
p+−1∑
s=1
(−1)r′(s+p+)+p−r(qp−rs+ −q−p−rs+ )ρ̂(s, p−)
+
1√
2p+p−
∑
(s,s′)∈I1
(−1)rs′+r′s(qp−rs+ −q−p−rs+ )(qp+r
′s′
− +q
−p+r′s′
− )ρ̂
(s, s′),
where (r, r′) ∈ I1 and we used (4.13), and, similarly,
S
−1(ϕ̂(r, p−)) = (−1)p−χտց(r, p−)
=
1√
2p+p−
p+−1∑
s=1
(−1)p−(s+p++r) (qp−rs+ −q−p−rs+ )ρ̂(s, p−)
+
1√
2p+p−
∑
(s,s′)∈I1
2(−1)(p++r)s′+p−s(qp−rs+ −q−p−rs+ )ρ̂(s, s′).
Conversely, from (4.8) we have
S
−1(ρ̂(r, r′)) =
= (p+−r)
(
χ+(r, r′) + χ−(r, p−−r′)
)− r(χ−(p+−r, r′) + χ+(p+−r, p−−r′))
= − 1√
2p+p−
(p+−1∑
s=1
(−1)rp−+r′(s+p+)(qp−rs+ −q−p−rs+ )ϕ̂(s, p−)
+
∑
(s,s′)∈I1
(−1)rs′+r′s(qp−rs+ −q−p−rs+ )(qp+r
′s′
− + q
−p+r′s′
− )ϕ̂
(s, s′)
)
,
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which completes the proof. 
Totally similarly, we establish the following lemma.
5.2.4. Lemma. For (r, r′) ∈ I, the elements ρ̂(r, r′) (see (3.24) and (3.25)) and
ϕ̂(r, r′) (see (3.28) and (3.29)) span a (p++1)(p−− 1)-dimensional SL(2,Z)-subrep-
resentation R in Z. Moreover, its structure is
R = C
2 ⊗ R,
where C2 is the standard two-dimensional SL(2,Z) representation and R is the repre-
sentation in (1.3).
To formulate our next (and final) lemma, we recall the notation in (3.16)–(3.20).
5.2.5. Lemma. The elements κ̂(r, r′), (r, r′) ∈ I, span a 1
2
(p++1)(p−+1)-dimensional
SL(2,Z)-subrepresentation Rproj in Z.
Proof. Clearly, for (r, r′) ∈ I, the ribbon element acts as
vκ̂(r, r′) = e2iπ∆r,r′ κ̂(r, r′).
As regards the S action, we recall (5.2) and (4.8), which we rewrite, for (r, r′) ∈ I1 and
using notation (3.16)–(3.20), as
S
−1(κ̂(r, r′)) = χ+(r, r′) + χ−(p+−r, r′) + χ−(r, p−−r′) + χ+(p+−r, p−−r′)
=
1√
2p+p−
(
κ̂(p+, p−) + (−1)rp−+r′p+ κ̂(0, p−)
+
p+−1∑
s=1
(−1)rp−+r′(p+−s)(qp−rs+ + q−p−rs+ )κ̂(s, p−)
+
p−−1∑
s′=1
(−1)r′p++r(p−−s′)(qp+r′s′− + q−p+r
′s′
+ )κ̂(p+, s
′)
+
∑
(s,s′)∈I1
(−1)rs′+r′s(qp−rs+ + q−p−rs+ )(qp+r
′s′
− + q
−p+r′s′
+ )κ̂(s, s
′)
)
,
and similarly for S−1(κ̂(r, p−)), S−1(κ̂(p+, r′)), and S−1(φ̂±(p+, p−)). The lemma is
proved. 
This completes the proof of Claim 3 in 1.1.
5.2.6. Claim 4 is now obvious if we recall from (4.8) that the Drinfeld-map image of
the Grothendieck ring in Z is spanned by
φ̂⇈(r, r′), (r, r′) ∈ I1, κ̂(r, r′), (r, r′) ∈ I,
ϕ̂(r, r′), (r, r′) ∈ I, ϕ̂(r, r′), (r, r′) ∈ I.
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5.3. Comparison with the SL(2,Z)-representation on generalized characters of the
W -algebra. Claim 5 in 1.1 is established by direct comparison with formulas in [22,
Lemmas 4.3 and 4.4]. First, with 5.2.1, we define
χr,r′ = χ
տց(r, r′)− χրւ(r, r′) = S ϕ̂×(r, r′), (r, r′) ∈ I1.
Then the χr,r′ transform under S and T in (5.1) as the functions χr,r′(τ) in [22] trans-
form under τ 7→ − 1
τ
and τ 7→ τ + 1. (In particular, Tχr,r′ = e−iπ c12 S(v ϕ̂×(r, r′)) =
e−iπ
c
12 e2iπ∆r,r′χr,r′ .)
Next, with 5.2.2, we define
ρr,r′ = S ϕ̂(r, r
′) =
−2√2√
p+p−
∑
(s,s′)∈I1
(−1)(r+1)s′+(r′+1)s sinπp−rs
p+
sin
πp+r
′s′
p−
φ̂⇈(s, s′),
ψr,r′ = S ψ̂(r, r
′) =
2
√
2√
p+p−
∑
(s,s′)∈I1
(−1)rs′+r′s sinπp−rs
p+
sin
πp+r
′s′
p−
ψ̂(s, s′),
ϕr,r′ = (−1)r+r′χ(r, r′),
where (r, r′) ∈ I1. Then ρr,r′ , ψr,r′ , and ϕr,r′ transform under S and T in (5.1) as the
respective functions ρr,r′(τ), ψr,r′(τ), and ϕr,r′(τ) in [22] transform under τ 7→ − 1τ
and τ 7→ τ + 1. (In particular, Tψr,r′ = e−iπ c12 e2iπ∆r,r′ (ψr,r′ + 2ρr,r′) and Tϕr,r′ =
e−iπ
c
12 e2iπ∆r,r′ (ϕr,r′ + ψr,r′ + ρr,r′).)
Similarly, with 5.2.3, we set
ϕr,r′ = −(−1)r
′
χտց(r, r′) + (−1)p−+r′χտց(p+−r, p−−r′), (r, r′) ∈ I1,
ϕr,0 = (−1)p−χտց(p+−r, p−), 16 r6 p+−1,
and
ρr,r′ = −S ρ̂ (r, r′) = r
(
χ−(p+−r, r′) + χ+(p+−r, p−−r′)
)
− (p+−r)
(
χ+(r, r′) + χ−(r, p−−r′)
)
, (r, r′) ∈ I1,
ρr,0 = S ρ̂
(p+−r, p−) = rχ+(p+−r, p−)− (p+−r)χ−(r, p−). 16 r6 p+−1.
Then the ρr,r′ and ϕr,r′ thus defined transform under S and T in (5.1) as the respective
functions ρr,r′(τ) and ϕr,r′(τ) in [22] transform under τ 7→ − 1τ and τ 7→ τ + 1.
We give some more details here, mainly because of a minor difference between the
conventions in this paper and in [5]. First, from the formulas in the proof of 5.2.3, it
follows that
Sϕr,r′ =
√
2 i√
p+p−
(p+−1∑
s=1
(−1)sr′ sinπp−rs
p+
ρs,0
+
∑
(s,s′)∈I1
2(−1)rs′+sr′ sinπp−rs
p+
cos
πp+r
′s′
p−
ρs,s′
)
,
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for all the ϕ defined above, which coincides with the S-transformation formula for
ϕr,r′(τ) found in [22]. Next, from the last formula in the proof of 5.2.3 and formulas
(3.26)–(3.27), it follows that
Sρr,r′ =
−√2 i√
p+p−
(p+−1∑
s=1
(−1)sr′ sinπp−rs
p+
ϕs,0
+
∑
(s,s′)∈I1
2(−1)rs′+sr′ sinπp−rs
p+
cos
πp+r
′s′
p−
ϕs,s′
)
for (r, r′) ∈ I1, which is also the formula for ρr,r′(− 1τ ) in [22]. Finally, it follows
from the definitions (see (3.23)) that Sρr,0 = ρ̂(p+− r, p−) = rSχ+(p+− r, p−) −
(p+− r)Sχ−(r, p−). Using (4.8) now gives
rχ+(p+−r, p−)− (p+−r)χ−(r, p−) =
√
2 i√
p+p−
(p+−1∑
s=1
(−1)(r−1)p− sinπp−rs
p+
φ̂րւ(s, p−)
+
∑
(s,s′)∈I1
2(−1)rs′ sinπp−rs
p+
ϕ̂(s, s′)
)
,
which readily shows that Sρr,0 is given by the above formula for Sρr,r′ at r′ = 0 (as
in [22]).
It next follows from the ribbon element action in 5.2.3 that
Tϕr,r′ = e
−iπ c
12 e2iπ∆r,r′ (ϕr,r′ + ρ

r,r′)
for all ϕr,r′ defined above (for ϕr,0, the simple derivation involves the identity ∆r,0 =
∆p+−r,p− , see (4.29)). Equally easily, 5.2.3 also implies that
Tρr,r′ = e
−iπ c
12 e2iπ∆r,r′ρr,r′
for all ρr,r′ defined above.
The correspondence involving the central elements in 5.2.4 is totally similar. Finally,
for the central elements in 5.2.5, the correspondence is also established straightforwardly,
and we omit the details.
5.4. Factorization of the SL(2,Z) action. We next consider factorization Claim 2 in 1.1.
As in a simpler case studied in [5], this factorization is related to the factorization of
the ribbon element in (4.27). We first note that with the M-matrix expressed as M =
(v ⊗ v)∆(v)−1, it readily follows [17] that
(5.7) S(v) = v−1.
We now define a map ξ : Ch → Z, which is an isomorphism of vector spaces and
intertwines the coadjoint and adjoint actions of gp+,p−, as
(5.8) ξ(β) = (β ⊗ id)M∗,
36 FEIGIN, GAINUTDINOV, SEMIKHATOV, AND TIPUNIN
where
(5.9) M∗ = (v∗ ⊗ v∗)∆(S(v∗)).
From the S-transformation formulas in 5.2, we immediately obtain
S
(
v∗
)
= Λ+
1
p+p−
φ̂⇈(1, 1) +
1
p+
φ̂րւ(1, 1) +
1
p−
φ̂տց(1, 1).
The maps Z→ Z given by
(5.10) S∗ = φ̂ ◦ ξ−1
and
(5.11) S¯ = ξ ◦ χ−1
then provide a factorization of S : Z→ Z,
(5.12) S = S∗S¯.
The SL(2,Z)-representation on the center is thus factored into two representations, gen-
erated by (S∗,T∗) and (S¯, T¯).
The representation generated by (S∗,T∗) can be further factored in accordance with the
factorization of v∗ as
(5.13) v∗ = v∗(+) v∗(−),
where
v∗(±) =

1+
1
p+
χտց(1, 1)
1+
1
p−
χրւ(1, 1)
= 1−
p±−1∑
m=1
p±−1∑
a=m−1
(−1)m (q
p∓
± − q−p∓± )2m−1
p±[m]±
q
p∓m(m−1−2a)−p∓(2+2a)
±
×
[
a
m−1
]2
±
em±f
m
±K
−p∓(m−2−2a)
and we calculated χտց(1, 1) and χրւ(1, 1) from (4.19) and (4.20) using (B.19) and
(B.20). This leads to a further factorization of the SL(2,Z)-action on the center, con-
structed similarly to (5.8)–(5.9).
6. CONCLUSIONS
A remarkable correspondence between modular group actions in nonsemisimple (log-
arithmic) conformal field theory models and on quantum groups deserves further study.
Another quite interesting problem is to extend the category of finite-dimensional gp+,p−-
rerpesentations such that it becomes equivalent to the category of the Wp+,p− algebra
representations realized in logarithmic (p+, p−) conformal field theory models.
LOGARITHMIC (p, q) CFTS AND QUANTUM GROUPS 37
Acknowledgments. We are grateful to A. Belavin and S. Parkhomenko for the useful
discussions. We thank G. Mutafian for help at the early stages of this work. This paper
was supported in part by the RFBR Grant 04-01-00303 and the RFBR–JSPS Grant 05-
01-02934YaF a. AMS was also supported in part by the RFBR Grant 05-01-00996. Part
of the paper was written when the authors were visiting Kyoto University, and we are
grateful to T. Miwa for hospitality.
APPENDIX A. SOME INDECOMPOSABLE gp+,p−-MODULES
A.1. P±,±r,r′ modules. As a preparation for the description of projective modules, we intro-
duce modules Pα,+r,r′ and P
α,−
r,r′ , where α = ±, with the respective structure of subquotients
described as
(A.1)
X
α
r,r′
♣
e+
{{
f+
##
X
−α
p+−r,r
′
♥
f+ 
X
−α
p+−r,r
′
♥
e+
Xα
r,r′
♣
X
α
r,r′
♣
e−
||
f−
""
X
−α
r,p−−r
′
♦
f− 
X
−α
r,p−−r
′
♦
e−
Xα
r,r′
♣
1
For 16 r6 p+ − 1 and 16 r′6 p−, the P±,+r,r′ module has the basis
(A.2) {t↑n,n′, t↓n,n′} 06n6r−1
06n′6r′−1
∪ {t←k,k′, t→k,k′}06k6p+−r−1
06k′6r′−1
,
where t↑n,n′ is the basis corresponding to the top X
±
r,r′ module in (A.1), t↓n,n′ to the bottom
X±r,r′ , t
→
k,k′ to the right X∓p+−r,r′, and t
←
k,k′ to the left X∓p+−r,r′ module. We fix the arbitrariness
involved in choosing t→, t←, and t↑ by specifying the gp+,p−-action in P
α,+
r,r′ as
Kt↑n,n′ = αq
r−1−2n
+ q
r′−1−2n′
− t
↑
n,n′, Kt
↓
n,n′ = αq
r−1−2n
+ q
r′−1−2n′
− t
↓
n,n′,
06n6 r−1, 06n′6 r′−1,
Kt→k,k′ = −αqp+−r−1−2k+ qr
′−1−2k′
− t
→
k,k′, Kt
←
k,k′ = −αqp+−r−1−2k+ qr
′−1−2k′
− t
←
k,k′,
06 k6 p+−r−1, 06 k′6 r′−1,
e+t
↑
n,n′ =
{
(α)p−(−1)r′−1[n]+[r−n]+t↑n−1,n′ + t↓n−1,n′, 16n6 r − 1,
t←p+−r−1,n′ , n = 0,
e+t
→
k,k′ =
{
(−α)p−(−1)r′−1[k]+[p+−r−k]+t→k−1,k′, 16 k6 p+−r−1,
t
↓
r−1,k′, k = 0,
e+t
←
k,k′ = (−α)p−(−1)r
′−1[k]+[p+−r−k]+t←k−1,k′, 06 k6 p+−r−1
(with t←−1,k′ ≡ 0),
(A.3)
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e+t
↓
n,n′ = (α)
p−(−1)r′−1[n]+[r−n]+t↓n−1,n′, 06n6 r−1 (with t↓−1,n′ ≡ 0),
f+t
↑
n,n′ =
{
t
↑
n+1,n′, 06n6 r−2,
t→0,n′ , n = r−1,
f+t
←
k,k′ =
{
t←k+1,k′, 06 k6 p+−r−2,
t
↓
0,k′, k = p+−r−1,
f+t
→
k,k′ = t
→
k+1,k′, 06 k6 p+−r−1 (with t→p+−r,k′ ≡ 0),
f+t
↓
n,n′ = t
↓
n+1,n′, 06n6 r−1 (with t↓r,n′ ≡ 0),
where 06n′, k′6 r′−1, and
e−t
↑
n,n′ = (α)
p+(−1)r−1[n′]−[r′−n′]−t↑n,n′−1 (with t↑n,−1 ≡ 0),
e−t
→
k,k′ = (−α)p+(−1)p+−r−1[k′]−[r′−k′]−t→k,k′−1 (with t→k,−1 ≡ 0),
e−t
←
k,k′ = (−α)p+(−1)p+−r−1[k′]−[r′−k′]−t←k,k′−1 (with t←k,−1 ≡ 0),
e−t
↓
n,n′ = (α)
p+(−1)r−1[n′]−[r′−n′]−t↓n,n′−1 (with t↓n,−1 ≡ 0),
f−t
↑
n,n′ = t
↑
n,n′+1 (with t
↑
n,r′ ≡ 0), f−t→k,k′ = t→k,k′+1 (with t→k,r′ ≡ 0),
f−t
←
k,k′ = t
←
k,k′+1 (with t←k,r′ ≡ 0), f−t↓n,n′ = t↓n,n′+1 (with t↓n,r′ ≡ 0),
where 06n6 r−1, 06 k6 p+−r−1, and 06n′, k′6 r′−1.
For 16 r6 p+ and 16 r′6 p−−1, we similarly define the P±,−r,r′ module.
A.2. Projective modules. We describe the projective modules P±r,r′ for 16 r6 p+ and
16 r′6 p−. First, for 16 r6 p+−1 and 16 r′6 p−−1, the projective module P±r,r′ is a
second extension of the Verma module V±r,r′ ,
(A.4) V±r,r′
e−
uu
e+
))
V∓r,p−−r′
e+ ##
V∓p+−r,r′
e−||
V±p+−r,p−−r′
and is therefore a “deck” of sixteen subquotients shown in Fig. 2. We note that dimP±r,r′ =
4p+p− for 16 r6 p+−1 and 16 r′6 p−−1. Second, P±r,p− = P±,+r,p− for 16 r6 p+−1 and
P±p+,r′ = P
±,−
p+,r′
for 16 r′6 p−−1, where the modules P±,+r,p− and P±,−p+,r′ are defined above
in A.1. Third, P±p+,p− = X
±
p+,p−
are irreducible.
The module P±r,r′ has the basis
(A.5) t•n,n′, b•n,n′, r•k,k′, l•k,k′,
where • ∈ {↑, ↓,→,←}, 06n′6 r′− 1, 06 k′6 p−− r′− 1, 06n, k6 r− 1 if • ∈ {↑, ↓},
06n, k6 p+− r−1 if • ∈ {→,←}, and t•n,n′ is the basis corresponding to the top module
P
±,+
r,r′ , b
•
n,n′ to the bottom P
±,+
r,r′ , r
•
k,k′ to the right P
∓,+
r,p−−r′
, and l•k,k′ to the left module
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P
∓,+
r,p−−r′
in the diagram
(A.6) P±,+r,r′
e−
xx
f−
&&
P
∓,+
r,p−−r′
f− 
P
∓,+
r,p−−r′
e−  
P
±,+
r,r′
The action of the generators K, e+, and f+ on t•n,n′ is defined in (A.3) and the action
of e− and f− is given by
e−t
•
n,n′ =
{
(±1)p+(−1)r−1[n′]−[r′−n′]−t•n,n′−1 + b•n,n′−1, 16n′6 r′−1,
l•n,p−−r′−1, n
′ = 0,
f−t
•
n,n′ =
{
t•n,n′+1, 06n
′6 r′−2,
r•n,0, n
′ = r′−1.
where • ∈ {↑, ↓} and 06n6 r − 1,
e−t
•
n,n′ =
{
(∓1)p+(−1)p+−r−1[n′]−[r′−n′]−t•n,n′−1 + b•n,n′−1, 16n′6 r′−1,
l•n,p−−r′−1, n
′ = 0,
f−t
•
n,n′ =
{
t•n,n′+1, 06n
′6 r′−2,
r•n,0, n
′ = r′−1.
where • ∈ {→,←} and 06n6 p+ − r − 1.
The action of the generators K, e+, f+, and f− on r•n,n′ coincides with the action on
P
∓,+
r,p−−r′
(see A.1). The action of e− is given by
e−r
•
k,k′ =
{
(∓1)p+(−1)r−1[k′]−[p−−r′−k′]−r•k,k′−1, 16 k′6 p−−r′−1,
b•k,r′−1, k
′ = 0,
where • ∈ {↑, ↓} and 06 k6 r − 1,
e−r
•
k,k′ =
{
(±1)p+(−1)p+−r−1[k′]−[p−−r′−k′]−r•k,k′−1, 16 k′6 p−−r′−1,
b•k,r′−1, k
′ = 0,
where • ∈ {→,←} and 06 k6 p+ − r − 1.
The action of the generators K, e+, f+, and e− on l•n,n′ coincides with the action on
P
∓,+
r,p−−r′
(see A.1). The action of f− is given by
f−l
•
k,k′ =
{
l•k,k′+1, 06 k
′6 p−−r′−2,
b•k,0, k
′ = p−−r′−1,
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where • ∈ {↑, ↓} and 06 k6 r − 1,
f−l
•
k,k′ =
{
l•k,k′+1, 06 k
′6 p−−r′−2,
b•k,0, k
′ = p−−r′−1,
where • ∈ {→,←} and 06 k6 p+−r−1.
The gp+,p−-action on b•n,n′ is defined in A.1.
APPENDIX B. THE CENTER OF gp+,p−
Here, we find the center of gp+,p− using the isomorphism between the center and the
algebra of bimodule endomorphisms of the regular representation. In B.1, we study de-
composition of the regular representation as a gp+,p−-bimodule. In B.2, we describe the
algebra of bimodule endomorphisms of the regular representation. In B.3, the canonical
central elements are also constructed explicitly in terms of the algebra generators. In B.4,
we collect several calculations needed in the proofs in this paper.
B.1. Decomposition of the regular representation. We study the decomposition of the
regular representation as a gp+,p−-bimodule. For this, we closely follow the strategy
proposed in [5] for (p, 1) models. The starting point is to introduce indecomposable
gp+,p−-bimodules Q
±,±
r,r′ defined as follows. For 16 r6 p+ − 1 and 16 r′6 p−, Q±,+r,r′ is
composed of eight subquotients with the left gp+,p−-action represented as
X
±
r,r′⊠X
±
r,r′
e+
{{vv
vv
vv f+
##H
HH
HH
H
X
∓
p+−r,r′
⊠X
∓
p+−r,r′
e+
{{vv
vv
vv f+
##H
HH
HH
H
X
∓
p+−r,r′
⊠X
±
r,r′
f+ ##
HH
HH
HH
X
∓
p+−r,r′
⊠X
±
r,r′
e+{{vv
vv
vv
X
±
r,r′⊠X
∓
p+−r,r′
f+ ##
HH
HH
HH
X
±
r,r′⊠X
∓
p+−r,r′
e+{{vv
vv
vv
X
±
r,r′⊠X
±
r,r′
X
∓
p+−r,r′
⊠X
∓
p+−r,r′
1
and the right action as
X
±
r,r′⊠X
±
r,r′ e+
((
f+
++
X
∓
p+−r,r′
⊠X
∓
p+−r,r′
e+
qq
f+
rr
X
∓
p+−r,r′
⊠X
±
r,r′
f+
,,
X
∓
p+−r,r′
⊠X
±
r,r′
e+
**
X
±
r,r′⊠X
∓
p+−r,r′
f+
rr
X
±
r,r′⊠X
∓
p+−r,r′
e+ppX
±
r,r′⊠X
±
r,r′
X
∓
p+−r,r′
⊠X
∓
p+−r,r′
1
In these diagrams, as we have noted, it is understood that the gp+,p−-action on each sub-
quotient is changed compared with the action on the corresponding irreducible representa-
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tion in agreement with the arrows connecting a given subquotient with others. For exam-
ple, e+ maps the highest-weight vector of X+r,r′ into the lowest-weight vector in X
−
p+−r,r′
.
For 16 r6 p+ and 16 r′6 p− − 1, the bimodules Q±,−r,r′ are defined in the same way
with the substitution e+ 7→ e−, f+ 7→ f−, and X∓p+−r,r′ 7→ X∓r,p−−r′ in the above diagrams.
B.1.1. Proposition. As a gp+,p−-bimodule, the regular representation decomposes as
Reg =
⊕
(r,r′)∈I1
Q(r, r′)⊕
p+−1⊕
r=1
Q(r, p−)⊕
p−−1⊕
r′=1
Q(p+, r
′)⊕ Q(p+, p−)⊕ Q(0, p−),
where
(1) Q(p+, p−) = X+p+,p− ⊠ X+p+,p− and Q(0, p−) = X−p+,p− ⊠ X−p+,p− are simple bimod-
ules;
(2) Q(r, p−) = Q+,+r,p− and Q(p+, r′) = Q+,−p+,r′ for 16 r6 p+ − 1 and 16 r′6 p− − 1;
(3) the bimodules Q(r, r′), 16 r6 p+ − 1 and 16 r′6 p− − 1, are indecomposable
and admit two length-3 filtrations:
(B.1) 0 ⊂ R+2 (r, r′) ⊂ R+(r, r′) ⊂ Q(r, r′),
where the structure of subquotients is given by
Q(r, r′)/R+(r, r′) = Q+,+r,r′ ⊕ Q−,+r,p−−r′ ,
R
+(r, r′)/R+2 (r, r
′) = 2Q−,+r,p−−r′ ⊕ 2Q+,+r,r′ ,
R
+
2 (r, r
′) = Q+,+r,r′ ⊕ Q−,+r,p−−r′ ,
and
(B.2) 0 ⊂ R−2 (r, r′) ⊂ R−(r, r′) ⊂ Q(r, r′),
where the structure of subquotients is given by
Q(r, r′)/R−(r, r′) = Q+,−r,r′ ⊕ Q−,−p+−r,r′,
R
−(r, r′)/R−2 (r, r
′) = 2Q−,−p+−r,r′ ⊕ 2Q+,−r,r′ ,
R
−
2 (r, r
′) = Q+,−r,r′ ⊕ Q−,−p+−r,r′.
We do not repeat the standard steps leading to this statement, the derivation is totally
similar to the one in [5].
B.2. Bimodule homomorphisms and the center. Here, we study the algebra of bimod-
ule endomorphisms of the regular representation Reg. Simultaneously, we derive the
structure of the gp+,p− center because bimodule endomorphisms of the regular represen-
tation are in a one-to-one correspondence with elements in the center.
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B.2.1. Clearly, the algebra of bimodule endomorphisms of Reg decomposes, in agree-
ment with (2.21), as
End
(
Reg
)
=
⊕
(r,r′)∈I1
End
(
Q(r, r′)
)⊕ p+−1⊕
r=1
End
(
Q(r, p−)
)⊕
p−−1⊕
r′=1
End
(
Q(p+, r
′)
)⊕ End(Q(p+, p−))⊕ End(Q(0, p−)).
For each Q(r, r′), there is a bimodule endomorphism e(r, r′) : Reg → Reg that acts as
identity on Q(r, r′) and is zero on Q(s, s′) unless s = r and s′ = r′. These endomorphisms
give rise to 1
2
(p++1)(p−+1) primitive idempotents (also denoted by e(r, r′)) in the
center of gp+,p−.
Next, for each Q(r, r′) with (r, r′) ∈ I1,
(1) there is a homomorphism vր(r, r′) : Q(r, r′)→ Q(r, r′) (defined up to a nonzero
factor) whose image is Q+,+r,r′ ; in other words, vր(r, r′) sends the quotient Q+,+r,r′
(see (B.1)) into the subbimodule Q+,+r,r′ at the bottom of Q(r, r′) and is zero on
Q(s, s′) unless s = r and s′ = r′.
(2) Similarly, there is a central element associated with the homomorphismvտ(r, r′) :
Q(r, r′)→ Q(r, r′) with the image Q+,−r,r′ , i.e., sending the quotientQ+,−r,r′ (see (B.2))
into the subbimodule Q+,−r,r′ (and zero on Q(s, s′) unless s = r and s′ = r′).
(3) A central element is associated with the homomorphism vւ(r, r′) : Q(r, r′) →
Q(r, r′) with the image Q−,+r,p−−r′ , i.e., sending the quotient Q
−,+
r,p−−r′
(see (B.1)) into
the subbimodule Q−,+r,p−−r′ (and zero on Q(s, s′) unless s = r and s′ = r′).
(4) Similarly, there is a central element associated with the homomorphismvց(r, r′) :
Q(r, r′) → Q(r, r′) with the image Q−,−p+−r,r′ , i.e., sending the quotient Q−,−p+−r,r′
(see (B.2)) into the subbimodule Q−,−p+−r,r′ (and zero on Q(s, s′) unless s = r and
s′ = r′).
(5) There is also a homomorphism w↑ (r, r′) : Q(r, r′) → Q(r, r′) (defined up to a
nonzero factor) whose image is X+r,r′ ⊠ X+r,r′; in other words, w↑ (r, r′) sends the
quotient X+r,r′ ⊠ X
+
r,r′ into the subbimodule X+r,r′ ⊠ X+r,r′ at the bottom of Q(r, r′)
and is zero on Q(s, s′) unless s = r and s′ = r′.
(6) Similarly, there is a homomorphismw→(r, r′) : Q(r, r′)→ Q(r, r′) whose image
is X−p+−r,r′ ⊠ X
−
p+−r,r′
; in other words, w→(r, r′) sends the quotient X−p+−r,r′ ⊠
X−p+−r,r′ into the subbimodule X
−
p+−r,r′
⊠ X−p+−r,r′ at the bottom of Q(r, r
′) and is
zero on Q(s, s′) unless s = r and s′ = r′.
(7) There is also a homomorphism w←(r, r′) : Q(r, r′) → Q(r, r′) whose image is
X−r,p−−r′⊠X
−
r,p−−r′
; in other words,w←(r, r′) sends the quotientX−r,p−−r′⊠X
−
r,p−−r′
into the subbimodule X−r,p−−r′ ⊠ X
−
r,p−−r′
at the bottom of Q(r, r′) and is zero
on Q(s, s′) unless s = r and s′ = r′.
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(8) Similarly, there is also a homomorphism w↓(r, r′) : Q(r, r′) → Q(r, r′) whose
image is X+p+−r,p−−r′ ⊠ X
+
p+−r,p−−r′
; in other words, w↓(r, r′) sends the quotient
X+p+−r,p−−r′ ⊠ X
+
p+−r,p−−r′
into the subbimodule X+p+−r,p−−r′ ⊠ X
+
p+−r,p−−r′
at the
bottom of Q(r, r′) and is zero on Q(s, s′) unless s = r and s′ = r′.
These maps give 4(p+−1)(p−−1) nilpotent elementsw←(r, r′), w↑ (r, r′), w→(r, r′),
w↓(r, r′), vտ(r, r′), vր(r, r′), vց(r, r′), vւ(r, r′). From the structure of the maps, it is
obvious that relations (2.22) are satisfied and that all other compositions are zero.
Next, for each Q(r, p−) with 16 r6 p+ − 1, there is a homomorphism v↑ (r, p−) :
Q(r, p−) → Q(r, p−) with the image X+r,p− ⊠ X+r,p−; in other words, v↑ (r, p−) sends
the quotient X+r,p− ⊠ X
+
r,p−
into the subbimodule X+r,p− ⊠ X
+
r,p−
at the bottom of Q(r, p−)
and is zero on Q(r′, p−) with r′ 6= r. Similarly, for each r = 1, . . . , p+ − 1, there is a
central element associated with the homomorphism v→(r, p−) : Q(r, p−) → Q(r, p−)
with the image X−p+−r,p− ⊠ X
−
p+−r,p−, i.e., sending the quotient X
−
p+−r,p− ⊠ X
−
p+−r,p− into
the subbimodule X−p+−r,p− ⊠ X
−
p+−r,p− (and zero on Q(r′, p−) with r′ 6= r). Next, for
each Q(p+, s) with 16 s6 p− − 1, there are similar homomorphisms v↑ (p+, s) and
v←(p+, s) : Q(p+, s)→ Q(p+, s).
This gives 2(p+− 1) + 2(p−− 1) more elements v↑ (r, p−), v→(r, p−), v↑ (p+, s),
v←(p+, s), which are obviously in the radical of the center.
The above is just restated in 2.4.1.
B.2.2. Canonical decomposition of central elements. Any central element A can be
decomposed in the above central elements as
(B.3) A =
∑
(r,r′)∈I
ar,r′e(r, r
′) +
∑
(r,r′)∈I1
•∈{ր,տ,ց,ւ}
b•r,r′v
• (r, r′)
+
∑
(r,r′)∈I1
•∈{↑,↓,→,←}
c•r,r′w
•(r, r′) +
p+−1∑
r=1
•∈{↑,→}
b•rv
• (r, p−) +
p−−1∑
r′=1
•∈{↑,←}
c•r′v
• (p+, r
′).
It immediately follows from B.2.1 that the coefficient ar,r′ is the eigenvalue of A in the
irreducible representation X+r,r′ . To determine the b•r,r′ , c•r,r′ , b•r, and c•r′ coefficients simi-
larly, we fix the normalizations such that in terms of the respective bases described in A.2,
v• (r, r′), w•(r, r′), v• (r, p−), and v• (p+, r′) act as
vր(r, r′) t•n,n′ = b
•
n,n′, • ∈ {↑, ↓,→,←}, in P+r,r′ and P−p+−r,r′,
with vր(r, r′) being identically zero on any module other than P+r,r′ or P−p+−r,r′; similarly,
vտ(r, r′) x↑n,n′ = x
↓
n,n′, x ∈ {t, r, l, b}, in P+r,r′ and P−r,p−−r′,
vւ(r, r′) t•n,n′ = b
•
n,n′, • ∈ {↑, ↓,→,←}, in P−r,p−−r′ and P+p+−r,p−−r′,
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vց(r, r′) x↑n,n′ = x
↓
n,n′, x ∈ {t, r, l, b}, in P−p+−r,r′ and P+p+−r,p−−r′,
w↑ (r, r′) t↑n,n′ = b
↓
n,n′ in P
+
r,r′,
w→(r, r′) t↑n,n′ = b
↓
n,n′ in P
−
p+−r,r′
,
w←(r, r′) t↑n,n′ = b
↓
n,n′ in P
−
r,p−−r′
,
w↓(r, r′) t↑n,n′ = b
↓
n,n′ in P
+
p+−r,p−−r′
,
v↑ (r, p−) t
↑
n,n′ = t
↓
n,n′ in P
+
r,p−
,
v→(r, p−) t
↑
n,n′ = t
↓
n,n′ in P
−
p+−r,p−
,
v↑ (p+, r
′) t↑n,n′ = t
↓
n,n′ in P
+
p+,r′
,
v←(p+, r
′) t↑n,n′ = t
↓
n,n′ in P
−
p+,p−−r′
.
Then the coefficients in (B.3) are determined from the relation
At•n,n′ = b
ր
r,r′b
•
n,n′ in P+r,r′, • ∈ {↑, ↓,→,←},
Ax↑n,n′ = b
տ
r,r′x
↓
n,n′ in P
−
r,p−−r′
, x ∈ {t, r, l, b},
At•n,n′ = b
ւ
r,r′b
•
n,n′ in P+p+−r,p−−r′, • ∈ {↑, ↓,→,←},
Ax↑n,n′ = b
ց
r,r′x
↓
n,n′ in P
−
p+−r,r′
, x ∈ {t, r, l, b},
At↑n,n′ = c
↑
r,r′b
↓
n,n′ in P
+
r,r′,
At↑n,n′ = c
→
r,r′ b
↓
n,n′ in P
−
p+−r,r′
,
At↑n,n′ = c
←
r,r′ b
↓
n,n′ in P
−
r,p−−r′
,
At↑n,n′ = c
↓
r,r′ b
↓
n,n′ in P
+
p+−r,p−−r′
,
At↑n,n′ = b
↑
rt
↓
n,n′ in P
+
r,p−,
At↑n,n′ = b
→
r t
↓
n,n′ in P
−
p+−r,p−,
At↑n,n′ = c
↑
r′t
↓
n,n′ in P
−
p+,r′
,
At↑n,n′ = c
←
r′ t
↓
n,n′ in P
−
p+,p−−r′
.
These formulas are used many times in explicit calculations in the text.
B.3. Explicit construction of the canonical basis in the center. To explicitly construct
the canonical central elements in 2.4.1 in terms of the gp+,p− generators, we proceed
similarly to [5, 19].
Let (r, r′) ∈ I (see (1.12)). We set
β+(r, r
′) = (−1)r′(qp−r+ + q−p−r+ ),
β−(r, r
′) = (−1)r(qp+r′− + q−p+r
′
− ).
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These are roots of the respective polynomials ψ+ and ψ− (see B.4.2). Moreover, as (r, r′)
range over the set I, all roots of ψ+ and ψ− occur among the values taken by β+(r, r′)
and β−(r, r′) respectively (not necessarily once). We then define
ψ±,r,r′(x) =

ψ±(x)
x− β±(r, r′) , β±(r, r
′) = 2 or β±(r, r
′) = −2,
ψ±(x)
(x− β±(r, r′))2 otherwise
and set
w±(r, r
′) =
{
0, β±(r, r
′) = 2 or β±(r, r
′) = −2,
(C± − β±(r, r′))ψ±,r,r′(C±) otherwise
and
e±(r, r
′) =
1
ψ±,r,r′(β±(r, r′))
(
ψ±,r,r′(C±)− ψ
′
±,r,r′(β±(r, r
′))
ψ±,r,r′(β±(r, r′))
w±(r, r
′)
)
,
where ψ′±,r,r′(x) = ∂ψ±,r,r′(x)/∂x.
Then
(B.4) e(r, r′) = e+(r, r′)e−(r, r′), (r, r′) ∈ I,
are the 1
2
(p++1)(p−+1) primitive idempotents in the center.
The constants ψ±,r,r′(β±(r, r′)) involved in the normalization factors are easily found
explicitly. For this, we recall that the Chebyshev polynomials are eigenfunctions of a
second-order differential operator,(
(x2 − 4) ∂
2
∂x2
+ 3x
∂
∂x
+ 1
)
Us(x) = s
2Us(x).(B.5)
Whenever β±(r, r′) 6= 2 and β±(r, r′) 6= −2, i.e., a = β±(r, r′) is a multiplicity-2 root of
ψ±(x) in 2.2.5, we use (B.5) and (4.23) to find
(a2 − 4)ψ±,r,r′(a) = 4p2± + 2p±aU2p±(a)
and hence
(B.6) ψ+,r,r′(β+(r, r′)) = 4p
2
+
(q
p−r
+ − q−p−r+ )2
, ψ−,r,r′(β−(r, r
′)) =
4p2−
(q
p+r′
− − q−p+r
′
− )
2
.
Also, if β±(r, r′) = 2, then
ψ±,r,r′(β±(r, r
′)) =
4p2±
3
+
4p±
3
U2p±(2) =
4p2±
3
+
8p2±
3
= 4p2±,
and if β±(r, r′) = −2, then
ψ±,r,r′(β±(r, r
′)) = −4p
2
±
3
+
4p±
3
U2p±(−2) = −4p2±.
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To construct the canonical nilpotent elements, we next introduce the operators9
pi↑ (r, r′) =
1
2p+p−
2p+p−−1∑
j=0
r−1∑
a=−r+1
step=2
r′−1∑
a′=−r′+1
step=2
q
−aj
+ q
−a′j
− K
j ,
pi←(r, r′) =
1
2p+p−
2p+p−−1∑
j=0
r−1∑
a=−r+1
step=2
p−−r′−1∑
a′=−p−+r′+1
step=2
(−1)jq−aj+ q−a
′j
− K
j,
pi→(r, r′) =
1
2p+p−
2p+p−−1∑
j=0
p+−r−1∑
a=−p++r+1
step=2
r′−1∑
a′=−r′+1
step=2
(−1)jq−aj+ q−a
′j
− K
j ,
pi↓(r, r′) =
1
2p+p−
2p+p−−1∑
j=0
p+−r−1∑
a=−p++r+1
step=2
p−−r′−1∑
a′=−p−+r′+1
step=2
q
−aj
+ q
−a′j
− K
j.
These are pairwise orthogonal projection operators. We also note that
pi↑ (r, r′) + pi←(r, r′) + pi→(r, r′) + pi↓(r, r′) =
1
2
(1 + (−1)p−(r−1)+p+(r′−1)Kp+p−)
and
pi←(r, p−) = pi
→(p+, r
′) = pi↓(r, p−) = pi
↓(p+, r
′) = 0.
For (r, r′) ∈ I1 (see (1.9)), we use the above projectors to define the central elements
(B.7)
vր(r, r′) = e+(r, r
′)w−(r, r
′)
(
pi↑ (r, r′) + pi→(r, r′)
)
,
vւ(r, r′) = e+(r, r
′)w−(r, r
′)
(
pi←(r, r′) + pi↓(r, r′)
)
,
vտ(r, r′) = w+(r, r
′)e−(r, r
′)
(
pi↑ (r, r′) + pi←(r, r′)
)
,
vց(r, r′) = w+(r, r
′)e−(r, r
′)
(
pi→(r, r′) + pi↓(r, r′)
)
.
Clearly, their nonzero products are those in (2.22), with
w↑ (r, r′) = w+(r, r
′)w−(r, r
′)pi↑ (r, r′),
w→(r, r′) = w+(r, r
′)w−(r, r
′)pi→(r, r′),
w←(r, r′) = w+(r, r
′)w−(r, r
′)pi←(r, r′),
w↓(r, r′) = w+(r, r
′)w−(r, r
′)pi↓(r, r′).
The idempotent e(r, r′) acts as identity on each of these 8 elements. This gives (1 + 8) ·
1
2
(p+−1)(p−−1) central elements, labeled by (r, r′) ∈ I1. In addition, for 16 r6 p+−1,
there are the central radical elements
(B.8)
v↑ (r, p−) = w+(r, p−)e−(r, p−)pi
↑ (r, p−),
v→(r, p−) = w+(r, p−)e−(r, p−)pi
→(r, p−),
9The notation is correlated with the top, left, right, and bottom modules in (2.7); these pi operators
project on the weights (i.e., the eigenvalues of K) occurring in the respective irreducible modules.
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on which e(r, p−) acts as identity (the total of (1 + 2) · (p+ − 1) central elements), and
for 16 r′6 p−−1, there are the central radical elements
(B.9)
v↑ (p+, r
′) = e+(p+, r
′)w−(p+, r
′)pi↑ (p+, r
′),
v←(p+, r
′) = e+(p+, r
′)w−(p+, r
′)pi←(p+, r
′),
on which e(p+, r′) acts as identity (the total of (1 + 2) · (p− − 1) central elements).
B.4. Some gp+,p− calculations.
B.4.1. Proof of 2.3.4. Here, we prove about a quarter of the relations in 2.3.4 by estab-
lishing a similar statement for γ(r, r′) with α↑,↓ = α↓,• = β↓,• = β↑,• = 0, in which case
the trace actually restricts to the submodule P+,+r,r′ ⊕P−,+p+−r,r′ ⊂ Pr,r′ (see the definition of
the modules P±,±r,r′ in A.1), and which eventually (after we ensure that α↑,↑ = α↑,→) gives
γրւ(r, r′) in (2.16).
We thus temporarily write γրւ(r, r′) for γ(r, r′) as defined in (2.15) in the case where
α↑,↓ = α↓,• = β↓,• = β↑,• = 0. It is a q-character if and only if (see (2.8))
0 = γրւ(xy)− γրւ(S2(y)x) ≡ Tr
Pr,r′
(g−1x[y, σրւ]),
where, as we have just noted,
Tr
Pr,r′
(g−1x[y, σրւ]) = Tr
P
+,+
r,r′
⊕P−,+
p+−r,r
′
(g−1x[y, σրւ])
It now follows from the formulas in A.1 that [K, σրւ(r, r′)] = 0 and the other commuta-
tion relations in P+,+r,r′ are given by
[e+, σ
րւ(r, r′)]b↓,↑n,n′ =
{
α↑,↑b↓,↑n−1,n′, 16n6 r−1,
α↑,↑b←,↑p+−r−1,n′, n = 0,
[e+, σ
րւ(r, r′)]b↑,↑n,n′ =
{
−α↑,↑b↑,↑n−1,n′, 16n6 r−1,
0, n = 0,
[e+, σ
րւ(r, r′)]b→,↑k,k′ =
{
0, 16 k6 p+−r−1,
−α↑,↑b↑,↑r−1,k′, k = 0,
[e+, σ
րւ(r, r′)]b←,↑k,k′ = 0, 16 k6 p+−r−1.
Writing the trace operation as
Tr
P
+,+
r,r′
(x) =
r−1∑
n=1
r′−1∑
n′=0
〈b↑,↑n,n′|x|b↑,↑n,n′〉+
p+−r−1∑
n=1
r′−1∑
n′=0
〈b←,↑n,n′|x|b←,↑n,n′〉
+
p+−r−1∑
n=1
r′−1∑
n′=0
〈b→,↑n,n′|x|b→,↑n,n′〉+
r−1∑
n=1
r′−1∑
n′=0
〈b↓,↑n,n′|x|b↓,↑n,n′〉,
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we then have
Tr
P
+,+
r,r′
(g−1x[e+, σ
րւ ]) = α↑,↑
r′−1∑
n′=0
〈b↓,↑0,n′|g−1x|b←,↑p+−r−1,n′〉 − α↑,↑
r′−1∑
n′=0
〈b→,↑0,n′ |g−1x|b↑,↑r−1,n′〉
and, similarly,
Tr
P
−,+
p+−r,r
′
(g−1x[e+, σ
րւ ]) =
= α↑,→
r′−1∑
n′=0
〈b↓,→0,n′ |g−1x|b←,→r−1,n′〉 − α↑,→
r′−1∑
n′=0
〈b→,→0,n′ |g−1x|b↑,→p+−r−1,n′〉.
Summing these two contributions of the modules P+,+r,r′ and P
−,+
p+−r,r′
and using the obvi-
ous correspondence between the bases in the respective composition factors in P+,+r,r′ and
P
−,+
p+−r,r′
, we immediately obtain that the trace in (2.11) with y = e+ vanishes if and only
if α↑,↑ = α↑,→.
Similar calculations for the other generators (f+, e−, and f−) give no more conditions
for γրւ(r, r′) to be a q-character. This completes the proof in the simpler case of γրւ .
The case of γ⇈ is equally uneventful but somewhat lengthier.
B.4.2. Casimir operators. In the calculations, we often use the well-known quantum-
sℓ(2) identity (see, e.g., [27])
(B.10) fm+ em+ = (−1)m
m−1∏
s=0
C+ + q
p−(2s+1)
+ K+ + q
−p−(2s+1)
+ K
−1
+
(q
p−
+ −q−p−+ )2
, m < p+,
where the element
(B.11) C+ = −qp−+ K−1+ − q−p−+ K+ − (qp−+ − q−p−+ )2e+f+
is central in gp+,p− and therefore acts by the same eigenvalue on all vectors in each irre-
ducible representation: using (2.6), we readily calculate
(B.12) C+
∣∣
Xα
r,r′
= αp−(−1)r′(qp−r+ + q−p−r+ ).
Similarly,
(B.13) em′− fm
′
− = (−1)m
′
m′−1∏
s′=0
C− + q
−p+(2s
′+1)
− K− + q
p+(2s
′+1)
− K
−1
−
(q
p+
− −q−p+− )2
, m′ < p−,
where
(B.14) C− = −qp+− K−1− − q−p+− K− − (qp+− − q−p+− )2e−f−
is central and
(B.15) C−
∣∣
Xα
r,r′
= αp+(−1)r(qp+r′− + q−p+r
′
− ).
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The elements C+ satisfy the equations
(B.16) ψ+(C+) = 0, ψ−(C−) = 0,
where
ψ±(x) =
p±−1∏
r=0
(x+ q
p∓r
± + q
−p∓r
± )(x− qp∓r± − q−p∓r± )
(another relation between C+ and C−, characteristic of the gp+,p− quantum group rather
than of the quantum sℓ(2), is given in (4.24)). We note that ψ+(x) (and similarly ψ−(x))
has two roots of multiplicity 1, which are ±2, and all the other roots are of multiplicity 2.
In finding decompositions of central elements as explained in B.2.2, we also need the
action of C± on some indecomposable modules. For example, the action of C+ on Pα,+r,r′
(see A.1) can be written as
(B.17) C+
∣∣
P
α,+
r,r′
= αp−(−1)r′(qp−r+ + q−p−r+ )− (qp−+ − q−p−+ )2
∑
n,n′
t
↓
n,n′
∂
∂t↑n,n′
in terms of the bases introduced in A.1. It now follows from (B.17) and (B.10) that
fm+ e
m
+ t
↑
a,a′ =
m−1∏
s=0
(
t
↓
a,a′
∂
∂t↑a,a′
+ αp−(−1)r′−1[s− a + r]+ [a− s]+
)
t
↑
a,a′ , m < p+.
Writing fm+ em+ t
↑
a,a′ = A↑t
↑
a,a′ + A↓t
↓
a,a′ , we see that
A↓ = α
p−(m−1)(−1)(m−1)(r′−1) [x1](Cm+,r,a(x)),
where we define the polynomials
(B.18) Cm±,r,a(x) =
m−1∏
s=0
(x+ [s− a+ r]±[a− s]±)
and use [xn](f(x)) to denote the coefficient at xn.
Similar formulas can be easily written for the action of C− and for the action of C±
on other indecomposable modules.
We note that
[x0]
(
C
m
±,r,a(x)
)
= ([m]±!)
2
[
a
m
]
±
[
r−a+m−1
m
]
±
and
[x1]
(
C
m
+,1,a(x)
)
= (−1)m+1[m]+![m−1]+!
[
a−1
a−m
]2
+
,(B.19)
with [x1]
(
Cm+,1,0(x)
)
= (−1)m+1[m]+![m−1]+! for m> 1, and
[x1]
(
C
m
+,p+−1,a
(x)
)
= (−1)(p−+1)(m+1)[m−1]+![m]+!
[
a
m−1
]2
+
.(B.20)
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B.4.3. Proof of 3.2.1. We begin with calculating the comultiplication of the cointegral as
(B.21) ∆(Λ) = ζ
p+−1∑
r=0
p+−1∑
m=0
p−−1∑
s=0
p−−1∑
n=0
2p+p−−1∑
ℓ=0
q
−p−(m+r+1)(m+r+2)
+ q
−p+(n+s+1)(n+s+2)
−
× (−1)r+m+n+sf p+−r−1+ em+fn−ep−−1−s− k2ℓ−2p−(m+1)+2p+(n+1) ⊗
⊗ f r+ep+−1−m+ f p−−1−n− es−k2ℓ+2p−(r+1)−2p+(s+1)
and then evaluate the traces in the definition of φ̂±(r, r′) using (B.10)–(B.15). This gives
(B.22) φ̂ α(r, r′) = ζφ̂ α(+)(r, r′)
(
1+ αp+p−(−1)p+(r′−1)+p−(r−1)Kp+p−)φ̂ α(−)(r, r′),
where 16 r6 p+ and 16 r′6 p−, and
φ̂ α(+)(r, r
′) =
p+−1∑
m=0
r−1∑
a=m
p+−1∑
b=0
(−1)b(r′−1)αbp−([m]+!)2
× qp−(r−1−2a)(b−m)+
[
r−a+m−1
m
]
+
[
a
m
]
+
f
p+−m−1
+ e
p+−m−1
+ K
b−m
+
and
φ̂ α(−)(r, r
′) =
p−−1∑
m′=0
r′−m′−1∑
a′=0
p−−1∑
b′=0
(−1)b′(r−1)αb′p+([m′]−!)2
× qp+(r′−1−2a′−2m′)(b′+m′)−
[
r′−a′−1
m′
]
−
[
a′+m′
m′
]
−
f
p−−m′−1
− e
p−−m′−1
− K
b′+m′
− .
As regards the central elements φ̂րւ(r, r′) and φ̂տց(r, r′), we recall the nondiagonal
action of C± on indecomposable modules, see B.4.2. Straightforward calculations then
give the following formulas:
φ̂րւ(r, r′) = ω+(r, r′)− (−1)p−ω−(p+−r, r′)(B.23)
for 16 r6 p+ − 1 and 16 r′6 p−,
φ̂տց(r, r′) = ω¯+(r, r′)− (−1)p+ω¯−(r, p−−r′)(B.24)
for 16 r6 p+ and 16 r′6 p− − 1, and
(B.25) φ̂⇈(r, r′) = Ω+(r, r′)− (−1)p−Ω−(p+−r, r′)
− (−1)p+Ω−(r, p−−r′) + (−1)p−+p+Ω+(p+−r, p−−r′)
for (r, r′) ∈ I1, where
ωα(r, r′) = ζ
[r]+
q
p−
+ − q−p−+
p+−1∑
m=0
p−−1∑
m′=0
r−1∑
a=0
r′−1∑
a′=m′
2p+p−−1∑
ℓ=0
αℓ−p−(−1)r′−1
× q(ℓ−p−m)(r−1−2a)+ q(ℓ+p+m
′)(r′−1−2a′)
− [x
1]
(
C
m
+,r,a(x)
)
[y0]
(
C
m′
−,r′,a′(y)
)
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× f p+−1−m+ ep+−1−m+ f p−−1−m
′
− e
p−−1−m′
− K
ℓ−p−m+p+m′ ,
ω¯α(r, r′) = ζ
[r′]−
q
p+
− − q−p+−
p−−1∑
m′=0
p+−1∑
m=0
2p+p−−1∑
ℓ=0
r′−1∑
a′=0
r−1∑
a=m
αℓ−p+(−1)r−1
× q(ℓ−p+m′)(r′−1−2a′)− q(ℓ+p−m)(r−1−2a)+ [x0]
(
C
m
+,r,a(x)
)
[y1]
(
C
m′
−,r′,a′(y)
)
× f p−−1−m′− ep−−1−m
′
− f
p+−1−m
+ e
p+−1−m
+ K
ℓ−p+m′+p−m,
and
Ω
α(r, r′) = ζ
[r]+ [r
′]−
(q
p−
+ −q−p−+ )(qp+− −q−p+− )
p+−1∑
m=0
p−−1∑
m′=0
r−1∑
a=0
r′−1∑
a′=0
2p+p−−1∑
ℓ=0
αℓ+p−+p+(−1)r′+r
× q(ℓ−p−m)(r−1−2a)+ q(ℓ−p+m
′)(r′−1−2a′)
− [x
1]
(
C
m
+,r,a(x)
)
[y1]
(
C
m′
+,r′,a′(y)
)
× f p+−1−m+ ep+−1−m+ f p−−1−m
′
− e
p−−1−m′
− K
ℓ−p−m−p+m′ .
The rest of the proof (establishing the decomposition in terms of the canonical cen-
tral elements) is by direct evaluation of the action of φ̂±(r, r′), φ̂րւ(r, r′), φ̂տց(r, r′), and
φ̂⇈(r, r′) on the projective modules, as described in B.2.2. The nondiagonal part of the
action on the projective modules described in A.2 is related to the coefficients at the rad-
ical elements entering the decomposition with respect to the canonical central elements.
The calculation yielding (3.10), (3.11), (3.12), (3.13), and (3.14) is very similar to the one
given in [5], and we therefore omit it.
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