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the different convergence results.
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Une revue illustrée des conditions de convergence pour
l’algorithme d’it ération de valeur et la proćedure de
l’horizon roulant, pour les processus de d́ecision
Markoviens en côut moyen
Résuḿe : Nous nous intéressons aux relations entre l’algorithme d’it´ ration de valeurs
et la procédure de l’horizon roulant, pour résoudre les problèmes de contrôle optimal
stochastique Markovien sous le critre du coût moyen, dans le cas d’espaces d’états et
d’actions finis. Nous passons en revue des conditions issuesde la littérature qui im-
pliquent la convergence géométrique de l’itération de valeurs vers la valeur optimale.
L’apériodicité du modèle est un pré-requis essentiel.Nous montrons que la conver-
gence de l’itération de valeurs implique de façon générale celle de l’horizon roulant.
Nous présentons également une procédure modifiée d’horizon roulant qui peut être ap-
pliquée sans avoir besoin d’analyser l’apériodicité, enous étudions l’impact de cette
transformation sur la convergence. Nous illustrons les différents résultats avec de nom-
breux exemples.
Mots-clés : Processus de décision Markovien, itération de valeurs, méthodes heuris-
tiques, horizon roulant.
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1 Introduction
1.1 Statement of the problem: precision of the rolling horizon pro-
cedure
Consider a random dynamical system, observed at discrete times. At each timet ∈ N,
the statest is observed and an actionat is chosen, resulting in an instantaneous gain
rt(st, at). From here on, we work with time-homogeneous gains:rt = r, independent
on the time. The actionsat chosen at each timet in the respective statest determine
a policyπ whose performance is evaluated through a long-run average citerion. More
precisely, let











The objective of the controller is to find (when it exists) thepolicy that solves, given
the current states:
π∗(s) = arg max
π
gπ(s) .
However, for a wide class of stochastic control problems in discrete time and infinite
horizon, obtaining an optimal policy explicitly is a difficult task. This is why practi-
tioners often use instead a heuristic method called the Rolling Horizon procedure (also,
Receding Horizon, Moving Horizon or Model Predictive Control), which works as fol-
lows. To the infinite-horizon control problem is associateda finite-horizon problem









r(st, at)|s0 = s
]
. (2)
Solving this problem results in a sequence of decision rules:
π∗n = (dn, dn−1, . . . , d2, d1) (3)
whered1(sn−1) is the best action to be applied at timet = n − 1 when only one step
remains to reach the horizon,d2 is the best decision rule to be applied when two steps
remain to get the horizon, at timet = n− 2, and so on. In particular,dn(s0) is the best
decision rule to be applied to the initial states0.
The Rolling Horizon method (abbreviated asRH from here on), prescribes to re-
peatedly solve aFHP, taking the current state as initial state. Then, the procedure
offers a control sequence where only the first one of them willbe applied.
Specifically, the procedure to construct a rolling horizon policy is the following
one. Fix some integern.
1. At time t, and for the current statext, find the value ofdn(xt) in the control
problemFHP.
2. Applyat = dn(xt).
3. Observe the achieved state at timet + 1: xt+1.
4. Sett := t + 1 andxt := xt+1 and go to step 1.
RR n° 7710
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TheRH procedure does not specify how to compute the valuedn(xt). Its efficiency
is based on the idea that computing the valuedn(xt) alone is usually much easier than
solving entirely theFHP, which involves computing then decision rules in (3). On
the other hand, the performance of the resulting policy is not the optimal one, although
the intuition is that when is “large enough”, the performance should be close to the
optimal. The practical issue is then to choosen so as to obtain a proper compromise
between precision and the computational effort needed to obtain dn(xt). We address
this issue through two formal qualitative and quantitativequ stions. Letun(s) be the
performance achieved by theRH procedure with horizon lengthn, starting in states:
Q1 Under which conditions on the problem is it true thatlimn→∞ un(s) = gπ
∗
(s)?




In this paper, we look at these questions in the context of Markov Decision Processes,
through the link it has with theValue Iteration(VI ) algorithm and theRH procedure.
We focus on two objectives:
• make a review of the results about convergence of theVI algorithm in the litera-
ture, including the multichain model,
• analyze the effects of those properties on the convergenceof th RH procedure
and, in this way, make more practical and wide the use of this method.
We finally propose a modification of theRH procedure that makes convergence easier,
and discuss its efficiency.
The paper is organized as follows. We complete this introduction with a brief litera-
ture review. In Section 2 and 3, we recapitulate the relationship betweenRH and the
Value Iteration algorithm concerning their convergence concepts. Then in Section 4
we propose and evaluate a Modified Rolling Horizon procedure. Finally, in Section 5,
we discuss about stopping rules for both of algorithms and weconclude in Section 6.
1.2 Literature review
Markov decision problems have been widely studied during the last sixty years, and
the advances and applications have been synthesized in well-known books such as for
example [3, 13, 2, 18, 12, 9]. The value iteration algorithm is an usual topic in the
bibliography, frequently associated to discounted criteria. The analysis of the problem
when the performance of the policies is evaluated with the crit rion of average rewards
over an infinite horizon, in the most general case, presents additional difficulties. This
is why this topic has been developed more recently in the literature. For example, it is
not present in [3] and few words are devoted to it in [13]. In most f the references,
convergence of the value iteration algorithm for average rewa ds criterion is analyzed
only for unichain models. Since the distinction between unicha n and multichain turns
out to be NP-complete to decide (see [9]), it should be usefulto give convergence
results for multichain models which work also for unichain models.
We shall consider Markov Decision Processes as described for instance in Puterman
[12], of whom we adopt the notation. We also refer to the classification of Markov
decision problems according to their deterministic stationary policies, i.e. unichain or
multichain, as it appears in [9, 12].
RR n° 7710
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The theoretical analysis ofRH for MDPs has comparatively received less attention
in the literature, where this procedure is often encountered in a heuristic presentation,
without precise references to accuracy or convergence. In thediscountedcase, Puter-
man [12, Theorem 6.3.1, p. 161] proves that bothVI andRH converge at the same
time (see the definitions of convergence below). Results forthe case of average costs
include those of Hernández-Lerma and Lasserre, who present in [7] error bounds for
rolling horizon policies in general, stationary and nonstationary, Markov control prob-
lems on Borel spaces, with both discounted and average reward criteria. They give a
condition (Assumption 5.1 in their work and Condition 5 below in this work) under
which the reward of the rolling horizon policy converges geom trically to the optimal
reward function, uniformly in the initial state, as the length of the rolling horizon in-
creases. The convergence rate is explicit in their result. Previously, Alden and Smith
in [1] provided an error bound, still for nonstationary MDPs, between a rolling hori-
zon policy and an expected-average optimal policy, considering finite states and finite
policies under a Doeblin-like condition (see [11]). Guo andShi, in [6], deal with the
limiting average criteria for nonstationary Markov decision processes on Borel state
spaces with possibly unbounded rewards . They give conditios under which the exis-
tence of both a solution to the optimality equations and the limiting averageε-optimal
Markov policies can be derived and also present a rolling horizon algorithm for com-
puting limiting averageε-optimal Markov policies. The proof of the convergence is
under a condition similar to those in [7].
2 The Value Iteration algorithm for the average reward
criterion
In what follows, the state space,S and the decision set for eachs ∈ S, As are both
finite. Also, without losing generality, we considerr(s, a) ≥ 0, ∀ (s, a) ∈ S × As.
We shall focus on stationary policiesπ = (d)∞ = (d, d, . . .) whered is a deci-
sion rule that maps every states of S to As. Every decision rule can be seen as a
vector with |S| components. When vectorial notation is possible, for shortwe write
rd for the vector whose components arer(s, d(s)) andPd for the transition matrix
wherePd(s, s′) = p(s′|s, d(s)). Moreover, making an abuse of notation, we useD
indifferently for the set of decision rules or the set of stationary policies.
In this finite state space/finite action space setting, it is well-known that there exists
an optimal, pure stationary policy, for the infinite-horizon average reward criterion (1).
Let g∗ denote the associated optimal gain vector.
Consider now the Value Iteration algorithm:
Value iteration algorithm








{rd + Pdvn}. (5)
3. If an adequate stopping rule holds, then go to step 4. Otherwis , setn := n + 1
and go to step 2.
RR n° 7710
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4. Returndn+1.
WhenVI stops, for someN , it has computed a sequence of decision rules(dN , . . . ,
d1) which actually solves theFHP in (2). On the other hand, it has been observed in
the literature (e.g. in [7]) that theRH procedure with horizon generates decisions
precisely according to the stationary policy(dn)∞ = (dn, dn, . . .).
Convergence concepts. The usual theoretical and practical challenge forVI is to
determine the “adequate stopping rule” of step 3, so that thealgorithm does stop at
some iterationn such that the policy computed is “good enough”.
It is known thatvn/n always converges tog∗, see [8, Corollary 2.8, p. 49], but
this result alone does not help to identify optimal orǫ-optimal policies. We choose
therefore the following, more practical, notion of convergnce. TheVI algorithm is




∗ = h∗ . (6)
In addition, the convergence is said to be geometric if thereexistsN ∈ N, C > 0 and
δ < 1 such that, with a suitable norm,∀n ≥ N ,
||vn − ng
∗ − h∗|| < Cδn .
These definitions are motivated by the fact that the (nonstation ry but periodic) policy
(dN , . . . , d1, dN , . . .) has the performancevN/N for the average criterion (1). On
the other hand, most practitioners are likely to use insteadhe decision ruledN alone
repeatedly (out of simplicity, or the belief that this rule must be the “best” of those
computed byVI ), thereby implementing effectively aRH procedure with horizonN .
The performance obtained by using this stationary policy isuN = g(dN)
∞
, and in
general,uN 6= vN/N anduN 6= vN+1 − vN , nor is there a particular order between
these sequences. We illustrate this fact below. As a consequence, any convergence
result or stopping rule forVI is not guaranteed to provide a performance bound for
RH. This motivates further the need for results concerning specifically RH.






The convergence is said to be geometric if there existsN ∈ N, C > 0 andδ < 1 such
that, with a suitable norm,∀n ≥ N ,
||g(dn)
∞
− g∗|| < Cδn .
This is an abuse of terminology, since theRH procedure itself does not “converge”. It
merely means that the procedure can be made to perform arbitrarily close to optimal
through the choice of a suitable horizon lengthn.
Example 1. The example detailed in the Appendix serves to illustrate these issues con-
cerning the convergence of the different sequences involved in the previous discussion.
1Observe the discrepancy with the general notion of convergence of algorithms in Computer Science,
which requires that an algorithm stopsand returns the correct result.
RR n° 7710
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We have applied to this model the transformation to be described n Section 4 with
τ = 0.99. In Figure 1, we show the evolutions of the sequences
vn+1 − vn, vn+1 − vn − g
(dn)
∞
, vn/n and vn/n − g
(dn)
∞
respectively, evaluated at state 4. Clearly, these sequences do not have a constant sign,



















































Figure 1: Evolution ofvn+1−vn (top),vn+1−vn−g(dn)
∞
(top, right),vn/n (bottom,
left) andvn/n − g(dn)
∞
(bottom, right), for state 4
3 Convergence of the VI and RH procedures
The issue of convergence of theVI algorithm has attracted quite some attention in the
literature. In Section 3.1, we review some of the conditionsthat have been proposed for
ensuring the convergence of eitherVI or RH. In Section 3.2, we state the convergence
results, including a new one which we prove (Theorem 2). In Section 3.3, we have
a look at convergence rates. In Section 3.4, we discuss the relative strength of these
conditions.
3.1 Convergence conditions
The two following conditions are stated by Schweitzer and Feergruen in [15].
RR n° 7710
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Condition 1. There exists a randomized maximal gain policy whose transitio prob-
ability matrix is aperiodic (but not necessarily unichain)and hasR∗ = {i ∈ S : i is
recurrent for some pure maximal gain policy} as its set of recurrent states.
Condition 2. Every optimal (pure) stationary policy gives rise to an aperiodic (but not
necessarily unichain) transition matrix.
The following condition, known asweak unichain conditionappears in Tijms [17, p.
199] as Assumption 3.3.1.
Condition 3. Every optimal stationary policy has a transition probability matrix unichain
and aperiodic
Puterman in [12, p. 370], presents the following one.
Condition 4. Every stationary policy is unichain and gives rise to an aperiodic tran-
sition matrix.
The following condition appears in Hernández Lerma and Lasserre [7] as Assumption
5.1.
Condition 5. There exists a positive numberδ < 1 such that
sp(p(.|s, a) − p(.|s′, a′)) ≤ 2δ
for every(s, a) and (s′, a′) with s, s′ ∈ S, a ∈ As, a′ ∈ As′ and for a measureλ,






for B ⊂ S.
Remark 1. In Section 3.4 we show that Condition 5⇒ Condition 4. It is easy to see
that Condition 4⇒ Condition 3⇒ Condition 2⇒ Condition 1.
Condition 1 is the weakest condition under which the convergence ofvn − ng∗ to h∗
is guaranteed: it is established in [15] that this is a necessary and sufficient condition
of convergence.
Condition 5 for the convergence ofRH is related to some ergodicity properties of the
chain structure: see Appendix in [7], or [11, Chapter 15]. Other convergenceconditions
have been proposed in [1, 6]. More precisely, the hypothesisof Alden and Smith in [1],
related to the conditions described above, is similar to a Doeblin condition while in [6],
Guo and Shi assume thatβ := sup{1− infj∈S infa∈As P
n(j|i, a) < 1 : n ≥ 0}. Both
assumptions, similarly to Condition 5 (see in Theorem 3 below) imply that the model
is unichain.
3.2 Convergence results
It is known from the literature that, in general, there is no convergence of the sequence
{vn}n, which is unbounded (it actually grows asymptotically linearly,r being positive,
sincevn/n converges to someg∗ as mentioned earlier), nor of{vn − vn−1}n. Also, it












(vk − vk−1) ,
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but this is not enough to compute anε-optimal policy or anε-approximation ofg∗. To
have one, the convergence of{vn − ng∗}n is needed, and it is known that it may fail
to happen if some of the matrices involved in the MDP are periodic.
The analysis of average-cost MDPs often involves the notionf “span” of a function
(or vector), defined as:sp(w) := maxs∈S(w(s)) − mins∈S(w(s)). The geometric
convergence of the sequencesp(vn+1 − vn) to 0 implies the geometric convergence of
VI , and the limit ofvn+1 − vn is a vector with zero span, that is, a constant vector.
Theorem 1 (Convergence ofVI ). TheVI algorithm converges geometrically under
any of Conditions 1– 5.
Proof. Obviously, in view of Remark 1, it is sufficient to prove the result for Condi-
tion 1. It is interesting for this review to point out that proofs under specific conditions
have been obtained independently, since these may involve different techniques and
possibly provide different estimations for the convergence rate. See Section 3.3 below.
The convergence under Conditions 1 and 2 is proved in [15], Theorems 5.1 and 5.5
respectively. The fact that the convergence is geometric isproved by the same authors
in [16, Theorem 4.2].
The claim for Condition 3 is proved in [17, Theorem 3.4.2, p. 209].
We can find the proof of the convergence under Condition 4 in [12, Theorem 8.5.4, p.
370]. The arguments do not include geometric convergence, but this property holds
since Condition 4 implies Condition 3 (for this last one, again, see Section 3.3 below).
Finally, the result under Condition 5 is not proved, but commented in [7]. However,
it is not hard to check that Condition 5 is equivalent to Condition a) in [12, Theorem
8.5.3, p. 368] and this theorem, together with Theorems 8.5.1 and 8.5.2, provide the
geometric convergence ofsp(vn+1 − vn) to 0.
The previous theorem means that under the conditions mentioned the sequence
{vn−ng∗} converges geometrically toh∗. Now we ask if under any of these conditions
the sequence{g(dn)
∞
− g∗} converges geometrically to zero.
Theorem 2 (Convergence ofRH). If the VI algorithm converges geometrically then
also does theRH procedure.
Proof. By assumption,∃N1 ∈ N, C1 > 0 andα < 1 such that whenevern ≥ N1,
||vn − ng
∗ − h∗||∞ < C1α
n .
Sincevn+1 − vn − g∗ = (vn+1 − (n + 1)g∗ − h∗)− (vn − ng∗ − h∗), with C = 2C1
we have, forn ≥ N1,




g∗ − Cαn1 < vn+1 − vn < g∗ + Cαn1 . (7)
Let dn be defined as (see (5)):
dn ∈ arg max
d
{rd + Pdvn−1}.







, the Cesàro limit forPdn , we have
g(dn)
∞
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Moreover, according to [12, Lemma 9.4.3], there existsN2 such that for alln > N2,
Pdng
∗ = g∗, which impliesP ∗dng






= P ∗dnrdn = P
∗
dn(rdn + Pdnvn − vn) = P
∗
dn(vn+1 − vn). (8)
It is clear that for alls ∈ S, g∗(s) ≥ g(dn)
∞
(s). Consequently, forn > max{N1, N2}
and anys, (8) and (7) imply respectively
P ∗dn(vn+1 − vn)(s) = g
(dn)
∞
(s) ≤ g∗(s) (9)
P ∗dn(vn+1 − vn)(s) > P
∗
dn(g
∗ − Cαn1)(s) = g∗(s) − Cαn. (10)
From (9) and (10), forn > max{N1, N2}, it follows that
0 ≤ g∗(s) − g(dn)
∞
(s) < Cαn, (11)
which concludes the proof.
Theorems 1 and 2 imply:
Corollary 1. Any of Condition 1 to 5 implies the geometric convergence of the RH
procedure.
The reciprocal of Theorem 2 cannot hold: there are MDP modelsin which RH
converges, whereasVI does not. The simplest such example is perhaps that of an
uncontrolled, two state, periodic Markov chain (see Example 7 below): since there is
only one policy,RH converges, but since the model does not satisfy Condition 1,VI
cannot converge.
3.3 Convergence rates
Having an estimate of the convergence rate is useful in many practical situations, es-
pecially for determining horizon lengths or stopping rules(see Section 5). We discuss
this point now.
The question is to find values ofN , C andδ such that, for alln ≥ N :
||ng∗ − vn − h
∗|| < Cδn (12)
or for theRH procedure,
||g∗ − g(dn)
∞
|| < Cδn . (13)
Under Condition 5, Inequality (13) holds withN = 1, C = 2||r||/(1 − δ) andδ
given accordingly to [7, Proposition 5.1].
Under Condition 3, [5, Theorem 5] states that forM = 12 |S|(|S|− 1), and any pair











=: ρπ1,π2(M) > 0. (14)
As S andD are considered finite in this discussion, taking
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we haveδ̃ < 1 and from [12, Theorem 8.5.2.a., p. 368]T is a M -step contraction
operator with coefficient̃δ and then
0 ≤ g∗ − g(dnM)
∞
(s) ≤ sp(g∗ − vnM ) ≤ Cδ̃n, (16)
andC = sp(g∗ − v0). Therefore, (13) holds withδ = (δ̃)1/M , at least whenn is a











= ρd(M) > 0,
and that there is geometric convergence with rate
γ = 1 − min
d∈D
ρd(M). (17)
They do not present a proof but they also refer to [5, Theorem 5]. While it is clear that
δ̃ ≥ γ, the fact thatγ is also a rate of convergence is not obvious.
In the following example we compute bothδ̃ andγ defined in (15) and (17), in order
to illustrate the facts that: these numbers are different, and also that the importance of
this result is essentially theoretic. It is clear that the complexity of the task grows
exponentially with the number of states and actions.
Example 2. Let us consider a model with three statesS = {s1, s2, s3} and two avail-




2}, i = 1, 2, 3. The (positive) transitions proba-
bilities are defined as follows:
p(si+1|si, a
i
1) = p(si−1|si, a
i
2) = 0.9 andp(si|si, a
i
1) = p(si|si, a
i
2) = 0.1
(where the sum within subindices is modulo 3).
Since we have a 3-state model, the value ofM is 3. Since there are two actions in
each state, there are 8 different stationary policies, and 8different matrices appearing
in the definition ofρπ1,π2(M) > 0 in (14).









2), and a valueρ = 0.487 for the rest. We find then the valueγ =
1 − 0.297 = 0.703.
In the computation of̃δ, we obtain a largest value ofρπ1,π2 as 0.244, obtained for










1). We then havẽδ = 0.756. As
established above,̃δ ≥ γ.
The corresponding convergence rates are respectivelyδ̃1/3 ≃ 0.911 andγ1/3 ≃
0.889.
In summary, only Condition 5 readily provides bounds on the convergence rate. It
is an open question to design algorithms which compute bounds o the convergence
rate in an efficient way for generic models. This does not preclude the possibility that
bounds be established based on (15) for specific models.
3.4 Discussion and comparison of convergence conditions
Discussion on the practicality of convergence conditions.Conditions 1-4 of Sec-
tion 3.1 all involve aperiodicity, irreducibility and/or the classification of MDP models.
Although determining whether a MDP is irreducible is polynomially solvable, there
is no polynomial algorithm to determine whether a MDP is unicha n or multichain
RR n° 7710
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(see comments in [9, p. 127]). It is worth mentioning that a simple transformation,
discussed below, makes aperiodic any transition matrix of the MDP model without
changing the optimization problem. Conditions requiring aperiodicity can therefore be
applied without this requirement.
Comparison. Among the five Conditions we have reviewed, Condition 5 is theonly
one not referring to structural properties of the underlying matrices. We investigate
here these structural implications.
The following lemma provides a convenient characterization of cases where Condi-
tion 5 doesnot hold. Remember that, given a probability measureµ, supp(µ) is the
smallest setB such thatµ(B) = 1.
Lemma 1. Condition 5 does not hold if and only if there exist( , s′) ∈ S×S, a ∈ As,
a′ ∈ As′ , such that supp(p(·|s, a)) ∩ supp(p(·|s′, a′)) = ∅.
Proof. Since the state and action spaces are finite, Condition 5 fails i and only if
there exists, s′, a, a′ such that:sp(λ) = 2, with λ(.) = p(.|s, a) − p(.|s′, a′). This
in turn is equivalent to:supB λ(B) = 1 andinfB λ(B) = −1, and finally: ∃B, B
′:
p(B|s, a) = 1, p(B′|s, a) = 0, p(B|s′, a′) = 0 andp(B′|s′, a′) = 1. The setB can be
taken as supp( (.|s, a)) andB′ = supp(p(.|s′, a′)).
Next, Condition 5 implies structural properties on the MDP model.
Theorem 3. Every model where Condition 5 holds is a) unichain and b) aperiodic.
The converse is not true.
Proof. The proof of the first statement is by contradiction. Consider first part a) of
the statement, and assume there is somed, a decision rule associated to a multichain
Markov chain with transition probabilitiesPd, B1 andB2 two distinct irreducible re-
current classes. Then choosings1 ∈ B1, d(s1) ∈ As1 , s2 ∈ B2 andd(s2) ∈ As2 , we
have supp(p(·|s1, d(s1))) ⊂ B1, supp(p(·|s2, d(s2))) ⊂ B2, implying that both sets
are disjoint. Lemma 1 applies and Condition 5 cannot hold.
Next, consider partb) of the statement: we prove that periodic chains do not verify
Condition 5. We use for this the following result (see [4, p. 161]):
Lemma 2. LetX an irreducible Markov chain with recurrent states of periodγ. Then
states can be divided intoγ disjoint setsB1, B2, . . . , Bγ wherep(j|i) = 0 unless
i ∈ B1 andj ∈ B2 or i ∈ B2 andj ∈ B3, . . ., or i ∈ Bγ andj ∈ B1.
Thus, let us suppose a MDP unichain and periodic for the decision ruled. Denote with
γ > 1 the period ofPd. Then, there existsB1, B2, ..., Bγ sets as provided in Lemma 2.
By construction, for everysi ∈ Bi, supp(p(·|si, d(si))) ⊂ Bi+1, where it is understood
that “γ + 1” means 1. The supports are therefore disjoint forsi and sj if i 6= j.
Therefore, Lemma 1 applies with anys ∈ B1, a = d(s), s′ ∈ B2, a′ = d(s′).
Finally, to prove the converse statement, we exhibit an aperiodic model for which
Condition 5 does not hold.
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Takingk = (s1, a11) andk
′ = (s2, a
2
1), we have supp(p(·|k)) = {s2} and supp(p(·|k
′) =
{s3}. These sets are disjoint, so that by Lemma 1, Condition 5 fails.
To conclude this section, we discuss the idea of possibly relaxing the aperiodicity
assumption. We show through the following example (obtained as a simplification
of Example 4 in [10]) that theRH procedure may not converge on MDPs for which
the optimal policy gives rise to an unichain periodic Markovprocess. The following
section will explain how to handle this problem.










, As3 = {a
3




























We consider the rewards
r(s1, a
1
1) = 2, r(s1, a
1
2) = 2, r(s2, a
2
1) = 5, r(s3, a
3
1) = 1.
The RH algorithm leads to a sequence whered2 appears for odd horizons and1
for even horizons. Whend2 is considered as stationary policy in the infinite horizon
problem, it produces an average value equal to(3, 3, 3), whiled1, an average reward
equal to(2, 3, 3). In consequence, the sequence of values does not converge. Moreover,
it is immediate that the subsequence corresponding to odd horizons is better than that
to even horizons.
4 Modified Rolling Horizon Procedure
We present a standard transformation under which all policies are perturbed to give
rise to aperiodic Markov chains without modifying the corresponding gain. This trans-
formation is similar to what Puterman presents in [12, Section 8.5.4] and, up to our
knowledge, it is originally due to Schweitzer (see [14]). Although these authors pro-
posed it in the context of unichain models, it is clear that itworks also in multichain
models.
4.1 Transformation and modified procedure
Let 0 < τ < 1. DefineSτ = S, As,τ = As for all s ∈ S. For alls and alla ∈ As,τ ,
rτ (s, a) = r(s, a)
and for allj ∈ S,
pτ (j|s, a) = (1 − τ)δs({j}) + τp(j|s, a) , (18)
whereδs(·) is the Dirac measure concentrated ats. Thus, for every decision ruled,
Pd,τ = (1 − τ)I + τPd, rd,τ = rd
andPd,τ is the transition matrix of a Markov chain with aperiodic recurrent classes.
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Remark 2. Since the state set and the action sets are those of the original problem the
policy sets also coincide.
For the sake of completeness we present the following results already proved in [12].
We want to highlight that these results are valid also for themultichain case.
Proposition 1. Let us suppose thatS finite, so that for each(d)∞, a stationary policy,
P ∗d , the Ces̀aro limit matrix, is stochastic. Then it follows that
g(d)
∞
(s) = P ∗d rd(s).
Proposition 2. For every decision ruled




τ (s) = g
(d)∞(s)
for everys ∈ S.
Proof. We shall use the fact that, sinceS is finite, givend any decision rule, the limit












Note that∀τ ∈ (0, 1], we have
P ∗d Pd,τ = (1 − τ)P
∗
d I + τP
∗













By well-known results, described for example in [12, Appendix A, p. 595], it follows
thatP ∗d,τ = P
∗
d .
To establish the second equality, notice that, by Proposition 1,g(d)
∞







d rd = g
(d)∞ .
Corollary 2. The optimal stationary policiesd∗ for the original problem and for the
transformed one are the same. In addition,gd
∗
τ (s) = g
d∗(s) for all s ∈ S and all
τ ∈ (0, 1].
Proof. Similar to that of [12, Corollary 8.5.9].
Our contribution in this direction is to propose to use this transformation as a pre-
processing of the problem in order to deal only with aperiodic models.
More precisely, we propose the following procedure. Consider a MDP with state
setS, actionsAs for s ∈ S, transition probabilitiesp(j|s, a) for j, s ∈ S, a ∈ As and
rewardsr(s, a), s ∈ S, a ∈ As. Beingτ ∈ (0, 1), transform the problem to a new one
with Sτ = S, As,τ = As for s ∈ Sτ , rτ (s, a) = r(s, a) s ∈ Sτ , a ∈ As andpτ (·|j, a)
given by Equation (18).
Modified Rolling Horizon Procedure (MRH)
1. Given0 < τ < 1, make the transformation described above.
2. Apply RH procedure to the new problem.
RR n° 7710
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4.2 On the theoretical convergence of MRH
TheMRH procedure can be applied to MDP whose optimal stationary policy gives rise
to chains with several irreducible classes. Through the transformation atStep 1, every
finite model becomes, in the most general case, a multichain aperiodic model. Since
the number of states and actions are finite and due to aperiodicity, the model satisfies
the condition of Schweitzer and Federgruen (Condition 1). Then, by Corollary 1, the
geometric convergence ofRH is assured. In the particular case where the model is
unichain (Condition 4), a parameter associated to the contraction might be computed
explicitly, but likely just in small or very simple examples.
4.3 Practical convergence of the MRH procedure
Clearly, the transformed transition matrix converges towards original transition matrix
when τ → 1. How is the convergence ofvn(s)/n towardg∗(s) modified whenτ
increases? We have a quantitative look at the question with the two following examples.
Example 5. Consider again the example with five states described in the Appendix.
The optimal gaing∗ = (2, 2, 4, 4, 4) and it is produced by the stationary policyd =
(a2, a2, a1, a2, a1),
We have applied theτ -transformation described above. Withτ = 0 the model is
transformed in an uncoupled one where all the states are absorbing. As it is shown in
Figure 2, whenτ increases to 1 the periodicity effects are more evident.
Example 6. Consider again the example of the Appendix. This model has a mul-
tichain and periodic structure. TheRH procedure applied directly on this problem
produces infinitely (and periodically) many times two policies, one of them is not two
policies, (a2, a2, a1, a1, a1) and (a2, a2, a1, a2, a1). The first one produces a gain
g = (2, 2, 3, 3, 3) and then it is not optimal sinceg∗ = (2, 2, 4, 4, 4).
When we pre-process the data, the Rolling Horizon proceduregiv s the optimal
policy for the original problem, for any value ofτ ∈ (0, 1).
4.4 Preservation of Condition 5
Next we investigate the connection of the transformation with Condition 5. Does
the transformation preserve this property? Can it be expected obtaining Condition 5
through this transformation? The examples below show that this transformation does
not destroy but weakens Condition 5, and that it does not produce it necessarily when
it is not initially present, even with uncontrolled Markov chains. This is possibly due
to the known fact that Condition 5 is related to some ergodicity property of the Markov
chain involved and the transformation proposed by Schweitzer does not produce ergod-
icity properties, only aperiodicity.
Condition 5 is preserved by the aperiodicity transformation
Theorem 4. If a MDP model satisfies Condition 5, then its transformationaccording
to Section 4.1 still satisfies this condition. The constant “δτ ” of the transformed model
can be chosen as:1 − τ + δτ .
Proof. According to Lemma 1, Condition 5 holds for the MDP if and onlyif, for all
(s, s′) ∈ S × S, all a ∈ As, all a′ ∈ As′ , supp(p(·|s, a)) ∩ supp(p(·|s′, a′)) 6= ∅.
From the transformation (18), it is easy to see that supp(pτ (·|s, a)) = supp(p(·|s, a))∪
RR n° 7710















































Figure 2: Evolution ofvn(4)/n for n = 1...150, with τ = 0.7 (top left), 0.9 (top right),
0.99 (bottom left) and 1 (bottom right)
{s}. Therefore, supp(p(·|s, a)) ∩ supp(p(·|s′, a′)) 6= ∅ implies supp(pτ (·|s, a))∩
supp(pτ (·|s′, a′)) 6= ∅, and Condition 5 holds also for the transformed MDP. We pro-
ceed with estimating the value of the constant “δ” corresponding to this transformed
model.
Let us consider a MDP where Condition 5 is verified and a parameter τ such that
0 < τ < 1. Then, for allB ⊂ S, and all admissible pair(s, a), after transforming the
problem we have the new transition probabilitiespτ defined by
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Now, for all subsetsB1, B2 ⊂ S,
sp(p(·|s, a) − p(·|s′, a′))
= max
B
(p(B|s, a) − p(B|s′, a′)) − min
B
(p(B|s, a) − p(B|s′, a′))
≥ (p(B1|s, a) − p(B1|s






























The value of the preceding expression depends on the facts that the states and s′
belong or not to the subsetsB1 andB2. Since0 ≤ δs(·) ≤ 1 for anys, we have the
following inequalities:




























[pτ (B2|s, a) − pτ (B2|s













[pτ (B2|s, a) − pτ (B2|s
′, a′)] − 2
1 − τ
τ









sp(pτ (·|s, a) − pτ (·|s′, a)) ≤ 2(1 − τ + δτ) .
As expected, Condition 5 holds with a constantδτ = 1 − τ + δτ .
It is readily checked thatδ < δτ < 1 since0 < τ < 1. Hence, the transformation
makes Condition 5 weaker: the smallerτ is, the weakest is the condition.
To conclude this section, we provide two examples which showt at the aperiodicity
transformation may or may not produce Condition 5, even for uncontrolled unichain
problems (multichain models remain multichain after transformation). It is known that
this condition is related to the structure of the Markov chain nd not to the policies
considered.
Example 7. This example is a case where Condition 5 appears after transformation.
Let us consider a MDP with state spaceS = {s1, s2}, and one admissible action
in each state, i.e. an (uncontrolled) Markov Chain, where thtransition probabilities







This is a periodic and unichain model, and then it does not verify Condition 5.
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1 − τ τ
τ 1 − τ
)
.
It is not hard to see that Lemma 1 applies to this matrix: supp(p(·|s)) = {s1, s2} for
s = s1, s2. More precisely,
pτ (s1|s1, d(s1)) − pτ (s1|s2, d(s2)) = (1 − τ) − τ = 1 − 2τ
pτ (s2|s1, d(s1)) − pτ (s2|s2, d(s2)) = τ − (1 − τ) = 2τ − 1
sp(pτ (.|s1, d(s1)) − pτ (.|s2, d(s2))) =
{
2 − 4τ if τ ≤ 1/2
4τ − 2 if τ ≥ 1/2.
Condition 5 therefore holds for the transformed model with aconstantδτ = |1−2τ | <
1.
Example 8. In this example, Condition 5 does not appear after transformation.
Let S = {s1, s2, s3, s4, s5, s6}, and again consider just one action at each state.










1/2 1/2 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 1/2 1/2 0
0 0 0 0 0 1










The chain is unichain and aperiodic and again Condition 5 does not hold. In fact we
can see that as a consequence of Lemma 1, since there exist thepair (s1, s4) ∈ S × S,
for which
supp(p(·|s1, d(s1))) ∩ supp(p(·|s4, d(s4))) = {s1, s2} ∩ {s4, s5} = ∅ .










1 − τ/2 τ/2 0 0 0 0
0 1 − τ τ 0 0 0
0 0 1 − τ τ 0 0
0 0 0 1 − τ/2 τ/2 0
0 0 0 0 1 − τ τ









where again the pair(s1, s4) ∈ S × S, gives us
supp(pτ (·|s1, d(s1))) ∩ supp(pτ (·|s4, d(s4))) = {s1, s2} ∩ {s4, s5} = ∅
and Condition 5 does not hold.
5 On stopping rules
When a geometric convergence result exists, with a computable convergence bound, a
simple stopping rule forVI is easily derived. Likewise, ifRH converges geometrically
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with a known rate, the value of the horizonn can be chosen so that theRH policy is
ǫ-optimal.
Assume that some computableδ andC exist such that, forVI ,
||ng∗ − vn − h
∗|| < Cδn
or for theRH procedure,
||g∗ − g(dn)
∞
|| < Cδn .
Then consider the following stopping rule (or horizon choice rule forRH):
Stopping Rule 1. Stop ifn > log(ǫ/C)/ log(δ).
Obviously, whenVI stops under this rule, the policy(dn, . . . , d1, dn, . . .) is ε-optimal,
and when the time horizon forRH is chosen according to this rule, the policy(dn)∞
is ε-optimal. We have discussed in Section 3.3 when this rule canbe used in practice.
When no explicit convergence bound is known, the following practical convergence
rule is proposed in [12].
Stopping Rule 2. Stop ifsp(vn+1 − vn) ≤ ǫ.
For the aperiodic irreducible, unichain, communicating and weakly communicating
models, or even if any of these properties is required only for optimal policies, all of
them withg∗ a constant vector, Stopping Rule 2 is adequate as proved in [12, Section
8.5.4, p. 370]. More precisely, it is proved that if StoppingRule 2 applies, the value of
the policy isε-optimal. Indeed, the classical proof of this claim involves passing to the
limit in the following inequalities
min
s∈S
(vn − vn−1)(s) ≤ g
(dn)
∞
(s) ≤ g∗(s) ≤ max
s∈S
(vn − vn−1)(s).










When we deal with arbitrary MDP’s, we do not havea priori information about its
structure and, in consequence we cannot guarantee thatg∗ is a constant vector. In this
case, Stopping Rule 2 does not provide a suitable stopping crterion, since the span
sp(vn+1 − vn) fails to converges to zero.
Puterman [12, Section 9.4.2, p. 477] states a conjecture about a stopping rule for the
multichain case. It involves the following rule.
Stopping Rule 3. Stop ifsp(vn+1 − vn) − sp(vn − vn−1) ≤ ǫ.
The next result shows that this rule not appropriate either.
Theorem 5. For anyǫ > 0, there exist MDP models such that, for the sequence{vn}
obtained using theVI algorithm, it is possible to have, for somen ∈ N, sp(vn+1 −
vn) − sp(vn − vn−1) < ǫ and‖g∗ − g(dn)
∞
‖ ≥ ǫ.
Proof. We construct such a model as follows. Consider the two-statemodelS =




2} y As2 = {a
2
1}, with transition probabilities
p(s1|s1, a
1
1) = 1; p(s2|s1, a
1








1) = 10; r(s1, a
1
2) = 1; r(s2, a
2
1) = 10 + ε.
In this model, there exist only two stationary policies:d1 = (a11, a
2





As the gains that they produces are, respectively,(10, 10+ ε) and(10 + ε, 10 + ε), the
second policy is the optimal one.
The sequence of functionsvm obtained with theVI algorithm is such that, form ≤
N(ε) := 9/ε + 1, vm+1 − vm = vm/m = 1m
∑m




(10, 10 + ε).
On the other hand, as we have said, for anyε > 0, there existN(ε) (who tends to




Actually, this example serves to show that a larger family ofst pping rules, containing
Stopping Rule 3, is not adequate.
In fact, consider the valuesαm = vm/m, βm = vm+1 − vm, γm = 1m
∑m
h=1 vh −
vh−1 andδm = g(dm)
∞
, for m = 1, ..., n. Define the ruleA : (R|S|)4n 7→ R,







aij sp(xi − xj) ,
where theaij are arbitrary constants.
Theorem 6. There exist finite-state, finite-action MDP models such that, for somen,




As a consequence of Theorem 5, Stopping Rule 3 cannot work in general, and The-
orem 6 even shows that no immediate generalization will workeither. No alternative
seems to be known in the literature, and Kallenberg mentionsin [9] that formulating a
stopping rule forVI without chain analysis for multichain MDPs and provide a valid
stopping rule remains an open problem.
As it is observed in [17, p. 208], in the proof of Theorem 3.4.1, for models which
verify Condition 3 (under whichg∗ a constant vector) we obtain
sp(vn − vn−1)
mins∈S(vn − vn−1)






which induces the following
Stopping Rule 4. Stop ifsp(vn+1 − vn) ≤ ε mins∈S(vn − vn−1).
Observe that, in general, this is not an admissible rule, since t is not effective in
the cases with non constant optimal rewards.
This stopping rule differs form the other ones in the sense that, in this case, when
theVI algorithm algorithm terminates iterating, it returns a policy whoserelativeerror
is not greater thanε.
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6 Conclusions
We have reviewed in this paper convergence conditions for the Value Iteration pro-
cedure, and applied them to the question of “convergence” ofthe Rolling Horizon
procedure.
Our analysis concludes that Condition 1 is a sufficient condition to ensure geometric
convergence of theRH procedure in finite models. Condition 5, proposed earlier in[7]
is less general.
In addition, we introduce for the Rolling Horizon procedurea standard pre-processing
of the problem for eliminating periodicities, resulting intheMRH procedure. We show
that this transformation does not change the near optimal policies nor their values.
Theorem 2 claims that convergence is geometric, including for Multichain models.
However, since a general stopping rule is not available, this result remains mostlythe-
oretical. It remains to find anadequatebound for the error.
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Appendix
Each month an individual must decide how to allocate his wealth between different
consumptions and investments. Each state represents a level of individual’s wealth at
the start of a month. Wealth levels give access to two different investment opportunities,
prudent or risky. Choosing an investment profile at each level results in a probability
transition for the next wealth level, as well as an instantaneous gain. The individual’s
objective is to maximize the average gain.
There are five levels of wealth, ordered from the smallest to the largest. At the
medium level, connected to the risky behavior, there existspositive probability to pass
to the next inferior level of wealth. It is also possible to cycle among the two inferior
levels, but there is no action which permit the access to the three superior levels from
the inferior ones. Besides, being at the poorest level, by some external help we achieve
level 2. There is a common action spaceA = {a1, a2}, wherea1 represents the prudent
investment profile anda2 the risky attitude. We show the data below.Pak(s, j) is the









0 1 0 0 0
0.4 0.6 0 0 0
0 0 0.7 0.3 0
0 0 0 1 0














0 1 0 0 0
1 0 0 0 0
0 0.3 0.4 0.3 0
0 0 0 0 1
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The gains can summarize as follows:r(s, ak) in the matrix below is the gain when



















Through the implementation of theMRH procedure the optimal average wealth can be
computed:g∗ = (2, 2, 4, 4, 4). It is produced by the stationary policy associated to the







0 1 0 0 0
1 0 0 0 0
0 0 0.7 0.3 0
0 0 0 0 1








Clearly, it is a multichain periodic model. WhenRH procedure is applied directly,
there is no convergence: the procedure gives infinitely (andperiodically) many times
two policies,(a2, a2, a1, a1, a1) and(a2, a2, a1, a2, a1). The first one produces a gain
g = (2, 2, 3, 3, 3) and then it is not optimal.
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