Abstract. In 1982 Macdonald published his now famous constant term conjectures for classical root systems. This paper begins with the almost trivial observation that Macdonald's constant term identities admit an extra set of free parameters, thereby linking them to Poincaré polynomials. We then exploit these extra degrees of freedom in the case of type A to give the first proof of Kadell's orthogonality conjecture-a symmetric function generalisation of the q-Dyson conjecture or Zeilberger-Bressoud theorem. Key ingredients in our proof of Kadell's orthogonality conjecture are multivariable Lagrange interpolation, the scalar product for Demazure characters and (0, 1)-matrices.
Introduction and summary of results
Given a finite real reflection group W , the classical Poincaré polynomial W (t) is defined as [4, 18] (1.1)
where l is the length function on W . A key result in the theory of reflection groups is the Chevalley-Solomon product formula [10, 28] (1.2)
where the d 1 , . . . , d r ≥ 2 are the degrees of the fundamental invariants. For reflection groups of crystallographic type, i.e., Weyl groups, Macdonald [25] generalised the Poincaré polynomial to a multivariable polynomial W (t) by attaching a variable t α to each positive root α of the underlying root system. To be more precise, let R be a reduced irreducible root system R of rank r, and R + (resp. R − = −R + ) the set of positive (resp. negative) roots. Write α > 0 if α ∈ R + . Let t denote the alphabet t = {t α } α>0 and for S ⊆ R + define the word t S = α∈S t α . Macdonald's multivariable Poincaré polynomial is then given by
where R(w) = R + ∩ w(R − ). Since |R(w)| = l(w), the multivariable Poincaré polynomial reduces to (1.1) when t α = t for all α.
In its full generality W (t) no longer admits a product form. Instead Macdonald [25, Theorem 2.8] showed (see also [?, Theorem 1] ) that it may be expressed as (1.3) W (t) = w∈W α>0
1 − t α e −w(α)
1 − e −w(α) , with e α a formal exponential.
A different discovery of Macdonald, formulated as a conjecture, is the constant term identity [26] (1. is a q-binomial coefficient [3, 15] . There is a large literature on (1.4), see e.g., [13] and references therein, with an ultimately case-free proof found by Cherednik [7, 8] based on his double affine Hecke algebra [9] .
It is not at all difficult to also express the multivariable Poincaré polynomial as a constant term:
(1.5) W (t) = CT
α>0
(1 − e −α )(1 − t α e α ) .
Since this generalises the k = 1 case of Macdonald's conjecture, it then takes little to observe that (1.4) and (1.5) can in fact be unified. (1 − e −α )(1 − t α e α )(q e −α , q e α ) k−1 = W (t)
This is perhaps an elegant result-connecting Poincaré polynomials and Macdonald-type constant term identities-but, assuming (1.4) , not at all deep. More interesting is what happens if one restricts considerations to the root system A n−1 for which the set of positive roots may be taken to be R + = { i − j : 1 ≤ i < j ≤ n}, with i the ith standard unit vector in R n . Then (1.4) admits the following inhomogeneous generalisation known as the Andrews' q-Dyson conjecture [2] or the Zeilberger-Bressoud theorem [30] (see also [5, 16, 22] ):
where we have identified exp(− i ) with x i . In view of Proposition 1.1 it is natural to try to generalise (1.7) by replacing (qx j /x i ) aj by (qx j /x i ) aj −1 (1 − t ij x j /x i ).
Here we have made the further identification of t i− j with t ij . To describe the resulting constant term identity we need some further notation. Let
[n] 2 = {(i, j) : 1 ≤ i < j ≤ n} and for S ⊆
[n] 2 set t S = (i,j)∈S t ij .
Let I(w) = {(i, j) ∈
[n] 2
: w(i) > w(j)} be the inversion set of the permutation w ∈ S n and R(w) = I(w −1 ) = (w(j), w(i)) ∈
[n] 2 : i < j . For a = (a 1 , . . . , a n ) a sequence of nonnegative integers we write |a| and σ i for the sum of its components and the ith partial sum respectively, i.e., |a| = a 1 + · · · + a n and σ i = a 1 + · · · + a i . The notation |a| and σ n will be used interchangeably. The q-multinomial coefficient |a| a can now be defined as
Finally we introduce an inhomogeneous version of the multivariable A n−1 Poincaré polynomial as follows:
where w(
. . , a n ) be a sequence of positive integers. Then
For a 1 = · · · = a n = k the right-hand side simplifies to
and we recover the A n−1 case of (1.6). [1] . The efficacy of the polynomial lemma to constant term identities was recently demonstrated in [22] in the form of a one-page proof of the q-Dyson conjecture (1.7).
Several constant term identities due to Bressoud and Goulden [5] follow from Theorem 1.2 in a very easy manner. If t ij = 0 for all i and j then W a (t) = 1 and we obtain [5, Theorem 2.2, σ = id]. More generally, for I ⊆ {1, 2, . . . , n} andĪ its complement, let t ij = 0 if j ∈ I and t ij = q aj if j ∈Ī. Then only those permutations w contribute to W a (t) for which w(i) = i for i ∈ I. Replacing the sequence (q aj ) j∈Ī by (u 1 , . . . , u m ) (m := |Ī|), we are left with the simple computation (1.10)
Hence W a (t) = i∈Ī (1 − q σi )/(1 − q ai ), and we obtain the generalised q-Dyson identity [5, Theorem 2.5]
where χ is the indicator function. Similarly, if t ij = −1 we may use
The fact that Theorem 1.2 allows us to reprove the constant term identities of Bressoud and Goulden is not too surprising. Combining two of the key theorems of their paper-both formulated in the language of tournaments-and reinterpreting these in terms of permutations provides an alternative method of proof of Theorem 1.2.
As a much deeper and more interesting application than the reproof of known results, we will show that Theorem 1.2 may be used to prove Kadell's q-Dyson orthogonality conjecture [20] .
For x = (x 1 , . . . , x n ) and u = (u 1 , . . . , u n ) a sequence of integers, write x u for the monomial x u1 1 · · · x un n . If all u i are nonnegative we refer to u as a composition and, if in addition u 1 + · · · + u n = k, we write |u| = k. The set of all compositions of the form (u 1 , . . . , u n ) will be denoted by C n . If u ∈ C n satisfies u 1 ≥ u 2 ≥ · · · ≥ u n we say that u is a partition, and P n will denote the set of all partitions in C n . As is customary, we will often denote partitions by the Greek letters λ, µ, ν and not display their tails of zeros. The unique partition in the S n orbit of u ∈ C n is denoted by u + . Let s λ (x) be the classical Schur function [27] s λ (x) = det 1≤i,j≤n x λj +n−j i 1≤i<j≤n (x i − x j ) for λ ∈ P n . For λ = (m) this simplifies to the mth complete symmetric function
Given a sequence of nonnegative integers a = (a 1 , . . . , a n ) let
or, in the notation of λ-rings [23] ,
We will be interested in constant terms of the form
for v ∈ C n and λ ∈ P |a| . Before stating Kadell's conjecture we make a few general comments about the above constant term. Firstly, by homogeneity D v,λ (a) = 0 if |v| = |λ|. Secondly, if n = 1, and viewing v and a as scalars,
where n(λ) = i (i − 1)λ i , and c(s) and h(s) are the content and hook-length of the square s in the diagram of λ, see [27, p. 44] . As a third remark we note that if a k = 0 then s λ x (a) does not depend on x k and the double product over i < j, viewed as a function of x k , takes the form c 0 + c −1
Hence the constant term will be zero unless v k = 0. Lastly, it is perhaps natural to consider (1.10) for v an arbitrary element of Z n . Unfortunately, the method developed in this paper has very little to say about this more general range of v; as we shall see later, the ith entry of the composition v arises as the ith row sum of a (0, 1)-matrix. Theorem 1.3 (Kadell's orthogonality conjecture [20] ). For m a positive integer, v ∈ C n and a = (a 1 , . . . , a n ) a sequence of nonnegative integers,
We remark that Kadell's original conjecture only includes the k = 1 case of (1.11b), i.e., v = (m), and misses both the term q σn−σ1 and the +1 in (q |a|−a1+1 ) m . We obtain several more general results than Theorem 1.3 involving Schur functions. A particularly simple example is
provided λ is a strict partition, i.e., λ 1 > λ 2 > · · · > λ n ≥ 0 and all a i > 0.
The remainder of this paper is organised as follows. In the next section we give a simple proof of an inhomogeneous version of Proposition 1.1. Then, in Section 3, we use the polynomial lemma to give a proof of Theorem 1.2 and show how the theorem relates to constant term identities of Bressoud and Goulden. Finally, in Section 4, we use Theorem 1.2 to prove and generalise Kadell's orthogonality conjecture.
Proposition 1.1 and its inhomogeneous extension
This section, which is elementary in its contents, may be viewed as a warm-up exercise to the more involved considerations of subsequent sections. We do however assume the reader has a basic knowledge of root systems, see e.g., [4, 17] .
Although (1.5) is a special case of Proposition 1.1, we establish it prior to proving the more general result. We make this distinction because the former requires little more than the Weyl denominator formula whereas our proof of Proposition 1.1 relies on the deep result (1.4).
Let ρ = (1/2) α>0 α be the Weyl vector of R. By the Weyl denominator formula
and the expansion (2.1)
we have
Since w(ρ) − ρ = − α∈R(w) α (see e.g., [25, p. 167] ) the right-hand side may also be written as
The constant term vanishes unless S = R(w) ⊆ R + so that we are left with w∈W t R(w) = W (t) as claimed.
Next we turn to the proof of the more general Proposition 1.1.
In fact, what we shall prove is an inhomogeneous version of the proposition which generalises another ex-conjecture of Macdonald, also proved by Cherednik. Let {k α } α>0 be a set of integers constant along Weyl orbits, i.e.,
where
is the standard symmetric bilinear form on R and
Proposition 2.1. For positive integers k α , constant along Weyl orbits,
Proof. If we apply [8, Lemma 4.4] with f therein chosen as α>0 (e −α , e α ) kα and
This is of course the t α = 1 case of (2.3). Now abbreviate the left-hand side of (2.
Since acting on the above kernel with the Weyl group does not affect the constant term, this is also
By Macdonald's formula (1.3) the sum over W yields W (t) so that
Thanks to (2.4) the proof is done.
We note that if we set t α = q kα in (2.3) then the constant term on the left coincides with the constant term in (2.2). Using the latter identity we thus infer that
Since this is a rational function identity (polynomial in fact), q kα may be replaced by t α resulting in
Curiously, this product form for a restricted version of the multivariable Poincaré polynomial is slightly different from the one given by Macdonald in [25, Theorem 2.4]:
although equality of the above two products is readily established.
Theorem 1.2
In this section we give a proof Theorem 1.2 following the method of the recent proof of the q-Dyson conjecture given in [22] . We also present a reformulation of the theorem in terms of tournaments, thus connecting the theorem with results of Bressoud and Goulden.
where the coefficients c(a; S) are independent of the t ij . Thus, c(a; S) is the coefficient of (i,j)∈S (x i /x j ) in the Laurent polynomial
which (recalling the abbreviation |a| = a 1 + · · · + a n ) is the same as the coefficient of the monomial
in the homogeneous polynomial
To express this coefficient we apply the following lemma, formulated independently by Lasoń [?] and by Karasev and Petrov [21] , which is a simple consequence of multivariate Lagrange interpolation.
Lemma 3.1. Let F be an arbitrary field and
,
The idea is to apply this lemma with F = Q(q) and F = F S and with a suitable choice of the sets A i such that F S (c) = 0 holds for at most one element c ∈ A 1 × · · · × A n . This will allow us to express the coefficient c(a; S) in a simple product form if there is an element w ∈ S n such that S = R(w) or else to prove that c(a; S) = 0. Note that
and, recalling that each a i > 0, we therefore have
Thus, there exist sets B i ⊆ {0, 1, . . . , |a| − a i } such that
We will construct the A i in the form
with appropriate choice of the sets B i . Before specifying these sets further, we first note that they have the right cardinality for a possible application of Lemma 3.1.
Assume that c i = q αi ∈ A i and F S (c) = 0. Then all α i are distinct. Moreover, α i ≥ α j + a j holds for α i > α j . Consider the unique permutation π ∈ S n for which
Denote by K = K(S) the smallest nonnegative integer that does not occur exactly once among the numbers 1 , . . . , n . More formally, K is the largest nonnegative integer k for which |{i : i = j}| = 1 holds for every integer 0 ≤ j < k. Such a K ≤ n clearly exists. Our construction of the appropriate sets B i (and hence A i ) relies on the following lemma, stating that K is not among the i .
Proof. The proof is by induction on n. For the initial step n = 2 we have 2 = 0,
In both cases K = 2 and the conclusion trivially holds. So assume that n ≥ 3 and the statement has been proven for smaller values of n. First consider the case K = 0, meaning |{i : i = 0}| = 1. It is enough to show that |{i : i = 0}| < 2. Suppose that on the contrary, i = j = 0 holds for some 1 ≤ i < j ≤ n. This means that d i = d j = 0, e i = n − i and e j = n − j. However, if (i, j) ∈ S, then d j > 0, whereas if (i, j) ∈ S, then e i < n − i, a contradiction. Turning to the general case K > 0, by definition there is a unique 1 ≤ α ≤ n such that α = 0, whence d α = 0 and e α = n − α. Construct S ⊆ induced by S as follows. First, for 1 ≤ i < j < α let (i, j) ∈ S if and only if (i, j) ∈ S. Next, for 1 ≤ i < α ≤ j ≤ n − 1 let (i, j) ∈ S if and only if (i, j + 1) ∈ S. Finally, for α ≤ i < j ≤ n − 1 let (i, j) ∈ S if and only if (i + 1, j + 1) ∈ S. For this new set S we have
where the indicator χ(T ) is 1 if T is true and 0 otherwise. Consequently,
It follows from the induction hypothesis that |{i : i = K }| = 0. Since α = 0 = K, this is equivalent to the statement |{i : i = K}| = 0. Now define the sets B i satisfying B i ⊆ {0, 1, . . . , |a|−a i } and |B i | = |a|−a i − i +1 as follows. For k = 1, 2, . . . , K write τ (k) for the unique integer i for which i = k−1.
Finally, if i ∈ {τ (1), . . . , τ (K)} then i ≥ K + 1 is implied by Lemma 3.2 and therefore we may choose B i as an arbitrary (|a|
Sets B i thus defined, now consider A i = {q αi : α i ∈ B i }. Assume that c i = q αi ∈ A i and F S (c) = 0. As we have seen, for such nonvanishing c there is a unique permutation π = π c ∈ S n such that
holds for every 1 ≤ i ≤ n. We will show that such a c exists if and only if K = n and π(i) = τ (n − i + 1) for every 1 ≤ i ≤ n. First of all, given that α π(n) = |a| − a π(n) ∈ B π(n) it follows that K ≥ 1 and π(n) = τ (1). Suppose that for some 1 ≤ k < n it has been already verified that K ≥ k and that π(n − i + 1) = τ (i) holds for every 1 ≤ i ≤ k. Consider
Given that α π(n−k) ∈ B π(n−k) it follows that K ≥ k + 1 and π((n + 1) − (k + 1)) = π(n − k) = τ (k + 1). Thus our claim follows by induction on k.
In summary, K = K(S) < n implies F (c) = 0 for all c ∈ A 1 × · · · × A n . In view of Lemma 3.1 it is immediate that c(a; S) = 0 unless K = n. In the latter case there is a unique c ∈ A 1 × · · · × A n for which F S (c) = 0, to which corresponds a unique permutation π = π c = π S ∈ S n . First we show that S = R(w) for a suitable element w ∈ S n . Lemma 3.3. Suppose that K = K(S) = n holds for a set S ⊆
[n]
2 . Then there exists a permutation w ∈ S n such that S = R(w). Conversely, for any permutation w ∈ S n , the set S = R(w) satisfies K = n with w(j) = n − j.
Proof. We prove the first statement by induction on n. Recall that K = n holds if and only if { 1 , 2 , . . . , n } = {0, 1, . . . , n − 1}. The initial case n = 2 is obvious: as in the proof of Lemma 3.2. Then K = K(S ) = n − 1 and { 1 , . . . , n−1 } = {0, . . . , n − 2}, so there exists a permutation w ∈ S n−1 such that S = R(w ). To construct w ∈ S n , let w(n) = α and w(i) = w (i) + χ w (i) ≥ α . It is easy to check that S = R(w).
For the identity permutation w = id we have S = R(w) = ∅, d j = e j = 0 and thus w(j) = j = n − j for every 1 ≤ j ≤ n. So to verify the converse statement it is enough to show that if it is true for some permutation w ∈ S n , then it also holds for the permutation w obtained from w by the transposition of w(i) and w(i + 1) for some 1 ≤ i ≤ n − 1. Obviously, w (j) = w(j) = w(j) = n − j holds for j ∈ {i, i + 1}. Next we verify w (i) = n − i. If w(i) < w(i + 1), then indeed
A similar argument works for the case w(i) > w(i + 1), which we leave to the reader along with the verification of w (i+1) = n − i − 1.
: K(S) = n . It follows from Lemma 3.3 that the map w → R(w) defines a bijection from S n to S. In view of τ (k) = k − 1 and π(n − i + 1) = τ (i), its inverse is given by S → π S . Thus, in order to complete the proof of Theorem 1.2 it only remains to show that
By (??) this is equivalent to showing that c a; R(π) = |a| a
.
According to Lemma 3.1,
. Define s 1 , . . . , s n+1 by
In view of the definitions of A i , B τ (i) and the relation π(i) = τ (n − i + 1) we have
, and
Thus,
holds with
Similarly, with the notation
we can rewrite Π > as
Consequently,
where we have used that s n+1 = s, s 1 = 0 and |R(π)| + s < + s > = i<j a π(i) = n j=1 s j . It thus follows that in the expression
the powers of −1 cancel out. So do the powers of q, according to the following observation.
eliminating all other a π(i) by a π(i) = s i+1 − s i and finally using
Recalling that s 1 = 0, the sum over the binomial coefficients telescopes to i si 2 , establishing the claim.
Finally,
as required.
Tournaments.
Recall from the introduction that I(w) denotes the inversion set of a permutation w and R(w) = I(w −1 ). In particular, R(w) contains all pairs of integers in the permutation w that are not in natural order. For example, if w = (3, 4, 6, 1, 5, 7, 2) then I(w) = { (1, 4), (1, 7), (2, 4), (2, 7), (3, 4), (3, 5), (3, 7) , (5, 7), (6, 7)}, R(w) = { (1, 3), (1, 4) , (1, 6) , (2, 3), (2, 4), (2, 5) , (2, 6), (2, 7), (5, 6)}. Now let T be a tournament on n vertices [?,29] . That is, T is a directed complete graph on n labelled vertices 1, . . . , n (thought of as players). The interpretation of a directed edge from vertex i to vertex j (also written as i → j) is that (player) i beats (player) j. If i → j we also write (i, j) ∈ T . A tournament is transitive if i → j and j → k implies that i → k. The winner permutation w win of a transitive tournament is a ranking of the vertices (players) from best to worst. The set R(w win ) precisely contains those edges of T which have been reversed compared to the edges of the tournament 1 → 2 → · · · → n.
To reformulate Theorem 1.2 in terms of tournaments we repeat the expansion (2.1). That is, we use
with t S = (i,j)∈S t ij . Then equating coefficients of t S in (1.8) and using that
2 \ S. If we define the tournament T as T =S ∪ {(j, i) : (i, j) ∈ S} then the left-hand side can be written as
To summarise, Theorem 1.2 is equivalent to the following statement about tournaments.
Theorem 3.5. Let T be a tournament and a = (a 1 , . . . , a n ) be a sequence of positive integers. Then
if T is nontransitive. 
Kadell's conjecture
In this section we prove Theorem 1.3 and derive a number of generalisations involving Schur functions.
4.1.
A scalar product. To make our proof of (1.11a) and (1.11b) reasonably selfcontained, we begin by reviewing some basic facts about two families of polynomials known as type A Demazure characters or key polynomials, see e.g., [11, 14, 19, 24] .
Throughout this section we assume that x = (x 1 , . . . , x n ). For 1 ≤ i ≤ n − 1 let π i andπ i = π i − id be the isobaric divided difference operators
and
Recall that C n denotes the set of compositions of the form v = (v 1 , . . . , v n ). If v is a partition, i.e., v = v + , we say that v is dominant. We denote byv the compositionv = (v n , . . . , v 1 ). Ifv = v + we say that v is antidominant. 
subject to the initial conditions
This definition is consistent since both types of isobaric divided difference operators satisfy the braid relations. (In fact, both {−π i } 1≤i<n and {π i } 1≤i<n generate the 0-Hecke algebra of the symmetric group.) For v an antidominant composition K v corresponds to a Schur function. Specifically Kλ = s λ for λ ∈ P n .
The significance of the key polynomials to constant term identities rests with the fact that they form adjoint bases of the ring Z[x 1 , . . . , x n ] with respect to the scalar product
More precisely,
This in particular implies that
We later require the generalisation of this formula to the case of nondominant monomials:
if v + δ = w(λ + δ) for some w ∈ S n 0 otherwise, where δ := (n − 1, . . . , 1, 0).
Towards Kadell.
Combining simple properties of the scalar product (4.1) with Theorem 1.2 we derive a number of Kadell-like constant term identities, given in Propositions 4.2-4.4 below. Kadell's conjecture follows from these results in a straightforward manner. For x = (x 1 , . . . , x n ), a = (a 1 , . . . , a n ) with all a i > 0 and
we define
for v ∈ C n and λ ∈ P |a| . As before, x (a) is given by (1.9). Note that D v,λ (a) defined in (1.10) corresponds to D v,λ (a; t) for t ij = q aj . If λ = v + , as will often be the case, we simply write D v (a; t):
With this notation (1.8) becomes
where 0 denotes the composition (0, . . . , 0). Since D(a; x; t) is homogeneous of degree zero, D v,λ (a; t) = 0 if |λ| = |v|. For w ∈ S n and b an arbitrary sequence of length n let w(b) = (b w(1) , . . . , b w(n) ). Also define w(t) = {t w(i),w(j) } 1≤i<j≤n with t ij := 1/t ji for i > j. For example, if n = 3 and w = (2, 3, 1) then
Proof. It is not hard to verify that D w(a); w(x); w(t) = D(a; x; t) t R(w) .
Since s λ w(x) w(a) = s λ x (a) (recall that s λ is a symmetric function), and w(x) −w(v) = x −v the result follows.
We now introduce a second set of variables y = (y 1 , . . . , y m ) and write x, y for the concatenation of x and y: x, y = (x 1 , . . . , x n , y 1 , . . . , y m ). We also define τ as
If we finally denote the sequence (a 1 , . . . , a n , 1, . . . , 
where s ij := t i,j+n . Given a partition λ, let λ be its conjugate. Using the dual Cauchy identity for Schur functions [27] in the form
we can expand
Our next step is to take the constant term with respect to y, denoted by CT y . Recalling the scalar product (4.1), this gives
where we have written ·, · y to indicate that the scalar product is with respect to y instead of the usual x-variables. Let M n,m be the set of (0, 1)-matrices of size n × m and C n,m = {(v 1 , . . . , v n ) ∈ Z n : 0 ≤ v i ≤ m for all 1 ≤ i ≤ n} the subset of the set of compositions C n that fit in a rectangle of size n × m. For κ ∈ M n,m denote by r(κ) ∈ C n,m and c(κ) ∈ C m,n the compositions encoding the row and column sums of κ:
We shall write |κ| = ij κ ij = |r(κ)| = |c(κ)| for the sum of the entries of κ. 
then r(κ) = (2, 2, 4, 1), c(κ) = (2, 3, 0, 2, 2) and |κ| = 9. Let s := {s ij } 1≤i≤n; 1≤j≤m = {t i,j+n } 1≤i≤n; 1≤j≤m , and for f (s) a polynomial in s denote by [s κ ]f (s) the coefficient of the monomial
Recalling (4.2), the summand on the right vanishes unless λ is the (unique) partition such that its conjugate satisfies λ = w c(κ)+δ m −δ m , where δ m := (m−1, . . . , 1, 0) and w ∈ S m . This in particular implies that |λ| = |c(κ)| = |κ|. Assuming such λ and w, and interchanging the left and right-hand sides, we obtain
As a final step we take the constant term with respect to x to arrive at the following result.
Proposition 4.2. Let a = (a 1 , . . . , a n ) be a sequence of positive integers, δ m = (m − 1, . . . , 1, 0), and let t and τ be given by (4.3) and (4.5) respectively. For κ a (0, 1)-matrix in M n,m , λ ∈ C |a|,m a partition of |κ| and w ∈ S m such that
We should remark that one cannot choose κ ∈ M n,m such that all conceivable row and column sums r(κ) ∈ C n,m and c(κ) ∈ C m,n arise. Apart from the obvious restriction |r(κ)| = |c(κ)|, we are bound by the Gale-Ryser theorem [6] . This theorem for example says that a pair of partitions µ and ν can arise as the rowand column-sums of a (0, 1)-matrix if and only if µ is dominated by ν . The smallest example of a constant term that does not occur in the above is n = 2, λ = (1, 1) and r(κ) = (2, 0) or (0, 2). Whatever choice of m ≥ 2 we make, max{λ + δ m } = m + 1 whereas max{c(κ) + δ m } ≤ m. Hence there is no w ∈ S m such that (4.6) holds.
Despite these caveats, the above proposition is very useful since for each admissible pair λ, r(κ) the constant term on the right-hand side has already been evaluated by Theorem 1.2 with n → m + n. In particular,
The fact that t ij = 0 for i > n means that only the (m + n)!/m! permutations of (1, . . . , n + m) contribute for which each pair of integers in n + 1, . . . , n + m occurs in natural order. But this in turn means that if t i,j+n = s ij is in t R(w) then so must be s i1 , s i2 , . . . , s i,j−1 ; if i < n overtakes j > n but n + 1, . . . , n + m are in natural order then i must also have overtaken n + 1, . . . , j − 1. In terms of the (0, 1)-matrices this means that each row must be a sequence of ones (possibly of zero length) followed by a sequence of zeros (possibly of zero length), otherwise the coefficient of s κ is necessarily zero. We summarise this in our next proposition. = (a 1 , . . . , a n ) be a sequence of positive integers and let t and τ be given by (4.3) and (4.5) respectively. Then, for v ∈ C n,m ,
4.3. Proof of Kadell's conjecture. Because our results of Section 4.2 assume that all integers of the sequence a = (a 1 , . . . , a n ) are positive (it is in fact easy to show that all results are true provided at most one of the a i is zero), we need to separately treat the case when some of the a i are zero.
Proof of (1.11a) for positive a i . Let v ∈ C n,m be a composition of m such that max{v i } < m. Now choose κ to be a (0, 1)-matrix in M n,m such that In other words, each column of κ contains a single one and the row sums of κ (none of which has more than m − 1 ones) form the composition v. Obviously, there must be a row of κ which contains a 0 followed by a 1, since not all ones occur in the same row and no column has more than a single one. We also note that the Gale-Ryser Proof of (1.11b) for positive a i . Define
Instead of (1.11b) we will derive the more general identity
From the following refinement of (??)
To prove (??) we let v = (0, . . . , 0, m) in (4.7). Then
We now essentially repeat the reasoning that led to Proposition 4.3. The fact that t ij = 0 for i > n means that only the (m + n)!/m! permutations of (1, . . . , n + m) contribute to D 0 (a1 m ; τ ) for which each pair of integers in n+1, . . . , n+m occurs in natural order. Since we further need to take the coefficient of s n1 . . . s nm , only those permutations w contribute for which t R(w) contains the subword t n,n+1 . . . t n,m but none of the letters t i,j+n for i < n and j ≥ 1. These are exactly the (n − 1)! permutations of the form w = (π, n + 1, . . . , m + n, n), where π ∈ S n−1 . For such a permutation, and a n+1 = · · · = a n+m = 1,
Thanks to Theorem 1.2 we thus find
This settles the k = n case of (??).
To deal with the remaining cases, let s k denotes the kth adjacent (or simple) transposition. Then, by the w = s k case of Lemma 4.1,
All we need to do is show that the claimed right-hand side of (??) satisfies this same recursion. To this end let w ∈ S n such that w(n) = k and let W (k) a (t; w) denote the right-hand side but without the sum over S n :
It is a straightforward exercise to verify that
;ŵ , whereŵ is the same permutation as w except for the fact that the numbers k and k + 1 have swapped position. (In particularŵ(n) = k + 1 as it should.) Summing w over S n (such that w(n) = k) does the rest.
Proof of Theorem 1.3 when not all a i > 0. We may assume that not all a i are zero since
Given a = (a 1 , . . . , a n ) and I ⊆ {1, . . . , n}, let a I denote the sequence obtained from a by deleting all a i for i ∈ I and a I the sequence of deleted a i . For example, if n = 7 then a {3,5,6} = (a 1 , a 2 , a 4 , a 7 ) and a {3,5,6} = (a 3 , a 5 , a 6 ). Now let I denote the index-set of those a i that are zero, so that the entries of a I are all strictly positive. Recalling the third of our remarks made after (1.10) we have
To prove that (1.11b) for I = ∅ is true there are two cases to consider. First, if k ∈ I (i.e., a k = 0) then the right-hand side vanishes due to the factor δ v k ,0 in (4.9) and the fact that v k = m > 0. But the left side also vanishes due to the factor (1 − q a k ). Next, if k ∈ I then v i = 0 for all i ∈ I. Hence (4.9) simplifies to
where the second equality follows from (1.11b) for positive a i . Finally, to see that (1.11a) for I = ∅ is true we note that v + = (m) implies that As before, we need to determine which permutations in S m+n contribute to the right-hand side. This can simply be read off from a diagrammatic representation of the right as we will illustrate through an example. Let m = 3, n = 4 andλ = (0, 1, 3, 3) , and represent the set s as well as the compositionλ by a filling of an m × n rectangle as follows: . Which permutations in S 4+3 contribute can now be read off from the diagram. The numbers 5, 6, 7 need to be in natural order since t 56 = t 57 = t 67 = 0. Because t 45 , t 46 and t 47 are covered by the diagram ofλ it follows that 4 occurs after 5, 6, 7. Because t 35 , t 36 and t 37 are covered byλ it follows that 3 also occurs after 5, 6, 7. Because t 25 is covered byλ, but t 26 is not, the number 2 comes after 5 but before 6. Because t 15 is not covered, the number 1 comes before 5, 6, 7. As a result only two permutations contribute: Here numbers occurring in the same column (such as 3, 4) may be permuted but numbers in the same row (such as 6, 7) have their relative ordering fixed.
Given λ = (λ 1 , . . . , λ n ) ∈ C n such that λ 1 = m let m i = m i (λ) for 0 ≤ i ≤ m be the multiplicity of i in λ: m i = |{λ j : λ j = i}|. Then the number of numbers in the ith column (0 ≤ i ≤ m) of the above-type diagram is given by m i (λ), so that the sum over S m+n reduces to a sum over S m0 × · · · × S mm . In the case of our example, m 0 = 1, m 1 = 1, m 2 = 0, m 3 = 2, resulting in a sum over S 2 instead of S 7 .
We conclude by applying the above considerations to the case of strict partitions, i.e., λ = (λ 1 , . . . , λ n ) with λ i > λ i+1 for all 1 ≤ i ≤ n − 1. Then all multiplicities are 1 so that there is only one remaining permutation:
(n + 1, . . . , n + λ n , 1, n + λ n + 1, . . . , n + λ n−1 , 2, . . . . . . , n − 1, n + λ 2 + 1, . . . , n + λ 1 , n). Finally taking t ij = q aj results in our final proposition.
Proposition 4.5. Let λ ∈ P n be a strict partition, i.e., λ 1 > λ 2 > · · · > λ n ≥ 0, and setλ = (λ n , . . . , λ 1 ). Then, for a 1 , . . . , a n positive integers and w ∈ S n ,
When w = (n, . . . , 2, 1) is the permutation of maximal length we obtain (1.12).
