We consider the problem of searching for a mobile intruder in a circular corridor by two mobile searchers, who hold one flashlight. A circular corridor is a polygon with one polygonal hole such that its outer and inner boundaries are mutually weakly visible. Both 1-searchers always direct their flashlights at the inner boundary. The objective is to decide whether there exists a search schedule for two 1-searchers to detect the intruder, no matter how fast he moves, and if so, generate a search schedule. We give a characterization of the circular corridors, which are searchable by two 1-searchers. Based on our characterization, an O(n log n) time algorithm is then presented to determine the searchability of a circular corridor, where n denotes the total number of vertices of the outer and inner boundaries. Moreover, a search schedule can be reported in time linear in its size, if it exists.
Introduction
Motivated by the relations to the well-known Art Gallery problem [1] , much attention has recently been devoted to the problem of searching for a mobile intruder in a polygonal region P by a mobile searcher [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Both the searcher and the intruder are modeled by points that can continuously move in P, and the intruder is assumed to be able to move arbitrarily faster than the searcher. The intruder is said to be detected if he is ever within the range of the searcher's vision. The polygon is said to be searchable if there exists a schedule for the given searcher to detect the intruder. The visibility of a searcher is defined by the flashlights he holds. The so-called 1-searcher has a flashlight and can see only along the ray of the flashlight emanating from his position. The direction of the flashlight can be changed continuously with bounded angular rotation speed.
A large number of papers on the polygon search problem has been published in the computational geometry and robotics literature, since the polygon search problem was first introduced by Suzuki and Yamashita [6] . It is mainly because this problem captures the key issues in various robotics applications. For example, efficient algorithms that compute search strategies can be embedded in various types of robotics systems that detect intruders using lasers or cameras, mobile robots can be used in a high-risk military action that requires to systematically search a building or an area in enemy territory, and so on.
Most of the research focus on the problem of searching a simple polygon (without holes) by a single mobile searcher [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . For searching a simple polygon by two 1-searchers, an O(n 2 +nm 2 +m 4 ) time algorithm has recently been presented by Simov et al. where n is the number of vertices of the polygon and m is the number of concave regions [12] . Note that m has a lower bound Ω(n) in the worst case. Because of its high complexity, whether a more efficient algorithm can be developed is thus an interesting open problem. Only very preliminary results on the problem of searching a polygonal region with holes by multiple searchers were known [13] .
In this paper, we study the problem of searching a circular corridor by two mobile 1-searchers. A circular corridor is a polygon with one polygonal hole such that its outer and inner boundaries are mutually weakly visible. Both 1-searchers move inside the circular corridor, and always direct their flashlights at the inner boundary. If there exists a search schedule (or movement strategy) for the 1-searchers to catch the intruder, we say that the circular corridor is searchable by two 1-searchers, or simply searchable. Since two searchers have to cooperatively search some corners of the circular corridor, the problem is difficult and interesting. A systematical study on the cooperative motions of two searchers may open the door to more efficient solutions to the polygon search problem for multiple searchers.
The main contributions of this paper are the following. First, we give a characterization of the circular corridors searchable by two 1-searchers, in terms of weak visibility and deadlocks (which are not searchable by a single 1-searcher [14] ). It is mainly obtained by a thorough study on the structures of the deadlocks which restrict the motions of two rays emanating from the 1-searchers. Based on our characterization, an O(n log n) time algorithm is then presented to determine the searchability of a circular corridor, where n denotes the total number of vertices of the outer and inner boundaries. A search schedule can be reported in time linear in its size, if it exists. Finally, since clearing a group of related deadlocks with two searchers is a key issue in the polygon search problem for multiple searchers, our results give some new insights for solving more general settings.
Preliminaries

Notation
A polygon is simple if it contains no holes nor self-intersections. A circular corridor, denoted by CC, is defined in this paper as a polygon with one polygonal hole such that its outer and inner boundaries are mutually weakly visible. The outer boundary of CC is denoted by P, and the inner boundary is denoted by H. For ease of presentation, we denote by P[x, y](H[x, y]) the clockwise closed chain of P(H) from x to y, and P(x, y) (H(x, y)) the open chain of P(H) from x to y. Points on P(H) will be denoted by p, p ′ ,
We use the standard definition of visibility [3, 12] . For two points p ∈ P, h ∈ H, we say that they are mutually visible if every interior point of the line segment ph lies in the interior of CC , except for two boundary endpoints p and h. For two
]. Just for convenience, we assume that CC is in a general position, i.e., no three vertices are collinear and no three lines extending three edges of CC have a point in common.
For a vertex v of CC , we denote by Pred(v) (Succ(v)) the vertex of CC immediately preceding (succeeding) v on the boundary P or H clockwise. A vertex of CC is reflex if its interior angle is strictly larger than 180°; otherwise, it is convex. An important definition for reflex vertices is that of ray shots: the backward ray shot from a reflex vertex r of P (H), denoted by B(r), is the first point of H (P), if it exists, hit by a ''bullet'' shot at r in the direction from Succ(r) to r, and the forward ray shot F(r) is the first point of P(H) hit by the bullet shot at r in the direction from Pred(r) to r. The vertex r is called the origin of the shots B(r) and F (r). 1 See Fig. 1 .
Without loss of generality, we assume that B(r) is slightly above, as viewed from r, the backward ray shot from r, and thus B(r) and Succ(r) are mutually visible. Assume also that F (r) is slightly below, as viewed from r, the forward ray shot from r, and thus F (r) and Pred(r) are mutually visible. A pair of vertices p ∈ P, h ∈ H is said to form a backward deadlock if both the three points p, Succ(p), B(h) on P and the three points h, Succ(h), B(p) on H are in clockwise order ( Fig. 1(a) ), or a forward deadlock if both the three points F (h) ∈ P, Pred(p), p and the three points F (p) ∈ H, Pred(h), h are in clockwise order ( Fig. 1(b) ). Two vertices p and h are called the defining vertices of the deadlock. Two edges pSucc(p), hSucc(h) in Fig. 1(a) , and two edges pPred(p), hPred(h) in Fig. 1(b) are called the defining edges of the deadlock.
Problem definition
denote the positions of the 1-searcher S a (S b ) and his lightpoint (i.e., the point of the inner boundary illuminated by the flashlight) at a time t ≥ 0, respectively. A point x ∈ CC is said to be detected or illuminated at time t if x is on the line segment S a (t)F a (t) or S b (t)F b (t). Any region that might contain the intruder (whose position is unknown to the searchers as he is capable of moving arbitrarily fast) at a time is said to be contaminated; otherwise, it is clear. If a region becomes contaminated for the second or more time, it is referred to as recontaminated. A search schedule of two 1-searchers for CC is defined by two sequences of piecewise-continuous functions ⟨S a , S b ⟩: [0, 1] → CC and ⟨F a , F b ⟩: [0, 1] → H, such that the intruder is contained in S a (1)F a (1) or S b (1)F b (1) , no matter how fast he moves.
The given CC is said to be searchable if there exists a search schedule for two 1-searchers to catch the intruder.
Without loss of generality (i.e., all trivial movements are removed from the considered search schedule), the movements or search instructions of a 1-searcher can be defined as follows [14, 12, 6 ]: 1 Since P and H are mutually weakly visible, we do not consider the ray shots which are on the same boundary as their origins.
(a) Backward deadlocks.
(b) Forward deadlocks. (iv) The 1-searcher S (e.g., S a in Fig. 2 (iv)) moves in the interior of CC , while aiming his flashlight at a point of H.
Sb
In Fig. 2 , the shaded region denotes the clear region and the dotted arrows give the directions in which the 1-searcher and his lightpoint move. For any instruction of type (i) or (ii), the 1-searcher S and his lightpoint F are continuous on P and H, respectively. Note that an instruction (ii) can simply be performed by rotating the line segment connecting S and F around the intersection point of the starting and ending segments. Instructions of type (iii), usually termed as the lightpoint jumps, give the only possible discontinuities of the lightpoint F on H. Finally, the movement of the 1-searcher S in instructions of type (iv) is limited to the clear region ( Fig. 2(iv) ).
For simplicity, we will refer to a walk as a set of continuous instructions of types (i) and (ii), including at least one instruction of type (i) [14] . Also, we refer to a flashlight rotation as a set of continuous instructions of types (ii) and (iii), including at least one instruction of type (ii). They are two basic operations used in our search algorithm (see Section 4) .
In the rest of this paper, we usually denote by S a (S b ) the 1-searcher whose flashlight moves in CC clockwise (counterclockwise). Fig. 3 illustrates an example for clearing a circular corridor. The starting positions of two 1-searchers are shown in Fig. 3 (a). Note that the ray of the flashlight emanating from S a separates the defining edges of all deadlocks on P from those on H, i.e., two defining edges of any deadlock are to the different sides of the ray emanating from S a . The 1-searcher S b first moves to clear all defining edges of the deadlocks on P ( Fig. 3(b) ). Next, S b aims his flashlight at the vertex r of H ( Fig. 3(c) ), and S a moves his flashlight clockwise over r ( Fig. 3(d) ). The searcher S b then moves counterclockwise ( Fig. 3 (e)), and finally, two 1-searchers work together to clear the whole circular corridor ( Fig. 3 (f)).
As described above, two 1-searchers may cooperatively clear a group of deadlocks in the beginning or ending of a search schedule. Specifically, while a 1-searcher uses the ray of the flashlight to separate the defining edges of the deadlocks on P from those on H, the other moves to clear the defining edges on P or H. The separation of defining edges of the deadlocks on P from those on H makes it possible for two 1-searchers to clear the group of deadlocks.
Without loss of generality, assume that two 1-searchers always start (end) at the same position. 2 Particularly, we use the ''start phase'' and the ''end phase'' to indicate two different time periods, in which the 1-searchers cooperatively clear a group of deadlocks (if it exists). To be exact, two 1-searchers start at the same position, and then move to clear a group of deadlocks in the start phase. Analogously, after two 1-searchers move to clear a group of deadlocks, they finish the search at the same position in the end phase.
Related work
We briefly review the solution to the well-known two-guard problem [15, 14] , which will be used as a subroutine in our search algorithm.
A corridor is a simple polygon Q with a point u on the boundary called the 'entrance' and the other v on the boundary called the 'exit'. We denote it by (Q , u, v). Also, denote by L (R) the clockwise (counterclockwise) chain Q from u to v. The definition of deadlocks between two chains L and R is the same as that in CC , except that the three points of a deadlock on R are in counterclockwise order [14] . The two-guard problem for the corridor (Q , u, v) asks whether two guards (represented as two points) can walk along the two polygonal chains from u to v in such a way that they are always mutually visible.
A walk schedule is defined as a sequence of the following actions: (i) both guards move forward along segments of single edges, and (ii) one guard moves forward but the other one moves backward [14] .
Lemma 1 (See [15, 14] ). A corridor (Q , u, v) is walkable by two guards if and only if the chains L and R are mutually weakly visible and no deadlocks occur between L and R. It takes Θ(n) time to test the two-guard walkability of a corridor, and O(n log n + m) time to output a walk schedule of minimum length, where m (≤n 2 ) is the number of the instructions reported.
Note that u or v can be defined as an edge of Q [14] . The instructions of types (i) and (ii) for a 1-searcher are allowed for two guards, if we consider one guard as the searcher S and the other as the lightpoint F . Note also that the instructions of type (iii) and (iv) are not allowed for two guards, and they do not help any in searching a corridor by a 1-searcher.
Corollary 1 (See [8]). A corridor (Q , u, v) is searchable by a 1-searcher if and only if the chains L and R are mutually weakly visible and no deadlocks occur between L and R.
Necessary conditions
In this section, we present necessary conditions for the circular corridors to be searchable by two 1-searchers. For this purpose, we study the structure of deadlocks that prevents from being cleared by two 1-searchers in the end phase. (By symmetry, the same structure cannot be cleared in the start phase, either.) Take a backward deadlock, which is caused by p 1 and h 1 , as an example ( Fig. 4(a) ). Generally, the clockwise searcher S a (the flashpoint F a ) cannot move over p 1 (h 1 ). Thus, no point of the half-opened edge P(p 1 , Succ(p 1 )] (H(h 1 , Succ(h 1 )]) can be cleared by S a (F a ). On the other hand, it is possible for the ccw 1-searcher S b (the lightpoint F b ) to clear the edge P[p 1 , Succ(p 1 )] (H[h 1 , Succ(h 1 )]). The concept of non-separated deadlocks introduced below is derived from this simple observation. Assume that at least one deadlock is cleared in the start phase. Denote by p 0 and h 0 the defining vertices of that deadlock (see Figs. 4 and 5). For ease of presentation, we assume that all points on P (H) are ordered clockwise, with respect to p 0 ∈ P (h 0 ∈ H). So, the inequality x < y implies that the point x is encountered before y by a clockwise walker on P (H), starting at p 0 (h 0 ).
We will introduce the concept of ''non-separated'' deadlocks, and then show that a pair of non-separated deadlocks cannot be cleared in the end phase. Definition 1. Two pairs of the vertices ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ in the contaminated region, with p 1 < p 2 and h 1 < h 2 , form a pair of BF-deadlocks if the deadlock caused by ⟨p 1 , h 1 ⟩ is a backward one and the deadlock caused by ⟨p 2 , h 2 ⟩ is a forward one ( Fig. 4(a) ).
Definition 2.
Suppose that ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩, with p 1 < p 2 and h 1 < h 2 , cause a forward deadlock and a backward deadlock, respectively. They form a pair of FB-deadlocks if either of the following conditions is true.
respectively, nor points y ∈ P[p 1 , p 2 ] such that P[p 1 , y] and P[y, p 2 ] are weakly visible from H[h 0 , h 1 ) and H(h 2 , h 0 ], respectively ( Fig. 4(b) ).
2B There exists no internal segment ph, p ∈ P(p 2 , p 1 ) and h ∈ H(h 2 , h 1 ), which has two edges p 1 Pred(p 1 ), p 2 Succ(p 2 ) to its one side and two edges h 1 Pred(h 1 ), h 2 Succ(h 2 ) to its another side in the contaminated region ( Fig. 4(c) ).
Let h 1 , h 2 (h 1 < h 2 ) be two vertices of H in the contaminated region. In the following definitions, we denote by v (u) the vertex of H(h 1 , h 2 ) such that the shot F (v) ∈ P (B(u) ∈ P), if it exists, is the smallest (largest) among all forward (backward) shots from the reflex vertices of H(h 1 , h 2 ). Moreover, denote by p(h 1 ) the smallest point of P that is larger than F (v) and visible from h 1 , if it exists. 3 Fig. 5 (a) and (b) is not weakly visible from P(p 2 , p 0 ). In Fig. 5 1 , v] . Note that if the defining edges of two backward (forward) deadlocks cannot be separated by any internal line segment ph, these two deadlocks clearly form a pair of BB-deadlocks (FF -deadlocks).
3(a) The chain H[h
1 , h 2 ] is not weakly visible from P(p 2 , p 0 ), or P[F (v), p(h 1 )] is not weakly visible from H[h 1 , v] when F (v) < p(h 1 ) holds. 3(b) The chain P[p 1 , p 2 ] is not weakly visible from H(h 2 , h 0 ).
4(a) The chain H[h
For the instance shown in Fig. 5(b) , ⟨p 0 , h 0 ⟩ and ⟨p 1 , h 1 ⟩ also form a pair of BB-deadlocks (if both deadlocks are required to be cleared in the end phase).
Definition 5. The deadlocks caused by ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ are said to be non-separated in the end phase if they form a pair of BF -deadlocks, FB-deadlocks, BB-deadlocks, or FF -deadlocks.
The definition of pairs of non-separated deadlocks is relatively complicated. This is mainly because there are many different configurations of deadlocks in CC . Note that the four vertices p 1 , h 1 , p 2 , and h 2 forming a pair of non-separated deadlocks are not unique. The concept of non-separated deadlocks is important, not only because it helps us to give a characterization of the circular corridors searchable by two 1-searchers, but also because it makes possible an efficient solution to this difficult and challenging problem.
The following result helps us to check the weak visibility of 
Lemma 2. The chain H[h
For sufficiency, recall first that P and H are mutually weakly visible.
can block the vision of h to P(p 2 , p 0 ), the former part of sufficiency simply follows from the definition of F (v) ( Fig. 5(a) ). On the other hand, if the vision of h to P(p 2 , p 0 ) is blocked by a reflex vertex of P(p 1 , p 0 ), the vision of any point of H[h 1 , h] to P(p 2 , p 0 ) has to be blocked either; see Fig. 5(b) . Hence, the latter part of sufficiency also follows.
We show below that a pair of non-separated deadlocks cannot be cleared in the end phase. By symmetry, a pair of nonseparated deadlocks cannot be cleared in the start phase, either.
Lemma 3. A pair of non-separated deadlocks cannot be cleared in the end phase.
Proof. In the end phase, the rays emanating from two 1-searchers have to coincide with two line segments bounding the clear region. Assume first that the contaminated region contains a pair of BF -deadlocks. See Fig. 4(a) . In this case, either S a or S b (F a orF b ) can never move to any point of P(p 1 , p 2 ) (H(h 1 , h 2 )); otherwise, CC becomes contaminated, except for the two segments illuminated by the flashlights. Thus, the pair of BF -deadlocks cannot be cleared in the end phase.
Assume now that a pair of FB-deadlocks occurs in the contaminated region. If condition 2B is true, neither flashlight can be used to separate the defining edges of uncleared deadlocks, and thus, the pair of FB-deadlocks cannot be cleared in the end phase. See Fig. 4(c) . Otherwise, condition 2A is true. In this case, neither the 1-searchers can move to clear the chain P[p 1 , p 2 ] (i.e., they cannot meet at a point of P[p 1 , p 2 ]), nor their lightpoints can move to clear the chain H[h 1 , h 2 ]. See Fig. 4(b) . Again, the defining edges of uncleared deadlocks can never be separated, and thus, the pair of FB-deadlocks cannot be cleared in the end phase.
Finally, consider the situation in which a pair of BB-deadlocks occurs in the contaminated region. It is worth pointing out that in the proof of Lemma 3, we have assumed that two groups of the deadlocks are independently cleared in the start and end phases. Probably, it is possible for two 1-searchers to clear first the defining edges of all deadlocks on P and then the defining edges on H (e.g., the example shown in Fig. 3 ). We need to specify this situation more formally. All deadlocks in CC are said to be split by an internal segment ph, p ∈ P and h ∈ H, if the defining edges of all deadlocks on P are to one side of ph, and the defining edges on H are to the other side of ph (see Figs. 3 or 6 ).
The following result shows that all circular corridors deposited in Fig. 4 and Fig. 5 are not searchable by two 1-searchers.
Lemma 4. A given CC is not searchable by two 1-searchers if (i) all deadlocks in CC cannot be split by any internal line segment ph and (ii) there are three deadlocks in CC such that any two of them are non-separated.
Proof. Since all deadlocks in CC cannot be split, neither flashlight can be used to separate the defining edges of all deadlocks on P from those on H. Thus, some deadlocks have to completely be cleared in the start phase, and others have to completely be cleared in the end phase. Moreover, since there are three deadlocks in CC such that any two of them are non-separated, a pair of non-separated deadlocks has to be cleared in the start or end phase. It then follows from Lemma 3 that CC is not searchable by two 1-searchers.
Sufficiency
In this section, we show that the absence of the configurations described in Lemma 4 ensures that CC is searchable by two 1-searchers. Thus this gives a characterization of the circular corridors searchable by two 1-searchers.
Lemma 5. A given CC is searchable by two 1-searchers if all deadlocks in CC can be split by an internal line segment ph.
Proof. Observe that if we insert ph into the circular corridor and consider it as two different edges, then the resulting polygon is a corridor, which has ph as the entrance and the exit. Since the resulting corridor does not contain any deadlock, it can be cleared by a 1-searcher (Corollary 1). A search schedule for clearing CC with two 1-searchers can actually be given as follows. Let S a be initially located at the point p and aim his flashlight at the point h. See Fig. 6(a) . The ray emanating from S a clearly separates the defining edges of all deadlocks on P from those on H. The 1-searcher S b can then walk along P once, starting at p. See Fig. 6(b) . Finally, while S b walks along ph to the point h, the lightpoint F b moves to clear the rest of the contaminated chain of H. 4 See Fig. 6(c) . Hence, CC is searchable by two 1-searchers.
From the proof of Lemma 5, we make below an important observation. Suppose that the recontaminated region in the end phase does not contain any pair of non-separated deadlocks. If two 1-searchers (two lightpoints) ever move to the same point on P (H), then one of the 1-searcher can further use his flashlight to separate the defining edges of contaminated deadlocks on P from those on H, and thus CC can be cleared; otherwise, a pair of non-separated deadlock occurs, or P and H are not weakly visible, a contradiction in either case.
Observation 1. Suppose that the recontaminated region in the end phase does not contain any pair of non-separated deadlocks.
If two 1-searchers (two lightpoints) can ever move to the same point on P (H) in the end phase, then CC is searchable. examples. Assume that p 1 and h 1 differ from p 2 and h 2 , respectively; otherwise, two 1-searchers or two lightpoints can first move to the same defining vertex on P or H, and thus CC is searchable (Observation 1). In order to give the search schedule in the end phase, we distinguish the following cases according to two critical deadlocks occurred at the top and the bottom of the contaminated region. Clearly, most cases depend on the relative positions of the vertices p 1 , p 2 , h 1 and h 2 . Fig. 7) . If there do not exist shots Fig. 7(a) .
Since the flashlight of S b separates the defining edges of all uncleared deadlocks on P from those on H, the searcher S a can then move to clear the rest of the contaminated region. Hence, CC is searchable by two 1-searchers.
Assume now that the shot F (v) ∈ P, v ∈ H(h 1 , h 2 ), is the smallest among all forward shots from the reflex vertices of H(h 1 , h 2 ). In this case, there are no vertices r in P[F (v), p ′ ] such that F (r) < v holds on H; otherwise, ⟨r, v⟩ causes a forward deadlock, and thus ⟨p 1 , h 1 ⟩, ⟨r, v⟩ form a pair of BF -deadlocks, a contradiction. Moreover, the point p(h 1 ) exists (see Fig. 7(b) and (c)); otherwise, H[h 1 , h 2 ] is not weakly visible from P(p 2 , p 0 ) (Lemma 2) and thus ⟨p 1 , h 1 ⟩, ⟨p 2 , h 2 ⟩ form a pair of BB-deadlocks, a contradiction, again. The flashlight of S b can then be moved from p ′ h ′ to F (v)v using a walk. This is because neither deadlocks occur between P[F (v), 1 , v] ( Fig. 7(b) ), and then, S a moves to clear the rest of the contaminated region. Otherwise, we have F (v) < p(h 1 ). From the definition of 1 , v]; otherwise, ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ form a pair of BB-deadlocks, a contradiction. Thus, the flashlight of S b can be rotated from F (v)v to p(h 1 )h 1 , around the intersection point of F (v)v and p(h 1 )h 1 . See Fig. 7(c) . At this moment, the ray emanating from S b separates the defining edges of uncleared deadlocks on P from those on H. Hence, CC can be cleared.
Finally, consider the situation in which P[p 1 , p 2 ] is weakly visible from H(h 2 , h ′ ). As discussed above, S b can first move to the vertex p 1 and then let his flashlight separate the defining edges of contaminated deadlocks on P from those on H. Thus, CC is searchable, too. Case 2. Both ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ cause the forward deadlocks. It is symmetric to Case 1, and thus, CC can be cleared analogously. Fig. 8(a) 
and any contaminated deadlock consists of at least one defining vertex in P[p
See Fig. 8(a) , we can also define the point p(v ′ ) (p(u ′ )) on P (Fig. 8(a) ], the flashlight of S a can be moved from ph to p(u ′ )u ′ . (The symmetric situation for the flashlight of S b can be found in Fig. 8(a) .) Otherwise, there are some vertices w ∈ P[p, p(u ′ )] such that B(w) > u ′ holds. Let w ′ be the smallest among these vertices w. See Fig. 8(a) . Then, the flashlight of S a can be moved from ph to w ′ u ′ . In either case, the lightpoint F a can move to u ′ . By a similar argument, F b can move to v ′ . Finally, at least one 1-searcher can use his flashlight to separate the defining edges of contaminated deadlocks, and thus, CC is searchable (Observation 1).
Case 4. None of Cases 1-3 occurs. We further distinguish two different situations according to the deadlocks caused by p 1 and p 2 .
Case 4.1. Two vertices p 1 , p 2 contribute to a backward deadlock and a forward deadlock, respectively. (But, neither ⟨p 1 , h 1 ⟩ nor ⟨p 2 , h 2 ⟩ forms a deadlock.) Denote by u the smallest vertex of H(h 1 , h 2 ] such that ⟨p 1 , u⟩ causes a backward deadlock. See Fig. 8(b) . Since no deadlocks occur between P[p, p 1 ] and H [h, u] , the flashlight of S a can be moved from ph to p 1 u using a walk. See Fig. 8(b) . Analogously, the flashlight of S b can be moved from p ′ h ′ to p 2 v, where v denotes the largest vertex such that ⟨p 2 , v⟩ causes a forward deadlock. Observe that v < u; otherwise, ⟨p 1 , u⟩ and ⟨p 2 , v⟩ cause a pair of BF -deadlocks, a contradiction. Again, at least one flashlight can be used to separate the defining edges of uncleared deadlocks on P from those on H, and thus, CC is searchable.
Case 4.2. Two vertices p 1 p 2 contribute to a forward deadlock and a backward deadlock, respectively. It is symmetric to Case 4.1, and thus, CC can be cleared analogously.
The above cases enumerate all situations in which the defining vertices of contaminated deadlocks are contained in
Our proof is thus complete.
The main result of this paper immediately follows from Lemmas 4-6.
Theorem 1. A given CC is searchable by two 1-searchers if and only if either all deadlocks in CC can be split by an internal line
segment ph (p ∈ P and h ∈ H) or there are no three deadlocks such that any two of them are non-separated.
Algorithms
This section presents an O(n log n) time algorithm for determining whether a circular corridor is searchable by two 1-searchers, and an algorithm for reporting a search schedule, if it exists, in time linear in its size.
Lemma 7. All ray shots in a given CC can be computed in O(n log n) time.
Proof. First, find an internal line segment L in CC . It can be done, say, by computing the region visible from a vertex p of P and connecting p to the vertex of H that is visible and closest to p [16] . Next, compute in O(n log n) time all ray shots from reflex vertices of P and H. This is done by inserting L into CC as two different edges and performing the ray shooting queries in the resulting polygon [17] . A simple exception is that some ray shots may cross with L in CC , but it can easily be dealt with. simultaneous traversal of the two lists of the origins (forward ray shots) on P and H. Beginning with two defining vertices of the found deadlock, one can find the next deadlock, and so on. This procedure terminates when the first found deadlock is encountered for the second time. Since finding all backward (forward) deadlocks require to visit all vertices and backward (forward) shots on P and H at most twice, the lemma follows.
Let us first give our algorithm for determining whether all deadlocks in CC can be split by an internal segment. Fig. 9 . Since the given circular corridor can simply be modified to a simple polygon, we can compute in linear time the shortest Euclidean path between two points p 1 and h 0 inside CC [18, 19] . All the points where the path makes a turn clearly belong to
Let us now describe how to find an internal segment ph, if it exists, which splits all deadlocks in CC . There are some segments p ′ h ′ in the shortest path between p 1 and h 0 , which connect a vertex p ′ of P to a vertex h ′ of H. (Probably, p ′ = p 1 and/or h ′ = h 0 .) See Fig. 9 . If the number of the segments p ′ h ′ is at least two, the required segment ph with respect to the shortest path between p 1 and h 0 clearly does not exist ( Fig. 9(a) ). Otherwise, we extend the unique segment p ′ h ′ in CC as long as possible. (It can be done in O(log n) time by at most two ray shooting queries [17] .) The existence of our wanted segment ph then depends on whether the extended segment has one endpoint on P and another endpoint on H ( Fig. 9(b) ) or not ( Fig. 9(c) ). If the required line segment ph is found, we are done. Otherwise, we perform the same procedure for the Euclidean shortest path between p 0 and h 1 inside CC once again. In this way, we can determine in O(n) time whether all deadlocks in CC can be split.
The following observations, which help to find the pairs of non-separated deadlocks, immediately follow from the definition of non-separated deadlocks.
Observation 2. Suppose that ⟨p 2 , h 2 ⟩ and ⟨p 3 , h 3 ⟩ form a pair of non-separated deadlocks, with p 2 < p 3 and h 2 < h 3 . If ⟨p 1 , h 1 ⟩ causes a deadlock of the same type as ⟨p 2 , h 2 ⟩, with p 1 < p 2 and h 1 < h 2 , then ⟨p 1 , h 1 ⟩ and ⟨p 3 , h 3 ⟩ also form a pair of nonseparated deadlocks.
Observation 3. Suppose that ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ form a pair of non-separated deadlocks with p 1 < p 2 and h 1 < h 2 , and that ⟨p 2 , h 2 ⟩ and ⟨p 3 , h 3 ⟩ form a pair of non-separated deadlocks with p 2 < p 3 and h 2 < h 3 . Then, ⟨p 1 , h 1 ⟩ and ⟨p 3 , h 3 ⟩ also form a pair of non-separated deadlocks.
Assume that ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ form a pair of BB-deadlocks, with p 1 < p 2 and h 1 < h 2 . If there are no two vertices p ∈ P(p 1 , p 2 ), h ∈ H(h 1 , h 2 ) such that ⟨p 1 , h 1 ⟩ and ⟨p, h⟩ also form a pair of BB-deadlocks, the deadlocks caused by ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ are said to form a pair of BB-adjacent deadlocks. Analogously, we can define the pairs of FF -adjacent Proof. Suppose that ⟨p 1 , h 1 ⟩ causes a backward deadlock in CC . Denote by A(h 1 ) the point of P, which is visible from h 1 and farthest from p 1 in clockwise direction. See Fig. 10 . Note that A(h 1 ) can be obtained from the region that is visible from h 1 , and the visible region from h 1 can be computed in linear time [16] .
We give below a method to compute a pair of BB-adjacent deadlocks, if it exists, such that ⟨p 1 , h 1 ⟩ gives its first element and the vertex p 2 of the second element is contained in the chain P(p 1 , A(h 1 )). Assume that the point p 0 ∈ P (h 0 ∈ H) used to order all points on P (H) is not contained in any clockwise chain of P (H) considered here. Let v be the vertex succeeding h 1 such that F (v) is closest to p 1 in clockwise direction and contained in P(p 1 , A(h 1 )). Since all ray shots have been computed, we can simply obtain the vertex v and its shot F (v) as well. Then, we find the next backward deadlock whose defining vertex on P is contained in P(p 1 , A(h 1 )), starting from F (v) and v ( Fig. 10(a) ), or starting from p 1 and v ( Fig. 10(b) ). Suppose that ⟨p 2 , h 2 ⟩, p 2 ∈ P(p 1 , A(h 1 )), gives the found backward deadlock, if it exists. From our construction, F (v) is the smallest among all forward shots from the reflex vertices of H[h 1 , h 2 ]. Next, we compute the point h(p 1 ), and then determine whether H[h 1 , h 2 ] is weakly visible from P(p 2 , p 0 ) using Lemma 2. If H[h 1 , h 2 ] is not weakly visible from P(p 2 , p 0 ), then ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ satisfy condition 3(a) (see Fig. 10(a) ). Otherwise, p 2 < F (v) < p(h 1 ) holds ( Fig. 10(b) ); in this case, we further determine whether P[F (v), p(h 1 )] is weakly visible from H[h 1 , v]. If yes, condition 3(a) is true; otherwise, ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ cannot satisfy condition 3(a). Analogously, we determine whether ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ satisfy condition 3(b).
In this way, we can verify whether the required pair of BB-adjacent deadlocks exists or not.
Consider now the situation in which no pairs of BB-deadlocks, which are described above, are found. Starting from A(h 1 ) and h 1 , we further find the next backward deadlock, and denote it by ⟨p 2 , h 2 ⟩. See Fig. 10(c) . Similarly, we compute the point A(h 2 ) on P. If p 1 is not contained in P(p 2 , A(h 2 )), then H[h 1 , h 2 ] (P[p 1 , p 2 ]) is not weakly visible from P(p 2 , p 0 ) (H(h 2 , h 0 )), and thus ⟨p 1 , h 1 ⟩, ⟨p 2 , h 2 ⟩ form a pair of BB-adjacent deadlocks (Fig. 10(c) ). Otherwise, ⟨p 2 , h 2 ⟩ and ⟨p 1 , h 1 ⟩ may form a pair of BB-adjacent deadlocks, which has ⟨p 2 , h 2 ⟩ as its first element. In summary, we can determine in O(n) time whether ⟨p 1 , h 1 ⟩ gives the first element of a pair of BB-adjacent deadlocks. (The treatment for a given forward deadlock can symmetrically be done in O(n) time.) Finally, whether ⟨p 1 , h 1 ⟩ gives the first element of a pair of BF -adjacent deadlocks depends on the existence of a forward deadlock, starting from p 1 and h 1 . It can clearly be verified in linear time.
Lemma 11. Suppose that ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ (p 1 ̸ = p 2 and h 1 ̸ = h 2 ) cause a forward deadlock and a backward deadlock in CC , respectively. Then, one can determine in O(n) time whether ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ form a pair of FB-deadlocks.
Proof. First, compute the continuous interval of P (H), which is weakly visible from H(h 2 , h 1 ) (P(p 2 , p 1 )). Whether ⟨p 1 , h 1 ⟩ and ⟨p 2 , h 2 ⟩ satisfy condition 2A then depends on whether two found intervals are identical to P and H. Note that computing the weak visibility of P (H) from H(h 2 , h 1 ) (P(p 2 , p 1 )) takes O(n) time [18, 15, 14] .
To verify condition 2B, we compute the shortest paths between p 2 and h 1 , and between p 1 and h 2 . As in the proof of Lemma 9, we can also determine in O(n) time whether there are the internal segments ph, which separate the edges p 1 Pred(p 1 ) and p 2 Succ(p 2 ) from h 1 Pred(h 1 ) and h 2 Succ(h 2 ). Therefore, the lemma follows.
By now, we can give our algorithm for determining whether there are three deadlocks in CC such that any two of them form a pair of non-separated deadlocks.
Decision-Algorithm
Lemma 12. Suppose that all ray shots in CC have been computed. Then, whether there are three deadlocks in CC such that any two of them form a pair of non-separated deadlocks can be determined in O(n) time.
Proof. In Step 1 of Decision-Algorithm, we first invoke the procedure described in Lemma 10 to find a pair of BB-adjacent deadlocks. Beginning with the second element of the found pair of BB-deadlocks, we invoke the same procedure two more times. Clearly, the total time taken for determining whether there are three backward deadlocks such that any two of them are non-separated is O(n). The treatment of forward deadlocks can be done analogously. The correctness of Step 1 (in which Decision-Algorithm terminates) directly follows from Observation 2.
It follows from Lemmas 10 and 11 that the time taken in Steps 2 and 3 of Decision-Algorithm is O(n). Since Step 2 begins with a pair of BF -adjacent deadlocks and Step 3 begins with two pairs of adjacent, non-separated deadlocks, the correctness of the algorithm simply follows.
We can now give the second result of this paper. Theorem 2. The searchability of a given CC can be determined in O(n log n) time, where n denotes the total number of vertices of P and H. Moreover, a search schedule can be reported in time linear in its size (which is O(n 2 ) in the worst case).
Proof. It follows from Lemmas 7-12 that whether a given CC is searchable by two 1-searchers can be determined in O(n log n) time.
Consider the time required to output a search schedule, provided that CC is searchable. If all deadlocks in CC can be split by an internal segment ph, p ∈ P and h ∈ H, the constructive algorithm in the proof of Lemma in the end phase. Again, the total time required to clear CC is O(m).
Conclusions
In this paper, we have given a characterization of the circular corridors, which are searchable by two 1-searchers. Based on our characterization, an O(n log n) time algorithm is then presented to determine the searchability of a circular corridor, where n denotes the total number of vertices of the outer and inner boundaries. A search schedule, if it exists, can be reported in time linear in its size.
We pose two open questions. First, it is interesting to find an alternate, simpler characterization of the circular corridors searchable by two 1-searchers. Second, an O(n 4 ) time algorithm has recently been proposed to solve the problem of searching a simple polygon (without holes) by two 1-searchers [12] . Can the time bound be improved to O(n 3 ) or even O(n 2 )? Combining with the approach described by Simov et al. [12] , our method might be used to give a more efficient solution. We are working in this direction.
