A new construction for n-track (d; k) codes with redundancy r, referred to as (d; k; n; r) codes, is presented. This construction applies single-track (d; k + k) codes (with certain extra constraints and appropriate amounts of delay) on each of the n tracks. This construction achieves a large part of the capacity increases possible when using (d; k; n; r) codes, has simple encoders and decoders, and exhibits considerable robustness to faulty tracks. It is shown that under this construction, (d; k; n; r) codes can achieve at least (n?r?1)=n 100% of the gap in capacity between conventional (d; k) and (d; 1) codes. Several practical examples of (d; k; n; r) codes under this construction are presented.
Note that the d = 1 constraint is satis ed in each track, but that the k = 2 constraint is satis ed only in a joint manner | there are never more than two consecutive occurrences of 0 on both tracks simultaneously.
Although (d; k; n) codes can provide signi cant capacity increases over (d; k) codes 1], they su er from the fact that a single faulty track (as caused by media defects, for example) can cause loss of synchronization and hence, loss of the data on all tracks. To overcome this defect, Swanson and Wolf introduced a class of codes referred to as (d x ; k x ; k y : n) codes 2]. In these codes, each track satis es the d x and k x constraints in the usual way (along channel, in the terminology of that paper), while the k y constraint is satis ed in the joint manner as described above (across channels). Codes were also designed in 2] so that both k x and k y constraints are satis ed even in the presence of faulty tracks. Independently, Orcutt and Marcellin 3] introduced n-track (d; k) codes with a redundancy of r (denoted here as (d; k; n; r) codes) which allow for r faulty tracks by mandating that all subsets of n ? r tracks satisfy the joint k-constraint. These codes correspond to a subclass (with k x = 1) of those in 2]. With (d; k; n; r) codes and the codes of 2], synchronization will be maintained even in the presence of r faulty tracks. The following sequences provide an example of the output of a (d; k; n; r) = (1; 2; 3; 1) code: Note that each pair of tracks satis es (d; k; n) = (1; 2; 2) constraints. Thus, clocking can be maintained even in the presence of one faulty track. Even using codes as described above, there is still a potential problem. These codes ensure that clocking can be maintained, but they do not guarantee that the code is decodable during periods when one or more tracks are faulty. As a result, all data may be lost during these periods 1 .
One method of mitigating this problem is through combined (d; k)/ECC techniques. In this paper, however, we propose a new method to construct (d; k; n; r) codes. These codes have simple encoding and decoding schemes, gain a large part of the capacity increase possible when using (d; k; n; r) codes, and are considerably more robust to faulty tracks. This method uses a single (d; k + k) code (with certain extra constraints and appropriate amounts of delay) on each of the n tracks. Thus, the (d; k; n; r) codes constructed here fall in the category of the (d x ; k x ; k y : n) codes introduced in 2] with d x = d, k x = k + k, and k y = k. Under this scheme, clocking can still be derived jointly from any subset of n ? r tracks, but encoding and decoding is done on a track-by-track basis. Thus, faulty tracks a ect only the data associated with those tracks, signi cantly decreasing the burden on the ECC. In fact, since clocking is constantly maintained, resynchronization is not necessary when faulty tracks are restored. Thus, the burden on the ECC is actually less than in the \usual" case when independent (d; k) codes and clocking circuitry are used on each track. The remainder of this paper is organized as follows. In Section II, we state and prove the main theorem of the paper which gives a general construction for (d; k; n; r) codes using n identical singletrack (d; k + k) codes. Section III presents bounds and techniques for calculating the capacity of these codes while in Section IV, we give several examples of codes constructed by our technique.
II CODE CONSTRUCTION
We begin this section by describing our code construction in the form of the main theorem of this paper. Throughout the paper, dxe denotes the smallest integer no less than x. De nition 3 is extended in the obvious way for three or more tracks.
We now proceed to the proof of Theorem 1.
Proof: We need to show that any n ? r tracks satisfy the multi-track k constraint. To this end, we choose any n ? r tracks ft 1 ; t 2 ; . . .; t n?r g, where t 1 denotes the track (among those chosen) with the smallest delay, t 2 denotes the track with the second smallest delay and so on. Without loss of generality, we then choose our time reference so that there is no delay associated with t 1 
If (5) The left and rightmost elements of this set follow easily from Fig. 1 and Fig. 2 
The leftmost value of the set in (12) follows easily from (4) while the rightmost value follows from noting the maximum value for h 1;2 p from (10) and that from Fig. 1 and Fig. 2 
The leftmost value of the set in (13) follows easily from Fig. 1 while the rightmost value follows from noting the maximum value for h 1;2 p from (10) and that from Fig. 1 and Fig. 2 Having constructed these state transition diagrams, one can easily get the corresponding state transition matrices and nd their largest eigenvalues to get the capacities. We have tabulated these capacities with respect to di erent d, k, n, r, and k in Tables I through III 
Bounds
In what follows, we refer to the capacity of codes from our construction byC(d; k; n; r) to distinguish from the capacity of the more general formulation of 3] (denoted here by C(d; k; n; r)).
From Tables I through III, it can be seen that only in rare occasions is it true thatC(d; k; n; r) j k1 > C(d; k; n; r) j k2 when k 1 < k 2 . This indicates thatC(d; k; n; r) j k , when k is su ciently large, is a good (tight) lower bound for the capacity of (d; k; n; r) codes under our construction when we are free to choose k. This motivates the following theorem. Note that (14) implies that the (d; k; n; r) codes under our construction can achieve at least n?r?1 n 100% of the gap in capacity between conventional (d; k) and (d; 1) codes, when 0 r n?2.
In particular, this says that the capacities of the (d; k; n; r) codes constructed here are always greater than those of single-track (d; k) codes whenever 0 r n ? 2. In the case that r = n ? 1, the clock is fully redundant and can be derived from each track individually (i.e., r = n ? 1 corresponds to conventional single-track codes). In this case, of course,C(d; k; n; n ? 1) = C(d; k). We also point out that from (14) (as was the case in 3]), for a xed value of r, the capacity of our codes converges to that of a single-track (d; 1) code as n gets large. This convergence is fairly rapid. For example, for n = 5 and r = 1, (14) indicates that at least 60% of the gap between (d; k) and (d; 1) codes can be achieved. In practice, we nd that (14) is actually somewhat optimistic as it assumes arbitrarily large k. For example, the single-track capacities for (d; k) = (1; 3) and (1; 1) codes are 0:552 and 0:694, respectively. From Table II , we see that for k = 5,C(1; 3; 5; 1) = 0:628 which actually achieves only 54% of the gap (rather than the 60% predicted by (14)). Table I , we see that the capacity for this code is 0:5. We applied the state-splitting and state-merging technique 4] to derive a sliding block code of rate 1=2 based on the state transition diagram of Fig. 3 . This process is shown in Fig. 5 . It is interesting to note that, in this case, capacity is actually achieved and no splitting is required. The encoder is obtained from the \two-step" state transition diagram by choosing an appropriate subgraph and then merging two states. The result is the MFM (or Miller) code. Hence, as claimed in the introduction, using this code independently on each of the two tracks, with a one bit delay on the second track, results in a (1; 2; 2; 0) code.
IV CODE EXAMPLES
Ex. 4: A (2; 6; 2; 0) code of rate 1=2.
Let k = 1, M = 2, and c = 1. We could derive a state transition diagram for the single-track (d; k + k) = (2; 7) code with extra constraints and apply any established method to derive such a code to be used in the construction of a (2; 6; 2; 0) code. But here, we take advantage of the established xed rate pre x code for single-track (2; 7) constraints. Interestingly, we will see that this code already meets the extra constraints and therefore can be directly applied to construct a From that table, we see that seven consecutive zeros can only occur when 1000, 001000 or 00001000 are followed by 00001000. Since all codewords are of even length, it is easy to see that any zerorun of length seven must begin at an odd position in the code sequence. Hence, this code used independently on each of the two tracks, with a one bit delay on the second track, results in a rate 1=2 (2; 6; 2; 0) code. Table II , we see that the capacity for this code is 0:673. We again take advantage of an established code and select the rate 2=3 single-track (1; 7) sliding block code with minimum number of states 5].
The encoder for this code is shown in Figure 6 . From that encoder, we see that seven consecutive zeros can only occur starting in state 4 with 11/000 (leading to state 3) followed by 00/000 (leading to state 1) and further. Since all codewords are of length three, it is guaranteed that any length seven zero-run will begin at position 0 (mod 3). Hence, using this code independently on each of the three tracks, with a one bit delay on the second track and a two bits delay on the third track, results in a rate 2=3 (1; 6; 3; 1) code. V CONCLUSIONS (d; k; n; r) codes can be constructed using single-track (d; k + k) codes (with extra constraints) on each of the n tracks after certain amounts of delays on di erent tracks. This construction provides for simple encoding and decoding as well as considerable robustness to faulty tracks. The redundancy parameter r, speci es the number of faulty tracks that can be tolerated while maintaining a common clock and maintaining decodability of the non-faulty tracks. This parameter provides for a tradeo between robustness to faulty tracks and capacity, or code rate. The case of r = 0 provides the highest capacity while allowing no tolerance to faulty tracks. This is the case studied in 1]. As r is increased, the capacity increases are diminished as the synchronization robustness is improved. In the extreme case, when r = n ? 1, every track is capable of generating a clock independently and the formulation degenerates to that of the conventional single-track case. In a practical system, the capacity gains achieved with r < n ? 1 must be weighed carefully against the robustness lost, and the di culty of generating a common clock.
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