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Local dimensions of random homogeneous self-similar
measures: strong separation and finite type
Kathryn E. Hare, Kevin G. Hare, Sascha Troscheit
Abstract. We study the multifractal analysis of self-similar measures arising
from random homogeneous iterated function systems. Under the assumption
of the uniform strong separation condition, we see that this analysis parallels
that of the deterministic case. The overlapping case is more complicated; we
introduce the notion of finite type for random homogeneous iterated function
systems and give a formula for the local dimensions of finite type, regular,
random homogeneous self-similar measures in terms of Lyapunov exponents
of certain transition matrices. We show that almost all points with respect to
this measure are described by a distinguished subset called the essential class,
and that the dimension of the support can be computed almost surely from
knowledge of this essential class. For a special subcase, that we call commuting,
we prove that the set of attainable local dimensions is almost surely a closed
interval. Particular examples of such random measures are analyzed in more
detail.
1. Introduction
In this paper we study the multifractal analysis of random homogeneous self-
similar measures arising from random homogeneous iterated function systems (RIFS)
under various separation conditions.
For the case of a self-similar measure arising from a single iterated function
system (IFS), satisfying a suitable separation condition, the multifractal analysis
is well understood. The set of local dimensions of the measure is a closed interval
whose endpoints are simple to compute and there is a formula for the Hausdorff
dimensions of the set of points whose local dimension is a given value. We refer the
reader to [3, 4] for more details.
If, instead, the IFS has ‘overlaps’, the multifractal analysis is more poorly
understood and can be quite different. For instance, there can be an isolated
point in the set of local dimensions of the associated self-similar measures; see
[13, 14, 17, 26] for examples. A weaker notion than the open set condition is
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the finite type property. This is stronger than the weak separation condition, but
satisfied by many self-similar measures which fail to possess the open set condition,
including Bernoulli convolutions with contraction factor the reciprocal of a Pisot
number and m-fold convolutions of Cantor measures on Cantor sets with ratio of
dissection equal to 1/d for an integer d and m ≥ d; see [13, 22]. Building upon the
foundational work of Feng in [6, 7, 8], two of the authors, with various coauthors,
in [13, 14, 15] developed a general machinery for studying the local dimension
theory of self-similar measures of finite type.
A variant of the notion of a deterministically self-similar set is a random self-
similar set. Such sets arise as the attractor of a random iterated function system
where one begins with a finite collection of iterated function systems, each consisting
of finitely many contractions, and then proceeds with an iterative construction
where the choice of contraction to use at each step is determined by some random
process. When the contractions are chosen independently for each cylinder in the
construction, the process is called random recursive or ∞-variable. If one, instead,
chooses the IFS independently for each level of the construction, but applies it
to all cylinders homogeneously, the process is called random homogeneous or 1-
variable for short. The alternative names arise from a construction called the V -
variable process that attempts to interpolate between the random homogeneous and
random recursive processes. An appropriate application of the contraction mapping
principle can be used to show there is an invariant measure whose support is the
random attractor, known as a self-similar measure.
Random recursive sets were first studied independently by Falconer [2] and
Graf [10], who determined their almost sure Hausdorff dimension and measure prop-
erties. It is given by the random analogue of the similarity dimension, the unique
exponent such that expectation of the Hutchinson–Moran sums is one. Olsen [23]
and Arbeiter and Patzschke [1] independently considered the question of the al-
most sure multifractal spectrum under a random analogue of the open set condi-
tion. The former considered the general case of graph-directed random recursive
constructions, whereas the latter considered the standard random recursive model,
but under weaker assumptions than Olsen. Both found that the multifractal spec-
trum is almost surely the natural variant of the deterministic case; it is given by the
Legendre transform of an implicitly defined function that satisfies the deterministic
condition on average.
Here we focus on 1-variable, random iterated function systems and their asso-
ciated random homogeneous self-similar measures. These fractals arise by starting
with a finite collection of iterated function systems Sj , j = 1, . . . ,m, on R
d and
a probability vector which specifies the likelihood of choosing Sj at a given level.
Consider Si(K) =
⋃
j Si,j(K) as an operator on the space of compact subsets of
Rd with respect to the Hausdorff metric. The associated random self-similar set or
attractor is the set
Kω =
∞⋂
k=1
Sω1 ◦Sω2 ◦ · · · ◦Sωk(K),
where ω = (ωi), ωi ∈ {1, . . . ,m} and K is a sufficiently large non-empty compact
subset of Rd. By ‘large enough’ we mean Sj(K) ⊆ K for all j. Each random set
Kω supports a family of random self-similar measures µω that are invariant in a
suitable sense; see Section 2 for more details.
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Most of the research on these random fractals has been on the dimensional
properties of the random sets such as in [12, 25, 28], or on the multifractal analysis
of special examples, such as the Sierpin´ski carpets and sponges in [9, 24]. As with
deterministic self-similar sets, the box-counting and Hausdorff dimensions coincide
(at least, almost surely) and under certain separation conditions there is a formula
for the dimension in terms of the contraction factors of the underlying IFS and
the probability vector; see (2.1). But unlike the deterministic case, the Hausdorff
measure of Kω is typically zero.
The goal of this paper is to investigate the local dimensional properties of the
random self-similar measures arising in the random homogeneous case. First, we
study the multifractal analysis for these measures under the assumption of the uni-
form strong separation condition. We note that [21, 30] gave partial results in
that direction and our method is similar to that given in [3, 4] for the determin-
istic case under the corresponding assumption. However, we are dealing with a
slightly different framework and technical complications arise. Analogously to the
deterministic case, the set of attainable local dimensions is almost surely a closed
interval, formulas are given for the endpoints and the Hausdorff dimensions of the
sets where a given local dimension is attained can be computed from the Legendre
transform of a suitable concave function. This is done in Section 3 of the paper.
In Section 4 we introduce the finite type condition for this random model under
the assumption that all the similarities in the RIFS have the same contraction
factor. We study the geometric structure of such random attractors, including
the notion of the essential class, a very useful concept in the deterministic case.
We prove that the essential class always exists and is unique, and the Hausdorff
dimension of the attractor can, almost surely, be determined from the incidence
matrices associated with the essential class. When the measure is ‘regular’, we give
a formula for the local dimension of the measure at any point in terms of Lyapunov
exponents of suitable transition matrices, as in the deterministic case.
Section 5 is devoted to a study of the local dimension theory of a special class
of examples of finite type random IFS and their associated regular self-similar
measures (which do not, in general, satisfy the uniform strong separation condition).
Despite the overlaps, this class has a ‘commuting’ property that permits us to show
that the set of attainable local dimensions is, again, almost surely an interval for
which we give a formula. The notion of neck levels, discussed in [19], is useful here,
as is Kingman’s subadditive ergodic theorem. Particular examples of such random
IFS and their self-similar measures are analyzed in more detail in Section 6.
2. Notation and Definitions
2.1. Random iterated function systems. In this section, we outline the
notation that will be used throughout the remainder of the paper and briefly de-
scribe some important properties of random homogeneous self-similar sets and mea-
sures.
Fix m ∈ N. Set
A = {1, . . . ,m}
and write Ak = {1, . . . ,m}k for all the words from the alphabet A of length k. Put
Ω = AN = {1, . . . ,m}N,
the set of all infinite sequences with entries in A.
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Let P be the Bernoulli probability measure on Ω giving weight θj > 0 to the
letter j, so
∑m
j=1 θj = 1. It is easy to check that P is indeed a measure and for
ω = (ωi)
∞
i=1 ∈ Ω we have P{ω ∈ Ω : ωk = j} = θj for each j, k. Further, P is
invariant and ergodic with respect to the shift map π(ω) = π(ω1, ω2, ω3, . . . ) =
(ω2, ω3, ω4, . . . ).
To each letter j ∈ A we associate an iterated function system (IFS)
Sj = {Sj,0, Sj,1, . . . , Sj,N (j)}
consisting of finitely many, strictly contracting similitudes on Rd. Thus, for each
j, k we have contraction factors, 0 < rj,k < 1, so that
|Sj,k(x) − Sj,k(y)| = rj,k|x− y|.
Let Ij = {0, 1, . . . ,N (j)} be the index set for IFS Sj . For each ω ∈ Ω and integer
n, let
Λω,n = {(σ1, . . . , σn) : σj ∈ Iωj , j = 1, . . . , n}
and Λω = {(σj)∞j=1 : σj ∈ Iωj for all j}. The elements of Λω,n will be called codings
of length n.
Consider the finite family of iterated function systemsS = {Sj : j = 1, . . . ,m}.
We call the tuple (S,P) (or simply S) a random homogeneous iterated function
system (RIFS). Of course, if m = 1, then the RIFS is simply an IFS.
The finiteness of S and N (j) ensures that
rmax = max
j,k
rj,k < 1 and rmin = min
j,k
rj,k > 0.
By slight abuse of notation we also consider the Sj as operators on K(R
d),
the non-empty compact subsets of Rd, in the following way. Suppose K ∈ K(Rd)
satisfies the property that Sj,k(K) ⊆ K. Then define
Sj(K) =
⋃
k∈Ij
Sj,k(K).
It is a classical result by Hutchinson [18] that each IFS Sj has an associated
unique invariant compact setKj , known as its self-similar set or attractor, satisfying
Sj(Kj) = Kj.
The uniqueness arises from the fact that Sj is a contracting map on (K(R
d), dH),
where dH is the Hausdorff metric. Further, given any sufficiently large K ∈ K(R),
the set Kj can be obtained by iterating the map Sj :
Kj = Sj ◦Sj ◦Sj ◦ . . . (K) =
∞⋂
k=1
Sj ◦Sj ◦ · · · ◦Sj(K)︸ ︷︷ ︸
k times
.
The same idea can be applied to random iterated function systems at every
step in the construction. Indeed, let (S,P) be a RIFS as above, indexed by the
letters of A. For each ω ∈ Ω we define the random homogeneous self-similar set or
random attractor, Kω ∈ K(R
d), to be the set obtained by iterating operators in S
according to ω = (ω1, ω2, . . . ),
Kω = lim
n
Sω1 ◦Sω2 ◦ · · · ◦Sωn(K)
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where the limit is taken in the Hausdorff metric and K is any non-empty compact
subset of Rd. A suitable application of the contraction mapping principle shows
that this limit exists and is unique. The set Kω also arises as
Kω =
∞⋂
k=1
Sω1 ◦Sω2 ◦ · · · ◦Sωk(K),
where K ∈ K(Rd) is a sufficiently large compact set.
Example 2.1. Cantor sets with ratios of dissection chosen randomly from a
finite set are examples of such random self-similar sets. Suppose we are given
0 < rj < 1/2, j = 1, . . . ,m, and probability measure P. Consider the RIFS with
contractions Sj,k(x) = rjx + (1 − rj)k, k = 0, 1. The self-similar set Kω is the
random Cantor set where if ω = (ωi) ∈ (Ω,P), then at step i in the usual Cantor
set construction, we remove from each of the parent Cantor intervals of step i− 1,
the middle open interval, keeping the outer closed intervals of length rω1 . . . rωi . The
more general homogeneous Cantor sets of [5] could similarly be randomized.
The Hausdorff and box-counting dimensions of this class of examples coincide
almost surely. Further, they coincide almost surely with the unique real number s
satisfying
0 = E
log ∑
k∈Iω1
rsω1,k
 = m∑
j=1
θj log
∑
k∈Ij
rsj,k,
or, equivalently,
(2.1)
m∏
j=1
∑
k∈Ij
rsj,k
θj = 1.
Note that when we write E we mean the expectation with respect to P unless we
specify otherwise.
We remark that, in contrast with the case of a single IFS, the Hausdorff s-
measure of the random attractor Kω is typically zero for a.a. ω when s is the
Hausdorff dimension (see [12, 25, 29]).
2.2. Self-similar measures and their local dimensions. To each letter
j ∈ A, we associate a probability vector on their respective index set Ij . That is,
we have probabilities pj,k > 0 such that
∑
k∈Ij
pj,k = 1 for each j. For each ω ∈ Ω
there then exists a unique probability measure, supported on Kω, that satisfies
(2.2) µω(E) =
∑
k∈Iω1
pω1,k µω2ω3ω4... ◦ Sω1,k
−1(E)
for all Borel sets E. We refer to µω as the random homogeneous self-similar measure
for ω ∈ Ω. As with the random attractor, the existence and uniqueness of the ran-
dom self-similar measure also follows from a suitable application of the contraction
mapping principle.
Example 2.2. If we take the RIFS from Example 2.1, with probabilities pj,0 =
p, pj,1 = 1 − p for all j, then the associated random self-similar measure is the
p-Cantor measure supported on the random Cantor set Kω.
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We choose ω according to P and aim to study the generic dimensional properties
of these random self-similar measures.
Definition 2.3. Given a probability measure µ, the upper local dimension
of µ at x ∈ suppµ is
dimloc µ(x) = lim sup
ε→0+
logµ(B(x, ǫ))
log ε
.
Replacing the lim sup by lim inf gives the lower local dimension, denoted dimloc µ(x).
If the limit exists, we call the number the local dimension of µ at x and denote
this by dimloc µ(x).
Given a random homogeneous self-similar measure µω with support the self-
similar set Kω, let
Eω,α = {x ∈ Kω : dimloc µω(x) = α},
Eω,α = {x ∈ Kω : dimloc µω(x) = α},
Eω,α = {x ∈ Kω : dimloc µω(x) = α}.
The multifractal spectrum of µω is the function fω(α) = dimH Eω,α.
Henceforth we will omit the adjective ‘homogeneous’, although it will always
be understood.
3. Multifractal Analysis under Strong Separation
3.1. Separation conditions. In order to obtain meaningful results on the
multifractal analysis of random self-similar measures, we will make use of different
separation conditions. In this section, we will assume the RIFS satisfies the uniform
strong separation condition, a random variant of the strong separation condition
(SSC).
Definition 3.1. Let S = {S1, . . . , SN} be an IFS of contracting maps with
self-similar set K. We say that S satisfies the strong separation condition
(SSC) if
Sk1(K) ∩ Sk2(K) = ∅ for all distinct k1, k2 ∈ {1, . . . , N}.
Equivalently, there exists ǫ > 0 such that
inf
1≤k1<k2≤N
inf
x,y∈K
|Sk1(x)− Sk2(y)| ≥ ǫ.
Definition 3.2. Let S be a family of iterated function systems of contracting
maps, {S1, . . . ,Sm}. Let K ∈ K(R
d) be the smallest set (with respect to its diame-
ter) such that Sj,k(K) ⊆ K for all Sj,k ∈ Sj, j = 1, . . . ,m. We say that S satisfies
the uniform strong separation condition (USSC) if there exists ǫ > 0 such
that
inf
j
inf
k1,k2∈Ij
k1 6=k2
inf
x,y∈K
|Sj,k1(x)− Sj,k2(y)| ≥ ǫ.
This is also sometimes known as the very strong separation condition.
Clearly, the USSC is satisfied if each Sj , j = 1, . . . ,m, satisfies the SSC. The
random Cantor sets of Example 2.1 satisfy the USSC.
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Given ω ∈ Ω and σ = (σ1, σ2, . . . , σn) with σi ∈ Iωi , we let [σ1, . . . , σn]ω denote
the n-level ω-cylinder, that is
[σ1, . . . , σn]ω = {(τ1, τ2, . . . ) : τi ∈ Iωi for all i, τi = σi for 1 ≤ i ≤ n}.
Under the assumption of the uniform strong separation condition we can directly
relate these symbolic cylinders to geometric cylinders. Let K be the compact set
arising in the definition of the USSC. By slight abuse of notation we also consider
a cylinder to be the set
[σ1, . . . , σn]ω = Sω1,σ1 ◦ · · · ◦ Sωn,σn(K) ∩Kω.
This equivalence follows from the fact that the gaps in the images of Sj,k do not
overlap and so each point x in the attractor Kω has a unique symbolic encoding σ.
Given such an x, we see that x ∈
⋂∞
n=1[σ1, . . . , σn]ω and write
C(ω, x, n) = [σ1, . . . , σn]ω
for the unique n-level ω-cylinder containing x.
Note that
µω([σ1, . . . , σn]ω) = pω1,σ1 . . . pωn,σn
and the diameter of the cylinder [σ1, . . . , σn]ω is given by
diam([σ1, . . . , σn]ω) = rω1,σ1 . . . rωn,σn diamK.
3.2. Multifractal analysis for RIFS satisfying USSC. We will now con-
sider the multifractal spectrum for random homogeneous measures satisfying the
uniform strong separation condition. We note that we make no special assumption
on the contraction rates other than that they satisfy 0 < rj,k < 1 for all letters j
and k ∈ Ij .
In order to state our main result we need to introduce additional notation. Let
(3.1) α = max
log
∏m
j=1(pj,kj )
θj
log
∏m
j=1(rj,kj )
θj
and α = min
log
∏m
j=1(pj,kj )
θj
log
∏m
j=1(rj,kj )
θj
,
where the maximum (or minimum) is taken over all valid choices of probabilities
pj,kj and contraction factors rj,kj .
Given a real number q, define β(q) by
0 = E
log ∑
k∈Iω1
pqω1,kr
β(q)
ω1,k
 = m∑
j=1
θj log
∑
k∈Ij
pqj,kr
β(q)
j,k ,
or, equivalently,
(3.2)
m∏
j=1
∑
k∈Ij
pqj,kr
β(q)
j,k
θj = 1.
From (2.1), we see that β(0) is the a.s. Hausdorff dimension of Kω.
Differentiating implicitly with respect to q gives
−β′(q) =
∑m
j=1 θj
∑
k∈Ij
pqj,kr
β(q)
j,k log pj,k/Dj(q)∑m
j=1 θj
∑
k∈Ij
pqj,kr
β(q)
j,k log rj,k/Dj(q)
,
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where
(3.3) Dj(q) =
∑
k∈Ij
pqj,kr
β(q)
j,k .
Here is our main result of this section.
Theorem 3.3. Let (S,P) be a random iterated function system that satisfies
the uniform strong separation condition. Then, for P-a.a. ω ∈ Ω,
[α, α] = {dimloc µω(x) : x ∈ Kω}
= {dimloc µω(x) : x ∈ Kω}
= {dimloc µω(x) : x ∈ Kω}.
If α ∈ (α, α), then there is some qα ∈ R such that α = −β′(qα) and for a.a. ω,
dimH Eω,α = inf
q
(β(q) + αq) = β(qα)− β
′(qα)qα
=dimH Eω,α = dimH Eω,α.
Moreover, the function β is convex.
Example 3.4. Take the random Cantor set and p-Cantor measures of Example
2.2 with p ≤ 1 − p. Then a.s. the set of attainable local dimensions is the closed
interval [
log(1− p)
log
∏m
j=1 r
θj
j
,
log(p)
log
∏m
j=1 r
θj
j
]
.
See [16] for similar results for the deterministic Cantor measures on Cantor sets
with variable ratios of dissection.
Our proof will closely follow the strategy given in Falconer [3, Chapter 11] and
[4, Chapter 17] for the deterministic strong separation case.
We begin by proving a number of technical results. First, we note that to determine
local dimensions, we can work with cylinders rather than balls. This is standard,
so the proof is omitted.
Lemma 3.5. For all x ∈ Kω, dimloc µω(x) = α if and only if
lim
n→∞
logµω(C(ω, x, n))
log |C(ω, x, n)|
= α.
Similar statements hold for upper/lower local dimensions.
Similar to [3], for each ω ∈ Ω and real number q we define an auxiliary random
probability measure νω,q by
νω,q([σ1, . . . , σn]ω) =
∏n
i=1 p
q
ωi,σi
r
β(q)
ωi,σi∏n
i=1Dωi(q)
where Dωi(q) is defined in (3.3). We leave the verification that this defines a
measure to the reader.
This measure is useful because
log νω,q([σ1, . . . , σn])
log |[σ1, . . . , σn]|
=
q log
∏n
i=1 pωi,σi + β(q) log
∏n
i=1 rωi,σi − log
∏n
i=1Dωi(q)
log
∏n
i=1 rωi,σi
=
q logµω([σ1, . . . , σn])
log |[σ1, . . . , σn]|
+ β(q)−
log
∏n
i=1Dωi(q)
log
∏n
i=1 rωi,σi
.
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Our interest is in studying the behaviour of this expression as n→∞. Observe
that Birkhoff’s ergodic theorem (B.E.T.) and the definition of β(q) implies that for
a.a. ω,
lim
n→∞
1
n
log
n∏
i=1
Dωi(q) = lim
n→∞
1
n
n∑
i=1
log
∑
σi∈Iωi
pqωi,σir
β(q)
ωi,σi
= E
log ∑
σi∈Iωi
pqωi,σir
β(q)
ωi,σi
 = 0.
Since it is also the case that |log
∏n
i=1 rωi,σi | ≤ n |log rmin|, it follows that
lim
n
log
∏n
i=1Dωi(q)
log
∏n
i=1 rωi,σi
= 0.
These comments show that
Lemma 3.6. For a.a. ω,
lim
n→∞
log νω,q([σ1, . . . , σn])
log |[σ1, . . . , σn]|
= q lim
n
logµω([σ1, . . . , σn])
log |[σ1, . . . , σn]|
+ β(q)
and similarly for lim sup and lim inf.
A similar statement to Lemma 3.5 also holds for νω,β and this proves
Corollary 3.7. For a.a. ω and every real number q,
dimloc νω,q(x) = q dimloc µω(x) + β(q) for x ∈ Kω.
Analogous statements hold for the upper and lower local dimensions.
The next step is to show that νω,q is concentrated on Eω,α for a.a. ω, where
α = −β′(q). We will then apply the mass distribution principle to determine
dimH Eω,α.
Proposition 3.8. Let q ∈ R and α = −β′(q). Then νω,q(Eω,α) = 1 for a.a. ω.
Proof. Fix ε, δ > 0. As in [3, Proposition 11.4],
νω,q{x : µω(C(ω, n, x)) ≥ |C(ω, n, x)|
α−ε} =
∏n
i=1
∑
σi∈Iωi
(pωi,σi)
δ+q(rωi,σi)
δ(ε−α)+β(q)∏n
i=1
∑
σi∈Iωi
(pωi,σi)
q(rωi,σi)
β(q)
.
For q, ζ ∈ R, put
Φ(q, ζ) =
m∑
j=1
θj log
∑
k∈Ij
pqj,kr
ζ
j,k.
Choose sequences (εn), (δn) tending to 0. By the B.E.T., for each n, ℓ
Φ(q+δn, β(q)+(εℓ−α)δn) = lim
N→∞
1
N
log
N∏
i=1
∑
σi∈Iωi
(pωi,σi)
δn+q(rωi,σi)
δn(εℓ−α)+β(q)
for a.a. ω. Let Ω0 be the intersection of these countably many sets of full measure,
together with the full measure set, {ω : limN
1
N
∏N
i=1 logDωi(q) = 0}. Then Ω0 is
also of full measure.
Since α = −β′(q) and Φ is strictly decreasing in the second variable, a Taylor
series argument shows that for δ = δ(ε) > 0 sufficiently small we have
Φ(q + δ, β(q) + (ε− α)δ) < 0(3.4)
Φ(q − δ, β(q) + (ε+ α)δ) < 0.(3.5)
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Given ε = εℓ, choose δn = δ sufficiently small so that the relation (3.4) applies.
Put A = −Φ(q + δ, β(q) + (ε − α)δ)/2 > 0. For ω ∈ Ω0 and large enough n, say
n ≥ nω,
log
n∏
i=1
∑
σi∈Iωi
(pωi,σi)
δn+q(rωi,σi)
δn(ε−α)+β(q) ≤ −nA
and
log
n∏
i=1
∑
σi∈Iωi
pqωi,σir
β(q)
ωi,σi
≤ nA/2.
Thus, for all ω ∈ Ω0 we have
νω,q{x : µω(C(ω, n, x)) ≥ |C(ω, n, x)|
α−ε} ≤ exp(−nA/2) for each n ≥ nω.
Therefore
νω,q{x : µ(C(ω, n, x)) ≥ |C(ω, n, x)|
α−ε
for some n ≥ nω} ≤
∞∑
n=nω
exp(−nA/2)
and this tends to zero as nω →∞. Hence, for all ω ∈ Ω0,
lim inf
n→∞
logµω(C(ω, n, x))
log |C(ω, n, x)|
≥ α− ε for νω,q a.a. x.
We similarly deduce that
lim sup
n→∞
logµω(C(ω, n, x))
log |C(ω, n, x)|
≤ α+ ε for νω,q a.a. x,
using the inequality given in (3.5). As this holds for all ε = εℓ > 0, it follows that
lim
n→∞
logµω(C(ω, n, x))
log |C(ω, n, x)|
= α for νω,q a.a. x.
Consequently, for all ω ∈ Ω0 we have νω,q(Eω,α) = 1. 
Corollary 3.9. For a.a. ω and for α = −β′(q), we have
dimH Eω,α = qα+ β(q) = dimH Eω,α = dimH Eω,α.
Proof. According to Corollary 3.7, dimloc νω,q(x) = qα + β(q) for every x ∈
Eω,α and a.a. ω ∈ Ω. Furthermore, νω,q is concentrated on Eω,α. Thus the mass
distribution principle implies dimH Eω,α = qα+ β(q) for a.a. ω.
Similarly, dimloc νω,q(x) = qα + β(q) for every x ∈ Eω,α and as Eω,α ⊇ Eω,α,
the measure νω,q is also concentrated on Eω,α. Hence dimH Eω,α = qα + β(q) for
a.a. ω and similarly for the upper local dimension. 
Recall that α and α were defined in (3.1). Any vector (σ1, . . . , σm) with σj ∈ Ij
for j = 1, 2, . . . ,m satisfying
log
∏m
j=1 p
θj
j,σj
log
∏m
j=1 r
θj
j,σj
= α (or α)
will be called a minimizing (resp., maximizing) vector.
We will use the following properties of minimizing/maximizing vectors.
Lemma 3.10. Assume (τ1, . . . , τm) and (σ1, . . . , σm) are both minimizing (or
maximizing) vectors. Then for any index k, so is (τ1, . . . , τk−1, σk, τk+1, . . . , τm).
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Proof. The definition of α means that for all choices of (γ1, . . . , γm), with
γj ∈ Ij , we have
m∑
j=1
log p
θj
j,γj
− α
m∑
j=1
log rj,γj ≤ 0,
with equality if (γ1, . . . , γm) is a minimizing vector and strict inequality if it is not.
Without loss of generality assume the index k of the statement of the lemma
is k = 1. As (τ1, . . . , τm) and (σ1, . . . , σm) are minimizing vectors,
0 =
m∑
j=1
log p
θj
j,τj
+
m∑
j=1
log p
θj
j,σj
− α
 m∑
j=1
log r
θj
j,τj
+
m∑
j=1
log r
θj
j,σj
 .
Rearranging terms, we have
0 =
log pθ11,σ1 + m∑
j=2
log p
θj
j,τj
− α(log rθ11,σ1 +
m∑
j=2
log r
θj
j,τj
)

+
log pθ11,τ1 + m∑
j=2
log p
θj
j,σj
− α(log rθ11,τ1 +
m∑
j=2
log r
θj
j,σj
)
 .
Since both square-bracketed terms are non-positive, both must equal 0. Hence
(σ1, τ2, . . . , τm) and (τ1, σ2, . . . , σm) are both minimizing vectors. 
Lemma 3.11. Let i ∈ {1, . . . ,m} be given and assume the index σi has the prop-
erty that there is no choice of indices σ1, . . . , σi−1, σi+1, . . . , σm such that (σ1, . . . , σm)
is a minimizing vector. Then
pqi,σir
β(q)
i,σi
Di(q)
→ 0 as q → ±∞.
Proof. Without loss of generality i = 1 = σ1. The assumption that no
vector (1, σ2, . . . , σm) is minimizing, and the fact that there are only finitely many
probabilities and contraction factors, ensures that there is some δ > 0 such that
(3.6)
log
∏m
j=1 p
θj
j,σj
log
∏m
j=1 r
θj
j,σj
≥ α+ δ
for all choices of σj ∈ Ij with j = 2, . . . ,m.
We proceed by contradiction and assume there is a sequence qn →∞ and ε > 0
such that
pqn1,1r
β(qn)
1,1 ≥ εD1(qn) = ε
∑
k∈I1
pqn1,kr
β(qn)
1,k for all n.
Coupled with the definition of β(q) (see 3.2) this gives
m∏
j=2
∑
k∈Ij
pqnj,kr
β(qn)
j,k
θj (pqn1,1rβ(qn)1,1 )θ1 ≥ εθ1 .
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Assume that kj is the index such that p
qn
j,kj
r
β(qn)
j,kj
is the maximal term in the
sum over Ij . As
∑
k∈Ij
pqnj,kr
β(qn)
j,k ≤ (N (j) + 1)p
qn
j,kj
r
β(qn)
j,kj
, we have
m∏
j=2
(
pqnj,kjr
β(qn)
j,kj
)θj (
pqn1,1r
β(qn)
1,1
)θ1
≥ ε0
for ε0 = minj ε
θj/maxj(N (j) + 1). Reorganizing gives(
pθ11,1p
θ2
2,k2
. . . pθmm,km
)qn (
rθ11,1r
θ2
2,k2
. . . rθmm,km
)β(qn)
≥ ε0.
Using (3.6) we deduce that(
rθ11,1r
θ2
2,k2
. . . rθmm,km
)β(qn)+(α+δ)qn
≥ ε0
and thus
αqn + β(qn) ≤
log ε0
log rθ11,1r
θ2
2,k2
. . . rθmm,km
− δqn ≤
log ε0
log rmax
− δqn = C1 − δqn
for a suitable constant C1. In particular, αqn + β(qn)→ −∞ as n→∞.
Now let (σ1, . . . , σm) be any minimizing sequence. As
∑
k∈Ij
pqnj,kr
β(qn)
j,k domi-
nates any one term in the sum,
m∏
j=1
∑
k∈Ij
pqnj,kr
β(qn)
j,k
θj ≥ m∏
j=1
(
pqnj,σjr
β(qn)
j,σj
)θj
=
m∏
j=1
(
r
β(qn)+αqn
j,σj
)θj
.
Since αqn + β(qn) ≤ C1 − δqn < 0 (for large n) it follows that for a new constant
C2 > 0,
m∏
j=1
∑
k∈Ij
pqnj,kr
β(qn)
j,k
θj ≥ C2r−δqnmax →∞ as n→∞.
This contradicts the definition of β(q), which proves the result. 
Lemma 3.12. The function β satisfies −β′(q)→ α as q →∞ and −β′(q)→ α
as q → −∞.
Proof. Recall that
−β′(q) =
∑m
j=1 θj
∑
k∈Ij
pqj,kr
β(q)
j,k log pj,k/Dj(q)∑m
j=1 θj
∑
k∈Ij
pqj,kr
β(q)
j,k log rj,k/Dj(q)
.
For the duration of this lemma, we will let
bj,k(q) =
pqj,kr
β(q)
j,k
Dj(q)
.
Let J j be the set of indices σj ∈ Ij such that there is some choice of τi ∈ Ii, for
each i 6= j, so that the vector (τ1, . . . , τj−1, σj , τj+1, . . . , τm) is minimizing. Lemma
3.10 implies that if σj ∈ J j for all j, then (σ1, . . . , σm) is a minimizing choice and
hence
log pθ11,σ1 . . . p
θm
m,σm
= α log rθ11,σ1 . . . r
θm
m,σm
.
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This means
α =
∑m
i=1
∑
σi∈J i
∏m
j=1 bj,σj (q) log p
θ1
1,σ1
. . . pθmm,σm∑m
i=1
∑
σi∈J i
∏m
j=1 bj,σj (q) log r
θ1
1,σ1
. . . rθmm,σm
.
Now,
m∑
i=1
∑
σi∈J i
m∏
j=1
bj,σj (q) log p
θ1
1,σ1
. . . pθmm,σm =
m∑
i=1
∑
σi∈J i
b1,σ1 . . . bm,σm
m∑
t=1
log pθtt,σt
=
m∑
t=1
∑
σt∈J t
bt,σt log p
θt
t,σt
∏
i6=t
∑
σi∈J i
bi,σi
and similarly for
∑m
i=1
∑
σi∈J i
∏m
j=1 bj,σj (q) log r
θ1
1,σ1
. . . rθmm,σm . Hence for every q,
α =
∑m
t=1
∑
σt∈J t
bt,σt log p
θt
t,σt
∏
i6=t
∑
σi∈J i
bi,σi(q)∑m
t=1
∑
σt∈J t
bt,σt log r
θt
t,σt
∏
i6=t
∑
σi∈J i
bi,σi(q)
.
By Lemma 3.11, if σi /∈ J i then bi,σi(q)→ 0 as q →∞, so since
∑
k∈Ii
bi,k(q) =
1, it must be that
∑
σi∈J i
bi,σi(q)→ 1. Therefore
α = lim
q→∞
∑m
t=1
∑
σt∈J t
bt,σt(q) log p
θt
t,σt∑m
t=1
∑
σt∈J t
bt,σt(q) log r
θt
t,σt
.
In terms of this notation, we can write
−β′(q) =
∑m
i=1
(∑
σi∈J i
bi,σi(q) log p
θi
i,σi
+
∑
σi∈Ii \J i
bi,σi(q) log p
θi
i,σi
)
∑m
i=1
(∑
σi∈J i
bi,σi(q) log r
θi
i,σi
+
∑
σi∈Ii \J i
bi,σi(q) log r
θi
i,σi
) .
Using again the fact that if σi /∈ J i then bi,σi(q)→ 0 as q →∞, it follows that
lim
q→∞
−β′(q) = lim
q→∞
∑m
i=1
∑
σi∈J i
bi,σi(q) log p
θi
i,σi∑m
i=1
∑
σi∈J i
bi,σi(q) log r
θi
i,σi
= α.
The arguments are similar for limq→−∞−β′(q). 
Proof of Theorem 3.3. First, we will check that the attainable (upper/lower)
local dimensions lie in the interval [α, α] for a.a. ω.
For each ω ∈ Ω, j = 1, . . . ,m and n ∈ N, let
sj(ω, n) = card{i ∈ {1, . . . , n} : ωi = j}.
By the strong law of large numbers, sj(ω, n)/n→ θj a.s. for each j = 1, . . . ,m, say
for all ω ∈ Ω1, a set of full measure. We will actually prove that the set of lower
local dimensions of µω lie in [α, α] for all ω ∈ Ω1. The arguments are similar for
the other cases.
Fix ω ∈ Ω1 and choose x ∈ Kω, say x ∈
⋂
n[σ1, . . . , σn]ω . Put
sj,k(x, ω, n) = card{i ∈ {1, . . . , n} : (ωi, σi) = (j, k)},
and set aj,k(x, ω, n) = sj,k(x, ω, n)/(nθj). Then aj,k ≥ 0 and∑
k∈Ij
aj,k(x, ω, n) =
1
nθj
∑
k∈Ij
sj,k(x, ω, n) =
sj(ω, n)
nθj
→ 1 as n→∞
since ω ∈ Ω1.
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Recall from Lemma 3.5 that
dimloc µω(x) = lim inf
n→∞
logµω([σ1, . . . , σn]ω)
log |[σ1, . . . , σn]ω|
= lim inf
n→∞
log pω1,σ1 . . . pωn,σn
log rω1,σ1 . . . rωn,σn
.
Thus
dimloc µω(x) = lim inf
n
log
∏m
j=1
∏
k∈Ij
p
sj,k(x,ω,n)
j,k
log
∏m
j=1
∏
k∈Ij
r
sj,k(x,ω,n)
j,k
= lim inf
n
log
∏m
j=1
(∏
k∈Ij
p
aj,k(x,ω,n)
j,k
)nθj
log
∏m
j=1
(∏
k∈Ij
r
aj,k(x,ω,n)
j,k
)nθj .(3.7)
For each ω ∈ Ω1 and x ∈ Kω choose a subsequence (not renamed) where the
lim infn is actually the limit. Now choose a further subsequence (also not renamed)
such that aj,k(x, ω, n) → Aj,k(x, ω) as n → ∞ for each j = 1, . . . ,m and k ∈ Ij .
Then
∑
k Aj,k(x, ω) = 1 for all j. Taking the limit of equation (3.7) along this
subsequence we have
(3.8) dimloc µω(x) =
log
∏m
j=1
(∏
k∈Ij
p
Aj,k(x,ω)
j,k
)θj
log
∏m
j=1
(∏
k∈Ij
r
Aj,k(x,ω)
j,k
)θj .
Showing dimloc µω(x) ≥ α is therefore equivalent to proving
log
m∏
j=1
∏
k∈Ij
p
Aj,k
j,k
θj ≤ α log m∏
j=1
∏
k∈Ij
r
Aj,k
j,k
θj ,
or ∑
j
θj
∑
k∈Ij
Aj,k log pj,k ≤ α
∑
j
θj
∑
k∈Ij
Aj,k log rj,k.
Putting fj,k = log pj,k − α log rj,k, we can rewrite this required inequality as
(3.9)
m∑
j=1
θj
∑
k∈Ij
Aj,kfj,k ≤ 0.
By the definition of α, for all choices of σj ∈ Ij we have
log pθ11,σ1 . . . p
θm
m,σm
≤ α log rθ11,σ1 . . . r
θm
m,σm
,
or, equivalently,
∑m
j=1 θjfj,σj ≤ 0. As {Aj,k}k∈Ij is a convex combination for each
j, inequality (3.9) follows directly from this fact. This proves dimloc µω(x) ≥ α for
all ω ∈ Ω1, as claimed.
Similar reasoning establishes the upper bound for dimloc µω(x) and that com-
pletes the proof that the attainable lower local dimensions lie in the interval [α, α]
for a.a. ω. The arguments for the upper local dimension are the same and the only
difference with the proof for the local dimension is that we restrict our attention to
x ∈ Kω where the local dimension of µω at x exists.
Next, we recall that in Proposition 3.8 we saw that for a.a. ω there is a proba-
bility measure concentrated on Eω,α whenever α = −β′(q) for some real number q.
In particular, Eω,α is non-empty for all such α and thus the set of local dimensions
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of µω contains the range of −β′(q). As β′ is continuous, Lemma 3.12 establishes
that the range of −β′ contains the interval (α, α).
The formula for dimH Eω,α, dimH Eω,α and dimH Eω,α for such α and a.a. ω
were already given in Corollary 3.9.
The endpoints, α, α, can also be easily seen to be attainable local dimensions
of µω. To obtain α, for example, choose a minimizing vector (σ1, . . . , σm). Each
time ωi = j, apply the contraction Sj,σj . Standard probability arguments show
that for a.a. ω we have dimloc µω(x) = α for x =
⋂
n Sω1,σ1 ◦ · · · ◦ Sωn,σn(K) ∈ Kω.
Lastly, we check that β is convex by proving that β′′ ≥ 0. Implicitly differenti-
ating the identity 0 =
∑m
j=1 θj log
∑
k∈Ij
pqj,kr
β
j,k (with β = β(q)) twice and putting
zj,k(q) = log pj,k + β
′(q) log rj,k we obtain
∑
j
θjβ
′′
(∑
k∈Ij
pqj,kr
β
j,k log rj,k
)(∑
k∈Ij
pqj,kr
β
j,k
)
(Dj(q))
2
=
∑
j
θj

(∑
k∈Ij
pqj,kr
β
j,kzj,k(q)
)2
−
∑
k∈Ij
pqj,kr
β
j,k (zj,k(q))
2
(∑
k∈Ij
pqj,kr
β
j,k
)
(Dj(q))
2
 .
As the coefficients of β′′ in the formula above are all negative, it will be enough to
show
(3.10)
∑
k∈Ij
pqj,kr
β
j,kzj,k(q)
2 − ∑
k∈Ij
pqj,kr
β
j,k (zj,k(q))
2
∑
k∈Ij
pqj,kr
β
j,k
 ≤ 0
for each j and q. Expanding (3.10) yields∑
i,k∈Ij
pqj,kr
β
j,kzj,kp
q
j,ir
β
j,izj,i −
∑
i,k∈Ij
pqj,kr
β
j,kp
q
j,ir
β
j,iz
2
j,k
=
∑
i<k
pqj,kr
β
j,kp
q
j,ir
β
j,i(2zj,kzj,i − (z
2
j,k + z
2
j,i)).
Since 2zj,k(q)zj,i(q) ≤ z2j,k(q) + z
2
j,i(q) for each q, this completes the proof that
β′′ ≥ 0, hence β is convex. 
Corollary 3.13. For almost all ω and µω almost all x, dimloc µω(x) =
dimH Kω.
Proof. The strict convexity of β proves there is a unique maximum value
of the function fω(α) = dimH Eω,α = infq(qα + β(q)). By differentiating one
can check this occurs at q = 0, α = −β′(0). By the mass distribution principle,
β(0) = fω(α) = dimH Eω,α = α when α = −β
′(0). But according to formulas (2.1)
and (3.2), β(0) = dimH Kω for a.a. ω. 
4. The Random Finite Type Condition
4.1. Finite type. In the previous section we concerned ourselves with the
multifractal spectrum under the assumption of the uniform strong separation condi-
tion. For the remainder of the paper, we will relax that assumption and investigate
the random analogue of the finite type condition.
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For this, we will restrict our attention to random homogeneous iterated function
systems (S,P) acting on R that are equicontractive, that is, there is some 0 < r < 1
such that each contraction is of the form
Sj,k(x) = rx + dj,k.
We will also assume that for all ω ∈ Ω that the convex hull of the random attractor
Kω is [0, 1]. Equivalently for each j the convex hull of Kj associated to Sj is [0, 1].
In particular, Sj,k([0, 1]) ⊆ [0, 1] for all j, k and for each j there is some k, ℓ ∈ Ij
such that Sj,k(0) = 0 and Sj,ℓ(1) = 1.
To ease notation, given ω ∈ Ω and a finite coding σ = (σ1, σ2, . . . , σn) ∈ Λω,n
we concisely write Sω,σ for the composition
Sω,σ = Sω1,σ1 ◦ Sω2,σ2 ◦ . . . Sωn,σn .
Note that the equicontractive and convex hull assumptions ensure that Sω,σ(Kω)
has diameter rn whenever σ is of length n.
The notion of finite type was originally introduced by Ngai and Wang in [22]
for a single IFS. Here we extend the definition to random IFS.
Definition 4.1. Let S = {S1, . . . ,Sm} be an equicontractive RIFS with con-
traction ratio r. We say that the RIFS is of finite type if there exists a finite set
F such that for all choices of n ∈ N , ω ∈ Ω and σ, τ ∈ Λω,n we have
|Sω,σ(0)− Sω,τ (0)| r
−n > diamKω = 1
or
(Sω,σ(0)− Sω,τ (0))r
−n ∈ F.
Clearly, a RIFS that satisfies the uniform strong separation condition is of finite
type. However, the converse is not true as Example 4.6 shows.
4.2. Net intervals, characteristic vectors and symbolic representa-
tions. As explained in [6, 7, 8, 13], an iterated function system of finite type
generates a geometric structure that has useful properties for studying the local
dimension theory of the associated self-similar measures. Our first step is to extend
these structures to the random setting.
Definition 4.2. Let S be a random iterated function system and let ω ∈ Ω.
For each positive integer n, let h1, . . . , hsn be the elements of the set
{Sω,σ(z) : z ∈ {0, 1} and σ ∈ Λω,n},
listed in increasing order. Put
Fω,n = {[hi, hi+1] : 1 ≤ i ≤ sn − 1 and (hi, hi+1) ∩Kω 6= ∅}.
Elements of Fω,n will be called ω-net intervals of level n. The interval [0, 1] is
understood to be the only net interval of level 0.
Let ω ∈ Ω. For each ∆ ∈ Fω,n, where n ≥ 1, there exists a unique element
∆̂ ∈ Fω,n−1 which contains ∆, called the parent (of child ∆). Given ∆ = [a, b] ∈
Fω,n, we denote the normalized length of ∆ by
ℓn(∆) = r
−n(b − a).
By the ω-neighbour set of ∆ we mean the ordered tuple
V ωn (∆) = (a1, a2, . . . , aJ),
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where ai < ai+1 and there is some σ ∈ Λω,n such that r−n(a − Sω,σ(0)) = ai for
each i. Equivalently, there exists σ ∈ Λω,n such that Sω,σ(x) = rn(x− ai) + a.
Suppose ∆ ∈ Fω,n has parent ∆̂. It is possible for ∆̂ to have multiple children
with the same normalized length and the same ω-neighbour set as ∆. Order these
equivalent children from left to right as ∆1,∆2, . . . ,∆k. We denote by tn(∆) the
integer t such that ∆t = ∆.
Definition 4.3. The ω-characteristic vector of ∆ ∈ Fω,n is defined to be
the triple
Cωn(∆) = (ℓn(∆), V
ω
n (∆), tn(∆)).
Similar to the case of a single IFS, the normalized length and neighbour set of
any child of the ω-net interval ∆ of level n depend only on the normalized length
and neighbour set of ∆ and the contractions of the IFS Sωn+1.
By the ω-symbolic representation of a net interval ∆ ∈ Fω,n we mean the n+1
tuple (Cω0 (∆0), . . . , C
ω
n(∆n)) where ∆0 = [0, 1], ∆n = ∆, and for each j = 1, . . . , n,
∆j−1 is the parent of ∆j . Similarly, for each x ∈ Kω the ω-symbolic representation
of x will be the sequence of characteristic vectors
[x]ω = (C
ω
0 (∆0), C
ω
1 (∆1), . . . )
where x ∈ ∆n ∈ Fω,n for each n and ∆j−1 ∈ Fω,n−1 is the parent of ∆j . The sym-
bolic representation uniquely determines x and is unique unless x is the endpoint of
some net interval, in which case there can be two different symbolic representations.
We will write ∆ω,n(x) for an ω-net interval of level n containing x.
4.3. A characterization of finite type. As with a single IFS, finite type
is characterized by the property that there are only finitely many characteristic
vectors.
Theorem 4.4. An equicontractive RIFS is of finite type if and only if there are
only finitely many characteristic vectors (taken over all choices of ω).
Proof. First, assume that the RIFS is of finite type. Let ∆ = [a, b] be an
ω-net interval of level n. From the definition, we see that there exist contractions
Sω,σ and Sω,τ with σ, τ ∈ Λω,n, and c, d ∈ {0, 1} such that a = Sω,σ(c) and
b = Sω,τ (d). If c = d, then r
−n(b − a) ∈ F , of which there are only finitely many
choices. If c = 0 and d = 1, then we see that r−n(Sω,σ(1)− Sω,τ (1)) ∈ F , again of
which there are only finitely many choices. Lastly, if c = 1 and d = 0 there exists
some η ∈ Λω,n such that Sω,η(0) < Sω,σ(1) < Sω,τ (0) < Sω,η(1), for otherwise
(a, b)∩Kω = ∅. There are only finitely many choices for r−n(Sω,τ (0)−Sω,η(0)) and
r−n(Sω,η(1) − Sω,σ(1)), and further, r−n(Sω,η(1) − Sω,η(0)) is fixed. This shows
that there are only a finite number of choices for ℓn(∆).
By a similar logic to the above, we see that there are only a finite number of
η ∈ Λω,n such that Sω,η(0) ≤ a < b ≤ Sω,η(1) and this proves there are only a finite
number of possible neighbour sets. It follows that there are only a finite number of
characteristic vectors.
The other direction is similar. 
Since one choice of ω is the constant sequence, it is immediate that if S =
{S1,S2, . . . ,Sm} is of finite type, then so is each individual Sj . We do not know
whether the converse holds.
We provide a sufficient condition for finite type in the proposition below.
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Proposition 4.5. Let S = {S1,S2, . . . ,Sm} be a RIFS where Sj = {Sj,k :
k ∈ Ij}. If the IFS consisting of all the contractions {Sj,k : k ∈ Ij , j = 1, . . . ,m}
is of finite type, then so is S.
Proof. For any ω ∈ Ω and σ, τ ∈ Λω,n, the points Sω,σ(0) and Sω,τ (0) are
images of 0 under contractions of the IFS {Sj,k : k ∈ Ij , j = 1, . . . ,m}. As this IFS
is of finite type, these images are either sufficiently far apart, or their normalized
difference belongs to a finite set. Hence there are only a finite number of normalized
‘large’ differences for Sω,σ(0) and Sω,τ (0). This proves the result. 
Example 4.6. Let ρ be a Pisot number, that is a real algebraic integer greater
than 1, all of whose conjugates are strictly less than 1 in modulus. Let Sj consist
of contractions Sj,k = x/ρ + βj,k where βj,k ∈ Q(ρ), with k = 0, . . . ,N (j). Then
by [22, Theorem 2.9] we have that the union of all Sj,k satisfies the finite type
condition. Hence the RIFS S = {S1,S2, . . . ,Sm} is of finite type. In this case the
individual Sj do not need to satisfy the strong separation condition.
4.4. Local Dimensions of measures of finite type. Recall that we assume
that the convex hull of each Kω is [0, 1].
Provided the local dimension exists at some x ∈ Kω = suppµω, it is easy to
see we have the formula
(4.1) dimloc µω(x) = lim
n→∞
logµω([x− rn, x+ rn])
n log r
and similarly for upper and lower local dimensions.
In the case of a single IFS satisfying the finite type condition, it was shown in
[13, 14] that the local dimension can be computed using net intervals and what
are known as transition matrices. Similar statements can be made in the random
setting, as we now explain. We first note some additional notation and facts about
µω-measures of net intervals.
Given ω ∈ Ω and σ = (α1, . . . , σn) ∈ Λω,n we put
pω,σ =
n∏
i=1
pωi,σi .
We write fn ∼ gn when we mean there are positive constants c1, c2 such that
fn ≤ c1gn ≤ c2fn,
for all n.
Lemma 4.7. Let ω ∈ Ω and suppose ∆ = [a, b] ∈ Fω,n has normalized length
ℓn(∆) and ω-neighbour set V
ω
n (∆) = (a1, . . . , aJ). Then,
(4.2) µω(∆) =
J∑
i=1
µ([ai, ai + ln(∆])
∑
σ∈Λω,n
r−n(a−Sω,σ(0))=ai
pω,σ ∼ Pω,n(∆),
where Pω,n(∆) =
∑J
i=1 P
i
ω,n(∆) and for i = 1, . . . , J ,
P iω,n(∆) =
∑
σ∈Λω,n
r−n(a−Sω,σ(0))=ai
pω,σ .
Proof. This follows as in [13, Section 3]. 
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We can calculate Pω,n(∆) by means of transition matrices which take us from
level n− 1 to level n.
Definition 4.8. Let ∆ = [a, b] ∈ Fω,n and let ∆̂ = [c, d] ∈ Fω,n−1 denote
its parent net interval. Assume V ωn (∆) = (a1, . . . , aJ) and V
ω
n−1(∆̂) = (c1, . . . , cI).
The primitive transition matrix, denoted by Tω(C
ω
n−1(∆̂), C
ω
n(∆)), is the I × J
matrix whose (i, j)’th entry, Tij, is defined as follows: Put Tij = pℓ if there is a
letter ℓ and coding σ ∈ Λω,n−1 with σℓ ∈ Λω,n satisfying Sσℓ(0) = a − rnaj and
Sσ(0) = c− rn−1ci. If there is no such ℓ, we put Tij = 0.
Every column of a primitive transition matrix has at least one non-zero entry
by virtue of the existence of ci. When the support of µω is the full interval [0, 1],
then it also follows that each row has a non-zero entry.
The same reasoning as in [13] shows that if Qω,n(∆) = (P
1
ω,n(∆), . . . , P
J
ω,n(∆))
and Q0([0, 1]) = (1), then
Qω,n(∆) = Qω,n−1(∆̂)Tω(C
ω
n−1(∆̂), C
ω
n(∆)).
Consequently, if ∆ has ω-symbolic representation (γ0, γ1, . . . , γn), then
Pω,n(∆) = ‖Tω(γ0, γ1) . . . Tω(γn−1, γn)‖
where the matrix norm is given by ‖(Mij)‖ =
∑
ij |Mij |. We will write Tω(γ0, γ1, . . . , γn)
for Tω(γ0, γ1) . . . Tω(γn−1, γn) and call this a transition matrix.
If A and B are transition matrices, then since A has a non-zero entry in each
column it is easy to see that ‖AB‖ ≥ c ‖B‖, where c > 0 depends only on A. Thus
if [x]ω = (γ0, γ1, . . . ) and ∆ω,n is the ω-net interval containing x with symbolic
representation (γ0, γ1, . . . , γn), then for any N ≤ n.
µω(∆ω,n) ∼ Pω,n(∆ω,n) ∼ ‖Tω(γN , γN+1, . . . , γn)‖ ,
where the constants of comparability can be chosen to depend only on N .
Given x ∈ Kω and the ω-net interval ∆ω,n(x), we let ∆+ω,n(x) and ∆
−
ω,n(x) be
the right and left adjacent ω-net intervals of level n (understanding that some of
these might be empty if x = 0, 1 or if Kω is not an interval). Put
Mω,n(x) = µω(∆ω,n(x)) + µω(∆
+
ω,n(x)) + µω(∆
−
ω,n(x)).
Proposition 4.9. Let µω be a random self-similar measure associated with an
equicontractive RIFS of finite type. For each x in the random attractor Kω we have
the formula
dimloc µω(x) = lim
n→∞
logMω,n(x)
n log r
provided the limit exists. Similar formulas hold for the upper and lower local di-
mensions.
Proof. The finite type property guarantees that all net intervals of level n have
length comparable to rn. This fact is enough to ensure that µω([x− r
n, x+ rn]) is
comparable to Mω,n(x). For more details, see [14, Theorem 2.6]. 
A self-similar measure associated with an IFS {Sj(x) = rx+ dj}Nj=1 with dj <
dj+1 and probabilities {pj : j = 1, . . . , N} is said to be regular if p0 = pN = min pj.
We make a similar definition in the RIFS case.
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Definition 4.10. We will say that the random self-similar measure associated
with an equicontractive RIFS and probabilities {pj,k : k ∈ Ij}, j = 1, . . . ,m, is
regular if pj,0 = pj,N (j) = mink pj,k for each j.
In the single IFS case, regular self-similar measures µ have the property that the
µ-measure of adjacent (non-empty) net intervals are comparable (see [13, Lemma
3.5]). The same proof gives the same conclusion in the RIFS case and therefore
Mω,n(x) ∼ µω(∆ω,n(x)) for all x. This gives the following simple formula for local
dimensions of regular self-similar measures.
Theorem 4.11. Let µω be a random self-similar measure associated with an
equicontractive RIFS of finite type. Assume that µω is regular and that x ∈ Kω has
ω-symbolic representation [x]ω = (γ0, γ1, . . . ). For any N ∈ N,
dimloc µω(x) = lim
n→∞
log µω(∆ω,n(x))
n log r
= lim
n→∞
log ‖Tω(γN , γN+1, . . . , γN+n)‖
n log r
provided the limit exists. Similar formulas hold for the upper and lower local di-
mensions.
We can obtain bounds on the local dimensions by making estimates on the
norms of transition matrices. For this, we introduce further notation: Given a
matrix T = (Tij), denote by ‖T ‖c,min and ‖T ‖c,max the pseudo-norms
‖T ‖c,min = min
j
∑
i
|Tij | , ‖T ‖c,max = max
j
∑
i
|Tij | ,
that is, the minimum and maximum column sums. For matrices with non-negative
entries we have
‖T1T2‖c,min ≥ ‖T1‖c,min ‖T2‖c,min , ‖T1T2‖c,max ≤ ‖T1‖c,max ‖T2‖c,max
and ‖T ‖c,min ≤ ‖T ‖c,max ≤ ‖T ‖ ≤ C ‖T ‖c,max ,
where C is the number of columns of T . We can similarly define the minimum and
maximum row sum pseudo-norms, ‖T ‖row,min and ‖T ‖row,max.
Corollary 4.12. Let x ∈ Kω with [x]ω = (γ0, γ1, . . . ). For each integer N ,
let mN = min{‖T (γj , γj+1)‖c,min : j ≥ N} and MN = max{‖T (γj, γj+1)‖c,max :
j ≥ N}. Then
sup
N
logMN
log r
≤ dimloc µω(x) ≤ inf
N
logmN
log r
.
We remark thatmN andMN exist as there are only finitely many characteristic
vectors.
4.5. The Essential Class.
Definition 4.13. Let S be an equicontractive RIFS of finite type and suppose
γ and β are two characteristic vectors. Let ν = (ν1, . . . , νk) ∈ Ak. We say that
γ = γ0, γ1, . . . , γk = β is an admissible ν-path linking γ to β if there is some
ω ∈ Ω with substring ν, say ωN+j = νj for j = 1, . . . , k, and ω-net intervals ∆j of
level N + j for j = 0, . . . , k, where ∆j has characteristic vector γj and each ∆j is
a child of ∆j−1. In this case, we say that β is a ν-descendant of γ.
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If there is some finite word ν and admissible ν-path linking γ to β we say there
is an admissible path linking γ to β and that β is a descendant of γ. We call
β a child of γ if there is an admissible path of length one.
We show, first, that descendancy is a transitive relationship.
Lemma 4.14. If γ2 is a descendant of γ1, and γ1 is a descendant of γ0, then
γ2 is a descendant of γ0.
Proof. To simplify notation we will assume both descendants are children;
the arguments are the same in general.
Assume ∆0 is an ω-net interval of level n− 1 with characteristic vector γ0, ∆1
is an ω-net subinterval of level n with characteristic vector γ1, ∆
′
1 is a ν-net interval
of level k with characteristic vector γ1 and ∆
′
2 is a ν-net interval of level k+1 with
characteristic vector γ2. Let τ = (ω1, . . . , ωn, νk+1, νk+2, . . . ) ∈ Ω. The intervals ∆0
and ∆1 are clearly also τ -net intervals of level n−1 and n, with characteristic vectors
γ0 and γ1 respectively. Furthermore, since the normalized length and neighbour
set of any τ -child of ∆1 depends only on the normalized length and neighbour set
of ∆1 (which coincides with those of ∆
′
1) and the contractions in Sτn+1 which are
the same as Sνk+1 , these coincide with the ν-children of ∆
′
1.
In particular, there is a subinterval ∆2 of ∆1, which will be a τ -net interval
of level n + 1 with characteristic vector γ2 provided int∆2 ∩ Kτ 6= ∅. We know
that int∆′2 ∩Kν 6= ∅ and that means there is some σ
′ ∈ Λν,k, N ∈ N and σN =
(j1, . . . , jN ) with ji ∈ Iνk+i , i = 1, . . . , N , such that Sν,σ′([0, 1]) covers ∆
′
1 and
Sν,σ′σN ([0, 1]) ⊆ int∆
′
2. But because the geometry of the pair ∆1, ∆2 is identical
to that of the pair ∆′1, ∆
′
2 up to rescaling, it follows that there is some σ ∈ Λω,n
such that Sω,σ([0, 1]) = Sτ,σ([0, 1]) covers ∆1 and Sτ,σσN ([0, 1]) ⊆ int∆2. This
ensures int∆2 ∩Kτ 6= ∅.
Thus γ2 is the characteristic vector of the τ -net interval ∆2 and that proves γ2
is a descendant of γ0. 
Definition 4.15. A non-empty subset L of the set of all characteristic vectors
is called a loop class if whenever γ, β ∈ L then there is an admissible path linking
γ to β, say γ = γ0, γ1, . . . , γk = β, with each γj ∈ L. If every child of every member
of a loop class L is again in L, we call L an essential class.
Feng, in [6], proved that each IFS of finite type admits a unique essential class.
We will prove that this is true in the RIFS case, as well. First, we present a result
that may be of independent interest.
Lemma 4.16. There is a characteristic vector that is a descendant of every
characteristic vector.
Proof. Choose a characteristic vector β with minimal normalized length and
amongst the characteristic vectors of minimal length, choose one with the largest
number of neighbours. We claim that β is a descendant of all characteristic vectors.
Assume β is the ω-characteristic vector of ∆0 ∈ Fω,n. Suppose ∆0 has end-
points Sω,σ1(z1), Sω,σ2(z2) where z1, z2 ∈ {0, 1} and that z0 ∈ Kω is in the interior
of ∆. Let γ be any characteristic vector and assume γ is the ν-characteristic
vector of net interval ∆1 ∈ Fν,m. As the interior of ∆1 has non-empty intersec-
tion with Kν , we can choose a suitable coding σ ∈ Λν,N of length N such that
z0 ∈ Sν,σ([0, 1]) ⊆ ∆1.
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Now consider τ = (ν1, . . . , νN , ω) ∈ Ω. If Sτ,σσj (zj) = Sν,σ ◦ Sω,σj (zj) = hj for
j = 1, 2, then [h1, h2] = Sν,σ(∆0) is a subset of ∆1 and contains the point Sν,σ(z0)
which belongs to Kτ . Because of the minimality assumption of the length, [h1, h2]
is a τ -net interval. It has at least as many neighbours as ∆0, but cannot have more
by the maximality assumption. Consequently, it has the same neighbours as ∆0
and hence has the same (reduced) characteristic vector β. Consequently, β is a
descendant of γ. 
Proposition 4.17. There exists an essential class and it is unique.
Proof. Let E consist of the characteristic vector β of minimal normalized
length and maximal number of neighbours, as in the previous lemma, together
with all its descendants.
If γ1, γ2 ∈ E , then both are descendants of β. But β is a descendant of both γ1
and γ2 and hence by transitivity each is a descendant of the other. Moreover, any
descendant of γ1 is also a descendant of β and hence belongs to E . This proves E
is an essential class.
The essential class is unique since β, being a descendant of every characteristic
vector, will belong to any essential class. 
Assume the essential class is
E = {γj : j = 1, . . . , N}.
For each k = 1, . . . ,m, let Ak be the N×N ‘adjacency’ matrix whose (i, j)’th entry
is 1 if γj is a child of γi under the action of Sk and 0 otherwise. Let ej be the
N -vector with 1 in position j and 0 else.
Proposition 4.18. Let ω ∈ Ω and assume γj ∈ E is the characteristic vector
of an ω-net interval ∆j of level Jj. The upper box-counting dimension of Kω is
equal to
lim sup
n→∞
log‖ejAωJj+1 . . . AωJj+n‖
n|log r|
.
The lower box-counting dimension is similar.
Proof. Choose σ such that Sω,σ([0, 1])∩Kω ⊆ ∆j∩Kω ⊆ Kω. It follows from
these inclusions that the dimensions of Kω and ∆j ∩Kω coincide.
Now ∆j∩Kω is covered by the net intervals of level Jj+n that are descendants
of γj under the finite string ωJj+1, . . . , ωJj+n, and these have length ∼ r
Jj+n. The
number of such descendants is equal to the sum of the entries of the j’th row of
AωJj+1 . . . AωJj+n , in other words, ‖ejAωJj+1 . . . AωJj+n‖.
This shows the upper and lower box-counting dimensions are as claimed. 
We recall the statement of Kingman’s subadditive ergodic theorem. We will
use it to prove the almost sure existence of the limit.
Proposition 4.19 (Kingman’s subadditive ergodic theorem). Let F be a mea-
sure preserving transformation of the probability space (Ω,P) and (gn) be a sequence
of integrable functions satisfying
gn+m(x) ≤ gn(x) + gm(F
nx).
Then, almost surely,
lim
n→∞
gn(x)
n
= g(x) ≥ −∞,
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where g(x) is an F -invariant function. Additionally, if F is an ergodic transforma-
tion, g is constant for almost all x ∈ Ω.
For a concise proof we refer the reader to Steele [27].
Proposition 4.20. For a.a. ω, the box-counting dimension and Hausdorff di-
mension of Kω is equal to
lim
n→∞
log ‖Aω1 . . . Aωn‖
n|log r|
.
Proof. For each γj ∈ E there is some finite word νj ∈
⋃
kA
k such that γj
is the characteristic vector of the νj-net interval ∆j of level Nj . As in the proof
of the proposition above, ‖ejAω1 . . . Aωn‖ is the number of (νjω) -net subintervals
that are descendants of ∆j (under the word (νjω)) at level Nj + n.
Let gn(ω) = log‖ejAω1Aω2 . . . Aωn‖. We note that the usual matrix norm
is submultiplicative, thus gn is subadditive with respect to the ergodic shift map
π(ω1, ω2, . . . ) = (ω2, ω3, . . . ). An application of Kingman’s subadditive ergodic
theorem shows that almost surely
lim
n
log ‖ejAω1 . . . Aωn‖ /n
exists.
As above, the dimensions of ∆j ∩Kνjω and Kνjω coincide, hence
lim
n→∞
log ‖ejAω1 . . . Aωn‖
n|log r|
= dimB
(
∆j ∩Kνjω
)
= dimB Kνjω.
There is an index j such that for infinitely many n,
‖Aω1 . . . Aωn‖row,max = ‖ejAω1 . . . Aωn‖ .
Another application of Kingman’s subadditive ergodic theorem shows that al-
most surely limn log ‖Aω1 . . . Aωn‖ /n exists. Since the maximum row sum norm is
comparable to the usual matrix norm, for this choice of j we have, almost surely,
lim
n→∞
log ‖ejAω1 . . . Aωn‖
n|log r|
= lim
n→∞
log ‖Aω1 . . . Aωn‖
n|log r|
.
Finally, we know that the upper box-counting dimension coincides with the Haus-
dorff dimension of Kω a.s. (see [28]), which proves the claim. 
Given ω ∈ Ω, we call x ∈ Kω an essential point if x has ω-symbolic represen-
tation [x]ω = (γ0, γ1, . . . ) where there is some J such that γj ∈ E for all j ≥ J . As
in the single IFS case, these points have full µω-measure for a.a. ω.
Proposition 4.21. For a.a. ω, the set T of non-essential points in Kω has
µω-measure zero.
Proof. Here we use the fact that if ∆ is an ω-net interval and ∆′ is a net
subinterval k levels lower, then µω(∆
′) ≥ pkminµω(∆) = δµω(∆) for a positive
constant δ (depending on k).
By concatenating words, as needed, one can see that there is a finite word
ν = (ν1, . . . , νk) such that given any characteristic vector γ, there is a ν-admissible
path linking γ to an essential characteristic vector. The set of full measure in Ω
that we take will be the ω′s for which ν appears as a substring infinitely often.
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Assume ω = (ω1, . . . , ωN , ν1, . . . , νk, . . . ) and let ∆0 be any ω-net interval of
level N . At least one of the level k descendants of ∆0 is an essential net interval
(i.e., its characteristic vector is essential), hence µω(∆0 ∩ T ) ≤ (1 − δ)µω(∆0).
Repeated application of this argument along the infinitely many disjoint substrings
of ω of the form ν shows that µω(∆0 ∩ T ) ≤ (1 − δ)
nµω(∆0) for all n and hence
∆0 ∩ T has measure zero. As there are only finitely many ω-net intervals at level
N , it follows that µω(T ) = 0. 
Remark 4.22. In the case of a deterministic IFS of finite type the essential
class has the property that the set of local dimensions at points in the essential class
is a closed interval. This was proven in [13] and relied heavily upon properties of
‘periodic points’, which seem to have no analogue in the random case. It would be
interesting to know whether it was still true that a similar conclusion holds for the
local dimension theory in the random case. In the next section (see Theorem 5.6)
we prove that the (full) set of attainable local dimensions is a closed interval for a
special family of examples of RIFS of finite type.
5. The Local Dimension Theory for a Commuting Case
5.1. Local dimensions of commuting RIFS of finite type. In this section
we consider a special case when the RIFS is not only of finite type, but also the
transition matrices have a commuting-like property, which we now explain. We
continue to assume that hull(Kω) = [0, 1] for all ω ∈ Ω.
Definition 5.1. Let S be a RIFS of finite type. The finite word ν ∈ Ak is
called a sink if there is a reduced characteristic vector β with the property that
given any characteristic vector γ, there is an admissible ν-path linking γ to β and
there is no admissible ν-path linking γ to any other reduced characteristic vector.
In this case, we also say that the RIFS has a sink and we call β a sink char-
acteristic vector.
We say the RIFS is commuting if the sink characteristic vector has only one
element in its neighbour set.
We call this property ‘commuting’ because it means that the transition matrix
of any admissible path linking a sink characteristic vector to itself is a scalar. In
Proposition 5.7 we exhibit a family of RIFS that are commuting. See also Subsection
6.1 where we analyze a specific example of a commuting RIFS in detail.
Definition 5.2. Suppose the RIFS has a sink ν. Let ω ∈ Ω be given and
denote by Nj = Nj(ω) the index of the last letter of the j’th occurrence of ν as a
substring in ω. We call Nj the j’th neck level.
Observe that if x ∈ Kω has symbolic representation [x]ω = (γ0, . . . , γN1 , . . . , γN2 , . . . ),
then γNj is the sink characteristic vector for each j.
Assume the sink ν is a word of length k. If we let p0 = P{ω : (ω1, . . . , ωk) = ν},
then p0 > 0. The probability that none of the first n blocks of k letters is the word
ν is (1− p0)n. Thus, the first neck level has expectation
E(N1(ω)) ≤
∞∑
i=1
(1 − p0)
i−1(k i) <∞.
In particular, almost all ω have infinitely many neck levels, i.e., the sink recurs as
a substring in ω infinitely often.
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It was shown in Theorem 4.11 that for regular measures, µω, associated with a
RIFS of finite type, we have the local dimension formula
dimloc µω(x) = lim
n→∞
logµω(∆ω,n(x))
n log r
= lim
n→∞
log‖Tω(γ0, γ1, . . . , γn)‖
n log r
when x ∈ Kω has symbolic representation [x]ω = (γ0, γ1, . . . ). Hence we are in-
terested in studying the Lyapunov exponents, limn log‖Tω(γ0, γ1, . . . , γn)‖/n. We
will be able to analyze these in the commuting case. Thus for the remainder of this
section we will assume that the RIFS S is commuting and that the probabilities
{pj,k} are chosen so that the random self-similar measures are regular.
Our first step will be to check that it is enough to study these limits taken along
the subsequence (Nj). This will be helpful since the commuting property ensures
that the ‘block’ transition matrices along a path from one sink characteristic vector
to the next,
Bj(γ) = Bω,j(γ) := Tω(γNj−1 , . . . , γNj) for γ = (γj)
(here N0 = 0), are scalars and hence commute with all transition matrices. We
need a preliminary technical result.
Lemma 5.3. Almost surely, the relative gaps between successive necks become
arbitrarily small, that is
Nj+1 −Nj
Nj
→ 0 a.s.
Proof. Recall that π is the shift map. Note that Nj(ω) = N1(π
Nj−1(ω)(ω))
and this is independent of N1(ω) for every j. Thus, by Birkhoff’s ergodic theorem,
almost surely
(5.1)
lim
j→∞
Nj(ω)
j
= lim
j→∞
∑j
i=1(Ni(ω)−Ni−1(ω))
j
= lim
j→∞
1
j
j∑
i=1
N1(π
Ni−1ω) = E(N1),
therefore
(5.2) lim
j→∞
Nj+1(ω)−Nj(ω)
j
= 0 = lim
j→∞
Nj+1(ω)−Nj(ω)
Nj(ω)
a.s.
Lemma 5.4. Given ω ∈ Ω and integer n, choose j such that Nj(ω) < n ≤
Nj+1(ω). For almost all ω, the limiting behaviours of
1
n
log‖Tω(γ0, γ1, . . . , γn)‖ and
1
Nj
log‖B1(γ)B2(γ) . . .Bj(γ)‖ for γ = (γj)
coincide.
Proof. Submultiplicity of the matrix norm gives
1
n
log‖Tω(γ0, γ1, . . . γn)‖ ≤
1
Nj
log‖B1(γ)B2(γ) . . .Bj(γ)Tω(γNj . . . γn)‖
≤
1
Nj
log
(
‖B1(γ)B2(γ) . . .Bj(γ)‖‖Tω(γNj . . . γn)‖
)
≤
1
Nj
log‖B1(γ)B2(γ) . . .Bj(γ)‖+
Nj+1 −Nj
Nj
δ
26 K. E. HARE, K. G. HARE, S. TROSCHEIT
for some δ > 0 that does not depend on the path. By Lemma 5.3
lim inf
1
n
log‖Tω(γ0, γ1, . . . γn)‖ ≤ lim inf
1
Nj
log‖B1(γ)B2(γ) . . .Bj(γ)‖
(and similarly for the lim sup).
For the other direction, we note that as each Bi is a positive scalar,
1
Nj+1
log‖B1(γ)B2(γ) . . .Bj+1(γ)‖ =
∑j+1
i=1 logBi(γ)
Nj+1
But Bj+1(γ) ≤ (max ‖Tω(ξ, χ)‖)
Nj+1−Nj where the maximum is taken over all
parent/child characteristic vectors (ζ, χ). As there only finitely many characteristic
vectors this maximum is bounded, say by C. Hence∣∣∣∣ logBj+1Nj+1
∣∣∣∣ ≤ CNj+1 −NjNj → 0.
As Nj+1/Nj → 1, the limiting behaviours of
1
Nj
log‖B1(γ)B2(γ) . . .Bj(γ)‖ and
1
Nj+1
log‖B1(γ)B2(γ) . . .Bj+1(γ)‖
coincide. By similar reasoning to the first part of the argument
lim inf
1
Nj+1
log‖B1(γ)B2(γ) . . .Bj+1(γ)‖ ≤ lim inf
1
n
log‖Tω(γ0, γ1, . . . γn)‖,
(and similarly for the lim sup) and this completes the proof. 
For each ω ∈ Ω and i ∈ N there are only finitely many admissible paths
γNi , . . . , γNi+1 and hence only finitely many choices for the matrices Bi(γ). Con-
sequently, for each ω and i there is a choice that maximizes (or minimizes) the
logarithm of the norm (independent of the proceeding and following block). We
denote these maximal and minimal choices by Bi(ω) and Bi(ω), respectively. Re-
calling that the block matrices (including Bi, Bi) are actually scalars, we see that
for almost all ω and all ω-paths γ we have
lim
j
1
Nj
log‖B1 . . .Bj‖ ≤ limj
1
Nj
log‖B1(γ) . . .Bj(γ)‖(5.3)
≤ limj
1
Nj
log‖B1(γ) . . .Bj(γ)‖
≤ lim
j
1
Nj
log‖B1 . . .Bj‖.
The ‘almost all’ is required for the blocks to exist, but we could equally have
expressed this in terms of the original matrices. However, as we are interested in
generic behaviour, we will not make a distinction.
We can apply Kingman’s subadditive ergodic theorem, (Proposition 4.19), to
our setting by considering the neck shift πN1 , that is
πN1(ω) = (ωN1(ω)+1, ωN1+2, . . . ),
putting πN1(ω) equal to the empty word for the measure zero set of ω’s where
Nj(ω) = ∞ for some j. The independence of the necks guarantees the invariance
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of πN1 with respect to our Bernoulli probability measure P. It is also easy to check
that πN1 inherits ergodicity from the usual (one-letter) shift on Ω. Finally, letting
gn(ω) = log‖B1 . . .Bn‖ = logB1 . . .Bn
we get the required subadditivity due to the submultiplicativity of the matrix norm.
We can use Kingman’s subadditive ergodic theorem to get explicit bounds on
the Lyapunov spectrum and hence the local dimensions.
Proposition 5.5. Almost surely,
lim
j→∞
1
Nj
log(B1 . . .Bj) =
E (logB1)
E(N1)
and
lim
j→∞
1
Nj
log(B1 . . .Bj) =
E
(
logB1
)
E(N1)
.
Proof. Since 1 ≤ E(N1) < ∞ a.s., Birkhoff’s ergodic theorem applied to the
neck shift gives
lim
j
Nj
j
= lim
j
1
j
j∑
i=1
(Ni −Ni−1) = lim
j
1
j
j∑
i=1
N1(π
Ni−1(ω)) = E(N1).
Recall that if B is a product of N transition matrices, then ‖B‖ ≥ min pNj,k. Thus
Kingman’s subadditive ergodic theorem ensures there is some α ∈ R such that
lim
j
1
Nj
logB1 . . .Bj = α a.s.,
so
α = lim
j
logB1 . . .Bj
Nj
=
(
lim
j
Nj
j
)−1
lim
j
logB1 . . .Bj
j
=
E (logB1)
E(N1)
a.s.
The almost sure finiteness of E(N1) also implies |E(logB1)| <∞.
The second claim can be proved analogously. 
Theorem 5.6. Let S be a RIFS of finite type and assume that the associated
random self-similar measures, µω, are regular. If the RIFS is commuting, then for
almost all ω, the set of attainable local dimensions for the measure µω is the closed
interval, [
E
(
logB1
)
E(N1) log r
,
E (logB1)
E(N1) log r
]
.
Proof. To prove this, we construct blocks that interpolate between the maxi-
mal and minimal achievable local dimensions. To be precise, given an ω we chose the
j’th block to beBj with probability t and to beBj with probability 1−t. We denote
this random variable by Xj so that P1{Xj = Bj} = t and P1{Xj = Bj} = 1 − t.
We consider the product measure of the original measure P on Ω with P1, the
(t, 1 − t)-Bernoulli measure on {0, 1}N. Since the latter is strongly mixing, the
product measure is ergodic with respect to the shift map on Ω × {0, 1}N given by
F (ω, λ) = (πN1(ω), λ2, λ3 . . . ). Again we can use Kingman’s subadditive ergodic
theorem to obtain
lim
j
1
Nj
logX1 . . .Xj =
E (logX1)
E (N1)
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(where the expectation is with respect to the product measure). Further,
E (logX1) = tE (logB1) + (1 − t)E
(
logB1
)
.
Varying t ∈ [0, 1], it follows that for a.a. ω there exists an admissible path γ =
(γ0, γ1, . . . ) and x ∈ Kω with [x]ω = γ, which has Lyapunov exponent given by
tE (logB1) + (1− t)E
(
logB1
)
E (N1)
.
Hence the set of attainable local dimensions contains the interval[
E
(
logB1
)
E(N1) log r
,
E (logB1)
E(N1) log r
]
.
The fact that the set of local dimensions is contained within this interval for a.a.
ω is clear from the minimality/maximality choices of B1,B1 (see equation (5.3))
and Kingman’s subadditive ergodic theorem. 
5.2. A family of commuting RIFS. In this subsection we will construct
a family of examples of commuting RIFS. We speculate that these are the only
examples under the additional assumption that the self-similar sets are always [0, 1]
and provide some evidence to support this speculation.
Proposition 5.7. Let d ≥ 2 be an integer. Assume that S1 consists of the d
contractions S1,i(x) = x/d + i/d for i = 0, . . . , d − 1 and that the other IFS, Sj,
j = 2, . . . ,m, consist of contractions of the form S(x) = x/d + a/dk for choices
of a, k ∈ N. Finally, assume each Sj has self-similar set equal to [0, 1] (hence all
Kω = [0, 1]). Then the RIFS S = {S1,S2, . . . ,Sm} is commuting.
Proof. Let N be the maximum exponent k taken over all the contractions in
all the Sj . Note that all images of Sω,σ([0, 1]), where σ ∈ Λω,n, will be of the form
[c/dn+N , (c + dN )/dn+N ] for suitable positive integers c,N . Hence all level n net
intervals will be of the form [a/dn+N , b/dn+N ] for a, b ∈ N.
Let ν = (1, 1, . . . , 1) ∈ AN . Acting on these intervals by any contraction Sν,σ
(a composition of N contractions from the first IFS) gives intervals again of the
form [a′/dn+N , b′/dn+N ] for suitable a′, b′ ∈ N. As the level n net intervals have
length at most 1/dn, these have length at most 1/dN+n and hence we must have
b′ = a′ + 1.
Thus these are all net intervals and they all have the same reduced characteristic
vector as [0, 1]. This proves ν is a sink and the RIFS is commuting. 
Proposition 5.8. Assume the RIFS is commuting with sink ν = (1, 1, . . . , 1) ∈
Ak and that the self-similar set associated with S1 is [0, 1]. Then S1 consists of
the d contractions S1,j(x) = x/d + j/d for j = 0, . . . , d− 1, where d is an integer,
d ≥ 2.
Proof. Suppose the sink characteristic vector is β. Observe that the action
of S1 must send β to itself, for if it mapped β to a different reduced characteristic
vector, say γ1, then the admissible path that links β to itself in k iterations of
S1 , say β, γ1, . . . , γk−2, β, would link γ2 to γ1 in k steps and that contradicts the
definition of a sink. So we can assume β is mapped to d (reduced) characteristic
vectors β under any (one) contraction in S1 and to no other characteristic vector.
We must have d ≥ 2 since net interval lengths eventually decrease.
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Let ∆ be a level n ω-net interval with characteristic vector β. The length of ∆
is crn for some constant c, where r is the common contraction factor of the RIFS.
Each child of ∆ also has characteristic vector β and hence has length crn+1. As
there are d children we must have r = 1/d.
As the RIFS is commuting, β can have only one neighbour. The same is true
for all its children, with even the same (normalized) value. Suppose Sω,σ([0, 1]) is
the only set covering ∆ with σ of length n. The children of ∆ are generated by
the sets Sω1,σj([0, 1]) where j ∈ {0, . . . ,N (1)}. Consideration of the geometry of
neighbours shows that these sets must not overlap, but rather, be precisely adjacent.
That proves the maps S1,j are as claimed. 
Remark 5.9. When the sink has the form (j, j, . . . , j), then, as observed in
the proof above, the sink characteristic vector can only map to itself under Sj.
Consideration of the geometry shows that it must be the characteristic vector of the
initial net interval. Since the initial characteristic vector has every characteristic
vector as a descendant, the essential class must be everything.
6. Examples
6.1. Detailed analysis of a commuting RIFS. In this subsection we will
consider a specific example of a commuting RIFS and find the minimum and max-
imum values for the local dimensions of the associated self-similar measures.
6.1.1. Set up of the example. Consider the two iterated function systems:
(1) S1 with S1,1(x) = x/3, S1,2(x) = x/3 + 1/6, S1,3(x) = x/3 + 2/3 and
p1,1 = p1,3 = 1/6, p1,2 = 2/3;
(2) S2 with S2,1(x) = x/3, S2,2(x) = x/3+1/9, S2,3(x) = x/3+1/3, S2,4(x) =
x/3 + 2/3 and p2,1 = p2,2 = p2,4 = 1/6, p2,3 = 1/2.
This RIFS S = ({S1,S2},P), for any choice of probability measure P = (θ, 1−
θ), is commuting being a special case of Proposition 5.7. There are 5 reduced
characteristic vectors:
CV1 = (1, (0)); CV2 = (2/3, (1/3)); CV3 = (2/3, (0, 1/3));
CV4 = (1/3, (0)); CV5 = (1/3, (0, 2/3)).
Figure 6.1 shows the parent/child relationships under S1 and Figure 6.2 shows
this under S2. It can be seen from these graphs that the sink is the word (1) and
the sink characteristic vector is CV1. The transition matrices under the action of
S1 are given by:
• CV1 → CV1, CV1, CV1,[
1/6
]
,
[
2/3
]
,
[
1/6
]
,
• CV2 → CV1, CV1, [
2/3
]
,
[
1/6
]
,
• CV3 → CV1, CV1, [
2/3
1/6
]
,
[
1/6
2/3
]
,
• CV4 → CV1, [
1/6
]
,
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CV 1
CV 4 CV 5 CV 2 CV 3
Figure 6.1: S1
CV 1
CV 4
CV 5
CV 2
CV 3
Figure 6.2: S2
• CV5 → CV1, [
1/6
1/6
]
.
Under S2 the transition matrices are:
• CV1 → CV4, CV3, CV5, CV2, CV1,[
1/6
]
,
[
1/6 1/6
]
,
[
1/6 1/2
]
,
[
1/2
]
,
[
1/6
]
,
• CV2 → CV5, CV2, CV1,[
1/6 1/2
] [
1/2
]
,
[
1/6
]
,
• CV3 → CV5, CV3, CV5, CV2,[
1/6 1/2
0 1/6
]
,
[
1/2 0
1/6 1/6
]
,
[
0 1/6
1/6 1/2
]
,
[
1/6
1/2
]
,
• CV4 → CV4, CV3, [
1/6
]
,
[
1/6 1/6
]
,
• CV5 → CV4, CV3, [
1/6
1/6
]
,
[
1/6 0
1/6 1/6
]
.
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6.1.2. Dimensional analysis. In order to find bounds on the upper and lower
local dimensions for the associated self-similar measures, we will need to study
the transition matrices from one neck level to the next. (Of course, these matrix
products are positive scalars and hence coincide with their spectral radius.) These
arise from paths of varying lengths, which we refer to as a neck length. If the neck
length is 1, the corresponding transition matrix is either the 1× 1 matrix [1/6] or
[2/3]; these come from the maps CV1 → CV1 under S1, taking either the first or
third (non-reduced) characteristic vector, or the second, respectively.
More generally, we claim that the minimal spectral radius of a block transition
matrix corresponding to a neck of length n is 6−n. We can achieve this spectral
radius by taking the path CV1 →2 CV1 →2 CV1 . . . CV1 →1 CV1. (Here the
notation CV1 →2 CV1, for example, means that we transition from the parent CV1
to the child CV1 using S2.) To see that this spectral radius is in fact minimal,
simply observe that the minimal row sum of all matrices in both S1 and S2 is
bounded below by 1/6.
Next, we claim that the maximal spectral radius of a block transition matrix
corresponding to a neck of length n is equal to 22−n/3. We can achieve this spectral
radius by the path CV1 →2 CV2 →2 CV2 →2 CV2 . . . CV2 →1 CV1.
To see that this spectral radius is maximal is much more involved than to
derive the minimum, and requires us to adapt techniques used to compute the joint
spectral radius of a set of matrices. See [11] for example.
We first claim that 21−n is the maximal spectral radius for any (admissible)
product of n− 1 transition matrices using S2. We will write T
(2)
i,j for the primitive
transition matrix T2(CVi, CVj) and let T˜
(2)
i,j = 2T
(2)
i,j , the ‘normalized’ transition
matrix. The claim is equivalent to the statement that the spectral radius of a
product of n − 1 normalized transition matrices, T˜
(2)
i,j , is bounded. We can prove
this by establishing that there exist convex compact sets Ki ⊆ R for i = 1, 2, 4 and
K3,K5 ⊆ R
2 such that viT˜
(2)
i,j ∈ Kj for all vi ∈ Ki and all admissible pairs (i, j).
For this, we take
K1 = K2 = K4 = [0, 1],
K3 = hull
(
[0, 0],
[
0,
1
3
]
, [1, 0],
[
1
2
,
1
3
])
and
K5 = hull
(
[0, 0],
[
0,
1
3
]
,
[
1
3
, 0
]
,
[
1
3
, 1
])
.
Note, for example, that
v3T˜
(2)
3,5 = v3
[
1/3 1
0 1/3
]
∈
{
[0, 0],
[
0,
1
9
]
,
[
1
3
, 1
]
,
[
1
6
,
11
18
]}
⊆ K5
whenever v3 is an extreme point of K3 and by linearity this is enough to show
v3T˜
(2)
3,5 ∈ K5 whenever v3 ∈ K3. We leave the verification of the other cases to the
interested reader.
Any block transition matrix corresponding to a neck of length n, Bn, will
be of the form T
(2)
1,i2
T
(2)
i2,i3
. . . T
(2)
in−2,in−1
T
(1)
in−1,1
for suitable indices i2, . . . , in−1. Our
previous remarks imply that T
(2)
1,i2
T
(2)
i2,i3
. . . T
(2)
in−2,in−1
∈ 21−nKin−1 . Moreover, it can
be checked that KiT
(1)
i,1 =
[
ci
]
where 0 ≤ ci ≤ 2/3. Thus Bn has spectral radius
bounded by 22−n/3.
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With these facts and Theorem 5.6 we can determine the almost sure interval of
local dimensions. The maximal local dimension is independent of the choice of P.
It comes from paths giving rise to commuting blocks of length n of spectral radius
(1/6)
n
and therefore has value
log 1/6
log 1/3
= 1 +
log 2
log 3
.
The minimal local dimension of the self-similar measure µω depends on P. In
the notation of Theorem 5.6, the minimum value is almost surely
E
(
logB1
)
E(N1) log r
.
Given θ = the probability of choosing S1, the probability of a neck of length n is
θ(1 − θ)n−1. Any corresponding block transition matrix Bn has maximal spectral
radius 22−n/3. Thus
E(N1) =
∞∑
n=1
nθ(1 − θ)n
and
E
(
logB1
)
=
∞∑
n=1
θ(1 − θ)n log
(
22−n
3
)
.
Hence the minimal local dimension is equal to∑∞
n=1 θ(1− θ)
n log
(
22−n
3
)
∑∞
n=1 nθ(1− θ)
n log 1/3
=
θ (log 3/4) + log 2
log 3
a.s.
For instance, if θ = 1/2, the minimum local dimension is almost surely 1/2. As
θ → 0, the minimum local dimension tends to log 2/ log 3 and as θ → 1, it tends to
1− log 2/ log 3.
6.2. Biased random Bernoulli convolution example. In this subsection
we will study the RIFS S = {S1, . . . ,Sm}, chosen with probabilities P = {θj},
where each θj > 0 and each Sj consists of the two contractions Sj,0(x) = rx,
Sj,1(x) = rx + 1 − r and probabilities pj,0 = pj , pj,1 = 1 − pj. We will assume r
is the inverse of a simple Pisot number. Recall r is a simple Pisot number if it is
the positive real root greater than 1 of rℓ − rℓ−1 − · · · − r − 1 for some ℓ ≥ 2. An
example is the golden mean.
In the case of a single IFS, S1, it was shown in [14] that if p1 < 1−p1, then the
set of local dimensions of the associated self-similar measure had an isolated point
at x = 0. Here we show a similar result: If pi ≤ 1− pi for all i and pj < 1− pj for
some j, then {dimloc µω(x) : x ∈ [0, 1]} admits an isolated point at x = 0 for a.a.
ω.
To see this, we argue as follows. First, note it is easy to see that for a.a. ω,
dimloc µω(0) = lim
n→∞
log pω1 · · · pωn
n log r
=
∑m
j=1 θj log pj
log r
.
The same proof as given in [14, Lemma 4.2] shows that there is an integer N such
that each x ∈ (0, 1) has ω-symbolic representation [x] = (γ, η1, η2, . . . ), where γ is
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an initial path, ηj are essential ω-paths of length at most N and
‖Tω(η2j−1, η2j , η2j+1,1)‖row,min ≥ pωKj−1+1 · · · pωKj−1(1− pωKj )
=
m∏
i=1
p
s(i,j)
i
m∏
i=1
(1 − pi)
t(i,j).
Here Kj =
∑j
i=1 Li with Li = length η2i−1+length η2i,
s(i, j) = card{ℓ : Kj−1 < ℓ < Kj and ωℓ = i}
and t(i, j) = 1 if ωKj = i and 0 else. Put SJ(i) =
∑J
j=1 s(i, j) and TJ(i) =∑J
j=1 t(i, j), so
SJ (i) = card{ℓ : 1 ≤ ℓ ≤ KJ , ℓ 6= Kj for j = 1, . . . , J and ωℓ = i}
and TJ(i) = card{Kj : j = 1, . . . , J and ωKj = i}. Thus
log ‖Tω(η1, . . . , η2J+1,1)‖row,min∑J
i=1 Li
≥
log
∏m
i=1 p
∑
J
j=1 s(i,j)
i (1− pi)
∑J
j=1
t(i,j)∑J
i=1 Li
≥
∑m
i=1 SJ(i) log pi + TJ(i) log(1− pi)∑J
i=1 Li
.
For a.a. ω, SJ(i)/(KJ − J)→ θi and TJ(i)/J → θi as J →∞, thus
limJ
∑m
i=1 SJ(i) log pi + TJ(i) log(1− pi)∑J
i=1 Li
=
m∑
i=1
θi
(
log pilimJ
KJ − J
KJ
+ log(1− pi)limJ
J
KJ
)
=
m∑
i=1
θi log pi +
m∑
i=1
θi (log(1− pi) + log pi) limJ
J
KJ
.
As Li ≤ 2N , it follows that limJJ/KJ ≥ 1/2N and therefore for any x ∈ (0, 1) and
a.a. ω,
dimloc µω(x) = limJ
log ‖Tω(η1, . . . , η2J+1,1)‖row,min
KJ log r
≤
∑m
i=1 θi log pi
log r
+
∑m
i=1 θi(log(1 − pi) + log pi)
2N log r
.
If some pi 6= 1− pi, this is bounded (below) away from dimloc µω(0).
6.3. Dimension of the essential class example. Consider the two iterated
function systems
(1) S1 with S1,1(x) = x/4, S1,2(x) = x/4 + 1/6, S1,3(x) = x/4 + 7/12 and
S1,4(x) = x/4 + 3/4.
(2) S2 with S2,1(x) = x/4, S2,2(x) = x/4 + 1/18, S2,3(x) = x/4 + 25/36,
S2,4(x) = x/4 + 3/4,
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One can see from [22] and Proposition 4.5 that the RIFS {S1,S1} is of finite
type. Using the computer, we have determined that there are 492 reduced char-
acteristic vectors, but only one reduced characteristic vector in the essential class.
This is the vector
(1/9, (0, 1/9, 2/9, 3/9, 4/9, 5/9, 6/9, 7/9, 8/9)).
This vector maps to four copies of itself and hence Proposition 4.20 implies that the
dimension of the RIFS is equal to 1 a.s. In fact in this case, the result is stronger
than this. The dimension of the RIFS is equal to 1 for all choices of ω ∈ Ω. It is
worth observing that Kω does not have full support for any ω ∈ Ω.
It is interesting to note that if we consider the IFS S1 alone, there are 11 re-
duced characteristic vectors, and one reduced characteristic vector in the essential
class, namely (1/3, (0, 1/3, 2/3)). Similarly, S2 (alone), has 117 reduced character-
istic vectors and one reduced essential characteristic vector, the same vector as for
the RIFS. It can be shown that the dimension of both K1 and K2 are also one.
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