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Coverage Optimization using Generalized
Voronoi Partition
K.R. Guruprasad and Debasish Ghose
Abstract
In this paper a generalization of the Voronoi partition is used for optimal deployment of au-
tonomous agents carrying sensors with heterogeneous capabilities, to maximize the sensor coverage.
The generalized centroidal Voronoi configuration, in which the agents are located at the centroids of
the corresponding generalized Voronoi cells, is shown to be a local optimal configuration. Simulation
results are presented to illustrate the presented deployment strategy.
Index Terms
Voronoi partition; Sensor Coverage; Locational Optimization; multi-agent system
I. INTRODUCTION
Technological advances in areas such as wireless communication, autonomous vehicular tech-
nology, computation, and sensors, facilitate the use of a large number of agents (UAVs, mobile
robots, autonomous vehicles etc.) to cooperatively achieve various tasks in a distributed manner.
One of the very useful applications of the multi-agent systems is in sensor networks, where a
group of autonomous agents perform cooperative sensing of a large geographical area. Voronoi
partition [1] has been used for optimal deployment of mobile agents carrying sensors [2], [3], [4].
This paper discusses a generalization of Voronoi partition to addresses heterogeneity of sensors
in their capabilities.
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2The problem of optimal deployment of sensors has attracted many researchers [5]. Zou and
Chakrabarty [6] use the concept of virtual force to solve this problem. Akbarzadeh et al. [7]
use an evolutionary algorithm approach. Yao et al. [8] address a problem of camera placement
for persistent surveillance. Murray et al. [9] address a problem of placing sensors such as video
cameras for security monitoring. Kale and Salapaka [10] use heuristically designed algorithms
based on maximum entropy to seek global minimum for a simultaneous resource location
and multi-hop routing. The problem of optimal deployment of sensors belongs to a class of
problems known as locational optimization or facility location [1], [11] in the literature, and when
homogeneous sensors are used, a centroidal Voronoi configuration [12] is a standard solution
for this class of problems. Cortes et al. [2], [13] use these concepts to formulate and solve the
problem of optimal deployment of sensors. The authors provide rigorous mathematical results
on spatial distribution, convergence, and other useful properties. Pimenta et al. [14] follow a
similar approach to address a problem with heterogeneous robots, using power diagram (or
Voronoi diagram in Laguerre geometry) to account for different footprints of the sensors. Kwok
and Martı´nez [15] use power weighted and multiplicatively weighted Voronoi partitions to solve
an energy aware limited range coverage problem. Pavone et al. [16] use power diagrams for
equitable partitioning for robotic networks.
In the literature, sensors in a network are usually considered to be homogeneous in their
capability. Whereas, in practical problems, the sensors may have different capabilities even
though they are similar in their functionality. The heterogeneity in capabilities could be due to
various reasons, the chief being the difference in specified performance. Though some researchers
address optimal deployment of heterogeneous sensors (such as [14]), one of the well known
generalization of the standard Voronoi partition (weighted Voronoi partition, Power diagram,
etc.) is used to address heterogeneity. In this paper, we generalize the standard Voronoi partition
to address a class of heterogeneous locational optimization problems, which include some of the
problems addressed in the literature. We use node functions in place of the usual distance measure
used in standard Voronoi partition and its variants. The mobile sensors are assumed to have
heterogeneous capabilities in terms of their effectiveness. This paper presents a generalization
of the optimal deployment concepts presented in [2], [13], using generalized Voronoi partition
in place of the standard Voronoi partition. Some preliminary results have been reported in [17]
earlier. This paper gives a more elaborate treatment.
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3II. GENERALIZATION OF THE VORONOI PARTITION
A generalization of the Voronoi partition, considering heterogeneity in the sensors’ capabilities,
is presented here. Several extensions or generalizations of Voronoi partition to suit specific
applications have been reported in the literature [1]. Herbert and Seidel [18] have introduced an
approach in which, instead of the site set, a finite set of real-valued functions fi : D 7→ R were
used to partition the domain D.
Let IN = {1, 2, . . . , N}. Consider a space Q ⊂ Rd and a set of points called nodes or
generators P = {p1, p2, . . . , pN}, pi ∈ Q, with pi 6= pj , whenever i 6= j. The Voronoi partition
generated by P is the collection V(P) = {Vi(P)}i∈IN , and is defined as,
Vi(P) = {q ∈ Q| ‖ q − pi ‖≤‖ q − pj ‖, ∀pj ∈ P, j ∈ IN} (1)
where, ‖ . ‖ denotes the Euclidean norm. The basic components of the Voronoi partition are: i)
A space to be partitioned; ii) A set of sites, or nodes, or generators; and iii) A distance measure
such as the Euclidean distance.
In this paper a generalization of the Voronoi partition is defined to suit the application, namely
the heterogeneous locational optimization of sensors. This generalization has the following
components: i) The domain of interest as the space to be partitioned; ii) The configuration
of multi-agent system P as the site (or node or generator) set; and iii) A set of node functions
in place of a distance measure. Consider strictly decreasing analytic functions fi : R+ 7→ R,
where, fi is called a node function for the i-th node. Define generalized Voronoi partition of
Q with node configuration P and node functions fi as a collection Vg = {V gi }, i ∈ IN , with
mutually disjoint interiors, such that Q = ∪i∈INV gi , where V gi is defined as
V gi = {q ∈ Q|fi(‖pi − q‖) ≥ fj(‖pj − q‖), ∀j 6= i,j ∈ IN} (2)
A generalized Voronoi cell V gi can be topologically non-connected, null, and may contain other
Voronoi cells. In the context of the problem discussed in this paper, q ∈ V gi means that the i-th
agent/sensor is the most effective in sensing at point q. This is reflected in the ≥ sign in the
definition. In standard Voronoi partition used for the homogeneous case, ≤ sign for distances
ensured that the i-th sensor is the most effective in Vi. (Note that fi are strictly decreasing.) The
condition that fi are analytic implies that for every i, j ∈ IN , fi−fj is analytic. By the property
of real analytic functions, the set of intersection points between any two node functions is a set
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4of measure zero. This ensures that the intersection of any two cells is a set of measure zero,
that is, the boundary of a cell is made up of the union of at most d − 1 dimensional subsets
of Rd. Otherwise the requirement that the cells should have mutually disjoint interiors may be
violated. Analyticity of the node functions fi is a sufficient condition to discount this possibility.
Further, note that for some i 6= j, if fi 6= fj , then it is acceptable to have pi = pj . Only when
fi = fj and i 6= j, the condition pi 6= pj is imposed in case of the generalized Voronoi partition
(see Appendix for details). It can be shown that the centroid of a generalized Voronoi cell lies
within its convex hull [19].
A. Special cases
A few interesting special cases of the generalized Voronoi partition are discussed below.
Case 1: Weighted Voronoi partition: Consider multiplicatively and additively weighted Voronoi
partitions as special cases. Let fi(ri) = −αiri − di where, ri =‖ pi − q ‖ and, αi and di take
finite positive real values for i ∈ IN . Thus,
V wi = {q ∈ Q|αiri + di ≤ αjrj + dj , ∀j 6= i, j ∈ IN} (3)
The partition Vw = {V wi } is called a multiplicatively and additively weighted Voronoi partition.
αi are called multiplicative weights and di are called additive weights.
Case 2: Standard Voronoi partition: The standard Voronoi partition can be obtained as a
special case of (2) when the node functions are fi(ri) = −ri. It can be shown that if the node
functions are homogeneous (fi(·) = f(·) for each i ∈ IN ), then the generalized Voronoi partition
gives the standard Voronoi partition.
Case 3: Power diagram: Power diagram or Voronoi diagram in Laguerre geometry VLG =
{V LGi } is defined as V LGi = {q ∈ Q|dp(q, pi) ≤ dp(q, pj),i 6= j}, i, j ∈ IN where, dp(q, pi) =
‖pi− q‖
2−R2pi , the power distance between q and pi, with Rpi > 0 being a parameter fixed for
a given node pi. In the context of robot coverage problem addressed in [14], RPi represents the
radius of the footprint of the i-th robot. It is easy to see that the power diagram can be obtained
from the generalized Voronoi partition (2) by setting fi(‖q − pi‖) = −(‖pi − q‖2 − R2pi) with
RPi as a parameter specific to each node function.
Case 5: Other possible variations: Other possible variations of the Voronoi partition are using
objects such as lines, curves, discs, polytopes, etc. other than points as sites/nodes, generalization
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5of the space to be partitioned, and use of non-Euclidean metrics or pseudo-metrics. It is easy to
verify that these generalizations can also be obtained by suitable selection of site sets, spaces,
and node functions.
III. HETEROGENEOUS LOCATIONAL OPTIMIZATION PROBLEM
The heterogeneous locational optimization problem (HLOP) for a mobile sensor network is
formulated and solved here. Let Q ⊂ Rd be a convex polytope, the space in which the sensors
have to be deployed; φ : Q 7→ [0, 1], be a density distribution function, with φ(q) indicating the
probability of an event of interest occurring at q ∈ Q, indicating the importance of measurement
at q; P(t) = {p1(t), p2(t), . . . , pN(t)}, i ∈ IN , pi(t) ∈ Q be the configuration of N sensors at
time t, with pi(0) 6= pj(0), ∀i 6= j; fi : R+ 7→ R, i ∈ IN , be analytic, strictly decreasing function
corresponding to the i-th node, the sensor effectiveness function of i-th agent, with fi(‖pi− q‖)
indicating the effectiveness of the i-th sensor located at pi ∈ Q, in sensing at a point q ∈ Q. It
is natural to assume fi to be strictly decreasing. The objective of the problem is to deploy the
mobile sensors in Q so as to maximize the probability of detection of an event of interest.
In case of homogeneous sensors [2], the sensor located in Voronoi cell Vi is closest to all
the points q ∈ Vi and hence, by the strictly decreasing variation of sensor’s effectiveness with
distance, most effective within Vi. Thus, the Voronoi decomposition leads to optimal partitioning
of the space in the sense that each sensor is most effective within its Voronoi cell. In the
heterogeneous case too, it is easy to see that each sensor is most effective within its generalized
Voronoi cell. Now, as the partitioning is optimal, the problem is to find the location of each
sensor within its generalized Voronoi cell.
The objective function
Consider the following objective function to be maximized,
H(P) =
∫
Q
max
i∈IN
{fi(‖q − pi‖)}φ(q)dQ =
∑
i∈IN
∫
V
g
i
fi(‖q − pi‖)φ(q)dQ (4)
Note that the generalized Voronoi decomposition splits the objective function into a sum of
contributions from each generalized Voronoi cell. Hence the optimization problem can be solved
in a spatially distributed manner, that is, the optimal configuration can be achieved by each
sensor solving only that part of the objective function which corresponds to its own cell, using
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6only local information. Note also that the objective function has the same form as in [2] where
a similar problem is addressed for homogeneous sensors.
By generalizing results in [19] (Proposition 2.23 in [19]), it can be shown that the gradient
of the objective function (4) with respect to pi is
∂H
∂pi
=
∫
V
g
i
φ(q)
∂fi(ri)
∂pi
dQ (5)
The critical points
By suitably generalizing the concepts in [19], it can be shown that the gradient of the objective
function (4) with respect to pi is
∂H
∂pi
=
∫
V
g
i
φ(q)
∂fi(ri)
∂pi
dQ = −
∫
V
g
i
φ˜i(q, pi)(pi − q)dQ = −M˜V gi (pi − C˜V
g
i
) (6)
where, φ˜i(q, pi) = −2φ(q)∂fi(ri)∂(ri2) . As fis are strictly decreasing, φ˜(q) is always non-negative.
Hence, φ˜ can be interpreted as density modified or perceived by the sensors, M˜V gi as mass,
and C˜V gi as centroid of the cell V
g
i . Thus, the critical points/configurations are P∗ = {P|pi =
C˜V gi (P), i ∈ IN}, and such a configuration P
∗
, of agents is called a generalized centroidal
Voronoi configuration.
The critical points are not unique, as with the standard Voronoi partition. But in the case of
the generalized Voronoi partition, some of the cells could become null. Further, as in the case of
homogenous sensors (that is, using standard Voronoi partition), the critical points/configuration
correspond to local minima of the objective function (4).
A. The control law
Consider the agent dynamics and control law as
p˙i(t) = ui(t) (7)
ui(t) = −kprop(pi(t)− C˜Vi(t)) (8)
Control law (8) makes the mobile sensors move toward C˜V gi for positive kprop. If, for some
i ∈ IN , V
g
i = ∅, then set C˜V gi = pi. We restrict the analysis to the simple first order dynamics
under the assumption, that there is a low-level controller which can cancel the actual dynamics
of the agents and enforce (7).
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7Theorem 1: The trajectories of the sensors governed by the control law (8), starting from any
initial condition P(0), will asymptotically converge to the critical points of H.
Proof. Consider V (P) = −H.
V˙ (P) = −
dH
dt
= −
∑
i∈IN
∂H
∂pi
p˙i = −kprop
∑
i∈IN
M˜V gi (pi − C˜V
g
i
)2 (9)
Let pi ∈ ∂Q, the boundary of Q for some i at some time t. The vector p˙i = −kprop(pi − C˜V gi )
always points inward to Q or is tangential to ∂Q at pi as C˜V gi ∈ Q (Note that co(V
g
i ) ⊂ Q).
Thus, by Theorem 3.1 in [20], the set Q is invariant under the closed-loop dynamics given by
(7) and (8).
Further, observe that, V : QN 7→ R is continuously differentiable in Q as {V gi } depends
continuously on P by Theorem A3; QN is a compact invariant set; V˙ is negative semi-definite
in QN ; E = V˙ −1(0) = {C˜V gi }, which itself is the largest invariant subset of E by the control
law (8). Thus, by LaSalle’s invariance principle, the trajectories of the agents governed by
control law (8), starting from any initial configuration P(0) (Note that pi(0) ∈ Q, ∀i ∈ IN ), will
asymptotically converge to set E, the critical points of H, that is, the centroids of the generalized
centroidal Voronoi cells with respect to the density function as perceived by the sensors. 
Note that a similar result is provided in [2], [19] for homogeneous sensors using standard
Voronoi partition. Further, We had assumed pi(0) 6= pj(0), ∀i 6= j. If fi 6= fj , ∀i 6= j, then it
is possible that pi(t) = pj(t) at some time t > 0. However, if for any i 6= j, fi(·) = fj(·),
then pi(t) 6= pj(t), ∀t > 0. Thus, the state space is not the entire QN , and hence not necessarily
compact. An extension to LaSalle’s invariance principle in such a situation is provided in [19],
which can be used here for proving the convergence result, in such a scenario.
It should be noted that the gradient based control law (8) can only guarantee local maximum
of the objective function (4). Techniques such as deterministic annealing can be used to solve
the global optimization problem [21], [22], [23].
IV. LIMITED RANGE SENSORS
In the previous sections, it was assumed that the sensors have infinite range but with dimin-
ishing effectiveness. However, in reality the sensors will have limited range. In this section a
spatially distributed limited range locational optimization problem is formulated. In [13] authors
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8address the effect of limit on the sensor range using standard Voronoi partition. The results
provided here are based on and extension of those results.
Let Ri be the limit on range of the sensors and B¯(pi, Ri) be a closed ball centered at pi
with a radius of Ri. The i-th sensor has access to information only from points in the set
V gi ∩ B¯(pi, Ri). Consider fˆi which is continuously differentiable in [0, Ri], with fˆi(Ri) = 0, and
fˆi(r) = 0, ∀r > Ri as the sensor effectiveness function. This function models the effectiveness of
a sensor having a limit of Ri on its range. Note that the derivative of fˆi can have a discontinuity
at r = R+i , where R+i = limh→0(Ri + h). Consider the following objective function to be
maximized,
Hˆ(P) =
∑
i∈IN
∫
(V gi ∩B¯(pi,Ri))
φ(q)fˆi(‖pi − q‖))dQ (10)
It can be noted that the objective function is made up of sums of the contributions from sets
V gi ∩ B¯(pi, Ri), enabling the sensors to solve the optimization problem in a spatially distributed
manner. By generalizing the results in [13], it can be shown that the gradient of the multi-center
objective function (10) with respect to pi is given by
∂Hˆ
∂pi
=
∫
(V gi ∩B¯(pi,Ri))
φ(q)
∂
∂pi
fˆi(‖pi − q‖)dQ (11)
Thus, the gradient of the objective function (10) is
∂Hˆ(P)
∂pi
= −M˜(V gi ∩B¯(pi,Ri))(pi − C˜(V
g
i ∩B¯(pi,Ri))
) (12)
where, the mass M˜(V gi ∩B¯(pi,Ri)) and the centroid C˜(V gi ∩B¯(pi,Ri)) are now computed within the
region (V gi ∩ B¯(pi, Ri)), that is, the region of Voronoi cell V
g
i , which is accessible to the i-th
robot. The critical points/configurations are P∗ = {P|pi = C˜(V gi ∩B¯(pi,Ri))(P), i ∈ IN}.
Consider the following control law to guide the agents toward the respective centroids
ui = −kprop(pi − C˜(V gi ∩B¯(pi,Ri))) (13)
Further, by generalizing the corresponding results in [13], it can be shown that the trajectories
of the sensors governed by the control law (13), starting from any initial condition P(0), will
asymptotically converge to the critical points of Hˆ.
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9V. SIMULATION EXPERIMENTS
In this section we provide results of a set of simulation experiments to validate the performance
of the proposed deployment strategy. The space is discretized into hexagonal cells, which are
preferred over square or rectangular cells because of the fact that in hexagonal grids all the
neighboring cells are at equal distance. We have considered fi(ri) = kie−αiri
2
as node functions.
Three density distributions have been used: i) a uniform density, ii) an exponential density
distribution φ(x, y) = 0.9e−0.001((x−42)2+(y−36)2) having a peak near the center of space, and iii)
an exponential density distribution φ(x, y) = 0.9e−0.001((x−70)2+(y−60)2) having peak toward the
corner of the space. The space considered is a rectangular area with x-axis range of 0 to 86 units
and y-axis range of 0 to 74 units. The (locally) optimal deployment is achieved when each of the
agents are located at the respective centroids. Each hexagonal cell measures 1 unit from center
to any of its corners. A normalized error measure of how close the agents are to the centroid at
the n-th time step is defined as error(n) = (
∑N
m=1 ‖(pm(n)− C˜V gm(n))‖
2)/maxi∈IM (error(i)),
where M is the total number of time steps to achieve the optimal deployment. Simulations were
carried out by either fixing ki or αi, or varying both. The case of both ki and αi fixed corresponds
to the homogeneous agent case and leads to a standard Voronoi partition.
Figures 1, 3, and 5 show the trajectories of agents with exponential density having peak near
the center, exponential density having peak near the corner, and an uniform density. Figures
1(a), 3(a), and 5(a) correspond to cases where all the agents have the same αi, but different
ki. Figures 1(b), 3(b), and 5(b) correspond to case where all the agents have the same ki and
different αi. Figures 1(c), 3(c), and 5(c) correspond to cases where all the agents have different
ki and αi. When ki is fixed, it leads to multiplicatively weighted Voronoi partition, when αi is
fixed it leads to a generalized Voronoi partition with intersection between any two cells being a
straight line segment, and when both ki and αi vary, it leads to a generalized Voronoi partition.
A contour plot is also shown for exponential density cases. It can be observed that the agents
move toward the peak of density. Dots indicate the starting position of agents and ‘o’s indicate
the final position. Figures 2, 4, and 6 show the history of error and the objective functions for the
corresponding simulations. In all cases the error reduces and the objective function is (locally)
maximized.
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Fig. 1. Trajectories of agents with exponential density having peak at the center of space, and a) α fixed and k varying b) α
varying and k fixed c) both α and k varying.
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Fig. 2. History of error and value of objective function with exponential density having peak at the center of space, and a) α
fixed and k varying b) α varying and k fixed c) both α and k varying.
VI. CONCLUSIONS
A generalization of Voronoi partition has been proposed and the standard Voronoi decomposi-
tion and its variations are shown to be special cases of this generailzation. The problem of optimal
deployment of agents carrying sensors with heterogeneous capabilities has been formulated and
solved using the generalized Voronoi partition. The generalized centroidal Voronoi configuration
was shown to be a locally optimal configuration. Illustrative simulation results were provided to
support the theoretical results.
The generalization of Voronoi partition and the heterogeneous locational optimization tech-
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Fig. 3. Trajectories of agents with exponential density having peak toward the corner of space, and a) α fixed and k varying
b) α varying and k fixed c) both α and k varying.
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Fig. 4. History of error and value of objective function with exponential density having peak toward the corner of space, and
a) α fixed and k varying b) α varying and k fixed c) both α and k varying.
niques can be applied to a wide variety of problems, such as spraying insecticides, painting by
multiple robots with heterogeneous sprayers, and many others. The heterogeneous locational
optimization problems can find applications outside robotics field. One such problem is of
deciding on optimal location for public facilities.The generalization of Voronoi partition presented
also provides new challenges for developing efficient algorithms for computations related to the
generalized Voronoi partition, and characterizing its properties.
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Fig. 5. Trajectories of agents with uniform density, and a) α fixed and k varying b) α varying and k fixed c) both α and k
varying.
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Fig. 6. History of error and value of objective function with uniform density, and a) α fixed and k varying b) α varying and
k fixed c) both α and k varying.
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APPENDIX: ON CONTINUITY OF GENERALIZED VORONOI PARTITION
A proof on the continuity of the generalized Voronoi partition is provided here. The treatment
provided here is kept informal, but discusses major steps for a more elaborate mathematical
proof, which is beyond the scope of this paper.
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Consider a partition W(P) = {Wi(P)},i ∈ IN of Q ⊂ R2 with P = {p1, p2, . . . , pN},
pi ∈ Q. Let ∂Wi(P) be the bounding (closed) curve of cell Wi, parameterized by a parameter
ui(P) ∈ [0, 1]. The partition W(P) is said to be continuous in P if and only if each of the
ui(P) is continuous in P . That is, the cell boundaries move smoothly with configuration of sites
P . This is an important property needed for proving the stability and convergence of the agent
motion under the influence of the proposed control law using LaSalle’s invariance principle. This
understanding of continuity of a partition can be extended to a general d-dimensional Euclidean
space. Now, in Rd, ∂Wi are hypersurfaces in d-dimensional Euclidean space and ui are vector
valued functions of dimension d−1. Continuity of uji , the j-th component of ui with P for each
i ∈ IN and j ∈ Id−1 ensures the continuity of W(P) when Q ⊂ Rd.
Now consider the continuity of standard Voronoi partition. It is well known that as long as
pi 6= pj , whenever i 6= j, V(P), the standard Voronoi partition, is continuous in P . This continuity
is due to continuity of the Euclidean distance. It is interesting to see what happens when pi = pj
for some i 6= j. Consider i 6= j and let pi(0) 6= pj(0). Now, Vi and Vj are distinct sets such that
Vi∩Vj is either null or is the common boundary between them, which is a straight line segment
of the perpendicular bisector of the line joining pi and pj . Let Vi ∩ Vj 6= ∅, that is, the agents i
and j are Voronoi neighbors, and agent i is stationary while agent j is moving toward i. This
causes Vi to shrink and Vj to expand as the common boundary between them moves closer to pi.
But, when pj(t) = pi(t), Vi(t) = Vj(t) = Vi(0)∪Vj(0), which is a sudden jump, and boundaries
of both Vi and Vj jump, leading to discontinuity. Thus, V(P) is discontinuous whenever there is
a transition between pi 6= pj and pi = pj , for some i 6= j. Similar discontinuity, as in the standard
Voronoi partition with P , can occur in the case of generalized Voronoi partition, whenever pi
and pj are Voronoi neighbors and fi = fj . This is illustrated in Figure 7. The line segment
separating V g1 and V
g
2 disappears when p1 = p2 and the corresponding Voronoi cells jump in
their size. In fact V g1 and V
g
2 jump to V g1 ∩ V g2 , and the common boundary between V g1 and V g2
jumps to the boundary of V g1 ∩ V g2 .
In case of the standard Voronoi partition, if pi(0) 6= pj(0), whenever i 6= j, the control law
ensures that pi(t) 6= pj(t), whenever i 6= j, ∀t > 0. If two agents are together to start with, that is,
pi(0) = pj(0), whenever i 6= j, then the control law ensures that they are always together. This is
due to the fact that C˜Vi ∈ Vi, ∀i ∈ IN . This is not always true in case of the generalized Voronoi
partition. Thus, the issue of continuity of generalized Voronoi partition is a more involved one.
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Fig. 7. Illustration of discontinuity of Voronoi partition at p1 = p2 when f1 = f2. The straight line segment separating V g1
and V g
2
suddenly disappears when two points p1 and p2 merge.
Condition A. There is no transition from P(t) to P(t′), such that pi(t) 6= pj(t) and pi(t′) = pj(t′),
for all pairs (i, j), i 6= j, i, j ∈ IN , and fi = fj .
As discussed earlier, violation of the condition A can cause discontinuity in the generalized
Voronoi partition.
Lemma A1: The generalized Voronoi partition depends continuously on P if condition A is
satisfied.
Outline of the proof: Let us consider any two agents i and j which are Voronoi neighbors, take
up three distinct and exhaustive cases, and prove the continuity for each of them.
Case i) No two node functions are identical, that is, (fi− fj) 6= 0, whenever i 6= j, and V gi 6= ∅,
∀i ∈ IN . ∀P .
All the points q ∈ Q on the boundary common to V gi and V
g
j is given by {q ∈ Q|fi(‖pi−q‖) =
fj(‖pj − q‖)}, that is, the intersection of the corresponding node functions. Let the j-th agent
move by a small distance dp. This makes a point q ∈ Q, on the common boundary between
Vi and Vj move by a distance, say dx. Now, as the node functions are strictly decreasing and
are continuous, it is easy to see that dx → 0 as dp → 0. This is true for any two i and j, and
any q on the common boundary between V gi and V
g
j . Thus, the generalized Voronoi partition
depends continuously on P . Note that it is easy to verify that pi = pj for i 6= j does not lead
to discontinuity in this case.
Case ii) No two node functions are identical, that is, (fi − fj) 6= 0, whenever i 6= j, and P is
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such that V gi = ∅ for some i ∈ IN .
Let both V gi and V
g
j be non null sets, and V
g
i ⊂ V
g
j for some P . Now with evolution of P
in time, let V gi = ∅ for some P ′ = P + δP . The quantity
∫
V
g
i
dQ, and the common boundary
vanish gradually to zero as the agent configuration changes from P to P ′. Further, there is no
jump in the boundary or size of the (generalized) Voronoi cell, or in the common boundary as
in the case of standard Voronoi cell when there is a transition from pi 6= pj to pi = pj .
Case iii). For some i 6= j, fi = fj . In this case, the common boundary between V gi and V gj
is a segment of the perpendicular bisector of line joining pi and pj . As in the case of standard
Voronoi diagram, if agents i and j are neighbors and there is a transition from pi 6= pj to pi = pj ,
the Vg(P) will have discontinuity. However, if condition A is satisfied, such a discontinuity will
not occur.
Thus, as long as the condition A is satisfied, the generalized Voronoi partition depends
continuously on P . 
Lemma A2: The control law (8) ensures that condition A is satisfied for all P if pi(0) 6= pj(0)
for all pairs (i, j), i, j ∈ IN , i 6= j, for which fi = fj .
Proof. Condition A can be violated only for pair (i, j) for which fi = fj . As pi(0) 6= pj(0),
condition A will be violated if at some time t, pi(t) = pj(t). Now C˜V gi will lie within the half
plane {q ∈ Q|‖q− pi‖ < ‖q− pj‖} and hence the control law cannot make the agent i cross the
common boundary between i and j. Similarly, agent j too cannot cross the boundary. Hence, if
pi(0) 6= pj(0), then pi(t) 6= pj(t) for any t ∈ R. Thus, the condition A cannot be violated. 
Theorem A3: If P(0) is such that pi(0) 6= pj(0) for all pairs (i, j), i, j ∈ IN , i 6= j, for which
fi = fj , and the agents move according to the control law (8), then the generalized Voronoi
partition depends continuously on P .
Proof. The proof follows from Lemmas A1 and A2. 
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