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Synthesis of Logical Clifford Operators
via Symplectic Geometry
Narayanan Rengaswamy, Robert Calderbank, Swanand Kadhe, and Henry D. Pfister
Abstract
Quantum error-correcting codes can be used to protect qubits involved in quantum computation. This requires that logical
operators acting on protected qubits be translated to physical operators (circuits) acting on physical quantum states. We propose a
mathematical framework for synthesizing physical circuits that implement logical Clifford operators for stabilizer codes. Circuit
synthesis is enabled by representing the desired physical Clifford operator in CN×N as a partial 2m × 2m binary symplectic
matrix, where N = 2m. We state and prove two theorems that use symplectic transvections to efficiently enumerate all binary
symplectic matrices that satisfy a system of linear equations. As an important corollary of these results, we prove that for an
[[m,m − k]] stabilizer code every logical Clifford operator has 2k(k+1)/2 symplectic solutions. The desired physical circuits are
then obtained by decomposing each solution as a product of elementary symplectic matrices, each corresponding to an elementary
circuit. Our assembly of the possible physical realizations enables optimization over the ensemble with respect to a suitable metric.
Furthermore, we show that any circuit that normalizes the stabilizer of the code can be transformed into a circuit that centralizes
the stabilizer, while realizing the same logical operation. However, the optimal circuit for a given metric may not correspond to
a centralizing solution. Our method of circuit synthesis can be applied to any stabilizer code, and this paper provides a proof of
concept synthesis of universal Clifford gates for the [[6, 4, 2]] CSS code. We conclude with a classical coding-theoretic perspective
for constructing logical Pauli operators for CSS codes. Since our circuit synthesis algorithm builds on the logical Pauli operators
for the code, this paper provides a complete framework for constructing all logical Clifford operators for CSS codes. Programs
implementing the algorithms in this paper, which includes routines to solve for binary symplectic solutions of general linear
systems and our overall circuit synthesis algorithm, can be found at https://github.com/nrenga/symplectic-arxiv18a.
Index Terms
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I. INTRODUCTION
The first quantum error-correcting code (QECC) was discovered by Shor [1], and CSS codes were introduced by Calderbank
and Shor [2], and Steane [3]. The general class of stabilizer codes was introduced by Calderbank, Rains, Shor and Sloane [4],
and by Gottesman [5]. A QECC protectsm−k logical qubits by embedding them into a physical system comprisingm physical
qubits. QECCs can be used both for the reliable transmission of quantum information and for the realization of fault-tolerant
quantum computation [6], [7]. For computation, any desired operation on the m− k logical qubits must be implemented as a
physical operation on the m physical qubits that preserves the code space.
For computation with a specific QECC, the first task is defining the logical Pauli operators for the code. For stabilizer codes,
the first algorithm for this task was introduced by Gottesman in [5, Sec. 4]. This algorithm reduces the stabilizer matrix of
the code into a standard form in order to determine the logical Pauli operators. A similar algorithm, based on symplectic
geometry, was proposed by Wilde in [8], which applies the Symplectic Gram-Schmidt Orthogonalization Procedure (SGSOP)
to the normalizer of the code and then extracts the stabilizer generators and logical Pauli operators for the code.
Given the logical Pauli operators for a stabilizer QECC, physical realizations of Clifford operators on the logical qubits can
be represented by 2m× 2m binary symplectic matrices, reducing the complexity dramatically from 2m complex variables to
2m binary variables (see [9], [10] and Section II). We exploit this fact to propose an algorithm that efficiently assembles all
symplectic matrices representing physical operators (circuits) that realize a given logical operator on the protected qubits. This
makes it possible to optimize the choice of circuit with respect to a suitable metric, that might be a function of the quantum
hardware. This paper provides a proof of concept demonstration using the well-known [[6, 4, 2]] QECC [11], [12], where we
reduce the depth of the circuit (see Def. 16) for each operator. The primary contributions of this paper are the four theorems
that we state and prove in Section IV, and the main synthesis algorithm which builds on the results of these theorems (see
Algorithm 3). These results form part of a larger program for fault-tolerant quantum computation, where the goal is to achieve
reliability by using classical computers to track and control physical quantum systems and perform error correction only as
needed.
We note that there are several works that focus on exactly decomposing, or approximating, an arbitrary unitary operator
as a sequence of operators from a fixed instruction set. For example, in [13] the authors demonstrate an algorithm that can
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2approximate a random unitary with precision ǫ using O(log(1/ǫ)) Clifford and T gates (which forms their instruction set),
and employing up to two ancillary qubits. They show that this algorithm saturates the information-theoretic lower bound for
the problem and guarantees asymptotic optimality. In [14], the authors present an algorithm for computing depth-optimal
decompositions of arbitrary m-qubit unitary operators, and in [15], the authors use the Bruhat decomposition of the symplectic
group to generate shorter Clifford circuits (referred to as stabilizer circuits therein). However, these works do not consider
circuit synthesis or optimization of unitary operators in the encoded space. Our work enables one to accomplish this task for
Clifford operators on the logical qubits encoded by a stabilizer code, and obtain physical operators and a circuit decomposition
for the same (using the result of Can in [16]. We note that there exists some works in the literature that study this problem
for specific codes and operations, e.g., see [12], [17]. However, we believe our work is the first to propose a framework to
address this problem for general stabilizer codes, and hence enable automated circuit synthesis for encoded Clifford operators.
Subsequently, we also propose a general method of constructing logical Pauli operators for CSS codes. Although this
construction is closely related to the above two algorithms by Gottesman and Wilde, we provide a completely classical coding-
theoretic perspective for this task which, to the best of our knowledge, has not appeared before in the literature. Since our circuit
synthesis for logical Clifford operations relies on the existence of physical implementations for the logical Pauli operators, this
paper provides a complete framework for constructing all logical Clifford operators for CSS codes.
The primary content of this paper is organized as follows. Section II discusses the connection between quantum computation
and symplectic geometry, which forms the foundation for this work. In Section III, the process of finding universal logical
Clifford gates is demonstrated for the well-known [[6, 4, 2]] CSS code [11], [12]. Then in Section IV, the general case of
stabilizer codes is discussed rigorously via four theorems and our synthesis algorithm. Subsequently, in Section V the general
construction of stabilizers and logical Pauli operators for CSS codes is described from a classical coding-theoretic perspective.
Finally, Section VI concludes the paper and discusses future work.
The appendices complementing the main content are organized as follows. Appendix I discusses elementary symplectic
transformations, their circuits and the proof of Theorem 23, which states that any symplectic matrix can be decomposed as
a product of these elementary symplectic transformations. Appendix II provides source code for Algorithm 2 with extensive
comments. Appendix III enumerates all 8 symplectic solutions for each of the logical Clifford operators discussed in Section III
for the [[6, 4, 2]] CSS code. Appendix IV contains the proofs for the results discussed in Section V. Finally, Appendix V provides
a table of some useful quantum circuit identities, pertaining to conjugation relations of Clifford gates with Pauli operators,
which are frequently used in this paper as well as in the literature. Two examples for explicitly calculating these relations
algebraically is also provided.
II. PHYSICAL AND LOGICAL OPERATORS
This section discusses the mathematical framework for quantum error correction introduced in [2], [4], [5] and described in
detail in [11]. Throughout this paper, binary vectors are row vectors and quantum states (i.e., kets) are column vectors.
A. The Heisenberg-Weyl Group and Symplectic Geometry
The quantum states of a single qubit system are expressed as |ψ〉 = α |0〉+β |1〉 ∈ C2, where kets |0〉 ,
[
1
0
]
and |1〉 ,
[
0
1
]
are called the computational basis states, and α, β ∈ C satisfy |α|2 + |β|2 = 1 as per the Born rule [7, Chap. 3]. Any single
qubit error can be expanded in terms of flip, phase and flip-phase errors (on a state |ψ〉) described by the Pauli matrices
X ,
[
0 1
1 0
]
, Z ,
[
1 0
0 −1
]
and Y , ιXZ =
[
0 −ι
ι 0
]
respectively [6, Chap. 10], where ι ,
√−1. These operators are both unitary and Hermitian, and hence have eigenvalues ±1.
The states |0〉 and |1〉 are the eigenstates of Z , the conjugate basis states |+〉 , 1√
2
(|0〉+ |1〉) and |−〉 , 1√
2
(|0〉− |1〉) are the
eigenstates of X , and the states 1√
2
(|0〉+ ι |1〉) and 1√
2
(|0〉 − ι |1〉) are the eigenstates of Y . The states of an m-qubit system
are described by (linear combinations of) Kronecker products of single-qubit states, and the corresponding (Pauli) errors are
expressed as Kronecker products ικ E1 ⊗ E2 ⊗ · · · ⊗ Em, where κ ∈ {0, 1, 2, 3}, Ei ∈ P , {I2, X, Z, Y } is the error on the
i-th qubit and I2 is the 2× 2 identity matrix. The set P forms an orthonormal basis for the space of unitary operators on C2
with respect to the trace inner product. It is now well-known that any code that corrects these types of quantum errors will be
able to correct errors in arbitrary models, assuming that the errors are not correlated among large number of qubits, and that
the error rate is small [18].
Definition 1: Given row vectors a = [a1, . . . , am], b = [b1, . . . , bm] ∈ Fm2 we define the m-qubit operator
D(a, b) , Xa1Zb1 ⊗ · · · ⊗XamZbm . (1)
For N = 2m, the Heisenberg-Weyl group HWN of order 4N
2 is defined as HWN , {ικD(a, b) | a, b ∈ Fm2 , κ ∈ {0, 1, 2, 3}}.
This is also called the Pauli group on m qubits.
3Note that the elements of HWN can be interpreted either as errors, i.e., HWN = {ικ E1 ⊗ E2 ⊗ · · · ⊗ Em | Ei ∈ P}, or,
in general, as m-qubit operators. Since X and Z anti-commute, i.e., XZ = −ZX , multiplication in HWN satisfies
D(a, b)D(a′, b′) =

 m⊗
j=1
XajZbj



 m⊗
j=1
Xa
′
jZb
′
j


=
m⊗
j=1
Xaj
(
ZbjXa
′
j
)
Zb
′
j
=
m⊗
j=1
(−1)bja′jXa′j
(
XajZb
′
j
)
Zbj
(
∵ ZbjXa
′
j = (−1)bja′jXa′jZbj
)
=
m∏
j=1
(−1)ajb′j (−1)bja′j
m⊗
j=1
Xa
′
jZb
′
jXajZbj
(
∵ XajZb
′
j = (−1)ajb′jZb′jXaj
)
= (−1)a′bT+b′aT

 m⊗
j=1
Xa
′
jZb
′
j



 m⊗
j=1
XajZbj


= (−1)a′bT+b′aTD(a′, b′)D(a, b). (2)
Here we have used the property of the Kronecker product that (A⊗B)(C ⊗D) = AC ⊗BD. Similarly, it can be shown that
elements of HWN also satisfy
D(a, b)T = (−1)abTD(a, b) and D(a, b)D(a′, b′) = (−1)a′bTD(a+ a′, b+ b′). (3)
Definition 2: The standard symplectic inner product in F2m2 is defined as
〈[a, b], [a′, b′]〉s , a′bT + b′aT = [a, b] Ω [a′, b′]T (mod 2), (4)
where the symplectic form in F2m2 is Ω =
[
0 Im
Im 0
]
(see [4]).
We observe that two operators D(a, b) and D(a′, b′) commute if and only if 〈[a, b], [a′, b′]〉s = 0. Hence, the mapping
γ : HWN/〈ικIN 〉 → F2m2 defined by
γ(D(a, b)) , [a, b] (5)
is an isomorphism that enables the representation of elements of HWN (up to multiplication by scalars) as binary vectors.
Remark 3: Formally, a symplectic geometry is a pair (V, β) where V is a finite-dimensional vector space over a field K
and β : V × V → K is a non-degenerate alternating bilinear form (see [19, Chap. 1]). A vector space V equipped with a
non-degenerate alternating bilinear form is called a symplectic vector space. The function β is bilinear if for any u, v, w ∈ V
and any k ∈ K it satisfies
β(u + kv, w) = β(u,w) + kβ(v, w) and β(w, u + kv) = β(w, u) + kβ(w, v).
It is alternating if for any v ∈ V it satisfies β(v, v) = 0. Notice that expanding β(v + w, v + w) = 0⇒ β(v, w) = −β(w, v)
for any v, w ∈ V . Finally, β is non-degenerate if β(v, w) = 0 for all w ∈ V implies that v = 0. For this paper, we set
V = F2m2 ,K = F2 and β = 〈 · , · 〉s defined in (4).
B. The Clifford Group and Symplectic Matrices
Let UN be the group of unitary operators on vectors in C
N . The Clifford group CliffN ⊂ UN consists of all unitary matrices
g ∈ UN that permute the elements of HWN under conjugation. Formally,
CliffN ,
{
g ∈ UN | gD(a, b)g† ∈ HWN ∀ D(a, b) ∈ HWN
}
, (6)
where g† is the adjoint (or Hermitian transpose) of g [10]. Note that HWN ⊂ CliffN .
Definition 4: Let G and H be subgroups of a group. The set of elements f ∈ G such that fHf−1 = H is defined to be the
normalizer of H in G, denoted as NG(H). The condition fHf−1 = H can be restated as requiring that the left coset fH
be equal to the right coset Hf . If H is a subgroup of G, then NG(H) is also a subgroup containing H . In this case, H is a
normal subgroup of NG(H).
Hence, the Clifford group is the normalizer of HWN in the unitary group UN , i.e., CliffN = NUN (HWN ). We regard
operators in CliffN as physical operators acting on quantum states in C
N , to be implemented by quantum circuits.
Definition 5: Let A be a collection of objects. The automorphism group Aut(A) of A is the group of functions f : A→ A (with
the composition operation) that preserve the structure of A. If A is a group then every f ∈ Aut(A) preserves the multiplication
4table of the group. The inner automorphism group Inn(A) is a subgroup of Aut(A) defined as Inn(A) , {fa | a ∈ A}, where
fa ∈ Aut(G) is defined by fa(x) = axa−1, i.e., these are automorphisms of A induced by conjugation with elements of A.
As a corollary of Theorem 15, it holds that Aut(HWN ) = CliffN , i.e. the automorphisms induced by conjugation form the
full automorphism group of HWN in UN . We sometimes refer to elements of CliffN as unitary automorphisms of HWN .
Fact 6: The action of any unitary automorphism of HWN is defined by its action on the following two maximal commutative
subgroups of HWN that generate HWN :
XN , {D(a, 0) ∈ HWN | a ∈ Fm2 } , ZN , {D(0, b) ∈ HWN | b ∈ Fm2 } . (7)
Definition 7: Given a group G and an element h ∈ G, a conjugate of h in G is an element ghg−1, where g ∈ G. Conjugacy
defines an equivalence relation on G and the equivalence classes are called conjugacy classes of G.
Lemma 8: The set of all conjugacy classes of HWN is given by
Class(HWN ) =

 ⋃
D(a,b)∈HWN
(a,b) 6=(0,0)
{{D(a, b),−D(a, b)}, {ιD(a, b),−ιD(a, b)}}

 ∪
(
3⋃
κ=0
{ικIN}
)
.
Proof: For an element D(a, b) ∈ HWN , its conjugacy class is given by {D(c, d)D(a, b)D(c, d)−1 | D(c, d) ∈ HWN}.
We know that D(c, d)D(a, b) = (−1)cbT+daTD(a, b)D(c, d) which implies
D(c, d)D(a, b)D(c, d)−1 = (−1)cbT+daTD(a, b)D(c, d)D(c, d)−1 = (−1)cbT+daTD(a, b).
Therefore D(a, b) is mapped either to itself, if cbT + daT = 0, or to −D(a, b), if cbT + daT = 1. This does not change if
D(c, d) has a leading ±ι because the inverse will cancel it. So the conjugacy class of ±D(a, b) is {D(a, b),−D(a, b)} and
that of ±ιD(a, b) is {ιD(a, b),−ιD(a, b)}. For the special case of D(a, b) = ικIN with κ ∈ {0, 1, 2, 3}, the corresponding
conjugacy class is a singleton {ικIN} since D(c, d)D(a, b) = ικD(c, d). Hence the result follows.
Corollary 9: The elements of HWN have order either 1, 2 or 4. Any automorphism of HWN must preserve the order of all
elements since by Definition 5 it must preserve the multiplication table of the group. Also, the inner automorphisms defined
by conjugation with matrices ικD(a, b) ∈ HWN preserve every conjugacy class of HWN , because (2) implies that elements
in HWN either commute or anti-commute.
Definition 10: Given row vectors a, b ∈ Fm2 we define the m-qubit Hermitian operator E(a, b) , ιab
T
D(a, b). Note that
E(a, b)2 = IN and hence E(a, b) is also unitary.
Using similar techniques as in Section II-A, we can show the following result.
Lemma 11: Given [a, b], [a′, b′] ∈ F2m2 we have
E(a, b)E(a′, b′) = (−1)a′bT ι〈[a,b],[a′,b′]〉sE(a+ a′, b+ b′).
This can be rewritten as E(a, b)E(a′, b′) = ιa
′bT−b′aTE(a+ a′, b+ b′), where the exponent is computed modulo 4. Hence, if
E(a, b) and E(a′, b′) commute then E(a, b)E(a′, b′) = ±E(a+a′, b+b′), and if not then E(a, b)E(a′, b′) = ±ιE(a+a′, b+b′).
It can also be shown that the matrices 1√
N
E(a, b) form an orthonormal basis for the real vector space of N ×N Hermitian
matrices, under the trace inner product.
Definition 12: An invertible matrix F ∈ F2m×2m2 is said to be a symplectic matrix if it preserves the symplectic inner product
between vectors in F2m2 (see [10], [16]). In other words, a symplectic matrix F satisfies 〈[a, b]F, [a′, b′]F 〉s = 〈[a, b], [a′, b′]〉s
for all [a, b], [a′, b′] ∈ F2m2 . This implies that [a, b] FΩFT [a′, b′]T = [a, b] Ω [a′, b′]T and hence an equivalent condition for a
symplectic matrix is that it must satisfy FΩFT = Ω.
If we represent a symplectic matrix as F =
[
A B
C D
]
then the condition FΩFT = Ω can be explicitly written as
ABT = BAT , CDT = DCT , ADT + BCT = Im. (8)
Definition 13: The group of symplectic 2m× 2m binary matrices is called the symplectic group over F2m2 and is denoted
by Sp(2m,F2). It can be interpreted as a generalization of the orthogonal group to the symplectic inner product. The size of
the symplectic group is well-known to be 2m
2 ∏m
j=1(4
j − 1) (e.g., see [4]).
Definition 14: A symplectic basis for F2m2 is a set of pairs {(v1, w1), (v2, w2), . . . , (vm, wm)} such that 〈vi, wj〉s = δij and
〈vi, vj〉s = 〈wi, wj〉s = 0, where i, j ∈ {1, . . . ,m}, and δij = 1 if i = j and 0 if i 6= j.
Note that the rows of any matrix in Sp(2m,F2) form a symplectic basis for F
2m
2 . Also, the top and bottom halves of
a symplectic matrix satisfy
[
A B
]
Ω
[
A B
]T
=
[
C D
]
Ω
[
C D
]T
= 0. There exists a symplectic Gram-Schmidt
orthogonalization procedure that can produce a symplectic basis starting from the standard basis for F2m2 and an additional
vector v ∈ F2m2 (see [20]).
Next we state a classical result which forms the foundation for our algorithm in Section IV to synthesize logical Clifford
operators of stabilizer codes. For completeness we also provide a proof here (adapted from [16]).
5Theorem 15: The automorphism induced by g ∈ CliffN satisfies
gE(a, b)g† = ±E ([a, b]Fg) , where Fg =
[
Ag Bg
Cg Dg
]
∈ Sp(2m,F2). (9)
Proof: First we show that there exists a well-defined 2m× 2m binary transformation F such that for all [a, b] ∈ F2m2 we
have gE(a, b)g† = ±E ([a, b]F ). Let the standard basis vectors of Fm2 be denoted as ei, which have an entry 1 in the i-th
position and entries 0 elsewhere. Then {E(e1, 0), . . . , E(em, 0)} and {E(0, e1), . . . , E(0, em)} form a basis for XN and ZN
defined in (7), respectively. Since g ∈ CliffN is an automorphism of HWN , by Corollary 9 it preserves the order of every
element of HWN , and hence maps E(ei, 0) 7→ ±E(a′i, b′i), E(0, ej) 7→ ±E(c′j , d′j) for some [a′i, b′i], [c′j , d′j ] ∈ F2m2 , where
i, j ∈ {1, . . . ,m}. Therefore we can express the action of g as gE(ei, 0)g† = ±E(a′i, b′i), gE(0, ej)g† = ±E(c′j , d′j). Using
the same i, j define a matrix F with the i-th row being [a′i, b
′
i] and the (m+ j)-th row being [c
′
j , d
′
j ]. This matrix satisfies
gE(ei, 0)g
† = ±E ([ei, 0]F ) , gE(0, ej)g† = ±E ([0, ej]F ) .
Using the fact that any [a, b] ∈ F2m2 can be written as a linear combination of [ei, 0] and [0, ej], the result from Lemma 11,
and Corollary 9 we have gE(a, b)g† = ±E ([a, b]F ). As the rows of F are a result of the action of g on XN and ZN , we
explicitly denote this dependence by Fg . We are just left to show that Fg is symplectic.
Conjugating both sides of the equation in Lemma 11 by g we get(
gE(a, b)g†
) (
gE(a′, b′)g†
)
= (−1)a′bT ι〈[a,b],[a′,b′]〉s (gE(a+ a′, b+ b′)g†)
⇒ E ([a, b]Fg)E ([a′, b′]Fg) = ±(−1)a′bT ι〈[a,b],[a′,b′]〉sE ([a+ a′, b+ b′]Fg) .
Also, applying Lemma 11 to E ([a, b]Fg) , E ([a
′, b′]Fg), and defining [c, d] , [a, b]Fg, [c′, d′] , [a′, b′]Fg , we get
E ([a, b]Fg)E ([a
′, b′]Fg) = (−1)c′dT ι〈[a,b]Fg ,[a′,b′]Fg〉sE ([a+ a′, b+ b′]Fg) .
Equating the two expressions on the right hand side for all [a, b], [a′, b′] we get FgΩFTg = Ω, or that Fg is symplectic.
Since the action of any g ∈ Aut(HWN ) on HWN can be expressed as mappings [ei, 0] 7→ [a′i, b′i], [0, ej] 7→ [c′j , d′j ] in
F2m2 , that can be induced by a g ∈ CliffN (under conjugation), we have Aut(HWN ) = CliffN . The fact that Fg is symplectic
expresses the property that the automorphism induced by g must respect commutativity in HWN . By Corollary 9, any inner
automorphism induced by conjugation with g ∈ HWN has Fg = I2m. So the map φ : CliffN → Sp(2m,F2) defined by
φ(g) , Fg (10)
is a homomorphism with kernel HWN , and every Clifford operator maps down to a matrix Fg . Hence, HWN is a normal
subgroup of CliffN and CliffN/HWN ∼= Sp(2m,F2).
In summary, every unitary automorphism g ∈ CliffN of HWN induces a symplectic transformation Fg ∈ Sp(2m,F2) via the
map φ, and two automorphisms that induce the same symplectic transformation can differ only by an inner automorphism that
is also an element of HWN . The symplectic group Sp(2m,F2) is generated by the set of elementary symplectic transformations
given in the first column of Table I (also see [21]). The second column lists their corresponding unitary automorphisms, under
the relation proven in Theorem 15, i.e., g¯E(a, b)g¯† = ±E ([a, b]Fg¯). The third column relates these elementary forms with
the elementary quantum gates that they can represent. A discussion of these transformations and their circuits is provided in
Appendix I. The terminology of logical and physical operators, and the notation g¯ in Table I, are introduced in Section II-E.
Since it is a well-known fact that CliffN = 〈HWN , H, P,CNOT or CZ〉 (e.g., see [10]), this verifies that the matrices in the
first column generate the symplectic group Sp(2m,F2) under the map φ, and hence form a universal set for the same. Here,
and throughout this paper, 〈 · 〉 represents the span of the elements inside and
H ,
1√
2
[
1 1
1 −1
]
, P ,
[
1 0
0 ι
]
, CNOT1→2 , |0〉 〈0| ⊗ I2 + |1〉 〈1| ⊗X and CZ12 , |0〉 〈0| ⊗ I2 + |1〉 〈1| ⊗ Z (11)
are the Hadamard, Phase, Controlled-NOT and Controlled-Z operators, respectively. For CNOT and CZ, the first qubit is the
control and the second qubit is the target. Since swapping the control and target qubits does not change CZ, we use the subscript
“12” rather than “1 → 2” as in CNOT. Some important circuit identities involving these operators are listed in Appendix V.
Note that the Clifford group does not enable universal quantum computation since it is a finite group. For example, the “T”
gate defined by T ,
[
1 0
0 eιπ/4
]
=
√
P does not belong to the Clifford group. In fact, the Clifford group along with the T
gate forms a universal set of gates to perform universal quantum computation [14].
Definition 16: In a circuit, any set of gates acting sequentially on disjoint subsets of qubits can be applied concurrently.
These gates constitute one stage of the circuit, and the number of such stages is defined to be the depth of the circuit.
For example, consider m = 4 and the quantum circuit H1 — CZ23 — P4, where the subscripts indicate the qubit(s) on
which the gate is applied. More precisely, we can explicitly write H1 = H ⊗ I2 ⊗ I2 ⊗ I2, where the subscript 2 indicates the
2× 2 identity matrix. This is a circuit of depth 1. However the circuit H2 — CZ23 — P4 has depth 2. Note that the unitary
operator is computed as the matrix product U = P4CZ23H2 = CZ23P4H2 = CZ23H2P4, since U acts on a quantum state |ψ〉
as U |ψ〉, i.e., on the right. However, in the circuit the state goes through from left to right and hence the order is reversed.
6Logical Operator Fg¯ Physical Operator g¯ Circuit Element
Ω =
[
0 Im
Im 0
]
HN = H
⊗m = 1
(
√
2)m
[
1 1
1 −1
]⊗m
Transversal Hadamard
AQ =
[
Q 0
0 Q−T
]
aQ : ev 7→ evQ
Controlled-NOT (CNOT)
Qubit Permutation
TR =
[
Im R
0 Im
]
(R symmetric)
tR = diag
(
ιvRv
T
)
Controlled-Z (CZ)
Phase (P )
Gk =
[
Lm−k Uk
Uk Lm−k
]
gk = H2k ⊗ I2m−k Partial Hadamards
TABLE I: A universal set of logical operators for Sp(2m,F2) and their corresponding physical operators in CliffN (see
Appendix I for a detailed discussion and circuits). The number of 1s in Q and R directly relates to number of gates. The N
coordinates are indexed by binary vectors v ∈ Fm2 , and ev denotes the standard basis vector in CN with an entry 1 in position
v and all other entries 0. More precisely, if v = [v1, v2, . . . , vm], e0 , |0〉 , e1 , |1〉 then ev = ev1⊗ev2⊗· · · evm = |v1〉⊗· · ·⊗
|vm〉 = |v〉. Here H2k denotes the Walsh-Hadamard matrix of size 2k, Uk = diag (Ik, 0m−k) and Lm−k = diag (0k, Im−k).
C. Symplectic Transvections
Definition 17: Given a vector h ∈ F2m2 , a symplectic transvection [20] is a map Zh : F2m2 → F2m2 defined by
Zh(x) , x+ 〈x, h〉sh ⇔ Fh , I2m +ΩhTh, (12)
where Fh is its associated symplectic matrix. A transvection does not correspond to a single elementary Clifford operator.
Fact 18 ([22, Theorem 2.10]): The symplectic group Sp(2m,F2) is generated by the family of symplectic transvections.
An important result that is involved in the proof of this fact is the following theorem from [20], [22], which we restate here
for F2m2 since we will build on this result to state and prove Theorem 24.
Theorem 19: Let x, y ∈ F2m2 be two non-zero vectors. Then x can be mapped to y by a product of at most two symplectic
transvections.
Proof: There are two possible cases: 〈x, y〉s = 1 or 0. First assume 〈x, y〉s = 1. Define h , x+ y so that
xFh = Zh(x) = x+ 〈x, x + y〉s(x+ y) = x+ (〈x, x〉s + 〈x, y〉s) (x + y) = x+ (0 + 1)(x+ y) = y.
Next assume 〈x, y〉s = 0. Define h1 , w + y, h2 , x + w, where w ∈ F2m2 is chosen such that 〈x,w〉s = 〈y, w〉s = 1. Then
we have
xFh1Fh2 = Zh2 (Zh1(x)) = Zh2 (x+ 〈x,w + y〉s(w + y)) = (x+ w + y) + 〈(x + w) + y, x+ w〉s(x + w) = y.
In Section IV we will use the above result to propose an algorithm (Alg. 1) which determines a symplectic matrix F that
satisfies xiF = yi, i = 1, 2, . . . , t ≤ 2m, where xi are linearly independent and satisfy 〈xi, xj〉s = 〈yi, yj〉s ∀ i, j ∈ {1, . . . , t}.
D. Stabilizer Codes
Definition 20: A stabilizer is an abelian subgroup S of HWN generated by commuting Hermitian matrices [5], [6]. We
denote the normalizer of S in HWN as S
⊥, i.e., S⊥ , NHWN (S).
Definition 21: The stabilizer code corresponding to S is the subspace V (S) fixed pointwise by S, i.e.,
V (S) = {|ψ〉 ∈ CN | g |ψ〉 = |ψ〉 ∀ g ∈ S}. (13)
Therefore, for V (S) to be non-trivial, a stabilizer S has the additional property that if it contains an operator g, then it does
not contain −g, i.e., −IN /∈ S. Fig. 1 shows the lattice of subgroups for the unitary group UN .
For a, b ∈ Fm2 , recollect that ±E(a, b) = ±ιab
T
D(a, b) is Hermitian and E(a, b)2 = IN . Then the operators
IN±E(a,b)
2
project onto the ±1 eigenspaces of E(a, b), respectively. Consider the stabilizer S generated by Hermitian matrices E(ai, bi),
where [ai, bi], i = 1, 2, . . . , k are linearly independent vectors in F
2m
2 . Observe that the operator
IN + E(a1, b1)
2
× · · · × IN + E(ak, bk)
2
(14)
projects onto V (S), and that dim V (S) = 2m−k , M . Such a code encodes m − k logical qubits into m physical qubits.
Hence an [[m,m−k]] QECC is an embedding of a 2m−k-dimensional Hilbert space into a 2m-dimensional Hilbert space. Note
that all quantum codes are not necessarily stabilizer codes (e.g., see [4]). Logical qubits are commonly referred to as encoded
qubits, or protected qubits, and their operators are referred to as encoded operators.
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HWN
CliffN = NUN (HWN )
UN
S⊥ , NHWN (S)
NCliffN (S)
NUN (S)
Fig. 1: Lattice of subgroups for the unitary group UN . A solid arrow “A −→ B” indicates that A is a subgroup of B. The
dashed line implies that the stabilizer group S fixes the subspace V (S).
E. Logical Operators for QECCs
Unitary operators gL ∈ UM , where M = 2m−k, acting on the logical qubits are called logical operators. QECCs encode a
logical state in CM into a physical state in CN . The process of synthesizing a logical operator gL ∈ UM for a QECC refers
to finding a physical operator g¯ ∈ UN that preserves the code space (i.e., normalizes S) and realizes the action of gL on the
qubits it protects.
Remark 22: It is standard practice in the literature to refer to the physical implementation g¯ itself as the logical operator.
We adopt this convention frequently but it should be clear from the context if we are referring to an operator in UM or UN .
Two well-known methods to synthesize logical Pauli operators were described in [5] and [8]. For stabilizer codes, these
imply that for all logical Paulis hL ∈ HWM the associated physical operator h¯ ∈ HWN as well. Hence for all gL ∈ CliffM
we also have g¯ ∈ CliffN . The physical operators h¯ have a representation in F2m2 via the map γ defined in (5). Using the map
φ defined in (10), we regard a logical Clifford operator gL ∈ CliffM as a symplectic matrix Fg ∈ Sp(2(m − k),F2). For
stabilizer codes, in order to translate gL into a physical operator g¯, there are multiple ways to embed Fg into Fg¯ ∈ Sp(2m,F2)
such that the corresponding g¯ operates on states in CN and acts as desired on the states of the QECC. For each gL ∈ CliffM
our algorithm allows one to identify all such embeddings. The idea is as follows. Applying Fact 6 for HWM , we observe that
the logical Clifford operators gL ∈ CliffM are uniquely defined by their conjugation relations with the logical Paulis hL (also
see [6], [10], [11]). Therefore these relations can be directly translated to their physical equivalents g¯ and h¯ respectively, i.e.,
gLhL(gL)† = (h′)L ∈ HWM ⇒ g¯h¯g¯† = h¯′ ∈ HWN as well. Using the relation in (9), these conditions are translated into
linear constraints on Fg¯ . Then, linear constraints that require Fg¯ to normalize S are added. The set of all Fg¯ ∈ Sp(2m,F2)
that satisfy these constraints identify all embeddings of Fg into Sp(2m,F2). Since the space of symplectic operations is much
smaller than the space of unitary operations, one can optimize over this space much more efficiently.
After we obtain Fg¯ , we can synthesize a corresponding physical operator g¯ by factoring Fg¯ into elementary symplectic
matrices of the types listed in Table I. Three algorithms for this purpose are given in [21], [15] and [16]. We restate the
relevant result given by Can in [16] and sketch the idea of the proof. The decompositions in [21] and [15] are similar.
Theorem 23: Any binary symplectic transformation F can be expressed as
F = AQ1ΩTR1GkTR2AQ2 ,
as per the notation used in Table I, where invertible matrices Q1, Q2 and symmetric matrices R1, R2 are chosen appropriately.
Proof: The idea is to perform row and column operations on the matrix F via left and right multiplication by elementary
symplectic transformations from Table I, and bring the matrix F to the standard form ΩTR1Ω (details in Appendix I-A).
III. SYNTHESIS OF LOGICAL CLIFFORD OPERATORS FOR THE [[6, 4, 2]] CSS CODE
As stated at the end of Section II-B, the logical Clifford group Cliff24 is generated by g
L ∈ {HW24 , PL, HL,CZL,CNOTL}.
We will first discuss the construction of the stabilizer S and the physical implementations h¯ ∈ HW26 of the logical Pauli
operators hL ∈ HW24 for this code. These are synthesized using the generator matrices of the classical codes from which the
[[6, 4, 2]] code is constructed. Then we will demonstrate our algorithm by determining the symplectic matrices corresponding
to the physical equivalents g¯ ∈ {P¯1, H¯1,CZ12,CNOT2→1} of the above generating set, where the subscripts indicate the
8logical qubit(s) involved in the logical operations realized by these physical operators. The corresponding operators on other
(combinations of) logical qubits can be synthesized via a similar procedure.
A. Stabilizer of the Code
The [6, 5, 2] classical binary single parity-check code C is generated by
GC =
[
HC
GC/C⊥
]
; GC/C⊥ ,


1 1 0 0 0 0
1 0 1 0 0 0
1 0 0 1 0 0
1 0 0 0 1 0

 , (15)
where the parity-check matrix for C is HC = [1 1 1 1 1 1]. Hence, the dual (repetition) code C⊥ = {000000, 111111} of C is
generated by the matrix HC . The rows hi of GC/C⊥ , for i = 1, 2, 3, 4, generate all coset representatives for C⊥ in C, which
determine the physical states of the code. The CSS construction [2], [3], [6] provides a [[m,m− k]] = [[6, 4]] stabilizer code Q
spanned by the set of basis vectors {|ψx〉 | x ∈ F42}, where x , [x1, x2, x3, x4] and
|ψx〉 , 1√
2
∣∣∣∣∣∣(000000) +
4∑
j=1
xjhj
〉
+
1√
2
∣∣∣∣∣∣(111111) +
4∑
j=1
xjhj
〉
. (16)
Let Xt and Zt denote the X and Z operators, respectively, acting on the t-th physical qubit. Then, the physical operators
defined by the row of HC are
gX = D(111111, 000000) = X1X2X3X4X5X6 and g
Z = D(000000, 111111) = Z1Z2Z3Z4Z5Z6. (17)
These generate the stabilizer group S that determines Q. The notation X1X2 · · ·X6 is commonly used in the literature to
represent X ⊗X ⊗ · · · ⊗X . If subscript i ∈ {1, . . . ,m} is omitted, then it implies that the operator I2 acts on the i-th qubit.
B. Logical Operators for Protected Qubits
For the generating set gL ∈ {XL, ZL, PL, HL,CZL,CNOTL} of logical Clifford operators Cliff24 , we now synthesize their
corresponding physical operators g¯ that realize the action of gL on the protected qubits. Since the operator g¯ must also preserve
Q, conjugation by g¯ must preserve both the stabilizer S and hence its normalizer S⊥ in HWN [4]. We note that g¯ need not
commute with every element of the stabilizer S, i.e., centralize S, although this can be enforced if necessary (see Theorem 28).
1) Logical Paulis: Let |x〉L , x = [x1, x2, x3, x4] ∈ F42, be the logical state protected by the physical state |ψx〉 defined
in (16). Then the generating set {XLj , ZLj ∈ HW24 | j = 1, 2, 3, 4} for the logical Pauli operators are defined by the actions
XLj |x〉L = |x′〉L , where x′i =
{
xj ⊕ 1 , if i = j
xi , if i 6= j
and ZLj |x〉L = (−1)xj |x〉L . (18)
As per notation in Section II-E, we denote their corresponding physical operators as X¯j and Z¯j , respectively. The rows of
GXC/C⊥ , GC/C⊥ =


1 1 0 0 0 0
1 0 1 0 0 0
1 0 0 1 0 0
1 0 0 0 1 0

 and GZC/C⊥ ,


0 1 0 0 0 1
0 0 1 0 0 1
0 0 0 1 0 1
0 0 0 0 1 1

 (19)
are used to define these physical implementations X¯j , Z¯j, j = 1, 2, 3, 4 as follows.
X¯1 , D(110000, 000000) = X1X2 Z¯1 , D(000000, 010001) = Z2Z6
X¯2 , D(101000, 000000) = X1X3 Z¯2 , D(000000, 001001) = Z3Z6
X¯3 , D(100100, 000000) = X1X4 Z¯3 , D(000000, 000101) = Z4Z6
X¯4 , D(100010, 000000) = X1X5 Z¯4 , D(000000, 000011) = Z5Z6
. (20)
Although these are the physical realizations of logical Pauli operators, it is standard practice in the literature to refer to X¯j, Z¯j
itself as the logical Pauli operators. These operators commute with every element of the stabilizer S and satisfy, as required,
X¯iZ¯j =
{
−Z¯jX¯i if i = j,
Z¯jX¯i if i 6= j
. (21)
Note that this is a translation of the commutation relations between XLj and Z
L
j as discussed in Section II-E. In general, to
define valid logical Pauli operators, it can be observed that the matrices GXC/C⊥ , G
Z
C/C⊥ must satisfy
GXC/C⊥
(
GZC/C⊥
)T
= Im−k, and GZC =
[
HC
GZC/C⊥
]
(22)
9must form another generator matrix for the (classical) code C (see Lemma 31 below where we show that such a matrix GZC/C⊥
always exists). It can be verified that the above matrices satisfy these conditions and hence the set of operators in (20) indeed
form a generating set for all logical Pauli operators. Note that S⊥ is generated by S, X¯i, Z¯i, i.e., S⊥ = 〈S, X¯i, Z¯i〉 (see [10]).
This completes the translation of operators in HW24 to their physical realizations.
Now we discuss the synthesis of physical operators g¯ ∈ {P¯1, H¯1,CZ12,CNOT2→1} corresponding to the (remaining
elements of the) generating set {HW24 , PL, HL,CZL,CNOTL} for the logical Clifford operators Cliff24 .
2) Logical Phase Gate: The phase gate g¯ = P¯1 on the first logical qubit is defined by the actions (see [6])
P¯1X¯jP¯
†
1 =
{
Y¯j if j = 1,
X¯j if j 6= 1,
, P¯1Z¯jP¯
†
1 = Z¯j ∀ j = 1, 2, 3, 4. (23)
This is again a translation of the relations PL1 X
L
j (P
L
1 )
† to the physical space, as discussed in Section II-E. One can express
P¯1 in terms of the physical Paulis Xt, Zt as follows. The condition P¯1X¯1P¯
†
1 = Y¯1 implies P¯1 must transform X¯1 = X1X2
into Y¯1 , ιX¯1Z¯1 = ιX1X2Z2Z6 = X1(ιX2Z2)Z6 = X1Y2Z6. Similarly, the other conditions imply that all other X¯js and
all Z¯js must remain unchanged. Hence we can explicitly write the mappings as below.
X¯1 = X1X2
P¯17−→ X¯ ′1 = X1Y2Z6 Z¯1 = Z2Z6 P¯17−→ Z¯ ′1 = Z2Z6
X¯2 = X1X3
P¯17−→ X¯ ′2 = X1X3 Z¯2 = Z3Z6 P¯17−→ Z¯ ′2 = Z3Z6
X¯3 = X1X4
P¯17−→ X¯ ′3 = X1X4 Z¯3 = Z4Z6 P¯17−→ Z¯ ′3 = Z4Z6
X¯4 = X1X5
P¯17−→ X¯ ′4 = X1X5 Z¯4 = Z5Z6 P¯17−→ Z¯ ′4 = Z5Z6
. (24)
Direct inspection of these conditions yields the circuit given below. First we find an operator which transforms X2 to Y2
and leaves other Paulis unchanged; this is P2, the phase gate on the second physical qubit. Then we find an operator that
transforms Y2 into Y2Z6, which is CZ26 as X2CZ26X
†
2 = X2Z6 and ZiCZ26Z
†
i = Zi, i = 1, 2, . . . , 6. Here CZ26 is the
controlled-Z gate on physical qubits 2 and 6. But this also transforms X6 into Z2X6 and hence the circuit CZ26P2 does not
fix the stabilizer gX . Therefore we include P6 so that the full circuit P¯1 = P6CZ26P2 fixes g
X , fixes gZ , and realizes PL1 .
P
P6
2
≡ P|x1〉L
See Appendix V for the circuit identities used above. We now describe how this same circuit can be synthesized via symplectic
geometry. Let F =
[
A B
C D
]
be the symplectic matrix corresponding to P¯1. Using (9), the conditions imposed in (23) on
logical Pauli operators X¯j, j = 1, 2, 3, 4 give
[110000, 000000]F = [110000, 010001] (i.e., X1X2 7→ X1Y2Z6)⇒ [110000]A = [110000], [110000]B = [010001],
[101000, 000000]F = [101000, 000000] (i.e., X1X3 7→ X1X3)⇒ [101000]A = [101000], [101000]B = [000000],
[100100, 000000]F = [100100, 000000] (i.e., X1X4 7→ X1X4)⇒ [100100]A = [100100], [100100]B = [000000],
[100010, 000000]F = [100010, 000000] (i.e., X1X5 7→ X1X5)⇒ [100010]A = [100010], [100010]B = [000000].
Let ei ∈ F62 be the standard basis vector with entry 1 in the i-th location and zeros elsewhere, for i = 1, . . . , 6. Then the above
conditions can be rewritten compactly as
(e1 + e2)A = e1 + e2, (e1 + e2)B = e2 + e6, and (e1 + ei)A = e1 + ei, (e1 + ei)B = 0, i = 3, 4, 5.
Similarly, the conditions imposed on Z¯j, j = 1, 2, 3, 4 give
[000000, 010001]F = [000000, 010001]⇒ [010001]C = [000000], [010001]D = [010001],
[000000, 001001]F = [000000, 001001]⇒ [001001]C = [000000], [001001]D = [001001],
[000000, 000101]F = [000000, 000101]⇒ [000101]C = [000000], [000101]D = [000101],
[000000, 000011]F = [000000, 000011]⇒ [000011]C = [000000], [000011]D = [000011].
Again these can be rewritten compactly as
(ei + e6)C = 0, (ei + e6)D = ei + e6, i = 2, 3, 4, 5.
Although it is sufficient for P¯1 to just normalize S, we can always require that the physical operator commute with every
element of the stabilizer S (see Theorem 28). This gives the centralizing conditions
[111111, 000000]F = [111111, 000000]⇒ [111111]A = [111111], [111111]B = [000000],
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[000000, 111111]F = [000000, 111111]⇒ [111111]C = [000000], [111111]D = [111111].
Again these can be rewritten compactly as
(e1 + . . .+ e6)A = e1 + . . .+ e6 = (e1 + . . .+ e6)D, (e1 + . . .+ e6)B = 0 = (e1 + . . .+ e6)C.
Note that, in addition to these linear constraints, F also needs to satisfy the symplectic constraint FΩFT = Ω. We obtain one
solution using Algorithm 1 as F = TB (see Table I), where
B , BP =


0 0 0 0 0 0
0 1 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 1


⇒ F =
[
I6 BP
0 I6
]
. (25)
The resulting physical operator P¯1 = diag
(
ιvBP v
T
)
satisfies P¯1 = P6CZ26P2 and hence coincides with the above circuit
(see the discussion in Appendix I for this circuit decomposition). Note that there can be multiple symplectic solutions to the
set of linear constraints derived from (24) and each symplectic solution could correspond to multiple circuits depending on its
decomposition into elementary symplectic forms from Table I. The set of all symplectic solutions for P¯1 were obtained using
the result of Theorem 25 in Section IV below, and these are listed in Appendix III-A. The above solution is the cheapest in
this set in terms of the depth of the circuit (see Def. 16), and for all logical operators discussed below we also report their
cheapest solutions.
Henceforth, for any logical operator in Cliff24 , we refer to its physical implementation g¯ itself as the logical operator, since
this is common terminology in the literature.
3) Logical Controlled-Z (CZ): The logical operator g¯ = CZ12 is defined by its action on the logical Paulis as
CZ12X¯jCZ
†
12 =


X¯1Z¯2 if j = 1,
Z¯1X¯2 if j = 2,
X¯j if j 6= 1, 2
,
CZ12Z¯jCZ
†
12 = Z¯j ∀ j = 1, 2, 3, 4. (26)
We first express the logical operator CZ12, on the first two logical qubits, in terms of the physical Pauli operators Xt, Zt.
X¯1 = X1X2
CZ127−→ X1X2Z3Z6 Z¯1 = Z2Z6 CZ127−→ Z2Z6
X¯2 = X1X3
CZ127−→ X1X3Z2Z6 Z¯2 = Z3Z6 CZ127−→ Z3Z6
X¯3 = X1X4
CZ127−→ X1X4 Z¯3 = Z4Z6 CZ127−→ Z4Z6
X¯4 = X1X5
CZ127−→ X1X5 Z¯4 = Z5Z6 CZ127−→ Z5Z6
. (27)
As with the phase gate, we translate these conditions into linear equations involving the constituents of the corresponding
symplectic transformation F . The conditions imposed by the X¯js are
(e1 + ei)A = e1 + ei, i = 2, 3, 4, 5, (e1 + e2)B = e3 + e6, (e1 + e3)B = e2 + e6, (e1 + ei)B = 0, i = 4, 5.
The conditions imposed by the Z¯js are
(ei + e6)C = 0, (ei + e6)D = ei + e6, i = 2, 3, 4, 5.
Although it is sufficient for CZ12 to just normalize S, we can always require that the physical operator commute with every
element of the stabilizer S (see Theorem 28). This gives the centralizing conditions
(e1 + . . .+ e6)A = e1 + . . .+ e6 = (e1 + . . .+ e6)D, (e1 + . . .+ e6)B = 0 = (e1 + . . .+ e6)C.
We again obtain one solution using Algorithm 1 as F = TB, where
B , BCZ =


0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 1 1 0 0 0


. (28)
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We find that the physical operator CZ12 = diag
(
ιvBCZv
T
)
commutes with the stabilizer gZ but not with gX ; it takes X⊗6
to −X⊗6. This is remedied through post multiplication by Z6 to obtain CZ12 = diag
(
ιvBCZv
T
)
Z6, which does not modify
the symplectic matrix F as Z6 ∈ HWN and HWN is the kernel of the map φ defined in (10). The resulting physical operator
CZ12 corresponds to the same circuit obtained by Chao and Reichardt in [12], i.e., CZ12 = CZ36CZ26CZ23Z6:
Z6
3
2
≡
|x2〉L
|x1〉L
The set of all symplectic solutions for CZ12 were obtained using the result of Theorem 25 in Section IV below, and these are
listed in Appendix III-B. As for P¯1, the above solution is the cheapest in this set in terms of the depth of the circuit.
4) Logical Controlled-NOT (CNOT): The logical operator g¯ = CNOT2→1, where logical qubit 2 controls 1, is defined by
CNOT2→1X¯jCNOT
†
2→1 =
{
X¯1X¯2 if j = 2,
X¯j if j 6= 2
,
CNOT2→1Z¯jCNOT
†
2→1 =
{
Z¯1Z¯2 if j = 1,
Z¯j if j 6= 1.
(29)
We approach synthesis via symplectic geometry, and express the operator CNOT2→1 in terms of the physical operators Xt, Zt
as shown below.
X¯1 = X1X2
2→17−→ X1X2 Z¯1 = Z2Z6 2→17−→ Z2Z3
X¯2 = X1X3
2→17−→ X2X3 Z¯2 = Z3Z6 2→17−→ Z3Z6
X¯3 = X1X4
2→17−→ X1X4 Z¯3 = Z4Z6 2→17−→ Z4Z6
X¯4 = X1X5
2→17−→ X1X5 Z¯4 = Z5Z6 2→17−→ Z5Z6
. (30)
Note that only X¯2 and Z¯1 are modified by CNOT2→1. As before, we translate these conditions into linear equations involving
the constituents of the corresponding symplectic transformation F . The conditions imposed by X¯js are
(e1 + e3)A = e2 + e3, (e1 + ei)A = e1 + ei, i = 2, 4, 5, (e1 + ei)B = 0, i = 2, 3, 4, 5.
The conditions imposed by Z¯js are
(ei + e6)C = 0, i = 2, 3, 4, 5, (e2 + e6)D = e2 + e3, (ei + e6)D = ei + e6, i = 3, 4, 5.
Although it is sufficient for CNOT2→1 to just normalize S, we can always require that the physical operator commute with
every element of the stabilizer S (see Theorem 28). This gives the centralizing conditions
(e1 + . . .+ e6)A = e1 + . . .+ e6 = (e1 + . . .+ e6)D, (e1 + . . .+ e6)B = 0 = (e1 + . . .+ e6)C.
We again obtain one solution using Algorithm 1 as F =
[
A 0
0 A−T
]
, where
A =


1 0 0 0 0 0
0 1 0 0 0 0
1 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
1 1 0 0 0 1


, A−T =


1 0 1 0 0 1
0 1 1 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


. (31)
The action of CNOT2→1 on logical qubits is related to the action on physical qubits through the generator matrix GC/C⊥ .
The map v 7→ vA fixes the code C (i.e., ev = |v〉 7→ evA = |vA〉 fixes Q and hence its stabilizers gX and gZ ) and induces a
linear transformation on the coset space C/C⊥ (which defines the CSS state). The action K on logical qubits is related to the
action A on physical qubits by K ·GXC/C⊥ = GXC/C⊥ ·A and we obtain
K =


1 0 0 0
1 1 0 0
0 0 1 0
0 0 0 1

 (32)
as desired. The circuit on the left below implements the operator ev 7→ evA, i.e., CNOT2→1, where ev is a standard basis
vector in CN as defined in Table I. The circuit on the right implements ex 7→ exK , i.e., CNOTL2→1, where x ∈ F42.
12
1
2
3
6
≡
|x1〉L
|x2〉L
We note that [17] discusses codes and operators where A is a permutation matrix corresponding to an automorphism of C. The
set of all symplectic solutions for CNOT2→1 were obtained using the result of Theorem 25 in Section IV below, and these
are listed in Appendix III-C. As for P¯1 and CZ12, the above solution is the cheapest in this set in terms of the circuit depth.
Remark: To implement CNOTL2→1 we can also use the circuit identity (see Appendix V for a useful set of circuit identities)
|x2〉L
|x1〉L
=
H H|x1〉L
|x2〉L
where HL1 is the targeted Hadamard operator (synthesized below). However, this construction might require more gates.
5) Logical Targeted Hadamard: The Hadamard gate g¯ = H¯1 on the first logical qubit is defined by the actions
H¯1X¯jH¯
†
1 =
{
Z¯j if j = 1,
X¯j if j 6= 1,
, H¯1Z¯jH¯
†
1 =
{
X¯j if j = 1,
Z¯j if j 6= 1,
. (33)
As for the other gates, we express the targeted Hadamard H¯1 in terms of the physical Pauli operators Xt, Zt.
X¯1 = X1X2
H¯17−→ Z2Z6 Z¯1 = Z2Z6 H¯17−→ X1X2
X¯2 = X1X3
H¯17−→ X1X3 Z¯2 = Z3Z6 H¯17−→ Z3Z6
X¯3 = X1X4
H¯17−→ X1X4 Z¯3 = Z4Z6 H¯17−→ Z4Z6
X¯4 = X1X5
H¯17−→ X1X5 Z¯4 = Z5Z6 H¯17−→ Z5Z6
. (34)
As before, we translate these conditions into linear equations involving the constituents of the corresponding symplectic
transformation F . The conditions imposed by X¯js are
(e1 + e2)A = 0, (e1 + ei)A = e1 + ei, i = 3, 4, 5, (e1 + e2)B = e2 + e6, (e1 + ei)B = 0, i = 3, 4, 5.
The conditions imposed by Z¯js are
(e2 + e6)C = e1 + e2, (ei + e6)C = 0, i = 3, 4, 5, (e2 + e6)D = 0, (ei + e6)D = ei + e6, i = 3, 4, 5.
Although it is sufficient for H¯1 to just normalize S, we can always require that the physical operator commute with every
element of the stabilizer S (see Theorem 28). This gives the centralizing conditions
(e1 + . . .+ e6)A = e1 + . . .+ e6 = (e1 + . . .+ e6)D, (e1 + . . .+ e6)B = 0 = (e1 + . . .+ e6)C.
We again obtain one solution using Algorithm 1 as
A =


1 0 0 0 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
1 1 0 0 0 1


, B =


0 0 0 0 0 0
0 1 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 1


, C =


1 1 0 0 0 0
1 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, D =


1 1 0 0 0 1
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


.
(35)
The unitary operation corresponding to this solution commutes with each stabilizer element. Another solution for H¯1 which
fixes Z⊗6 but takes X⊗6 ↔ (111111, 000000) to Y ⊗6 ↔ (111111, 111111) is given by just changing B above to
B =


0 0 0 0 0 1
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
1 0 1 1 1 1


. (36)
However, for both these solutions the resulting symplectic transformation does not correspond to any of the elementary forms
in Table I. Hence the unitary needs to be determined by expressing F as a sequence of elementary transformations and then
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multiplying the corresponding unitaries. An algorithm for this is given by Can in [16] and restated in Theorem 23 above. For
the solution (35), we verified that the symplectic matrix corresponds to the following circuit on the left given by Chao and
Reichardt in [12]. On the right we produce the circuit obtained by using Theorem 23 to decompose the same matrix (35).
H
H
H X
Z
1
2
6
H
H
H
H
H
1
2
6
Note that these are only two of all possible circuits, even given the specific symplectic matrix (35). The set of all symplectic
solutions for H¯1 were obtained using the result of Theorem 25 in Section IV below, and these are listed in Appendix III-D.
As noted in [12], for this code, the logical transversal Hadamard operator H¯⊗4, applied to all logical qubits simultaneously,
is easy to construct. This operator must satisfy the conditions H¯jX¯jH¯j = Z¯j , H¯jZ¯jH¯j = X¯j for j = 1, 2, 3, 4. If we apply
the physical Hadamard operator H transversally, i.e. H1H2 · · ·H6, we get the mappings
X1Xi+1 7→ Z1Zi+1 , Zi+1Z6 7→ Xi+1X6.
To complete the logical transversal Hadamard we now have to just swap physical qubits 1 and 6. We note from Table I that
the symplectic transformation associated with physical transversal Hadamard is Ω and the symplectic transformation associated
with swapping qubits 1 and 6 is
[
A 0
0 A
]
, where
A =


0 0 0 0 0 1
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
1 0 0 0 0 0


. (37)
Hence the symplectic transformation associated with the logical transversal Hadamard operator is
F =
[
0 I6
I6 0
] [
A 0
0 A
]
=
[
0 A
A 0
]
. (38)
Note that this solution swaps X⊗6 and Z⊗6 and hence only normalizes the stabilizer. Therefore, in general, the simplest circuit
to realize a logical operator might not always fix the stabilizer element-wise, i.e., it might not centralize the stabilizer.
IV. GENERIC ALGORITHM FOR SYNTHESIS OF LOGICAL CLIFFORD OPERATORS
The synthesis of logical Paulis by Gottesman [5] and by Wilde [8] exploits symplectic geometry over the binary field.
Building on their work we have demonstrated, using the [[6, 4, 2]] code as an example, that symplectic geometry provides a
systematic framework for synthesizing physical implementations of any logical operator in the logical Clifford group CliffM
for stabilizer codes. In other words, symplectic geometry provides a control plane where effects of Clifford operators can be
analyzed efficiently. For each logical Clifford operator, one can obtain all symplectic solutions using the algorithm below.
1) Collect all the linear constraints on F , obtained from the conjugation relations of the desired Clifford operator with the
stabilizer generators and logical Paulis, to obtain a system of equations UF = V .
2) Then vectorize both sides to get (I2m ⊗ U) vec(F ) = vec(V ).
3) Perform Gaussian elimination on the augmented matrix [(I2m ⊗ U) , vec(V )]. If ℓ is the number of non-pivot variables
in the row-reduced echelon form, then there are 2ℓ solutions to the linear system.
4) For each such solution, check if it satisfies FΩFT = Ω. If it does, then it is a feasible symplectic solution for g¯.
Clearly, this algorithm is not very efficient since ℓ could be very large. Specifically, for codes that do not encode many
logical qubits this number will be very large as the system UF = V will be very under-constrained. We now state and prove
two theorems that enable us to determine all symplectic solutions for each logical Clifford operator much more efficiently.
Theorem 24: Let xi, yi ∈ F2m2 , i = 1, 2, . . . , t ≤ 2m be a collection of (row) vectors such that 〈xi, xj〉s = 〈yi, yj〉s. Assume
that the xi are linearly independent. Then a solution F ∈ Sp(2m,F2) to the system of equations xiF = yi can be obtained as
the product of a sequence of at most 2t symplectic transvections Fh , I2m +Ωh
Th, where h ∈ F2m2 is a row vector.
Proof:We will prove this result by induction. For i = 1 we can simply use Theorem 19 to find F1 ∈ Sp(2m,F2) as follows.
If 〈x1, y1〉s = 1 then F1 , Fh1 with h1 , x1+y1, or if 〈x1, y1〉s = 0 then F1 , Fh11Fh12 with h11 , w1+y1, h12 , x1+w1,
where w1 is chosen such that 〈x1, w1〉s = 〈y1, w1〉s = 1. In any case F1 satisfies x1F1 = y1. Next consider i = 2. Let
x˜2 , x2F1 so that 〈x1, x2〉s = 〈y1, y2〉s = 〈y1, x˜2〉s, since F1 is symplectic and hence preserves symplectic inner products.
Similar to Theorem 19 we have two cases: 〈x˜2, y2〉s = 1 or 0. For the former, we set h2 , x˜2 + y2 so that we clearly have
x˜2Fh2 = Zh2(x˜2) = y2 (see Section II-C for the definition of Zh(·)). We also observe that
y1Fh2 = Zh2(y1) = y1 + 〈y1, x˜2 + y2〉s(x˜2 + y2) = y1 + (〈y1, y2〉s + 〈y1, y2〉s)(x˜2 + y2) = y1.
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Hence in this case F2 , F1Fh2 satisfies x1F2 = y1, x2F2 = y2. For the case 〈x˜2, y2〉s = 0 we again find a w2 that satisfies
〈x˜2, w2〉s = 〈y2, w2〉s = 1 and set h21 , w2 + y2, h22 , x˜2 + w2. Then by Theorem 19 we clearly have x˜2Fh21Fh22 = y2.
For y1 we observe that
y1Fh21Fh22 = Zh22 (Zh21(y1))
= Zh22 (y1 + 〈y1, w2 + y2〉s(w2 + y2))
= y1 + 〈y1, w2 + y2〉s(w2 + y2) + (〈y1, x˜2 + w2〉s + 〈y1, w2 + y2〉s〈w2 + y2, x˜2 + w2〉s) (x˜2 + w2)
= y1 + 〈y1, w2 + y2〉s(x˜2 + y2) (∵ 〈y1, x˜2〉s = 〈y1, y2〉s, 〈w2 + y2, x˜2 + w2〉s = 1 + 0 + 0 + 1 = 0)
= y1 if and only if 〈y1, w2〉s = 〈y1, y2〉s.
Hence, we pick a w2 such that 〈x˜2, w2〉s = 〈y2, w2〉s = 1 and 〈y1, w2〉s = 〈y1, y2〉s, and then set F2 , F1Fh21Fh22 . Again,
for this case F2 satisfies x1F2 = y1, x2F2 = y2 as well.
By induction, assume Fi−1 satisfies xjFi−1 = yj for all j = 1, . . . , i − 1, where i ≥ 3. Using the same idea as for i = 2
above, let xiFi−1 = x˜i. If 〈x˜i, yi〉s = 1, we simply set Fi , Fi−1Fhi , where hi , x˜i + yi. If 〈x˜i, yi〉s = 0, we find a wi that
satisfies 〈x˜i, wi〉s = 〈yi, wi〉s = 1 and 〈yj , wi〉s = 〈yj , yi〉s ∀ j < i. Then we define hi1 , wi + yi, hi2 , x˜i +wi and observe
that for j < i we have
yjFhi1Fhi2 = Zhi2 (Zhi1(yj)) = yj + 〈yj , wi + yi〉s(x˜i + yi) = yj.
Again, by Theorem 19, we clearly have x˜iFhi1Fhi2 = yi. Hence we set Fi , Fi−1Fhi1Fhi2 in this case. In both cases Fi
satisfies xjFi = yj ∀ j = 1, . . . , i. Setting F , Ft completes the inductive proof and it is clear that F is the product of at
most 2t symplectic transvections.
The algorithm defined implicitly by the above proof is stated explicitly in Algorithm 1.
Algorithm 1 Algorithm to find F ∈ Sp(2m,F2) satisfying a linear system of equations, using Theorem 24
Input: xi, yi ∈ F2m2 s.t. 〈xi, xj〉s = 〈yi, yj〉s ∀ i, j ∈ {1, . . . , t}.
Output: F ∈ Sp(2m,F2) satisfying xiF = yi ∀ i ∈ {1, . . . , t}
1: if 〈x1, y1〉s = 1 then
2: set h1 , x1 + y1 and F1 , Fh1 .
3: else
4: h11 , w1 + y1, h12 , x1 + w1 and F1 , Fh11Fh12 .
5: end if
6: for i = 2, . . . , t do
7: Calculate x˜i , xiFi−1 and 〈x˜i, yi〉s.
8: if x˜i = yi then
9: Set Fi , Fi−1. Continue.
10: end if
11: if 〈x˜i, yi〉s = 1 then
12: Set hi , x˜i + yi, Fi , Fi−1Fhi .
13: else
14: Find a wi s.t. 〈x˜i, wi〉s = 〈yi, wi〉s = 1 and 〈yj , wi〉s = 〈yj , yi〉s ∀ j < i.
15: Set hi1 , wi + yi, hi2 , x˜i + wi, Fi , Fi−1Fhi1Fhi2 .
16: end if
17: end for
18: return F , Ft.
Now we state our main theorem, which enables one to determine all symplectic solutions for a system of linear equations.
Theorem 25: Let {(ua, va), a ∈ {1, . . . ,m}} be a collection of pairs of (row) vectors that form a symplectic basis for F2m2 ,
where ua, va ∈ F2m2 . Consider the system of linear equations uiF = u′i, vjF = v′j , where i ∈ I ⊆ {1, . . . ,m}, j ∈ J ⊆ {1, . . . ,m}
and F ∈ Sp(2m,F2). Assume that the given vectors satisfy 〈ui1 , ui2〉s = 〈u′i1 , u′i2〉s = 0, 〈vj1 , vj2〉s = 〈v′j1 , v′j2〉s =
0, 〈ui, vj〉s = 〈u′i, v′j〉s = δij , where i1, i2 ∈ I, j1, j2 ∈ J , since symplectic transformations F must preserve symplectic
inner products. Let α , |I¯| + |J¯ |, where I¯, J¯ denote the set complements of I,J in {1, . . . ,m}, respectively. Then there
are 2α(α+1)/2 solutions F to the given linear system.
Proof: By the definition of a symplectic basis (Definition 14), we have 〈ua, vb〉s = δab and 〈ua, ub〉s = 〈va, vb〉s = 0, where
a, b ∈ {1, . . . ,m}. The same definition extends to any (symplectic) subspace of F2m2 . The linear system under consideration
imposes constraints only on ui, i ∈ I and vj , j ∈ J . Let W be the subspace of F2m2 spanned by the symplectic pairs (uc, vc)
where c ∈ I ∩J andW⊥ be its orthogonal complement under the symplectic inner product, i.e.,W , 〈{(uc, vc), c ∈ I∩J }〉
and W⊥ , 〈{(ud, vd), d ∈ I¯ ∪ J¯ }〉, where I¯, J¯ denote the set complements of I,J in {1, . . . ,m}, respectively.
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Using the result of Theorem 24 we first compute one solution F0 for the given system of equations. In the subspace W ,
F0 maps (uc, vc) 7→ (u′c, v′c) for all c ∈ I ∩ J and hence we now have W = 〈{(u′c, v′c), c ∈ I ∩ J }〉 spanned by its new
basis pairs (u′c, v
′
c). However in W
⊥, F0 maps (ud, vd) 7→ (u′d, v˜′d) or (ud, vd) 7→ (u˜′d, v′d) or (ud, vd) 7→ (u˜′d, v˜′d) depending
on whether d ∈ I ∩ J¯ or d ∈ I¯ ∩ J or d ∈ I¯ ∩ J¯ , respectively (d /∈ I ∩ J by definition of W⊥). Note however that the
subspaceW⊥ itself is fixed. We observe that such u˜′d and v˜
′
d are not specified by the given linear system and hence form only a
particular choice for the new symplectic basis of W⊥. These can be mapped to arbitrary choices u˜d and v˜d, while fixing other
u′d and v
′
d, as long as the new choices still complete a symplectic basis for W
⊥. Hence, these form the degrees of freedom
for the solution set of the given system of linear equations. The number of such “free” vectors is exactly |I¯|+ |J¯ | = α. This
can be verified by observing that the number of basis vectors for W⊥ is 2|I¯ ∪ J¯ | and making the following calculation.
Number of constrained vectors in the new basis for W⊥ = |I \ J |+ |J \ I|
= |I| − |I ∩ J |+ |J | − |I ∩ J |
= (m− |I¯|) + (m− |J¯ |)− 2(m− |I¯ ∪ J¯ |)
= 2|I¯ ∪ J¯ | − (|I¯|+ |J¯ |)
= 2|I¯ ∪ J¯ | − α.
For convenience, we relabel the subscripts of these basis vectors for W⊥ with d, d1, d2 ∈ {1, . . . , |I¯ ∪ J¯ |}. The constraints
on free vectors u˜d and v˜d are that 〈u˜d1 , v′d2〉s = 〈u′d1 , v˜d2〉s = 〈u˜d1 , v˜d2〉s = δd1d2 and all other pairs of vectors in the new
basis set for W⊥ be orthogonal to each other. In the d-th symplectic pair — (u˜d, v′d) or (u
′
d, v˜d) or (u˜d, v˜d) — of its new
symplectic basis there is at least one free vector — u˜d or v˜d or both, respectively. For the first of the α free vectors, there
are 2|I¯ ∪ J¯ | −α symplectic inner product constraints (which are linear constraints) imposed by the 2|I¯ ∪ J¯ | −α constrained
vectors u′d, v
′
d. Since W
⊥ has (binary) vector space dimension 2|I¯ ∪ J¯ | and each linearly independent constraint decreases the
dimension by 1, this leads to 2α possible choices for the first free vector. For the second free vector, there are α− 1 degrees
of freedom as it has an additional inner product constraint from the first free vector. This leads to 2α−1 possible choices for
the second free vector, and so on. Therefore, the given linear system has
∏α
ℓ=1 2
ℓ = 2α(α+1)/2 symplectic solutions.
Finally we show how to get each symplectic matrix F for the given linear system. First form the matrix A whose rows
are the new symplectic basis vectors for F2m2 obtained under the action of F0, i.e., the first m rows are u
′
c, u
′
d, u˜
′
d and the
last m rows are v′c, v
′
d, v˜
′
d. Observe that this matrix is symplectic and invertible. Then form a matrix B = A and replace the
rows corresponding to free vectors with a particular choice of free vectors, chosen to satisfy the conditions mentioned above.
Note that B and A differ in exactly α rows, and that B is also symplectic and invertible. Determine the symplectic matrix
F ′ = A−1B which fixes all new basis vectors obtained for W and W⊥ under F0 except the free vectors in the basis for W⊥.
Then this yields a new solution F = F0F
′ for the given system of linear equations. Note that if u˜d = u˜′d and v˜d = v˜
′
d for
all free vectors, where u˜′d, v˜
′
d were obtained under the action of F0 on W
⊥, then F ′ = I2m. Repeating this process for all
2α(α+1)/2 choices of free vectors enumerates all the solutions for the linear system under consideration.
Remark 26: For any system of symplectic linear equations xiF = yi, i = 1, . . . , t where the xi do not form a symplectic basis
for F2m2 , we first calculate a symplectic basis (uj, vj), j = 1, . . . ,m using the symplectic Gram-Schmidt orthogonalization
procedure discussed in [20]. Then we transform the given system into an equivalent system of constraints on these basis vectors
uj , vj and apply Theorem 25 to obtain all symplectic solutions.
The algorithm defined implicitly by the above proof is stated explicitly in Algorithm 2 below.
Algorithm 2 Algorithm to determine all F ∈ Sp(2m,F2) satisfying a linear system of equations, using Theorem 25
Input: ua, vb ∈ F2m2 s.t. 〈ua, vb〉s = δab and 〈ua, ub〉s = 〈va, vb〉s = 0, where a, b ∈ {1, . . . ,m}.
u′i, v
′
j ∈ F2m2 s.t. 〈u′i1 , u′i2〉s = 0, 〈v′j1 , v′j2〉s = 0, 〈u′i, v′j〉s = δij , where i, i1, i2 ∈ I, j, j1, j2 ∈ J , I,J ⊆ {1, . . . ,m}.
Output: F ⊂ Sp(2m,F2) such that each F ∈ F satisfies uiF = u′i ∀ i ∈ I, and vjF = v′j ∀ j ∈ J .
1: Determine a particular symplectic solution F0 for the linear system using Algorithm 1.
2: Form the matrix A whose a-th row is uaF0 and (m+ b)-th row is vbF0, where a, b ∈ {1, . . . ,m}.
3: Compute the inverse of this matrix, A−1, in F2.
4: Set F = φ and α , |I¯|+ |J¯ |, where I¯, J¯ denote the set complements of I,J in {1, . . . ,m}, respectively.
5: for ℓ = 1, . . . , 2α(α+1)/2 do
6: Form a matrix Bℓ = A.
7: For i /∈ I and j /∈ J replace the i-th and (m + j)-th rows of Bℓ with arbitrary vectors such that BℓΩBTℓ = Ω and
Bℓ 6= Bℓ′ for 1 ≤ ℓ′ < ℓ. /∗ See proof of Theorem 25 for details or Appendix II for example MATLAB® code ∗/
8: Compute F ′ = A−1B.
9: Add Fℓ , F0F
′ to F .
10: end for
11: return F
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For a given system of linear (independent) equations, if α = 0 then the symplectic matrix F is fully constrained and there
is a unique solution. Otherwise, the system is partially constrained and we refer to a solution F as a partial symplectic matrix.
Example: As an application of this theorem, we discuss the procedure to determine all symplectic solutions for the logical
Phase gate P¯1 discussed in Section III-B2. First we define a symplectic basis for F
2m
2 using the binary vector representation
of the logical Pauli operators and stabilizer generators of the [[6, 4, 2]] code.
u1 , [110000, 000000] , v1 , [000000, 010001],
u2 , [101000, 000000] , v2 , [000000, 001001],
u3 , [100100, 000000] , v3 , [000000, 000101],
u4 , [100010, 000000] , v4 , [000000, 000011],
u5 , [111111, 000000] , v5 , [000000, 000001],
u6 , [100000, 000000] , v6 , [000000, 111111]. (39)
Note that v5 and u6 do not correspond to either a logical Pauli operator or a stabilizer element but were added to complete a
symplectic basis. Hence we have I = {1, 2, 3, 4, 5},J = {1, 2, 3, 4, 6} and α = 1 + 1 = 2. As discussed in Section III-B2,
we impose constraints on all ui, vj except for i = 6 and j = 5. Therefore, as per the notation in the above proof, we have
W , 〈{(u1, v1), . . . , (u4, v4)}〉 and W⊥ , 〈{(u5, v5), (u6, v6)}〉. Using Algorithm 1 we obtain a particular solution F0 = TB
where B is given in (25). Then we compute the action of F0 on the bases for W and W
⊥ to get
uiF0 , u
′
i, vjF0 , v
′
j , i ∈ I, j ∈ J , and u6F0 = [100000, 000000], u˜′6, v5F0 = [000000, 000001], v˜′5, (40)
where u′i, v
′
j are the vectors obtained in Section III-B2. Then we identify v˜5 and u˜6 to be the free vectors and one particular
solution is v˜5 = v˜
′
5, u˜6 = u˜
′
6. In this case we have 2
α = 22 = 4 choices to pick v˜5 (since we need 〈u5, v˜5〉s = 1, 〈v6, v˜5〉s = 0)
and for each such choice we have 2α−1 = 2 choices for u˜6. Next we form the matrix A whose i-th row is u′i and (6 + j)-th
row is v′j , where i ∈ I, j ∈ J . We set the 6th row to be u˜′6 and the 11th row to be v˜′5. Then we form a matrix B = A and
replace rows 6 and 11 by one of the 8 possible pair of choices for u˜6 and v˜5, respectively. This yields the matrix F
′ = A−1B
and the symplectic solution F = F0F
′. Looping through all the 8 choices we obtain the solutions listed in Appendix III-A.
Theorem 27: For an [[m,m− k]] stabilizer code, the number of solutions for each logical Clifford operator is 2k(k+1)/2.
Proof: Let ui, vi ∈ F2m2 represent the logical Pauli operators X¯i, Z¯i, for i = 1, . . . ,m − k, respectively, i.e., γ(X¯i) =
ui, γ(Z¯i) = vi, where γ is the map defined in (5). Since X¯iZ¯i = −Z¯iX¯i and X¯iZ¯j = Z¯jX¯i for all j 6= i, it is clear that
〈ui, vj〉s = δij for i, j ∈ {1, . . . ,m−k} and hence they form a partial symplectic basis for F2m2 . Let um−k+1, . . . , um represent
the stabilizer generators, i.e., γ(Sj) = um−k+j where the stabilizer group is S = 〈S1, . . . , Sk〉. Since by definition X¯i, Z¯i
commute with all stabilizer elements, it is clear that 〈ui, uj〉s = 〈vi, uj〉s = 0 for i ∈ {1, . . . ,m− k}, j ∈ {m− k+1, . . . ,m}.
To complete the symplectic basis we find vectors vm−k+1, . . . , vm s.t. 〈ui, vj〉s = δij ∀ i, j ∈ {1, . . . ,m}. Now we note
that for any logical Clifford operator, the conjugation relations with logical Paulis yield 2(m − k) constraints, on ui, vi for
i ∈ {1, . . . ,m − k}, and the normalization condition on the stabilizer yields k constraints, on um−k+1, . . . , um. Hence we
have I¯ = φ, J¯ = {m− k + 1, . . . ,m}, as per the notation in Theorem 25, and thus α = |I¯|+ |J¯ | = k.
Note that for each symplectic solution there are multiple decompositions into elementary forms (from Table I) possible, and
one possibility is given in Theorem 23. Although each decomposition yields a different circuit, all of them will act identically
on XN and ZN , defined in (7), under conjugation. Once a logical Clifford operator is defined by its conjugation with the
logical Pauli operators, a physical realization of the operator could either normalize the stabilizer or centralize it, i.e., fix each
element of the stabilizer group under conjugation. We show that any obtained normalizing solution can be converted into a
centralizing solution.
Theorem 28: For an [[m,m−k]] stabilizer code with stabilizer S, each physical realization of a given logical Clifford operator
that normalizes S can be converted into a circuit that centralizes S while realizing the same logical operation.
Proof: Let the symplectic solution for a specific logical Clifford operator g¯ ∈ CliffN that normalizes the stabilizer S be
denoted by Fn. Define the logical Pauli groups X¯ , 〈X¯1, . . . , X¯m−k〉 and Z¯ , 〈Z¯1, . . . , Z¯m−k〉. Let γ(X¯) and γ(Z¯) denote
the matrices whose rows are γ(X¯i) and γ(Z¯i), respectively, for i = 1, . . . ,m−k, where γ is the map defined in (5). Similarly,
let γ(S) denote the matrix whose rows are the images of the stabilizer generators under the map γ. Then, by stacking these
matrices as in the proof of Theorem 27, we observe that Fn is a solution of the linear system
γ(X¯)γ(S)
γ(Z¯)

Fn =

γ(X¯ ′)γ(S′)
γ(Z¯ ′)

 ,
where X¯ ′, Z¯ ′ are defined by the conjugation relations of g¯ with the logical Paulis, i.e., g¯X¯ig¯† = X¯ ′i, g¯Z¯ig¯
† = Z¯ ′i, and S
′
denotes the stabilizer group of the code generated by a different set of generators than that of S. Note, however, that as a
group S′ = S. The goal is to find a different solution Fc that centralizes the stabilizer, i.e. we replace γ(S′) with γ(S) above.
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We first find a matrix K ∈ GL(k,F2) such that Kγ(S′) = γ(S), which always exists since generators of S′ span S as well.
Then we determine a symplectic solution H for the linear system
γ(X¯)γ(S)
γ(Z¯)

H =

 γ(X¯)Kγ(S)
γ(Z¯)

 ,
so that H satisfies Kγ(S) = γ(S)H while fixing γ(X¯) and γ(Z¯). Then since K is invertible we can write
Im−k K
Im−k



γ(X¯)γ(S)
γ(Z¯)

Fn =

Im−k K
Im−k



γ(X¯ ′)γ(S′)
γ(Z¯ ′)

⇒

γ(X¯)γ(S)
γ(Z¯)

HFn =

γ(X¯ ′)γ(S)
γ(Z¯ ′)

 .
Hence Fc , HFn is a centralizing solution for g¯. Note that there are 2
k(k+1)/2 solutions for H , as per the result of Theorem 27
with the operator being the identity operator on the logical qubits, and these produce all centralizing solutions for g¯.
The above result demonstrates the relationship between the two solutions for the targeted Hadamard operator discussed in
Section III-B5. As noted in that section, after the logical transversal Hadamard operator, although any normalizing solution
can be converted into a centralizing solution, the optimal solution with respect to a suitable metric need not always centralize
the stabilizer. Anyhow, we can always setup the problem of identifying a symplectic matrix, representing the physical circuit,
by constraining it to centralize the stabilizer. The general procedure to determine all symplectic solutions, and their circuits,
for a logical Clifford operator for a stabilizer code is summarized in Algorithm 3. For the [[6, 4, 2]] CSS code, we employed
Algorithm 3 to determine the solutions listed in Appendix III for each of the operators discussed in Section III-B.
Algorithm 3 Algorithm to determine all logical Clifford operators for a stabilizer code
1: Determine the target logical operator g¯ by specifying its action on logical Paulis X¯i, Z¯i [10]: g¯X¯ig¯
† = X¯ ′i, g¯Z¯ig¯
† = Z¯ ′i .
2: Transform the above relations into linear equations on F ∈ Sp(2m,F2) using the map γ in (5) and the result of Theorem 15,
i.e., γ(X¯i)F = γ(X¯
′
i), γ(Z¯i)F = γ(Z¯
′
i). Add the conditions for normalizing the stabilizer S, i.e., γ(S)F = γ(S
′).
3: Calculate the feasible symplectic solution set F using Algorithm 2 by mapping X¯i, S, Z¯i to ui, vi as in Theorem 27.
4: Factor each F ∈ F into a product of elementary symplectic transformations listed in Table I, possibly using the algorithm
given in [16] (which is restated in Theorem 23 here), and compute the physical Clifford operator g¯ (also see Remark 22).
5: Check for conjugation of g¯ with the stabilizer generators and for the conditions derived in step 1. If some signs are
incorrect, post-multiply by an element from HWN as necessary to satisfy all these conditions (apply [6, Proposition 10.4]
for S⊥ = 〈S, X¯i, Z¯i〉, using (5)). Since HWN is the kernel of the map φ in (10), post-multiplication does not change F .
6: Express g¯ as a sequence of physical Clifford gates corresponding to the elementary symplectic matrices obtained from the
factorization in step 4 (see Appendix I for the circuits for these matrices).
The MATLAB® programs for all algorithms in this paper are available at https://github.com/nrenga/symplectic-arxiv18a.
We executed our programs on a laptop running the Windows 10 operating system (64-bit) with an Intel® Core™ i7-5500U @
2.40GHz processor and 8GB RAM. For the [[6, 4, 2]] CSS code, it takes about 0.5 seconds to generate all 8 symplectic solutions
and their circuits for one logical Clifford operator. For the [[5, 1, 3]] perfect code, it takes about 20 seconds to generate all 1024
solutions and their circuits. Note that for step 5 in Algorithm 3, we use 1-qubit and 2-qubit unitary matrices (from Cliff22)
to calculate conjugations for the Pauli operator on each qubit, at each circuit element at each depth (see Def. 16), and then
combine the results to compute the conjugation of g¯ with a stabilizer generator or logical Pauli operator. We observe that most
of the time is consumed in computing Kronecker products and hence these conjugations, and not in calculating the symplectic
solutions.
V. LOGICAL PAULI OPERATORS FOR CALDERBANK-SHOR-STEANE (CSS) CODES
In this section we propose a general method to construct logical Pauli operators for CSS codes. The exposition here is closely
related to Gottesman’s algorithm in [5] and the Symplectic Gram-Schmidt Orthogonalization Procedure (SGSOP) discussed by
Wilde in [8]. However, we provide a completely classical coding-theoretic description for constructing these operators which,
to the best of our knowledge, has not appeared before in the literature.
The CSS construction of quantum codes was introduced by Calderbank and Shor [2], and Steane [3]. Given [m, k1] and [m, k2]
classical codes C1 and C2, respectively, such that C2 ⊂ C1, this construction provides an m-qubit quantum code CSS(C1, C2)
of dimension 2k1−k2 (also see [6, Section 10.4.2]. The code CSS(C1, C2) is represented as an [[m, k1 − k2]] quantum code. If
C1 and C⊥2 can correct t (binary) errors, then the code CSS(C1, C2) can correct an arbitrary Pauli error on up to t qubits. For
simplicity, we consider CSS codes constructed from classical codes C1 , C and C2 , C⊥ that satisfy C⊥ ⊂ C, so that C2 is
a self-orthogonal code. The proposed construction easily extends to general CSS codes and we comment on this extension
towards the end of this section.
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A. Binary Self-Orthogonal Codes
Let C⊥ ⊂ Fm2 be an [m, k] classical binary self-orthogonal code with generator and parity-check matrices GC⊥ and HC⊥
respectively. Then it is contained in its dual C which is an [m,m− k] classical binary code with generator and parity-check
matrices GC = HC⊥ and HC = GC⊥ respectively. Since C⊥ ⊆ C we immediately have k ≤ m2 , so that C has rate at least 1/2.
As C is a subgroup of Fm2 and C⊥ is a subgroup of C, the quotient group C/C⊥ is the set of all distinct cosets of C⊥ in C,
C/C⊥ = {{u+ C⊥} : u ∈ {0} ∪ (C \ C⊥)} . (41)
From each coset {u + C⊥} select a vector v as the representative of that coset. Then the group C/C⊥ is isomorphic to the
group of all such representatives v and we will denote this group by C/C⊥ as well. Since this group is also a subspace of Fm2
over the field F2, we can find a basis for it. Let GC/C⊥ be the matrix whose rows form a basis for the subspace C/C⊥. Then,
since C is a self-orthogonal code we can split the rows of its generator matrix to obtain the form
GC =
[
HC
GC/C⊥
]
(m−k)×m
=
[
GC⊥
GC/C⊥
]
(m−k)×m
, (42)
where HC = GC⊥ is a k×m matrix and GC/C⊥ is an (m− 2k)×m matrix. This representation was also used by Grassl and
Roetteler [17] in the context of leveraging automorphisms of a classical code to realize non-trivial logical operations. Note
that there is no unique choice for GC/C⊥ as there are multiple bases for a vector space. Denote the rows of HC as gi for
i = 1, 2, . . . , k and the rows of GC/C⊥ as hj for j = 1, 2, . . . ,m− 2k. Then for some x ∈ {0, 1}m−2k, a coset representative
v can be expressed as v =
∑m−2k
j=1 xjhj = x ·GC/C⊥ .
B. Construction of the CSS Code
Given a classical [m,m − k] binary self-orthogonal code C (i.e., C contains its dual C⊥), the CSS quantum code Q is
constructed as follows. Let v ∈ Fm2 be a length-m binary vector. The quantum state corresponding to this vector is defined as
|ψv〉 ≡
∣∣v + C⊥〉 , 1√|C⊥|
∑
c∈C⊥
|c+ v〉 , (43)
where c+ v = c⊕ v is the component-wise modulo-2 addition of vectors. Note that the vectors c+ v for all c ∈ C⊥ generate
the coset v + C⊥ and hence the notation for the quantum state.
The CSS code Q is defined as the collection of all such distinct quantum states generated by the coset representatives
v ∈ C/C⊥. As |C| = 2m−k and |C⊥| = 2k, by Lagrange’s theorem we have |C/C⊥| = 2m−2k and so the (binary) dimension
of C/C⊥ is m− 2k. Since each bit of v corresponds to a qubit of |ψv〉, which has dimension 2, the dimension of the quantum
code Q is 2m−2k. Formally, we write Q as an [[m,m− 2k]] CSS quantum code.
Now recall that a coset representative can be expressed as v = x · GC/C⊥ . So if we have an (m − 2k)-qubit state |x〉L =
|x1〉L ⊗ · · · ⊗ |xm−2k〉L, called the logical state, then the CSS code will encode this into the quantum state |ψx〉, where
|x〉L ↔ |ψx〉 ≡
∣∣x ·GC/C⊥ + C⊥〉 , 1√|C⊥|
∑
c∈C⊥
∣∣c+ x ·GC/C⊥〉 = 1√|C⊥|
∑
c∈C⊥
∣∣∣∣∣∣c+
m−2k∑
j=1
xjhj
〉
, (44)
where hj is the j-th row of GC/C⊥ . As mentioned before, the logical state |x〉L is also called the encoded state and its (m−2k)
component qubits are called encoded qubits.
C. Stabilizer for the CSS Code
Consider an [[m,m − 2k]] CSS code Q defined using an [m,m − k] classical binary code C that contains its dual C⊥.
We will now demonstrate that it is indeed a stabilizer code and give the set of generators for its stabilizer. Particularly,
if we can find commuting Hermitian operators g1, g2, . . . , g2k ∈ HWN such that they do not generate −IN and satisfy
gi |ψv〉 = |ψv〉 ∀ |ψv〉 ∈ Q, i = 1, 2, . . . , 2k then we have defined the stabilizer of Q.
Consider the generator matrix representation for C given in (42). Again, denote the rows of HC as g1, g2, . . . , gk. Then for
i ∈ {1, . . . , k} we have g
i
· v = 0 for all v ∈ C and particularly for all v ∈ C/C⊥, which are the vectors that define the states
in Q. Denote the elements of the vector g
i
as git so that gi = [gi1, gi2, . . . , gim]. Now define the 2k operators
gXi , D(gi, 0) =
m⊗
t=1
Xgit , gZi , D(0, gi) =
m⊗
t=1
Zgit ; i = 1, 2, . . . , k. (45)
Theorem 29: The set of 2k m-qubit operators {gXi , gZi } defined in (45) commute with each other and do not generate −IN .
Proof: See Appendix IV-A.
Therefore these operators generate a valid stabilizer S for some subspace V (S) of m qubits. We are left only to verify that
V (S) = Q.
Theorem 30: The set of 2k m-qubit operators {gXi , gZi } defined in (45) generate the stabilizer for the CSS code Q.
Proof: See Appendix IV-B.
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D. Logical Pauli Operators for the CSS Code
We will now define the (physical realizations of) logical Pauli operators for each of the (m − 2k) logical qubits encoded
by the CSS code Q. Let us now reiterate the representation of the generator matrix for the code C from (42):
GC =
[
HC
GC/C⊥
]
(m−k)×m
=
[
GC⊥
GC/C⊥
]
(m−k)×m
,
where HC = GC⊥ is a k×m matrix and GC/C⊥ is an (m− 2k)×m matrix. The (m− 2k) logical Pauli operators X¯j , Z¯j , j ∈
{1, . . . ,m − 2k} are defined from the rows of the generator matrix for C/C⊥, represented above as GC/C⊥ . These logical
operators need to satisfy the (anti-)commutation conditions
X¯iZ¯j =
{
−Z¯jX¯i if i = j,
Z¯jX¯i if i 6= j
. (46)
Hence for a general CSS code we will need two generator matrices for C/C⊥ which we represent as GXC/C⊥ , GZC/C⊥ because
they will be used to define the logical X and logical Z operators respectively. Denote the rows of GXC/C⊥ as h1, . . . , hm−2k
and the rows of GZC/C⊥ as h
′
1, . . . , h
′
m−2k. The entries of hj are denoted as hj1, . . . , hjm and similarly the entries of h
′
j are
denoted as h′j1, . . . , h
′
jm. Then define the m-qubit operators
X¯j , D(hj , 0) =
m⊗
t=1
Xhjt , Z¯j , D(0, h
′
j) =
m⊗
t=1
Zh
′
jt , Y¯j , ιX¯jZ¯j. (47)
for j = 1, 2, . . . ,m− 2k.
Lemma 31: The physical operators defined in (47) satisfy the commutation relations given in (46) if and only if
GXC/C⊥
(
GZC/C⊥
)T
= Im−2k, where Im−2k is the (m− 2k)× (m− 2k) identity matrix.
Proof: See Appendix IV-C.
We have the following theorem to verify that the operators X¯j and Z¯j execute logical bit-flip and phase-flip operations,
respectively, by operating on the physical qubits.
Theorem 32: Let |x〉L be the logical state defined by x ∈ {0, 1}m−2k and let |x′〉L be the logical state such that x′i = xi⊕ 1
for some i ∈ {1, . . . ,m− 2k} and x′j = xj ∀ j ∈ {1, . . . ,m− 2k} s.t. j 6= i. Then the operators defined in (47) satisfy
X¯i |ψx〉 = |ψx′〉 , X¯i |ψx〉 = (−1)xi |ψx〉 ,
where |ψx〉 is the CSS state defined in (44).
Proof: See Appendix IV-D.
The proof of Theorem 32 requires that GXC =
[
HC
GXC/C⊥
]
and GZC =
[
HC
GZC/C⊥
]
form two generator matrices for the classical
code C. For every row hj of GXC/C⊥ there exists at least one vector w ∈ C \ C⊥ such that hj ·w = 1. Otherwise, all vectors in
C \ C⊥ are orthogonal to it and hence hj must be in the dual code C⊥ which is a contradiction. Since the space C/C⊥ of coset
representatives has dimension m− 2k and the condition in the above lemma imposes m− 2k linearly independent constraints
on each row of GZC/C⊥ , there always exists a unique G
Z
C/C⊥ for a given G
X
C/C⊥ .
Theorem 33: If GZC/C⊥ forms another generator matrix for the space C/C⊥ of coset representatives and GXC/C⊥
(
GZC/C⊥
)T
=
Im−2k, then the physical operators defined in (47) are valid logical Pauli operators.
Proof: By Lemma 31 the operators X¯j , Z¯j satisfy the necessary commutation relations in (46) for logical Pauli operators.
By Theorem 32 they execute the action of Pauli operators on the logical qubits. Finally, we need to verify that these physical
operators commute with the elements of the stabilizer of the code. But this is directly true because g
i
· hj = 0 and gi · h
′
j =
0 ∀ i ∈ {1, . . . , k}, j ∈ {1, . . . ,m− 2k} since g
i
∈ C⊥ and hj , h′j ∈ C. Hence X¯j , Z¯j are valid logical Pauli operators.
Therefore, we have demonstrated a general construction for the logical Pauli operators of a CSS code constructed from
classical binary self-orthogonal codes. This construction can be suitably extended to more general CSS codes. More specifically,
consider [m, k1] and [m, k2] binary linear codes C1 and C2, respectively, that satisfy C2 ⊂ C1 and that C1 and C⊥2 correct up to
t errors. It is well known that the rows of the parity-check matrices H(C1) and H(C⊥2 ) give the Z and X stabilizers for the
quantum code CSS(C1, C2), respectively. Then, in order to determine the logical Pauli operators, we decompose the generator
matrices of C1 and C⊥2 as
GC1 =
[
GC2
GC1/C2
]
k1×m
and GC⊥2 =
[
GC⊥1
GC⊥2 /C⊥1
]
(m−k2)×m
,
where GC1/C2 and GC⊥2 /C⊥1 are (k1−k2)×m matrices. We consider these (k1−k2)×m matrices as the equivalents of GXC/C⊥
and GZC/C⊥ above and use their rows to define logical X and logical Z operators, respectively.
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E. CSS State Preparation
As a final note, we reiterate a representation of the CSS state given in [12] that is potentially useful in calculating the effect
of operators on the state. We first observe that the X stabilizers generated by gXi satisfy g
X
i |u〉 =
∣∣∣u+ g
i
〉
for i = 1, 2, . . . , k.
The set of all X stabilizers is given by SX = {gXc : c ∈ C⊥} ; gXc , D(c, 0) =
⊗m
j=1X
cj , c = [c1, c2, . . . , cm]. Hence
these vectors satisfy gXc |0〉⊗m = gXc |00 . . . 0〉 = |c〉. Therefore, given logical qubits |x〉L with x ∈ {0, 1}m−2k we can first
prepare the physical state |0〉⊗m and then arrive at the desired CSS state |ψx〉 as follows:
|ψx〉 , 1√|C⊥|
∑
c∈C⊥
∣∣∣∣∣∣c+
m−2k∑
j=1
xjhj
〉
=
1√|C⊥|
∑
c∈C⊥
m−2k∏
j=1
X¯
xj
j |c〉
=
1√|C⊥|
m−2k∏
j=1
X¯
xj
j
∑
c∈C⊥
gXc |0〉⊗m
=
m−2k∏
j=1
X¯
xj
j
1√|C⊥|
∑
g∈SX
g |0〉⊗m . (48)
Note that this perspective requires us to apply all stabilizer elements to the state |0〉⊗m, which can be impractical. However,
this representation of the CSS state could be potentially useful for arguing about the effects of operators applied externally to
a CSS state. One such use (based on the first three equalities above) can be observed in the argument for Z¯j in the proof of
Theorem 32. An application of the final expression can be found in an important claim proven in [12, Claim 2].
VI. CONCLUSION
In this work we have used symplectic geometry to propose a systematic algorithm for synthesizing physical implementations
of logical Clifford operators for any stabilizer code. This algorithm provides as a solution all symplectic matrices corresponding
to the desired logical operator, each of which is subsequently transformed into a circuit by decomposing it into elementary
forms. This decomposition is not unique, and in future work we will address optimization of the synthesis algorithm with
respect to circuit complexity and fault-tolerance.
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APPENDIX I
ELEMENTARY SYMPLECTIC TRANSFORMATIONS AND THEIR CIRCUITS
In this section we verify that the physical operators listed in Table I are associated with the corresponding symplectic
transformation [16]. Furthermore, we also provide circuits that realize these physical operators (also see [21]).
Since each physical operator in Table I is a unitary Clifford operator, it is enough to consider their actions on elements of the
Heisenberg-Weyl groupHWN , where N = 2
m. Let ev be a standard basis (column) vector in C
N indexed by the vector v ∈ Fm2
such that it has entry 1 in position v and 0 elsewhere. More precisely, if v = [v1, v2, . . . , vm] then ev = ev1 ⊗ ev2 ⊗ · · · evm ,
where e0 ,
[
1
0
]
= |0〉 , e1 ,
[
0
1
]
= |1〉. Hence we can simply write ev = |v〉 = |v1〉 ⊗ · · · ⊗ |vm〉.
1) HN = H
⊗m : The single-qubit Hadamard operator H , 1√
2
[
1 1
1 −1
]
satisfies HXH† = Z,HZH† = X . Hence the
action of HN on a HWN element D(a, b) is given by
HND(a, b)H
†
N = HND(a, 0)D(0, b)H
†
N = (HND(a, 0)H
†
N )(HND(0, b)H
†
N ) = D(0, a)D(b, 0) = (−1)ab
T
D(b, a)
⇒ HND(a, b)H†N = (−1)ab
T
D ([a, b]Ω) , where Ω =
[
0 Im
Im 0
]
.
The circuit for HN is just H applied to each of the m qubits.
2) GL(m,F2) : Each non-singular m×m binary matrix Q is associated with a symplectic transformation AQ given by
AQ =
[
Q 0
0 Q−T
]
,
where Q−T = (QT )−1 = (Q−1)T . The matrix Q is also associated with the unitary operator aQ which realizes the
mapping ev 7→ evQ. We verify this as follows. Note that D(c, 0)ev = ev+c and D(0, d)ev = (−1)vdT ev.
(aQD(c, d)a
†
Q)ev = aQD(c, 0)D(0, d)evQ−1
= aQ(−1)cdTD(0, d)D(c, 0)evQ−1
= (−1)cdT aQ(−1)(vQ−1+c)dT evQ−1+c
= (−1)cdT (−1)(v+cQ)Q−1dT ev+cQ
= (−1)cdTD(0, d(Q−1)T )D(cQ, 0)ev
= D(cQ, dQ−T )ev
= D ([c, d]AQ) ev.
Since the operator aQ realizes the map |v〉 7→ |vQ〉, the circuit for the operator is equivalent to the binary circuit
that realizes v 7→ vQ. This is the scenario encountered in Section III-B4. Evidently, this elementary transformation
encompasses CNOT operations and qubit permutations. For the latter, Q will be a permutation matrix. Note that if aQ
preserves the code space of a CSS code then the respective permutation must be in the automorphism group of the
constituent classical code. This is the special case that is discussed in detail by Grassl and Roetteler in [17].
For a general Q, one can use the LU decomposition over F2 to obtain PπQ = LU , where Pπ is a permutation matrix,
L is lower triangular and U is upper triangular. Note that Lii = Uii = 1 ∀ i ∈ {1, . . . ,m}. Then the circuit for Q first
involves the permutation PTπ (or π
−1), then CNOTs for L with control qubits in the order 1, 2, . . . ,m and then CNOTs
for U with control qubits in reverse order m,m − 1, . . . , 1. The order is important because an entry Lji = 1 implies
a CNOT gate with qubit j controlling qubit i (with j > i), i.e, CNOTj→i, and similarly Lkj = 1 implies the gate
CNOTk→j (with k > j). Since the gate CNOTj→i requires the value of qubit j before it is altered by CNOTk→j , it
needs to be implemented first. A similar reasoning applies to the reverse order of control qubits for U .
3) tR = diag
(
ιvRv
T
)
: Each symmetric matrix R ∈ Fm×m2 is associated with a symplectic transformation TR given by
TR =
[
Im R
0 Im
]
,
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and with a unitary operator tR that realizes the map ev 7→ ιvRvT ev . We now verify that conjugation by tR induces the
symplectic transformation TR.
(tRD(a, b)t
†
R)ev = ι
−vRvT tR(−1)abTD(0, b)D(a, 0)ev
= ι−vRv
T
(−1)abT tR(−1)(v+a)bT ev+a
= (−1)abT ι−vRvT (−1)(v+a)bT ι(v+a)R(v+a)T ev+a
= (−1)abT ιaRaT (−1)vRaT+(v+a)bT ev+a
= (−1)abT ι−aRaT (−1)(v+a)(b+aR)T ev+a
= (−1)abT ι−aRaTD(0, b+ aR)D(a, 0)ev
= (−1)abT ι−aRaT (−1)a(b+aR)TD(a, b+ aR)ev
= ιaRa
T
D ([a, b]TR) ev.
Hence, for E(a, b) , ιab
T
D(a, b), we have tRE(a, b)t
†
R = ι
abT ιaRa
T
D(a, b + aR) = E ([a, b]TR) as required. We
derive the circuit for this unitary operator by observing the action of TR on the standard basis vectors [e1, 0], . . . , [em, 0],
[0, e1], . . . , [0, em] of F
2m
2 , where i ∈ {1, . . . ,m}, which captures the effect of tR on the (basis) elements X1, . . . , Xm,
Z1, . . . , Zm of HWN , respectively, under conjugation.
Assume as the first special case that R has non-zero entries only in its (main) diagonal. If Rii = 1 then we have
[ei, 0]TR = [ei, ei]. This indicates that tR maps Xi 7→ XiZi ≈ Yi. Since we know that the phase gate Pi on the i-th
qubit performs exactly this map under conjugation, we conclude that the circuit for tR involves Pi. We proceed similarly
for every i ∈ {1, . . . ,m} such that Rii = 1.
Now consider the case whereRij = Rji = 1 (since R is symmetric). Then we have [ei, 0]TR = [ei, ej ], [ej , 0]TR = [ej , ei].
This indicates that tR maps Xi 7→ XiZj and Xj 7→ ZiXj . Since we know that the controlled-Z gate CZij on qubits (i, j)
performs exactly this map under conjugation, we conclude that the circuit for tR involves CZij . We proceed similarly
for every pair (i, j) such that Rij = Rji = 1.
Finally, we note that the symplectic transformation associated with the operator HN tRHN is ΩTR Ω =
[
Im 0
R Im
]
.
4) gk = H2k ⊗ I2m−k : Since H2k is the k-fold Kronecker product of H and since D(a, b) = Xa1Zb1 ⊗ · · · ⊗XamZbm
we have
gkD(a, b)g
†
k =
(
Za1Xb1 ⊗ · · · ⊗ ZakXbk)⊗ (Xak+1Zbk+1 ⊗ · · · ⊗XamZbm)
=
(
(−1)a1b1Xb1Za1 ⊗ · · · ⊗ (−1)akbkXbkZak)⊗ (Xak+1Zbk+1 ⊗ · · · ⊗XamZbm) .
We write (a, b) = (aˆa¯, bˆb¯) where aˆ , a1 · · · ak, a¯ , ak+1 · · ·am, bˆ , b1 · · · bk, b¯ , bk+1 · · · bm. Then we have
gkD(aˆa¯, bˆb¯)g
†
k = (−1)aˆbˆ
T
D(bˆa¯, aˆb¯) = (−1)aˆbˆTD
(
[aˆa¯, bˆb¯]Gk
)
, where Gk =


0 0 Ik 0
0 Im−k 0 0
Ik 0 0 0
0 0 0 Im−k

 .
Defining Uk ,
[
Ik 0
0 0
]
, Lm−k ,
[
0 0
0 Im−k
]
, we then write Gk =
[
Lm−k Uk
Uk Lm−k
]
. Similar to part 1 above, the
circuit for gk is simply H applied to each of the first k qubits. Although this is a special case where the Hadamard
operator was applied to consecutive qubits, we note that the symplectic transformation for Hadamards applied to arbitrary
non-consecutive qubits can be derived in a similar fashion.
Hence we have demonstrated the elementary symplectic transformations in Sp(2m,F2) that are associated with arbitrary
Hadamard, Phase, Controlled-Z and Controlled-NOT gates. Since we know that these gates, along with HWN , generate the
full Clifford group [10], these elementary symplectic transformations form a universal set corresponding to physical operators
in the Clifford group.
A. Proof of Theorem 23
Let F =
[
A B
C D
]
so that
[
A B
]
Ω
[
A B
]T
= 0 and
[
C D
]
Ω
[
C D
]T
= 0 since FΩFT = Ω. We will perform a
sequence of row and column operations to transform F into the form ΩTR1Ω for some symmetric R1. If rank(A) = k then
there exists a row transformation Q−111 and a column transformation Q
−1
2 such that
Q−111 AQ
−1
2 =
[
Ik 0
0 0
]
.
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Using the notation for elementary symplectic transformations discussed above, we apply Q−111 and AQ−12 to
[
A B
]
and obtain
[
Q−111 A Q
−1
11 B
] [Q−12 0
0 QT2
]
=
[
Ik 0 Rk E
′
0 0 E Bm−k
]
,
[
A′ B′
]
,
where Bm−k is an (m − k) × (m − k) matrix. Since the above result is again the top half of a symplectic matrix, we have[
A′ B′
]
Ω
[
A′ B′
]T
= 0 which implies Rk is symmetric, E = 0 and hence rank(Bm−k) = m−k. Therefore we determine
an invertible matrix Qm−k which transforms Bm−k to Im−k under row operations. Then we apply Q−112 ,
[
Ik 0
0 Qm−k
]
on
the left of the matrix
[
A′ B′
]
to obtain
[
Q−112 Q
−1
11 A Q
−1
12 Q
−1
11 B
] [Q−12 0
0 QT2
]
=
[
Ik 0 Rk E
′
0 0 0 Im−k
]
.
Now we observe that we can apply row operations to this matrix and transform E′ to 0. We left multiply byQ−113 ,
[
Ik E
′
0 Im−k
]
to obtain [
Q−113 Q
−1
12 Q
−1
11 A Q
−1
13 Q
−1
12 Q
−1
11 B
] [Q−12 0
0 QT2
]
=
[
Ik 0 Rk 0
0 0 0 Im−k
]
.
Since the matrix R2 ,
[
Rk 0
0 0
]
is symmetric, we apply the elementary transformation TR2 from the right to obtain
[
Ik 0 Rk 0
0 0 0 Im−k
]
Ik 0 Rk 0
0 Im−k 0 0
0 0 Ik 0
0 0 0 Im−k

 =
[
Ik 0 0 0
0 0 0 Im−k
]
.
Finally we apply the elementary transformation GkΩ =
[
Uk Lm−k
Lm−k Uk
]
to obtain
[
Ik 0 0 0
0 0 0 Im−k
]
Ik 0 0 0
0 0 0 Im−k
0 0 Ik 0
0 Im−k 0 0

 =
[
Ik 0 0 0
0 Im−k 0 0
]
=
[
Im 0
]
.
Hence we have transformed the matrix F to the form ΩTR1Ω =
[
Im 0
R1 Im
]
, i.e. if we define Q−11 , Q
−1
13 Q
−1
12 Q
−1
11 then we
have
AQ−11
FAQ−12
TR2GkΩ = ΩTR1Ω.
Rearranging terms and noting that A−1Q = AQ−1 ,Ω
−1 = Ω, G−1k = Gk, T
−1
R2
= TR2 we obtain
F = AQ1ΩTR1Ω
2GkTR2AQ2 = AQ1ΩTR1GkTR2AQ2 .
APPENDIX II
MATLAB® CODE FOR ALGORITHM 2
function F_all = find_all_symp_mat(U, V, I, J)
I = I(:)’;
J = J(:)’;
Ibar = setdiff(1:m,I);
Jbar = setdiff(1:m,J);
alpha = length(Ibar) + length(Jbar);
tot = 2^(alpha*(alpha+1)/2);
F_all = cell(tot,1);
% Find one solution using symplectic transvections (Algorithm 1)
F0 = find_symp_mat(U([I, m+J], :), V);
A = mod(U * F0, 2);
Ainv = gf2matinv(A);
IbJb = union(Ibar,Jbar);
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Basis = A([IbJb, m+IbJb],:); % these rows span the subspace W^{\perp} in Theorem 23
Subspace = mod(de2bi((0:2^(2*length(IbJb))-1)’,2*length(IbJb)) * Basis, 2);
% Collect indices of free vectors in the top and bottom halves of Basis
% Note: these are now row indices of Basis, not row indices of A!!
[~, Basis_fixed_I, ~] = intersect(IbJb,I); % intersect(IbJb,I) = intersect(I,Jbar)
[~, Basis_fixed_J, ~] = intersect(IbJb,J); % intersect(IbJb,J) = intersect(Ibar,J)
Basis_fixed = [Basis_fixed_I, length(IbJb) + Basis_fixed_J];
Basis_free = setdiff(1:2*length(IbJb), Basis_fixed);
Choices = cell(alpha,1);
% Calculate all choices for each free vector using just conditions imposed
% by the fixed vectors in Basis (or equivalently in A)
for i = 1:alpha
ind = Basis_free(i);
h = zeros(1,length(Basis_fixed));
% Impose symplectic inner product of 1 with the "fixed" symplectic pair
if (i <= length(Ibar))
h(Basis_fixed == length(IbJb) + ind) = 1;
else
h(Basis_fixed == ind - length(IbJb)) = 1;
end
% Check the necessary conditions on the symplectic inner products
Innpdts = mod(Subspace * fftshift(Basis(Basis_fixed,:), 2)’, 2);
Choices{i,1} = Subspace(bi2de(Innpdts) == bi2de(h), :);
end
% First free vector has 2^(alpha) choices, second has 2^(alpha-1) choices and so on
for l = 0:(tot - 1)
Bl = A;
W = zeros(alpha,2*m); % Rows are choices made for free vectors
% W(i,:) corresponds to Basis(Basis_free(i),:)
lbin = de2bi(l,alpha*(alpha+1)/2,’left-msb’);
v1_ind = bi2de(lbin(1,1:alpha),’left-msb’) + 1;
W(1,:) = Choices{1,1}(v1_ind,:);
for i = 2:alpha
% vi_ind loops through the 2^(alpha-(i-1)) valid choices for the i-th free vector
vi_ind = bi2de(lbin(1,sum(alpha:-1:alpha-(i-2)) + (1:(alpha-(i-1)))),’left-msb’) + 1;
Innprods = mod(Choices{i,1} * fftshift(W,2)’, 2);
% Impose symplectic inner product of 0 with chosen free vectors
h = zeros(1,alpha);
% Handle case when Basis contains a symplectic pair of free vectors
if (i > length(Ibar))
h(Basis_free == Basis_free(i) - length(IbJb)) = 1;
end
% Check the necessary and sufficient conditions on the symplectic inner products
Ch_i = Choices{i,1}(bi2de(Innprods) == bi2de(h), :);
W(i,:) = Ch_i(vi_ind,:); % use the vi_ind-th valid choice for the i-th free vector
end
Bl([Ibar, m+Jbar], :) = W; % replace rows of free vectors with current choices
F = mod(Ainv * Bl, 2); % this is the matrix F’ in Theorem 23
F_all{l+1,1} = mod(F0 * F, 2);
end
end
APPENDIX III
ENUMERATION OF ALL PHYSICAL OPERATORS FOR THE [[6, 4, 2]] CODE
Using the algorithms described in Section IV we enumerate all symplectic solutions for each logical operator described
in Section III. The physical circuits corresponding to these matrices can be obtained by decomposing them into products of
elementary symplectic transformations in Table I and using their circuits described in Appendix I above. An algorithm for
performing this decomposition is given in the proof of Theorem 23 (from [16]). Note that this decomposition is not unique. The
MATLAB® programs for reproducing the following results, along with their circuits obtained from the above decomposition,
are available at https://github.com/nrenga/symplectic-arxiv18a. These programs can perform this task for any stabilizer code.
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A. Logical Phase Gate (P¯1)
There are 8 possible symplectic solutions that satisfy the linear constraints imposed by (24) and they are listed below.
F1 =


1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 1
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 0 0 1
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1


, F2 =


1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 0 1 1 1 0
0 0 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
0 0 0 0 0 1 1 0 1 1 1 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1


,
F3 =


1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 1
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 0 0 1
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 0 1 0 0 0 0
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1


, F4 =


1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 0 1 1 1 0
0 0 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
0 0 0 0 0 1 1 0 1 1 1 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 0 1 0 0 0 0
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1


,
F5 =


0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 1 0 0 0 1
1 1 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
1 1 1 1 1 0 0 1 0 0 0 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 1 0 1 1 1 1
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0


, F6 =


0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 0 1 1 1 0
1 1 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
1 1 1 1 1 0 1 0 1 1 1 0
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 1 0 1 1 1 1
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0


,
F7 =


0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 1 0 0 0 1
1 1 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
1 1 1 1 1 0 0 1 0 0 0 1
1 1 1 1 1 1 0 1 1 1 1 1
1 1 1 1 1 1 1 0 1 1 1 1
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0


, F8 =


0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 0 1 1 1 0
1 1 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
1 1 1 1 1 0 1 0 1 1 1 0
1 1 1 1 1 1 0 1 1 1 1 1
1 1 1 1 1 1 1 0 1 1 1 1
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0


.
Note that F1 is the solution discussed in Section III-B2.
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B. Logical Controlled-Z Gate (CZ12)
There are 8 possible symplectic solutions that satisfy the linear constraints imposed by (27) and they are listed below.
F1 =


1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 1 0 0 1
0 0 1 0 0 0 0 1 0 0 0 1
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 1 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1


, F2 =


1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 1 0 1 1 0
0 0 1 0 0 0 1 0 1 1 1 0
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
0 0 0 0 0 1 1 0 0 1 1 1
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1


,
F3 =


1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 1 0 0 1
0 0 1 0 0 0 0 1 0 0 0 1
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 1 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 0 1 0 0 0 0
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1


, F4 =


1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 1 0 1 1 0
0 0 1 0 0 0 1 0 1 1 1 0
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
0 0 0 0 0 1 1 0 0 1 1 1
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 0 1 0 0 0 0
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1


,
F5 =


0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 0 1 0 0 1
1 1 0 1 1 1 0 1 0 0 0 1
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
1 1 1 1 1 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 1 0 1 1 1 1
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0


, F6 =


0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1 0 1 1 0
1 1 0 1 1 1 1 0 1 1 1 0
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
1 1 1 1 1 0 1 0 0 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 1 0 1 1 1 1
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0


,
F7 =


0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 0 1 0 0 1
1 1 0 1 1 1 0 1 0 0 0 1
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
1 1 1 1 1 0 0 1 1 0 0 0
1 1 1 1 1 1 0 1 1 1 1 1
1 1 1 1 1 1 1 0 1 1 1 1
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0


, F8 =


0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1 0 1 1 0
1 1 0 1 1 1 1 0 1 1 1 0
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
1 1 1 1 1 0 1 0 0 1 1 1
1 1 1 1 1 1 0 1 1 1 1 1
1 1 1 1 1 1 1 0 1 1 1 1
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0


.
Note that F1 is the solution discussed in Section III-B3.
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C. Logical Controlled-NOT Gate (CNOT2→1)
There are 8 possible symplectic solutions that satisfy the linear constraints imposed by (30) and they are listed below.
F1 =


1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
1 1 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 1 0 0 1
0 0 0 0 0 0 0 1 1 0 0 1
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1


, F2 =


1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 1 1 1 1 1
1 1 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
1 1 0 0 0 1 1 1 1 1 1 1
0 0 0 0 0 0 1 0 1 0 0 1
0 0 0 0 0 0 0 1 1 0 0 1
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1


,
F3 =


1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
1 1 0 0 0 1 0 0 0 0 0 0
1 1 1 1 1 1 1 0 1 0 0 1
1 1 1 1 1 1 0 1 1 0 0 1
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1


, F4 =


1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 1 1 1 1 1
1 1 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
1 1 0 0 0 1 1 1 1 1 1 1
1 1 1 1 1 1 1 0 1 0 0 1
1 1 1 1 1 1 0 1 1 0 0 1
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1


,
F5 =


0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 1 1 0
0 0 0 0 0 0 1 0 0 1 1 0
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0


, F6 =


0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1 1 1 1 1
0 0 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
0 0 1 1 1 0 1 1 1 1 1 1
0 0 0 0 0 0 0 1 0 1 1 0
0 0 0 0 0 0 1 0 0 1 1 0
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0


,
F7 =


0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0
1 1 1 1 1 1 0 1 0 1 1 0
1 1 1 1 1 1 1 0 0 1 1 0
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0


, F8 =


0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1 1 1 1 1
0 0 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
0 0 1 1 1 0 1 1 1 1 1 1
1 1 1 1 1 1 0 1 0 1 1 0
1 1 1 1 1 1 1 0 0 1 1 0
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0


.
Note that F1 is the solution discussed in Section III-B4.
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D. Logical Targeted Hadamard Gate (H¯1)
There are 8 possible symplectic solutions that satisfy the linear constraints imposed by (34) and they are listed below.
F1 =


1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1 0 0 0 1
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
1 1 0 0 0 1 0 1 0 0 0 1
1 1 0 0 0 0 1 1 0 0 0 1
1 1 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1


, F2 =


1 0 0 0 0 0 1 1 1 1 1 1
1 0 0 0 0 0 1 0 1 1 1 0
0 0 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
1 1 0 0 0 1 1 0 1 1 1 0
1 1 0 0 0 0 1 1 0 0 0 1
1 1 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1


,
F3 =


1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1 0 0 0 1
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
1 1 0 0 0 1 0 1 0 0 0 1
0 0 1 1 1 1 1 1 0 0 0 1
0 0 1 1 1 1 0 0 0 0 0 1
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1


, F4 =


1 0 0 0 0 0 1 1 1 1 1 1
1 0 0 0 0 0 1 0 1 1 1 0
0 0 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
1 1 0 0 0 1 1 0 1 1 1 0
0 0 1 1 1 1 1 1 0 0 0 1
0 0 1 1 1 1 0 0 0 0 0 1
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1


,
F5 =


0 1 1 1 1 1 0 0 0 0 0 0
0 1 1 1 1 1 0 1 0 0 0 1
1 1 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
0 0 1 1 1 0 0 1 0 0 0 1
1 1 0 0 0 0 0 0 1 1 1 0
1 1 0 0 0 0 1 1 1 1 1 0
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0


, F6 =


0 1 1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 0 1 1 1 0
1 1 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
0 0 1 1 1 0 1 0 1 1 1 0
1 1 0 0 0 0 0 0 1 1 1 0
1 1 0 0 0 0 1 1 1 1 1 0
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0


,
F7 =


0 1 1 1 1 1 0 0 0 0 0 0
0 1 1 1 1 1 0 1 0 0 0 1
1 1 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
0 0 1 1 1 0 0 1 0 0 0 1
0 0 1 1 1 1 0 0 1 1 1 0
0 0 1 1 1 1 1 1 1 1 1 0
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0


, F8 =


0 1 1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 0 1 1 1 0
1 1 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
0 0 1 1 1 0 1 0 1 1 1 0
0 0 1 1 1 1 0 0 1 1 1 0
0 0 1 1 1 1 1 1 1 1 1 0
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0


.
Note that F1 is the solution discussed in eqn. (35) in Section III-B5.
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APPENDIX IV
PROOFS FOR RESULTS IN SECTION V
A. Proof of Theorem 29
Since the X and Z operators trivially commute with themselves, it is clear that gXi g
X
j = g
X
j g
X
i and g
Z
i g
Z
j = g
Z
j g
Z
i for all
i, j ∈ {1, . . . , k}. This is written in commutation notation as[
gXi , g
X
j
]
, gXi g
X
j − gXj gXi = 0 ,
[
gZi , g
Z
j
]
, gZi g
Z
j − gZj gZi = 0,
where 0 is the zero operator, i.e. a matrix with all entries set to 0.
However, the X operator anti-commutes with the Z operator so that XZ = −ZX . So to check if gXi and gZj commute or
anti-commute we only have to count the number of indices t with git = 1 and gjt = 1, where gi = [gi1, . . . , gim] is the i-th
row of HC . Now observe that since C⊥ is a self-orthogonal code and gi ∈ C⊥, we have gi · gj = 0 ∀ i, j ∈ {1, . . . , k}. This
implies bij , |{t ∈ {1, . . . ,m} : git = 1, gjt = 1}| is even. Hence we see that for all i, j ∈ {1, . . . , k} we have
gXi g
Z
j = (−1)bijgZj gXi = gZj gXi ⇒
[
gXi , g
Z
j
]
= 0.
Thus we see that the above defined set of 2k operators commute with each other and clearly do not generate −IN .
B. Proof of Theorem 30
First we observe that since X is a bit-flip operator satisfying X |0〉 = |0 + 1〉 = |1〉 , X |1〉 = |1 + 1〉 = |0〉, the operator
gXi satisfies
gXi |u〉 =
∣∣∣u+ g
i
〉
for any vector u ∈ {0, 1}m, where g
i
∈ C⊥ is the row of HC used to define gXi in (45). Since c+ gi ∈ C⊥ for all c ∈ C⊥ we
have
gXi |ψv〉 =
1√|C⊥|
∑
c∈C⊥
gXi |c+ v〉 =
1√|C⊥|
∑
c∈C⊥
∣∣∣(c+ g
i
) + v
〉
=
1√|C⊥|
∑
c∈C⊥
|c+ v〉 = |ψv〉 .
Similarly, since Z is a phase-flip operator satisfying Z |0〉 = |0〉 , Z |1〉 = − |1〉, the operator gZi satisfies
gZi |u〉 = (−1)gi·u |u〉
for any vector u ∈ {0, 1}m. In each term of the superposition in the CSS state |ψv〉, we observe that c + v ∈ C. As gi is a
row of the parity-check matrix of C it automatically satisfies g
i
· (c+ v) = 0. Therefore we have
gZi |ψv〉 =
1√|C⊥|
∑
c∈C⊥
gZi |c+ v〉 =
1√|C⊥|
∑
c∈C⊥
(−1)gi·(c+v) |c+ v〉 = 1√|C⊥|
∑
c∈C⊥
|c+ v〉 = |ψv〉 .
Thus we have shown that all the 2k operators gXi , g
Z
i defined in (45) stabilize the states |ψv〉 ∈ Q. Also, the dimension of
the space V (S) stabilized by the group generated by {gXi , gZi ; i ∈ [k]} is 2m−2k, which is exactly the dimension of Q too.
Therefore V (S) = Q.
C. Proof of Lemma 31
Assume GXC/C⊥
(
GZC/C⊥
)T
= Im−2k . This implies hi · h′j = 1 if i = j and hi · h′j = 0 if i 6= j. Then using the property
(A⊗B)(C ⊗D) = AC ⊗BD of Kronecker products we have
X¯iZ¯j =
m⊗
t=1
XhitZh
′
it =
m⊗
t=1
(−1)hith′itZh′itXhit
= (−1)hi·h′j
m⊗
t=1
Zh
′
itXhit
=
{
−Z¯jX¯i if i = j,
Z¯jX¯i if i 6= j
.
Conversely, it is easy to see that the last equality above requires GXC/C⊥
(
GZC/C⊥
)T
= Im−2k.
30
D. Proof of Theorem 32
As observed in the proof of Theorem 30, we have X¯i |u〉 = |u+ hi〉 for any vector u ∈ {0, 1}m. Recall that the CSS state
for |x〉L is defined as
|ψx〉 , 1√|C⊥|
∑
c∈C⊥
∣∣c+ x ·GC/C⊥〉 = 1√|C⊥|
∑
c∈C⊥
∣∣∣∣∣∣c+
m−2k∑
j=1
xjhj
〉
.
Therefore we have
X¯i |ψx〉 = 1√|C⊥|
∑
c∈C⊥
X¯i
∣∣∣∣∣∣c+
m−2k∑
j=1
xjhj
〉
=
1√|C⊥|
∑
c∈C⊥
∣∣∣∣∣∣c+
m−2k∑
j=1,j 6=i
xjhj + (xi ⊕ 1)hi
〉
= |ψx′〉 .
Similarly we have Z¯i |u〉 = (−1)h′i·u |u〉. For convenience we rewrite the CSS state |ψx〉 as
|ψx〉 = 1√|C⊥|
∑
c∈C⊥
∣∣∣∣∣∣c+
m−2k∑
j=1
xjhj
〉
=
1√|C⊥|
∑
c∈C⊥
m−2k∏
j=1
X¯
xj
j |c〉
=
m−2k∏
j=1
X¯
xj
j
1√|C⊥|
∑
c∈C⊥
|c〉 .
Using the commutation relations above we have Z¯iX¯i = −X¯iZ¯i and Z¯iX¯j = X¯jZ¯i for j 6= i. Also, since h′i ∈ C it satisfies
h′i · c = 0 for all c ∈ C⊥. This implies
Z¯i |ψx〉 = Z¯i
m−2k∏
j=1
X¯
xj
j
1√|C⊥|
∑
c∈C⊥
|c〉
= (−1)xi
m−2k∏
j=1
X¯
xj
j
1√|C⊥|
∑
c∈C⊥
Z¯i |c〉
= (−1)xi
m−2k∏
j=1
X¯
xj
j
1√|C⊥|
∑
c∈C⊥
(−1)h′i·c |c〉
= (−1)xi
m−2k∏
j=1
X¯
xj
j
1√|C⊥|
∑
c∈C⊥
|c〉
= (−1)xi |ψx〉 .
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APPENDIX V
CIRCUIT IDENTITIES
Let ι ,
√−1. The definitions of the single-qubit gates (operators) appearing in the following table are:
X ,
[
0 1
1 0
]
, Z ,
[
1 0
0 −1
]
, Y , ιXZ =
[
0 −ι
ι 0
]
, H ,
1√
2
[
1 1
1 −1
]
, P ,
[
1 0
0 ι
]
.
(a1) Controlled-Z Gate (CZ) Controlled-NOT Gate (CNOT)
Z
≡
X
≡
(a2) Controlled-Z Gate (CZ) Controlled-NOT Gate (CNOT)
Z
≡
X
≡
(b)
=
H H
=
H H
(c)
X
=
X
Z
X
=
X
X
(d)
Z
=
Z Z
=
Z
(e)
Z
=
Z X
=
X
(f)
X
=
Z
X Z
=
Z
Z
(g)
X
X
=
Y
Y
X
Z
=
−Y
Y
(h) Hadamard Gate (H) Hadamard Gate (H)
HZ = H X HX = H Z
(i) Phase Gate (P ) Phase Gate (P )
PZ = P Z PX = P Y
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Calculating Conjugations
Formally, the controlled-NOT (CNOT) and controlled-Z (CZ) gates are defined as
CNOT1→2 , |0〉 〈0| ⊗ I + |1〉 〈1| ⊗X =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 ,
CZ12 , |0〉 〈0| ⊗ I + |1〉 〈1| ⊗ Z =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

 = I ⊗ |0〉 〈0|+ Z ⊗ |1〉 〈1| ,
where I is the 2× 2 identity matrix, the subscript “1→ 2” implies qubit 1 is the control and qubit 2 is the target. We see that
the CZ gate is symmetric about its inputs whereas the CNOT is not, i.e., “1→ 2” and “2→ 1” are distinct operators.
Let us see two (interesting) examples for calculating the transformation that these operators induce on their input under
conjugation.
1) Let the input to CNOT1→2 be X ⊗ Z . Then we have
CNOT1→2 (X ⊗ Z)CNOT†1→2 = (|0〉 〈0| ⊗ I + |1〉 〈1| ⊗X) (X ⊗ Z) (|0〉 〈0| ⊗ I + |1〉 〈1| ⊗X)
= (|0〉 〈1| ⊗ Z + |1〉 〈0| ⊗XZ) (|0〉 〈0| ⊗ I + |1〉 〈1| ⊗X)
= |0〉 〈1| ⊗ ZX + |1〉 〈0| ⊗XZ
= (|1〉 〈0| − |0〉 〈1|)⊗XZ
= −Y ⊗ Y.
2) Let the input to CZ12 be X ⊗X . Then we have
CZ12 (X ⊗X)CZ†12 = (|0〉 〈0| ⊗ I + |1〉 〈1| ⊗ Z) (X ⊗X) (|0〉 〈0| ⊗ I + |1〉 〈1| ⊗ Z)
= (|0〉 〈1| ⊗X + |1〉 〈0| ⊗ ZX) (|0〉 〈0| ⊗ I + |1〉 〈1| ⊗ Z)
= |0〉 〈1| ⊗XZ + |1〉 〈0| ⊗ ZX
= (|0〉 〈1| − |1〉 〈0|)⊗XZ
= Y ⊗ Y.
These are the two identities appearing in part (g) in the above table. The other identities can be derived in a similar fashion.
