In this work, we propose a parallel algorithm for image segmentation. Our method is an unsupervised image segmentation procedure, which is a combination of a graph based image segmentation algorithm and parallel Fiedler vector computation algorithm. In this work, whole image is handled as a weighted graph, whose vertices are the pixels. As the segmentation method, we use Fiedler vector, which is the eigenvector which corresponds to the second smallest eigenvalue of the graph Laplacian matrix. Laplacian matrices belonging to big images can be undesirably large, thus the Laplacian matrix of an M × N sized image has the size of (M × N ) × (M × N ). Parallelization is needed since the calculation of Fiedler vector with a serial algorithm is time consuming and the Laplacian matrix is large. The visual results of segmentation process is satisfactory and also scale-up for parallelization is well for at least 64 processors.
Introduction
Image segmentation is the name of the method that splits a digital image into two or more homogeneous parts which belong to the different objects on the image. By utilization of this process, the important parts of an object appearing in the image are selected and separated from the rest of the image for further processing. It is well known that the computation time of image processing can be decreased by using parallel computers.
There are many different approaches on image segmentation. Thresholding, histogram based, edge detection based, split-and-merge, region growing, mean shift, graph partitioning and watershed algorithms are commonly used image segmentation algorithms. Although this diversity appearing in serial case, parallel image segmentation algorithms do not vary that much. Furthermore, it is possible to say that the parallel image segmentation algorithms are mostly based on split-and-merge and watershed methods. Beside these, parallel mean shift approaches using graphics processing unit (GPU) also exist [1] . F. S. Cohen and D. B. Cooper introduced a parallel split-and-merge image segmentation algorithm using Random Markovian Fields [2] . Parallelization of watershed segmentation is encountered more frequent in the literature [3, 4, 5] . Above mentioned method requires connected component analysis. This step makes the parallelization process harder. In addition to this fact, the objects, which are distributed among the processors can not always be handled correctly. To achieve this problem, parallel graph based image segmentation algorithms also exist and they use the minimum spanning tree approach in order to partition a graph [6] . Instead of the methods mentioned above, our approach utilizes Fiedler vector for segmenting images. This is the key difference between our work and other related works.
The image segmentation algorithm that we have utilized in this work is based on the work of J. Shi and J. Malik named "Normalized Cuts and Image Segmentation" [7] which was published in 2000. In this paper, an image was handled as a weighted undirected rectangular graph whose vertices are the pixels of the image. Weights of the edges are calculated using the distances and the intensity values of the pixels. Then, the Laplacian matrix was formed using the weights and smallest eigenpairs of Laplacian matrix was extracted using parallel Fiedler computing algorithm which was proposed by M. Manguoglu in 2010 [8] . According to the corresponding work of him, Fiedler vector does return information about the algebraic connectivity of a graph. Thus, an efficient graph cut can be obtained using Fiedler vector.
The main contribution of our paper is the combinations of the works in [7] and [8] to exhibit a new parallel image segmentation algorithm. In [9] , one may investigate a similar approach which has been represented recently. However, our approach is different than [9] in the following: (i) we use TRACEMIN eigensolver for computing the eigenvalues of the Laplacian while [9] uses pARPACK, (ii) we always compute the second smallest (nontrivial) eigenvector and segment the image recursively -if needed, while [9] uses k eigenvectors to segment the image into k segments, and (iii) our algorithm computes only the interaction between nearby pixels of the image in the banded Laplacian matrix, while in [9] the dense matrix is computed first and then is sparsified (see Algorithm 1 in [9] ) There is no specific objective for maintaining bandedness.
The content of this paper is as follows. In Section 2, mathematical background of this method will be reviewed.
In Section 3, all the details about the application will be given. Then, in Section 4, we demonstrate the experimental results and finally discussions and concluding remarks about the method and the experiments will be given in the last section.
Mathematical Background

Graph Partitioning Method
Every digital image can be handled as a rectangular matrix. For simplicity, we desire to consider 256 level gray-tone images first. It can be assumed that all the pixels of an image are the vertices of a graph that to be partitioned. This graph is an undirected weighted graph and all vertices are correlated to each other. Thus, the graph of an image becomes also a fully connected graph.
Let G = (V, E) be a graph, where V is the set of vertices and E is the set of edges. G can be separated into two disjoint graphs. We shall call these graphs as G 1 and G 2 , so that
This fact is called a "graph cut". Using these brief informations, an optimal cut can be thought as the separation which minimizes the equation (1) .
In the above equation, n 1 and n 2 are the vertices of the subgraphs and w(n 1 , n 2 ) is the weight function between n 1 and n 2 vertices. Minimizing this value does not always give the best partitioning of the graph [10] . A normalized graph cut divides the graph under consideration into two disjoint subgraphs while ensuring that these subgraphs are highly correlated to each other. Before giving the formal definition of a normalized cut, the definition for the association of a subgraph should be given as in equation (2).
Then, the normalized cut is defined as follows,
Let us take the matrix W , which is the weight matrix of the graph, under consideration whose elements are defined as W ninj = w (n i , n j ). Then let D become the matrix consisting of row sums of W as its diagonal, D nj nj = Σ i w(n i , n j ). Let x be the vector with the same size of the graph vertices, denoted as:
All permutations of the entries of x vector corresponds to all relevant partitionings of G.
Shi and Malik proved that N cut minimization can be expressed as:
The real valued solution of the equation (5) is the solution of the generalized eigensystem
Here, (D − W ) is the Laplacian matrix. This system has an eigenvector y 0 = [1, 1, . . . , 1] and the eigenvalue corresponding to this eigenvector is λ 0 = 0 and this matrix is positive-semidefinite (∀i, λ i ≥ 0). The smallest non-zero eigenvalue of the system is called the Fiedler value. Thus, the Fiedler vector becomes the eigenvector corresponding to this Fiedler value, that is also called the algebraic connectivity of the graph. As a final remark in this section, the Laplacian matrix will be denoted as L in the further sec- 
using the TRACEMIN scheme for obtaining the Fiedler vector, where L denotes the weighted Laplacian. The basic TRACEMIN algorithm [11, 12] can be summarized as follows. Let X k be an approximation of the eigenvectors corresponding to the p smallest eigenvalues such that X
The updated approximation is obtained by solving the minimization problem
This, in turn, leads to the need for solving a saddle point problem, using TRACEMIN algorithm in each iteration, which of the form
Once ∆ k is obtained then (X k − ∆ k ) is used to obtain X k+1 which forms the section X T k+1 LX k+1 = Σ k+1 , where X T k+1 X k+1 = I. For a more detailed description of the relevant algorithm, the reader may see [8] .
L matrix, preconditioner and the vectors are distributed among the processes by block rows. Amount of the communication is determined by the sparsity structure of L and hence, a full L matrix will require significant communication which limits parallelism. Ideally, a diagonal L matrix will require no communication.
3 Implementation of the Algorithm
Constraints for the Sparse Laplacian Matrix
We use two constraints for obtaining sparse Laplacian matrices. The first constraint is over edge weights. Edge weights are inverse exponentially to the pixel distances. The belonging probability of an away pixel is less, if compared with a closer one. This means that the pixels have to affect the neighbour pixels much and the level of this effect changes according to the distance between the pixel and its neighbours. Table 1 , two example rows are given. The values in bold are the diagonal elements. One can observe that the response of a pixel with a 5 pixel distance is almost zero or close to zero. This brings the second constraint. We processed only the pixels within a distance of p parameter. Default p parameter is 7. As we attempt to process the whole image for each pixel, this process shall generate 360 GB data for an image with a resolution of 640 × 480 and the generated data shall consist of zeros mostly. Also, this gives a full matrix, which can not be effectively calculated using Fiedler algorithm. We handle a pixel within a square shaped stencil. The center pixel is the one being processed, and the edges of this square are p pixels far from the center in four directions. Only the pixels within this stencil is processed and all the others are assumed as zero. Only, a Laplacian matrix which is constructed by taking p values as 5 is given in Figure 1 as a different example from the other ones, whose having constructed using p value is equal to 7. This matrix has the size of 6536 × 6536 but only 737064 non-zero elements.
Weight Functions
In this paper, a simplified form of the weight function, which is proposed by Shi and Malik [7] , is considered. In this function I(n) is the intensity of the pixel n and x(n) is the position vector of the relevant pixel. Using these definitions, the weight function for a 256 gray-level image is 
Using the above equations, all entries of the weight matrix, W , are calculated with the help of the procedure mentioned before about the process how the matrix L is obtained using W matrix and then L is calculated. Shi and Malik had also defined similar weight functions for point sets (binary images), colored and textured images.
Coding and Running Environment
Fiedler vectors are computed using Fiedler library [8] which is implemented in Fortran and uses Message Passing Interface (MPI). The initialization process about getting the pixel values of the image under consideration is implemented in MATLAB 2008a with no optimization. The running environments are:
• Serial UNIX platform: Intel Core i7 930@2800 MHz, 12 GB RAM for MATLAB
• Parallel platform: Intel Xeon 5140@2330 MHz, 8 GB RAM and Infiniband Network for parallel work.
Parameters
The parameters are not determined for each individual image. Instead of this, each image is segmented with the same segmentation parameters. If an image is segmented with a different parameter from the default; it is declared explicitly in results.
1. p parameter specifies the size of the processing window, which will be used in generation of W matrix.
As we may see from the implementations p is the most dominant factor on performance and output quality. There is a tradeoff for choosing the p value as small or large. For smaller p values, the integrity of the segmented objects may not be obtained accurately but the eigenvalue problem is solved quicker and this problem requires a smaller amount of memory. We realized some implementations for p = 1, 3, 5, 7, 9 and determined the optimal value as p = 7. In section 4.2, the information is provided about how the parameter p is chosen and the segmentation results are shown for different p values.
2. o parameter specifies the number of eigenvalues considered in 'eigs' calculations. This parameter must be greater than 2. How smaller o parameter is, how quicker are the eigenpair calculations. But the second smallest eigenvalue of the Laplacian matrix can not be always non-zero depending on the number of connected components in the image. The o value is o = 10 in order not to pass the first non-zero eigenvalue. As 'o' increases, the number of the vectors also increase accordingly. Thus, this circumstance costs much more storage and computation. That is why we stopped at an optimum value of 'o'.
3. t specifies a threshold which separates zero eigenvalues from non-zero eigenvalues. Zero eigenvalues are calculated between ≈ 10 −14 and ≈ 10 −17 because of the accumulated truncation errors. First non-zero eigenvalues are usually between ≈ 10 −6 and ≈ 10 −7 . Default value is t = 10 −6 which is determined empirically. However, it has been observed that decreasing t value further has no significant effect over the quality of the results. 4 . N parameter specifies that how many times an image will be segmented recursively. After the segmentation process is terminated, maximum 2 N segmented images can be obtained.
Segmentation Database
The algorithm is tested with "Berkeley Segmentation Dataset" [13] , "MIT-CMU Frontal Face Images" [ http://vasc.ri.cmu.edu/idb/html/face/frontal images/ ], and our own dataset which consists of 18 human pose images.
Experimental Results
Visual Results
The segmentation results are evaluated visually. The following criteria are considered in order to define the results are as good or bad: Is the foreground object is accurately subtracted from the background? Is the contour lines preserved? Is the integrity of the foreground object broke-up or is there enough data to present the foreground object, i.e. for processes after segmentation.
The results given in Figure 2 are downsampled images with 194 × 129 resolution. The positive and negative parts of the image refer the pixels corresponding to the positive and negative elements of Fiedler vector respectively. The results are the outputs of the first stage segmentation. Every part is divided in three next stages. There are some bad segmented images, which have small fragmentary intensity areas. This can be prevented by increasing the resolution or decreasing the p parameter.
Figure 2. Segmentation Results
The image "Baseball game", which is used in [7] , is also segmented and the output is given in Figure 3 for second stages. The reader may compare it with the results given in Figure 4 in [7] . The running times given in graphics are only the Fiedler vector calculation times which is reported by Fiedler algorithm using MPI Wtime function of Message Passing Interface (MPI). The files, which are generated by a serial algorithm are also used as input files of the parallel algorithm. 8 image files are selected and downsampled to 25000 and 100000 pixels separately. The 25000 pixels images are prefixed with 'q-', 100000 pixels images are prefixed with 's-'. The matrices of images without downsampling are also generated and they are prefixed with 'z-'. These images have 100000 to 960000 pixels. The trials are repeated at least 16 times for each image, each size and each processor number. Figure 5 , Figure 6 and Figure 7 show the running times for problems with 25000 and 100000 pixels and unresized images respectively. Additional pixel information of the images are also included between parentheses in Figure  7 . 
Conclusion
We have proposed a parallel graph partitioning and an image segmentation algorithm. Firstly, it is worth to note that the graph based parallel image segmentation algorithms are not frequent in the literature. Fiedler vector approach for parallel image segmentation implementations have great advantages over classic approaches due to our algorithm does not require a rectangular 2D topology and it is efficient with any number of processors. Also, this method is easy to understand and implement. Furthermore, it is suitable for parallelism. These properties make our approach superior to similar methods.
As a future work we plan to create a complete image and data segmentation framework. In order to achieve this, Laplacian matrix generation routines have to be written entirely in C or Fortran using MPI to have the advantage of parallel processing.
