A broad overview of the purposes, issues, and challenges associated with classifying institutions of higher education is presented, drawing on the experience of The Carnegie Foundation for the Advancement of Teaching's widely used classification of colleges and universities in the United States. The Carnegie Classification serves as a convenient example to illustrate general issues and challenges related to classifying institutions of higher education. The presentation is organized around three fundamental questions that should be considered in the design of a classification system: (a) Why classify? (b) How to classify? and (c) What secondary uses and consequences can be anticipated? The article concludes with a short list of recommendations that may help inform a nascent classification effort.
This article provides a broad overview of the purposes, issues, and challenges associated with classifying institutions of higher education, drawing on the experience of The Carnegie Foundation for the Advancement of Teaching's widely used classification of colleges and universities in the United States. Readers should, of course, exercise caution in making judgments about the applicability of the Carnegie Classification experience to other national contexts. My purpose is to use the Carnegie Classification as a convenient example to illustrate general issues and challenges related to classifying institutions of higher education. While it is useful to consider these issues and challenges when contemplating the creation of a classification system, by no means should this article be interpreted as endorsing the adoption in other countries of a system designed for use in the United States. Indeed, as will become evident later on, even within the United States there are serious concerns about contemporary uses of the classification, which was developed in the context of specific analytic purposes and yet has been appropriated for a far wider set of purposes.
The presentation is organized around three fundamental questions that should be considered in the design of a classification system: (a) Why classify? (b) How to classify? and (c) What secondary uses and consequences can be anticipated? In elaborating on each question, I offer examples and cautions drawn from the history of the Carnegie Classification. I conclude with a short list of recommendations that may help inform a nascent classification effort.
Why classify?
The "why" question goes to purposes: What is the problem a classification is supposed to solve? What can be done with a classification that cannot be done now, or what will be done better with a classification?
Classifications of higher education institutions can serve a range of purposes. From a research standpoint, they can offer fresh insights into the structure and function of a nation's higher education system, for example by facilitating investigation into the flows of inputs and outputs. What types or sectors are best supported and least well supported by government? Which institutional types serve which types of students? Which institutional types produce the greatest social benefit with regard to knowledge production, talent development, national and regional economic development, training individuals to serve important social institutions such as schools and government, the formation of active and informed citizens, and other important purposes? Is there an imbalance with regard to the mix of types relative to social needs and national priorities? From a rational decision-making perspective, the answers to these questions can help guide the allocation of scarce resources. From a political perspective, however, a classification might be seen as merely providing political cover for controversial or contested decisions under the guise of scientific objectivity.
The Carnegie Classification was created with a specific purpose in mind. The Carnegie Commission on Higher Education was formed in 1967 by the Carnegie Foundation for the Advancement of Teaching with the aim of studying and making recommendations for U.S. higher education in the final decades of the 20th century. The Commission judged the simplistic typologies then in use-such as simple differentiation by control and degree level-to be ill-suited to its needs. The Commission thus set about developing a classification system that would better inform its research needs. The new classification was first used in a 1971 Commission publication titled New Students and New Places: Policies for the Future Growth and Development of Higher Education. There were no institutional listings. Rather, the new classification merely supplied the analytical categories for the report's aggregate analysis of the U.S. higher education system and its projected growth. It was not until two years later that it published the detailed list of institutions by category for use by "individuals and organizations that are engaged in research on higher education" (Carnegie Commission on Higher Education, 1973, p. vi) . This history calls attention to two important but largely forgotten details of the Carnegie Classification's history: (a) the classification was created, and later disseminated, as a research tool; and (b) the design of the classification reflected the particular research needs and interests of the organization that created it. The latter fact helps to explain, for example, why doctorate-granting universities were much more finely differentiated (four categories for 173 such institutions in the 1973 edition) than were two-year colleges (a single category for 1,063 institutions). Although the Carnegie Classification continues to be used in research, it has evolved into a generalpurpose taxonomy quite divorced from its original purposes and applied to a wide variety of uses for which it was not designed. I will return to this important point in the discussion of secondary uses and consequences. A key lesson to be derived from this history is that a classification's uses and broader understandings of its purposes can diverge appreciably from how it was originally conceived. While not necessarily a bad thing, this should serve as a cautionary tale for the prospective classifier, and it calls attention to the importance of anticipating unintended uses and effects.
How to classify?
Institutions of higher education are inherently complex organizations performing a wide range of functions. Yet the task of classification is one of simplification-of reducing cognitive burden by identifying the most salient differentiating characteristics, given particular purposes. A well-designed classification system provides categories of roughly similar entities, such that any member of a given category resembles the other members more than it does any member of a different category. That is, the categories are relatively homogeneous, and they are also distinct from one another. Here the classifier faces a trade-off. McCormick and Zhao (2005) articulate it as balancing precision and parsimony:
As categories are defined more precisely, the number of categories increases, as does homogeneity within them, while the size of the group within each category declines. Favoring parsimony yields more manageable and more easily comprehended classifications made up of fewer categories but with more members and more variation within the categories (pp. 53-54).
Increasing the number of categories improves homogeneity within categories, but as the number of categories increases, so does the complexity of the classification, undermining the original goal of simplification. When the Carnegie Foundation expanded its classification system in 2005, it arguably sacrificed simplicity so as to acknowledge both (a) the evolution of the classification into a generalpurpose taxonomy, and (b) a belief that reducing the complexity of U.S. higher education to a single set of categories and associated labels represented excessive and potentially pernicious simplification. (The new classifications were designed to enable users to simplify a given classification by aggregating related categories, but it is unclear whether this new flexibility has been recognized or embraced by many users).
Defining an institution
In approaching the task of classification, the first operational challenge one confronts is how to define a classification entity. What counts as a university for the purposes of classification? This judgment involves both simple eligibility decisions (e.g., accreditation, degree offerings, or governmental authorization and recognition) and more challenging decisions with regard to the geographic range of a university's operations. Decision must be made with regard to satellite campuses, including operations in other countries, as well as online offerings. Are all of these disparate operations considered part of the university for classification purposes? Should their attributes -students, faculty, finances, etc. -figure in classification decisions? In the case of the Carnegie Classification, a simplifying decision was made to adopt the existing institutional definitions established in U.S. government data systems (initially the identifiers created by the Federal Interagency Committee on Education, and later the U.S. Department of Education's Integrated Postsecondary Education Data System [IPEDS]). While neither system was perfect, their centrality in the U.S. data infrastructure facilitated the use of existing national data in constructing the classification, as well as the ability of researchers to use the classifications in combination with other data.
Choosing the methodology
Another critical decision involves the classification methodology. Scholars of typology and classification draw a distinction between idiographic and nomothetic techniques (see Bailey, 1994) . Idiographic techniques use a priori criteria for assigning entities to categories (as in the case of the Carnegie Classification), while nomothetic methods take an inductive approach, using statistical techniques such as cluster analysis to group entities according to underlying patterns in the data (for an example in higher education, see Brint, Riddle, and Hanneman [2006] ). Both approaches involve judgments on the part of the classification researcher, with the most important ones involving the selection of the underlying attributes that will be used to create the classification. Idiographic approaches have the advantage of being relatively straightforward and easily understood, but at the cost of creating groupings that may make intuitive sense (e.g., reproducing conventional understandings), but that lack much empirical justification. Nomothetic methods, on the other hand, capture empirical patterns of similarity and dissimilarity revealed in the data, but at the risk of opacity: there is typically no simple way to explain why a particular entity is assigned to a given category. Another shortcoming is the requirement to use the same underlying data to classify all entities, which may lead to excessive simplification in the selection of attributes that will inform the classification. This shortcoming could be ameliorated by partitioning the universe of entities into subsets (for example, public, private not-for-profit, and private for-profit institutions; or institutions that only offer undergraduate education, those that only offer graduate education, and those that do both), and using different groups of variables used to categorize each of the subsets. This amounts to a hybrid approach, in that the a priori partitioning follows an idiographic logic, and nomothetic methods are subsequently applied within the subsets.
Nomothetic approaches may be more suited to pure research, while idiographic approaches may be more desirable in an applied setting if comprehensibility and transparency of classification decisions are particularly important. Because this paper focuses on the experience of the Carnegie Classification, the discussion below focuses on the idiographic approach. However, the broader points about selection of characteristics (variables) to be used for classification apply equally to nomothetic classification methods.
Selecting data elements
Specifying the purposes of a classification is the first step in identifying the specific data elements that will be used to assign institutions to categories, because it suggests something about the information needed to assess similarities and differences. In describing the Carnegie Commission's first classification, Clark Kerr wrote that the Commission "sought to identify categories of colleges and universities that would be relatively homogeneous with respect to the functions of the institutions as well as with respect to characteristics of students and faculty members" (Carnegie Commission on Higher Education, 1973, p. v). The focus on institutional "function" is why the Carnegie Classification is typically thought of as differentiating U.S. colleges and universities with respect to institutional mission. When the classification was expanded from the single classification to a set of parallel classifications in 2005, the Carnegie Foundation specified three questions that would undergird the new classifications: What is taught, to whom, and in what setting (McCormick, 2005 ). The new classifications, then, paid particular attention to the teaching function, responding in part to criticism that Carnegie's traditional classification paid insufficient attention to teaching, and indeed that it prioritized research over teaching.
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In considering data sources, it may be useful to think of three broad domains: inputs, processes, and outputs. Inputs are the raw materials that the university operates with, such as the physical plant and facilities (buildings, library holdings, etc.); financial resources in the form of government support, corporate and foundation support, revenue from student fees, and charitable contributions; and human resources (including students, faculty, administrative staff, and support staff). Processes are the operations by which inputs are transformed into outputs: instruction, research activity, training of staff, economic development and outreach activities, and so on. Outputs are the products: graduates; and artifacts of research and creative activity such as scholarly articles, books, reports, patents, and creative works in the fine and performing arts. Outputs may also include more diffuse and less easily measured or attributed consequences of university activity, such as employment, overall health of the local or regional economy, public health, civic participation, and more.
Some of these-especially inputs-are routinely tracked and documented by institutions or governmental agencies, and they may be the most readily available. Many processes and outputs are more difficult to measure. Some may not be measured at all, and others may not be measured in a way that permits their attribution to a particular institution (for example, if a region is served by two, three, or four universities, how should each institution's contribution to economic development or civic vitality be assessed?).
Although it is beyond the scope of this paper, each of the categories of information examined above can be measured in many different ways, and these choices must reflect the purpose of the classification. Consider some simple examples. Few would disagree that students represent an important input in higher education. But what about students should be taken into account? Should a classification differentiate with respect to the various degrees or qualifications that they might be pursuing, or is it sufficient to simply include the total number of students? Should student characteristics, such as their academic ability or their demographic characteristics (gender, race/ethnicity, and social class), be taken into account? If a university's contribution to educational opportunity and equity is deemed to be important for classification purposes, the composition of the student body (as well as that of those who graduate) would be an important criterion. With regard to the outputs of scholarly activity, should all outputs count equally, or should impact in the form of journal quality or citation counts be taken into account?
In addition to inputs, processes, and outputs, certain structural features may be relevant to a given classification, such as public or private control, religious affiliation, presence of a medical school, and so on.
The discussion thus far has been limited to objective measurements. But more subjective information is also potentially available to the classifier. One such example is information bearing on institutional identity, such as mission statements or perceptions of identity expressed by institutional constituents (students, faculty, leaders, trustees, alumni, etc.). Unless perceptions of identity are central to a classification's purpose, however, they should be used with caution because they may be at odds with actual behavior. One aspect of the Carnegie Classification that is seen by many as a strength is its reliance on objective measures such as degree conferrals. In this regard, the Carnegie Classification has always differentiated institutions with regard to their enacted mission-that revealed in their behavior-as opposed to their espoused mission.
More broadly, it may be important to consider whether a preference for objective measures introduces a systematic bias into the classification. Some important aspects of university activity are simply less amenable to measurement (for example, the development of so-called "soft skills" that are increasingly seen as important outcomes of education). What are the consequences of overlooking that which cannot be reliably measured? This goes to the use and interpretation of the classification and will be taken up in the discussion of secondary consequences below.
The wide variety of measures that could be included in a classification again emphasizes the importance of articulating the purposes of classification, and how clearly stated purposes can help to frame the selection of specific attributes to include in a classification.
Limitations of chosen data elements
Having selected a set of potential data elements, it is important to investigate their limitations and the impact of these limitations on the validity and utility of the classification. Differential availability of information on inputs, processes, and outputs can have important consequences. Because some attributes are more easily measured, care must be taken that their use does not bias the results. Consider an example from the Carnegie Classification: for several years, the Carnegie Foundation estimated an institution's research activity using a National Science Foundation data collection that reported on the fiscal obligations of selected federal agencies to colleges and universities. This had the advantage of objectivity-the data were reported by the agencies rather than the institutions themselves-but it also had consequences for the types of research activity that were detected. The limitation to federal expenditures biased the measure in favor of the sciences (especially life sciences). Regarding the bias in favor of the life sciences, a common objection was that the coveted "Research I" category was difficult to attain for institutions that lacked a medical school. Another limitation of the exclusive reliance on federal support was that research funding in fields where research is largely underwritten by private foundations was not measured. To the extent that institutions differ in their research emphasis, this measure favored some over others. But it also had the effect of communicating, quite literally, that only certain types of research "count."
A more fundamental problem with using funding as a proxy for research activity involves the assumption that dollars spent on research can stand for research itself. This has the effect of attaching greater weight to fields where research is simply more costly (consider, for example, the costs of scholarly activity in high-energy physics relative to linguistics or philosophy, and the consequence of relying on funding as the activity measure).
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Operational considerations
In closing the discussion of how to classify, it may be helpful to consider some specific operational challenges, drawing on the experience of the Carnegie Classification. Several of these involve responding to special cases or requests for exceptional handling.
If a classification relies largely on self-reported data (as in the case of the Carnegie Classification), there may be concerns about inaccurate or inconsistent data reporting. One approach to improving the quality of self-reported data would be to implement an audit procedure, wherein a subset of institutions are sampled and asked to supply supporting evidence for selected data elements. A practical decision rule may also be required for responding to requests by institutions to amend their officially reported data due to reporting errors revealed by the classification.
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An important decision to be made involves when to update a classification. Updates will be necessary for two reasons: the institutional universe will change due to openings, closures, and mergers of institutions; and institutions themselves may undergo programmatic or operational changes that bear on their classification. If the classification is only updated rarely, a policy regarding case-by-case adjustments may be needed. Case-by-case updates may keep the classifications of particular institutions current, but they may undermine the comparability of classifications as the time frame for classification is no longer consistent across institutions.
As an idiographic classification derived from objective measures, each category of the classification is defined by explicit criteria that refer to underlying measures (for example, the proportion of undergraduate majors in traditional arts and sciences fields). In most cases there will be institutions that are very close to the line that separates categories, but on opposite sides. 6 This leads to clear violations of the previously expressed objective that any member of a given category resemble the other members more than it does any member of a different category. That is, with respect to this attribute, two institutions close to but on opposite sides of the line will resemble one another more than they will the typical member of their assigned category. If classifications are periodically updated, institutions close to a border may exhibit instability in their classification due to small fluctuations in this measure. One approach to these problems is to simply disclose cases where an institution is close to a category border, as the Carnegie Foundation does in the institution display on its Web site. Another possibility is to define a zone around a category boundary and exercise flexibility in classifying these cases (for instance, by recourse to expert judgment, or by inviting the affected institutions to assist in their proper placement).
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As a result of the decision to use existing objective data about institutions-enrollments, degree conferrals, measures of research activity, etc.-the Carnegie Classification is inherently retrospective, describing institutions as they were at the time of data collection. For new or rapidly changing institutions, this can lead to classifications that may not keep pace with the contemporary reality of these institutions. For example, new programs that are in operation but that have not yet produced graduates would not be reflected in data on degree conferrals, rapidly growing programs would be underemphasized by relying on 4 These shortcomings were addressed in the 2005 revision of the classification, when the 4 Foundation adopted a multi-measure index of research activity that (a) incorporated other proxy measures for research activity beyond funding, (b) used a different source of research expenditures data that was not limited to federal agencies (though this necessitated a shift to institutionally reported data), and (c) disaggregated research expenditures with regard to focus on science and engineering versus other fields. For more information, refer to technical documentation for the Basic classification available at classifications.carnegiefoundation.org.
5
Positive responses to such requests may enhance accuracy of classifications, but at the cost of reproducibility using the official sources. In these cases, careful documentation and disclosure of these decisions is important. 6 This is almost inevitable when a continuous variable is used to make categorical assignments. The only exception would be if the distribution exhibited a "natural" gap, such that no cases are close to the dividing line.
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To some degree, this only displaces the problem: some institutions will be close to but on opposite sides of the new lines defining this zone of flexibility.
the degree record, and programs that have recently been closed would still be included in the degree record. Similarly, some institutions may experience an unusual fluctuation-a spike or dip in a normally stable characteristic-that may cause an inappropriate or misleading classification decision. Smaller institutions and smaller programs within institutions are typically more subject to such instability problems.
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A related problem arises when the criteria result in a classification that is at odds with an institution's professed identity. In the Carnegie Classification, this has arisen for institutions that both identify and promote themselves as liberal arts colleges, despite the presence of graduate programs of sufficient size to lead to a different classification. It has also arisen for institutions that offer a relatively specialized educational program (for example, institutions specializing in engineering), that would normally be classified among "special focus" institutions. But to the degree that these institutions also identify as research universities, their leadership objected to them being classified apart from other research universities, and indeed perceived it as placing them at a disadvantage by separating them from their peer institutions. Each of the examples described above led institutional leaders to appeal a classification decision, in essence asking to be classified outside of the formal criteria. In almost every case, their objection was not about the classification per se, but how it is interpreted and used by other individuals and organizations. These requests for exceptional consideration must be handled with great care, respecting the underlying "truth" of the situation while avoiding the slippery slope of subjective and unwarranted reclassification decisions, as well as the perception that certain groups of institutions are entitled to special treatment.
What secondary uses and consequences can be anticipated?
As noted earlier in this article, the Carnegie Classification was developed as a research tool for the specific needs of the Carnegie Commission on Higher Education, but it quickly evolved into a general-purpose classification that was adopted for uses that sometimes bore important consequences for institutions. Part of the reach and wide adoption of the classification was no doubt due to its provenance, having been developed by an independent, legitimate, and widely respected authority on higher education. Another likely factor was face validity. The groupings made intuitive sense (they also closely paralleled the structure of the 1960 California Master Plan for Higher Education). The best-known universities were grouped together, as were the most selective liberal arts colleges (McCormick & Zhao, 2005) .
In The Rise of American Research Universities Hugh Davis Graham and Nancy Diamond (1997) , write that "the Carnegie system was designed to pull the attention of policy makers away from the nation's research institutions, and to emphasize instead the variety and social importance of the vast majority of institutions that were not research oriented" (p. 53). In its first publication to use the classification system, the Carnegie Commission on Higher Education (1971) wrote, " [we] find no need whatsoever in the foreseeable future for any more research-type universities granting the PhD" (p. 5) and its recommendations included "preserving and even increasing the diversity of institutions of higher education by type and by program [and] resisting homogenization." (p. 8). Yet historian John Thelin (2004) writes that the classification "set off a competitive rush by institutions to meet the operational criteria" to climb the hierarchy (p. 320).
Thus a particular irony of the Carnegie Classification is the extent to which it engendered (or perhaps more precisely, facilitated) institutional ambitions to "move up" the status hierarchy of U.S. higher education, particularly among the four categories of doctorate-granting institutions (which were unhelpfully labeled Research Universities I and II followed by Doctoral-granting Universities I and II, with the Research I category including the nation's most prestigious and well regarded research universities). The classification was interpreted as both signal and roadmap for ambitious institutions and their leaders. This effect persists to this day. For example, following the 2010 update of the Basic classification, North Dakota State University issued a press release proclaiming, "NDSU reaches top national rank from Carnegie 8 Prior to 2005, the Carnegie Classification used a three-year average to smooth out year-to-year fluctuations in some variables, but this procedure increased the classification's insensitivity to change by incorporating older data. In 2005 the Carnegie Foundation opted to use the most recent year's data for all data elements. When institutions asserted that the selected year represented an anomaly, they were offered the option to have their classification based on a three-year average as in prior versions of the classification.
Commission on Higher Education" and listing the Ivy League and prestigious public universities whose ranks it had presumably joined by virtue of its new classification.
The status-seeking effect was not limited to doctorate-granting universities, as public comprehensive (master's granting) universities sought to break into the doctoral ranks, and the classification's published criteria again showed exactly what would be required. The desire to move up the hierarchy was no doubt reinforced by state funding formulas that either made use of the Carnegie categories or that relied on a derivative classification model. An institution's classification in the desired categories was also seen as important to its ability to compete for research grants and to recruit desirable faculty and senior administrators.
Anecdotal reports reached the Carnegie Foundation indicating that the classification was even affecting internal funding decisions, wherein funds were reallocated away from departments whose research funding was not included in the data source used in the classification's published criteria in favor of departments whose research would "count" (see foregoing discussion of data limitations). This is a classic example of "gaming," that is, a strategic response oriented to the specific measures used and not to the underlying attributes and processes those measures are intended to represent. While gaming is frequently observed (and condemned) in the context of rankings, classifications can produce similar responses if benefits accrue to certain categories, but not others.
Other consequential uses included grant programs that explicitly tied eligibility to certain classification categories, and the use of the classification by US News & World Report to define the comparison groups used in its annual rankings (McCormick, 2007) . In the latter case, this could mean the difference between a relatively high ranking as a "regional" university (one of the labels used by US News for the repurposed classification), or a much lower ranking among "national" universities. In other instances it could mean the difference between being ranked among "national" liberal arts colleges or regional universities. It could even determine whether an institution is included at all, as US News excludes institutions in Carnegie's "Special Focus Institutions" and "Tribal Colleges" categories. In these cases, the use of the classification in the annual rankings affects the institution's visibility to prospective students, with obvious consequences for student recruitment-and potentially, survival. In a less consequential but nonetheless telling example of the classification's wide use, some higher education organizations even based their dues structure on an institution's Carnegie Classification.
As the Carnegie Classification came to be seen as "the" way to think about institutional mission, identity, and differentiation, the categories came to be reified as institutional characteristics unto themselves. This in turn seemed to limit recognition of the many other ways in which institutions resembled or differed from one another. Concern was also expressed that activities that were not explicitly recognized in the classification criteria were seen as lacking in importance or legitimacy. All of these factors were behind the Carnegie Foundation's decision to adopt a multidimensional classification framework, as well as the introduction of a new "elective" (voluntary) classification with respect to community engagement. 9 The point of this discussion is clear. The impact of a classification framework can reach far beyond its original purposes, and it would be wise to anticipate these consequences in the initial design.
Discussion and recommendations
The key lesson from the Carnegie Classification is that a classification framework can have consequences that bear little or no relationship to its formal purposes, and which may indeed even run counter to its original intent.
10 And it may not be possible to get the genie back into the bottle. Although the term "Research I" has not formally been part of the Carnegie Classification for more than a decade, it is firmly established in the lingua franca of U.S. higher education. At my own institution, I frequently hear invocations of the abbreviation "R1" to signify the most research-intensive universities.
Classification can be valuable for research and it can also have valid policy uses, but the use of a classification in formal policy increases the risk that it will confer differential benefits, and consequently that institutional leaders will engage in strategic action to advance the interests of their institutions. Thus my aim in elaborating the limits of classification is to encourage readers to consider the risks in addition to the potential benefits of a classification system. I conclude with a brief set of recommendations based on the experience of the Carnegie Classification.
1. Proceed with caution. Recognize that classification involves more than a set of technical challenges. 2. Think hard about the purposes of a classification system, and whether classification is the only or the best way to achieve those ends. 3. Keep it simple. Differentiate only as much as is needed to achieve the classification's purposes.
Elaborations can be added later. 4. The call for simplicity is counterbalanced by the possible advantages of explicitly acknowledging multiple dimensions of similarity and difference. Higher education is a complex social institution, and there may be some benefit in building a classification system that discourages reductionism and the reification of categories. 5. Anticipate inferences and interpretations. Don't produce a list of winners and losers. Labels and order of presentation matter. Provide clear guidance about what the categories represent. The anticipation of inferences and interpretations pertains not only to the variables used to define the classification, but also to what's not included. 6. Recognize that if clear benefits accrue to members of certain categories, institutions will respond to the incentive to qualify for the privileged category.
As stated above, classification can have valid policy uses, but its incorporation into formal policy in a way that advantages certain categories and disadvantages others (or indeed, any use that has that effect) risks inducing strategic responses that can undermine the classification's purpose as a neutral and objective tool. This is a manifestation of what has come to be referred to as Campbell's Law, after the late Donald T. Campbell (1979) : "The more any quantitative social indicator is used for social decision-making, the more subject it will be to corruption pressures and the more apt it will be to distort and corrupt the social processes it is intended to monitor" (p. 85).
Earlier in this article, in distinguishing between nomothetic and idiographic classification techniques, I suggested that "idiographic approaches may be more desirable in an applied setting if comprehensibility and transparency of classification decisions are particularly important." But if a classification's use and interpretation risk inducing a gaming response, then transparency of classification decisions may in fact be undesirable. In this circumstance, the more opaque nomothetic approach may prove more resistant to gaming, because it does not establish the clear and unambiguous targets that can facilitate gaming. Even if the variables used in a nomothetic classification are known, each entity's category assignment results from the combination of all variables used to produce the classification. Thus the specific actions required to influence the result are far from obvious.
The task of classifying higher education institutions may seem simple. But each stage of the classification process-design, execution, and maintenance-involves important, often difficult decisions that can have enduring consequences. 
