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Efficient algorithms are developed for finding a minimum cardinality connected dominating 
set and a minimum cardinality Steiner tree in permutation graphs. This contrasts with the 
known NP-completeness of both problems on comparability graphs in general. 
1. Introduction 
A dominating set of vertices in a graph G = (V, E) is a set S for which every 
vertex of V - S has a neighbour in S. A dominating set is independent if the 
subgraph induced on S has no edges, total if the subgraph induced on S has no 
isolated vertices, and connected if the subgraph induced on S is connected. The 
size of a minimum cardinality dominating set in a graph is called the domination 
number; analogously, one defines the graph’s independent domination number, 
total domination number, and connected domination number. 
Finding minimum cardinality dominating sets of these various types has 
attracted much attention. In the following table, we summarize the current status 
of these four domination problems. Note that many of the results are implied by 
the inclusions: 
(1) {bipartite graphs} c {comparability graphs}, 
(2) {split graphs} c {chordal graphs}, 
(3) {interval graphs} c {directed path graphs} E {undirected path graphs} E 
{chordal graphs}, 
(4) {interval graphs} E {strongly chordal graphs} E chordal graphs}, 
(5) {cographs} E {permutation graphs} E {comparability graphs}. 
Connected domination involves finding a smallest connected subgraph which 
dominates the remainder of the vertices. This bears some similarity to the Steiner 
tree problem, a central problem in network analysis and design. Given a graph 
G = (V, E), we identify a set T c V of target vertices. Then a Steiner tree for T in 
G is a set S c V - T of vertices, such that S U T induces a connected subgraph. A 
minimum cardinality Steiner tree is a set S of smallest cardinality; we call the 
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Table 1. Complexity of domination problems 
Graphs Domination Independent Connected Total 
Cdmparability 
Split 
Chordal 
Strongly chordal 
Interval 
Directed path 
Undirected path 
Series-parallel 
Cographs 
Permutation 
NP-c [8] 
NP-c [8] 
NP-c [l] 
NP-c [l] 
P UOI 
P [lOI 
P PI 
NP-c [2] 
P iI41 
P illI 
P WI 
NP-c [5] 
NP-c [5] 
P [91 
P [91 
P [91 
P [91 
P I91 
P I91 
P 1181 
P illI 
P illI 
NP-c [17] 
NP-c [17] 
NP-c [15] 
NP-c [15] 
P [251 
P I251 
P 1251 
P [51 
this paper 
NP-c [17] 
NP-c (171 
NP-c [15] 
NP-c [16] 
NP-c [16] 
P iI81 
P [231 
P I61 
problem of finding such a set CARDST to distinguish it from the usual 
edge-weighted Steiner tree problem widely studied in the networks and graph 
theory literature. White, Farber, and Pulleyblank [25] observe that whenever the 
complexities of CARDST and connected domination are currently known, they 
are the same. In fact, CARDST is NP-complete for bipartite and comparability 
graphs [12], split and chordal graphs [25], but can be solved efficiently for strongly 
chordal graphs [25] and series-parallel graphs [7,20,24]. 
In this paper, we examine the connected domination and CARDST problems 
on permutation graphs, and develop efficient algorithms for each. The solutions 
are remarkably similar; however, we develop different methods in the two cases, 
exploiting the structure of minimum cardinality connected dominating sets. It is 
perhaps important to note that the solution for connected domination given here 
differs considerably from the Farber-Keil approach used in other domination 
problems on permutation graphs. 
The definition of the various families referred to are standard, and can be 
found in many of the references; we repeat the necessary ones here. A 
permutation graph is a graph for which there is a labeling {vi, . . . , v,} of the 
vertices and a permutation n of (1, . . . , n} for which (i - j)(n(i) - n(j)) < 0 if 
and only if (vi, vi) is an edge. All permutation graphs have a transitive 
orientation, and hence are comparability graphs; in fact, a graph is a permutation 
graph if and only if both the graph and its complement are comparability graphs 
[19]. A subclass of permutation graphs which has been studied extensively is the 
class of cographs. A graph is a cogruph if and only if it has no induced subgraph 
which is a 4-vertex path. Many equivalent characterizations are known [4,22]. 
2. Connected domination 
In this section, we develop a simple algorithm for finding a minimum 
cardinality connected dominating set (MCCDS) in a connected permutation 
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graph. Connected domination is NP-complete for comparability graphs. How- 
ever, it is not hard to see that connected domination has a trivial solution for 
cographs [5]. In fact, a cograph which does not have a single dominating vertex 
must have a pair of adjacent vertices which forms a dominating set; otherwise, a 
four vertex path would be induced. This is of interest here, since {cographs} c
{permutation graphs} E {comparability graphs}. 
The algorithm for finding a MCCDS in a permutation graph employs a 
geometric representation. Consider two columns, each consisting of the integers 
(1,. . . 9 n} in order, and a permutation n. A line connects i in the left column 
with n(i) in the right. A permutation graph is obtained by taking the n lines as 
vertices; edges exist between crossing lines. 
Each line e has endpoints in the left and right columns; left(e) and right(e) 
denote the indices of these endpoints. Then the left-span of a set L = 
{e,, . . . , ek} of lines is a set LEFT(L) = {i 1 i 2 min(left(e) \ e EL) and 
i S max(left(e) ( e E L)}. The right-span of L, RIGHT(L) is defined analogously. 
The pair (LEFT(L), RIGHT(L)) is the span of L. Two spans (L, R) and (L’, I?‘) 
are said to intersect if one of the following holds: 
(1) L f-l L’ #0, 
(2) RflR’Z0, or 
(3) max(L’) > max(L) and min(R’) < min(R). 
Two sets of lines L1 and L2 are said to intersect if their spans intersect. A set of 
lines is connected if there is no nontrivial partition into two non-intersecting sets 
of lines. 
Given any permutation graph, Spinrad’s algorithm will produce this geometric 
representation in O(n*) time [21], an improvement on the earlier O(n’) algorithm 
[19]. Hence, it suffices to determine dominating sets in this geometric setting. 
Lemma 2.1. A connected dominating set is a connected set of lines L such that 
every line not in L intersects some line in L. 
Proof. A connected dominating set induces a connected subgraph, and therefore 
the set of lines in the dominating set must be connected. Moreover, any line not 
in the dominating set which does not intersect a line in the dominating set is not 
dominated in the corresponding permutation graph. 0 
The structure of MCCDS is somewhat special; we explore this in a sequence of 
preliminary lemmas. 
Lemma 2.2. Let M be an MCCDS. Then M contains no three lines all intersecting. 
Proof. Let e i, e 2, and e3 be the three lines, with left(ei) <left(e,) < left(e,). 
Since all three cross, right(el) > right(ez) > right(e,). But then any line crossing e2 
must cross either e, or e3 as well. Then M - e2 is a connected dominating set of 
smaller cardinality than M. Cl 
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Lemma 2.3. Let M be an MCCDS. Then there is an MCCDS of the same 
cardinal@ in which there are no four lines which induce a four-vertex cycle. 
Proof. Suppose there are four lines which induce a four-vertex cycle. Geometri- 
cally, they appear as two nonintersecting pairs e, and e2, fi and f2. with each ei 
crossing each fi. This is illustrated here: 
Suppose that M contains more than just these four lines. Then it must contain a 
fifth line h that intersects one of these four; without loss of generality, we may 
assume this is e,. Then h cannot cross fi or f2 by Lemma 2.2. Thus h, fi, and f2 
form three ‘parallel’ lines all intersecting e,, and the middle of the three is 
redundant, contradicting the minimality of M. Thus M just contains the four lines 
shown. In order for e, to be required, some line h not in M intersects e, but none 
of the other three. But then replacing fi by h yields a connected dominating set of 
the same cardinality which does not contain a 4-cycle. Cl 
Since induced subgraphs of permutation graphs are themselves permutation 
graphs, and since permutation graphs have no induced cycles of lengths five and 
greater [13], Lemmas 2.2 and 2.3 establish that a MCCDS induces a tree. In fact, 
we can establish an even stronger result: 
Theorem 2.4. An MCCDS in a permutation graph induces a path. 
Proof. In view of Lemmas 2.2 and 2.3 we need only exclude stars on three edges. 
Such a star, geometrically, is a triple of three pairwise nonintersecting lines ei, e2, 
and e3 and a fourth line f crossing all three. Supposing that left(e,) < left(e,) < 
left(e3), it is immediate that e2 can be removed from the set. Cl 
The algorithmic importance of Theorem 2.4 is that, in order to find a MCCDS 
in a permutation graph, we need only find the minimum cardinality dominating 
induced path. An algorithm to do this for a connected permutation graph is quite 
straightforward, and is outlined here. A line e for which there is no line f having 
both left(f) < left(e) and right(f) < right(e) is termed initial. Notice that the 
Permutation graphs: Connected omination and Steiner trees 183 
MCCDS need not contain any of the initial lines, but if it does not, it must then 
contain, for each initial line, some line which crosses it. 
{locate set Z of initial lines} 
let 1 be the line with left(Z) = 1 
let r be the line with right(r) = 1 
I = (1, r} 
minr = right(Z) 
for i = 1 to left(r) do 
let q be the line with left(q) = i 
if right(q) < minr then 
z=zu {q} 
minr = right(q) 
{I now contains all initial lines) 
minsize = n {all n lines form a connected dominating set} 
for each line e in turn do 
{try e as the first ‘left’ line of the path, i.e. the line with lowest left( ) in the 
path) 
ifeel 
then 
LO = (1, . . . , left(e)} 
RI = (1, . . . , right(e)} 
L1=Ro=O 
i=l 
else 
let f be the initial line not crossing e for which 
right(f) is minimum 
let g be the line crossing both e and f for which 
left(g) is maximum; if no such line exists or left(g) < left(e), 
abandon e as a possible first line 
L, = L, = {left(e) + 1, . . . , left(g)} 
RI = R, = {right(g) + 1, . . . , right(e)} 
i=2 
{now the first two lines are e and g, in that order} 
endif 
{expand two possible paths in parallel; the two paths arise from a ‘left-right- 
left- - . -’ and a ‘right-left-right- - - *’ alternation} 
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done = false 
while not done 
if either every line I has left(l) < max(L,_r) or right(l) < max(&) 
or every line 1 has left(l) < max(L,) or right(f) < max(Ri_l) 
then 
done = true 
minsize = min(i, minsize) 
else 
i=i+1 
maxleft = max{j 1 some I has left(l) = j and right(l) E R,_i} 
(undefined when R,_l = $) 
Li = {max(Li_,) + 1, . . . , maxleft} 
(empty when Li_-2 = 0 or maxleft undefined) 
maxright = max{j 1 some 1 has right(f) =j and left(l) E L,_l} 
(undefined when Li_l = 0) 
Ri = {mm(Ri_z) + 1, . . . , maxright} 
endif 
endwhile 
endfor 
{result is minsize} 
Minsize gives the connected domination number; this’ follows directly from 
Theorem 2.4 and the observation that minsize is the length of a shortest 
dominating path. It is a simple matter to retain the lines themselves and produce 
the MCCDS. 
This algorithm demonstrates that 
Theorem 2.5. A MCCDS in an n-vertex permutation graph can be found in 
O(n’) time. 
Proof. The geometric representation can be produced in O(n’) time [21]. Once 
done, initial lines can be classified in O(n) time. Each of the n lines is selected as 
the first line; we must show that O(n) time is spent per selection. When the first 
line is initial, the sets are constructed in O(1) time by retaining only the smallest 
and largest members of each set. The update operation requires time linear in the 
size of the set; O(n) operations are required in total, since each line is considered 
in at most four sets (two left, two right). When the first line is not initial, the only 
important note is that there is a unique second line which can be located in O(n) 
time. Cl 
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3. Steiner trees 
We again employ the geometric representation of a permutation graph in 
solving the CARDST problem. Initially, we have a classification of lines into two 
types: target lines and nontarget lines. The CARDST problem can be formulated 
as requiring the selection of the minimum number of nontarget lines, which when 
included with all of the target lines induces a connected set. 
We can recast this problem as follows. We are to determine the minimum 
number of nontarget lines required to connect all target lines intersecting the span 
({I,. . 1 , n>, (1, . . . f n}). To do this, we determine, for all i, j E (1, 2, . . . , n}, 
the minimum number of nontarget lines required to connect all target lines 
intersecting the span ({ 1, . . . , i} { 1, . . . , j}), the i, j-span. Whenever there is a 
target line not intersecting the i,j-span (but some target line intersects the 
i,j-span), we further insist that the nontarget lines chosen, together with the 
target lines intersecting the i,j-span, intersect all lines that have exactly one end 
in the i,j-span. This minimum number is then denoted @(i, j). We observe first 
that $(l, 1) = 0; in fact, if there is an initial target line from i to j, $(i, j) = 0. 
We develop some simple constraints on @(i, j). To do this, we require some 
auxiliary definitions. Let &(i, j) be the minimum of @(p, q) over all selections of 
k, I, p, q so that there is a target line from k to 1, and either k =~p = i and j = 1 > q 
or i = k >p and j = q 2 1. Let &(i, j) be one plus the minimum of @(p, q) over 
all selections of k, 1, p, q so that there is a nontarget line from k to 1, and either 
kcp=iandj=I>qori=k>pandj=q 2 1. Let &(i, j) be the minimum of 
@(k, I), taken over all k, I-spans properly containing the i, j-span. Finally, let 
c#+(i, j) be m if for every p,q-span properly contained in the i,j-span, there is a 
target line not intersecting the p,q-span; otherwise, &(i, j) is the minimum of 
@(p, q), taken over all p,q-spans properly contained in the i,j-span, which in 
addition intersect every target line. 
The following lemma is straightforward (but necessary): 
Lemma 3.1. For every i,j-span, 
44, i) c min(+& i), &(i, i), h(i, i), M, i)). 
Proof. If no target lines intersect the &j-span, the statement is vacuous. So 
consider an i,j-span which at least one target line intersects. Every set of lines 
intersecting a span properly containing the i,j-span certainly intersects all target 
lines intersecting the i,j-span and all lines with one exactly one endpoint in the 
&j-span; hence $(i, j) 6 &(i, j). Furthermore, once all target lines intersect the 
p,q-span, the same holds for all spans properly containing it; hence t$(i, j) s 
h(i, j). 
Now suppose that we have chosen a set of lines which intersect some p,q-span 
properly contained in the i,j-span. Suppose without loss of generality that p = i 
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and q < i (the other case is symmetric). In order to intersect all lines in the 
&j-span, it suffices to add a line from k to I to our set for which k G i and I 3 j; 
this covers precisely the &j-span (and no larger span) when 1= j. If the (k, I) line 
is a target line, we have that $(i, j) s &(i, j) s @(p, q); if it is a nontarget line, 
we have that $(i, j) s &(i, j) + 1 =S $(p, q) + 1. Cl 
Hence evaluating $ provides an upper bound on the number of non-target lines 
needed. We next verify that this number of lines is, in fact, also necessary. 
Lemma 3.2. For any i,j-span properly containing the span of an initial target line, 
$4, j) 2 min(&(i, j), Mi, j), &(i, j), &(i, j)). 
Proof. Let ri denote the set of target lines intersecting the &j-span. First we 
consider the case of i, j-spans which have no proper sub-span which every target line 
intersects (in this case, &(i, j) = m). Let mii = min(&(i, j), &(i, j), &(i, j)). 
Let us suppose to the contrary that for some smallest &j-span, there is a set L of 
fewer than mii nontarget lines for which 
(1) Tj U L induces a connected subgraph, every line with one endpoint in the 
i,j-span intersects a line of Tj U L, and 
(2) there are lines (i, q) and (p, j) in Tj U L with p s i and q 6 j. 
If (i, q) is a target line, consider the p,j-span. We have +(i, j) G &(i, j) c 
@(p, j) s ILJ, a contradiction. If (i, q) is a non-target line, L\{(i, q)} is sufficient 
(together with Tpi) to cover the p,j-span, and hence #(i, j) 6 &(i, j) s $(p, j) + 
1 =S ILI, a contradiction. 
Next, if this does not occur but (to the contrary) there is some smallest i,j-span 
and set L with fewer than lltij lines satisfying (1) but not (2) above, then rY U L 
covers a span, say the k,l-span, properly containing the &j-span. But then 
@(i, j) s &(i, j) s @(k, 0, and again we have a contradiction. 
Finally, if all target lines intersect a span, say the p,q-span, properly contained 
in the &j-span, then 4(i, j) s &(i, j) c @(p, q), as required. Cl 
It is now a simple matter to compute #(n, n) using dynamic programming 
techniques; we present a somewhat different technique here, by using a fairly 
standard conversion of dynamic programming to finding shortest paths in a graph. 
Of course, we need not write down all of the constraints given by Lemma 4.1, 
since many imply others by transitivity. Construct a directed graph with n2 
vertices {(i, j) 1 1 6 is n, 1 S j s n}. Directed edges from (i + 1, j) to (i, j) and 
from (i, j + 1) to (i, j) appear with cost 0. A directed edge from (1,l) to (i, j) of 
cost 0 appears whenever there is an initial target line from i to j. A directed edge 
from (i, j) to (n, n) of cost 0 appears whenever every target line intersects the 
i, j-span. Whenever there is a target line from i to j, an edge of cost 0 from (i, k) 
to (I, j) is added for each k s j and I 3 i; symmetrically, an edge of cost 0 from 
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(k, i) to (i, I) is added for each k 6 i and I ai. Finally, for any non-target line 
from i to i, the same edges are added, but each with cost 1. The Steiner tree is 
now easy to find; one simply finds a minimum cost path from (1,l) to (n, n) in 
this digraph. The cost of the path is the number of non-target lines chosen. 
Moreover, from the edges of cost 1 chosen, one can produce an actual selection 
of non-target lines. 
Theorem 3.3. A minimum cardinal@ Steiner tree in an n-vertex permutation 
graph can be found in O(n’j time. 
Proof. The required digraph can easily be constructed in 0(n3) time. By Lemma 
3.2, a Steiner tree with $(n, n) target lines is the smallest; it is easy to see that 
the digraph constructed ensures that #(i, i) satisfies the constraints in Lemma 3.1 
Hence only timing is at issue. Minimum cost paths can be found using 
breadth-first search, for example, in time proportional to the number of edges in 
the digraph. 0 
4. Weighted connected domination 
In many practical applications, there is a cost, or weight, associated with the 
inclusion of a particular vertex in the dominating set. Thus much consideration 
has been given to the solution of weighted domination problems. Here each 
vertex has a weight, and the objective is to find a dominating set with minimum 
weight. The ideas of Sections 2 and 3 combine nicely to yield an O(n’) algorithm 
for weighted connected domination in permutation graphs. We sketch such an 
algorithm in this section. In (cardinality) connected domination, one could 
assume that the next line selected caused the largest increase in the span covered 
so far; in the weighted case, this need not be true. This consideration of all lines, 
rather than just those which maximize increase in covered span, is easily handled 
using ideas from the CARDST algorithm. 
We define q(i, i) to be the weight of a minimum weight connected dominating 
set covering all lines intersecting the i&span. Then we have the following 
inequalities for Q!J. 
Lemma 4.1. (a) V(O, 0) = 0; 
(b) if there is an initial line from i to j of weight k, W(i, i) s k; 
(c) if there is a pair of lines, one from i to i of cost k, and another from i’ to i’ 
of cost k’ which together intersect all initial lines, v,!J(~, i’) < k + k’; 
(d) if there is a line from i to i of cost k which intersects the i’,j’-span, 
v(max(i, i’), max(i, i’))) < v(i’, i’) + k; 
(e) if there is no line not intersecting the i,j-span, q(n, n) = q(i, i). 
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Proof. All follow directly from the definition. 0 
The details from this point on parallel the method for CARDST very closely 
and are omitted here. The same ‘shortest paths’ approach leads to an O(n”) 
algorithm for weighted connected domination. 
5. Conclusions 
The methods in this paper extend the research of Farber and Keil [ll] to 
include a further domination problem which has been widely studied, and they 
also support the contention of White, Farber and Pulleyblank [25] that cardinality 
Steiner tree and connected domination are algorithmically closely related 
problems. The topic which we believe is of most significance for future research is 
to account for the remarkably similar behaviour of CARDST and connected 
domination algorithmically. 
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