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Directions of automorphisms of Lie groups
over local fields compared to the directions of
Lie algebra automorphisms
Helge Glo¨ckner and George A. Willis∗
Abstract
To each totally disconnected, locally compact topological group G
and each group A of automorphisms of G, a pseudo-metric space ∂A
of “directions” has been associated by U. Baumgartner and the second
author. Given a Lie group G over a local field, it is a natural idea to
try to define a map
Φ: ∂AutCω(G)→ ∂Aut(L(G)) , ∂α 7→ ∂L(α)
which takes the direction of an analytic automorphism of G to the
direction of the associated Lie algebra automorphism. We show that,
in general, Φ is not well-defined. Also, it may happen that ∂L(α) =
∂L(β) although ∂α 6= ∂β. However, such pathologies are absent for a
large class of groups: we show that Φ: ∂ Inn(G) → ∂Aut(L(G)) is a
well-defined isometric embedding for each generalized Cayley group G.
Some counterexamples concerning the existence of small joint tidy
subgroups for flat groups of automorphisms are also provided.
Classification: 22D05 (primary); 20G25; 22D45; 22E15; 22E35
Key words: totally disconnected group; automorphism; direction; local field; Lie group;
algebraic group; Cayley transform; Cayley group; generalized Cayley group; scale; scale
function; tidy subgroup; flat group; tidy automorphism; small subgroup
Introduction
In a recent article [2], U. Baumgartner and the second author associated a
pseudo-metric space ∂A of “directions” to each totally disconnected, locally
compact group G and group A of (bicontinuous) automorphisms of G. The
completion ∂G of the metric space associated with the space ∂G := ∂ Inn(G)
∗Research supported by DFG grant 447 AUS-113/22/0-1 and ARC grant LX 0349209.
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of directions of inner automorphisms generalizes familiar objects. For ex-
ample, ∂G is homeomorphic to the spherical building at infinity if G is a
semisimple group over a local field [2]. We recall from [2] that an automor-
phism α of G is said to move to infinity if, for all compact open subgroups
V ⊆ W of G, there exists a positive integer n such that αn(V ) 6⊆ W . Each
automorphism α ∈ A which moves to infinity can be assigned a “direction”
∂α ∈ ∂A, and every element of ∂A arises in this way. The first part of the
article is devoted to the relations between the space of directions ∂AutCω(G)
of analytic automorphisms of a Lie group G over a local field K and the space
of directions ∂Aut(L(G)) of automorphisms of (the additive group of) its Lie
algebra. It is a natural idea to try to define a map
Φ: ∂AutCω(G)→ ∂Aut(L(G)) , ∂α 7→ ∂L(α)
which takes the direction of an analytic automorphism of G to the direction
of the associated linear automorphism. Section 2 compiles negative results:
We show that, in general, Φ is not well-defined,1 at least if char(K) > 0
(Example 2.3). Furthermore, it may happen that ∂L(α) = ∂L(β) although
∂α 6= ∂β (see Examples 2.4 and 2.5). Section 3 is devoted to positive results:
we describe additional conditions ensuring that Φ: ∂G → ∂Aut(L(G)) is
well-defined, respectively, an isometric embedding (Proposition 3.3). These
conditions are satisfied by a large class of linear algebraic groups (called
“generalized Cayley groups” here), for which a well-behaved analogue of the
Cayley transform is available. These groups are variants of the Cayley groups
investigated recently in [14]. In particular, we shall see in Corollary 3.5 that
Φ: ∂G→ ∂ Aut(L(G)) is a well-defined isometric embedding if G is a general
linear group, a special linear group (if char(K) = 0), an orthogonal group
(if char(K) 6= 2) or the group of all invertible upper triangular n×n-matrices.
We recall two concepts from the second author’s structure theory of totally
disconnected groups (see [20]–[22]): Given α ∈ Aut(G), its scale is defined
as the minimum index sG(α) := minU [U : U ∩ α
−1(U)] ∈ N, where U ranges
through the set of compact open subgroups of G. If the minimum is attained
at U , then the compact open subgroup U is called tidy for α (see [21]; cf.
[20] for equivalent earlier definitions).
These concepts play an important role in the construction of the space of di-
rections. Notably, the scale is needed to define the pseudo-metric on ∂Aut(G).
1Not even as a map into ∂Aut(L(G)).
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The scale also facilitates a convenient characterization: An automorphism
α ∈ Aut(G) moves to infinity if and only if sG(α) > 1 (see [2, Lemma 3]).
Following [8], an automorphism α of G is called tidy if G has arbitrarily small
compact open subgroups which are tidy for α. Tidiness of automorphisms is
a useful regularity property, which rules out many pathologies (see [8], [12]).
Also for our present purposes, tidiness is of interest: it ensures that α moves
to infinity if and only if so does L(α) (see Lemma 1.3 (c) and Lemma 1.4 (b)).
We recall from [22] that a group H ≤ Aut(G) of automorphisms is called flat
if G has a compact, open subgroup which is tidy for each α ∈ H. For some
purposes, flat groups in totally disconnected groups can be used as substi-
tutes for tori in algebraic groups. They are also used in the proof that the
space of directions of a semisimple algebraic group G over a local field is
homeomorphic to the spherical building of G (see [2]), as mentioned above.
The second part of this article (Section 4) provides new results concerning
flat groups of automorphisms of a totally disconnected group G. Notably, we
describe examples of flat groups H of tidy automorphisms such that G does
not have small subgroups which are tidy for all α ∈ H simultaneously.
1 Notation and auxiliary results
In this section, we recall some definitions and basic facts which are necessary
to define and discuss the space of directions ∂Aut(G) of a totally discon-
nected, locally compact group G. We also compile some facts concerning the
scale of automorphisms of Lie groups over local fields.
1.1 On the set of compact open subgroups of a totally disconnected, locally
compact group G, a metric can be defined using the formula d(V,W ) :=
d+(V,W ) + d+(W,V ), where d+(V,W ) := log[V : V ∩W ] (see [2, p. 395]).
Two automorphisms α and β of G are called asymptotic if the sequence
(d(αnk(V ), βnℓ(W )))n∈N is bounded for some (hence any) compact open sub-
groups V,W ⊆ G and certain k, ℓ ∈ N (cf. Definition 6 and Lemma 7 in [2]).
In this case, we write α ≍ β. Given a group A ≤ Aut(G) of automor-
phisms, being asymptotic is an equivalence relation on the set A> of auto-
morphisms moving towards infinity [2, Lemma 10]. The equivalence class of
α ∈ A> is called its direction. We write ∂A := {∂α : α ∈ A>} and abbreviate
∂G := ∂ Inn(G), where Inn(G) is the group of all inner automorphisms of G.
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To construct a pseudo-metric on ∂A, as an auxiliary notion define
δV,Wn (α, β) := min
{
d+(α
n(V ), βk(W ))
n log(sG(α))
: k ∈ N such that sG(β)
k ≤ sG(α)
n
}
for α, β ∈ A>, compact open subgroups V,W ⊆ G and n ∈ N. It can be
shown that
δ+(α, β) := lim sup
n→∞
δV,Wn (α, β) ∈ [0, 1] ,
and that δ+(α, β) is independent of the choice of V and W (see [2, p. 406]).
Furthermore,
δ(α, β) := δ+(α, β) + δ+(β, α)
defines a pseudo-metric δ on A> by [2, Corollary 16], and a well-defined
pseudo-metric on ∂A (also denoted δ) is obtained via δ(∂α, ∂β) := δ(α, β)
(see [2, Lemma 17]). The completion of the metric space ∂A/δ−1(0) asso-
ciated with ∂A is denoted by ∂A. Finally, we let ∆G(α) be the module of
α ∈ Aut(G), defined as ∆G(α) :=
µ(α(U))
µ(U)
, where µ is a Haar measure on G
and U ⊆ G a non-empty, relatively compact, open set.
1.2 All Lie groups considered in this article are finite-dimensional. We use
“Cω” as a shorthand for “analytic.” Beyond Cω-Lie groups over a local
field K (as in [18]), it is possible to define Ck-Lie groups over K for each
k ∈ N ∪ {∞}, based on a notion of Ck-map between open subsets of finite-
dimensional (or topological) vector spaces introduced in [3].2 Every Cω-Lie
group is also a Ck-Lie group, but the converse is valid only in zero character-
istic (see [9], [10]). For the sake of added generality, we therefore formulate
our results for C1-automorphisms of C1-Lie groups. However, all of our con-
crete examples will be Cω-Lie groups, and readers unfamiliar with Ck-maps
over local fields are invited to replace “C1” by “Cω” throughout the article.
In the next two lemmas, K is a local field, K an algebraic closure of K and
|.| : K → [0,∞[ an absolute value whose restriction to K× is modK (cf. [19,
Chapter I] and [17, § 14]). “Tidiness” and “sG” are as in the Introduction.
Lemma 1.3 Let α be a C1-automorphism of a C1-Lie group G over a local
field K, and L(α) := T1(α) be the corresponding linear automorphism of the
tangent space L(G) := T1(G). Then the following holds:
2By [11, Lemmas 3.2 and 4.4], a map is C1 if and only if it is strictly differentiable at
each point in the sense of [4, 1.2.2]. For Ck-maps on subsets of K, see already [17].
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(a) Let λ1, . . . , λ dimL(G) ∈ K be the eigenvalues of α⊗KK ∈ GL(L(G)⊗KK),
with repetitions according to the algebraic multiplicities. Then
sL(G)(L(α)) =
∏
j such that |λj |>1
|λj| . (1)
(b) sG(α) divides sL(G)(L(α)), whence sG(α) ≤ sL(G)(L(α)) in particular.
(c) sG(α) = sL(G)(L(α)) holds if and only if α is tidy.
(d) If α is an inner automorphism and there exists an injective, continuous
homomorphism f : G→ GLn(K) for some n, then sG(α) = sL(G)(L(α)).
(e) If char(K) = 0 or if G is one-dimensional, then sG(α) = sL(G)(L(α)).
Proof. See [12] for (a)–(d) and the first half of (e). To prove the second half
of (e), assume that dimK(L(G)) = 1. If sL(G)(L(α)) = 1, then also sG(α) = 1,
by (b). Now assume that sL(G)(L(α)) > 1. Since L(G) is 1-dimensional, we
have L(α) = λ idL(G) for some λ ∈ K
×. Then |λ| = sL(G)(L(α)) > 1,
by (1). Hence L(α−1)=λ−1 idL(G) with |λ
−1|<1 and thus sL(G)(L(α
−1))=1,
entailing that also sG(α
−1) = 1. Therefore
sG(α) =
sG(α)
sG(α−1)
= ∆G(α) = ∆L(G)(L(α)) =
sL(G)(L(α))
sL(G)(L(α−1))
= sL(G)(L(α)) ,
using [20, p. 354, Corollary 1] and [5, Chapter III, § 3.16, Proposition 55]. ✷
We remark that if char(K) = 0 or G is a Zariski-connected reductive algebraic
group over K and α an inner automorphism, then sG(α) has been expressed
by the right hand side of (1) already in [7] and [1], respectively.
Since α moves to infinity if and only if sG(α) > 1, Lemma 1.3 implies:
Lemma 1.4 Let α be a C1-automorphism of a C1-Lie group G over a local
field K. Then the following holds:
(a) If α moves to infinity, then L(α) moves to infinity.
(b) If sG(α) = sL(G)(L(α)), then α moves to infinity if and only if L(α)
moves to infinity.
(c) L(α) moves to infinity if and only if L(α) has an eigenvalue λ in K of
absolute value |λ| > 1.
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Proof. Part (a) is an immediate consequence of Lemma 1.3 (b). Part (b) is
obvious, and (c) follows from Lemma 1.3 (a). ✷
2 Counterexamples concerning directions
In this section, we provide examples of Lie groups over local fields with
pathological properties, as announced in the introduction.
The following simple observation is useful for our discussions.
Lemma 2.1 Let G be a totally disconnected, locally compact group, V andW
be compact, open subgroups of G and α, β ∈ Aut(G)>. If sG(α) = sG(β) and
β(W ) ⊇W , then
δV,Wn (α, β) =
d+(α
n(V ), βn(W ))
n log(sG(α))
for each n ∈ N.
Proof. This is clear from the definitions. ✷
2.2 In our first and second example, we consider Lie groups over the field
K := F((X)) of formal Laurent series over a finite field F of q elements. The
corresponding ring of formal power series will be abbreviated O := F[[X ]].
The following notations are useful: Given z =
∑∞
k=−∞ akX
k ∈ K, where
(ak)k∈Z ∈ F
(−N) × FN0, we define
z(1) :=
∞∑
k=1
akX
k ; z(2) :=
∞∑
k=1
a−kX
−k ; z(3) := a0X
0 ;
z(4) :=
∞∑
k=0
akX
k; z(5) :=
∞∑
k=0
a−(2k+1)X
−(2k+1); z(6) :=
∞∑
k=1
a−2kX
−2k.
Thus z = z(1) + z(2) + z(3) = z(4) + z(5) + z(6).
Example 2.3 We describe K-analytic automorphisms α, β ∈ Aut(G)> of
the Lie group G := (K2,+) such that ∂α = ∂β but δ(∂L(α), ∂L(β)) > 0,
whence ∂L(α) 6= ∂L(β) in particular.
Let α be the (linear) automorphism α : G → G, α(v, w) := (X−1v,X−1w)
for v, w ∈ K, and define β : G→ G via
β(v, w) :=
(
v(1) +X−1(v(2) + v(3)) + w(3), X−2w(1) +X−1w(2)
)
.
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It is clear that β is bijective and a homomorphism of groups; since β co-
incides with the linear isomorphism K2 → K2, (v, w) 7→ (v,X−2w) on the
open zero-neighbourhood (XO) × (XO), we deduce that β is a K-analytic
automorphism of G and L(β)(v, w) = (v,X−2w).
To see that δ(∂L(α), ∂L(β)) > 0, note first that sL(G)(L(α)) = |X
−1|2 > 0
and sL(G)(L(β)) = |X
−2| > 1 by Lemma 1.3 (a), whence both L(α) and L(β)
move to infinity. For each n ∈ N, we have L(α)n(O×O) = (X−nO)×(X−nO)
and L(β)n(O×O) = O×X−2nO with intersection O×X−nO, whence
d+(L(α)
n(O2), L(β)n(O2)) = log [X−nO : O] = log(qn) = n log(q) . (2)
Since sL(G)(L(α)) = sL(G)(L(β)) and L(β)(O × O) = O × X
−2O ⊇ O × O,
Lemma 2.1 can be applied. Combined with (2), it shows that
δO
2,O2
n (L(α), L(β)) =
d+(L(α)
n(O2), L(β)n(O2))
n log sL(G)(L(α))
=
log(q)
log sL(G)(L(α))
.
Letting n → ∞, we infer that δ+(L(α), L(β)) =
log(q)
log sL(G)(L(α))
> 0. Hence
δ(∂L(α), ∂L(β)) = δ+(L(α), L(β)) + δ+(L(β), L(α)) > 0.
To see that α moves to infinity, let V ⊆W be compact open subgroups of G.
There exist k, ℓ ∈ N0 such that X
kO ×XkO ⊆ V and W ⊆ X−ℓO×X−ℓO.
Set n := k + ℓ + 1. Then v := (0, Xk) ∈ V but αn(v) = (0, X−ℓ−1) 6∈ W ,
whence αn(V ) 6⊆W . An analogous argument shows that β moves to infinity.
To complete our discussion, note that αn(O × O) = (X−nO) × (X−nO) =
βn(O × O) for all n ∈ N, whence d(αn(O2), βn(O2)) = 0 for all n ∈ N and
thus ∂α = ∂β.
Example 2.4 We describe K-analytic automorphisms α, β ∈ Aut(G)> of
the one-dimensional Lie group G := (K,+) such that δ(∂α, ∂β) > 0 (and
hence ∂α 6= ∂β), but L(α) = L(β) and thus ∂L(α) = ∂L(β).
Consider the linear automorphism α : G→ G, α(z) := X−1z and the map
β : G→ G , β(z) := X−1z(4) +X−2z(5) + z(6) .
Then β is bijective and a homomorphism, and from β|O = α|O we now deduce
that β is a K-analytic automorphism with L(β) = L(α). By Lemma 1.4 (c),
L(β) = L(α) : z 7→ X−1z moves to infinity and hence so do α and β, by
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Lemma 1.3 (e) and Lemma 1.4 (b). To see that δ(∂α, ∂β) > 0, note that
αn(O) = X−nO and βn(O) =
∑n−1
k=0 FX
−(2k+1) + O for n ∈ N. For n odd,
say n = 2ℓ+ 1, this entails that
αn(O) ∩ βn(O) =
ℓ∑
k=0
FX−(2k+1) +O ,
whence [αn(O) : αn(O) ∩ βn(O)] = qℓ and hence
d+(α
n(O), βn(O)) = log(qℓ) = ℓ log(q) . (3)
Since sG(α) = sL(G)(L(α)) = sL(G)(L(β)) = sG(β) by Lemma 1.3 (e) and
β(O) = FX−1 +O ⊇ O, we can apply Lemma 2.1 to see that
δ+(α, β) = lim sup
n→∞
d+(α
n(O), βn(O))
n log(sG(α))
≥ lim sup
ℓ→∞
d+(α
2ℓ+1(O), β2ℓ+1(O))
(2ℓ+ 1) log(sG(α))
= lim
ℓ→∞
ℓ log(q)
(2ℓ+ 1) log(sG(α))
=
log(q)
2 log(sG(α))
> 0 ,
where we used (3) to pass to the second line. Hence δ(∂α, ∂β) > 0.
Example 2.5 We now describe a one-dimensional p-adic Lie group G and
analytic automorphisms α, β ∈ Aut(G)> such that δ(∂α, ∂β) > 0 (and hence
∂α 6= ∂β), but L(α) = L(β) and thus ∂L(α) = ∂L(β).
A suitable p-adic Lie group is G := Qp×(Qp/Zp); the desired automorphisms
are α : G→ G, α(x, y) := (p−1x, y) and
β : G→ G , β(x, y) :=
(
p−1x, y + q(p−1x)
)
,
where q : Qp → Qp/Zp is the quotient homomorphism. It is clear that α and
β are automorphisms; their inverses are given by α−1(x, y) = (px, y) and
β−1(x, y) = (px, y − q(x)), respectively. Since α and β coincide on the open
zero-neighbourhood pZp × {0}, we have L(β) = L(α) : Qp → Qp, x 7→ p
−1x.
Using Lemma 1.4 (c), we deduce that L(α) = L(β) moves to infinity. By
Lemma 1.3 (e) and Lemma 1.4 (b), also α and β move to infinity.
We claim that αn(V ) ∩ βn(V ) = V for each n ∈ N, where V := Zp × {0}.
If this is true, then [αn(V ) : αn(V ) ∩ βn(V )] = [p−nZp × {0} : Zp × {0}] =
[p−nZp : Zp] = p
n and thus
d+(α
n(V ), βn(V )) = n log(p) .
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Since sG(α) = sL(G)(L(α)) = sL(G)(L(β)) = sG(β) by Lemma 1.3 (e) and
β(V ) ⊇ β(pZp × {0}) = Zp × {0} = V , we can apply Lemma 2.1 to see that
δV,Vn (α, β) =
d+(α
n(V ), βn(V ))
n log(sG(α))
=
log(p)
log(sG(α))
for each n ∈ N. Hence δ(∂α, ∂β) ≥ δ+(α, β) =
log(p)
log(sG(α))
> 0. It only remains
to prove the claim. If x =
∑∞
k=0 akp
k ∈ Zp with ak ∈ {0, 1, . . . , p− 1}, then
βn(x, 0) =
(
p−nx,
n∑
k=1
( n−k∑
j=0
aj
)
p−k + Zp
)
(4)
for each n ∈ N, by a simple induction. If this element is in p−nZp × {0},
then
∑n
k=1
(∑n−k
j=0 aj
)
p−k ∈ Zp. Hence a0p
−n ≡
∑n
k=1
(∑n−k
j=0 aj
)
p−k ≡ 0
modulo p−(n−1)Zp and thus a0 = 0. Therefore
∑n−1
k=1
(∑n−k
j=1 aj
)
p−k ∈ Zp.
Repeating the argument, we find that a0 = a1 = · · · = an−1 = 0 and thus
βn(x, 0) ∈ Zp × {0}. We have shown that α
n(Zp × {0}) ∩ β
n(Zp × {0}) ⊆
Zp × {0}. On the other hand, β
n(Zp × {0}) ⊇ β
n((pnZp)× {0}) = Zp × {0}.
Hence βn(Zp × {0}) ∩ α
n(Zp × {0}) = Zp × {0}, as claimed.
It is unknown whether the pathology described in Example 2.3 can occur
also if char(K) = 0. If not, we could define a map ∂Aut(G)→ ∂Aut(L(G)),
∂α 7→ ∂L(α), for each p-adic Lie group G. By Example 2.5 above, this map
would not always be injective.
3 Conditions ensuring that Φ is well-behaved
In this section, we describe situations where the pathologies just encountered
can be ruled out. In particular, we shall see that Φ: ∂G → Aut(L(G)) is
a well-defined isometric embedding for G in a large class of linear algebraic
groups (the “generalized Cayley groups”). Recall that if G is a totally dis-
connected, locally compact group, α ∈ Aut(G) and V ⊆ G a compact open
subgroup, then (αn(V ))n∈N0 is called the ray generated by α based at V (see
[2, p. 394]). The heart of this section is a technical result (the “Intertwining
Lemma”), which enables us to compare rays in two Lie groups (which need
not even be locally isomorphic).
As the basis for our considerations, we need some basic facts concerning the
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local structure of Lie groups over local fields and Haar measure on them.
The following notation will be used: If (E, ‖.‖) is a normed space, r > 0 and
x ∈ E, we write BEr (x) (or simply Br(x)) for the ball {y ∈ E : ‖y − x‖ < r}.
Lemma 3.1 Let G be a C1-Lie group over a local field K and φ : P → Q be
a C1-diffeomorphism from an open identity neighbourhood P ⊆ G onto an
open 0-neighbourhood Q in a finite-dimensional K-vector space E, such that
φ(1) = 0. Let ‖.‖ be an ultrametric norm on E. Then there exists r > 0 such
that Br := B
E
r (0) is contained in Q, and the following holds:
(a) Ws := φ
−1(Bs) is a compact open subgroup of G, for each s ∈ ]0, r].
In particular, x ∗ y := φ(φ−1(x)φ−1(y)) defines a group multiplication
on Br which makes φ|
Br
Wr
an isomorphism of C1-Lie groups.
(b) Bs is a normal subgroup of (Br, ∗), for each s ∈ ]0, r].
(c) x ∗Bs = Bs ∗ x = x+Bs = Bs(x), for each x ∈ Br and s ∈ ]0, r].
(d) The Haar measure on (Br,+) coincides with Haar measure on (Br, ∗).
Proof. See [10, Proposition 2.1 (a), (b)] for the proof of (a)–(c).3
(d)4 Let µ be a Haar measure on (Br,+). Given x ∈ Br, we consider
the left translation map λx : Br → Br, λx(y) := x ∗ y. Then λx(Bs(y)) =
x∗ (y ∗Bs) = x∗y+Bs and thus µ(λx(Bs(y))) = µ(x∗y+Bs) = µ(y+Bs) =
µ(Bs(y)) for all y ∈ Br and s ∈ ]0, r]. If U ⊆ Br is an open subset, then
U =
⋃
j∈J Bsj(yj) for a countable family (Bsj(yj))j∈J of mutually disjoint
balls (e.g., we can take the set of all balls Bs(y)(y) for y ∈ U with s(y) :=
max{t ∈ ]0, 1] : Bt(y) ⊆ U}; cf. also Theorem 1 in Appendix 2 of [18, Part II,
Chapter III]). Hence µ(λx(U)) =
∑
j∈J µ(λx(Bsj(yj))) =
∑
j∈J µ(Bsj(yj)) =
µ(U). Since µ is outer regular, we deduce that µ(λx(A)) = µ(A) for each
Borel set A ⊆ Br. Hence µ is a Haar measure on (Br, ∗). ✷
The next lemma is the key to our positive results.
Lemma 3.2 (Intertwining Lemma) Let G1 and G2 be C
1-Lie groups over
a local field K. Let αj and βj be C
1-automorphisms of Gj and Ωj ⊆ Gj be
an identity neighbourhood such that αj(Ωj) = βj(Ωj) = Ωj, for j ∈ {1, 2}.
3The hypotheses of loc. cit. that E = L(G) and dφ(1) = idL(G) is not used in the proof.
4Cf. [18, Part II, Chapter IV, Exercise 5] for a different argument in the analytic case.
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Assume further that there exists a map κ : Ω1 → Ω2 such that κ(1) = 1,
α2 ◦κ = κ◦α1|Ω1, β2 ◦κ = κ◦β1|Ω1, and such that η := κ|
S
R : R→ S is a C
1-
diffeomorphism for some open identity neighbourhoods R ⊆ Ω1 and S ⊆ Ω2.
Then the following can be achieved after shrinking R and S if necessary:
(a) R and S are compact open subgroups of G1 and G2, respectively.
(b) η takes Haar measure on R to Haar measure on S.
(c) Let B be the set of all compact open subgroups U of G1 such that U ⊆ R
and κ(U) is a compact open subgroup of G2. Then B is a basis for the
filter of identity neighbourhoods in G1.
(d) Given U ∈ B, abbreviate U ′ := κ(U). Then d+(α
n
1 (U), β
k
1 (U)) =
d+(α
n
2 (U
′), βk2 (U
′)) and d+(β
n
1 (U), α
k
1(U)) = d+(β
n
2 (U
′), αk2(U
′)), for all
n, k ∈ Z.
(e) If each of α1, α2, β1 and β2 moves to infinity, then ∂α1 = ∂β1 if and
only if ∂α2 = ∂β2.
(f) If sG1(α1) = sG2(α2) > 1 and sG1(β1) = sG2(β2) > 1, then δ+(α1, β1) =
δ+(α2, β2), δ+(β1, α1) = δ+(β2, α2) and δ(α1, β1) = δ(α2, β2).
Proof. Let ‖.‖ be an ultrametric norm on E := L(G2) and φ : P → Q ⊆ E be
a chart for G2 around 1, such that φ(1) = 0 and P ⊆ S. By Lemma 3.1, after
shrinking P andQ we may assume the following: Q = Br ⊆ E for some r > 0;
Ws := φ
−1(Bs) is a compact open subgroup of G2, for each s ∈ ]0, r]; and the
image measure µ2 := φ
−1(µ) is a Haar measure on P = Wr, where µ is a given
Haar measure on (Br,+). Since also ψ : η
−1(P ) → Q, ψ(x) := φ(η(x)) is a
diffeomorphism with ψ(1) = 0, applying Lemma 3.1 again we see that after
shrinking r, we may assume that furthermore Vs := ψ
−1(Bs) = η
−1(Ws) is a
compact open subgroup of G1 for each s ∈ ]0, r] and µ1 := ψ
−1(µ) = η−1(µ2)
a Haar measure on Vr.
(a) After replacing R and S with Vr and Wr, respectively, (a) holds.
(b) By the preceding, indeed η(µ1) = η(η
−1(µ2)) = µ2.
(c) It is clear that the sets Vs provide a basis of identity neighbourhoods,
and we have {Vs : s ∈ ]0, r]} ⊆ B since κ(Vs) =Ws.
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(d) Let U ∈ B and abbreviate U ′ := κ(U). Then κ(α−n1 (β
k
1 (U))) =
α−n2 (β
k
2 (κ(U))) = α
−n
2 (β
k
2 (U
′)) for all n, k ∈ Z, entailing that
[αn1 (U) : α
n
1 (U) ∩ β
k
1 (U)]
= [U : U ∩ α−n1 β
k
1 (U)] =
µ1(U)
µ1(U ∩ α
−n
1 β
k
1 (U))
=
µ2(η(U))
µ2(η(U ∩ α
−n
1 β
k
1 (U)))
=
µ2(κ(U))
µ2(κ(U) ∩ κ(α
−n
1 β
k
1 (U)))
=
µ2(U
′)
µ2(U ′ ∩ α
−n
2 β
k
2 (U
′))
= [U ′ : U ′ ∩ α−n2 β
k
2 (U
′)]
= [αn2 (U
′) : αn2 (U
′) ∩ βk2 (U
′)]
and thus d+(α
n
1 (U), β
k
1 (U)) = d+(α
n
2 (U
′), βk2 (U
′)). Interchanging the roles
of αj and βj, we see that also d+(β
n
1 (U), α
k
1(U)) = d+(β
n
2 (U
′), αk2(U
′)).
(e) Let U ∈ B and U ′ := κ(U). By (d), we have d(αn1 (U), β
k
1 (U)) =
d(αn2 (U
′), βk2 (U
′)) for all k, n ∈ N. Hence, if (d(αnk1 (U), β
nℓ
1 (U)))n∈N is
bounded for certain k, ℓ ∈ N, then so is the sequence (d(αnk2 (U
′), βnℓ2 (U
′)))n∈N,
and vice versa (as both coincide). Thus ∂α1 = ∂β1 if and only if ∂α2 = ∂β2.
(f) Let U and U ′ be as before. Then
δU,Un (α1, β1) = min
{d+(αn1 (U), βk1 (U))
n log(sG1(α1))
: k ∈ N s.t. sG1(β1)
k ≤ sG1(α1)
n
}
= min
{d+(αn2 (U ′), βk2 (U ′))
n log(sG2(α2))
: k ∈ N s.t. sG2(β2)
k ≤ sG2(α2)
n
}
= δU
′,U ′
n (α2, β2)
for each n ∈ N, using (d) and the hypothesis that sG1(α1) = sG2(α2) and
sG1(β1) = sG2(β2). As a consequence, δ+(α1, β1) = δ+(α2, β2). The same
argument gives δ+(β1, α1) = δ+(β2, α2), whence also δ(α1, β1) = δ(α2, β2). ✷
Given a Lie group G and x ∈ G, we use the notation Ix : G→ G, y 7→ xyx
−1
for the inner automorphism associated with x and set Adx := L(Ix) := T1(Ix).
In the following, we consider G (and each conjugation-invariant subset) as a
G-space via x.y := Ix(y). We consider L(G) as a G-space via x.y := Adx(y).
When speaking of a linear algebraic group G over a local field K, more
precisely we mean the Lie group of K-rational points (cf. [15, Chapter I,
Proposition 2.5.2]). We occasionally write g := L(G) for the Lie algebra of a
Lie group (or linear algebraic group) G.
12
Proposition 3.3 Let G be a C1-Lie group over a local field K. Assume
that there exists a map κ : Ω → L(G) on a conjugation-invariant identity
neighbourhood Ω ⊆ G such that κ(1) = 0, κ is G-equivariant (i.e. κ ◦ Ix|Ω =
Adx ◦ κ for all x ∈ G), and κ|
S
R is a C
1-diffeomorphism for some identity
neighbourhood R ⊆ Ω and some 0-neighbourhood S ⊆ L(G). Then the map
Φ: ∂G→ ∂Aut(L(G)) , Φ(∂α) := ∂L(α)
is well-defined and injective. If, furthermore, sG(α) = sL(G)(L(α)) for each
α ∈ Inn(G)>, then Φ is an isometric embedding.
Remark 3.4 IfG is a linear algebraic group overK, then sG(α) = sL(G)(L(α))
for each α ∈ Inn(G), as a special case of Lemma 1.3 (d).
Proof of Proposition 3.3. If α, β ∈ Inn(G) move to infinity, then also L(α)
and L(β) move to infinity (see Lemma 1.4 (a)). Applying Lemma 3.2 (e) to
the automorphisms α, β and L(α), L(β) of the Lie groups G and (g,+),
respectively, we see that ∂L(α) = ∂L(β) if and only if ∂α = ∂β. Hence Φ is
well-defined and injective. If, furthermore, sG(α) = sL(G)(L(α)) and sG(β) =
sL(G)(L(β)) for all α, β ∈ Inn(G)>, then δ(∂α, ∂β) = δ(∂L(α), ∂L(β)) by
Lemma 3.2 (f) and thus Φ is an isometry. ✷
To illustrate Proposition 3.3, we now consider various classes of examples,
which can be discussed by elementary means. Afterwards, we define a quite
general class of linear algebraic groups with similar properties.
Corollary 3.5 Let K be a local field and n ∈ N. Assume that G is either
(a) the general linear group GLn(K); or
(b) the special linear group SLn(K) := {g ∈ GLn(K) : det g = 1}, provided
that char(K) = 0 or char(K) > 0 and char(K) does not divide n; or
(c) the orthogonal group On(K) := {g ∈ GLn(K) : g
T = g−1}, where
char(K) 6= 2; or
(d) the group UTn(K) := {(aij)
n
i,j=1 ∈ GLn(K) : i > j ⇒ aij = 0} of all
invertible upper triangular matrices.
Then Φ: ∂G→ ∂ Aut(L(G)), ∂α 7→ ∂L(α) is well-defined and an isometry.
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Proof. (a) If G = GLn(K), let g := gln(K) and consider the map κ : G→ g,
κ(x) := x − 1. Then κ(1) = 0 and κ is a Cω-diffeomorphism onto the open
subset G− 1 of g (with inverse x 7→ x+ 1). Given x, y ∈ G, we have
Adx(κ(y)) = xκ(y)x
−1 = x(y − 1)x−1 = xyx−1 − 1 = κ(Ix(y)) ,
whence κ is G-equivariant. Now apply Proposition 3.3.
(b) The map κ : SLn(K) → sln(K), κ(g) := g −
tr(g)
n
1 is G-equivariant,
and κ(1) = 0. Furthermore, dκ(1) = id ∈ GL(g), since dκ(1).γ′(0) =
(κ ◦ γ)′(0) = γ′(0) + tr γ
′(0)
n
1 = γ′(0) for each analytic map γ : U → SLn(K)
on some 0-neighbourhood U ⊆ K with γ(0) = 1. The second summand
vanishes because γ′(0) ∈ sln(K). Hence κ is a local diffeomorphism at 1, and
Proposition 3.3 applies.
(c) If char(K) 6= 2 and G = On(K), we let g := L(G) = on(K) =
{X ∈ gln(K) : X
T = −X} be the orthogonal Lie algebra. Then
Ω := {g ∈ On(K) : 1+ g ∈ GLn(K)} (5)
is an open conjugation-invariant identity neighbourhood in G and the Cayley
transform
κ : Ω→ g , κ(g) := (1− g)(1+ g)−1
is a Cω-diffeomorphism onto an open 0-neighbourhood in g (as we recall in
Appendix A). We have κ(1) = 0, and furthermore κ is G-equivariant, since
Adx(κ(y)) = xκ(y)x
−1 = x(1−y)(1+y)−1x−1 = (1−xyx−1)(1+xyx−1)−1 =
κ(xyx−1) for all x ∈ G and y ∈ Ω. Hence Proposition 3.3 applies.
(d) Let utn(K) := {(aij)
n
i,j=1 ∈ Mn(K) : i > j ⇒ aij = 0} be the Lie
algebra of upper triangular matrices. Then κ : UTn(K)→ utn(K), x 7→ x−1
satisfies the hypotheses of Proposition 3.3. ✷
The following definition captures the essence of the arguments just used.
Definition 3.6 Let G be a Zariski-connected linear algebraic group over an
infinite field K, with Lie algebra g. We say that G is a generalized Cayley
group if there exists aG-equivariant rational map κ : G · · ·⋗ g defined overK,
such that κ(1) is defined,5 κ(1) = 0 and dκ(1) ∈ GL(g).
5The dotted arrow indicates that κ is only partially defined. For further information
concerning rational maps, cf. [6].
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Remark 3.7 Following [14], G is called a (K-) Cayley group if there exists
a G-equivariant birational isomorphism κ : G · · ·⋗ g (defined over K). Also
some weakened versions of this concept were considered in [14]. Notably,
for K an algebraically closed field of characteristic 0, they showed that each
connected linear algebraic group G admits a G-equivariant and dominant
morphism G → g of affine varieties [14, Theorem 10.2]. Another result is
more relevant for us: For K as before, each connected reductive group G ad-
mits a G-equivariant birational isomorphism κ : G→ g which is a morphism
of algebraic varieties, takes 1 to 0, and is e´tale at 1 (see [14, Corollary to
Lemma 10.3]; cf. also [13] for related earlier studies). Hence, every reductive
group over an algebraically closed field of characteristic 0 is a generalized
Cayley group in our sense. Unfortunately, no comparable results seem to
be available yet for algebraic groups over ground fields which are not alge-
braically closed or have positive characteristic. But it is to be expected that
also many of these will be generalized Cayley groups. The examples given in
Corollary 3.5 (d) show that also some non-reductive groups are (generalized)
Cayley groups (see also [14, Example 1.21]).
Corollary 3.8 If G is a generalized Cayley group over a local field K, then
Φ: ∂G→ ∂GL(g), ∂α 7→ ∂L(α) is a well-defined isometric embedding.
Proof. For κ as in Definition 3.6, its domain of definition Ω is conjugation-
invariant and also all other hypotheses of Proposition 3.3 are satisfied. ✷
Remark 3.9 Note that the isometry Φ in Corollary 3.8 factors to an isome-
try ∂G/δ−1(0) → ∂GL(g)/δ−1(0) between the corresponding metric spaces,
which in turn extends uniquely to an isometry ∂G → ∂GL(g) between the
completions.
4 Non-existence of small joint tidy subgroups
In this section, we provide counterexamples showing that the existence of
small tidy subgroups for each individual automorphism in a flat group H
need not ensure the existence of small joint tidy subgroups for H, not even
if H is finitely generated. We also show that a flat group may contain au-
tomorphisms which are not tidy, although it is generated by a set of tidy
automorphisms. For general information concerning flat groups, see [22].
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Throughout this section, J is an infinite set, F a non-trivial finite group
and G := F J , equipped with the (compact) product topology. The group
Sym(J) of all bijective self-maps of J admits a permutation representation
π : Sym(J) → Aut(G) on G by automorphisms via π(σ)(f)(j) := f(σ−1(j))
for σ ∈ Sym(J), f ∈ G, j ∈ J . Furthermore, Sym(J) (and its subgroups)
act on J in an obvious way.
Lemma 4.1 Let H ≤ Sym(J) be a subgroup and H := π(H) ≤ Aut(G).
(a) Then G is tidy for each α ∈ H, and hence H is flat. Furthermore,
sG(α) = 1 for each α ∈ H.
(b) A compact open subgroup U ⊆ G is tidy for α ∈ H if and only if
α(U) = U .
(c) If every H-orbit in J is infinite (e.g., if H acts transitively on J ), then
G is the only joint tidy subgroup for H.
(d) If σ ∈ H and all 〈σ〉-orbits in J are finite, then π(σ) is a tidy auto-
morphism of G.
Proof. (a) For α ∈ H, we have α−1(G) = G and thus [G : G ∩ α−1(G)] = 1,
which is minimal. Hence G is tidy for each α ∈ H and sG(α) = 1.
(b) Since sG(α) = sG(α
−1) = 1 by (a), it is well-known that U is tidy if
and only if α(U) = U holds.6
(c) Assume that all orbits of H are infinite and U ⊆ G is tidy for each
α ∈ H. Then {(xj)j∈J ∈ G : j ∈ A⇒ xj = 1} ⊆ U for some finite set A ⊆ J .
Given x ∈ F and k ∈ J , let fk(x) be the element of G with k-th component x
and all other entries 1. The orbit H.k being infinite, there exists m ∈ H.k\A.
Since m ∈ H.k, there exists σ ∈ H such that σ(m) = k. Then fm(x) ∈ U
and hence fk(x) = π(σ)(fm(x)) ∈ π(σ)(U) = U , using (b). Hence U contains
the dense subgroup 〈fk(x) : k ∈ J, x ∈ F 〉 of G and thus U = G.
(d) If all orbits of σ are finite and V ⊆ G is an identity neighbourhood,
pick a finite set A ⊆ J with U := {(xj)j∈J ∈ G : j ∈ A ⇒ xj = 1} ⊆ V .
Since σ has finite orbits, after increasing A we may assume that A is a union
of σ-orbits. Set α := π(σ). Then α(U) = U , and thus U is a subgroup of V
which is tidy for α (by (b)). ✷
6This is obvious from an alternative definition of tidy subgroups [21, Definition 2.1],
which is equivalent to the one we use by [21, Theorem 3.1]. Cf. also [21, Corollary 3.11].
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Example 4.2 In this example, we specialize to the case J = Z. Thus G =
F Z. We let H := π(Symfin(Z)), where
Symfin(Z) := {σ ∈ Sym(Z) : σ(n) = n for all but finitely many n}
is the group of all finite permutations of Z. Since Symfin(Z) acts transitively
and each σ ∈ Symfin(Z) has finite orbits, Lemma 4.1 shows that H is flat,
each α ∈ H is tidy, but G is the only compact open subgroup of G which is
tidy for all α ∈ H simultaneously.
There even is a finitely generated counterexample.
Example 4.3 Let J be a finitely generated, algebraically periodic, infinite
group (for example, a “Tarski monster” as in [16]). Then J acts on itself
via left translation. We let H ≤ Sym(J) be the corresponding group of
permutations and H := π(H) ≤ Aut(G). Then H is a finitely generated
group. Since H acts transitively on J and each σ ∈ H has finite orbits,
Lemma 4.1 shows that H is flat and each α ∈ H is tidy, but G is the only
joint tidy subgroup for H.
Finally, we show that, if a flat group H of automorphisms is generated by a
set of tidy automorphisms, this does not imply that each α ∈ H is tidy.
Example 4.4 Take J := Z; thus G = F Z. We define σ, τ ∈ Sym(Z) via
σ(2k + 1) := 2k, σ(2k) := 2k + 1, τ(2k − 1) := 2k and τ(2k) := 2k − 1
for k ∈ Z. We also set H := 〈σ, τ〉 ≤ Sym(Z) and H := π(H). Then H is
flat, by Lemma 4.1 (a). Furthermore, π(σ) and σ(τ) are tidy, since all orbits
of σ and τ have two elements (see Lemma 4.1 (d)). However, although both
generators π(σ) and π(τ) of H are tidy, the group H contains automorphisms
which are not tidy. For example, consider the element α := π(σ ◦ τ) ∈ H.
Since (σ ◦ τ)(2k) = 2k−2 and (σ ◦ τ)(2k−1) = 2k+1 for each k ∈ Z, we see
that 2Z and 2Z + 1 are the orbits of σ ◦ τ . Since both of these are infinite,
the only subgroup of G tidy for each β ∈ 〈α〉 is all of G, by Lemma 4.1 (c).
Since a subgroup is tidy for α if and only if it is tidy for each β ∈ 〈α〉 (cf.
Lemma 4.1 (b)), we deduce that G is the only subgroup of G tidy for α, and
thus α is not tidy.
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A Basic properties of the Cayley transform
For the convenience of the reader, we provide proofs for the following (well-
known) properties of the Cayley transform which we used in the proof of
Corollary 3.5 (c) (cf. [6, pp. 123–125] for further information).
Lemma A.1 Given n ∈ N and a local field K such that char(K) 6= 2, define
Ω := {x ∈ Mn(K) : 1 + x ∈ GLn(K)}. Then Ω is an open subset of Mn(K)
such that {0, 1} ⊆ Ω, and
θ : Ω→ Ω , θ(x) := (1− x)(1 + x)−1
is a bijective self-map of Ω such that θ ◦ θ = idΩ. The following holds:
(a) 1+ θ(x) ∈ GLn(K) for each x ∈ Ω, with (1+ θ(x))
−1 = 1
2
(1+ x).
(b) Ω1 := Ω ∩ On(K) is an open conjugation-invariant identity neigh-
bourhood in On(K) and Ω2 := Ω ∩ on(K) is an open 0-neighbourhood
in on(K), such that θ(Ω1) = Ω2.
(c) The map θ|Ω2Ω1 : Ω1 → Ω2 is a C
ω-diffeomorphism.
Proof. (a) We have (1 + θ(x))(1 + x) = (1 + (1 − x)(1 + x)−1)(1 + x) =
1+ x+ 1− x = 21 for each x ∈ Ω, showing that indeed 1+ θ(x) ∈ GLn(K)
(and thus θ(x) ∈ Ω), with (1 + θ(x))−1 = 1
2
(1+ x).
θ is an involution as θ(θ(x)) = (1 − (1 − x)(1 + x)−1)(1 + θ(x))−1 =
1
2
(1 − (1 − x)(1 + x)−1)(1 + x) = 1
2
(1 + x − (1 − x)) = x for each x ∈ Ω,
using (a). In particular, this implies that θ : Ω→ Ω is a bijection.
(b) If g ∈ Ω1, then θ(g)
T = (1+ gT )−1(1− gT ) = (1+ g−1)−1(1− g−1) =
(g−1(g+1))−1g−1(g−1) = (g+1)−1(g−1) = −θ(g). Thus θ(g) ∈ on(K)∩Ω =
Ω2. Conversely, θ(x)
T = (1 + xT )−1(1− xT ) = (1− x)−1(1 + x) for x ∈ Ω2
and thus θ(x)T θ(x) = (1 − x)−1(1 + x)(1 − x)(1 + x)−1 = 1, using that all
matrices involved commute. Thus θ(x) ∈ Ω∩On(K) = Ω1. Now (b) follows.
(c) Since θ is Cω, also θ|Ω2Ω1 and θ|
Ω1
Ω2
= (θ|Ω2Ω1)
−1 are Cω. ✷
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