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BOUNDARY REGULARITY FOR CONFORMALLY INVARIANT
VARIATIONAL PROBLEMS WITH NEUMANN DATA
ARMIN SCHIKORRA
Abstract. We study boundary regularity of maps from two-dimensional domains into
manifolds which are critical with respect to a generic conformally invariant variational
functional and which, at the boundary, enter perpendicularly into a support manifold.
For example, harmonic maps, or H-surfaces, with a partially free boundary condition.
In the interior it is known, by the celebrated work of Rivière, that these maps satisfy
a system with an antisymmetric potential, from which one can derive regularity of the
solution. We show that these maps satisfy along the boundary a system with a nonlocal
antisymmetric boundary potential which contains information from the interior potential
and the geometric Neumann boundary condition. We then proceed to show boundary
regularity for solutions to such systems.
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1. Introduction
In the last three decades the interior regularity theory for maps between a surface and a
manifold which are critical with respect to a conformally invariant variational energy has
seen tremendous progress. One example of such an energy is the Dirichlet energy,
E (U) :=
1
2
∫
D
|∇U|2
acting on maps U : D ⊂ R2 → M, where M ⊂ RN is a smooth, compact submani-
fold without boundary. Indeed, this energy is conformally invariant, since for conformal
transforms τ : D → τ(D), ∫
D
|∇(U ◦ τ)|2 :=
∫
τ(D)
|∇U|2.
Maps U which are critical with respect to the energy E in the class of maps from D into
M are called (weakly) harmonic maps from D into M, and they are characterized by the
harmonic map equation
(1.1) ∆U ⊥ TUM in D.
For the case of a target sphere M = SN−1 one can rewrite this equation
(1.2) −∆U = U|∇U|2 in D.
This is a vectorial equation which can be equivalently written as
−∆Ui = Ui|∇U|2, in D, i ∈ {1, . . . , N}.
Equation (1.2) is critical in two dimensions, and for a long time was not accessible to
classical potential regularity theory, since for a finite-energy solution U ∈ H1(D,RN) the
right-hand side seems to belongs only to L1(D). Indeed, it is not possible to conclude
boundedness or continuity from the growth properties of this equation: for example the
classical counterexample u(x) := log log 2/|x| is an H1-solution on B(0, 1) to an equation
of the same growth properties,
|∆u| = |∇u|2 in B(0, 1) ⊂ R2
Also a priori assumptions on the boundedness of the solution yield no advantage, similar
equations are satisfied by u(x) := sin log log 2/|x|. On the other hand, any continuous
solution of (1.2) is as smooth as the manifold allows, and in contrast to the initial regularity
this fact follows directly from the growth of the equation, see [56]. The equations (1.1),
(1.2) are thus critical and proving initial regularity such as continuity for solutions is the
only analytic obstacle to a full regularity theory.
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For sphere-valued harmonic maps in two dimensions this initial regularity was obtained
by Hélein in [26]. For D ⊂ R2, he showed that any solution U ∈ H1(D, SN−1) to (1.2) is
continuous (and thus smooth). He used the conservation laws for sphere-valued harmonic
maps discovered by Shatah [52]: for U ∈ H1(D, SN−1) Equation (1.2) is equivalent to
(1.3) div(Ωij) = 0 for all i, j = 1, . . . , N,
where
Ωij := U
i∇Uj −Uj∇Ui ∈ L2(D,R2) i, j = 1, . . . , N
This allows to rewrite equation (1.2),
(1.4) −∆Ui = Ui∇Uj · ∇Uj = Ωij · ∇Uj i = 1, . . . , N,
since Uj∇Uj = 1
2
∇|U|2 = 0.
Observe that in view of (1.3), Ωij · ∇Uj ∈ L1(D) is the product of a divergence-free and
curl-free quantity. This, in turn, implies that Ωij · ∇Uj belongs to a strictly smaller space
than L1(D), the Hardy space H 1(D). The latter was shown by Coifman, Lions, Meyer,
Semmes [11] which gave a concluding explanation for the “compensation effects” that had
been observed for Jacobians as early as Wente’s [59] and Reshetnyak’s work [39], then later
in terms of the so-called Wente inequality [6, 55] and L1 logL-integrability [38]. Since the
Riesz potential I2 maps H 1(R2) into the continuous functions C0(R2), solutions of (1.4)
are indeed continuous.
For harmonic maps into general smooth, closed manifoldsM Hélein developed the so-called
moving frame technique in [27], see also his monograph [28]: if there is a frame (eσ)
dimM
σ=1 ,
that is a smooth orthonormal basis of the tangent vector fields in TM, then (1.1) becomes
(1.5) − div(〈eσ(U),∇U〉RN ) = 〈∇eσ(U), eτ (U)〉RN · 〈eτ (U),∇U〉RN .
Of course there is a degree of freedom to choose such vector fields (once one exists), and
Hélein showed that one can find one frame (eσ)
dimM
σ=1 such that
div〈∇eσ(U), eτ (U)〉 = 0.
Therefore (1.5) becomes again an equation with a div-curl term on the right-hand side (up
to the multiplicative eτ (U) ∈ H1 ∩ L∞(D,RN)). Using again that such a div-curl term
belongs to the Hardy space H1(D), one can show continuity of solutions U to (1.5).
Another example is the prescribed mean curvature equation. Let U ∈ H1(D,R3) be a
solution to
(1.6) ∆U = 2H(U)Ux ∧Uy in D
where ∧ denotes the wedge product for vectors in R3 and H : R3 → R is a bounded map.
If one additionally assumes that U is conformal, i.e. |Ux| = |Uy| and Ux ⊥ Uy then U
parametrizes a surfaces U(D) ⊂ R3 with mean curvature H(U(x)) in U(x), hence the
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name of the equation. From a variational point of view, solutions U to (1.6) appear as
critical points of the functional
(1.7) EQ(U) =
∫
D
1
2
|∇U|2 +Q(U) ·Ux ∧Uy
where Q ∈ C1(R3,R3) is a vector field with the property 2H ≡ divQ. Again (1.6) is
a critical equation: initial regularity does not follow from direct potential methods, but
once continuity is obtained, the solution is as smooth as the H allows. Using the div-curl
theory, Bethuel [3] showed initial regularity under the assumption that H is bounded and
Lipschitz. An elementary computation shows that
Ux ∧Uy =

 det(∇U2,∇U3)det(∇U1,∇U3)
det(∇U1,∇U2)


That is, (1.6) is a system with Jacobians on the right-hand side, up to the multiplicative
H(U). If H is bounded and Lipschitz then H(u) ∈ H1(D,R3), and thus, as above in (1.5)
we find a Jacobian (i.e. div-curl term) in the Hardy-space up to multiplicative function in
H(U) ∈ H1 ∩ L∞(D,R3), and one can prove regularity.
Both, harmonic maps and H-surfaces, are special cases of critical points of conformally
invariant variational functionals of the form
(1.8) E (U) =
∫
D
1
2
|∇U|2 +U∗(λ)
where λ ∈ C1(∧2R3) is a two-form and U∗(λ) denotes the pullback of λ under U. Indeed,
Grüter [22] proved that under some “natural conditions” all elliptic, conformally invariant
elliptic variational functional in two dimensions are of the form (1.8), up to a conformal
transform of the domain.
It was Rivière [40] who discovered that the Euler-Lagrange equation of the Dirichlet func-
tional, the H-surface functional (1.7), and in general all generic conformally invariant
variational functionals such as (1.8), possibly restricted to maps into a closed manifoldM,
share a crucial regularizing structure: the right-hand side may not be a Jacobian, but it
can always be seen as an antisymmetric potential acting on the solution U. More precisely,
any critical point U ∈ H1(D,M) of a variational functional of the form (1.8), where M
can be a closed manifold or RN , solves an equation of the form
(1.9) ∆Ui = Ωij · ∇Uj in D,
where Ωij ∈ L2(D,R2) is antisymmetric:
Ωij = −Ωji almost everywhere in D.
He then showed interior initial regularity for solutions of (1.9). More precisely we have
Theorem 1.1 (Rivière [40]). Let U ∈ H1(D,RN) be a solution of (1.9). Then U is
continuous in D.
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Rivière’s interior regularity result has seen many extensions, among them generalizations
to biharmonic maps [30], to half-harmonic maps [15], polyharmonic maps [13], and to
Schroedinger-type systems [41]. Again these equations are all critical: once initial regular-
ity is obtained, higher regularity follows from a bootstrap argument, see [50, 35, 48].
It is natural to investigate the regularity up to the boundary for these kind of geometric
equations. In [37] Müller and the author considered the Dirichlet problem and showed
Theorem 1.2 (Müller-S. [37]). Let D be a smoothly bounded domain. Then any solution
U ∈ H1(D,RN) of {
∆Ui = Ωij · ∇Uj in D,
U = u on ∂D,
is continuous up to the boundary, U ∈ C0(D), if u is continuous on ∂D.
In this work we investigate boundary regularity for prescribed geometric Neumann data,
namely when the solution U at the boundary penetrates a support manifold N perpendic-
ularly.
Theorem 1.3. Let D ⊂ R2 be a smoothly bounded domain and N be a closed manifold in
RN . Assume that U ∈ H1(D,RN) with trace u ∈ H 12 (∂D,N ) is a solution to
(1.10)
{
∆U = Ω · ∇U in D
∂νU ⊥ TuN on ∂D
where Ω ∈ L2(D) is antisymmetric.
Then U is Hölder continuous in D up to the boundary ∂D.
A Neumann condition for systems with antisymmetric potential has been considered al-
ready in [51] where ∂νU solves a subcritical equation along the boundary, which is ellip-
tic in the sense of boundary equations as studied by [2]. But observe that in our case,
∂νU ∈ L1(∂D) only. That is, (1.10) is a critical equation both, in the interior and at the
boundary.
Let us also mention the special case Ω ≡ 0. Then the boundary equation
(1.11) ∂νU ⊥ TuN on ∂D
is equivalent to the half-harmonic map equation
(−∆)
1
2
∂Du ⊥ TuN in ∂D,
where u is the trace of U at the boundary ∂D and (−∆)
1
2
∂D denotes the half-laplacian
along ∂D. The regularity theory for the half-harmonic map equation was proven by Da
Lio and Rivière in their seminal work [15]. In particular they showed, that this equation
also exhibits an antisymmetric potential on the right-hand side.
6 ARMIN SCHIKORRA
It is thus reasonable to suspect that the equation (1.10) can be reformulated into two
coupled systems, one in the interior and one at the boundary, which both exhibit an
antisymmetric potential on the right-hand side. We confirm this suspicion, and reduce
(1.10) to an interior equation coupled with an equation along the boundary, and then show
that the boundary equation exhibits a nonlocal antisymmetric potential which contains
information of the Neumann condition (1.11) and the interior potential Ω. More precisely,
Theorem 1.3 will be a consequence of the following result, see Theorem 2.1 below.
Theorem 1.4. Let U ∈ H1(R2+,RN) and its trace u ∈ H
1
2 (R,RN) be a solution to{
∆Ui = Ωij · ∇Uj + E i(U) R2+
(−∆) 12ui = ωij((−∆) 14uj) + ǫi(U) in (−2, 2).
Here E i and ǫi are benign error terms satisfying conditions 2.4 and 2.5, respectively.
Moreover, Ω is a pointwise antisymmetric potential Ωij = −Ωij ∈ L2(R2+,R2), and ωij is a
nonlocal potential, ωij : L
2(R)→ L1(R), which is a linear operator given as∫
R
ωij(f) ϕ :=
∫
R
∫
R
ωij(x, y) f(y) ϕ(x) dy dx
whose kernel is antisymmetric, ωij(x, y) = −ωji(x, y), and satisfies the boundedness and
localization conditions 2.2 below.
Then U is Hölder continuous in R2+ ∪ ((−1, 1)× {0}).
Since we reformulated equation (1.10) into a system of local and nonlocal equations with
antisymmetric potential, it should be possible to base higher regularity arguments on the
related results for nonlocal equations, see [48]. This will be a future project of study.
Before we comment in the next Section more on the strategy of the proof for Theorem 1.3
and Theorem 1.4, let us have a look at consequences: the conditions u : ∂D → N and
∂νU ⊥ TuN is motivated by partially free boundary problems. The first example is known
from the Plateau problem.
Corollary 1.5. Assume that U is a critical point of∫
D
|∇U|2 s.t. u = U
∣∣∣
∂D
⊂ N
Then {
∆U = 0 in D
∂νU ⊥ TuN on ∂D
and consequently, U is Hölder continuous in D up to the boundary.
As an interesting side remark, let us mention that Douglas’ proof of the Plateau problem
is actually related to our approach of computing an intrinsic nonlocal equation along the
boundary, cf. [19, equation (1.4)].
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From Theorem 1.3 we also recover the regularity for harmonic maps with partially free
boundary, which was originally obtained by Scheven, [43]. Actually Scheven even proved
partial regularity in dimensions n ≥ 3 for domains D ⊂ Rn.
Corollary 1.6. Assume that U : D →M ⊂ RN is a harmonic map with free boundary in
N ⊂ M, where M, N are smooth, closed manifolds in RN . That is, let U ∈ H1(D,M)
with trace u ∈ H 12 (∂D,N ) be a critical point of the Dirichlet energy∫
D
|∇U|2 : s.t. U ∈ H1(D,M) with trace u = U
∣∣∣
∂D
∈ H 12 (∂D,N ).
Then U satisfies an equation of the form (1.10) and consequently U is Hölder continuous
in D up to the boundary.
For H-surfaces, Theorem 1.3 implies regularity at a partially free boundary.
Corollary 1.7. Let N be a closed two-dimensional submanifold of R3. Assume that U ∈
H1(D,R3) is a critical point of the energy (1.7) subject to the partial free boundary condition
u = U
∣∣∣
∂D
⊂ N , i.e., let U be a solution to{
∆U = 2H(U)Ux ∧Uy in D
∂νU ⊥ TuN on ∂D.
If H = 1
2
divQ is bounded, H ∈ L∞(R3) and Q satisfies the condition
(1.12) Q(p) · n(p) = 0 for all p ∈ N
where n(p) denotes the unit normal of N , then U is Hölder continuous in D up to the
boundary ∂D.
Condition (1.12) was already used to to show regularity up to the free boundary under the
assumption of conformal parametrization of U in [23] and [36].
Finally, Theorem 1.3 also implies the following free boundary version of Rivière’s regularity
theorem for critical maps of conformally invariant variational functionals, [40, Theorem I.2].
Corollary 1.8. Let M be a C2-submanifold of RN , and λ a C1 2-form on M such that
the L∞-norm of dλ in bounded on M. Assume that N ⊂ M is a closed submanifold of
M. Assume moreover that, similarly to (1.12), λ satisfies the orthogonal angle condition
(1.13) |λ(z)(v,w)| = 0 ∀ v, w ∈ TzN , z ∈ N .
Then any critical point U ∈ H1(D,M), u = U
∣∣∣
∂D
∈ H 12 (∂D,N ) of the energy∫
D
|∇U|2 +U∗λ,
satisfies an equation of the form (1.10), and therefore U is Hölder continuous in D up to
the boundary ∂D.
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Outline of the paper. In the next section, Section 2, we state in Theorem 2.1 the re-
duction result which related Theorem 1.3 and Theorem 1.4; moreover we introduce our
notation. In Section 3 we give the proof of Theorem 2.1. In Section 4 we proof Theo-
rem 1.4 using a suitable gauge for certain nonlocal antisymmetric functionals. This gauge
is constructed in Section 5. Finally, in Section 6 we introduce new commutator estimates
for extension operators, which are needed in the proof of Theorem 1.4, but which are
interesting in their own right.
2. The master equation with antisymmetric potentials: Proof of
Theorem 1.3
Recall the Dirichlet-to-Neumann property: Assume that V ∈ H1(R2+,RN) is harmonic in
the upper half plane R2+,
(2.1)
{
∆V = 0 in R2+,
V = u on R× {0}.
with zero boundary conditions at infinity. That is, V is the Poisson extension of u,
V(x, t) = pt ∗ u(x) := c
∫
R
t
|x− z|2 + t2 u(z) dz.
Here, c is some dimensional constant (and in general c may change from line to line). In
semigroup language, V(x, t) = e−t(−∆)
1
2
u(x). Here, the α-Laplacian is defined as
(−∆)α2u(x) := c
∫
R
u(x)− u(y)
|x− y|1+α dx dy.
Then we have the Dirichlet-to-Neumann property
(2.2) ∂νV(x, 0) ≡ −∂tV(x, 0) = (−∆) 12u(x) x ∈ R.
That is, a condition on ∂νV at the boundary is simply a condition on (−∆) 12u.
This was used, e.g., by Millot and Sire in [34], to re-interpret the half-harmonic map
equation
(−∆) 12u ⊥ TuN in R
as a minimal surface V : R2+ → RN with partial free boundary{
∆V = 0 in R2+
∂νV ⊥ TuN in R× {0}.
This way they obtained partial regularity for half-harmonic maps from the work of Scheven [43].
Our strategy is the reverse. In order to study solutions U ∈ H1(R2+,RN) of the equation{
∆U = Ω · ∇U in R2+
∂νU ⊥ TuN on R× {0},
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we interpret ∂νU as a nonlocal operator along the boundary. Observe, however, that since
U is not harmonic in the interior, the relation (2.2) fails for U, and in general
∂νU(x, 0) 6= (−∆) 12u(x)
Nevertheless we obtain the following
Theorem 2.1. Let D ⊂ R2 be a smoothly bounded domain and N be a closed manifold in
RN . If U˜ ∈ H1(D,RN) with trace u˜ ∈ H 12 (∂D,N ) is a solution to{
∆U˜ = Ω˜ · ∇U˜ in D
∂νU˜ ⊥ Tu˜N on ∂D
where Ω˜ij = −Ω˜ji ∈ L2(D,R2) is antisymmetric, then for any point x0 ∈ ∂D we find a
small radius ρ > 0, U ∈ H1(R2+,RN), and a diffeomorphism τ : B(0, 1)→ R2 with
U˜ = U ◦ τ−1 in B(x0, ρ) ∩D,
so that U satisfies the following conditions:
The map U ∈ H1(R2+,RN) has compact support. U and its trace u = U
∣∣∣
R×{0}
∈ L∞ ∩
H
1
2 (R,RN) are a solution to
(2.3)
{
∆Ui = Ωij · ∇Uj + E i R2+
U = u on R× {0},
for some E i satisfying the conditions 2.4 below. Here Ω is a pointwise antisymmetric
potential Ωij = −Ωij ∈ L2(R2+,R2).
On the other hand, the trace u ∈ L∞ ∩H 12 (R,RN) satisfies
(2.4) (−∆) 12ui = ωij((−∆) 14uj) + ǫi(U) in (−2, 2)
for the nonlocal, boundary antisymmetric potential ωij = −ωji : H˙ 12 (R) → L1(R) which is
a linear operator given via∫
R
ωij(f) ϕ :=
∫
R
∫
R
ωij(x, y) f(y) ϕ(x) dy dx
whose kernel ωij(x, y) satisfies the boundedness and localization conditions 2.2 below. More-
over ǫ(U) depends on U, i.e. on interior and boundary values, but is an benign error term
satisfying the conditions 2.5 below.
(2.3) is a consequence of the usual flattening of the boundary argument. The main work is
to obtain the boundary condition (2.4). Thus, we successfully reformulated the Neumann
boundary equation (1.10) into a coupled system, the interior system (2.3) which is local, and
the boundary system (2.4). Both equations are critical, but with antisymmetric potentials.
Theorem 1.3 is then a consequence of the regularity theorem Theorem 1.4 for systems with
antisymmetric potential in the interior and at the boundary. 
10 ARMIN SCHIKORRA
2.1. Notation and conditions on ω, E , ǫ. We denote by I(x0, r) ⊂ R one-dimensional
open balls and with B(x0, r) ⊂ R2 two-dimensional open balls each centered at x0 with
radius r. For x0 ∈ R× {0} we define B(x0, r)+ the upper semi-ball B(x0, r) ∩ R2+.
We will use the notion of Lorentz spaces, for a gentle introduction we refer to [21]. For
measurable functions f : Rn → R and Ω ⊂ Rn the decreasing rearrangement of f is
f ∗(t) := inf {s > 0 : |{x ∈ Rn : |f(x)| > s}| ≤ t} .
Then the Lorentz space L(p,q) is induced by the pseudo-norm ‖ · ‖(p,q),Rn), defined for p ∈
[1,∞), q ∈ [1,∞) by
‖f‖(p,q) ≡ ‖f‖(p,q),Rn :=

 ∞∫
0
(
t
1
pf ∗(t)
)q dt
t


1
q
.
For q =∞ we define
‖f‖(p,∞) ≡ ‖f‖(p,∞),Rn := sup
t>0
t
1
p f ∗(t)
Note that ‖ · ‖(p,q),Rn does not satisfy the triangular inequality with constant one, but
otherwise it is a norm. For a measurable subset D ⊂ Rn,
‖f‖(p,q),D := ‖χD f‖(p,q).
The Lorentz space provide a finer scale of Lebesgue spaces, in particular it holds L(p,p)(D) =
Lp(D) with equivalent norms. We also have the embedding Lp,q1(D) ⊂ Lp,q2(D) for any
D ⊂ Rn if q1 > q2. Indeed,
(2.5) ‖f‖(p,q2) - C ‖f‖(p,q1).
Moreover the Lorentz space version of Hölder inequality holds: for p1, p2, p ∈ [1,∞) and
q1, q2, q ∈ [1,∞] with 1/p1 + 1/p2 = 1/p and 1/q1 + 1/q2 = 1/q we have
(2.6) ‖fg‖(p,q) - ‖f‖(p1,q1) ‖g‖(p2,q2).
Also, we have a version of Young inequality away from L1 and L∞: for p1, p2, p ∈ (1,∞)
and q1, q2 ∈ [1,∞] with 1/p1 + 1/p2 = 1/p+ 1 and 1/q1 + 1/q2 = 1/q we have
(2.7) ‖f ∗ g‖(p,q) - ‖f‖(p1,q1) ‖g‖(p2,q2).
Since we are working with nonlocal quantities, tails cannot be avoided. We write
Tailσ(‖f‖(2,∞); x0, R, k0) =
∞∑
k=k0
2−σk‖f‖(2,∞),I(x0,2kR),
or
Tailσ(‖f‖(2,∞); x0, R, k0) =
∞∑
k=k0
2−σk‖f‖(2,∞),B(x0,2kR),
depending on the dimension.
Here, σ > 0 is a constant that will change from line to line.
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Condition 2.2 (Conditions on ω). The kernel ω(x, y) : R × R → R is admissible if it
measurable, and bounded in the following sense∫
R
∫
R
f(y)ϕ(x) ω(x, y) dx dy - ‖f‖L2(R) ‖ϕ‖L∞(R).
Moreover we require the following localization properties:
For any ε > 0, there is an R ∈ (0, 1) so that for any sufficiently large k0 ≥ 2 and any
r ∈ (0, 2−k0R) the following holds for some uniform σ > 0.
For any ‖g‖∞ + ‖(−∆) 14 g‖2 ≤ 1 and any ϕ ∈ C∞c (I(x0, r)) with ‖ϕ‖∞ + ‖(−∆)
1
4ϕ‖2 ≤ 1
and ∫
R
∫
R
f(y) g(x) (ϕ(x)− ϕ(y))ωkj(x, y) dx dy
- ε‖f‖(2,∞),I(x0,2k0) + Tailσ(‖f‖(2,∞); x0, r, k0).
(2.8)
For any ‖g‖∞ + ‖(−∆) 14 g‖2 ≤ 1, any ‖ϕ‖∞ + ‖(−∆) 14ϕ‖2 ≤ 1, and any f ∈ C∞c (I(x0, r))
(2.9)
∫
R
∫
R
f(y) g(x) (ϕ(x)− ϕ(y))ωkj(x, y) dx dy - ε‖f‖(2,∞),
and for any ‖g‖∞ + ‖(−∆) 14 g‖2 ≤ 1, any ϕ ∈ C∞c (I(x0, r)) and any f ∈ C∞c (R)
(2.10)
∫
R
∫
R
f(y) g(x) (ϕ(x)− ϕ(y))ωkj(x, y) dx dy ≤ ε‖f‖2,R ‖(−∆) 14ϕ‖(2,∞)
Example 2.3. For our setup, ω will be a composition of the following examples
(1) A first example of a kernel ω(x, y) satisfying Condition 2.2 is
ω(x, y) := ω˜(x) δx,y
for some ω˜ ∈ L2(R). Indeed, all the localization conditions are trivially satisfied
since the left-hand sides are zero.
(2) A second example is∫
R
∫
R
ω(x, y) f(y)ϕ(x) dx dy =
∫
R2+
Ω(z, t) κt ∗ f(z) pt ∗ ϕ(z) dz,
that is
ω(x, y) =
∫
R2+
Ω(z, t) κt(z − y) pt(z − x),
where Ω ∈ L2(R2+), κ, p ∈ C∞ ∩ L1 ∩ L∞(R) and
∫
κ = 0. Here κt(z − x) =
t−1κ((z−x)/t), and pt(z−x) = t−1p((z−x)/t). In our application, p is the Poisson
kernel and κ is a derivative of the Poisson kernel. The proof can be found below in
Section 3.3.
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Condition 2.4 (Conditions on E ).
E = E1 + E2
where
• E1 ∈ Lp(R2+) for some p > 1 and E1 has compact support.
• For any Φ ∈ C∞(R2+) with compact support∫
E2Φ - ‖∇Φ‖2,R2+
and if suppΦ ⊂ B(x0, r) for some x0 ∈ R× {0}, then∫
E2Φ - r
σ ‖∇Φ‖2,R2+
Condition 2.5 (Conditions on ǫ). For U ∈ H1(R2+,RN) and u ∈ L∞H
1
2 (R,RN) and
W := U− pt ∗ u we assume that ǫ(U) is so that the following holds.
For any ε > 0, there is an R ∈ (0, 1) so that for any large enough k0 ≥ 2 and any
r ∈ (0, 2−k0R) the following holds for some uniform σ > 0. For ϕ ∈ C∞c (I(x0, r)) for any
ball I(x0, r) ⊂ (−2, 2) so that ‖ϕ‖∞,R + ‖(−∆) 14ϕ‖2,R ≤ 1,∫
ǫ(U)ϕ -ε
(
‖(−∆) 14u‖(2,∞),I(x0,2k0r) + ‖∇W‖(2,∞),B(2k0r,x0)
)
+ Tailσ(‖(−∆) 14u‖(2,∞); x0, r, k0) + Tailσ(‖∇W‖(2,∞); x0, r, k0).
+
(
2k0r
)σ
.
3. Antisymmetric nonlocal boundary potentials: Proof of Theorem 2.1
Let D ⊂ R2 be a smoothly bounded domain and N be a closed manifold in RN . In order
to prove Theorem 2.1 we need to transform the following equation for U˜ ∈ H1(D,RN)
with trace u˜ ∈ H 12 (∂D,N ),
(3.1)
{
∆U˜ = Ω˜ · ∇U˜ in D,
∂νU˜ ⊥ Tu˜N on ∂D,
where Ω˜ij = −Ω˜ji ∈ L2(D,R2) is antisymmetric.
First, by a standard argument around any point x0 ∈ ∂D we can transform the equation
into an equation of the half-space.
Lemma 3.1. For any x0 ∈ ∂D we find a small radius ρ > 0, some U ∈ H1(R2+,RN) and
a diffeomorphism τ : B(0, 1)→ R2 with
U˜ = U ◦ τ−1 in B(x0, ρ) ∩D,
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so that U satisfies the following equation

∆Ui = Ωij · ∇Uj + E i in R2+,
U(−5, 5)× {0} ⊂ N
∂νU ⊥ TuN in (−5, 5)× {0},
U(x) = 0 for |x| > 10.
Here E i ∈ L1 ∩Lp(R2+) for any p < 2, and E i and Ω have support in B(0, 10)+. Moreover,
and g ∈ C2(R2+, GL(2)), and gαβ ≡ δαβ on R× {0}.
Proof. Fix x0 ∈ ∂D. Since ∂D is a smooth manifold, there exists a small neighborhood
B(δ, x0) of x0 in R
2 where the orthogonal projection π∂D : B(x0, δ) → ∂D is well-defined.
We may assume that we have a parametrization of ∂D around x0. For possibly smaller
δ let ϕ : [−20, 20] → R2 be this parametrization of ∂D around x0, say of constant speed
|ϕ′| ≡ σ.
Then we have the following diffeomorphism τ : [−20, 20]2 → R2
τ(x, t) := ϕ(x)− σ t ν(ϕ(x)).
We have
(3.2)
1
σ
∇τ(x, 0) = ( 1
σ
ϕ′(x), ν(ϕ(x)) ∈ SO(N).
Also τ maps the upper cylinder [−20, 20]×(0, 20) into D and the lower cylinder [−20, 20]×
(−20, 0) is mapped into R2\D. Finally we have
(3.3) ∂tτ(x, t)
∣∣∣
t=0
= −σν(ϕ(x)).
Set U := η U˜ ◦ τ for a smooth cutoff function η ∈ C∞c ([−10, 10]2) with η ≡ 1 on [−7, 7]2.
Let
Aαβ := σ ∂α
(
τ−1
)β ◦ τ,
then from
σ(∂αf) ◦ τ = Aαβ ∂β(f ◦ τ)
we find
Aαγ∂γ
(
Aαβ∂β(U˜ ◦ τ)
)
= σ2
(
∆U˜
)
◦ τ.
Thus we have from (3.1)
Aαγ∂γ
(
Aαβ∂β(U˜
i ◦ τ)
)
= σ Ω˜αij ◦ τ Aαβ ∂β
(
U˜
j ◦ τ
)
in (−20, 20)× (0, 20).
Multiplying this with η and using the product rule we find
∂γ
(
AαγAαβ∂βU
i
)
= Ωij · U˜j + E i1 in R2+.
for
Ωβij := χB(0,10) σAαβ Ω˜
α
ij ◦ τ ∈ L2(R2+),
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which satisfies Ωij = −Ωji, and where pointwise a.e.
|E1| - χB(0,10)
(
|U˜ ◦ τ |+ |∇U˜ ◦ τ |+ |Ω˜ ◦ τ | |U˜ ◦ τ |
)
Setting
E
i
2 := ∆U
i − ∂γ
(
AαγAαβ∂βU
i
)
,
we found
∆Ui = Ωij · U˜j + E i1 + E i2 in R2+.
In order to show that E i2 satisfies the condition 2.4, observe that from (3.2) we have
AαγAαβ − δγβ = 0 on (−20, 20)× {0}
and the support we can assume that this holds on R× {0} without changing the equation
for U, because of the support of U. Thus, for any Φ ∈ C∞c (R2) the boundary terms vanish
in the following integration by parts,∫
R2+
E
i
2 Φ =
∫
R2+
(AαγAαβ − δγβ) ∂βUi ∂γΦ.
Consequently, for any Φ ∈ C∞c (B(x0, r)) for some x0 ∈ R× {0}∫
R2+
E
i
2 Φ - ‖AαγAαβ − δγβ‖L∞(B(x0,r) ‖∇U‖2,R2+ ‖∇Φ‖2,R2+
But since AαγAαβ − δγβ = 0 on R× {0} we have
‖AαγAαβ − δγβ‖L∞(B(x0,r) - r ‖∇Φ‖2,R2+ .
Thus E i2 satisfies condition 2.4.
Finally from (3.3) and the fact that U = U˜ ◦ τ on [−7, 7]× [0, 1),
−∂tU = σ∂νU˜ ◦ τ ⊥ TUN on (−5, 5)× {0}.

From Lemma 3.1 we obtained a compactly supported U ∈ H1(R2+,RN) with trace u ∈
H
1
2 (R,RN) satisfying (2.3).
It remains to compute (2.4). For this we denote again with V the harmonic Poisson
extension to R2+ of u,
V(x, t) := pt ∗ u(x),
that is the solution to 

∆V = 0 in R2+
V = u in R× {0}
lim|x|→∞ V (x) = 0.
In view of the Dirichlet-to-Neumann property (2.2) for (2.4) we need to show
(3.4) ∂νV
i = ωij((−∆) 14uj) + ǫi(U) (−2, 2)× {0}.
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Since we only have information about ∂νU, we also introduce W := U−V which solves
(3.5)


∆Wi = Ωij · ∇Uj + E i(U) in R2+
W = 0 on R× {0}
lim|x|→∞W(x) = 0.
By Π : N → RN×N we denote the projection on the tangent plane of N , that is for u ∈ N
we have a matrix Π(u) ∈ RN×N which is symmetric, Π(u)2 = Π(u) and
im(Π(u)) = TuN , ker(Π(u)) = (TuN )⊥.
By the nearest point projection π from a tubular neighborhood Bδ(N ) into N we can
assume Π to be defined first in this small neighborhood and then extended to all of RN ,
Π : RN → RN×N and Π ∈ C∞ ∩W 1,∞(RN ,RN × N). W.l.o.g. Π(0) = 0. With Π⊥(u) we
denote I − Π(u) for the identity matrix I ∈ RN×N .
From the condition ∂νU ⊥ TuN in (−5, 5)× {0} we then have
(3.6) (−∆) 12u ≡ ∂νV = ∂ν(U−W) = Π⊥(u)∂νV − Π(u)∂νW in (−2, 2)× {0}.
The first term Π⊥(u)∂νV = Π⊥(u)(−∆) 12u is essentially known from the theory of half-
harmonic maps into manifolds. We will treat it in Section 3.1. The second term Π(u)∂νW
takes into account the interior equation (2.3). It involves the antisymmetric action
Ω · ∇U = Ω · ∇W + Ω · ∇V.
The interior action part Ω ·∇W can essentially be estimated as the antisymmetric system
treated in Rivière’s celebrated [40]. We will treat the interior action part in Section 3.2.
The remaining part, the boundary action part Ω ·∇W, induces a (nonlocal) antisymmetric
potential acting on the trace u. We will treat the boundary action part in Section 3.3.
3.1. The half-harmonic map part, Π⊥(u)∂νV. We begin with the first term
Π⊥(u)∂νV ≡ Π⊥(u)(−∆) 12u.
An antisymmetric structure from this term was first derived by Da Lio and Rivière [15]
who studied the equation
(−∆) 12u ⊥ TuN in R,
or equivalently,
(−∆) 12u = Π⊥(u)(−∆) 12u.
There are several antisymmetric potentials that can be derived for this equation, the one
that was found in [15], see also [17], or a nonlocal one as in [33]. Here we have a slightly
different one from all of those.
Lemma 3.2. For ϕ ∈ C∞c ((−2, 2)),∫
R
ϕ Π⊥(u) ∂νV =
∫
R
∫
R
ϕ(x)ω1(x, y) (−∆) 14u(y) dx dy + ǫ(U)
where ω1 satisfies conditions 2.2 and ǫ satisfies conditions 2.4.
16 ARMIN SCHIKORRA
Proof. We have
Π⊥(u)(−∆) 12u = Π⊥(u)(−∆) 14
(
Π(u)(−∆) 14u
)
+ ǫ1(U)
where
ǫ1(U) := Π
⊥(u)(−∆) 14
(
Π⊥(u)(−∆) 14u
)
.
The fact that ǫ1(U) satisfies the conditions 2.4, follows from known arguments, see [15,
47, 4]. Essentially one localizes the following estimates. We only mention the global steps,
and skip the details. Firstly,∫
ǫ1(U)ϕ =
∫ (
Π⊥(u)(−∆) 14u
)
(−∆) 14 (Π⊥(u)ϕ) - ‖Π⊥(u)(−∆) 14u‖2,R ‖(−∆) 14 (Π⊥(u)ϕ)‖2.
Since u maps into a manifold, in view of Lemma E.1,
‖Π⊥(u)(−∆) 14u‖2,(−2,2) - ‖(−∆) 14u‖(2,∞),R ‖(−∆) 14u‖2,R.
Moreover,
‖(−∆) 14 (Π⊥(u)ϕ)‖2 -
(
‖Π(u)‖∞ + ‖(−∆) 14Π⊥(u)‖2
) (
‖ϕ‖∞ + ‖(−∆) 14ϕ‖2
)
-
(
1 + ‖(−∆) 14u‖2
) (
‖ϕ‖∞ + ‖(−∆) 14ϕ‖2
)
.
Working with cutoff arguments and using the pseudo-locality of the fractional Laplacian,
see, e.g., [4, Lemma A.1], one obtains
∫
ǫ1ϕ -
(
‖(−∆) 14u‖2,I(x0,2k0r)‖(−∆)
1
4u‖(2,∞),I(x0,2k0r) + Tailσ(‖(−∆)
1
4u‖(2,∞); x0, R, k0)
)
·
(
1 + ‖(−∆) 14u‖2
) (
‖ϕ‖∞ + ‖(−∆) 14ϕ‖2
)
Thus, for any ball in (−2, 2) with radius 2k0r small enough so that
‖(−∆) 14u‖2,I(x0,2k0r)
(
1 + ‖(−∆) 14u‖2
)
≤ ε
we have the estimate as required for condition 2.4.
For the remaining term, we denote by
H 1
2
(a, b) := (−∆) 14 (ab)− a (−∆) 14 b− b (−∆) 14a.
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Then, since Π⊥(u)Π(u) ≡ 0,∫
ϕ Π⊥(u)(−∆) 14
(
Π(u)(−∆) 14u
)
=
∫
(−∆) 14 (ϕ Π⊥(u))
(
Π(u)(−∆) 14u
)
=
∫
(ϕ (−∆) 14Π⊥(u))
(
Π(u)(−∆) 14u
)
+
∫
H 1
2
(ϕ,Π⊥(u))
(
Π(u)(−∆) 14u
)
=:
∫
(ϕ (−∆) 14Π⊥(u))
(
Π(u)(−∆) 14u
)
+ ǫ2.
The error term ǫ2 again satisfies condition 2.5 as above. Now we go into coordinates, and
find for
ω˜ik := (−∆) 14Π⊥ij(u) Π(u)jk − (−∆)
1
4Π⊥kj(u) Π(u)ji ∈ L2(R2),
and
ǫ3 := Π(u)ij(−∆) 14Π⊥jk(u) (−∆)
1
4u
k
the representation
(−∆) 14Π⊥ij(u) Π(u)jk(−∆)
1
4u
k = ω˜ik (−∆) 14uk + ǫ3.
Clearly
ωik(x, y) := ω˜ik(x)δx,y
is antisymmetric and satisfies the conditions 2.2.
As for the last error term ǫ3, again since Π
⊥(u)Π(u) ≡ 0,
ǫ3 = −H 1
2
(Πij(u),Π
⊥(u)jk) (−∆) 14uk − (−∆) 14Π(u)ij Π⊥(u)jk(−∆) 14u.
From the three-commutator estimates, see [31, Theorem 7.1.],
‖ǫ3‖L1(R) - ‖(−∆) 14Π(u)‖22 ‖(−∆)
1
4u‖(2,∞) + ‖(−∆) 14Π(u)ij‖2 ‖Π⊥(u)jk(−∆) 14u‖2.
With the help of Lemma E.1 and a suitable localization we find that ǫ3 satisfies the con-
ditions 2.5. 
3.2. The interior action Ω · ∇W. It remains to reformulate for ϕ ∈ C∞c ((−2, 2))∫
R
Πℓj(u) ∂νW
j ϕ.
Observe that the antisymmetric potential in (3.5), Ω · ∇U, acts on U = V +W. So we
have to control the interior action of Ω, namely Ω · ∇W, and the boundary action of Ω,
namely Ω · ∇V.
Clearly, the interior action Ω ·∇W can, in general, not be represented as an antisymmetric
potential of the boundary data u. It is a purely interior object.
Since we are in the process to find a reformulation for ∂νV on the boundary, i.e., we are
reformulating the boundary equation, we will see that this seemingly critical term Ω ·∇W
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is actually subcritical with respect to its influence on the boundary. Note that we did not
choose any gauge on the boundary yet, so this subcriticality might be surprising at first.
The reason is that we can choose an interior gauge which only transforms the interior
equation and does not touch the boundary. This is the subject of this section.
The remaining action Ω · ∇V involves the boundary data u and has an antisymmetric
structure, and we will treat it in Section 3.3.
From Proposition 5.1 we find an interior gauge adapted to Ω ∈ L2(R2+, so(N)⊗R2), namely
P ∈ H˙1(R2+, SO(N)), P ≡ I on R× {0} satisfying
(3.7) div(∇P P T + PΩP T ) = 0 in R2+.
Observe that Π(u) ∈ L2(R) since u ∈ H 12 ∩ L∞(R,Rn), u has compact support, and
Π(0) = 0. Denote by Πh(u) the harmonic Poisson-extension of Π(u) to R2+, and with ϕ
h
the harmonic Poisson-extension of ϕ ∈ C∞c ((−2, 2)) to R2+. An integration by parts with
boundary data in R2+ gives∫
R
Πℓj(u) ∂νW
j ϕ ≡
∫
R×{0}
Πhℓk(u)Pkj ∂νW
j ϕh
=
∫
R2+
∇Wj · ∇ (Πhℓk(u)Pkj ϕh)+
∫
R2+
Pkj∆R2W
j Πhℓk(u) ϕ
h.
By the equation for W, (3.5),∫
R
Πℓj(u) ∂νW
j ϕ =
∫
R2+
∇Wj · ∇ (Πhℓk(u)Pkj ϕh)+
∫
R2+
PkjΩji · ∇Ui Πhℓk(u) ϕh
+
∫
R2+
PkjE
j(U) Πhℓk(u) ϕ
h.
With U = V +W we arrive at∫
R
Πℓj(u) ∂νW
j ϕ =
∫
R
(
ǫℓ1(U) + ǫ
ℓ
2(U) + ǫ
ℓ
3(U) + ǫ
ℓ
4(U)
)
ϕ+
∫
R2+
Ωji∇Vi Πhℓk(u) ϕh
for ǫℓ1(U), . . . , ǫ
ℓ
4(U) distributions defined as∫
R
ǫℓ1(U) ϕ :=
∫
R2+
(∇Pki + PkjΩji) · ∇Wi Πhℓk(u) ϕh,∫
R
ǫℓ2(U) ϕ :=
∫
R2+
Pkj∇Wj · ∇
(
Πhℓk(u) ϕ
h
)
,
∫
R
ǫℓ3(U) ϕ :=
∫
R2+
Pkj E
j Πhℓk(u) ϕ
h,
∫
R
ǫℓ4(U) ϕ :=
∫
R2+
(Pkj − δkj) Ωji∇Vi Πhℓk(u) ϕh.
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The antisymmetric boundary action term∫
R2+
Ωji∇Vi Πhℓk(u) ϕh
will be treated in Section 3.3.
The following Lemmata 3.3, 3.4, 3.5, 3.6 show that ǫℓ1(U), . . . , ǫ
ℓ
4(U) satisfy the condi-
tions 2.5.
Lemma 3.3. For any ε > 0 there exists R ∈ (0, 1) so that whenever 2k0r < R for some
k0 ∈ N: For any x0 ∈ (−1, 1), r ∈ (0, 1) so that I(x0, r) ⊂ (−2, 2) and for any ϕ ∈
C∞c (I(x0, r)),∫
R
ϕ ǫ1(U) - ε ‖∇W‖(2,∞),B(2k0r,x0)(‖ϕ‖∞ + ‖(−∆)
1
4ϕ‖2)
+ Tailσ(‖∇W‖(2,∞); x0, r, k0) (‖ϕ‖∞ + ‖(−∆) 14ϕ‖2).
Proof. Let
ΩP := ∇P P T + PΩP T .
Then we have ∫
R
ǫℓ1(U) ϕ =
∫
R2+
ΩPkiPij · ∇Wj Πhℓk(u) ϕh,
Integrating by parts, using that W = 0 on R× {0},∫
R
ǫℓ1(U) ϕ = −
∫
R2+
ΩPki · ∇
(
PijΠ
h
ℓk(u) ϕ
h
)
W
j.
Since W = 0 on R × {0} we may apply the div-curl lemma on the upper halfplane,
Theorem A.4. Before we do so, observe that by Lemma D.2 for any large enough k ≥ k0,
‖∇ (P Πh(u)ϕh) ‖2,B(x0,2k+5r)\B(x0,2k−5r) - 2−k (1 + ‖∇P‖2,R2+ + ‖(−∆) 14u‖2,R) ‖ϕ‖∞.
Moreover, by the estimates for the Poisson extension, ‖ϕh‖∞,R2+ ≤ ‖ϕ‖∞ and ‖∇ϕh‖2,R2+ -
‖(−∆) 14ϕ‖2,R, and thus
‖∇ (P Πh(u)ϕh) ‖2,B(x0,2k0+5r) - (1 + ‖∇P‖2,R2+ + ‖(−∆) 14u‖2,R)
(
‖ϕ‖∞ + ‖(−∆) 14ϕ‖2
)
.
Thus Theorem A.4 implies,∫
R
ǫℓ1(U) ϕ -‖ΩPki‖2,B(x0,2k0r) ‖∇W‖(2,∞),B(x0,2k0r) (‖ϕ‖∞ + ‖(−∆)
1
4ϕ‖2)
+
∞∑
k=k0
k 2−k ‖∇W‖(2,∞),B(x0,2kr) (‖ϕ‖∞ + ‖(−∆)
1
4ϕ‖2)
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Observe that the constants may depend on P , Ω, and U, but not on the radius r > 0 the
point x0 ∈ R × {0} or k0. In particular, by absolute continuity of the integral, we find
some R > 0 so that
sup
x0∈R×{0}
‖ΩPki‖2,B(x0,R) < ε.
The lemma is proven. 
Lemma 3.4. For any ε > 0 there exists R ∈ (0, 1) so that whenever 2k0r < R: For any
x0 ∈ (−1, 1), r ∈ (0, 1) and ϕ ∈ C∞c (I(x0, r)),∫
R
ϕ ǫ2(U) =-ε‖∇W‖(2,∞),B(2k0r,x0)(‖ϕ‖∞ + ‖(−∆)
1
4ϕ‖2)
+ Tailσ(‖∇W‖(2,∞); x0, r, k0) (‖ϕ‖∞ + ‖(−∆) 14ϕ‖2)
Proof. Since W = 0 on R1 × {0}, and ϕh and Πh(u) are harmonic, integration by parts
yields ∫
R
ϕ ǫ2(U) = −
∫
R2+
∇ (Πhℓk(u)Pkj) · ∇ϕh Wj −
∫
R2+
∇ (ϕhPkj) · ∇Πhℓk(u) Wj
Observe that div(∇ϕh) = 0 and div∇Πhℓk(u) = 0. We can then apply Theorem A.4 and
conclude as for Lemma 3.3. 
Lemma 3.5. For a uniform σ > 0 the following holds for any x0 ∈ R, any r ∈ (0, 12) and
any ϕ ∈ C∞c (I(x0, r))∫
R
ǫℓ3(U) ϕ - r
σ
(
‖ϕ‖L∞(R) + ‖(−∆) 14ϕ‖L2(R)
)
Proof. We have to consider two cases. Firstly, assume that E j ∈ L1 ∩ L 32 (R2+), then∫
R2+
P E Πh(u) ϕh -
√
r
2
3 ‖ϕh‖L∞(R2+) + ‖ϕh‖L∞(R2+\B+(x0,√r))
By Lemma D.2,
‖ϕh‖L∞(R2+\B+(x0,√r)) -
√
r
−1‖ϕ‖L1(R) - r 12 ‖ϕ‖∞.
Secondly, let us assume that for any Φ ∈ C∞(R2+) with compact support∫
E2Φ - ‖∇Φ‖2,R2+
and if suppΦ ⊂ B(x0, r) for some x0 ∈ R× {0}, then∫
E2Φ - r ‖∇Φ‖2,R2+.
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Let ηB(x0,
√
r) = η((· − x0)/
√
r) for the usual bump-function η. Then∫
R2+
P E Πh(u) ϕh -
√
r‖∇ (ηB(x0,√r)P Πh(u)ϕh) ‖2,R2+ +‖∇ ((1− ηB(x0,√r))P Πh(u)ϕh) ‖2,R2+ .
Now
‖∇ (ηB(x0,√r)P Πh(u)ϕh) ‖2,R2+ - ‖ϕh‖∞ + ‖∇ϕh‖2 - ‖ϕ‖∞ + ‖(−∆) 14ϕ‖2.
Moreover, in view of Lemma D.2, since r < 1
2
and thus
√
r > r,
‖∇ ((1− ηB(x0,√r))P Πh(u)ϕh) ‖2,R2+ - r− 12 ‖ϕ‖1 - √r‖ϕ‖∞
The constants depend on the fixed values ‖(−∆) 14u‖2 and ‖∇P‖2. 
Lemma 3.6. For any ε > 0 there exists R ∈ (0, 1) so that whenever 2k0r < R: For any
x0 ∈ (−1, 1), r ∈ (0, 1) and ϕ ∈ C∞c (I(x0, r)),∫
R
ǫℓ4(U) ϕ -ε
(
‖(−∆) 14u‖(2,∞),B(2k0 r,x0)
)
(‖ϕ‖∞ + ‖(−∆) 14ϕ‖2)
+ Tailσ(‖(−∆) 14u‖(2,∞); x0, r, k0) (‖ϕ‖∞ + ‖(−∆) 14ϕ‖2)
Proof. By Hodge decomposition on R2, we find Fji, Gji ∈ H˙1(R2) so that
ΩjiχR2+ = ∇Gji +∇⊥Fji.
Here
∇⊥ =
( −∂2
∂1
)
.
Since (Pkj − δkj) = 0 on R× {0} we can apply Theorem A.4 to the term∫
R2+
(Pkj − δkj) ∇⊥Fji · ∇Vi Πhℓk(u) ϕh =
∫
R2+
∇ ((Pkj − δkj) Πhℓk(u) ϕh) · ∇⊥Fji Vi.
As in in the proof of Lemma 3.3, additionally using Proposition C.2, we then find∫
R2+
(Pkj − δkj) ∇⊥Fji · ∇Vi Πhℓk(u) ϕh
-‖∇F‖2,B(x0,2k0r) ‖(−∆)
1
4u‖(2,∞),B(x0,2k0r) (‖ϕ‖∞ + ‖(−∆)
1
4ϕ‖2)
+ Tailσ(‖(−∆) 14u‖(2,∞); x0, r, k0) (‖ϕ‖∞ + ‖(−∆) 14ϕ‖2).
For suitably small r > 0 we conclude as in the proof of Lemma 3.3.
For the remaining term ∫
R2+
(Pkj − δkj) ∇Gji · ∇Vi Πhℓk(u) ϕh
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we observe that ∇V = ∇⊥V˜, since ∇V is divergence free. Indeed, one can compute that
V˜ = pt ∗ H u, where H denotes the Hilbert transform of u ∈ L2 ∩ L∞(R). We apply
Theorem A.4, and as above with the help of Proposition C.2 obtain∫
R2+
(Pkj − δkj) ∇Gji · ∇Vi Πhℓk(u) ϕh
-‖∇G‖2,B(x0,2k0r) ‖H (−∆)
1
4u‖(2,∞),B(x0,2k0r) (‖ϕ‖∞ + ‖(−∆)
1
4ϕ‖2)
+ Tailσ(‖H (−∆) 14u‖(2,∞); x0, r, k0) (‖ϕ‖∞ + ‖(−∆) 14ϕ‖2).
Finally, to remove the Hilbert transform H , we apply Proposition C.1 and obtain the
claim. 
3.3. The boundary action Ω · ∇V. From the above considerations we have arrived at
the following.
(3.8)
∫
R
Πℓj(u) ∂νW
j ϕ =
∫
R2+
Πhℓj(u) Ωji · ∇Vi ϕh +
∫
R
ǫ ϕ,
for some ǫ satisfying the conditions 2.5.
SinceV is the harmonic extension of the boundary values u, the expression
∫
R2+
Ωji ·∇Vi ϕh
would be a nonlocal antisymmetric potential acting on u. However, we have the additional
symmetric term Πhℓj(u).
Denote by (Π⊥(u))h the harmonic Poisson-extension of Π⊥(u) = I − Π(u). Then
(3.9)
∫
R2+
Πhℓj(u) Ωji · ∇Vi ϕh =
∫
R2+
Πhℓj(u) ΩjiΠ
h
ik(u) · ∇Vk ϕh +
∫
R
ǫ5ϕ,
where ∫
R
ǫ5ϕ :=
∫
R2+
Πhℓj(u) Ωji (Π
⊥
ik(u))
h · ∇Vk ϕh.
The following proposition shows that ǫ5 satisfies the conditions 2.5.
Observe that there is no reason to believe that Π⊥ik(u)∇V = 0 even close to the boundary
R × {0}. What we know by Lemma E.1 is that Π⊥ik(u)(−∆)
1
4u is well behaved. So our
strategy for showing the following lemma is that up to commutators, which are in the
realm of Theorem 6.5, Π⊥ik(u)∇V is somehow comparable to Π⊥ik(u)(−∆)
1
4u.
Proposition 3.7. For any ε > 0 there exists R ∈ (0, 1) so that whenever 2k0r < R: For
any x0 ∈ (−1, 1) and ϕ ∈ C∞c (I(x0, r)),∫
R
ϕ ǫ5(U) -ε ‖(−∆) 14u‖(2,∞),B(2k0 r,x0) ‖ϕ‖∞
+ Tailσ(‖(−∆) 14u‖(2,∞); x0, r, k0) ‖ϕ‖∞
+ rσ ‖ϕ‖∞,R
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Before we prove Proposition 3.7 we introduce the operator T : L2(R)→ L2(R2+,R2) as
T 1f(x, t) := ∂x
(
pt ∗
(
I
1
2f
)
(x)
)
= pt ∗
(
(−∆) 14H f
)
(x)
T 2f(x, t) := ∂t
(
pt ∗
(
I
1
2 f
)
(x)
)
= −pt ∗
(
(−∆) 14f
)
(x)
In particular, we have the relation
∇V = T ((−∆) 14u).
In view of Lemma 6.3 and the boundedness of the Hilbert transform H on L2 we find
that T is indeed a bounded operator from L2(R) L2(R2+,R
2). From Theorem 6.5 we obtain
in particular the following estimate, which we will use to compare
(
Π⊥(u)
)h∇V with
T (Π⊥(u)(−∆) 14u).
Theorem 3.8. Let f ∈ H 12 (R) and g ∈ L(2,∞)(R). Denoting then fh(x, t) := pt ∗ f(x) the
Poisson extension of f to R2+ we have the following estimate.
‖fhT (g)− T (fg)‖2,R2+ - ‖(−∆)
1
4 f‖2,R ‖g‖(2,∞),R
and
‖fhT (g)− T (fg)‖2,R2+ - ‖(−∆)
1
4 f‖(2,∞),R ‖g‖2,R
Proof. We only prove the first claim, the second one is analogous.
Theorem 6.5 is directly applicable to T 2. For T 1, note that
|fhT 1(g)− T 1(fg)| ≤ |fhT 2(H (g))− T 2(fH (g))|+ |T 2(fH (g)−H (fg))|.
So by the boundedness and commutator theorem, Theorem 6.5, for T 2
‖fhT 1(g)− T 1(fg)‖2,R2+ - ‖(−∆)
1
4f‖2,R ‖H (g)‖(2,∞),R + ‖fH (g)−H (fg)‖2,R
With boundedness and the commutator theorem, Theorem 6.2, for the Hilbert transform
H ,
‖fhT 1(g)− T 1(fg)‖2,R2+ - ‖(−∆)
1
4 f‖2,R ‖g‖(2,∞),R.

Now we start gathering important estimates for Proposition 3.7. For x0 ∈ R× {0}, r > 0
let η ∈ C∞c (B(0, 1)) a typical bump function constantly one in B(0, 12) and set
(3.10) ηk := η((x0 − x)/2kr), ξk := ηk − ηk−1.
We can see these cutoff functions also as cutoff function on the real line R × {0}, simply
by restriction.
First we estimate the situation where the support of the integral and the support of ϕh are
far away.
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Lemma 3.9. Let X ∈ L2(R2+). For any x0 ∈ R, r ∈ (0, 1) and ϕ ∈ C∞c (I(x0, r)), k ≥ 2,∫
R2+
X · ∇V ξk ϕh - ‖X‖2,R2+ ‖ϕ‖∞
∞∑
ℓ=k
2−σℓ‖(−∆) 14u‖(2,∞),I(x0,2ℓr).
Proof. Observe that since k ≥ 2 and suppϕ ⊂ I(x0, r) we have that Ψ := ξkϕh vanishes
on R× {0}. So we are in a similar situation to Lemma 3.6. Arguing as there with Hodge
decomposition, and using Theorem A.4 we find∫
R2+
X · ∇V ξk ϕh - k2−σk‖X‖2,R2+‖ϕ‖∞
(
[V]BMO,B(x0,2k+10r) + [V˜]BMO,B(x0,2k+10r)
)
.
With the help of Proposition C.2 and Proposition C.1 this implies∫
R2+
X · ∇V ξk ϕh -
∞∑
ℓ=k
2−σℓ‖X‖2,R2+‖ϕ‖∞ ‖(−∆)
1
4u‖(2,∞),I(x0,2ℓr).

Lemma 3.10. For ℓ ≥ k + 10, for some σ > 0,
‖T (ξℓf) ηk‖2,R2+ - 2−σ(ℓ−k)‖ξℓf‖(2,∞),R
and
‖T (ηkf) ξℓ‖2,R2+ - 2−σ(ℓ−k)‖ηkf‖(2,∞),R.
Moreover, we also have the inhomogeneous versions
‖T (ηkf) ξℓ‖∞,R2+ - 2−σ(ℓ−k) (2ℓr)−1‖ηkf‖(2,∞),R
and
‖T (ηkf) ξℓ‖2,R2+ - 2−σ(ℓ−k) (2kr)−
1
2‖ηkf‖1,R
Proof. We only prove the first claim, the other ones follows analogously.
First we consider T 2. We apply Lemma D.1. Keep in mind that the cutoff function ξℓ act
on R× {0} and the cutoff function ηk acts on R2+. However if |(x, t) − (x0, 0)| ≤ 2kr and
|y − x0| ≥ 2ℓ−2r then |x− y| ≥ 2ℓr, since ℓ ≥ k + 10. Thus, from Lemma D.1,
‖T 2(ξℓf)(x, t) ηk‖L∞(R2+) - (2ℓr)−
3
2 ‖ξℓf‖1,R
Consequently, using Hölder inequality once on R2+ and once on R,
‖T 2(ξℓf)(x, t) ηk‖2,R2+ - 2k−ℓ ‖ξℓf‖(2,∞),R
As for the estimate of T 1,
‖T 1(ξℓf)(x, t) ηk‖2,R2+ ≤ ‖T 2(ηkH (ξℓf))(x, t) ηk‖2,R2+ +
∞∑
j=k
‖T 2(ξjH (ξℓf))ηk‖2,R2+
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For the first term we apply the boundedness of T 2,
‖T 2(ηkH (ξℓf))(x, t) ηk‖2,R2+ - ‖ηkH (ξℓf))(x, t)‖2,R
Now we can use the disjoint support of ηk and ξℓ as functions on R× {0} and find
‖ηkH (ξℓf))(x, t)‖2,R2+ - 2−
1
2
(ℓ−k)‖ξℓf‖(2,∞),R.
For the remaining term, since ℓ and k are sufficiently far away, we split the sum
∞∑
j=k
=
k+4∑
j=k
+
ℓ−5∑
j=k+5
+
ℓ+4∑
j=ℓ−4
+
∞∑
j=ℓ+5
.
By boundedness of T 2 and the disjoint support of ξj and ξℓ,
k+4∑
j=k
‖T 2(ξjH (ξℓf))ηk‖2,R2+ -
k+4∑
j=k
‖ξjH (ξℓf)‖2,R - 2− 12 (ℓ−k) ‖ξℓf‖(2,∞),R.
By the disjoint support of ξj and ηk, and again by the disjoint support of ξj and ξℓ,
ℓ−5∑
j=k+5
‖T 2(ξjH (ξℓf))ηk‖2,R2+ -
ℓ−5∑
j=k+5
2−(j−k) ‖ξjH (ξℓf)‖(2,∞),R
-
ℓ−5∑
j=k+5
2−(j−k) 2−
1
2
(ℓ−j) ‖ξℓf‖(2,∞),R
-2−
1
2
(ℓ−j) ‖ξℓf‖(2,∞),R.
By the disjoint support of ξj and ηk and boundedness of H ,
ℓ+4∑
j=ℓ−4
‖T 2(ξjH (ξℓf))ηk‖2,R2+ - 2−
1
2
(ℓ−j) ‖ξℓf‖(2,∞),R.
Finally, first by the disjoint support of ξj and ηk and then by the disjoint support of ξj and
ξℓ,
∞∑
j=ℓ+5
‖T 2(ξjH (ξℓf))ηk‖2,R2+ -
∞∑
j=ℓ+5
2−(j−k) 2−
1
2
(j−ℓ)‖ξℓf‖(2,∞),R - 2−(ℓ−j) ‖ξℓf‖(2,∞),R.
The claim is proven, if we choose σ = 1
2
. 
Now we give
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Proof of Proposition 3.7. In view of Lemma 3.9,∣∣∣∣∣
∫
R2+
Πhℓj(u) Ωji (Π
⊥
ik(u))
h · ∇Vk ϕh
∣∣∣∣∣ -
∣∣∣∣∣
∫
R2+
Πhℓj(u) Ωji (Π
⊥
ik(u))
h · ∇Vk ηk0 ϕh
∣∣∣∣∣
+ ‖Ω‖2,R2+ ‖ϕ‖∞
∞∑
k=k0
2−σk‖(−∆) 14u‖(2,∞),I(x0,2kr).
Using the representation ∇V = T ((−∆) 14u) we have∣∣∣∣∣
∫
R2+
Πhℓj(u) Ωji (Π
⊥
ik(u))
h · T ((−∆) 14u) ηk0 ϕh
∣∣∣∣∣
-
∣∣∣∣∣
∫
R2+
Πhℓj(u) Ωji (Π
⊥
ik(u))
h · T (η2k0(−∆)
1
4u) ηk0 ϕ
h
∣∣∣∣∣
+ ‖Ω‖2,B+(x0,2k0r) ‖ϕ‖∞,R
∞∑
ℓ=2k0
‖T (ξℓ(−∆) 14u) ηk0‖2,R2+.
By Lemma 3.10, if k0 is sufficiently large, we have found∣∣∣∣∣
∫
R2+
Πhℓj(u) Ωji (Π
⊥
ik(u))
h · ∇Vk ϕh
∣∣∣∣∣ -‖Ω‖2,B+(x0,2k0r) ‖ϕ‖∞,R ‖(Π⊥ik(u))hT (η2k0(−∆) 14u)‖2,R2+
+ Tailσ(‖(−∆) 14u‖(2,∞); x0, r, k0) ‖ϕ‖∞.
Now we commute (Π⊥(u))h and T , then with Theorem 3.8
‖(Π⊥ik(u))hT (η2k0(−∆)
1
4u)‖2,R2+
-‖T (η2k0Π⊥(u)(−∆)
1
4u)‖2,R2+ + ‖(−∆)
1
4Π(u)‖2,R ‖(−∆) 14u‖(2,∞),I(x0,22k0r).
With boundedness of T ,
‖T (η2k0Π⊥(u)(−∆)
1
4u)‖2,R2+ - ‖η2k0Π⊥(u)(−∆)
1
4u‖2,R
Now if I(x0, 2
2k0r) ⊂ (−1, 1) and r is small enough, by Lemma E.1,
‖η2k0Π⊥(u)(−∆)
1
4u‖2,R
-‖(−∆) 14u‖2,R
(
‖(−∆) 14u‖(2,∞),I(x0,23k0r) + Tailσ(‖(−∆)
1
4u‖(2,∞); x0, r, k0) + (2k0r)σ
)
.
Together we have shown,∣∣∣∣∣
∫
R2+
Πhℓj(u) Ωji (Π
⊥
ik(u))
h · ∇Vk ϕh
∣∣∣∣∣
-‖Ω‖2,B+(x0,2k0r) ‖(−∆)
1
4u‖(2,∞),I(x0,23k0r) ‖ϕ‖∞
+ Tailσ(‖(−∆) 14u‖(2,∞); x0, r, k0) ‖ϕ‖∞ + (2k0r)σ ‖ϕ‖∞.
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So if x0 ∈ (−1, 1) and 2k0r ≤ R for some R so small that
sup
y0∈R2+
‖Ω‖2,B+(y0,R) < ε,
we have shown the claim. 
From (3.8), (3.9) and Proposition 3.7 we have found
(3.11)
∫
R
Πℓj(u) ∂νW
j ϕ =
∫
R2+
Πhℓj(u) ΩjiΠ
h
ik(u) · T [(−∆)
1
4u
k]ϕh +
∫
R
ǫϕ,
where ǫ satisfies conditions 2.5.
We now observe that this can be written as an antisymmetric potential ω that satisfies the
conditions 2.2, namely we have∫
R2+
Πhℓj(u) Ωji · ∇Vi ϕh =
∫
R
ω2ℓk((−∆)
1
4u
k)(x) ϕ(x) dx+
∫
R
ǫϕ.
Indeed, ω2ℓk is defined by
(3.12)
∫
R
ω2ℓk(f)(x) ϕ(x) dx :=
∫
R2+
Πhℓj(u) ΩjiΠ
h
ik(u) · T [f ]ϕh.
Since f 7→ T (f) and ϕ 7→ ϕh are convolution operators, we find the representation∫
R
ω2ℓk(f)(x) ϕ(x) dx :=
∫
R
ω2ℓk(x, y)f(y) ϕ(x),
for
ω2ℓk(x, y) :=
∫
R2+
(
Πhℓj(u) Ω
1
jiΠ
h
ik(u)
)
(z, t) (−∆) 14 (pt)(z − y) pt(z − x) dz dt
−
∫
R
∫
R2+
(
Πhℓj(u) Ω
1
jiΠ
h
ik(u)
)
(z, t) (−∆) 14 (pt)(z − y˜) pt(z − x) dz dt y − y˜|y − y˜|2dy˜.
Clearly, ωℓk = −ωkℓ since Πh(u) ΩΠh(u) is an antisymmetric matrix. Indeed we have.
Proposition 3.11. ω2 as above satisfies the localization properties from condition 2.2.
Proof. Firstly, the following estimate follows from the representation (3.12), the bounded-
ness of T and the fact that ‖ϕh‖∞,R2+ ≤ ‖ϕ‖∞,R:∫
R
∫
R
f(y)ϕ(x) ω2(x, y) dx dy ≤ ‖Ω‖2,R2+ ‖f‖L2(R) ‖ϕ‖L∞(R).
As for the localization properties, fix ε > 0. For some k0 and R > 0 to be chosen below
assume that r ∈ (0, 2−k0R). For simplicity denote by Ω˜ := Πh(u) ΩΠh(u).
28 ARMIN SCHIKORRA
Proof of condition (2.8). Assume that ‖g‖∞ + ‖(−∆) 14 g‖2 ≤ 1 and ϕ ∈ C∞c (I(x0, r)) with
‖ϕ‖∞ + ‖(−∆) 14ϕ‖2 ≤ 1. Then from (3.12),∫
R
∫
R
f(y) g(x) (ϕ(x)− ϕ(y))ω2kj(x, y) dx dy
=
∫
R2+
Ω˜ ·
(
T [f ] (gϕ)h − T [fϕ] gh
)
=
∫
R2+
Ω˜ · T [f ]
(
(gϕ)h − ϕh gh
)
+
∫
R2+
Ω˜ · (T [f ]ϕh − T [fϕ]) gh.
For the first term, recall that
Tf(x, t) = ∇R2pt ∗ I 12 f(x)
In particular, div Tf = curlTf = 0 in R2+. On the other hand, (gϕ)
h − ϕh gh is zero on
R× {0}. Thus we can proceed as above for Lemma 3.6, and obtain∫
R2+
Ω˜ · T [f ]
(
(gϕ)h − ϕh gh
)
- ‖Ω‖2,B+(x0,2k0r) ‖f‖(2,∞),I(x0,2k0r) +Tailσ(‖f‖(2,∞); x0, r, k0)
For the second term we argue as in the proof of Proposition 3.7, and obtain again∫
R2+
Ω˜ · (T [f ]ϕh − T [fϕ]) gh - ‖Ω‖2,B+(x0,2k0r) ‖f‖(2,∞),I(x0,2k0r) + Tailσ(‖f‖(2,∞); x0, r, k0).
This implies (2.8) if we choose R so small so that
sup
x0∈R×{0}
‖Ω‖2,B+(x0,R) < ε.
That is, condition (2.8) is satisfied.
Proof of condition (2.9). Assume ‖g‖∞ + ‖(−∆) 14 g‖2 ≤ 1, any ‖ϕ‖∞ + ‖(−∆) 14ϕ‖2 ≤ 1,
and f ∈ C∞c (B(x0, r)). As above, from (3.12) we find∫
R
∫
R
f(y) g(x) (ϕ(x)− ϕ(y))ωkj(x, y) dx dy
=
∫
R2+
ηk0Ω˜ · T [f ]
(
(gϕ)h − ϕh gh
)
+
∫
R2+
ηk0Ω˜ ·
(
T [f ]ϕh − T [fϕ]) gh
+
∞∑
k=k0
∫
R2+
ξkΩ˜ ·
(
T [f ] (gϕ)h − T [fϕ]gh
)
.
where ηk and ξk are cutoff functions as above in (3.10). As above for condition (2.8) we
obtain ∫
R2+
ηk0Ω˜ · T [f ]
(
(gϕ)h − ϕh gh
)
- ‖Ω‖2,B+(x0,2k0r) ‖f‖(2,∞).
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By Theorem 3.8 we find∫
R2+
ηk0Ω˜ ·
(
T [f ]ϕh − T [fϕ]) gh - ‖Ω‖2,B+(x0,2k0r) ‖f‖(2,∞).
Since supp f ⊂ B(x0, r), by Lemma 3.10 we have
∞∑
k=k0
∫
R2+
ξkΩ˜ ·
(
T [f ] (gϕ)h − T [fϕ]gh
)
- 2−σk0 ‖Ω˜‖2,R2+ ‖f‖(2,∞).
Thus we have shown∫
R
∫
R
f(y) g(x) (ϕ(x)− ϕ(y))ωkj(x, y) dx dy -
(
‖Ω‖2,B+(x0,2k0r) + 2−σk0 ‖Ω˜‖2,R2+
)
‖f‖(2,∞).
Choosing k0 large enough so that
2−σk0 ‖Ω˜‖2,R2+ ≤
ε
2
and then R small enough, so that
sup
x0∈R2+
‖Ω˜‖2,B(x0,R) <
ε
2
,
we conclude that condition (2.9) is satisfied.
Proof of condition (2.10). Assume that ‖g‖∞ + ‖(−∆) 14 g‖2 ≤ 1, ϕ ∈ C∞c (I(x0, r)) is
arbitrary and f ∈ C∞c (R). This time, we write∫
R
∫
R
f(y) g(x) (ϕ(x)− ϕ(y))ωkj(x, y) dx dy
=
∫
R2+
ηk0Ω˜ · T [f ]
(
(gϕ)h − ϕh gh
)
+
∫
R2+
ηk0Ω˜ ·
(
T [f ]ϕh − T [fϕ]) gh
+
∞∑
k=k0
∫
R2+
ξkΩ˜ ·
(
T [f ] (gϕ)h − T [fϕ]gh
)
Let ϕe be the even reflection of ϕh to R2−. From [31, Proposition 10.5.] we have
(3.13) [ϕe]BMO,R2 - [ϕ]BMO,R.
Thus, from Proposition 6.4 and the boundedness of T , we find∫
R2+
ηk0Ω˜ · T [f ]
(
(gϕ)h − ϕh gh
)
- ‖Ω‖2,B(x0,2k0r) ‖f‖2,R [ϕ]BMO,R
From Theorem 3.8,∫
R2+
ηk0Ω˜ ·
(
T [f ]ϕh − T [fϕ]) gh - ‖Ω‖2,B(x0,2k0r) ‖f‖2,R ‖(−∆) 14ϕ‖(2,∞),R
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Next, by boundedness of T , we have∫
R2+
ξkΩ˜ ·
(
T [f ] (gϕ)h − T [fϕ]gh
)
-‖g‖∞,R‖Ω‖2,R2+ ‖f‖2,R‖ξk (gϕ)
h ‖∞ + ‖g‖∞,R ‖Ω‖2,R2+ ‖ξkT [fϕ]‖2,R2+.
On the one hand, by Lemma D.2, the support of ϕ and Poincaré inequality,
‖ξk (gϕ)h ‖∞ - (2kr)−1‖gϕ‖1,R - 2−k‖g‖∞,R ‖(−∆) 14ϕ‖(2,∞),R.
On the other hand, by Lemma 3.10, the support of ϕ and Poincare inequality,
‖ξkT [fϕ]‖2,R2+ - 2−σk ‖f‖2,R ‖(−∆)
1
4ϕ‖(2,∞),R.
In conclusion,
∞∑
k=k0
∫
R2+
ξkΩ˜ ·
(
T [f ] (gϕ)h − T [fϕ]gh
)
- 2−σk0‖Ω‖2 ‖f‖2,R ‖(−∆) 14ϕ‖(2,∞),R
Choosing again k0 sufficiently large and then R sufficiently small so that(
‖Ω‖2,B+(x0,2k0r) + 2−σk0 ‖Ω˜‖2,R2+
)
< ε
we conclude that (2.10) is satisfied. 
Finally, all the ingredients of Theorem 2.1 are available.
Proof of Theorem 2.1. Take
ω := ω1 + ω2
where ω1 is from Lemma 3.2 and ω2 is from Proposition 3.11. Then we have from (3.6),
Lemma 3.2, and (3.11)
(−∆) 12ui = ωij((−∆) 14uj) + ǫi(U) in (−2, 2)
where ω is antisymmetric and satisfies condition 2.2 and ǫ satisfies condition 2.5. This
proves Theorem 2.1. 
4. Regularity theory for systems with antisymmetric potential at the
boundary: Proof of Theorem 1.4
Assume that U ∈ H1(R2+,RN) has compact support and has the trace u = U
∣∣∣
R×{0}
∈
L∞ ∩H 12 (R,RN), which are solutions to (2.4) and (2.3).
That is
(2.3) ∆Ui = Ωij · ∇Uj + E i(U) in R2+
for some Ωij = −Ωij ∈ L2(R2+,R2) and for some E i(U) satisfying the conditions 2.4 below.
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(2.4) (−∆) 12ui = ωij(uj) + ǫi(U) in (−2, 2)
for a nonlocal, boundary antisymmetric potential ωij = −ωji : H˙ 12 (R)→ L1(R) which is a
linear operator given via∫
R
ωij(f) ϕ :=
∫
R
∫
R
ωij(x, y) (−∆) 14f(y) ϕ(x) dy dx
whose kernel ωij(x, y) satisfies the localization conditions 2.2 below. Moreover ǫ(U) satisfies
the conditions 2.5.
With V ∈ H˙1(R2+) ∩ L∞(R2+), we denote the Poisson extension V = uh = pt ∗ u, which
satisfies 

∆V = 0 in R2+
V = u on R× {0}
lim|(x,t)|→∞V(x, t) = 0.
Then U = W +V for W ∈ H˙1(R2+) satisfying

∆Wi = Ωij · ∇Uj + E i(U) in R2+
W = 0 on R× {0}
lim|(x,t)|→∞W(x, t) = 0.
Let x0 ∈ (−1, 1)× {0}, r > 0. We are going to prove a decay estimate for
G (x0, r) := ‖∇W‖(2,∞),B+(x0,r) + ‖(−∆)
1
4u‖(2,∞),I(x0,r).
Proposition 4.1. Let U, W, u be as above. Then for any ε > 0 there exists a radius
R ∈ (0, 1), a constant k0 ∈ N so that for any x0 ∈ (−1, 1)× {0} and any r ∈ (0, 2−k0R) it
holds
G (x0, r) ≤ εG (x0, 2k0r) + rσ +
∞∑
k=k0
2−σk G (x0, 2kr).
Here, σ > 0 is a uniform constant.
Proposition 4.1 is a consequence of Propositions 4.2 and 4.3 below. Propositions 4.2 es-
timates the interior quantity ‖∇W‖(2,∞), and Proposition 4.3 estimates the boundary
quantity ‖(−∆) 14u‖(2,∞).
Proposition 4.2. Let U, W be as above. For any ε > 0 there exists R ∈ (0, 1) so that for
any x0 ∈ R× {0} and k0 ≥ 10 and any r < 2−k0R we have
‖∇W‖(2,∞),B+(x0,r) -+ ε
(
‖∇W‖(2,∞),B(x0,Λr) + ‖(−∆)
1
4u‖(2,∞),B(x0,Λr)
)
+
√
r
(
‖Ω‖2,R2+ + 1
)
‖∇U‖2,R2+
+ (1 + ‖Ω‖2) Tailσ(‖(−∆) 14u‖(2,∞) + ‖∇W‖(2,∞); x0, R, k0).
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Here, σ is a uniform constant.
Proposition 4.3. For any ε > 0 there exists R ∈ (0, 1) so that whenever 2k0r < R,
x0 ∈ (−1, 1) so that
‖(−∆) 14u‖(2,∞),I(x0,r) -ε
(
‖(−∆) 14u‖(2,∞),I(x0,2k0r) + ‖(−∆)
1
4W‖(2,∞),B+(x0,2k0r)
)
+ Tailσ(‖(−∆) 14u‖(2,∞) + ‖∇W‖(2,∞); x0, r, k0) + (2k0r)σ.
(4.1)
Here, σ is a uniform constant.
From Proposition 4.1 we obtain Theorem 1.4 in a standard way.
Proof of Theorem 1.4. Applying Proposition 4.1 on successively smaller radii we obtain for
some τ = τ(ε, k0, σ) > 0 for any x0 ∈ (−1, 1)× {0} that for any r > 0,
G (x0, r) ≤ C rτ ,
where C depends on G (x0,∞). See for example [4, Lemma A.8]. That is, for any x0 ∈
(−1, 1)× {0} and any r > 0,
‖(−∆) 14u‖(2,∞),I(x0,r) + ‖∇W‖(2,∞),B+(x0,r) - rτ .
This is a Morrey space condition, and estimates on Riesz potentials on Morrey spaces,
see [1], implies that u ∈ Cα((−1, 1)) and W ∈ Cα(B+(0, 1)).
Continuity up to the boundary follows now from [37]. Hölder continuity follows from a
reflection argument: Since u is Hölder continuous, so isV. Thus, for any x0 ∈ (−1, 1)×{0},∫
B+(x0,r)
|V − (V)B+(x0,r)|2 - r2+2τ ,
and ∫
B+(x0,r)
|W − (W)B+(x0,r)|2 - r2+2τ ,
Denote by Ue the even reflection of U across R × {0}. Then, since since U = W +V in
R2+ for any x0 ∈ (−1, 1)× {0}∫
B(x0,r)
|Ue − (Ue)B(x0,r)|2 - r2+2τ .
On the other hand, from the interior regularity theory due to Rivière, [40], we have∫
B(y0,r)
|U− (U)B(y0,r)|2 - r2+2τ whenever B(y0, 2r) ⊂ R2+.
For any z0 ∈ (−1, 1)× (0,∞) and any r > 0 or B(z0, 2r) ⊂ R2+ or B(z0, r) ⊂ B(π(z0), 5r),
where π(z0) is the projection to R× {0} of z0. Thus, for any z0 ∈ (−1, 1)× R,∫
B(z0,r)
|Ue − (Ue)B(y0,r)|2 - r2+2τ
REGULARITY AT THE NEUMANN BOUNDARY 33
By the characterization of Hölder spaces by Campanato spaces, see, e.g., [20], we have
U
e ∈ Cτ ((−1, 1)× R), can consequently U ∈ Cτ ((−1, 1)× [0,∞)). 
4.1. Interior decay estimate for W: Proof of Proposition 4.2. Recall that U =
W +V. Thus W ∈ H˙1(R2+) is a solution of
(4.2)


∆Wi = Ωij · ∇Wj + Ωij · ∇Vj + E i(U) in R2+
W = 0 on R× {0}
lim|(x,t)|→∞W(x, t) = 0.
For the proof of Proposition 4.2 we adapt carefully of the interior regularity theory of
Rivière [40]. Observe that his theory would be directly applicable to a solution W˜ of an
equation of the form 

∆W˜i = Ωij · ∇W˜j in R2+
W˜ = 0 on R× {0}
lim|(x,t)|→∞ W˜(x, t) = 0.
For our situation (4.2), however, we have two distortions on the right-hand side. On the
one hand there is the (harmless) term E i(U). More importantly, in (4.2) we have the term
Ω · ∇V, i.e. a boundary action term.
Nevertheless, it will suffice to essentially follow the interior arguments. From Proposi-
tion 5.1 we find an optimal gauge P ∈ H1(R2+, SO(N)) so that
(4.3) div(P∇P T + PΩP ) = 0 in R2+.
and
(4.4) ‖∇P‖2,R2+ - ‖Ω‖2,R2+ .
We choose R ∈ (0, 1) so that
(4.5) sup
x∈R2+
‖∇P‖2,B+(x,R) + ‖Ω‖2,B+(x,R) < ε.
In order to estimate ∇W we argue by duality. Namely, we find F ∈ C∞(R2+,R2) with
support suppF ⊂ B+(x0, r) so that ‖F‖(2,1) ≤ 1 and so that
‖∇W‖(2,∞),B+(x0,r) ≈ ‖P ∇W‖(2,∞),B+(x0,r) -
∫
R2+
P ∇W · F.
With Hodge decomposition we find Φ ∈ C∞(R2+) and a vector field H ∈ C∞(R2+,R)
F = ∇Φ+H in R2+,
and we may assume that Φ = 0 on R× {0} and divH = 0 in R2+. Moreover
(4.6) ‖H‖(2,1),R2+ + ‖∇Φ‖(2,1),R2+ - 1.
See Proposition B.1.
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That is,
(4.7) ‖∇W‖(2,∞),B+(x0,r) -
∫
R2+
P ∇W ·H +
∫
R2+
P ∇W · ∇Φ =: IH + IΦ.
First we treat IH .
Lemma 4.4. For possibly smaller R ∈ (0, 1), all sufficiently large k0 ∈ N, all radii r ∈
(0, 2−k0R), and all x0 ∈ R× {0} we have
|IH | - ε‖∇W‖(2,∞),B+x0,2k0r) + ‖Ω‖2 Tailσ(‖∇W‖(2,∞); x0, R, k0).
Here, σ > 0 is a uniform constant.
Proof. Observe that W has zero-boundary, and thus∫
R2+
P∇W ·H =
∫
R2+
W∇P ·H.
Since divH = 0 on R2+, the term ∇P ·H is a div-curl quantity. In view of Theorem A.4
we find
|IH | -‖H‖2,R2+ ‖∇P‖2,B+(x0,2k0r)‖∇W‖(2,∞),B+x0,2k0r)
+ ‖∇P‖2
∞∑
k=k0
k‖H‖2,B+(x0,2k+5r)\B+(x0,2k−5r) ‖∇W‖(2,∞),B+x0,2k+5r).
By (4.6) and (4.5)
‖H‖2,R2+‖∇P‖2,B+(x0,2k0r)‖∇W‖(2,∞),B+x0,2k0r) - ε ‖∇W‖(2,∞),B+x0,2k0r)
Moreover, in view of suppF ⊂ B+(x0, r), Proposition B.1, and with ‖F‖2 - ‖F‖(2,1) ≤ 1,
‖H‖2,B+(x0,2k+5r)\B+(x0,2k−5r) - 2−k.
Thus, since k2−k - 2−
1
2
k for k large enough and ‖∇P‖2 - ‖Ω‖2,
|IH | - ε‖∇W‖(2,∞),B+x0,2k0r) + ‖Ω‖2 Tailσ(‖∇W‖(2,∞); x0, R, k0).
This concludes the estimate of IH . 
As for the estimate of IΦ, we have
Lemma 4.5. For possibly smaller R ∈ (0, 1), all sufficiently large k0 ∈ N, all radii r ∈
(0, 2−k0R), and all x0 ∈ R× {0} we have
|IΦ| - ε‖∇W‖(2,∞),B+x0,2k0r) + Tailσ(‖∇W‖(2,∞); x0, R, k0).
Here, σ > 0 is a uniform constant.
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Proof. In view of (4.2),
IΦ =
∫
R2+
Pij∇Wj · ∇Φ =−
∫
R2+
(∇Pik + PijΩjk) · ∇Wk Φ
−
∫
R2+
PijΩjk · ∇VkΦ
+
∫
R2+
E
i(U)PijΦ
The claim is now a a consequence of Lemma 4.6, Lemma 4.7, Lemma 4.8 below. 
Lemma 4.6. For all sufficiently large k0 ∈ N, all radii r ∈ (0, 2−k0R), and all x0 ∈ R×{0}
we have
(4.8)
|
∫
R2+
(∇Pik + PijΩjk) · ∇Wk Φ| - ε‖∇W‖(2,∞),B+(x0,2k0r) + Tailσ(‖∇W‖(2,∞); x0, R, k0)
Here, σ > 0 is a uniform constant.
Proof. Denote by
ΩPiℓ := ∇Pik Pℓk + PijΩjkPℓk.
By (4.3), div ΩP = 0, and thus the fact that W = 0 on R× {0} implies
|
∫
R2+
(∇Pik + PijΩjk) · ∇Wk Φ| = |
∫
R2+
ΩPiℓ · ∇ (PℓkΦ) Wk|
By assumption, ‖∇Φ‖(2,1),R2+ and Φ ≡ 0 on R× {0}. Sobolev embedding implies that
‖Φ‖∞,R2+ - 1.
Consequently,
‖∇(PΦ)‖2,B+(x0,2k0r - 1.
Moreover, in view of Proposition B.1 and suppF ⊂ B(x0, r) as well as ‖F‖2,R2+ - 1, for
any k large enough we have
‖∇(PΦ)‖2,B+(x0,2k+5r)\B+(x0,2k−5r) - 2−k
(
‖∇P‖2,R2+ + 1
)
.
Consequently, using again that div ΩP = 0 and the fact that W has zero boundary values
on R× {0}, we are able to apply Theorem A.4, and find
|
∫
R2+
(∇Pik + PijΩjk) · ∇Wk Φ| -‖Ω‖2,B+(x0,2k0r) ‖∇W‖(2,∞),B+(x0,2k0r)
+
(
1 + ‖Ω‖2,R2+
)
Tailσ(‖∇W‖(2,∞); x0, R, k0).
In view of (4.5) we conclude. 
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Lemma 4.7. For possibly smaller R ∈ (0, 1), all sufficiently large k0 ∈ N, all radii r ∈
(0, 2−k0R), and all x0 ∈ R× {0} we have
(4.9) |
∫
R2+
PijΩjk · ∇Vk Φ| - ε‖(−∆) 14u‖(2,∞),I(x0,2k0r) + Tailσ(‖(−∆)
1
4u‖(2,∞); x0, R, k0).
Here, σ > 0 is a uniform constant.
Proof. The proof is analogous to Lemma 3.6 and is a consequence of Theorem A.4. Observe
that V is harmonic and Φ = 0 on R× {0}. 
Lemma 4.8. For all radii r ∈ (0,∞) and all x0 ∈ R× {0} we have∫
R2+
E
i(U)PijΦ - r
σ
Here, σ > 0 is a uniform constant.
Proof. By assumption, ‖∇Φ‖(2,1),R2+ and Φ ≡ 0 on R × {0}. Sobolev embedding implies
that
‖Φ‖L∞(R2+) - 1.
Also recall that P ∈ SO(N) almost everywhere, and thus ‖P‖∞ ≤ 1.
Let η˜ := η((· − x0) /
√
r) for a usual bump function η ∈ C∞c (B(0, 2)) constantly one B(0, 1).
Then by conditions 2.4, for some p > 1,∫
R2+
E
i(U)PijΦ -‖η˜Φ‖ p
p−1
+ ‖(1− η˜) |Φ|‖∞ + r σ2 ‖η˜∇(Pij Φ)‖2,R2+ + r
σ−1
2 ‖Φ‖2,B+(x0,2√r)\B+(x0,√r)
+ ‖∇ (Pij Φ) ‖2,R2+\B+(x0,√r) +
√
r
−1 ‖Φ‖2,B+(x0,2√r)\B+(x0,√r)
Now,
‖η˜Φ‖ p
p−1
- r
p−1
p ‖Φ‖L∞(R2+) - r
p−1
p .
Moreover, in view of Proposition B.1 and with suppF ⊂ B+(x0, r) and ‖F‖2 ≤ 1,
‖(1− η˜) |Φ|‖∞ - r− 12 ‖F‖1 - r 12 .
Next, by from the above estimate we obtain in particular,
‖Φ‖2,B+(x0,2√r)\B+(x0,√r) -
√
r‖Φ‖∞,R2+\B+(x0,√r) - r,
which implies
r
σ−1
2 ‖Φ‖2,B+(x0,2√r)\B+(x0,√r) +
√
r
−1 ‖Φ‖2,B+(x0,2√r)\B+(x0,√r) - r
σ+1
2 + r
1
2 .
Finally,
‖∇ (Pij Φ) ‖2,R2+\B+(x0,√r) - ‖∇P‖2,R2+‖Φ‖∞,R2+\B+(x0,√r) + ‖∇Φ‖2,R2+\B+(x0,√r),
which again in view of Proposition B.1 implies
‖∇ (Pij Φ) ‖2,R2+\B+(x0,√r) - r+
1
2 .
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
Proof of Proposition 4.2. This follows directly from Lemma 4.4 and Lemma 4.5. 
4.2. Boundary decay estimate for V: Proof of Proposition 4.3. Recall that u ∈
H
1
2 (R,RN) is a solution of
(4.10) (−∆) 12ui = ωij((−∆) 14uj) + ǫi(U) in (-2,2).
Take R ∈ (0, 1) and p ∈ H˙ 12 (R, SO(n)) from Theorem 5.2. Choosing R possibly even
smaller, we may assume that
(4.11) sup
x0∈R
‖(−∆) 14p‖2,I(x0,R) ≤ ε.
From now on, we assume that x0 ∈ (−1, 1) and that for some k0 ∈ N large enough it holds
that r ∈ (0, 2−k0R).
Denote by
H 1
2
(a, b) := (−∆) 14 (ab)− (−∆) 14a b− a(−∆) 14 b.
Then equation (4.10) implies that for any ϕ ∈ C∞c (−2, 2),∫
R
pij(−∆) 14uj(−∆) 14ϕ =
∫
R
(
(−∆) 14pij (−∆) 14uj + pijωjk((−∆) 14uk)
)
ϕ
+
∫
R
pijǫ
j(U)ϕ−
∫
R
H 1
2
(pij , ϕ) (−∆) 14uj .
(4.12)
We have the following estimate, see e.g. [48, Lemma C.1].
Lemma 4.9. For any r > 0, x0 ∈ R, k0 ≥ 5 and any f ∈ L2(R) we find ϕ ∈ C∞c (I(2k0r, x0)),
(4.13) ‖ϕ‖∞,R + ‖(−∆) 14ϕ‖(2,1),R ≤ 1
so that for any
‖f‖(2,∞),I(x0,r) -
∫
R
f (−∆) 14ϕ+ Tail 1
2
(‖f‖(2,∞); x0, r, k0).
Proof of Proposition 4.3. We apply Lemma 4.9 to f := pij(−∆) 14uj , and in view of (4.12)
we find
‖(−∆) 14u‖(2,∞),I(x0,r) ≈‖pij(−∆)
1
4u
j‖(2,∞),I(x0,r)
-
∫ (
(−∆) 14pij (−∆) 14uj + pijωjk((−∆) 14uk)
)
ϕ
+
∫
pijǫ
j(U)ϕ−
∫
H 1
2
(pij , ϕ)(−∆) 14uj
+ Tailσ(‖(−∆) 14u‖(2,∞); x0, r, k0)
Proposition 4.3 then follows from Lemma 4.10, 4.11, and 4.12 below. 
38 ARMIN SCHIKORRA
Lemma 4.10. ∫ (
(−∆) 14pij (−∆) 14uj + pijωjk((−∆) 14uk)
)
ϕ
-ε ‖(−∆) 14u‖(2,∞),I(x0,2k0r) + Tailσ(‖(−∆)
1
4u‖(2,∞); x0, r, k0).
Proof. With the definition of ω we find∫ (
(−∆) 14pij (−∆) 14uj + pijωjk((−∆) 14uk)
)
ϕ
=
∫ ∫ (
(−∆) 14pik(x) δxy + pij(x)ωjk(x, y)
)
(−∆) 14uk(y) ϕ(x)dx dy.
By Theorem 5.2 and (4.13) we therefore conclude∫ (
(−∆) 14pij (−∆) 14uj + pijωjk((−∆) 14uk)
)
ϕ
-ε ‖(−∆) 14u‖(2,∞),I(x0,2k0r) + Tailσ(‖(−∆)
1
4u‖(2,∞); x0, r, k0).

Lemma 4.11. For R possibly smaller, for any large enough k0 ∈ N and any r ∈ (0, 2−k0R)
the following holds for some uniform σ > 0.∣∣∣∣
∫
R
ǫj(U) pijϕ
∣∣∣∣ -ε (‖(−∆) 14u‖(2,∞),I(x0,22k0r) + ‖∇W‖(2,∞),B(22k0r,x0))
+ Tailσ(‖(−∆) 14u‖(2,∞); x0, r, 2k0) + Tailσ(‖∇W‖(2,∞); x0, r, 2k0).
+
(
22k0r
)σ
.
Proof. This follows from the condition on ǫ, condition 2.5, observing that suppϕ ⊂ I(x0, 2k0r)
and
‖pijϕ‖∞ + ‖(−∆) 14 (pijϕ) ‖2,R - 1 + ‖(−∆) 14p‖2 - 1.

Lemma 4.12. For R as above, for any large enough k0 ∈ N and any r ∈ (0, 2−k0R) the
following holds for some uniform σ > 0.∣∣∣∣
∫
R
H 1
2
(pij, ϕ)(−∆) 14u
∣∣∣∣ - ε‖(−∆) 14u‖(2,∞),I(x0,22k0 ) + Tailσ(‖(−∆) 14u‖(2,∞); x0, r, 2k0).
Proof. This follows from the estimates of H 1
2
, see, e.g., [4, Lemma A.7.], which imply∣∣∣∣
∫
R
H 1
2
(pij , ϕ)(−∆) 14u
∣∣∣∣
-
(
‖(−∆) 14p‖2,I(x0,22k0r) + 2−k0‖(−∆)
1
4p‖2,R
)
‖(−∆) 14ϕ‖2,R ‖(−∆) 14u‖(2,∞),I(x0,22k0r)
+ ‖(−∆) 14p‖2,R ‖(−∆) 14ϕ‖2,R Tailσ(‖(−∆) 14u‖(2,∞); x0, r, 2k0).
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We conclude observing (4.1). 
5. Optimal gauge for nonlocal antisymmetric potentials
For D ⊂ R2, take any orthonormal frame ei ∈ L∞ ∩ H1(D,RN), i = 1, . . . , K for some
K ≤ N . That is, assume that pointwise almost everywhere in D
〈ei, ej〉RN = δij.
The moving frame technique by Hélein [27], see also [28], tells us, that one can transform
each such frame (ei)
K
i=1 into a different orthonormal frame (e˜i)
K
i=1 so that pointwise almost
everywhere
span {ei, i = 1, . . . , K} = span {e˜i, i = 1, . . . , K}
and so that additionally, denoting by
Ωij := 〈∇e˜i, e˜j , 〉RN ∈ L2(D,R2),
we have
(5.1) div (〈∇e˜i, e˜j, 〉RN ) = 0 in D.
This is good news for the regularity theory of harmonic maps into manifolds: assuming the
existence of an initial orthonormal tangent vector field of M, τi := τi ∈ TM, and setting
ei := τi ◦ u one can find a new moving frame e˜i so that the harmonic map equation of u,
(5.2) ∆u ⊥ TuM in D
can be transformed into
div (〈e˜i,∇u〉RN ) (5.2)= 〈∇e˜i,∇u〉RN = 〈∇e˜i, e˜k〉RN 〈e˜k,∇u〉RN .
In view of (5.1), the right-hand side of this equation has now a div-curl structure, up to
the term e˜k, and using the Hardy-space estimates of div-curl quantities by Coifman-Lions-
Meyer-Semmes seminal [11] one can obtain Hölder continuity of solutions.
In the celebrated work by Rivière [40], he discovered that by an adaption of Uhlenbeck’s
work on gauges [58] the condition (5.1) can be obtained for any antisymmetric matrix
Ωij = −Ωji ∈ L2(D,R2), and that, under a smallness condition on of ‖Ω‖2,D one find
P ∈ H1(D,SO(N)) so that
ΩP := ∇P P T + PΩP T
satisfies
div(ΩP ) = 0.
Just as in the harmonic map case, this leads to a regularity theory for systems of the form
(1.9), which, as Rivière showed, is the general structure of many geometric equations, see
also [42].
One can also obtain P ∈ H1(D,SO(N)) without the smallness assumption on ‖Ω‖2, which
was proven in [45] motivated by the arguments by Hélein for moving frames [27, 10]. Indeed,
we have the following.
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Proposition 5.1. Let Ωij ∈ L2(R2+), 1 ≤ i, j ≤ N . Then there exists P ∈ L∞(R2+, SO(N)),
∇P ∈ L2(R,RN), P ≡ I on R× {0} that minimizes
E (P ) :=
∫
R2+
|∇P + PΩ|2.
If Ωij = −Ωji almost everywhere for 1 ≤ i, j ≤ N then this minimizer satisfies
(5.3) div(∇P P T + PΩP T ) = 0 in R2+.
Proof. Clearly,
‖∇P‖22,R2+ -
∫
R2+
|∇P + PΩ|2 + ‖Ω‖22,R2+ .
Observe that P ∈ SO(N) implies that P is uniformly bounded. In particular, for any
minimizing sequence Pk ∈ H˙1∩L∞(R2+, SO(N)) of E and for any compact set K ⊂ R2+ we
find a subsequence converging weakly in H1(K,SO(N)) and strongly almost everywhere.
By a diagonal argument and dominated convergence theorem we thus find a limit map
P ∈ H˙1 ∩ L∞(R2+, SO(N)) so that P ≡ I on R× {0} and so that∫
R2+
(∇P + PΩ) : F = lim
k→∞
∫
R2+
(∇Pk + PkΩ) : F for any F ∈ C∞c (R2+,R).
Here A : B denotes the Hilbert-Schmidt scalar product of matrices. Therefore, by duality,
P is the minimizer of E .
We compute the Euler-Lagrange equations (5.3). For any Φ ∈ C∞c (R2+) and any constant
antisymmetric matrix α ∈ so(N) we define
Pδ := e
δαϕP.
Observe that Pδ belongs to SO(N) pointwise almost everywhere since P ∈ SO(N). Thus,
Pδ ∈ H˙1 ∩ L∞(R2+, SO(N)) and
(5.4)
d
dδ
∣∣∣
δ=0
E (Pδ) = 0.
Now compute
d
dδ
∣∣∣
δ=0
Pδ = ϕαP,
and thus
d
dδ
∣∣∣
δ=0
∇Pδ = ∇ϕαP + ϕα∇P.
In particular,
d
dδ
∣∣∣
δ=0
∇Pδ + PδΩ = ∇ϕαP + ϕα (∇P + PΩ) .
Observe that
α (∇P + PΩ) : (∇P + PΩ) = 0
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by the antisymmetry of α. Thus,
d
dδ
∣∣∣
δ=0
|∇Pδ + PδΩ|2 = 2∇ϕαP : (∇P + PΩ) = 2∇ϕα :
(∇P P T + PΩP T)
Plugging this into (5.4) we have found that for any constant antisymmetric matrix α ∈
so(N),
div(α :
(∇P P T + PΩP T)) = 0 in R2+.
Since Ω is antisymmetric, so is ∇P P T + PΩP T . Consequently, we have found
div
(∇P P T + PΩP T)) = 0 in R2+.

5.1. Nonlocal version. For functions Ωij the theory of finding an optimal gauge has
been generalized to other operators. Most notably, Da Lio and Rivière [15] showed that by
adapting the arguments of Uhlenbeck and Rivière [58, 40] for functions ωij = −ωji ∈ L2(R)
one can find a map p ∈ H˙ 12 (R, SO(N)) so that
(5.5) (−∆) 14p + p ω ∈ L(2,1)(R).
This has been extended to various situations, see [13, 41, 46, 48, 17, 33].
In our setting, ω is not a function, but is a nonlocal functional, ωij : H˙
1
2 (R)→ L1(R) given
as ∫
R
ωij(f) ϕ :=
∫
R
∫
R
ωij(x, y) f(y) ϕ(x) dy dx.
Here ωij(x, y) is supposed to be measurable and to satisfy certain localization properties,
namely conditions 2.2. In particular, we assume
(5.6) ‖ω‖ := sup
‖fij‖2,R≤1,‖ζ‖∞,R≤1
∫
R
∫
R
ωij(x, y) fij(y) ζ(x)dx dy <∞.
We say that ω is antisymmetric if ωij(x, y) = −ωji(x, y) almost everywhere for any i, j =
1 . . . , N .
In Proposition 5.1, following the strategy from [44, 48], we found the good gauge P by
minimizing the energy E (P ) :=
∫
R2+
|ΩP |2, where ΩP = ∇P + PΩ. Here, the role of ΩP is
replaced by ωpij ∈ L2(R) which for p ∈ H˙
1
2 (R, SO(N)) is defined as
(5.7) ωpij(y) := (−∆)
1
4pij(y) +
∫
pik(x) ωkj(x, y)dx ∈ L2(R).
Here, we obtain p as a minimizer of the energy
E (p) := ‖ωp‖2L2(R,Rn×n)
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Theorem 5.2. Assume that ω is antisymmetric and satisfies conditions 2.2. Then there ex-
ists a p ∈ L∞∩H˙ 12 (R, SO(N)) that minimizes E (p) in the class of maps p ∈ H˙ 12 (R, SO(N)).
For this minimizer p we have
ωpij ∈ L(2,1)loc (R).
Moreover the following estimate holds: for any ε > 0 we find R ∈ (0, 1) so that for any
ϕ ∈ C∞c (I(x0, r)) and any f ∈ L2(R), where x0 ∈ R and r ∈ (0, 2−k0R) for a sufficiently
large k0 ∈ N,
.
∫
R
∫
R
(
(−∆) 14pℓj(x)δxy + pℓk(x)ωkj(x, y)
)
f(y)ϕ(x)dx dy
-
(
ε ‖f‖(2,∞),B(x0,2k0r) + Tailσ(‖f‖(2,∞); x0, r, k0)
) (‖ϕ‖∞,R + ‖(−∆) 14ϕ‖2,R) .(5.8)
Here σ is a uniform constant.
Firstly, we have the following observations:
Lemma 5.3. E satisfies
(5.9) E (p) % ‖(−∆) 14p‖2,R − ‖ω‖.
and
(5.10) 0 ≤ inf
p∈H˙ 12 (R,SO(N))
E (p) ≤ ‖ω‖.
Also, E is sequentially lower semicontinuous with respect to the weak topology on H˙
1
2 (R, SO(N)).
In particular, there exists p ∈ H˙ 12 (R, SO(N)) minimizing the energy E among all maps in
H˙
1
2 (R, SO(N)).
Proof. By duality and in view of (5.6) we have for any p ∈ L∞ ∩ H˙ 12 (R, SO(N)),
‖ωp‖L2(R) = sup
fij∈C∞c (R),‖fij‖2,R≤1
∫
R
ωpij(y) fij(y) ≥ ‖(−∆)
1
4pij‖2,R − ‖ωij‖.
This shows (5.9). The second claim, (5.10), is obvious by taking p the identity, pij := δij .
As for lower semicontinuity, observe that, as in the local case, any bounded sequence
pk ∈ H˙ 12 (R, SO(N)) is for any compact K ⊂ R uniformly bounded in H 12 (K,RN), because
SO(N) is a compact manifold. Via a diagonal argument, up to taking a subsequence,
we can assume that pk(y) → p(y) pointwise almost everywhere in R. In particular p ∈
H
1
2 (R, SO(N)). Also,
E (p) ≤ lim inf
k→∞
E (pk)
follows from the lemma of Fatou, or by duality, since we can write
E (p) = sup
‖(fij )‖2,R≤1
∫
R
(−∆) 14pij(y) fij(y) dy +
∫
R
∫
R
pik(x)ωkj(x, y) fij(y) dy dx.
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With the observations of Lemma 5.3, we conclude the existence for a minimizer of E in
the class H˙
1
2 (R, SO(N)) by the direct method of the calculus of variations: any mini-
mizing sequence has a subsequence which is weakly converging in H˙
1
2 (R,RN×N) and also
almost everywhere converging to a map p ∈ H˙ 12 (R, SO(N)), which by sequential lower
semicontinuity is the minimizer. 
Having a minimizer we can compute the Euler-Lagrange equations and find the following
estimate.
Lemma 5.4. Let p ∈ H˙ 12 (R, SO(N)) be a minimizer of E in the class H˙ 12 (R, SO(N)).
Then
(5.11) ωpij(y) ∈ L(2,1)loc (R).
Moreover, for any ε > 0 there exists R > 0 so that for any ϕ ∈ C∞c (I(x0, r)) where x0 ∈ R
and r ∈ (0, R),
(5.12)
∫
R
pℓj(y)ω
p
ij(y) (−∆)
1
4ϕ(y) ≤ C ε ‖(−∆) 14ϕ‖(2,∞),R.
Here C is a constant depending on the data p, ω, but which is independent of ϕ and ε.
Proof. By a duality argument, (5.11) follows from (5.12), see, e.g., [48, Lemma C.1].
Let us prove (5.11). We define an admissible variation pδ of p as in Proposition 5.1: for
arbitrary ϕ ∈ C∞c (R) and an arbitrary constant antisymmetric matrix α ∈ so(N) we set
pδ := e
δαϕp ∈ H˙ 12 (R, SO(N)).
The minimality condition for p implies that
(5.13) 0 =
d
dδ
∣∣∣
δ=0
E (pδ) = 2
∫
R
ωpij(y)
d
dδ
∣∣∣
δ=0
ωpδij (y) dy.
We have pδ = p+ δϕαp+O(δ
2), and therefore from the definition (5.7) of ωp we obtain
d
dδ
∣∣∣
δ=0
ωpδij (y) = αiℓ(−∆)
1
4 (ϕ(y) pℓj(y)) + αiℓ
∫
ϕ(x) pℓk(x)ωkj(x, y) dx.
Denoting again the failure of the Leibniz rule for (−∆) 14 by H 1
2
,
(5.14) H 1
2
(a, b) := (−∆) 14 (ab)− (−∆) 14a b− a (−∆) 14 b
we find
d
dδ
∣∣∣
δ=0
ωpδij (y) =αiℓ(−∆)
1
4ϕ(y) pℓj(y)
+ αiℓ
(
ϕ(y) (−∆) 14pℓj(y) +
∫
ϕ(x) pℓk(x)ωkj(x, y)dx
)
+ αiℓH 1
2
(ϕ(y), pℓj(y)).
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Observe that
ϕ(y) (−∆) 14pℓj(y) +
∫
R
ϕ(x) pℓk(x)ωkj(x, y)dx
=ϕ(y)ωpℓj(y) +
∫
R
(ϕ(x)− ϕ(y)) pℓk(x)ωkj(x, y)dx
Using, that by antisymmetry of α,
ωpij(y)αiℓ ω
p
ℓj(y) ≡ 0,
we find that
0 =
∫
R
ωpij(y)
d
dδ
∣∣∣
δ=0
ωpδij (y) dy =
∫
R
ωpij(y)αiℓ(−∆)
1
4ϕ(y) pℓj(y) dy
+
∫
R
ωpij(y)αiℓ
∫
R
(ϕ(x)− ϕ(y)) pℓk(x)ωkj(x, y)dx dy
+
∫
R
ωpij(y)αiℓH 1
2
(ϕ(y), pℓj(y)) dy.
This holds for any antisymmetric matrix α ∈ so(N), therefore in view of (5.13) we have
for any i, ℓ = 1, . . . , N ,
0 =
∫
R
ωpij(y) (−∆)
1
4ϕ(y) pℓj(y) dy −
∫
R
ωpℓj(y) (−∆)
1
4ϕ(y) pij(y) dy
+
∫
R
ωpij(y)
∫
R
(ϕ(x)− ϕ(y)) pℓk(x)ωkj(x, y)dx dy
−
∫
R
ωpℓj(y)
∫
R
(ϕ(x)− ϕ(y)) pik(x)ωkj(x, y)dx dy
+
∫
R
ωpij(y)H 1
2
(ϕ(y), pℓj(y)) dy
−
∫
R
ωpℓj(y)H 1
2
(ϕ, pij)(y) dy.
That is, for any ϕ ∈ C∞c (R)
2
∫
R
pℓj(y)ω
p
ij(y) (−∆)
1
4ϕ(y) dy = Iℓi(ϕ) + IIℓi(ϕ)− IIiℓ(ϕ) + IIIℓi(ϕ)− IIIiℓ(ϕ),
where we set
Iℓi(ϕ) :=
∫
R
(
pℓj(y)ω
p
ij(y) + pij(y)ω
p
ℓj(y)
)
(−∆) 14ϕ(y) dy,
IIℓi(ϕ) :=
∫
R
∫
R
ωpℓj(y) pik(x)ωkj(x, y) (ϕ(x)− ϕ(y)) dx dy,
and
IIIℓi(ϕ) =
∫
R
ωpℓj(y)H 1
2
(ϕ, pij)(y) dy.
REGULARITY AT THE NEUMANN BOUNDARY 45
In order to show the claim (5.12) we need to show that for any ε > 0 we find some R > 0
so that
(5.15) |Iℓi(ϕ)|+ |IIℓi(ϕ)|+ |IIIℓi(ϕ)| - ε ‖(−∆) 14ϕ‖(2,∞),R
holds for any ϕ ∈ C∞c (I(x0, r)) for arbitrary x0 ∈ R and r ∈ (0, R).
We will choose below a large k0 so that
(5.16) 2−k0σ
(
‖(−∆) 14p‖2,R + ‖ωp‖2,R
)
<
ε
2
,
and then R sufficiently small so that
(5.17) sup
x0∈R
(
‖(−∆) 14p‖2,I(x0,2k0R) + ‖ωp‖2,I(x0,2k0R)
)
<
ε
2
.
We begin to estimate Iℓi(ϕ). Firstly, (−∆) 14 (pℓjpij) = (−∆) 14 (δℓi) = 0 because p ∈ SO(N)
almost everywhere. Therefore, by the definition of H 1
2
, see (5.14),
pℓj(y)(−∆) 14pij(y) + pij(y)(−∆) 14pℓj(y) = −H 1
2
(pℓj , pij).
Moreover, the antisymmetry of ω, ωkj(x, y) = −ωjk(x, y), implies∫
R
pij(y) pℓk(x)ωkj(x, y) dx = −
∫
R
pik(y) pℓj(x)ωkj(x, y) dx.
Thus, ∫
pℓj(y) pik(x)ωkj(x, y) + pij(y) pℓk(x)ωkj(x, y) dx
=−
∫
(pℓj(x)− pℓj(y)) pik(x)ωkj(x, y) dx
+
∫
(pik(x) − pik(y)) pℓj(x)ωkj(x, y) dx
Consequently, by the definition of ωp, see (5.7), we find
|Iℓi(ϕ)| -
∫
R
|H 1
2
(p, p)| |(−∆) 14ϕ|
+
∣∣∣∣
∫
R
∫
R
(pℓj(x)− pℓj(y)) pik(x) ωkj(x, y) (−∆) 14ϕ(y) dy dx
∣∣∣∣
+
∣∣∣∣
∫
R
∫
R
(pik(x)− pik(y)) pℓj(x) ωkj(x, y) (−∆) 14ϕ(y) dy dx
∣∣∣∣
Using the estimates for H 1
2
, see e.g. [4, Lemma A.7.], and the support of ϕ ∈ C∞c (I(x0, r)),
for any k0 sufficiently large,∫
R
|H 1
2
(p, p)| |(−∆) 14ϕ|
-
(
‖(−∆) 14p‖2,R‖(−∆) 14p‖2,I(x0,2k0r) + 2−k0σ‖(−∆)
1
4p‖22,R
)
‖(−∆) 14ϕ‖(2,∞).
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In view of (5.17) and (5.16) we conclude that∫
R
|H 1
2
(p, p)| |(−∆) 14ϕ| - ε ‖(−∆) 14ϕ‖(2,∞).
Next, letting again η ∈ C∞c (B(0, 1)) a typical bump function constantly one in B(0, 12) and
denoting
ηk := η((x0 − x)/2kr),
we have ∣∣∣∣
∫
R
∫
R
(pℓj(x)− pℓj(y)) pik(x) ωkj(x, y) (−∆) 14ϕ(y) dy dx
∣∣∣∣
-
∣∣∣∣
∫
R
∫
R
(pℓj(x)− pℓj(y)) pik(x) ωkj(x, y) ηk0(−∆)
1
4ϕ(y) dy dx
∣∣∣∣
+
∣∣∣∣
∫
R
∫
R
(pℓj(x)− pℓj(y)) pik(x) ωkj(x, y) (1− ηk0)(−∆)
1
4ϕ(y) dy dx
∣∣∣∣
For the first term, from (2.9), possibly choosing a larger k0 and a smaller R,∣∣∣∣
∫
R
∫
R
(pℓj(x)− pℓj(y)) pik(x) ωkj(x, y) ηk0(−∆)
1
4ϕ(y) dy dx
∣∣∣∣ - (ε+ 2−k0σ) ‖(−∆) 14ϕ‖(2,∞),R.
For the second term, in view of the definition of ‖ω‖ in (5.6) and E(p) - ‖ω‖∣∣∣∣
∫
R
∫
R
(pℓj(x)− pℓj(y)) pik(x) ωkj(x, y) (1− ηk0)(−∆)
1
4ϕ(y) dy dx
∣∣∣∣
-‖ω‖‖(1− ηk0)(−∆)
1
4ϕ‖2,R.
By the disjoint support of (1− ηk0) and ϕ we have, see, e.g. [4, Lemma A.1],
‖(1− ηk0)(−∆)
1
4ϕ‖2,R. - 2−k0σ ‖(−∆) 14ϕ‖(2,∞),R.
Thus, in view of (5.17) and (5.16), for large enough k0 and small R,∣∣∣∣
∫
R
∫
R
(pℓj(x)− pℓj(y)) pik(x) ωkj(x, y) (−∆) 14ϕ(y) dy dx
∣∣∣∣ - ε ‖ω‖ ‖(−∆) 14ϕ‖(2,∞),R.
This concludes the estimate of |Iℓi(ϕ)|.
The estimate for IIℓi(ϕ) follows from directly from condition (2.10).
We estimate IIIℓi(ϕ). Recall our notation of cutoff functions. For a typical bump function
η ∈ C∞c (B(0, 1)) which is constantly one in B(0, 12) we denote
ηk := η((x0 − x)/2kr), ξk := ηk − ηk−1.
Then
|IIIℓi(ϕ)| - ‖ωpℓj‖2,I(x0,2k0r) ‖H 12 (ϕ, pij)(y)‖2,R + ‖ω
p
ℓj‖2
∞∑
k=k0
‖ξkH 1
2
(ϕ, pij)‖2
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Now, by the estimates for H 1
2
, see e.g. [31, Theorem 7.1.],
‖H 1
2
(ϕ, pij)(y)‖2,R - ‖(−∆) 14ϕ‖(2,∞),R ‖(−∆) 14p‖2,R.
Moreover, by the disjoint support of ϕ and ξk, see e.g. [4, Lemma A.7.]
‖ξkH 1
2
(ϕ, pij)‖2 - 2−σk ‖(−∆) 14ϕ‖(2,∞),R ‖(−∆) 14p‖2,R.
Consequently, in view of (5.17) and (5.16),
|IIIℓi(ϕ)| - ε‖(−∆) 14ϕ‖(2,∞),R.

Now we can prove Theorem 5.2
Proof of Theorem 5.2. Lemma 5.3 ensures the existence of a minimizer p. The L
(2,1)
loc -
integrability follows directly from Lemma 5.4.
It remains to prove the estimate (5.8). Let ε > 0 be given, r ∈ (0, 2−k0R) for an R > 0
and k0 ∈ N to be chosen later.
Let x0 ∈ R and ϕ ∈ C∞c (I(x0, r)) and f ∈ L2(R) be arbitrary. With the definition (5.7) of
ωp we find ∫
R
∫
R
(
(−∆) 14pℓj(x)δxy + pℓk(x)ωkj(x, y)
)
f(y)ϕ(x) dx dy
=
∫
R
f(y) ϕ(y)ωpℓj(y) dy +
∫
R
∫
R
f(y) pℓk(x) (ϕ(x)− ϕ(y))ωkj(x, y) dx dy.
By condition (2.8), for k0 large enough and R small enough, we have∫
R
∫
R
f(y) pℓk(x) (ϕ(x)− ϕ(y))ωkj(x, y) dx dy
-
(
ε ‖f‖(2,∞),B(x0,2k0r) + Tailσ(‖f‖(2,∞); x0, r, k0)
) (‖ϕ‖∞,R + ‖(−∆) 14ϕ‖2,R) .
We rewrite the remaining term. Since p ∈ SO(N) pointwise a.e.,∫
R
f(y)ϕ(y)ωpℓj(y) dy =
∫
R
f(y)ϕ(y) pkj(y) (pki(y)ω
p
ℓi(y)) dy.
Recall our notation of cutoff functions. For a typical bump function η ∈ C∞c (I(0, 1)) which
is constantly one in I(0, 1
2
) we denote
ηk := η((x0 − x)/2kr), ξk := ηk − ηk−1.
Also, recall that with I
1
2 ≡ (−∆)− 14 we denote the Riesz potential. Set
φk := ηk0I
1
2 (f ϕ pkj), ψk := ξkI
1
2 (f ϕ pkj).
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Then∣∣∣∣
∫
R
f(y)ϕ(y)ωpℓj(y) dy
∣∣∣∣ ≤
∣∣∣∣
∫
R
(−∆) 14φk0 pki(y)ωpℓi(y) dy
∣∣∣∣+
∞∑
k=k0
‖ωp‖2,R ‖(−∆) 14ψk‖2,R
In view of Lemma 5.4∣∣∣∣
∫
R
(−∆) 14φk0 pki(y)ωpℓi(y) dy
∣∣∣∣ - ε ‖(−∆) 14φk0‖(2,∞),R.
So we have shown that∣∣∣∣
∫
R
f(y)ϕ(y)ωpℓj(y) dy
∣∣∣∣ ≤ ε ‖(−∆) 14φk0‖(2,∞),R +
∞∑
k=k0
‖ωp‖2,R ‖(−∆) 14ψk‖2,R
Now, in view of the fractional Leibniz rule, see e.g. [31, Theorem 7.1.], by Sobolev embed-
ding, by Hölder inequality and the support of ϕ
‖(−∆) 14φk0‖(2,∞) -‖(−∆)
1
4 ηk0 I
1
2 (f ϕ p)‖(2,∞),R + ‖ηk0f ϕ p‖(2,∞),R
-(2k0r)−
1
2‖f ϕ p‖1,R + ‖ηk0f ϕ p‖(2,∞),R
-‖ϕ‖∞,R ‖f‖(2,∞),R.
On the other hand, see, e.g., [32, Lemma 3.6.],
‖(−∆) 14ψk‖2,R - 2−σk‖f ϕ p‖(2,∞),R - 2−σk‖ϕ‖∞,R ‖f‖(2,∞),R.
Thus we have shown∣∣∣∣
∫
R
f(y)ϕ(y)ωpℓj(y) dy
∣∣∣∣ ≤ ε ‖ϕ‖∞,R ‖f‖(2,∞),R + ‖ωp‖2,R
∞∑
k=k0
2−σk ‖ϕ‖∞,R ‖f‖(2,∞),R.
This proves (5.8). The proof of Theorem 5.2 is finished. 
6. Extension operators and commutators
Commutator estimates have played a crucial role for regularity theory for geometric equa-
tions. The most famous one might be the Coifman-Rochberg-Weiss commutator theorem.
Theorem 6.1 (Coifman-Rochberg-Weiss [12]). Denote by Ri the i-th Riesz transform,
i = 1, . . . , n. Then, for any q ∈ [1,∞],
‖fRig −Ri(fg)‖(2,q),Rn - [f ]BMO ‖g‖(2,q).
For a definition of BMO we refer to Section A.
If f belongs to some Sobolev space, one can obtain the following statement that for some
situations is stronger. For a proof we refer to [31, Theorem 6.1.].
Theorem 6.2. Let 1 ≤ q, q1, q2 ≤ ∞ so that 1q = 1q1 + 1q2 . Then
‖fRig −Ri(fg)‖(2,q),Rn - ‖(−∆)n4 f‖(2,q1),Rn ‖g‖(2,q2),Rn .
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In this section we aim at finding a suitable generalization to Theorem 6.2 where instead
of Riesz transforms Ri we consider certain extension operators which take functions from
Rn to functions on the upper halfspace Rn+1+ .
The extension operators we consider are the Poisson extension
f 7→ fh := pt ∗ f,
as well as their (−∆) 14 derivative
f 7→ Tf := (−∆) 14fh = ((−∆) 14pt) ∗ f.
Here, p denotes the Poisson kernel for Rn+1+ ,
p(x) = c
1
(1 + |x|2)n+12
,
and we denote pt(x) = t
−np(x/t), that is
pt(x) = c
t
(t2 + |x|2)n+12
.
A collection of estimates on the operator pt∗ acting on Sobolev functions can be found
in [31]. It is a well-known fact, that pt∗ is a bounded map from H˙ 12 (Rn)→ H˙1(Rn+1+ ),
‖∇Rn+1 (pt ∗ f) ‖2,Rn+1+ = c‖(−∆)
1
4 f‖2,Rn.
The following is the corresponding “zero order”-estimate, namely the operator T := (−∆) 14pt∗
is a bounded map from L2(Rn) to L2(Rn+1+ ).
Lemma 6.3. Denote for f ∈ C∞c (Rn),
Tf(x, t) := pt ∗ (−∆) 14f(x) ≡ (−∆) 14 (pt) ∗ f(x) (x, t) ∈ Rn+1+ .
Then T extends to a linear bounded operator L2(Rn)→ L2(Rn+1+ ), namely
‖Tf‖2,Rn+1+ - ‖f‖2,Rn.
Proof. Denote by
κ := (−∆) 14p,
and set κt = t
−nκ(·/t). Then we can write
Tf(x, t) = t−
1
2 κt ∗ f(x).
Thus, if we denote the square function with kernel κ as
sκ(f)(x) :=
(∫ ∞
0
|κt ∗ f(x)|2dt
t
) 1
2
,
then
‖Tf‖2,Rn+1+ = ‖sκ(f)‖2,Rn.
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Observe that
∫
κ = 0 and that κ decays to zero sufficiently fast at infinity, see Lemma D.1,
so that the theory of square functions is applicable, see [54, Chapter I.C, §8.23, p.46]. In
particular we obtain
‖Tf‖2,Rn+1+ - ‖f‖2,Rn.

6.1. Commutator estimates for extension operators. We want to study commutator
estimates for extension operators. Recall that we denote by fh(x, t), (x, t) ∈ Rn+1+ the
harmonic Poisson extension pt ∗ f(x) of a function f defined on Rn. Observe that since
the operator ()h takes functions from Rn to functions on Rn+1+ the classical notion for
commutators [()h, g](f) is meaningless, since g fh is not reasonably defined. Instead we
will first consider the commutator
(fg)h − fh gh.
We then have the following estimate.
Proposition 6.4.
‖(fg)h − fh gh‖∞,Rn+1+ - [f ]BMO ‖g‖∞.
Proof. W.l.o.g. the constant of the Poisson kernel p is chosen so that
(6.1)
∫
Rn
pt(z) dz = 1.
Fix any (x, t) ∈ Rn+1+ , and denote by
g˜(z) := g(z)− (g)B(x,t).
Then
(fg)h(x, t)− fh(x, t) gh(x, t) = (f g˜)h(x, t) + fh(x, t) ((g)B(x,t) − gh(x, t)) .
Consequently, with (6.1),∣∣(fg)h(x, t)− fh(x, t) gh(x, t)∣∣
≤
(
‖f‖∞,R + ‖fh‖∞,Rn+1+
) ∫
Rn
pt(x− z)
∣∣g(z)− (g)B(x,t)∣∣ dz.
Since fh is harmonic and lim|(x,t)|→∞ |fh(x, t)| = 0, by the maximum principle,
‖fh‖∞,Rn+1+ - ‖f‖∞,Rn.
Moreover, see [31, Lemma A.1], we have
(6.2)
∣∣∣∣
∫
Rn
pt(x− z) |g(z)− (g)B(x,t)| dz
∣∣∣∣ - [g]BMO.
The proof of Proposition 6.4 is finished. 
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Now we state our main commutator estimate with regard to the operator T from Lemma 6.3.
Again, T takes functions on Rn into a function on Rn+1+ , so writing a commutator [T, g]
does not make sense. Instead we consider the commutator-like expression
T [fg]− gh Tf,
where gh is the harmonic Poisson extension pt ∗ g.
Theorem 6.5. Let T be the operator from Lemma 6.3, and denote by gh := pt ∗ g the
harmonic Poisson extension of a function g defined on Rn. Then for any α ∈ (0, n),
q1, q2 ∈ [1,∞] so that 12 = 1q1 + 1q2 .
‖T [fg]− gh T [f ]‖2,Rn+1+ - ‖(−∆)
α
2 g‖(n
α
,q1) ‖f‖(2,q2).
6.2. Proof of Theorem 6.5. We first need to fix the notation for a several maximal
functions. By M we denote the (uncentered) Hardy-Littlewood maximal function
M f(x) = sup
B(y,r)∋x
|B(y, r)|−1
∫
B(y,r)
|f(z)| dz.
By an abuse of notation, but for simplicity, we will not distinguish between finitely many
repeated maximal functions, i.e. we will identify MM f with M f .
We also have need the sharp maximal function,
M
#f(x) := sup
B(y,r)∋x
|B(y, r)|−1
∫
B(y,r)
|f(z)− (f)B(y,r)| dz,
as well as the weighted maximal function, defined for p ∈ [1,∞) as
Mα,pf(x) := sup
x∈B
(
|B|αpn −1
∫
B
|f |p
) 1
p
.
Clearly,
M0,pf(x) = (M |f |p(x))
1
p .
Lastly, for a smooth kernel κ ∈ L1 ∩ L∞(Rn), ∫
Rn
κ = 0 the square function sκf is defined
as
(6.3) sκf(x) :=
(∫ ∞
0
|κt ∗ f(x)|2dt
t
) 1
2
.
Recall that we have the notation κt(·) := t−nκ(·/t).
It is well known (see, e.g., [5, 25]) that for any p ∈ [1,∞),
|f(x)− f(y)| - |x− y| (M |∇f |(x) + M |∇f |(y)) .
The fractional version of this fact holds as well.
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Proposition 6.6. The following holds for any α ∈ (0, 1) and for almost every x, y ∈ Rn.
(6.4) |f(x)− f(y)| - |x− y|α (M ((−∆)α2 f)(x) + M ((−∆)α2 f)(y)) ,
(6.5)
∣∣f(x)− (f)B(x,r)|∣∣ - rαM ((−∆)α2 f)(x),
and
(6.6) |f(x)− pt ∗ f(x)| - tα M ((−∆)α2 f)(x).
For the proof of Proposition 6.6 we use the following Lemma.
Lemma 6.7. Let α ∈ (0, 1) and Λ > 0. Then for almost every x, y ∈ Rn,
(6.7) |x− y|−α
∫
|x−z|<Λ|x−y|
|x− z|α−n |(−∆)α2 f(z)| dz - Λα M (−∆)α2 f(x),
and
(6.8) |x− y|1−α
∫
|x−z|>Λ|x−y|
|x− z|α−1−n |(−∆)α2 f(z)| dz - Λα−1 M (−∆)α2 f(x).
Proof. Regarding (6.7), we split the integral and use the definition of the maximal function.
Then
|x− y|−α
∫
|x−z|<Λ|x−y|
|x− z|α−n |(−∆)α2 f(z)| dz
≈
0∑
k=−∞
|x− y|−α
∫
|x−z|≈2kΛ|x−y|
|x− z|α−n |(−∆)α2 f(z)| dz
≈
0∑
k=−∞
(2kΛ)α
(
2kΛ|x− y|)−n ∫
|x−z|≈2kΛ|x−y|
|(−∆)α2 f(z)| dz
-
0∑
k=−∞
(2kΛ)α M (−∆)α2 f(x) ≈ Λα M (−∆)α2 f(x).
Similarly, regarding (6.8), we compute
|x− y|α−1
∫
|x−z|>Λ|x−y|
|x− z|α−1−n |(−∆)α2 f(z)| dz
-
∞∑
k=0
(2kΛ)α−1 M (−∆)α2 f(x) ≈ Λα−1 M (−∆)α2 f(x).
Lemma 6.7 is proven. 
Proof of Proposition 6.6. The second claim (6.5) is a consequence of (6.4).
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(6.6) can be proven by hand arguing similar to Lemma 6.7, but it holds in general for a
large class of radial kernels, see [54, II.2, (16), p.57].
From the remaining claims we first establish (6.4). By the definition of the Riesz potential
Iα = (−∆)−α2 ,
f(x) = Iα(−∆)α2 f(x) ≡ c
∫
Rn
|x− z|α−n (−∆)α2 f(z) dz.
Consequently,
|f(x)− f(y)|
|x− y|α -
∫
Rn
||x− z|α−n − |y − z|α−n|
|x− y|α |(−∆)
α
2 f(z)| dz.
We distinguish three regimes in the latter integral. The case where |x − y| is relatively
small compared to |x − z| and |y − z|, the case where |y − z| is relatively small, and the
case where |x− z| is relatively small.
More precisely we decompose Rn = A(x, y) ∪B(x, y), for
A(x, y) :=
{
z ∈ Rn : |x− y| ≤ 1
2
|x− z| or |x− y| ≤ 1
2
|y − z|
}
,
B(x, y) :=
{
z ∈ Rn : |x− y| > 1
2
|x− z| and |x− y| > 1
2
|y − z|
}
,
In view of (6.7) we find∫
B(x,y)
||x− z|α−n − |y − z|α−n|
|x− y|α |(−∆)
α
2 f(z)| dz
≤|x− y|−α
∫
|x−z|<2|x−y|
|x− z|α−n |(−∆)α2 f(z)| dz
+ |x− y|−α
∫
|y−z|<2|x−y|
|y − z|α−n |(−∆)α2 f(z)| dz
-M (−∆)α2 f(x) + M (−∆)α2 f(y).
On the other hand, if |x− y| < 1
2
|x− z| and |y − x| < 1
2
|y − z|, then |x− z| ≈ |y − z| and
consequently
||x− z|α−n − |y − z|α−n|
|x− y|α - |x− z|
α−n−1|x− y|.
This time we argue with (6.8) to find∫
A(x,y)
||x− z|α−n − |y − z|α−n|
|x− y|α |(−∆)
α
2 f(z)| dz
≤|x− y|1−α
∫
|x−z|>2|x−y|
|x− z|α−1−n |(−∆)α2 f(z)| dz
-M (−∆)α2 f(x).
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This establishes (6.4). 
The main estimate needed for the proof of Theorem 6.5 is contained in the following
proposition.
Proposition 6.8. Let T be the operator from Lemma 6.3, and denote by gh := pt ∗ g the
harmonic Poisson extension of a function g defined on Rn. Let
v(x) :=
(∫ ∞
0
∣∣T [fg](x, t)− gh(x, t) T [f ](x, t)∣∣2 dt) 12 .
then for any α ∈ (0, 1), any x0 ∈ Rn, and for any p, q ∈ (1,∞)
M
#v(x0) -M0,p(−∆)α2 g(x0) Mα,p′(sκf)(x0) + M0,p(−∆)α2 g(x0) M0,p′(sκ˜Iαf)(x0)
+ M0,qpM (−∆)α2 g(x0)Mα,qp′f(x0)
Here, κ = (−∆) 14p and κ˜ := (−∆)α2 κ where p is the Poisson kernel.
Proof. The proof follows some ideas from commutator estimates on (interior) square func-
tions, also called Lusin functions, see [57, 9, 24]. This is responsible for the L2-norm to
appear on the left-hand side of the estimate of Theorem 6.5, cf. Remark 6.10.
Fix x0 ∈ Rn. For some r > 0 and x ∈ Rn so that x0 ∈ B(x, r) we want to find an estimate
for
|B(x, r)|−1
∫
B(x,r)
|v(y)− (v)B(x,r)| dy.
Set
g˜(z) := g(z)− (g)B(x0,r).
For arbitrary t ∈ (0,∞), we split
(6.9) T [fg](y, t)− gh(y, t) T [f ](y, t) = −I(y, t) + II(y, t) + III(y, t) + IV (y, t),
where
I(y, t) :=g˜(y) T [f ](y, t),
II(y, t) :=
(
g(y)− gh(y, t)) T [f ](y, t),
III(y, t) :=T [χB(x0,10r)f g˜](y, t),
IV (y, t) :=T [χRn\B(x0,10r)f g˜](y, t).
We begin with the estimate of I(y, t). We have(∫ ∞
0
|I(y, t)|2dt
) 1
2
- |g˜(y)|
(∫ ∞
0
|T [f ](y, t)|2dt
) 1
2
Recall that for κ := (−∆) 14p we can write the t-integral as square function (6.3),(∫ ∞
0
|Tf(y)|2dt
) 1
2
= sκf(y).
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On the other hand by Proposition 6.6,
|g˜(y)| = |g(y)− (g)B(x0,r)| - rα
(
M ((−∆)α2 g)(y) + M ((−∆)α2 g)(x0)
)
.
Consequently, using Hölder inequality we find that for any p > 1,
(6.10)
∫
B(x0,r)
(∫ ∞
0
|I(y, t)|2dt
) 1
2
dy -M0,p(−∆)α2 g(x0) Mα,p′(sκf)(x0).
As for II(y, t) observe that by Proposition 6.6,
|g(y)− gh(y, t)| ≤ tαM ((−∆)α2 g)(y).
Consequently,(∫ ∞
0
|II(y, t)|2dt
) 1
2
-M ((−∆)α2 g)(y)
(∫ ∞
0
|tακt ∗ f(y)|2dt
t
) 1
2
.
Now with the Riesz potential Iα = (−∆)−α2 we can write
tακt ∗ f = ((−∆)α2 κ)t ∗ Iαf.
Therefore, for κ˜ := (−∆)α2 κ, we have found that for any p ∈ (1,∞)
(6.11)
∫
B(x0,r)
(∫ ∞
0
|II(y, t)|2dt
) 1
2
dy -M0,p(−∆)α2 g(x0) M0,p′(sκ˜Iαf)(x0).
Next we estimate estimate III(y, t), and have for any q ≥ 1 by Hölder inequality
∫
B(x0,r)
(∫ ∞
0
|II(y, t)|2dt
) 1
2
dy - r−
n
q
∥∥sκ (fχB(x0,10r)g˜)∥∥q,Rn .
Since the square function sκ is a bounded operator on L
q(Rn) whenever q ∈ (1,∞), we
find for such q,∫
B(x0,r)
(∫ ∞
0
|II(y, t)|2dt
) 1
2
dy - r−
n
q ‖fχB(x0,10r)g˜‖q,Rn = r−
n
q ‖f g˜‖q,B(x0,10r).
In view of the definition of g˜ and Proposition 6.6
‖f g˜‖q,B(x0,10r) - rα
(‖f M (−∆)α2 g‖q,B(x0,10r) + ‖f‖q,B(x0,10r) M (−∆)α2 g(x0)) .
In particular, for any p > 1,
r−
n
q ‖f g˜‖q,B(x0,10r) -M0,qpM (−∆)
α
2 g(x0)Mα,qp′f(x0) + M (−∆)α2 g(x0)Mα,qf(x0).
That is,
(6.12)∫
B(x0,r)
(∫ ∞
0
|III(y, t)|2dt
) 1
2
dy -M0,qpM (−∆)α2 g(x0)Mα,qp′f(x0) +M (−∆)α2 g(x0)Mα,qf(x0).
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It remains to treat IV (y, t). Recall the Minkowski-inequality
(∫ ∞
0
(∫
Rn
f(x, t) dx
)2
dt
) 1
2
-
∫
Rn
(∫ ∞
0
f(x, t)2 dt
) 1
2
dx.
Thus, for y1, y2 ∈ B(x0, r), with the definition of Tf = (−∆) 14pt ∗ f ,(∫ ∞
0
|IV (y1, t)− IV (y2, t)|2 dt
) 1
2
-
∫
Rn\B(x0,10r)
(∫ ∞
0
(
(−∆) 14pt(y1 − z)− (−∆) 14pt(y2 − z)
)2
dt
) 1
2
|g˜(z)| |f(z)| dz.
Observe that for z ∈ Rn\B(x0, 10r) and y1, y2 ∈ B(x0, r) we have |y1− z| ≈ |y2− z|. Thus,
in view of Lemma D.1,
|(−∆) 14pt(y1 − z)− (−∆) 14pt(y2 − z)| - |y1 − y2|
(
t2 + |y1 − z|2
)−n+32
2 .
Moreover, (∫ ∞
0
(
t2 + |y1 − z|2
)−(n+ 32) dt) 12 ≈ |y1 − z|−n−1.
Consequently we have shown that for any y1, y2 ∈ B(x0, r)
(6.13)
(∫ ∞
0
|IV (y1, t)− IV (y2, t)|2 dt
) 1
2
- r
∫
Rn\B(x0,10r)
|y1 − z|−n−1 |g˜(z)| |f(z)| dz.
We split this integral,∫
Rn\B(x0,10r)
|y1 − z|−n−1 |g˜(z)| |f(z)| dz -
∞∑
ℓ=2
(2ℓr)−n−1‖f g˜‖1,B(x0,2ℓr).
With the definition of g˜,
‖f g˜‖1,B(x0,2ℓr) - ‖f
(
g − (g)B(x0,2ℓr)
) ‖1,B(x0,2ℓr)+
ℓ∑
k=1
‖f‖1,B(x0,2ℓr)
∣∣(g)B(x0,2kr) − (g)B(x0,2k−1r)∣∣
On the one hand, for any p > 1 we have by Hölder inequality and in view of Proposition 6.6,
‖f (g − (g)B(x0,2ℓr)) ‖1,B(x0,2ℓr) - (2ℓr)n M0,p(−∆)α2 g(x0)Mα,p′f(x0).
On the other hand, observe that in view of Proposition 6.6∣∣(g)B(x0,2kr) − (g)B(x0,2k−1r)∣∣ - (2kr)αM (−∆)α2 g(x0)
and
‖f‖1,B(x0,2ℓr) - (2ℓr)n−αMα,1f(x0)
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and thus, since
∑ℓ
k=1 2
−α(ℓ−k) - 1,
ℓ∑
k=1
‖f‖1,B(x0,2ℓr)
∣∣(g)B(x0,2kr) − (g)B(x0,2k−1r)∣∣ - (2ℓr)nM (−∆)α2 g(x0)Mα,1f(x0).
Plugging these estimates into (6.13), using that
∑∞
ℓ=2 2
−ℓ - 1, we have shown that for any
p > 1, ∫
B(x0,r)
∫
B(x0,r)
(∫ ∞
0
|IV (y1, t)− IV (y2, t)|2 dt
) 1
2
dy1 dy2
-M0,p(−∆)α2 g(x0)Mα,p′f(x0) + M (−∆)α2 g(x0)Mα,1f(x0).
(6.14)
We can now conclude as follows. From the definition of v in the statement of the proposi-
tion and the decomposition (6.9) we find∫
B(x0,r)
∫
B(x0,r)
|v(y1)− v(y2)|dy1 dy2
-
∫
B(x0,r)
((∫ ∞
0
|I(y, t)|2 dt
) 1
2
+
(∫ ∞
0
|II(y, t)|2 dt
) 1
2
+
(∫ ∞
0
|III(y, t)|2 dt
) 1
2
)
dy
+
∫
B(x0,r)
∫
B(x0,r)
(∫ ∞
0
|IV (y1, t)− IV (y2, t)|2 dt
) 1
2
dy1 dy2.
Thus, with the estimates (6.10), (6.11), (6.12), and (6.14) we obtain that for any p, q > 1,∫
B(x0,r)
∫
B(x0,r)
|v(y1)− v(y2)|dy1 dy2
-M0,p(−∆)α2 g(x0) Mα,p′(sκf)(x0) + M0,p(−∆)α2 g(x0) M0,p′(sκ˜Iαf)(x0)
+ M0,qpM (−∆)α2 g(x0)Mα,qp′f(x0) + M (−∆)α2 g(x0)Mα,qf(x0)
+ M (−∆)α2 g(x0)Mα,1f(x0).
Observe that
M (−∆)α2 g(x0)Mα,1f(x0)+M (−∆)α2 g(x0)Mα,qf(x0) -M0,qpM (−∆)α2 g(x0)Mα,qp′f(x0).
Taking the supremum in r > 0 we conclude. 
Finally, we need the following Lorentz-space estimates.
Lemma 6.9. Let r ∈ (1,∞). For p1, p2 ∈ (r,∞), α ∈ (0, n) so that αn = 1p2 − 1p1 . Then,
for any q ∈ [1,∞],
(6.15) ‖Mα,rf‖(p1,q),Rn - ‖f‖(p2,q),Rn
In particular, for any p1 ∈ (r,∞) and any q ∈ [1,∞],
(6.16) ‖M0,rf‖(p1,q),Rn - ‖f‖(p1,q),Rn
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Proof. The second claim (6.16) is just the first claim (6.15) for α = 0.
From [8, Lemma 2] we obtain that
‖Mα,rf‖p1,Rn - ‖f‖p2,Rn
Because Mα,r is quasilinear, (6.15) follows for all q ∈ [1,∞] by interpolation, see [21,
Theorem 1.4.19.]. 
Proof of Theorem 6.5. We may assume without loss of generality that α ∈ (0, 1
2
), and thus
in particular n
α
> 2. Indeed, if that is not the case we prove the claim for β < 1
2
and
observe that for β < 1
2
≤ α < n, by Sobolev embedding we have
‖(−∆)β2 g‖(n
β
,q1) - ‖(−∆)
α
2 g‖(n
α
,q1).
So let α ∈ (0, 1
2
), fix q1, q2 ∈ [1,∞] so that 1q1 + 1q2 = 12 . Also we pick in Proposition 6.8
p ∈ (2, n
α
) and q > 1 so that pq < n
α
and p′q < 2n
n−2α .
Now we estimate the terms on the right-hand side of the estimate of Proposition 6.8.
Both, κ and κ˜, satisfy the kernel condition for the square function estimates, and thus from
[54, Chapter I.C, §8.23, p.46], for any r ∈ (1,∞),
(6.17) ‖sκh‖(r,q2),Rn + ‖sκ˜h‖(r,q2),Rn - ‖h‖(r,q2),Rn .
Moreover, recall that from the Sobolev inequality for Lorentz spaces we have
(6.18) ‖Iαf‖( 2n
n−2α
,q2),Rn
- ‖f‖(2,q2),Rn .
By Hölder inequality, Lemma 6.9, and (6.17) we find
‖M0,p(−∆)α2 g Mα,p′(sκf)‖2,Rn
-‖M0,p(−∆)α2 g‖(n
α
,q1),Rn ‖Mα,p′(sκf)‖( 2n
n−2α
,q2),Rn
-‖(−∆)α2 g‖(n
α
,q1),Rn ‖f‖(2,q2),Rn .
By the same argument,
‖M0,qpM (−∆)α2 gMα,qp′f‖2,Rn - ‖(−∆)α2 g‖(n
α
,q1),Rn ‖f‖(2,q2),Rn.
Using additionally (6.18) we have
‖M0,p(−∆)α2 g M0,p′(sκ˜Iαf)‖2,Rn -‖(−∆)α2 g‖(n
α
,q1),Rn ‖Iαf‖( 2n
n−2α
,q2),Rn
-‖(−∆)α2 g‖(n
α
,q1),Rn ‖f‖(2,q2),Rn .
Thus, for v as in Proposition 6.8 we have shown
(6.19) ‖M#v‖2,Rn. - ‖(−∆)α2 g‖(n
α
,q1),Rn ‖f‖(2,q2),Rn.
On the other hand,
(6.20) ‖T [fg]− gh T [f ]‖2,Rn+1+ = ‖v‖2,Rn.
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Moreover, by [54, IV, 2.2, Theorem 2, p.148], we have
(6.21) ‖v‖2,Rn - ‖M#v‖2,Rn.
Together, (6.19), (6.20) and (6.21) imply
‖T [fg]− gh T [f ]‖2,Rn+1+ - ‖(−∆)
α
2 g‖(n
α
,q1),Rn ‖f‖(2,q2),Rn.
Therefore, Theorem 6.5 is proven. 
Remark 6.10. Observe that (6.20) is true only for L2, and fails for Lp with p 6= 2.
Consequently, it is at least dubious that there holds an Lp-version of Theorem 6.5 of the
form
‖T [fg]− gh T [f ]‖p,Rn+1+ - ‖(−∆)
α
2 g‖(n
α
,q1) ‖f‖(p,q2)
whenever p 6= 2. This is also related to the fact that ‖∇f‖2,Rn+1+ ≈ ‖(−∆)
1
4 f‖2,Rn, but
‖∇f‖p,Rn+1+ 6≈ ‖(−∆)
1
4f‖p,Rn+1+ for p 6= 2. On the other hand, our arguments readily imply
the following Lp(Rn)-type version(∫
Rn
(∫ ∞
0
(
T [fg](x, t)− gh(x, t) T [f ](x, t))2 dt) p2 dx
) 1
p
- ‖(−∆)α2 g‖(n
α
,q1) ‖f‖(p,q2).
Appendix A. Hardy space, div-curl quantities, and estimates on the
halfspace
Fix a kernel κ ∈ C∞c (B(0, 1)),
∫
κ = 1 and denote by κt(z) := t
−nκ(z/t).
A function f ∈ L1(Rn) belongs to the Hardy space H 1(Rn) if and only if
sup
t>0
|κt ∗ f | ∈ L1(Rn),
and the Hardy-space norm ‖ · ‖H 1 is given by
‖f‖H 1(Rn) := ‖f‖1,Rn + ‖ sup
t>0
|κt ∗ f |‖1,Rn.
Different choices of κ give equivalent norms of Hardy spaces. The interested reader is
referred to the excellent survey on Hardy spaces and their implications for elliptic equations
by Semmes, [49].
The Hardy space H 1 is important for the regularity theory for critical geometric equations,
because of their duality-relation with BMO: the following Hardy-BMO-inequality holds
(A.1)
∫
Rn
f g - ‖f‖H 1(Rn) [g]BMO.
Here the space BMO is defined by its norm
[g]BMO := sup
B(x,r)⊂Rn
r−n
∫
B(x,r)
|g − (g)B(x,r)|.
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Observe that by Sobolev-Poincaré embedding,
[g]BMO - ‖∇g‖(n,∞),(Rn),
and more generally for any α > 0,
[g]BMO - ‖(−∆)α2 g‖(n
α
,∞),(Rn),
We state the celebrated result by Coifman, Lions, Meyer, Semmes [11], this is also very
related to the Coifman-Rochberg-Weiss theorem, Theorem 6.1 . For proofs via harmonic
extensions we refer to [31].
Theorem A.1 (Coifman-Lions-Meyer-Semmes). Let F ∈ L2(Rn,Rn) and ∇G ∈ L2(Rn).
If divF = 0 in Rn, then for any Φ ∈ BMO
(A.2)
∫
Rn
F · ∇G Φ - ‖F‖2,Rn ‖∇G‖2,Rn [Φ]BMO
Moreover, we have the following localization. For any r > 0 and any x0 ∈ Rn
∫
Rn
F · ∇G Φ -‖F‖2,B(x0,r) ‖∇G‖2,B(x0,r) ‖∇Φ‖(2,∞),B(x0,r)
+
∞∑
k=1
k ‖F‖2,B(x0,2k+5r)\B(x0,2k−5r) ‖∇G‖2,B(x0,2k+5r)\B(x0,2k−5r) ‖∇Φ‖(2,∞),B(x0,2k+5r).
(A.3)
In [11] it was shown that
F · ∇G ∈ H 1(Rn),
which, in view of (A.1), readily implies (A.2). For (A.3) we need the following adaption of
their argument.
Lemma A.2. Let η ∈ C∞c (B(x0, 6R)), and ξ ∈ C∞c (B(x0, 6R)\B(x0, 5R)) with∫
η ≈
∫
ξ ≈ Rn, and ‖∇η‖∞ + ‖∇ξ‖∞ - R−1.
Then for F , G as in Theorem A.1,∥∥∥∥∥ supt∈(0,R) |κt ∗ (η F · ∇G) |
∥∥∥∥∥
1,Rn
- ‖F‖2,B(x0,8R) ‖∇G‖2,B(x0,8R)
and ∥∥∥∥∥ supt∈(0,R) |κt ∗ (ξ F · ∇G) |
∥∥∥∥∥
1,Rn
- ‖F‖2,B(x0,8R)\B(x0 ,3R) ‖∇G‖2,B(x0,8R)\B(x0 ,3R).
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Proof. We only provide a proof for the ξ-case, the arguments for η are the same.
Let y0 ∈ Rn and t ∈ (0, R). Integrating by parts and with divF = 0,
κt ∗ (ξ F ·G) (y0) = −
∫
Rn
∇ (κt(y0 − z) ξ(z)) F (z) · (G(z)− (G)B(y0,t)) dz,
and thus for any t ∈ (0, R),
κt ∗ (ξ F ·G) (y0) -t−n−1
∫
B(y0,t)
|F (z)| |G(z)− (G)B(y0,t)|.
Pick any p, q ∈ (1, 2) so that nq
n−q +
1
p
= 1. Then Hölder and Poincaré-Sobolev inequality
imply
|κt ∗ (ξ F ·G) (y0)| -
(
t−n
∫
B(y0,t)
|F |p
) 1
p
(
t−n
∫
B(y0,t)
|∇G|q
) 1
q
MRf := sup
t∈(0,R)
t−n
∫
B(y0,t)
|f |p,
we have found
sup
t∈(0,R)
|κt ∗ (ξ F ·G) (y0)| - (MR|F |p(x0))
1
p (MR|∇G|q(x0))
1
q
On the other hand observe that κt ∗ (ξ F ·G) (y0) = 0 for any t ∈ (0, R) and any y0 6∈
B(x0, 7R)\B(x0, 4R).
Consequently, with the maximal theorem, we conclude∥∥∥∥∥ supt∈(0,R) |κt ∗ (ξ F ·G) (y0)|
∥∥∥∥∥
1,Rn
- ‖F‖2,B(x0,8R)\B(x0,3R) ‖∇G‖2,B(x0,8R)\B(x0,3R)

Lemma A.3. For some R > 0 assume that η and ξ are given as in Lemma A.2.
If g = ηf or g = ξf ∈ L1(Rn) satisfies∥∥∥∥∥ supt∈(0,R) |κt ∗ g|
∥∥∥∥∥
1,Rn
≤ Λ,
then there is λ > 0 so that
(A.4) |λ| - R−n‖g‖1
and
h := η(f − λ) or h := ξ(f − λ)
belongs to the Hardy space with
‖h‖H 1 - ‖g‖L1 + Λ.
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Proof. This follows from the arguments in [49, Proposition 1.92]. We repeat the proof for
the sake of completeness, again restricting our attention to the case of ξ, only. Set
λ :=
(∫
ξ
)−1 ∫
ξf.
Clearly, (A.4) is satisfied. Moreover,
(A.5) ‖h‖1,Rn - ‖g‖1,Rn.
Firstly, we have
|κt ∗ h|(y0) ≤ |κt ∗ g|(y0) + ‖g‖1,Rn |κt| ∗ |ξ|(y0),
and consequently,
‖ sup
t∈(0,R)
|κt ∗ h|‖1,Rn - Λ+ ‖g‖1,Rn.
On the other hand, since by the choice of λ we have
∫
h = 0,
(A.6) |κt ∗ h(y0)| ≤
∫
Rn
|κt(y0 − z)− κt(y0 − x0)| h(z) dz - t−n−1R ‖h‖1,Rn.
Consequently,
‖ sup
t∈(R,∞)
|κt ∗ h|‖1,B(x0,20R) - ‖h‖1,Rn.
Moreover, since κt ∗ h(y0) = 0 for dist (y0, supp ξ) > t from (A.6) we find for any y0 ∈
Rn\B(x0, 20R)
sup
t∈(R,∞)
|κt ∗ h(y0)| = sup
t∈(dist (y0,supp ξ),∞)
|κt ∗ h(y0)| - |y0 − x0|−n−1R ‖h‖1,Rn.
Integrating this give
‖ sup
t∈(R,∞)
|κt ∗ h|‖1,Rn\B(x0,20R) - ‖h‖1,Rn.
Altogether, we find
‖ sup
t∈(0,∞)
|κt ∗ h|‖1,Rn - ‖h‖1,Rn + ‖g‖1,Rn + Λ,
which in view of (A.5) implies the claim. 
Proof of (A.3). Let η ∈ C∞c (B(0, 1)) a typical bump function constantly one in B(0, 12)
and set
ηk := η((x0 − x)/2kr), ξk := ηk − ηk−1.
Also we denote
(f)k := (f)B(x0,2kr).
By divF = 0, ∫
F · ∇G (Φ)1 = 0.
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Thus for any (λk)
∞
k=0 ⊂ R, we may write∫
Rn
F · ∇G Φ =
∫
Rn
η0(F · ∇G− λ0) (Φ− (Φ)1) + λ0
∫
Rn
η0 (Φ− (Φ)1)
+
∞∑
k=1
∫
Rn
ξk(F · ∇G− λk) (Φ− (Φ)1) +
∞∑
k=1
λk
∫
Rn
ξk(Φ− (Φ)1).
By Lemma A.2 and Lemma A.3 we can choose λk ∈ R, k = 0, 1 . . ., so that
‖η0(F · ∇G− λ0)‖H 1 + rn|λ0| - ‖F‖2,B(x0,8r) ‖∇G‖2,B(x0,8r),
and
‖ξk(F · ∇G− λk)‖H 1 + (2kr)n|λk| - ‖F‖2,B(x0,2k+5r)\B(x0,2k−5r) ‖∇G‖2,B(x0,2k+5r)\B(x0,2k−5r).
Using the Hardy-BMO inequality (A.1) and the fact that η0 ≡ η0η1 as well as ξk ≡ ξkηk+1,∣∣∣∣
∫
Rn
F · ∇G Φ
∣∣∣∣ -‖F‖2,B(x0,8r) ‖∇G‖2,B(x0,8r) [η1(Φ− (Φ)1)]BMO
+
∞∑
k=1
‖F‖2,B(x0,2k+5r)\B(x0,2k−5r) ‖∇G‖2,B(x0,2k+5r)\B(x0,2k−5r).[ηk+1(Φ− (Φ)1)]BMO
By Poincaré-Sobolev embedding
[η1(Φ− (Φ)1)]BMO - ‖∇Φ‖(2,∞),B(x0,4r),
Moreover,
[ηk+1(Φ− (Φ)1)]BMO -[ηk+1(Φ− (Φ)k+1)]BMO +
k∑
ℓ=2
|(Φ)ℓ − (Φ)ℓ−1|
-k ‖∇Φ‖(2,∞),B(x0,2k+1r).
The claim follows 
A.1. div-curl quantities on the half-space R2+. For notational convenience, we restrict
our attention to the two-dimensional half-space R2+.
Theorem A.4. Let F ∈ L2(R2+,R2) and G ∈ H1(R2+). If divF = 0 in R2+, that is∫
R2+
F · ∇Φ = 0 for any Φ ∈ C∞c (R2+).
Let ∇Φ ∈ L2(R2+). Then if Φ = 0 on R× {0} in the sense of traces or G = 0 on R× {0}
in the sense of traces, then
(A.7)
∫
R2+
F · ∇G Φ - ‖F‖2,R2+ ‖∇G‖2,R2+ ‖∇Φ‖(2,∞),R2+ .
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We also have the following localized estimate. For any x0 ∈ R× {0}, r > 0
∫
R2+
F · ∇G Φ -‖F‖2,B+(x0,r) ‖∇G‖2,B+(x0,r) [Φ]BMO,B+(x0,r)
+
∞∑
k=1
k ‖F‖2,B+(x0,2k+5r)\B+(x0,2k−5r) ‖∇G‖2,B+(x0,2k+5r)\B+(x0,2k−5r) [Φ]BMO,B+(x0,2k+5r).
(A.8)
Here, setting Φ˜ := ηB(x0,R)(Φ − (Φ)B(x0,r)) where ηB(x0,R)(·) = η((· − x0)/R) for the usual
bump function η, we denote
[Φ]BMO,B+(x0,R) := [Φ˜]BMO.
In particular, we have∫
R2+
F · ∇G Φ -‖F‖2,B+(x0,r) ‖∇G‖2,B+(x0,r) ‖∇Φ‖(2,∞),B+(x0,r)
+
∞∑
k=1
k ‖F‖2,B+(x0,2k+5r)\B+(x0,2k−5r) ‖∇G‖2,B+(x0,2k+5r)\B+(x0,2k−5r) ‖∇Φ‖(2,∞),B+(x0,2k+5r).
Proof. If Φ = 0 on R× {0} We extend Φ by zero to R2− and reflect G and F . That is,
G˜(x, t) := G(x, |t|),
and
F˜ (x, t) :=
(
t
|t|F
1(x, |t|)
F 2(x, |t|)
)
.
Observe that divF = 0 in R2+ implies div F˜ = 0 in R
2.
If instead G is zero on R× {0} we extend G by zero and Φ evenly, and otherwise proceed
the same way.
By Theorem A.1,∫
R2+
F · ∇G Φ =
∫
R2
F˜ · ∇G˜ Φ - ‖F‖2,R2+ ‖∇G‖2,R2+ [Φ]BMO.
That is the global estimate (A.7) follows Poincare-Sobolev embedding,
[Φ]BMO - ‖∇Φ‖(2,∞),R2 = ‖∇Φ‖(2,∞),R2+ .
The localized estimate (A.8), follows directly from Theorem A.1. 
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Appendix B. Hodge decomposition on the half-space
On any star-shaped domain, Hodge decomposition tells us that a vector-field F can be
decomposed into a sum of a gradient part and divergence free part.
Proposition B.1. Let F ∈ C∞(R2+,R2) with compact support. Then we find a smooth
function ϕ ∈ C∞(R2+) and a smooth vector field H ∈ C∞(R2+,R2) satisfying
ϕ
∣∣∣
R×{0}
≡ 0,
and
divH = 0 in R2+,
and so that
F = ∇ϕ+H in R2+.
We also have the following estimates for any p ∈ (1,∞), q ∈ [1,∞]
‖∇ϕ‖(p,q),R2+ + ‖H‖(p,q),R2+ - ‖F‖(p,q),R2+.
We also have the following localizing estimates: For any k ∈ N0 and any x ∈ R2+ with
dist (x, suppF ) > Λ,
|∇kϕ(x)| - Λ−k−1‖F‖1,R2+.
and
|∇kH| - Λ−k−2‖F‖1,R2+.
In particular, setting
AΛ :=
{
x ∈ R2+ : dist (x, suppF ) > Λ
}
for any p > 2,
‖ϕ‖p,AΛ ≤ Λ
2
p
−1‖F‖1,R2+
and for any p > 1,
‖H‖p,AΛ + ‖∇ϕ‖p,AΛ ≤ Λ
2
p
−2‖F‖1,R2+
Proof. The Greens function on R2+ is given by
G(x, y) := log(|x− y|)− log(|x∗ − y|),
where for x = (x′, t) ∈ R2+, x∗ denotes the reflected point over R × {0}, that is x∗ =
(x′, t)∗ = (x′,−t) .
Green’s representation formula then tells us that we can find a solution ϕ{
∆ϕ = divF in R2+
ϕ = 0 in R× {0}.
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Thus H := F −∇ϕ is divergence free. For a dimensional constant c ∈ R, ϕ is given by
ϕ(x) :=c
∫
R2+
∇yG(x, y) F (y) dy
=c
∫
R2+
(
x− y
|x− y|2 −
x∗ − y
|x∗ − y|2
)
· F (y) dy.
For x 6∈ suppF ,
|∇kϕ(x)| -
∫
R2+
|x− y|−1−k|F (y)| dy.
In particular, if dist (x, suppF ) ≥ Λ > 0,
|∇kϕ(x)| - Λ−k−1‖F‖L1(R2+).
As for the estimate observe that
∇kH = ∇kF −∇k+1ϕ
and ∇kF (x) = 0 for x 6∈ suppF . 
Appendix C. Localization estimates
Even if supp f ⊂ B(x0, r) there is no way to estimate the size of the support of H f .
However, the further away from the support of f we estimateHf the smaller is the influence
of f . Indeed, for dist (x, supp f) ≈ Λ,
|Hf(x)| = c|
∫
R
x− z
|x− z|2 f(z) dz| - Λ
−1‖f‖1,R.
From this estimate, one obtains
Proposition C.1. Let H be the Hilbert transform. Then for any x0 ∈ R, R > 0
‖H f‖(2,∞),I(x0,R) - ‖f‖(2,∞),I(x0,2k0R) + Tailσ(‖f‖(2,∞); x0, R, k0).
Here σ is a uniform constant.
A further quasi-local estimate involving the harmonic extension is the following.
Proposition C.2. Let u ∈ H˙ 12 (R,RN) and V the Poisson extension of u to R2+, V(x, t) :=
pt ∗ u(x).
Let Ve be the even reflection of V to R2−. Then for any k0 ≥ 10 and for any x0 ∈ R×{0},
any R > 0[
ηB(x0,R)
(
V
e − (Ve)B(x0,R)
)]
BMO,R2
- ‖(−∆) 14u‖(2,∞),B(x0,2k0R)+Tailσ(‖(−∆)
1
4u‖(2,∞); x0, R, k0).
Here σ > 0 is a uniform constant.
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Proof. By Poincaré and Poincaré-Sobolev inequality, for any p ∈ (1, 2),[
ηB(x0,R)
(
V
e − (Ve)B(x0,R)
)]
BMO(R2)
- sup
B(y,ρ)⊂B(x0,2R)
ρ
2
p′
−1
(∫
h∈[−ρ,ρ]2
|∇Ve(y0 + h)|p dh
) 1
p
.
Now by Fubini and Hölder inequality,(∫
h∈[−ρ,ρ]2
|∇Ve(y0 + h)|p dh
) 1
p
- ρ
1− 2
p′
∥∥∥∥∥
(∫ ρ
−ρ
|∇Ve(y0 + (·, t))|2 dt
) 1
2
∥∥∥∥∥
(2,∞),I(0,ρ)
,
and thus, since x0 ∈ R× {0}
[
ηB(x0,R)
(
V
e − (Ve)B(x0,R)
)]
BMO(R2)
-
∥∥∥∥∥
(∫ 3R
0
|∇V(·, t))|2 dt
) 1
2
∥∥∥∥∥
(2,∞),I(x0,3R)
.
As for the proof of Proposition 3.7 we set
T 1f(x, t) := (−∆) 14pt ∗H f(x)
T 2f(x, t) := −(−∆) 14pt ∗ f(x).
Then,
∇V = T ((−∆) 14u) = T (ηk0(−∆)
1
4u) +
∞∑
ℓ=k0
T (ξℓ(−∆) 14u),
where η ∈ C∞c (B(0, 1)) is a typical bump function constantly one in B(0, 12) and
ηk := η((x0 − x)/2kr), ξk := ηk − ηk−1.
Then we have[
ηB(x0,R)
(
V
e − (Ve)B(x0,R)
)]
BMO(R2)
-
∥∥∥∥∥
(∫ ∞
0
|T [ηk0(−∆)
1
4u](·, t)|2 dt
) 1
2
∥∥∥∥∥
(2,∞),R
+
∞∑
ℓ=k0
‖η4R T (ξℓ(−∆) 14u)‖2,R2+
For the first term, we write T 1f = t−
1
2κt ∗H f and T 2f = t− 12κt ∗H f , then the square
function estimate, see [54, Chapter I.C, §8.23, p.46], implies∥∥∥∥∥
(∫ ∞
0
|T [ηk0(−∆)
1
4u]|2 dt
) 1
2
∥∥∥∥∥
(2,∞),R
- ‖ηk0(−∆)
1
4u‖(2,∞),R.
For the remaining term observe that supp ξℓ × {0} and supp η4R are disjoint. Therefore,
by Lemma 3.10
‖η4R T (ξℓ(−∆) 14u)‖2,R2+ - 2−σℓ‖ξℓ(−∆)
1
4u‖(2,∞),R.
This concludes the proof. 
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Appendix D. On Poisson-type extension operators
Recall that p denotes the Poisson kernel
p(x) =
1
(1 + |x|2)n+12
,
and pt(x) = t
−np(x/t), that is
pt(x) =
t
(t2 + |x|2)n+12
.
In this section we prove a few, probably well-known, estimates on pt.
Lemma D.1. For α ∈ [0, 1), t > 0, z ∈ Rn we have
(D.1) |(−∆)α2 pt(z)| -
(
t2 + |z|2)−n+α2 ,
and
(D.2) |(−∆)α2∇pt(z)| -
(
t2 + |z|2)−n+α+12
Proof. It suffices to prove (D.1) and (D.2) for t = 1.
We treat (D.1) first. We have
(−∆)α2 p1(z) =
∫
Rn
1
(1+|z|2)n+12
− 1
(1+|y|2)n+12
|z − y|n+α dy
We split the integral
(−∆)α2 p1(z) =
∫
A(z)∪˙B(z)∪˙C(z)
(1 + |y|2)n+12 − (1 + |z|2)n+12
|z − y|n+α
(
1 + |y|2)−n+12 (1 + |z|2)−n+12 dy,
where
A(z) :=
{
y ∈ Rn : |z − y| ≤ 1
2
(1 + |z|) or |z − y| ≤ 1
2
(1 + |y|)
}
,
B(z) :=
{
y ∈ Rn : |z − y| > 1
2
(1 + |z|) and |z − y| > 1
2
(1 + |y|) and |z| ≤ |y|
}
,
and
C(z) :=
{
y ∈ Rn : |z − y| > 1
2
(1 + |z|) and |z − y| > 1
2
(1 + |y|) and |z| > |y|
}
.
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Firstly, we observe that y ∈ A(z) implies 1+|z| ≈ 1+|y|, and consequently 1+|z|2 ≈ 1+|y|2
and |z − y| -√1 + |z|2. Thus, with the mean value theorem,
∫
A(z)
∣∣∣(1 + |y|2)n+12 − (1 + |z|2)n+12 ∣∣∣
|z − y|n+α
(
1 + |y|2)−n+12 (1 + |z|2)−n+12 dy
-
∫
B(z,C
√
1+|z|2)
|z − y|−n+1−α (1 + |z|2)−n+22 dy
≈ (1 + |z|2)−n+1+α2 .
Secondly, if y ∈ B(z), |z − y| %√1 + |z|2 and∣∣∣(1 + |y|2)n+12 − (1 + |z|2)n+12 ∣∣∣
|z − y|n+α
(
1 + |y|2)−n+12 (1 + |z|2)−n+12
-|z − y|−n−α (1 + |z|2)−n+12 .
Consequently,
∫
B(z)
∣∣∣(1 + |y|2)n+12 − (1 + |z|2)n+12 ∣∣∣
|z − y|n+α
(
1 + |y|2)−n+12 (1 + |z|2)−n+12 dy
-
∫
Rn\B(z,c
√
1+|z|2)
|z − y|−n−α (1 + |z|2)−n+12 dy
≈ (1 + |z|2)−n+1+α2 .
Lastly, if y ∈ C(z), |z − y| %√1 + |z|2 and thus∣∣∣(1 + |y|2)n+12 − (1 + |z|2)n+12 ∣∣∣
|z − y|n+α
(
1 + |y|2)−n+12 (1 + |z|2)−n+12
-|z − y|−n−α (1 + |y|2)−n+12 - (1 + |z|2)−n+α2 (1 + |y|2)−n+12 .
Consequently,
∫
C(z)
∣∣∣(1 + |y|2)n+12 − (1 + |z|2)n+12 ∣∣∣
|z − y|n+α
(
1 + |y|2)−n+12 (1 + |z|2)−n+12 dy
-
∫
B(0,|z|)
(
1 + |z|2)−n+α2 (1 + |y|2)−n+12 dy
≈ (1 + |z|2)−n+α2 .
This settles (D.1).
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For (D.2) we choose the following integral representation for the operator (−∆)α2∇,
(−∆)α2∇f(z) =
∫
Rn
(f(y)− f(z)− (y − z) · ∇f(z)) k(|z − y|)|z − y|n+α+1 dz.
Here k ∈ C∞(Rn\{0},Rn) is a zero-homogeneous bounded function, c.f. [21, Proposition
2.4.7, Proposition 2.4.8]. Recall that
∇p1(z) = −(n + 1) z
(1 + |z|2)n+32
and
|∇2p1(z)| - 1
(1 + |z|2)n+32
Take A(z), B(z), C(z) as above. For y ∈ A(z) we have 1+ |z|2 ≈ 1+ |y|2, for all y ∈ A(z),∫
A(z)
(p1(y)− p1(z)− (y − z)∇p1(z)) 1|z − y|n+α+1 k(|z − y|) -
1
(1 + |z|2)n+2+α2
.
For y ∈ B(z) ∪ C(z), |y − z| -√1 + |z|2 and thus∫
B(z)∪C(z)
|(y − z)∇p1(z)| 1|z − y|n+α+1 k(|z − y|) dy -
1
(1 + |z|2)n+2+α2
.
Also, for y ∈ B(z), ∣∣∣∣∣ 1(1 + |y|2)n+12 −
1
(1 + |z|2)n+12
∣∣∣∣∣ - 1(1 + |z|2)n+12
Consequently,∫
B(z)
|p1(y)− p1(z)| 1|z − y|n+α+1 k(|z − y|) -
1
(1 + |z|2)n+2+α2
.
For y ∈ C(z),
|p1(y)− p1(z)| 1|z − y|n+α+1 k(|z − y|) -
1
(1 + |z|2)n+1+α
(
1 + |y|2)−n+12 ,
and consequently,∫
C(z)
|p1(y)− p1(z)| 1|z − y|n+α+1 k(|z − y|) -
1
(1 + |z|2)n+1+α .
This establishes (D.2). 
As a consequence of the decay estimates in Lemma D.1 we obtain the following estimates
for the harmonic extension ϕh = pt ∗ f in points in Rn+1+ which are away from the support
of f in Rn.
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Lemma D.2. Let ϕh(x, t) = pt ∗ ϕ(x) the harmonic extension of ϕ ∈ L1(Rn) to Rn+1+ .
Then if (x, t) ∈ Rn+1+ so that dist ((x, t), suppϕ× {0}) > Λ > 0, we have
(D.3) |ϕh(x, t)| - Λ−n‖ϕ‖1,Rn,
(D.4) |∇ϕh(x, t)| - Λ−n−1‖ϕ‖1,Rn.
In particular, for any p > n+1
n
,
(D.5) ‖ϕh‖p,Rn+1+ \B(supp ϕ×{0},Λ) - Λ
n+1
p
−n‖ϕ‖1,Rn,
and for any p > 1,
(D.6) ‖∇ϕh‖p,Rn+1+ \B(suppϕ×{0},Λ) - Λ
n+1
p
−n−1‖ϕ‖1,Rn.
Proof. Assume that (x, t) ∈ Rn+1+ is so that
dist ((x, t), suppϕ× {0}) > Λ.
Then, by a direct computation, for any y ∈ suppϕ we have
|pt(x− y)| - Λ−n,
|∂xpt(x− y)| - Λ−n−1,
and
|∂tpt(x− y)| - Λ−n−1.
This proves (D.3) and (D.4), since for such x,
|ϕh(x, t)| =
∣∣∣∣
∫
Rn
pt(x− y) ϕ(y) dy
∣∣∣∣ - Λ−n‖ϕ‖1,Rn,
and
|∇R2ϕh(x, t)| -
∣∣∣∣
∫
Rn
∂xpt(x− y) ϕ(y) dy
∣∣∣∣+
∣∣∣∣
∫
Rn
∂tpt(x− y) ϕ(y) dy
∣∣∣∣ - Λ−n−1‖ϕ‖1,Rn.
The Lp-estimates (D.5) and (D.6) follow by splitting the support of the Lp-norm
‖f‖p,Rn+1+ \B(supp ϕ×{0},Λ) -
∞∑
k=1
‖f‖p,B(suppϕ×{0},2kΛ)\B(supp ϕ×{0},2k−1Λ).
and then apply Hölder inequality and then (D.3) or (D.4), respectively. 
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Appendix E. Estimates on nonlocal operators and orthogonal
projections
Lemma E.1. For u : R → RN so that u(x) ∈ N for almost every x ∈ (−4, 4). For any
r ∈ (0, 1) and x0 ∈ (−1, 1),
‖Π⊥(u)(−∆) 14u‖2,I(x0,r) -‖(−∆)
1
4u‖2,I(x0,2k0r) ‖(−∆)
1
4u‖(2,∞),I(x0,2k0r)
+ ‖(−∆) 14u‖2,R Tailσ(‖(−∆) 14u‖(2,∞); x0, r, k0) + r 12 .
Proof. For x, y ∈ (−2, 2) we have, for example by [33, Lemma A.1.],
|Π⊥(u(x))(u(x)− u(y))| - |u(x)− u(y)|2.
In particular, for any x ∈ (−2, 2) we find
|Π⊥(u(x))(−∆) 14u(x)| -
∫
R
|u(x)− u(y)|2
|x− y| 32 dy +
∫
R\(−4,4)
|u(x)− u(y)|
1 + |y| 32 dy.
Moreover, with Young inequality, again for any x ∈ (−2, 2),∫
R\(−4,4)
|u(x)− u(y)|
1 + |y| 32 dy -
∫
R\(−4,4)
1 + |u(x)− u(y)|2
1 + |y| 32 dy - 1 +
∫
R
|u(x)− u(y)|2
|x− y| 32 dy.
That is, for any x ∈ (−2, 2),
|Π⊥(u(x))(−∆) 14u(x)| - 1 +
∫
R
|u(x)− u(y)|2
|x− y| 32 dy.
Now observe that with the notation
H 1
2
(a, b) := (−∆) 14 (ab)− a∆b− (−∆) 14a b,
we have ∫
R
|u(x)− u(y)|2
|x− y|2 dy = c
∣∣∣H 1
2
(u,u)
∣∣∣ .
Localizing the fractional Leibniz rule, see, e.g., [4, Lemma A.7.],
‖H 1
2
(u,u)‖2,I(x0,r) -‖(−∆)
1
4u‖2,I(x0,2k0r) ‖(−∆)
1
4u‖(2,∞),I(x0,2k0r)
+ ‖(−∆) 14u‖2,R Tailσ(‖(−∆) 14u‖(2,∞); x0, r, k0).

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