In this note we generalize an upper bound given in Guggenheimer et al. (College Math. J. 26(1) (1995) 2) for the condition number of a matrix as a function of the determinant, the Frobenius norm and of k singular values. If no singular value is known it is possible to derive an upper bound for the condition number applying lower and upper bounds for the product of a subset of singular values.
Introduction
The condition number Ä(A) = A A −1 of a nonsingular matrix A plays an important role in the numerical solution of linear systems since it measures the sensivity of the solution of linear systems Ax = b to the perturbations on A and b. There are several methods that permit to ÿnd good approximations of the condition number of a general square matrix. In [2] the following upper bound of the condition number Ä(A) in spectral norm is shown:
as a function of the determinant and the Frobenius norm of A since solving a linear system with A as coe cient matrix by Gaussian elimination, the determinant can be easily computed. In the following section we give an upper bound for Ä 2 (A) involving also a subset of the singular values
The work has been supported by M.U.R.S.T. 40% project.of A. In fact if some singular values are explicitly known, or if a lower bound for their product is known, an upper bound for Ä 2 (A) is provided so that (1) can be seen as a particular case.
The main result
Let i , i = 1; : : : ; n; be the singular values of a nonsingular complex matrix A of order n, such that
We recall that the condition number of A in spectral norm is Ä 2 (A) = 1 n and we consider, for 1 6 k 6 n − 1:
Since
we have
From the arithmetic-geometric mean inequality, taking 1 p i + 1 q i = 1 for i = 1; : : : ; n;
with q i ¿ 0 and p i ¿ 0, for all i, we have
and hence
where, for k = 1 we suppose Hence, we consider a function deÿned by
where p = (p 1 ; : : : ; p n ) and q = (q 1 ; : : : ; q n ). Di erentiating with respect to p j yields:
for j = 1; : : : ; n:
The minimum is reached when p i = 2 for all i, and for symmetry p i = q i = 2 for i = 1; : : : ; n.
Hence we have the following upper bound for Ä 2 (A):
We observe that if k = 1 (3) coincides with (1) shown in [2] . The bound (3) requires the knowledge of k singular values of matrix A. If this subset of singular values is not available it is possible to derive a bound for Ä 2 (A) using some recent bounds obtained for
For example in [3] the following lower bound is derived Since the condition number of matrix A in spectral norm is the same of A, where is a permutation matrix, we have supposed r 1 ¿ r 2 ¿ · · · ¿ r n .
The bounds depend on the arbitrary parameter ; 0 6 6 1. If = 0 then C k ( ; ) = 1, for every . The value of that gives optimal bounds is the root of the equation:
i.e. the value that maximizes the function C k ( ; ) (see [3] for further details). Once computed the LU factorization of A the bound (3) with the further bounds on the product of the singular values could be used as an a posteriori bound for Ä 2 (A). In [1] an algorithm to compute a bound for Ä ∞ (A) is given. It requires the knowledge of the LU factorization of A and can be applied also to bound Ä 2 (A) exploiting the relation between the 2-norm and the inÿnity norm of a matrix. In [4] we have compared this bound with (1) and (3). In particular, the numerical tests show that if A is a matrix of dimension n 6 15 possessing n − 1 singular values clustered to 1 and the 2-norm of the rows close to 1 then (3) can be slightly sharper than the one given in [1] (but both give the same order of magnitude). The reason of this behaviour seems to be that in this case the bounds for the product of the singular values are very sharp (see [3] ).
Remark. Bound (3) can be used also to give an upper estimate for the lower singular values of A.
In fact if k = n − 1 we ÿnd Finally; the following lower bound is obtained: |det A| 2 (n=2)−1 A F 6 n ≡ min :
