INTRODUCTION
IN THIS PAPER WE FORMULATE a semiparametric estimator for the discrete choice model that satisfies the classical desiderata for such estimators: consistency, root-N normality, and efficiency. The estimator is semiparametric in that it makes no parametric assumption on the form of the distribution generating the disturbances. We do, however, assume that the choice probability function depends on a parametrically specified index function. A method for computing the efficiency bound in semiparametric contexts was given by Begun, Hall, Huang, and Wellner (1983). General discussions of these bounds and their calculation can be found in Newey (1989 Newey ( , 1990 ). The actual efficiency bound for the binary choice model was given by Chamberlain (1986) and Cosslett (1987) .
To simplify our exposition we formally consider throughout most of this paper only the binary choice model given by The index restriction permits multiplicative heteroscedasticity of a general but known form and heteroscedasticity of an unknown form if it depends only on the index. We characterize such heteroscedasticity by u -s(x; i80) o , where E is independent of x. When the (positive) scaling function s is a known and general function of x, the index restriction is satisfied in the transformed model with index v* v(x; 00)/s(x;,80). If s is unknown, but depends on x only through the index v(x; 00), then the index restriction will also be satisfied. In general, the index restriction will hold if the model can be written in the form shown in (1) with u -u[v(x; 00), el, where E is independent of x. Notice that we distinguish u -u[v(x; 00), e] from u uu[v(x; 0), e]. We need not make this distinction when u is independent of x, in which case u = uo = e.
Throughout, for notational simplicity we will define probability functions through their arguments. In this manner, for example, Pr To simplify notation, we will also for the most part not distinguish random variables from their realizations. Typically, the appropriate interpretation will be clear from the context. The most common way to estimate 00 in (1) Typically, it is further assumed that u and x are independent, in which case FUIx may be replaced by the unconditional distribution F,. When FU is unknown, one approach is to choose FU itself jointly with 0 to maximize the likelihood. This approach is taken in Cosslett (1983), who shows that the resulting estimator of 00 is consistent. In the above approach, once the distribution function is replaced with its maximum likelihood estimate, the resulting concentrated likelihood is not a smooth function of 0. Consequently, it is difficult to establish the asymptotic distribution for the estimator of 0. To circumvent this problem, we propose to select 0 so as to maximize a semiparametric likelihood that is a smooth function of 0 and that locally (for 0 in a neighborhood of 00) approximates the corresponding parametric likelihood.
To formulate this semiparametric likelihood, which might more appropriately be termed a quasi-likelihood, we begin by replacing the probability function Pi*(0) in (3) with a tractable function Pi(0) that locally approximates it. To construct Pi(0), note that with C as the event [u < v(x; 0)], P* in (3) is equivalent to Pr[Clv(x;6)], the probability of the event C conditioned on v(x; 0). We may characterize this probability function by where Pr(C) is the unconditional probability of C, gvlc is the density for v = v(x; 0) conditioned on C, and gv is the unconditional density for v. Let CO be the event C at 00: [uo < v(x; 0O)], which is observable and is equivalent to the event y = 1. If we replace C in (4) with CO, we obtain the probability function P(v; 0). In other words, P(v; 0) is the probability of the event CO conditioned on where gvly=l is the density for v conditioned on y = 1. This function has several desirable features. First, at 0 = 00 and under the index restriction, it is equivalent to the true choice probability. Namely, with vo-v(x; 00), Subject to a continuity condition, the function P in (6) may therefore be viewed as a local approximation to the corresponding parametric probability function, P* in (3). Second, although the probability function in (5) is unknown, it can be estimated directly as a smooth function of 0. We can estimate Pr [ y = 1] by the sample proportion of individuals making the choice in question, while both the conditional and unconditional densities can be estimated nonparametrically as smooth functions of the parameter vector 0. Notice that if these densities are estimated by kernel methods (with the same window being employed for conditional and unconditional densities), then the estimate of (5) will be the usual kernel estimate of the expected value of y conditioned on the index. Finally, since v aggregates the information in the possibly high dimensional vector x into a scalar, we need only to be concerned with univariate density estimation. Using Pi(o) to denote Pi(0) as defined in (5) with its three components replaced by estimates, we propose to estimate 00 by choosing 0 to maximize an adjusted version of the estimated quasi-likelihood: where ri is a trimming sequence that is introduced for technical reasons to control the rate at which the estimated densities comprising Pi tend to zero. Notice also that for both yi and (1 -yi) terms, the argument of the ln function is squared. As will become apparent below, there are two methods for estimating the densities upon which estimated probability functions depend: locally-smoothed kernels and bias reducing kernels. For the former, estimated probability functions lie between zero and one, in which case (7) reduces to the usual form for a binomial likelihood. For the latter, estimated densities and hence estimated probabilities can be negative. This problem, which can be ignored asymptotically, may occur in any given finite sample. The estimated quasi-likelihood function in (7) remains well-defined in this case. We refer to this function as "estimated" to distinguish (7) from the quasi-likelihood proper which is (7) with Pi(0) replaced by Pi(0).
A A
Our strategy is essentially to show that the estimator 0(jP), which is obtained by maximizing (7), behaves asymptotically like the estimator 0(P) defined for a known probability function P as
The estimator 0(P) can be analyzed by conventional methods to establish consistency and asymptotic normality. Perhaps not surprisingly, as a likelihoodbased estimator, it is also efficient (under the appropriate regularity conditions). The recent econometric literature includes a variety of different approaches to semiparametric estimation in this context, including the papers of Cosslett (1983), Han (1984 Han ( , 1988 ), Horowitz (1992), Ichimura (1986), Manski (1975 Manski ( , 1985 Manski ( , 1988 ), Powell, Stock, and Stoker (1989), Ruud (1983 Ruud ( , 1986 ), Sherman (1993) , and Stoker (1986). Our estimator is similar to Ichimura's, in that both can be interpreted as minimum distance estimators. It also resembles Cosslett's in that it replaces P* in the MLE objective function (3) with a nonparametrically estimated function.
However, the spirit of our approach is perhaps best illustrated by considering it in light of the nonparametric discrimination problem first posed in the classic paper of Fix and Hodges (1951) Silverman and Jones (1989) . This paper not only clearly formulated the nonparametric discrimination problem, but also originated two methods of nonparametric density estimation (kernel density estimation and nearest neighbors), as well as recognizing optimal smoothing as a bias-variance tradeoff. discrepancy of Pi(0) from Pi* (0) over the sample yi realizations, then the resulting estimator will be equivalent to that which maximizes the quasi-likelihood function in (8). In what follows, we begin in Section 2 by first providing an overview of the main assumptions and then discussing conditions required for identification. In Section 3 we prove consistency, and in Section 4, we establish asymptotic normality (at rate N1/2) and efficiency. In each of these sections, for expositional purposes we will outline the proofs. Complete proofs are relegated to an Appendix. To illustrate the performance of the estimator in practice, in Section 5 we undertake several Monte-Carlo experiments in which the semiparametric estimator is compared to probit under several model specifications. We find that the semiparametric estimator performs quite well relative to probit, and can, in models sufficiently perturbed from the usual probit specification, substantially dominate the probit estimator. In Section 6 we conclude by indicating several extensions of the proposed estimator and directions for future research.
ASSUMPTIONS

An Overview
We will require conditions that serve to define the model, insure that various estimated functions are sufficiently well-behaved, and establish those functions of the parameters that are identified. In stating these assumptions, we need to introduce some notation. Let Fuolx be the distribution function for uo in (1) conditioned on x. Then, with E denoting a conditional expectation taken with respect to x conditioned on v(x; 0), define the probability function PE ] as: Idvl/dxlI >c.
Conditions (C.1)-(C.
3) describe the manner in which the data are generated. Assumption (C.3a) is especially important because it allows us to reduce the dimension of the conditioning variables. As will become apparent below, assumption (C.3b) is useful in relating properties of the distribution of the index to those of the exogenous variables. This assumption will also be convenient in obtaining conditions under which identification holds. For the linear index case, as is standard in the literature, condition (3b) will hold under a location-scale transformation provided that the continuous variable has a nonzero coefficient. It should be noted that this condition could be replaced by a somewhat weaker and (notationally) more complicated dominance condition. To interpret this condition, note that when x and uo are independent, H[v(x; 00)] = F"0[v (x; O)], where FUO is the distribution function for uo. Consequently, the above condition holds when uo is independent of x and has a bounded and continuous density. We require that it also hold when uo is dependent on x under the index restriction in (C.3a)-(C.3b). The first term above is bounded by assumption, and the second (from the above discussion) inherits its bound from the upper bound on ldgx1 o(w)/dwI and the lower bound on Idv1/dx1 . To illustrate this smoothness condition in (C.5), let the density for x1 conditioned on x2 and y be given by (15) g1 0 (t) a [ _r-(t -a2)2 which, with a2 > a1 > 0, has compact support on [a2 -a,, a2 + a1] and r derivatives on the entire real line. As stated earlier, this smoothness assumption is technically convenient in insuring that the index has a smooth density. As there are important cases in which this assumption does not hold, in the concluding section we will indicate how the argument can be modified. In what follows, the only problematic features of the densities for the index will be that they are permitted to approach zero at an arbitrary rate and at unknown points (that may be either on the support boundaries or in the interior of the support). Assumptions (C.8a) and (C.8b) specify two alternative density estimators whose similar bias properties are required in the normality proof. The estimator in (C.8a) is a bias reducing kernel that is permitted to be negative in the tails. With density derivatives uniformly bounded up to order 4, such a kernel has a uniform bias of order h4. Assumption (C.8b) specifies an adaptive kernel estimator with a variable and data dependent window size. This estimator differs from that in (C.8a) first by adjusting the global window size by the scale of the distribution. We have followed Silverman (1986) in this regard. Such scaling could also be introduced into the bias reducing kernel estimator in (C.8a). Note that the density estimator in (C.8b) is also restricted to be positive.
Finally, these estimators differ in that the window in (C.8a) is constant at each sample size. In contrast, the estimator in (C.8b) specifies variable windows. To select such windows, Abramson (1982) showed that the [gyj(v)/m-1/2, j= 1,...,N, are optimal invariant local smoothing parameters in a pointwise mean-squared error sense when densities are bounded away from zero. Under known local smoothing and for densities bounded away from zero with uniformly bounded derivatives up to order 4, Silverman obtains a uniform bias of order h4 for the density estimated with local smoothing. By downweighting observations for which densities are small and appropriately modifying the local smoothing parameters (to control the rate at which they can tend to zero), estimated local smoothing parameters can be taken as given. As a result, we will be able to show that under local smoothing the density estimate has a bias that is sufficiently small for our purposes. It should be remarked at this point that both Abramson (1982) and Silverman (1986) report that this two-stage procedure (the first stage being required to obtain estimated local smoothing parameters) performs well in Monte-Carlo studies. Moreover, the second-stage density estimate is reportedly not too sensitive to the first-stage estimate. Differentiating both sides of this equality with respect to x1 (for x E X), it follows that H must be the identity, in which case v2(x2; 00) = v2(x2; 0). Identification then holds if this condition implies that 00 = 0 * as claimed.
To provide an example, it is convenient to write 0 0(y) and 00 0(yo), where 00 is an identifable parameter vector that depends on some possibly higher dimensional vector, yo. Then, employing this notation, suppose that the (untransformed) index in (C.3a) is given by 
THE ESTIMATOR AND CONSISTENCY
The Estimator
Parameter estimates are obtained by maximizing an estimated quasi-likelihood function, which will be defined and discussed in this section. We begin by defining the estimated probability functions, as they are the fundamental components of this estimation method. Recall that the "true" probability function is given as 
1
It would seem natural to define an estimated probability function by replacing all of these components with the corresponding kernel estimates given in (C8). However, in so doing we would encounter technical difficulties with a uniform convergence argument when estimated densities become too small. To guard against small estimated densities, let The purpose of the adjustment factors in (23) is to control the rate at which numerator and denominator of estimated probability functions tend to zero. For this purpose, we first require that 0 < b < c in (21). Under this restriction, for small estimated densities (of smaller order than hb ) the adjustment factors behave exponentially like hN. For sufficiently large estimated densities, the adjustment factors tend exponentially to zero as no adjustment is required in this case. In this manner, numerator and denominator of the estimated probability function behave asymptotically like hN for small estimated densities and like the unadjusted form A1 /Iv otherwise. As a second restriction on the adjustment parameters, we need to select a, which essentially controls the adjustment rate for the estimated probability functions. In this regard, it must be noted that we will require two derivatives of the probability function with respect to 0. As might be expected, it is technically convenient if we can ignore derivatives of the adjustment factors. In this regard, we require that a be sufficiently large, and the restriction: a > 2c + 2b > 0 will suffice. For expositional purposes, we parameterize the adjustment factors in a manner that insures that all restrictions on trimming parameters are satisfied. Namely, with ' > 0, in (21) we select a -', b = ?'/5, and c = ?'/4. Throughout we will refer to these probability adjustments as "probability trimming."
With Pi -P(vi; 0), it can be shown that IPi(6) -Pi(O)I converges in probability, uniformly in i, 0 to zero except for vi in a region with vanishing probability. Then, one can show that without any further trimming, the quasi-likelihood (i.e. (7) with Ti = 1 for all i) converges to a function that is uniquely maximized at 00. The estimator that maximizes this objective function would then be consistent. For the normality argument, we would need to show that the gradient to this objective function was asymptotically distributed as normal at 0 = 00. Unfortunately, such an argument requires (at 0 = 00) not only that Pi converge to Pi, but also that such convergence be at a sufficiently fast rate. Since we cannot establish such a rate in the presence of observations for which densities are "too" small, we will introduce a trimming sequence that (exponentially) downweights such observations. 
I1N.
There are several features of this expression that should be noted. First, as discussed earlier, this function remains well-defined even in the presence of (asymptotically negligible) estimated probability functions that are negative. Second, as to trimming, it should be noted that probability trimming is less severe than likelihood trimming (8" < '). As a consequence, we will be able to show that the gradient to QN in (25) at 00 behaves (asymptotically) as if there were no probability trimming. This result will prove useful in the normality argument below. Third, this expression incorporates both likelihood and probability trimming. For reasons discussed earlier, probability trimming (as in (23)) is not in itself sufficient for our purposes. It might appear that likelihood trimming evaluated at 0 (instead of at the preliminary estimate, Op) would suffice as the sole form of trimming. However, in this case the gradient would depend on derivatives of the likelihood trimming function with respect to 0. Since the trimming function approximates an indicator, there must be regions in which such derivatives become arbitrarily large. Such regions would present problems as they are not sufficiently small to ignore in analyzing the gradient (multiplied by N1/2).
Consistency
To prove consistency for the estimator maximizing the estimated quasi-likelihood function in (25), we need to establish the uniform (in 0) limit of this function. In this section, we will sketch the argument and provide details of the proof in the Appendix which contains all required lemmas. Based on convergence rates for kernel estimates and their derivatives (Lemma 2), Lemma 4 of the Appendix establishes a uniform (in i, 0) convergence rate for Pi(0) to Pi(0). As a result, we are able to show that for the estimated quasi-likelihood, QN(O; I) in (25), estimated probability functions can be taken as known: The first equality follows from the aggregator condition, (C.3a), and the second equality is a necessary condition for 0,* to maximize the limiting quasi-likelihood. From the identification assumption, (C.9), 0L * = 00 is the unique maximizing value. Consistency now follows as summarized in Theorem 3 below. With E denoting the indicated conditional expectation, Proceeding with the normality argument, the strategy is to show that all estimated components of the gradient can be replaced by the corresponding true components. If this substitution is permissible, then asymptotic normality will readily follow as the new gradient will conform to a standard central limit theorem.
Let GN(Oo) be the "true" gradient obtained by replacing ij, Pi, and wi in G (00) It should be remarked that the covariance matrix above can be estimated in the usual way when employing this distributional result for inference purposes. The informational equality holds here between the negative of the Hessian and the expected outer product gradient matrices. Consequently, one may employ the standard estimated Hessian, outer product gradient, or White's (1982) estimator to estimate the covariance matrix. As a result, with the quasi-likelihood treated as if it were the true likelihood, standard errors given from a conventional likelihood routine will be correct provided that the functional form for the value function is correct. Indeed, for purposes of inference, the estimated quasi-likelihood may be, treated as if it were a likelihood function. In this manner, for example, one can conduct the usual likelihood ratio tests.
Asymptotic Efficiency
Having established asymptotic normality, we now turn to the issue of efficiency. In the next theorem, we show that under an independence assumption the estimator attains the efficiency bound as given in Chamberlain (1986) and Cosslett (1987). 
[ p(i-P)jJ00
When uo is independent of x, the theorem readily follows from the expression for aP(o)/a0jo0o in (38)-(42).
MONTE-CARLO RESULTS
The usefulness of the proposed estimator depends at least partly on its performance at moderate sample sizes, where perhaps the leading issues are efficiency loss relative to a correct fully parametric specification and effectiveness in situations where the correct parametric specification is unusual. To give an indication of the performance of the estimator in both these regards, we have performed a series of simulations, of which we report three here.
For all three simulations, the true model is given by y* = f1xi, + 2x12 + u for i = 1,...,100 and yi = 1 if y* > O and yi = O otherwise. The x's are independently and identically distributed. For the compact support case, in the first two simulations, x1 is a chi-squared variate with 3 degrees of freedom truncated at 6 and standardized to have zero mean and unit variance; x2 is a standard normal variate truncated at + 2 and similarly standardized. Notice that in these first two simulations we are comparing estimators without assuming that one of the x's has a density that is differentiable everywhere. For technical convenience, we formulated the theory under the assumption that there was one x with a density that was everywhere differentiable. It is possible to relax this assumption, and for purposes of evaluating the semiparametric estimator, we wanted to present some results that did not impose such smoothness. The third simulation has the x's constructed in the same manner except that they are not truncated.6 In Design 1, the ui's are standard normal; in Designs 2 and 3 they are normal with mean zero and variance .25(1 + v2)2 where vi is ,1x1 + ,2x12. In all designs 81 = I82 = 1, and the ui's are independently distributed. 6In the first two designs, x1 is standardized by subtracting 2.348 and dividing by 1.511; x2 is divided by .8796. Thus the range of x1 is (-1.551,2.420) and x2 is (-2.274, 2.274). The third design is included to show a case where probit is markedly biased. To facilitate comparison between probit and the semiparametric estimator, we adopt the normalization Ii31 + 1/321 = 2. In our simulations, we compute probit (with an intercept) in the standard manner and impose the normalization on the result; for the semiparametric estimator the normalization is imposed in the estimation process. Thus we need to report results concerning only one number 13 In what follows, results are presented for the untrimmed semiparametric estimator and the probit MLE. There is a wide range of trimming specifications that have almost no effect on the estimates. Moreover, the estimate obtained without any trimming performed quite similar to that under the trimming that we employed. Accordingly, we report results for the semiparametric estimator obtained without probability or likelihood trimming (see the discussion in Section 3.1). Throughout, we estimated densities with adaptive local smoothing as defined in (C.8b), with local smoothing parameters defined without any trimming. The nonstochastic window component, hN, we set at N-1/(6.02) to satisfy the restrictions placed on it.7 Table I presents estimates of the first and second cumulants and the third and fourth standardized cumulants of .13 for both designs derived from a simulation of size 1,000. The second row of the results for each estimator is the square root of the jackknife estimate of the variance of each cumulant, and thus provides a rough estimate of the standard error of the cumulant estimates. 7The corresponding pilot window component, hNp, was set equal to hN. All theoretical results can be shown to hold for this case. It should be noted, however, that after completing this study, we discovered that the results under local smoothing are much easier to establish when the pilot window component is set wider than hN. Table I , the following facts are notable. First, the efficiency loss in Design 1 from using the semiparametric estimator is quite tolerable: the relative efficiency is 78%, which is comparable to the loss from using least absolute deviations regression rather than ordinary least squares when the disturbance is i.i.d. normal. Second, there is quite a considerable efficiency gain in using the semiparametric estimator in Design 2; a similar efficiency gain is found in Design 3 where probit is quite biased. Notice that by not truncating the distributions of the x's, the distribution of x,10 is much more asymmetric in Design 3 than in Design 2. Third, the semiparametric estimator shows considerably more kurtosis than the probit estimator.
In examining
Despite the fact that the simulation results concerning the probit estimator of the normalized coefficients in Design 2 are consistent with that estimator being unbiased, the probit model cannot give an accurate picture of the behavior of the choice probability, p(y = lix). = lix) ; the x and y planes correspond to a rescaling of x1 and x2 (respectively) to the interval (- 1, 1); the viewpoint is (-6, -8,5) . The semiparametric perspective plot of Figure 2 .B reflects the features of the true probability perspective except in the extreme foreground (in which the surface curls slightly up due to sampling error at the extreme corner of the sample range) and in the far background (where the estimate is somewhat flatter than the truth). In contrast, the probit perspective plot is obviously too flat.
Clearly the results presented here are only indicative of the performance of the estimator in a few cases. But apparently there are some cases where the estimator is vastly superior to probit (even when probit is virtually unbiased) and some indication that the efficiency loss relative to a correctly specified parametric model can be relatively small. In addition, these exercises suggest that semiparametric estimation can serve as a specification test of parametric models, a topic we intend to pursue in future research. As discussed above, we have formulated a "likelihood based" estimator for the binary discrete choice modej under minimal distributional assumptions. We have shown that in large samples this estimator is consistent, N'72 normally distributed, and that it attains an asymptotic efficiency bound.
We also evaluated the estimator in a Monte-Carlo study by comparing it with the probit estimator for several model specifications. In terms of estimated parameters, we found that the semiparametric estimator had a small efficiency loss relative to probit when the probit model was correct. For a "substantial" perturbation of the probit model, the semiparametric estimator strongly dominated the probit model. Although this paper has focused on parameter esti-True Probability Perspective FIGURE 2.A Estimated Semiparametric Probability Perspective, n=1 000 FIGURE 2.B Estimated Probit Probability Perspective, n=1 000 FIGURE 2.C mates, it is interesting to note that in many situations choice probabilities will be inconsistently estimated by probit, but consistently estimated by a semiparametric estimator. In several heteroscedastic designs reported here, we found that the parametric probit model provided substantially worse probability estimates than the semiparametric procedure. Restricting attention to the binary response model, it is possible to extend the above results in several respects. First, there can be a finite number of points at which the distribution of the index is not "smooth." For example, if the index is a linear combination of independent uniform random variables, then the density for the index will have kink points at which derivatives do not exist. These points can be detected by comparing left and right numerical derivatives.
Employing the same type of trimming function (i-) used to detect small densities, we can then downweight observations for which numerical right and left derivatives are "sufficiently" far apart. All asymptotic results then hold.9
As a second extension, it should be noted that the results above were obtained under a compact support assumption for the density of the index. To control for problematic small densities, in the above proof we downweighted those observations at which the index densities became small. In so doing, the trimming functions did not depend on whether or not the index had a compact support. Accordingly, under such density trimming, one would expect that the above arguments would, with suitable modifications, hold when the index has an infinite support.
In obtaining the results outlined above, the parametric estimator was examined for the binary discrete choice model. However, it extends to the multinomial case. For example, consider the trinary choice problem. Let alternative Ak0 k = 1,2,3, have indirect utility Uk to a given individual. Let Uk be the corresponding measure of average utility, and define the average utility differences:
and v3 Ul -U3. Then with these utility differences serving as aggregators, we may write choice probabilities as It is now possible to construct a multinomial quasilikelihood as above in terms of estimated probability functions. Notice that in this example we would require bivariate density estimation. In general, as the number of alternatives increases, the estimation problem becomes more difficult, and the theoretical argument becomes more delicate (see, for example, Lee (1989)). The estimator obtained here can also be extended to ordered single index models. Here, unlike the mlutiple alternatives case (which involves multiple indices), the extension is direct. For each interval of the dependent variable, we may estimate probabilities as above under a single index. Then form a quasilikelihood for the ordered case that is analogous to that for the ordered parametric model. Given the results obtained here, it is relatively straightforward to establish consistency and asymptotic normality for the quasi-maximum likelihood estimator. 9In general, suppose that there are a finite number of "problematic" points at which the maintained assumptions do not hold. Then, provided that one can detect such points, the theory will hold if these points are appropriately downweighted.
APPENDIX A: BIAs REDUCING KERNELS
In Appendix A, we provide the asymptotic results for bias reducing kernels. In Appendix B, we outline those additional arguments required to obtain the same asymptotic results under locallysmoothed kernels. Throughout, we let g,,lY(v; 0) be the conditional density for v v(x; 0) conditioned on the discrete variable, y, and evaluated at v1 v(xi; 0). It is convenient to state convergence results in terms of the estimator for Pr (y)gvly(v,; 0) gyv(v,; 0) where E is a finite constant that does not depend on N, the sum of the last term over N = 1, oo is finite; the result now follows.
Q.E.D.
In proving that an estimate converges uniformly to the truth, the strategy is to use Lemma 1 to show that the estimate converges uniformly to its expectation and then that its expectation converges uniformly to the truth. In this manner, Lemma 2 obtains rates for estimated densities and derivatives. If P is bounded from below by P > 0, then PN is also bounded from below and the convergence rate of 1/P to 1/PN will be the same as that for P to PN. If P is not bounded away from zero, the convergence rate will be slowed by an additional factor of order hey. There will be other terms with squared densities in the denominator. For example, one such typical term is given by The convergence rate increases when first rather than second derivatives appear in the numerator, and this increase more than compensates for the additional density term in the denominator. 
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By an analogous argument, with Qo(0) containing the yi = 0 terms of the quasi-likelihood and Q0(0) as the corresponding terms evaluated at the true probability functions, Q0(0) converges in probability, uniformly in 0 to Qo(0). By standard arguments, Q1 + Qo converges in probability, uniformly in 0, to its expectation, with maximum, 0*, satisfying for almost all x P(y = 1 Ix) = P(y = 1 Iv(X;Oo)) -P(00) = P(0),
14
For P and 1 -P uniformly bounded away from zero, we must show that PN where the latter claim follows at 0 = 00 because ri converges exponentially to zero unless both conditional densities are appropriately bounded away from zero. Employing a similar argument, the B-term also converges uniformly in 0 to its expectation, which at 00 is zero.
Q.E.D.
To analyze the gradient, write it as a weighted sum of residuals: From Lemma 6, the gradient is equivalent to a random variable to which a standard central limit theorem applies. Therefore, we have the following theorem. where AN is a function that depends on g a pilot or first-stage kernel density estimate of gyv with pilot window hNp. The function AN also depends on N through a trimming parameter that controls the rate at which AYJ can approach zero (see (C8.b) ).
Before proceeding, it should be noted that bias calculations will depend on estimated pilot density derivatives. To deal with this bias, it is helpful to set wider pilot windows (hNp) than second stage windows (hN). In so doing, the proof simplifies because it becomes possible to take the estimated local smoothing parameters as given (see e.g. Klein (1991) ).
In Appendix A, we obtained convergence results in Lemma 2 for estimated densities and derivatives under bias reducing kernels. Once we have obtained analogous results under locallysmoothed kernels, the proofs of consistency and normality will be very similar to those in Appendix A. We begin by providing these results for pilot densities (the local smoothing parameters). From Lemma 1, we can now obtain a uniform convergence rate to zero for the latter term in (B4) to its expectation that is analogous to that in Lemma 2 of Appendix A. Proceeding as in Lemma 2, from a Taylor series expansion in hN about zero, we obtain a convergence rate for the expectation of this term to the truth. When the local smoothing parameters are known and bounded away from zero, one can show that the expected density estimate converges to the truth at a rate (see Silverman (1986)) of hN. When local smoothing parameters are not bounded away from zero, uniform convergence rates are decreased by the proximity of the density to zero (the bias depends on the reciprocal of the density raised to a power). Under the trimming in (C.8b), one can show that the convergence rate exceeds N-/2hj-' with estimated local smoothing parameters. This rate suffices for our purposes (see Lemma 6, the analysis of term A).
One can now prove convergence results for estimated probabilities and derivatives that are analogous to Lemma 4 of Appendix A. Employing Lemma 3 of Appendix A, which characterizes the large-sample behavior of the trimming functions, i, we can then establish consistency and asymptotic normality in essentially the same manner as in Appendix A.
