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In the era of ubiquitous connectivity, next generation mobile networks capacity will 
continuously increase in order to support a progressively higher volume of data traffic, 
providing low latency and high reliability. The side effect of such growth is a drastic increase 
of energy footprint and, therefore, a high level of greenhouse gases emissions by ICT 
industry network infrastructures. Moving from 3G and 4G coverage and capacity oriented 
optimization, 5G networks are converging towards an energy oriented planning by proposing 
Renewable Energy Source powered Heterogeneous Networks as one of the effective 
sustainable design solutions to face this problem. Nevertheless, besides the reduced 
deployment costs, due to the low emitted power and the small form factor of the base 
stations, Quality of Service requirements should be met using the available energy budget 
coming from intermittent and erratic sources. They need, so, further intelligent procedures, 
protocols, and Machine Learning based algorithms to successfully achieve their goal.  
Objective of this thesis is to conduct a performance evaluation and analysis of a two-tier 
RES-powered HetNet simulated through a system level platform which uses a reinforcement 
learning based radio resource management algorithm. After a focus on system’s hourly 
statistical behaviour, a comparative analysis is done between a “greedy” algorithm (which 
turns OFF the base stations only in case their battery level goes below a threshold), and an 
off-line trained Q-Learning algorithm, which can be considered a hybrid instance across 













En la era de la conectividad ubicua, la capacidad de la siguiente generación de redes móviles 
crecerá continuamente para soportar un volumen de tráfico de datos que crece 
progresivamente, proporcionando baja latencia y alta fiabilidad. El efecto secundario de este 
crecimiento es un drástico incremento de la huella energética y, por tanto, un alto nivel de 
emisión de gases de efecto invernadero por las infraestructuras de red de la industria ICT. 
Moviéndose de la cobertura y optimización orientada a capacidad del 3G y 4G, las redes 5G 
están convergiendo hacia una planificación orientada de la energía, proponiendo redes 
heterogéneas (Hetnet) potenciadas por fuentes de energía renovables (RES) como una de las 
soluciones de diseño sostenible efectivo para encarar este problema. Sin embargo, además 
de los costes de despliegue reducidos, debidos a la baja potencia emitida y el factor del 
tamaño reducido de las estaciones base, los requisitos de calidad del servicio deberían 
satisfacerse utilizando el presupuesto disponible de energía proveniente de fuentes 
intermitentes y erráticas. Se necesitan, por lo tanto, procedimientos más inteligentes, 
protocolos y algoritmos basados en Machine Learning para alcanzar con éxito sus objetivos. 
El objetivo de esta tesis es llevar a cabo una evaluación de rendimiento y análisis de Hetnets 
de dos niveles potenciadas por RES, simulada a través de una plataforma de sistema de 
niveles que usa un algoritmo de gestión de recursos radio basado en aprendizaje por 
reforzamiento. Después de un delicado análisis del comportamiento mensual del sistema, se 
hace una comparación entre un algoritmo “codicioso” (que apaga las estaciones base solo en 
el caso que la batería baje de un cierto umbral) y un algoritmo Q-Learning off-line, que 









En l’era de la connectivitat ubiqua, la capacitat de la següent generació de xarxes mòbils 
creixerà contínuament per suportar un volum de tràfic de dades que creix progressivament, 
proporcionant baixa latència i alta fiabilitat. L’efecte secundari d’aquest creixement és un 
dràstic increment de petjada energètica i, per tant, un alt nivell d’emissió de gasos d’efecte 
hivernacle per les infraestructures de xarxa de la indústria ICT.  
Movent-se de la cobertura i optimització orientada a capacitat del 3G i 4G, les xarxes 5G 
estan convergint cap a una planificació orientada de l’energia, proposant xarxes herogènies 
(Hetnet) potenciades per fonts d’energia renovables (RES) com una des les solucions de 
disseny sostenible efectiu per encarar aquest problema.  No obstant això, a més dels costos 
de desplegament reduïts,  deguts a la baixa potència emesa i el factor del tamany reduït de 
les estacions base, els requeriments de qualitat de servei haurien de satisfer-se utilitzant el 
pressupost disponible d’energia provinent de fonts intermitents i erràtiques. Es necessiten, 
per tant, procediments més intel·ligents, protocols i algorismes basats en Machine Learning 
per aconseguir amb èxit els seus objectius.  
L’objectiu d’aquesta tesi és dur a terme una avaluació de rendiment i anàlisi de Hetnets de 
dos nivells potenciades per RES, simulada a través d’una plataforma de sistema de nivells 
que fa servir un algorisme de gestió de recursos ràdio basat en aprenentatge per reforç. 
Després d’un delicat anàlisi del comportament mensual del sistema, es fa una comparació 
entre un algorisme “codiciós” (el qual apaga les estacions base només en el cas que la bateria 
baixi d’un cert llindar) i un algorisme Q-Learning off-line, el qual pot ser considerat una 
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1    Introduction 
 
 
Global ICT vendors, academic and industrial research institutes, while improving existing 
broadband radio access technologies and architectures, like 3G and 4G networks, are 
nowadays involved in the research and development of Fifth Generation (5G) mobile 
networks, to face, up 2020 and beyond, the further emergence of new use cases and business 
models in the era of ubiquitous connectivity.   
A series of technological key challenges must be managed by this future standard, in order 
to provide these new services. Besides the requirement of providing 1,000 times higher 
wireless area capacity, ultra-low latency and high reliability respect to previous mobile 
communications standards, another aspect of the network planning that must necessarily be 
taken into account is the sustainability. The goal is to strongly reduce energy consumption 
saving up to 90% of energy per service provided, with the scope of contrasting the side effect 
of the tremendous traffic volume growth expected in the recent future: a drastic increase of 
energy footprint and, therefore, a high level of greenhouse gases emissions by ICT industry 
network infrastructures.  
Since the dominating energy consumption comes from the radio wireless access part of 
mobile networks, of particular interest for the researchers is to boost the energetic 
performances of reference scenarios like that of  Heterogeneous Network ( which 
intrinsically provide low energy consumption and reduced deployment costs) by powering 
the base stations with Renewable Energy Sources (like PV panels, for instance). 
Nevertheless, besides the reduced deployment costs, due to the low emitted power and the 
small form factor of the base stations for this particular scenario, the available energy budget 
that has to be used to satisfy Quality of Service demands comes from intermittent and erratic 
sources. A solution to this problem is to provide networks with further intelligent procedures, 
protocols, and Machine Learning based algorithms to successfully achieve their goals.  
In this thesis, a particular use case is analysed: an energy harvesting heterogeneous network 
(with solar panel powered small cells’ base stations) which uses a Reinforcement Learning 




saving energy. A performance evaluation of this kind of network is conducted after 
simulating his behaviours through a system-level platform. Investigations about the stability 
of the network (in terms of some time-varying parameters like small cell’s battery level and 
number of switch-off occurrences) are done starting from the results of the simulations 
performed. Moreover, through an off-line training procedure, the Q-Learning algorithm used 
in this network scenario is tested and compared to a “greedy” one, which is capable only of 
turning off the base stations in case their battery level undergoes a certain threshold. 
In the following section is presented in more detail the thesis objectives’ list (Section 1.1), 
followed by an outline of the work structure, chapter by chapter (Section 1.2) and by a 
general description of the methodology and tools used to develop the entire work (Section 
1.3).  
 
1.1    Objectives 
This thesis has been developed with the following purposes:  
 Conduct a performance evaluation and analysis of a two-tier RES-powered HetNet 
simulated through an already implemented system-level platform which uses a 
reinforcement learning based radio resource management algorithm;  
 Analyse system’s hourly statistical behaviour, comparing some time-dependent 
aspects (such as battery level and small cell switch-off occurrences) across different 
months and in different scenarios (in terms of small cells number), investigating 
about stability of the model;  
 Make a comparative analysis between a “greedy” algorithm (which turns OFF the 
base stations only in case their battery level goes below a threshold), and an off-line 
trained Q-Learning algorithm, which can be considered a hybrid instance across 








1.2    Thesis outline 
This thesis is made up by six chapters.  
Chapter 1 presents a short introduction about the problem statement, followed by a general 
description of the work flow and of the methodology used to realize what presented and 
finally by the thesis outline.  
Chapter 2 broadly explains the state of the art of new generation mobile networks, with 
particular emphasis on the energy sustainable design solutions proposed by 5G international 
work groups, like Machine Learning based Energy Harvesting Heterogeneous mobile 
Networks.  
Chapter 3, in order to make the algorithm proposed in this use case better understandable, 
gives a deeper mathematical description about Reinforcement Learning framework, 
comprising Markov Decision Processes and Q-Learning algorithm.  
Chapter 4 regards the description of the simulation platform used to model the system and 
to evaluate his performances. The text starts with a general description of the principal 
modules which compose the simulator, ending with a detailed indication of the chosen values 
for the system parameters in order to perform the simulations.  
Chapter 5 resumes all the simulations conducted, evidencing the final goals, the results 
expectations, the comments related to the effective results, and the tools and procedures used 
to get to the final outcomes.  
Chapter 6, finally, after a short summary on the entire work, expresses some ideas about how 
to modify the algorithm in order to boost his performances and better achieve his final goals.  
In the following section, some information about the work flow and the methodology used 
to develop this thesis are provided. 
 
1.3    Workflow, methodology and tools 
This thesis has been developed following the steps here enumerated:  
 Preliminary study on Reinforcement Learning theoretical framework;  




 Problem statement study: contextualization of the theoretical framework at the 
particular use case;  
 Study of the simulation platform structure, gaining confidence with code and with 
simulation outcomes interpretation;  
 Investigation about simulator’s output data processing, feeling comfortable using the 
work programming language and development environment;  
 Objectives definition;  
 Simulations execution and relative output data processing;  
 Results interpretation and comments;  
 Report writing;  
The steps here listed haven’t been followed according to a perfectly sequential flow. A basic 
Gantt chart of the work organization across time is shown through the next table:  
 
 Feb Mar Apr May Jun Jul 
RL study                         
5G SOTA study                         
Prob. stat. study                         
Simulator study                         
Data proc. 
training 
                        
Objectives def.                         
Sim. exec. & 
d.p. 
                        
Results interpr.                         
Report writing                         
 
Table 1    GANTT chart of the thesis. 
 
The simulations have been executed using an open source platform called Lte with Energy-




Telecomunicacions Catalunya (CTTC) developers and released under GPL-3 licence. The 
simulations ran both on the student’s personal laptop and on a cloud computing server owned 
by CTTC, both using Ubuntu Linux as operating system. The simulations’ results have been 
processed using some GNU-Octave scripts developed by the student and the plots have been 

























2    Next Generation Mobile Networks 
 
 
This chapter starts with a holistic view on 5G mobile network research and development 
goals (Section 2.1), focusing on the sustainability target. Then, it goes deeply in details with 
the description of one of the possible energy-sustainable solutions on which the considered 
use-case is based: Renewable Energy Source powered Heterogeneous mobile Networks 
(Section 2.2).  
 
2.1    5G Vision 
Global ICT vendors, academic and industrial research institutes, while improving existing 
broadband radio access technologies and architectures, are nowadays strongly involved in 
the research and development of Fifth Generation (5G) mobile networks solutions to face, 
up 2020 and beyond, the further emergence of new use cases and business models, driven 
by the customers’ and operators’ needs and notably different from today’s ones.  
One of the global organizations involved in this research branch, Next Generation Mobile 
Networks (NGMN) consortium, giving inspiration to develop the requirements and the 
related technology and architecture guidelines for the new generation mobile networks, 
characterizes 5G vision as follows [1]:  
“5G is an end-to-end ecosystem to enable a fully mobile and connected society. It empowers 
value creation towards customers and partners, through existing and emerging use cases, 
delivered with consistent experience, and enabled by sustainable business models.” 
Starting from this definition, it emerges that the key-points of this vision are substantially 
the following three: use cases, key technological challenges and sustainability. More details 
about each of these points are given in the following paragraphs, taking into account also the 






2.1.1    5G use cases 
While supporting the evolution of the established prominent mobile broadband use cases, 
different standardization organizations and industrial consortia are conducting an analysis of 
the requirements and of the key vertical sectors related to the birth of this new technology.  
NGMN has developed twenty five use cases for 5G, as representative examples among 
countless emerging use cases with a high variety of applications, grouping them into eight 
use case families (see Figure 1). Going across a wide range of devices (e.g., smartphone, 
wearable, MTC) and across a fully heterogeneous environment, 5G networks applications 
will space from delay-sensitive video to ultra-low latency communications, from high speed 
entertainment services to mobility on demand for connected objects and vehicles, and from 
best effort applications to reliable and ultra-reliable ones such as health and safety [1].  
 
 
Figure 1    5G use case categories according to NGMN: one use case example is  
shown for each of the eight categories. 
 
5G Infrastructure Public Private Partnership (in short 5G PPP), as well, makes a 
classification defining five main areas in which new generation mobile technologies will be 
very influent and positively disruptive [2]:  
 Industry 4.0: it is expected that the manufacturing industry will evolve towards a 
distributed organisation of production, with connected goods, low energy processes, 




 Automotive: all transportation sector will bring to market autonomous and 
cooperative vehicles by 2020 with significantly improved safety and security 
standards, as well as new multimodal transportation solutions;  
 Energy and Smart Grids: due to the ongoing development of renewable sources, the 
traditional power grid will evolve into a smart grid, supporting a much more 
distributed generation and storage of power with real time dynamic routing of 
electricity flows using smart meters in houses;  
 Entertainment and digital media: these sectors are working on the integration of 
broadcast TV and digital media, including an ever increasing amount of user 
generated content, high quality media and innovative real time interfaces such as 
haptics; 
 E-health and M-health: these applications will optimise new, revolutionary concepts 
such as European “Personalised or Individualised Healthcare” and the transition from 
hospital and specialist centred care models towards distributed patient centred 
models. 
In order to be compliant with these macro use cases, a series of key technological challenges 
must be satisfied by the new future standards. An overview of which are those requirements 
is done in the next section.  
 
2.1.2    Value creation and key technological challenges  
According to 5G PPP vision, the development of new communication networks must ensure 
interoperability and economies of scale with affordable cost for system deployment and end 
users. As shown in Figure 2, they identify five main key technological challenges in order 
to provide these features, which are explained as follows []:  
 Providing 1,000 times higher wireless area capacity and more varied service 
capabilities compared to previous mobile communications standards;  
 Facilitating very dense deployments of wireless communication links to connect 




 Saving up to 90% of energy per service provided. The main focus will be in mobile 
communication networks where the dominating energy consumption comes from 
the radio access network; 
 Reducing the average service creation time cycle from 90 hours to 90 minutes. 
 Enabling advanced user controlled privacy through lightweight but robust security 
mechanisms and new authentication metrics; 
 Creating a secure, reliable and dependable Internet with a “zero perceived” 
downtime for services provision. 
 
 
Figure 2    5G key technological challenges according to 5G PPP. 
 
This new high-performance network will be operated via a scalable management framework 
enabling fast deployment of novel applications, including sensor based applications, with 
reduction of the network management OPEX by at least 20% compared to today. In the 
following paragraph, one of these key-points is enlightened since of particular interest for 
what concerns the studied use-case.  
 
2.1.3    5G and energy efficiency 
Energy performance should play an important role in 5G technology vision. On device side, 
it enables longer battery life, becoming essential for mobile revolution income. However, 
high energy performance requirements has also become a key factor for network 
infrastructure side. Operators explicitly mention [1] a reduction of overall network energy 




traffic and of ubiquitous connectivity not only for human users but also between various 
kinds of machines and devices (M2M and D2D communications).  
A general view of the strategies that researchers and vendors should adopt in order to reach 
these goals, designing a real sustainable technology business, is presented in the following 
points [3]: 
 From “always on” to “always available” design philosophy: improved energy 
performance can be achieved through a real switch from “always on” to “always 
available” behaviour policy in access nodes. In “always available” nodes, only the 
functionality needed for devices to access the network is always on, while the 
remaining functionalities can be dynamically activated only when needed. Through 
this approach, components, subsystems and nodes can utilize a variety of advanced 
energy-saving modes and sleep modes, globally reducing network energy 
consumption. While most studies actually focus on the energy radiated by the 
antennas, the bigger part of the total energy budget is in fact consumed by the 
hardware. The ability to shut down infrastructure nodes (or parts of it) or to adapt the 
transmission strategy according to the traffic profile is an important design aspect of 
energy-efficient wireless architectures [4].  
 Energy-saving resource allocation: by using a combination between virtualization 
techniques and general-purpose hardware, is also possible to perform a more efficient 
resource allocation avoiding overprovisioning of network resources and also 
facilitating a better utilization of the active ones;  
 User-centric system: in traditional energy-efficient cell-based network architectures, 
since the system does not transmit anything unless there is an ongoing user-data 
transaction, it needs to broadcast some control information within the cell area 
coverage in order to provide initial access functionality to all the covered users. 
Differently, aiming to be a more scalable, flexible and efficient solution, 5G networks 
are moving away from the traditional cell concept, focusing their design on the 
dynamic optimization of radio links between system and individual users (e.g. by 
using beamforming), performing more localized transmissions and minimizing as 
much as possible the control broadcasting transmissions as not directly related to the 




 Increment in access nodes number: by adding more access nodes the distance 
between base stations and devices should be reduced and with it, also the required 
transmission power for a given data rate and the energy consumption, at the condition 
that the added energy consumption from the new node is smaller than the gained 
transmission energy; 
Key technologies used by 5G to reduce operational cost and TCO, to facilitate network 
connectivity in remote areas, and to provide network access in a sustainable and resource 
efficient way include ultra-lean design, advanced beamforming techniques, separation of 
user-data and system-control planes on the radio interface, as well as virtualized network 
functionality and cloud technologies. Besides them, of particular interest for this thesis is the 
study of ultra-dense and multi-layer deployments like heterogeneous networks which are 
demonstrated to be effective in terms of energy efficiency at the condition of being powered 
by renewable energy sources and of being managed by some artificial intelligence 
algorithms for resource allocation.  
 
2.2    Green communications: HetNets powered by   
 Renewable Energy Sources 
Fifth generation mobile networks are expected to support 1,000 times more capacity per unit 
area than 4G networks: this requirement is directly related to a massive capacity demand and 
to a tremendous growth of data traffic (especially within urban areas) expected by 2020 [5]. 
Unfortunately, this trend lead to a considerable side effect: the affection of greenhouse gases 
emissions of ICT ecosystems, which already consume about 1500 TWh of energy annually, 
approaching 10% of the world’s electricity generation and accounting for 2-4% of the carbon 
footprint due to human activities. That’s why worldwide leader companies in ICT are 
orienting their business according to a radical change in the networks design philosophy: 
they are moving from a coverage and capacity oriented optimization, typical of 3G and 4G 
mobile networks, to an energy oriented one. In particular, in the following sections is 
highlighted the shift from LTE Heterogeneous Networks systems to Renewable Energy 






2.2.1    Heterogeneous Networks 
The enhanced features of LTE mobile networks, like new radio spectrum, MIMO techniques 
and new efficient schemes for modulation and coding, are not enough for facing the 
tremendous increasing number of mobile broadband data subscribers. In order to increment 
network capacity, especially in very crowded environments (e.g. urban areas) and at cell 
edges (with strong decays of performance), operators are now orienting new generation 
mobile network planning to a densification in terms of Base Stations’ distribution. This 
densification could be achieved following two different approaches [6, 7]: a first one, is 
based on maintaining the homogeneity of the network, adding to the macro-eNB more 
sectors or simply increasing the number of macro-eNBs in the same geographic area. Since 
this first way could be very expensive (in terms of CAPEX and OPEX), a second approach, 
based on the concept of heterogeneity, has today a definitely larger acknowledgement: 
thanks to the introduction of different kind of low-power base stations within the coverage 
area of a central macro-eNB is possible to reuse spectrum in a most efficient way, offloading 
the macro-node.  
These additive low-power base stations can be of various types, such as eNBs, Home eNBs 
(HeNBs, introduced in LTE Release 9 to provide indoor coverage) or Relay Nodes (RNs) 
and are generally said to provide coverage for a restricted area called Small Cell (SC). 
Together with the macro-eNB, they form a so called Heterogeneous mobile Network, or 
HetNet, (see Figure 3) providing the following advantages respect to the homogeneous 
solution:  
 Increase of macro-eNB capacity, offloading it in dense traffic areas;  
 Increase of macro-eNB coverage area, filling areas not covered by it; 
 Increase of macro-eNB performance and service quality, providing more bitrate per 
unit area; 
 Provision of connectivity indoor as well as outdoor, cause of their small dimensions;  






Figure 3    HetNet architecture scheme: integration between heterogeneous eNBs and relative cells. 
Different criteria can be adopted in order to classify SCs as Macro-Cells, Micro-Cells, Pico-
Cells and Femto-Cells: one of them is the base station power, but other factors contribute to 
the effective cell size, such as the antenna position and the location environment (e.g. rural 
or urban, indoor or outdoor).  
Among the various types of SC, a particular mention goes to femto-HeNBs and to RNs.  
Femto-HeNBs are used for Closed Subscriber Groups (CSGs), for example in office 
premises, and are uncoordinated respect to the macro cell (see Figure 4). This means that if 
the frequency used in the femto-cell is the same as the frequency used in the macro-cell, and 
the femto-cell is only used for CSG, then there is a risk of interference between the femto-
cell and the global network.  
 
 
Figure 4    femto-Home eNB scheme: interference between femto-cell and macro-cell may occur. 
 
Differently, Relay Node is another type of low-power base station, introduced in LTE 
Release 10 (also known as LTE-A) in order to provide a coverage extension for the macro-
cell. Through the Un radio interface, RN is connected to a Donor eNB (DeNB), which 
directly communicates with UEs via LTE Uu interface (see figure 5). From the UE 
perspective the RN acts as an eNB, while from the DeNB’s view, the RN is seen as a UE. 
When the frequencies used on Uu and Un for the RN are the same, there is a risk of self-






Figure 5    LTE REL 10 architecture with RNs: Donor eNB communicates with UEs via Uu interface and 
with RN (seen as an UE) via Un interface; RN communicates with UEs via Un radio interface. Self-
interference in RN may occur. 
HetNets network planning has more complexities respect to the homogeneous networks 
case. In a network with a frequency reuse of one, like LTE, the UE normally camps on the 
cell with the Strongest Signal received in Down Link (DL) (SSDL), therefore the edge 
between two cells is located at the point where SSDL is the same in both cells. Since the 
large cells are managed by high-power BSs, while small cells are managed by low-powered 
BSs, the point of the cell which corresponds to the condition of equal SSDL for both the cells 
may not coincide with the point which corresponds to the condition of equal Path Loss in 
Up Link (PLUL) for both the cells (see Figure 6). Differently, for homogeneous networks, 
these two points usually match.  
 
 
Figure 6    Network planning issues in HetNets: the place in which the condition SSDL(Macro) = SSDL(small) 
is satisfied usually doesn’t match with the place in which the condition PLUL(Macro) = PLUL(small) is verified. 
 
Another issue in HetNets network planning is to ensure that the small cells are actually 
capable of serving enough users. One technique adopted to do that is called Cell Range 
Extension (CRE) and is based on forcing the increase of the coverage area related to the 
small cell, through the introduction of a positive cell selection offset in addition to the SSDL 
of the small cell (see Figure 7). This enhancement is obtained at the cost of the side effect of 
the increment of the interference on Down Link direction, sensed by the users located in the 






Figure 7    Cell Range Extension: a technique used to force the expansion of the 
coverage area of the small cells. 
 
In order to mitigate (if not defeat) the above-mentioned interference problems related to the 
various HetNets scenarios, a framework of techniques is provided by LTE Release 8 and 
LTE Release 10 specifications. An overview of these techniques is presented in the 
following pointed list. 
 Inter-cell Interference Coordination (ICIC)  
In addition to the features of LTE Release 8, essentially based on the exchange, between BS, 
of information about load and interference in UL per Physical Resource Block (PRB) via X2 
interface, LTE Release 10 introduces the so-called enhanced ICIC adapting the technique to 
HetNets infrastructures. The major change respect to classical ICIC is the addition of time-
domain ICIC, realized through use of Almost Blank Subframes (ABS), transmitted with 
reduced power. When eICIC is used, the macro-eNB, at first, transmits to the small cell BS 
the information regarding a semi-static pattern of its DL frame (see Figure 8). Once the SC 
receives this pattern information, his BS knows that has to follow that pattern to talk to UEs. 
In particular, every time an ABS subframe is present, only SC is allowed to transmit in DL 
to UEs at the edge of the macro-cell (typically in the CRE region), while the macro-eNB is 
not allowed to transmit data to them. In this way, inter-cell interference is partially avoided.  
 
 
Figure 8    Macro cell’s DL frame pattern with ABS: given that both macro and small cells know the DL 
frame pattern, during the ABS the macro is not allowed to transmit to cell edge users, while the small cell is 
allowed. In subframes which are not ABS, instead, the macro cell transmits towards cell edge users while the 





 Carrier Aggregation 
Carrier Aggregation (CA) is introduced in LTE Release 10, and is a technique to increase 
the total bandwidth available to UEs and hence their maximum bitrates. When CA is used a 
group of LTE Release 8 single carriers (see Figure 9), called Component Carriers (CC), are 
aggregated and any CA-capable UE can be allocated on all CCs (and not only on a single 
one). Also in this way the interference among eNBs is notably reduced.  
 
 
Figure 9    Carrier Aggregation: it is possible to combine and aggregate different single carriers (called 
Component Carriers, CCs) obtaining more bandwidth. The aggregation can be done between CC belonging 
to the same spectrum portion (1) for contiguous CCs and (2) for non-contiguous CCs or between CC 
belonging to different radio spectrum parts (3). 
 
 Coordinated Multi Point (CoMP)  
CoMP is a technique introduced in LTE Release 11 and represents one way to ensure that a 
UE is using both the best DL in the macro-cell and the best UL carrier in the small cell of a 
heterogeneous network. This is possible through a coordination of the transmission points 
(eNBs) to provide service to a UE, avoiding simultaneous data transmission by different 






Figure 10    CoMP: through synchronization between eNBs respectively related to macro-cell and small cell, 
is possible to guarantee that CRE UEs use both the best frequencies for UL (towards the small cell’s BS) and 
the best frequencies for DL (from macro-cell’s eNB). 
 
Standardization organizations like 3GPP are today continuing to investigate and develop 
regarding further enhancements in heterogeneous networks infrastructures, thinking to new 
LTE releases. Among these innovation features, particular emphasis is given nowadays to 
energy efficient solutions like those described in the following paragraphs.  
 
2.2.2    Energy Harvesting HetNets 
The radical change in mobile networks design, shifting from a coverage and capacity 
oriented optimization (like LTE-A HetNets solution) to an energy oriented one, is one of the 
goals of nowadays leader operators involved in research and development of new generation 
mobile networks.  
Next generation cellular systems envision the adopting of heterogeneous networks 
architectures like those described in the previous paragraph because HetNets represent an 
economically viable strategy for a self-sustainable network development and maintenance 
for the following reasons: BSs used in HetNets are small and cheap, so they permit low site 
acquisition or rental costs. Moreover, being low-power devices, they have limited operative 
costs and these costs can be furthermore reduced by using Renewable Energy Sources (RES) 
to sustain their energy needs.  
Focusing on this last advantage, a short overview of previous research and development 
steps needed to reach the final solution of RES-powered HetNets is now described.  
The first idea related to the use of RES to power cellular networks was suggested in 2001, 
when researchers proposed using solar panels to feed the BS of a macro cell [8]. 
Unfortunately, since macro-cell’s BS consumes a huge quantity of power, in order to provide 
this large amount of energy, large solar panels and batteries were needed, and this would 
have increased site acquisition/rental costs due to the additional space required.  
A way to reduce solar panel and battery size was suggested in [9]: by installing multiple 




to the other energy sources. However, this solution isn’t generally effective in reducing a 
site’s capital and operational costs, especially in urban areas [10]. 
The advent of HetNets marks a turning point about using renewable energy in cellular 
systems: in heterogeneous networks, the smaller BSs related to the small cells require a 
relatively restricted amount of power to be used, so it results convenient to feed them with 
RES. Preliminary studies in this direction are described in [10] too. In [11], instead, the work 
is completed through the investigation about the Het-Net paradigm of eco-sustainability, that 
is, the capability to lower 𝐶𝑂2 emissions using solar energy.  
One of the possible architecture for RES-powered HetNets is shown in Figure 11: a multitier 
and self-organized wireless access network is composed of several BS types with different 
features which share the same spectrum.  
 
Figure 11    RES-powered HetNet architecture scheme: while macro-cell’s BS is directly connected to the 
power grid, the small cells related BSs are (mostly) power supplied by solar panels. The different tiers of the 
network, shown separately (to have a clearer view) are meant to be superposed. 
 
As shown in the proposed architecture scheme, it’s possible to distinguish a first tier of the 
heterogeneous network comprising only the macro-cell and his relative BS: since it requires 
a lot of power (order of a few thousand Watts), it is convenient that it remains directly 
connected to the power grid, without benefitting of renewable energy. Differently, having a 
look to the other two tiers, the micro cells and the small cells, which are characterized by 
progressively smaller dimension (in terms of infrastructure and of coverage) respect to the 




are fed by renewable energy sources, like, in this specific case, solar photovoltaic (PV) 
panels.  
Summarising, respect to a fully grid-powered HetNet, the advantages introduced by solar-
Powered HetNets are essentially the following:  
 solar energy is chosen as a reference renewable energy source (RES), due to its 
widespread availability, the good efficiency of photovoltaic (PV) technology and its 
competitive cost in term of OPEX;  
 easier network deployment, caused by the easy positioning BSs in those particular 
areas in which connecting to the electricity grid or installing a wired backhaul to the 
core network is difficult (if not impossible);  
 reduced carbon emissions, thanks to renewable energy usage. 
This kind of architectural proposal would significantly benefit the following use cases. 
 RES-powered BSs can be part of a dense network deployment by those operators 
which are subject to a low maximum-power constraint according to new trend in 
spectrum regulation for mobile broadband access (the so-called low-power 
operators);  
 RES-powered BSs can be added by a traditional operator to an existing radio access 
networks infrastructures in order to improve capacity at a competitive cost;  
 RES-powered BSs can be directly connected to the core network through a wireless 
backhaul providing in a cost-effective way an extension in coverage for rural areas.  
Due to some technical issues which emerge in the RES-powered HetNets context, 
researchers and operators are not only focused on minimizing energy consumption, but also 
on energy sustainability, taking care of some aspects that are today considered open issues 
and that are threated more in-depth in the following paragraph. 
 
2.2.3    Use case: Self Organising Network and Reinforcement Learning for EH HetNets 
Besides the advantages that RES-powered solutions introduce in HetNets network 
environments, some technical issues make this deployment strategy not so easy to be 




RES introduces a strongly unpredictable and varying amount of energy to harvest: for 
example, the intermittent power of a wind turbine is pretty difficult to predict; moreover, 
solar panels’ harvested energy is affected by variable phenomena like clouds presence, rain, 
seasonal changes and latitude [11].  
Network operators are almost obliged, then, to converge their network planning know-how 
not only towards solutions that aim to minimize energy consumption, but also on energy 
sustainability feature of those systems: in other words, they must add to the RES-powered 
HetNets architecture a management framework defining procedures, protocols, and 
algorithms which has the final goal to face the technical issues related to RES and to sustain 
the traffic demands and meet mobile users’ Quality of Service (QoS) requirements, using 
only the amount of energy harvested.  
In order to develop a dynamically reconfigurable system which are capable of responding to 
energy source dynamics, network operators are bringing to the previously explained RES-
powered HetNet systems some new features, such as intelligence and autonomous 
adaptability [12].  
Intelligence is provided to the system through the application of some Machine Learning 
algorithms, which in general offer a powerful tool to provide the network with the capability 
of learning from experience directly observed over the always varying wireless 
environments. In particular, the theoretical framework of Markov Decision Processes and 
Reinforcement Learning is adopted in this thesis’ use-case in order to develop a Radio 
Resource Management (RRM) algorithm, with the final goal of learning a proper radio 
resource management (RRM) policy, to jointly maximize the system performance in terms 
of throughput, drop rate and energy consumption, while adapting to the dynamic conditions 
of the environment, in terms of energy inflow and traffic demand. 
Autonomous adaptability of the system is, instead, supplied by developing the network 
according to the Self Organizing Network (SON) paradigm. In this way, [13] the main 
objective of the network designers becomes the reduction of the costs associated with 
network Operation and Maintenance (O&M) by diminishing human involvement, while 
maximizing system performance, meeting QoS requirements and improving the overall 




Literature about some works on EH HetNets is fully cited in [12] and presents the following 
lacks respect to the work on which this thesis is based: some works don’t consider the 
temporal variations in traffic and in harvested energy processes (which is fundamental for a 
realistic model of the scenario); other works, instead, are based on historical data, and are 
consequently unable to adapt to the dynamic system conditions, in terms of harvested energy 
or traffic demand. In the following chapters is at first discussed the theoretical framework 
on which this algorithm is based, and then is explained the series of performances results 























3    Reinforcement Learning methods 
 
 
In this chapter the Reinforcement Learning is generally defined (Section 3.1), passing 
through the description of the Agent-Environment interaction conceptual model (Section 3.2) 
and his formal mathematical expression, the Markov Decision Processes framework 
(Sections 3.3 and 3.4). Then, a brief introduction to the techniques used to manage and solve 
this problem is done, focusing on those related to the considered use-case, such as the Q-
Learning algorithm (Section 3.5). At the end of the chapter (Section 3.6), the dilemma of 
exploration and exploitation is mentioned as trait d’union of all the principal techniques 
used in reinforcement learning algorithms. 
 
3.1    Reinforcement Learning  
The feature of every autonomous agent (e.g. a human, an animal or a robot) that can be 
abstractly modelled as intelligent system or entity is his capability of learning. The learning 
process is strictly related to the concept of interaction: learning by interacting with an 
environment makes the learning entity aware about cause-effect relations, about the 
consequences of performed actions and about how to react in order to achieve some goals 
[14].  
 
3.1.1   RL definition 
Reinforcement Learning (RL) is a branch of Machine Learning (and, in a broad spectrum, 
of Artificial Intelligence) that follows learning by interacting paradigm. As said in [15, 16, 
17], in fact, an agent interacts with an environment performing some actions over it and then, 
sensing the response for each action, evaluates their consequences in terms of the immediate 
reward (or penalty) it receives from it. Since the agent does not initially know what effect its 
actions have on the representation state of the environment, nor what immediate payoffs its 




it learns which are best to perform in terms of maximizing the cumulative reward over the 
long run.  
As underlined in [17], in case of deterministic effects of the actions, the agent is able to build 
a predictive model of the effects of its actions on the environment, to use for planning ahead 
by choosing alternative sequences of actions and achieve its goal in the better possible way. 
Despite in case of stochastic effects of the actions (performing an action may lead to one of 
several different possible states) to build that predictive model is difficult, by using RL 
algorithms an agent can learn an optimal policy without ever planning ahead, but simply 
basing only on the last action it took, the state when it chose that action, the payoff received, 
and the current state.  
 
3.1.2    RL vs traditional learning algorithms 
Comparing RL with other approaches to machine learning, it results that the first one is much 
more goal-directed than the others [14]. Differently from supervised learning (learning from 
examples provided by a knowledgeable external supervisor) there is no training: the learner 
is not told which actions to take, but instead must discover with a trial-and-error search which 
actions has to choose. Moreover, actions may have effect not only the immediate reward but 
also the next one and, through that, all subsequent. 
To reach his final goal, an agent must prefer actions that it has tried in the past and found to 
be effective in producing reward. It’s important, anyway, to try actions that it has not selected 
before to try such actions, caring of the so-called trade-off between exploitation and 
exploration.  
 
3.1.3   RL applications and flavours 
RL can find application in a lot of common tasks from scientific to economic interest 
problems, from industrial robot control to board games solver robots, and can also find 
expression not only in a single agent framework but also in a multi-agent framework, sharing 
with game theory the role of problem solver [18]. In that specific case, agents are peer entities 
and collaborate with each other through an intensive exchange of information and 




In the study-case of this thesis, a single-agent RL approach is used, focusing on system 
performance analysis as consequence of the superposition of many agents influence, but not 
on the cooperative aspect of their work. The scenario presented in this thesis finds his basis 
in the model theorized in the following paragraph from a computational point of view.  
 
3.2    Agent-Environment interaction model 
Agent-Environment model is at the basis of the RL framework (see Section 3.2.1). On this 
basis is possible to explain the mathematical building blocks of this Artificial Intelligence 
field, such as the return functions (3.2.2) and the policies (3.2.3).  
 
3.2.1    Agent-Environment handshake 
The single-agent reinforcement learning framework is based on the Agent-Environment 
interaction model, schematized in Figure 12. According to this model, there is one principal 
actor called agent, which could be characterized as a learning and a decision-making entity. 
Everything of the world, whom he interacts with and which is located outside him, is 
enclosed in another entity called environment.  
 
 
Figure 12    Agent-Environment interaction model scheme. 
 
The interaction process between these two entities is generally continuous in time, but in 
order to keep the mathematical formalism behind the model as simple as possible, is used 
here a discrete-time notation, according to which the interaction happens only in discrete 
time-steps.  
The learning process evolves in few basic steps: first of all, at each time step, 𝑡, the agent, 




perform, 𝑎𝑡, from a discrete set of actions available to him for that particular state, 𝒜(𝑠𝑡); 
then, the agent observing the environment perceives the effect of the selected action on it, 
that is the state of the environment at the next time step,  𝑠𝑡+1. Moreover producing a new 
representation, at time 𝑡 + 1, the environment responses to the solicitation of the agent with 
another output signal called reward: 𝑟𝑡+1. The reward signal is a scalar feedback value that 
indicates how good (or bad, if negative) has been the action selected by the agent over the 
environment, considering a specific final goal. The two signals produced as outputs by the 
environment, as representation of his own evolution, become the input signals for the agent 
at the next time step, according to them should be performed the next action, 𝑎𝑡+1, and so 
on.  
 
3.2.2    Return function 
On the basis of his experience, the agent tries to achieve the goal of maximizing the 
cumulative reward, namely the total amount of rewards it receives from the environment 
over the long run, rather than the immediate instantaneous rewards. In a more formal way, 
the goal of the agent is the maximization of a function called return function, 𝐺𝑡. In case the 
interaction between agent and environment could be instanced as an episodic task (given a 
complete specification of the environment) and it could be split into several subsequences 
(episodes), the finite-horizon model is used for the function, such that it gives simply the 
finite sum of the rewards collected from time 𝑡 + 1 till the final time-step of the episode, 𝑇: 
𝐺𝑡 = 𝑟𝑡+1 + 𝑟𝑡+2 + 𝑟𝑡+3 + ⋯+ 𝑟𝑇 (3.1) 
if, instead, the interaction is a continuous task (and so it’s unbreakable into identifiable 
episodes) the function would assume an infinite value if a discount rate, 𝛾 ∈ [0,1], is not 
opportunely introduced. Considering this infinite-horizon discounted reward model for the 
function, it’s expression is   





The discount rate, 𝛾, indicates the degree of interest of the agent. When 𝛾 = 0, 𝐺𝑡 = 𝑟𝑡+1 




assuming a “myopic” behaviour; when 𝛾 approaches to 1, the future rewards are more 
strongly taken into account in the maximization of 𝐺𝑡 and the agent behaves in a more 
“farsighted” way, giving similar importance to short-term actions and long-term ones.  
 
3.2.3    Policies 
The mapping from the environment’s states set 𝒮 to the action’s set 𝒜 is called agent’s policy 
and is denoted 𝜋. If the policy is deterministic, for a specific state, 𝑠𝑡 = 𝑠, there is a 
determined action to perform, 𝑎𝑡 = 𝑎, that is 
    𝜋(𝑠𝑡 = 𝑠) = 𝑎. (3.3) 
Whereas, if the policy is stochastic, the function 𝜋 is the mapping from a specific state 
belonging to the set of the possible environment’s states, 𝒮, and the probability that the agent 
performs the action 𝑎𝑡 = 𝑎, given that he observes the environment representation 𝑠𝑡 = 𝑠:  
    𝜋(𝑎|𝑠) = 𝑃(𝑎𝑡 = 𝑎|𝑠𝑡 = 𝑠). (3.4) 
This general idea can be described by the mathematical framework of Markov decision 
processes, over which the solutions for the reinforcement learning problem are constructed. 
 
3.3    Markov decision processes  
The concept of Markov decision process (MDP) is essential for the formal modelling of the 
learning process and provides a framework over which reinforcement learning problems can 
be constructed. Effectively make sense to say that a reinforcement learning task that satisfies 
the Markov property is a MDP.  
 
3.3.1    Markov property 
The Markov property is a property of environments and their relative state signals that can 
be summarized in the following sentence: “The future is independent of the past, given the 
present”. This means that, since in the most general case the dynamics of the environment 




    𝑃(𝑟𝑡+1 = 𝑟, 𝑠𝑡+1 = 𝑠′|𝑠0, 𝑎0, 𝑟1, … , 𝑠𝑡−1, 𝑎𝑡−1, 𝑟𝑡, 𝑠𝑡, 𝑎𝑡) (3.5) 
for all possible values of 𝑠 and 𝑟 at time 𝑡 + 1 and of 𝑠, 𝑎, 𝑟 at previous times 𝑡, 𝑡 − 1, …, 
0, if the state signal has the Markov property, this probability distribution is equal to  
    𝑃(𝑟𝑡+1 = 𝑟, 𝑠𝑡+1 = 𝑠




In other words, the environment's response at 𝑡 + 1 depends only on the states and actions 
at 𝑡 but not on those at previous times respect to 𝑡.  
 
3.3.2    MDP definition 
In an environment in which all states are Markov, it is possible to use this last one-step 
dynamics probability so that, by iterating the equation, one can make a prediction of all 
expected future states (𝑠𝑡+1, 𝑠𝑡+2, 𝑠𝑡+3, …) and rewards (𝑟𝑡+1, 𝑟𝑡+2, 𝑟𝑡+3, …) starting from 
knowledge only of the current state.  
Definitely, a finite MDP is made up by a 4-tuple of elements, (𝒮,𝒜, 𝑃, 𝑅), where:  
 𝒮 is the finite set of all the possible states that the environment may assume, 
namely the environment’s dynamic;  
 𝒜 is the finite set of all the possible actions that the agent can chose;  
 𝑃: 𝒮 ×  𝒜 ×  𝒮 → [0;  1] is the state - transition probability function, that is the 
one-step dynamics of the environment, where  
    𝑃(𝑠′, 𝑎, 𝑠) = 𝑃(𝑠𝑡+1 = 𝑠
′| 𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎) (3.7) 
is the probability that the environment, choosing the action 𝑎 ∈ 𝒜 when in the state 𝑠 ∈ 𝒮, 
makes a transition to the state 𝑠′ ∈ 𝒮;  
 𝑅: 𝒮 ×  𝒜 ×  𝒮 →  ℝ is the reward function, where  




is the expected value of the next reward, given that the agent, when environment’s state is 𝑠, 
cause it to pass to the state 𝑠′ after choosing an action 𝑎. 
It’s assumed that the functions 𝑃 and 𝑅 are not time dependent, that is the MDP is said 
stationary. Moreover, since the states set 𝑆 which describes the environment is finite, the 
MDP is said finite.  
The mathematical framework at the basis of the RL problems includes other definitions that 
are used to describe the agent’s capability of learn to choose optimal actions to achieve its 
goals.  
All these definitions are described in the following paragraphs.  
 
3.4    Value functions and Bellman equations 
The most part of the RL algorithms is based on the estimation of value functions for a specific 
stochastic policy. There are two kinds of value functions: state - value functions and action 
- value functions. These functions are described in the following section (3.4.1), in order to 
introduce the Bellman’s equations (3.4.2) as fundamental block of the RL framework. 
 
3.4.1    Value functions 
A state - value function, 𝑣𝜋(𝑠), is the expected return function, given that the agent is in state 
𝑠𝑡 = 𝑠 and is following a specific policy, 𝜋:  




| 𝑠𝑡 = 𝑠]. (3.9) 
Since the state - transition process is random, actually observed accumulated (discounted) 
reward (return function) might be different from the expected return that the agent gets on 
average applying policy 𝜋 starting from some initial state 𝑠𝑡 = 𝑠 (that is 𝑣𝜋(𝑠)). 
An action - value function, 𝑞𝜋(𝑠, 𝑎), is the expected return function, given that the agent is 








| 𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎]. (3.10) 
This last function is usually called Q-function and the corresponding values are called Q-
values.  
The (3.9) and (3.10) are related as following (see Appendix A for details):  
    𝑞𝜋(𝑠, 𝑎) = 𝐸𝜋[𝑟𝑡+1 + 𝛾𝑣𝜋(𝑠
′)|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎]  
 
 





3.4.2   Bellman equation for state-values 
Focusing on the state - value function, it satisfies a particular recursive relationship. For any 
policy 𝜋 and for any state 𝑠, the following condition holds between the state - value function 
of a state 𝑠𝑡 = 𝑠 and the state - value function of the possible successor state 𝑠𝑡+1 = 𝑠′:  
    𝑣𝜋(𝑠) = ∑ 𝜋(𝑎|𝑠) ∑ 𝑃(𝑠





 𝜋(𝑎|𝑠) = 𝑃(𝑎𝑡 = 𝑎|𝑠𝑡 = 𝑠) is the policy,  
 𝑃(𝑠′|𝑠, 𝑎) is the state - transition probability function,  
 𝑅(𝑠, 𝑎, 𝑠′) is the reward function,  
 𝑣(𝑠′) = 𝑣(𝑠𝑡+1) is the state - value function for the possible next state 𝑠𝑡+1 = 𝑠′. 
This relationship is known as Bellman equation for 𝑣𝜋 (see Appendix B for details) and has 
a unique solution for each policy, which is the state - value function for that policy. The 
Bellman equation averages over all the possibilities, weighting each by its probability of 
occurring. More specifically, as shown in figure 13, considering as starting state 𝑠, a possible 
arrival state 𝑠′, given that the agent is following a policy 𝜋, the state - value function of the 




expected next state, 𝛾𝑣𝜋(𝑠
′), and the reward expected along the way, 𝑅(𝑠′, 𝑎, 𝑠) =
𝐸[𝑟𝑡+1|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎, 𝑠𝑡+1 = 𝑠′]. Since from the start state is possible to reach different 
arrival states 𝑠′, this sum is weighted for the state - transition probability function 𝑃(𝑠′|𝑠, 𝑎) 
and averaged over all the possible destination states of the set, 𝑠′ ∈ 𝒮. Then, since when in 
the start state, an agent can perform one of the possible actions available for that state, 𝑎𝑡 ∈
𝒜(𝑠𝑡), with probability 𝜋(𝑎|𝑠), all the sum is newly weighted for this probability and 
averaged over all the possible actions 𝑎.  
 
 
Figure 13 A typical back-up diagram used to represent the MDPs: the white dots are the states; the black 
dots are the allowed actions from the state to which they are directly connected. 
 
3.4.3    Optimal value functions and Bellman optimality equations 
In addition to the (3.11), according to which the Q-values are expressed as a function of the 
state-values, it’s possible to express the state-values as a function of the Q-values. In fact, 
considering the (3.11), the Bellman equation can be rewritten in the following compact form:  
    𝑣𝜋(𝑠) = ∑ 𝜋(𝑎|𝑠)𝑞𝜋(𝑠, 𝑎)
𝑎∈𝒜
. (3.13) 
The state - value functions induce a partial order on the set of policies: a policy 𝜋′ is said to 
dominate (to be better than or equal to) a policy 𝜋 if and only if, for all states 𝑠 ∈ 𝒮, the 
following ordering relation is valid:  
    𝑣𝜋′(𝑠) ≥ 𝑣𝜋(𝑠).  (3.14) 
In order to reach the goal of a MDP, is necessary to find a so-called optimal policy, that is a 
policy that dominates all the others. It has been shown that an optimal policy always exists 




- value and action - value functions, respectively called optimal state - value function and 
optimal - action value function and defined as:  
    𝑣∗(𝑠) = max
𝜋
𝑣𝜋(𝑠), ∀𝑠 ∈ 𝒮 
 
(3.15) 




∀𝑠 ∈ 𝒮, ∀𝑎 ∈ 𝒜 
 
(3.16) 
The following inequality stands for all the policies 𝜋 in the policies space:  





Considering this, the extension of equation (3.13) to the case of optimal policy, it can be 
written as a maximization over the actions space rather than over the policies space:  
    𝑣∗(𝑠) = max
𝑎
𝑞∗(𝑠, 𝑎). (3.18) 
Extending the (3.10) to the case of optimal policies, it’s possible to express the optimal - 
action value function in terms of optimal - state value function:  
    𝑞∗(𝑠, 𝑎) = 𝐸[𝑟𝑡+1 + 𝛾𝑣∗(𝑠𝑡+1)|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎]. (3.19) 
Combining this last equation with (3.11), the Bellman equation for 𝑣∗, called Bellman 
optimality equation for state-values is obtained:  
    𝑣∗(𝑠) = max
𝑎∈𝒜





This optimality equation expresses the fact that the value of a state under an optimal policy 
must equal the expected return for the best action to choose from that state (rather than the 
average over all the actions of the actions set). 
In analogy, the Bellman optimality equation for Q-values is:  
    𝑞∗(𝑠, 𝑎) = ∑ 𝑃(𝑠










where a maximization is done over all the future actions 𝑎𝑡+1 = 𝑎′ belonging to the action 
set 𝒜.  
For finite MDPs, the Bellman optimality equation has a unique solution independent of the 
policy. The equation is actually a system of non-linear equations, one for each state.  
 
3.4.4   Solution methods for Bellman equation 
The way to solve this equation system changes according to the knowledge level that the 
agent has of the environment.  
If the agent knows the dynamics of the environment, (that is, in other words, functions 
𝑅(𝑠, 𝑎, 𝑠′) and 𝑃(𝑠′|𝑠, 𝑎) are known to him), the system is solvable using one of the various 
methods for solving non-linear equation systems. Once one has estimated 𝑣∗ or 𝑞∗, is 
relatively easy to find an optimal policy using model-based methods like Dynamic 
programming methods.  
Differently, in case the agent doesn’t have knowledge about the environment (doesn’t know 
𝑅(𝑠, 𝑎, 𝑠′) and 𝑃(𝑠′|𝑠, 𝑎)) there’s no knowledge of 𝑣∗ or 𝑞∗, so, methods which estimate 
such functions through experience and allow, thereafter, to find optimal policies from them, 
are needed. These methods are generally known as model-free methods and are organized in 
two main class of algorithms: Monte Carlo and Temporal-Difference.  
Since the use-case of this thesis relates to analyse the performance of a model of environment 
that is not completely specified to the agents, the following paragraphs focus on model-free 
methods, with particular relevance given to a Temporal-Difference Reinforcement Learning 
algorithm called Q-Learning.  
 
3.5    Temporal Difference learning: Q-Learning algorithm 
Among the various Temporal-Difference learning techniques that can be used to control 
MDPs, of interest of this work is in particular the Q-Learning algorithm, implemented by 
the simulator and applied to the analysed network model. An general explanation of the 
Temporal-Difference methods main features is presented in Section 3.5.1, while a focus on 





3.5.1   Temporal Difference learning methods overview 
Temporal-Difference (TD) methods for estimating the optimal value functions using a 
model-free approach are generally based on the so-called bootstrapping operation, which is 
the capability of the agent to use the estimate of the state values of other future states in order 
to update the estimate of the current state. More specifically, these methods are said to 
perform a sample backup, in the sense that the new estimate of the value function is obtained 
from a sample of the possible options for the next (rather than performing a full backup, 
relying on the estimates of all the possible successor states, like happens in Dynamic 
Programming). 
TD methods can be classified into two main groups: on-policy and off-policy policy 
evaluation methods. On-policy means that the policy used for control of the MDP (and so to 
make decisions) is the same which is being improved and evaluated. In other words, the 
estimate of the value functions for a policy is done once is given an infinite number of 
episodes generated using that same policy. In on-policy control methods the policy is said 
soft, which means that there is always an element of exploration to the policy (without being 
strict to always choose the action that gives the most reward). In this case the non-
deterministic policy has to be  
    𝜋(𝑎|𝑠) = 𝑃(𝑎𝑡 = 𝑎|𝑠𝑡 = 𝑠) > 0, ∀𝑠 ∈ 𝒮, ∀𝑎 ∈ 𝒜(𝑠). (3.22) 
Off-policy means that the policy used for control, can have no correlation with the policy 
being evaluated and improved. In this case, the infinite set of episodes needed to estimate 
the value functions 𝑣𝜋 and 𝑞𝜋 is generated by a policy 𝜇 ≠ 𝜋, where 𝜋 is the target (or 
estimation) policy and 𝜇 is the behaviour policy (which controls the agent generating 
behaviour). In order to use episodes that are generated using policy 𝜇, to estimate values for 
policy 𝜋, it’s required that every action taken under 𝜋 is also taken (at least occasionally) 
under policy 𝜇. This means that 𝜋(𝑎|𝑠) > 0 implies that  𝜇(𝑎|𝑠) > 0, where 𝜋 may be 
deterministic while 𝜇 is stochastic. In conclusion, off-policy algorithms can separate 
exploration from control differently from on-policy ones: an agent trained using an off-





3.5.2    Q-Learning algorithm 
Q-Learning algorithm was introduced by Christopher J. Watkins in 1989 [15] and is 
classified as a Temporal-Difference off-policy learning algorithm, widely used in RL 
framework for finding approximate solutions to Bellman optimality equations and then 
optimal policies. In particular, this algorithm learns optimal Q-values 𝑞∗(𝑎, 𝑠) (rather than 
state-values 𝑣∗(𝑠)) and simultaneously determines an optimal policy for the MDP.  
The procedural form of the algorithm is shown in Algorithm 3.1, while the backup diagram 
is shown in Figure 14:  
 
Q-Learning algorithm 
Initialize arbitrarily 𝑞(𝑠, 𝑎), ∀𝑠 ∈ 𝒮, ∀𝑎 ∈ 𝒜(𝑠) and 𝑞( 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 − 𝑠𝑡𝑎𝑡𝑒, ∙ ) = 0 
Repeat (each episode): 
    Initialize 𝑠𝑡 
    Repeat (each step of episode): 
        Choose 𝑎𝑡 from 𝑠𝑡 using policy derived from 𝑞 (e.g. 𝜖 − 𝑔𝑟𝑒𝑒𝑑𝑦) 
        Take action 𝑎𝑡, observe 𝑟𝑡+1 and 𝑠𝑡+1 = 𝑠′ 
        𝑞(𝑠𝑡, 𝑎𝑡) ← 𝑞(𝑠𝑡, 𝑎𝑡) + 𝛼[𝑟𝑡+1 + 𝛾 max
𝑎𝑡+1
𝑞(𝑠𝑡+1, 𝑎𝑡+1) − 𝑞(𝑠𝑡, 𝑎𝑡)]  
        𝑠𝑡 ← 𝑠𝑡+1 = 𝑠′ 
    Until (𝑠𝑡 is terminal) 
 
The update rule of Q-values is  
    𝑞(𝑠𝑡, 𝑎𝑡) ← 𝑞(𝑠𝑡, 𝑎𝑡) + 𝛼[𝑟𝑡+1 + 𝛾 max
𝑎𝑡+1
𝑞(𝑠𝑡+1, 𝑎𝑡+1) − 𝑞(𝑠𝑡, 𝑎𝑡)], (3.23) 
where 𝛼 is called step-size parameter or learning rate and must decay over time such that 
∑ 𝑎𝑡 = ∞
∞
𝑡=0  and ∑ 𝑎𝑡
2 < ∞∞𝑡=0  [15]. This formula is based on the following concept: the 
quantity 𝑟𝑡+1 + 𝛾 max
𝑎𝑡+1




immediate reward (𝑟𝑡+1), which includes some knowledge from the environment into the 
estimate itself. In fact, all the term weighed by 𝛼 represents an estimate of the error between 
the current Q-value function and the real Q-value function, for the given policy.  
In a more broad sense, this algorithm allows the agent to acquire optimal control strategies 
from delayed rewards, even when it has no prior knowledge of the effects of its actions on 
the environment. 
Since Q-Learning is an off-policy TD method, while the improved policy is greedy and 
deterministic, the actions chosen for control are based on some other policy (behaviour 
policy), which could be unrelated with the first one (e.g. an 𝜖-greedy policy, with a uniform 
distribution over the action space).  
 
 
Figure 14    Q-Learning backup diagram: the top node (the root of the backup) is a state-action pair; then, 
once in the next state 𝒔′, a maximization over all actions possible in the next state is done; the end nodes of 
the backup are all these next actions. 
 
The learned action - value function 𝑞(𝑠𝑡, 𝑎𝑡) directly approximates the optimal action - value 
function 𝑞∗ independently of the followed policy. In fact, under the assumption of exploring 
starts, according to which all the state-action pairs must be visited an infinite number of 
times (in the limit of an infinite number of episodes) at the condition of specifying that the 
first step of each episode starts at a state-action pair and that every such pair has a nonzero 
probability of being selected as the start (and, in addition, under some stochastic 







3.6    Behaviour policies for balancing exploration and exploitation 
In this section is presented the typical reinforcement learning exploration vs exploitation 
dilemma (Section 3.6.1) and a concrete application in the so-called 𝜖-greedy policies 
(Section 3.6.2). 
 
3.6.1   Exploration vs exploitation dilemma 
One of the most important issues for the TD learning algorithms is keeping a balance 
between exploration and exploitation, especially in the case of time-varying problems, in 
which an action can change is “goodness” over time. Exploration-based policies make the 
agent tending to choose a random action during some small fraction of the time, in order to 
get new information which could lead to better policies (and a better control). Exploitation-
based policies, instead, make the agent tending to choose actions which are supposed to be 
the best (in terms of accumulated reward) and so focusing on the already acquired 
information. A good way to follow for balancing exploration and exploitation is to choose a 
behaviour policy as a mixture of both policies, as the following equation shows:  
    Π𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑢𝑟 = Γ Π𝑒𝑥𝑝𝑙𝑜𝑟𝑒 + (1 − Γ)Π𝑒𝑥𝑝𝑙𝑜𝑖𝑡, (3.24) 
where 0 < Γ < 1 is a parameter that can be opportunely adjusted to make the policy more 
exploration-like (Γ close to 1) or exploitation-like (Γ close to 0). In this second case there 
are, for instance, all the on-policy methods. 
 
3.6.2    𝝐 − 𝒈𝒓𝒆𝒆𝒅𝒚 policy 
In general, there are three common policies that could fit with equation (3.21): 𝜖-greedy, 𝜖-
soft and softmax. The most commonly used in Reinforcement Learning algorithms is 
undoubtedly the first, according to that, the action with the highest estimated reward 
(greediest action) is chosen. Sometimes, with a small probability, a new action is randomly 















If 𝑎 is a greedy action 
(3.25) 
otherwise 
where 𝜖 is the parameter that can be arbitrarily made small in order to obtain a greedy policy. 
After this theoretical background about reinforcement learning framework, all the necessary 
knowledge to understand his practical application at the specific use case of Energy 






















4    System model and    
 simulation  parameters 
 
 
In this chapter the distributed Q-Learning system model of the Energy Harvesting HetNet is 
described in detail (Section 4.1), followed by simulation scenario (Section 4.2) specification, 
used to evaluate the performances and to get the results discussed in Chapter 5.  
 
4.1    System model and platform 
The system is modelled by using an open source platform called Lte with Energy-harvesting 
Octave simulator (LEO), entirely developed in GNU-Octave by Centre Tecnològic 
Telecomunicacions Catalunya (CTTC) developers and released under GPL-3 licence.  
The structure of this simulation platform is modular and can be generally schematized with 
the following block diagram (see Figure 15):  
 
 






As shown in figure, the simulator is composed by different modules. Among them, the 
blocks of particular interest for this thesis are the following three:  
 Simulation Module; 
 Main Module; 
 Algorithm Module; 
The Simulation Module concerns with the setting of a series of parameters which are directly 
related to the simulation execution and is used to effectively perform the simulation. During 
the execution, this module calls a second module, the Main Module. In this block are 
specified all the implementation details of a series of system models, such as network 
architecture configuration (base stations’ and users’ spatial distribution), wireless channel 
modelling, resource allocation procedures, energy harvesting procedures, base stations’ 
power consumption models and also traffic modelling. Moreover, this block calls a final 
module, the Algorithm Module, which is related to the execution of a specific Radio 
Resource Management algorithm, with the possibility of vary among non-intelligent and 
greedy strategies or among intelligence-provided ones, like reinforcement learning based 
algorithms. 
Starting from the description of the Main Module, and continuing respectively with 
Simulation Module and the used Algorithm Module, a more detailed explanation of the 
system model is given in the following sections.  
 
4.1.1    Main Module 
In Main Module are implemented all the fundamental parts of the system model, by using a 
bottom-up approach: all the parts has been developed starting from pre-existent both 
theoretical and empirical, standard-compliant and widely used models. Going through 
details, in Main Module is defined the following list of features and functionalities (see 
Figure 16):  
 Network architecture model design;  
 Base stations’ power consumption model;  




 Wireless channel model;  
 Resource allocation procedure; 
 Energy harvesting process.  
 
Figure 16    Main Module: this module contains the model development of various aspects of the system, 
such as network architecture, base station power consumption, traffic profile, wireless channel model, 
resource allocation and energy harvesting. 
 
The network architecture is based on a two-tier Energy Harvesting Heterogeneous Network, 
composed by heterogeneous LTE eNodeBs, where, specifically:  
 in the first tier, a single macro Base Station (BS) is directly supplied by the power 
grid, providing baseline coverage to the whole macro cell;  
 in the second tier, 𝑁 Small Cells (SC), uniquely powered through solar panels, are 
randomly distributed within the macro BS coverage area in order to increase the 
capacity where needed. By means of distributed Q-Learning agents, an intelligent 
control on Radio Resource Management (RRM) of the SCs is moreover provided. 
Each SC 𝑖 has a set 𝑈𝑖 of associated users uniformly distributed within the cell. 
The macro cell coverage area is square-shaped. The macro eNB is placed in the centre of 
this area, whereas SCs are randomly distributed in the area with the constraint that their cells 






Figure 17    Network architecture model scheme: two-tiers EH HetNet with a single macro-eNB placed in 
the center of a squared macro cell and randomly distributed micro-eNBs with non-overlapping small cells, 
serving a set of users. While macro-BS is directly connected to the power grid, all the SC’s eNBs are fed by 
solar power. 
 
For the BS power consumption, the adopted reference model is that proposed in [19], 
according to which an accurate estimation of the BS power consumption is derived by using 
a bottom-up approach: at first, a BS high-level block diagram with the main radio HW 
components (antenna interface, power amplifier, small-signal RF-transceiver, baseband 
interface, DC-DC, cooling and main supply) for each BS type is defined; then, the power 
consumption in Watts is estimated individually for each sub-component at maximum load 
conditions (which is the RF power needed to be complaint with the release 8 LTE standard); 
finally, the power consumption of a BS is evaluated as a function of signal load. At the end 
of this process, the power consumption of a LTE BS can be expressed through a complex 
equation, which can be simplified, making opportune assumptions, to the following linear 
function  
    𝑃 = 𝑃0 + 𝜌𝛽 (4.1) 
where 𝜌 ∈ [0,1] is the traffic load of the BS, normalized with respect to its maximum 
capacity, and 𝑃0 is the baseline power consumption.  








BS Type 𝑷𝟎[𝑾] 𝜷[𝑾] 




Table 2    Typical values for parameters of simplified linear equation for LTE BS power consumption model 
according to EARTH D2.3 SOTA 2010. 
 
The normalized traffic demands of users follows a urban profile like that described in [20] 
and shown in Figure 18. The traffic values are obtained by averaging the measurements (at 
15 minute intervals) collected during a week, and are then normalized to the peak traffic 
value in the cell. The key-feature of these measurements is that traffic peaks are concentrated 
around working hours (e.g., between 8am and 8pm).  
 
 
Figure 18    Normalized traffic demand for a urban operational network across two consecutive days: as 
visible, the traffic peaks are concentrated around working hours, between 8am and 8pm. In the same figure is 
also shown the normalized harvested energy trend in two consecutive days, whose peaks are not perfectly 
aligned with the traffic peaks due to some optimization actions missing (see Section 4.2.4 for details). 
 
For what concerns the traffic distribution among users, the data user activity model of [19] 
is adopted, according to which users are classified into two distinct categories: heavy users, 




MB/h, and ordinary users, which comprise the remaining part of UEs and consume 112.5 
MB/h.  
Harvested energy traces scavenged by the considered outdoor solar sources have been 
obtained using the SolarStat tool [21], considering the city of Los Angeles as the deployment 
location. These traces have been modelled as a function of time through a stochastic Markov 
process with 12 energy states which provide an excellent approximation of the harvested 
energy process for the simulation of an energetically self-sustainable communication system 
like that related to this use-case. In addition, a slotted-time model with a slot duration of 1 
hour is deemed appropriate to track variations in the system load and in the energy harvesting 
process for the considered simulation scenario.  
About wireless channel model, Okumura-Hata propagation model [22] is used in this 
platform to perform the link budget, namely to estimate the maximum allowed signal 
attenuation, called path loss, between the mobile and the base station antenna [23]. 
According to this empirical propagation model, which completes Okumura model taking 
into account the effects of diffraction, reflection and scattering caused by city structures and 
obstacles, the path loss in a urban area is a function of four basic parameters: frequency, 
distance between UE and BS, height of UE and height of BS.  
In formulas:  
    𝐿𝑈 = 69.55 + 26.16 log10 𝑓
− 13.82 log10 ℎ𝐵 − 𝐶𝐻 + [44.9 − 6.55 log10 ℎ𝐵] log10 𝑑 
(4.2) 
where:  
 𝑓 is the frequency expressed in MHz, which can vary between 150 and 1500 MHz;  
 𝑑 is the distance between UE and BS expressed in kilometres, which can vary 
between 1 and 10 km;  
 ℎ𝐵 is the height of the BS’s antenna expressed in metres, which can vary between 30 
and 200 m;  
 ℎ𝑀 is the height of the UE’s antenna expressed in metres, which can vary between 1 
and 10 m;  




    𝐶𝐻 = {
8.29(log10(1.54ℎ𝑀)
2 − 1.1,   if 150 ≤ 𝑓 ≤ 200 
3.2(log10(11.75ℎ𝑀)
2 − 4.97,   if 200 < 𝑓 ≤ 1500 
 (4.3) 
 
Besides the modelling of the wireless channel with a propagation model, a model for the 
resource allocation procedures has to be chosen. At physical layer, for downlink, LTE is 
based on OFDMA, a highly flexible radio access technology which provides high scalability, 
simple equalization, and high robustness against the time-frequency selective nature of radio 
channel fading. According to this scheme, radio resources are allocated into the time-
frequency domain, as indicated in [24, 25] and shown in Figure 19. In particular, in the time 
domain they are distributed every Transmission Time Interval (TTI), each one lasting 1 ms. 
The time is split in frames, each one composed of 10 consecutive TTIs. Furthermore, each 
TTI is made of two time slots with length 0.5 ms, corresponding to 7 OFDM symbols in the 
default configuration with short cyclic prefix. In the frequency domain, instead, the total 
bandwidth 𝐵, which can vary from 1.4 MHz up to 20 MHz, is divided in sub-channels of 180 
kHz, each one with 12 consecutive orthogonal and equally spaced OFDM 15 kHz sub-
carriers. A time-frequency radio resource spanning over two time slots in the time domain 
and over one sub-channel in the frequency domain is called Resource Block (RB) and 
corresponds to the quantum of radio resource units that can be assigned to an UE for data 
transmission. As the sub-channel size is fixed, the number of RBs varies according to the 
system bandwidth configuration (see Table 3).  
 
 





In order to perform the resource allocation, the system model includes some PHY-layer and 
Link-layer functionalities like those explained in [23, 25, 26]. Among them: 
 CQI feedback: the procedure of the Channel Quality Index (CQI) reporting is a 
fundamental feature of LTE networks since it enables the estimation of the quality 
of the downlink channel at the eNB. Each CQI is an index calculated as a quantized 
and scaled measure of the experienced Signal to Interference plus Noise Ratio 
(SINR). In particular, each eNodeB broadcasts a signaling pilot sequence and all the 
UEs within its coverage area, decoding it, generate a list of CQI on a per sub-channel 
basis, in order to provide the eNodeB with an overall quality information snapshot. 
CQI feedbacks represent an indication of the data rate that can be supported by the 
channel for allocation and scheduling purposes, as shown in Table 3.  
 
CQI Index Modulation Coding Rate (x1024) Bits per Resource Element 
0 Out of range   
1 QPSK 78 0.1523 
2 QPSK 120 0.2344 
3 QPSK 193 0.3770 
4 QPSK 308 0.6016 
5 QPSK 449 0.8770 
6 QPSK 602 1.1758 
7 16QAM 378 1.4766 
8 16QAM 490 1.9141 
9 16QAM 616 2.4063 
10 64QAM 466 2.7305 
11 64QAM 567 3.3223 




13 64QAM 772 4.5234 
14 64QAM 873 5.1152 
15 64QAM 948 5.5547 
Table 3    CQI index table for LTE. 
 
 Modulation and Coding Scheme (MCS) selection: Adaptive Modulation and Coding 
module (AMC), is a link-layer entity that selects the proper Modulation and Coding 
Scheme (MCS), namely a combination between a modulation scheme and a coding 
scheme (see Table 4), trying to maximize the supported throughput given a certain 
Block Error Rate (BLER). Through his action, a user which experiences a higher 
SINR is served with higher bitrates, while a user experiencing bad channel conditions 
(i.e. cell-edge users), maintains active connections, but at the cost of a lower 
throughput. It is important to note that the number of allowed modulation and coding 
schemes is limited. Since an increase in the SINR does not bring to any throughput 
gain, the AMC works together with the power control module making possible an 
increase of the bitrate selecting a higher MCS simply boosting transmission power 









1 QPSK 0.15 0.08 
2 QPSK 0.19 0.1 
3 QPSK 0.23 0.11 
4 QPSK 0.31 0.15 
5 QPSK 0.38 0.19 
6 QPSK 0.49 0.24 
7 QPSK 0.6 0.3 
8 QPSK 0.74 0.37 




10 QPSK 1.03 0.51 
11 16QAM 1.18 0.3 
12 16QAM 1.33 0.33 
13 16QAM 1.48 0.37 
14 16QAM 1.7 0.42 
15 16QAM 1.91 0.48 
16 16QAM 2.16 0.54 
17 16QAM 2.41 0.6 
18 64QAM 2.57 0.43 
19 64QAM 2.73 0.45 
20 64QAM 3.03 0.5 
21 64QAM 3.32 0.55 
22 64QAM 3.61 0.6 
23 64QAM 3.9 0.65 
24 64QAM 4.21 0.7 
25 64QAM 4.52 0.75 
26 64QAM 4.82 0.8 
27 64QAM 5.12 0.85 
28 64QAM 5.33 0.89 
29 64QAM 5.55 0.92 
Table 4    Modulation and Coding scheme table. 
Other feature of the system model are described in the following section, regarding the 
Simulation Module. 
 
4.1.2    Simulation Module 
The Simulation Module is a module with the functionalities to effectively perform the 
simulation and to set all the simulation parameters regarding five different aspects: 
simulation timing, network architecture, resource allocation, devices and finally used 





Figure 20    Simulation Module: this module is used to set all the simulation parameters, such as running 
phase, network architecture, resource allocation and devices. 
 
Simulation timing parameters are related to the execution features of the simulation itself 
and can be changed according to the kind of analysis which has to be conducted. Among 
them, there are:  
 Initial seed: this value is an integer number and indicates the starting seed identifier. 
In order to satisfy the reproducibility principle of measurements, a random seed 
should be varied a certain number of times across different simulations;  
 Number of runs: this parameter is an integer number and indicates how many times 
the simulation has to be reproduced, namely how many times has to be chosen a 
different random seed; 
 Number of days: this parameter is an integer number and indicates how many days 
of a solar year should be simulated; 
 Month’s identifier: this parameter indicates the way to perform the simulation in 
terms of energy harvesting statistics. If the month’s identifier is an integer number 
between 1 (month’s identifier for January) and 12 (month’s identifier for December), 
the simulation is performed according to the energy harvesting statistics of the related 
specific month. If, differently, the month’s identifier is set to 0, the harvesting 




Network architecture parameters are related to the two-tier Energy Harvesting 
Heterogeneous Network described in the previous section, related to Main Module. The list 
of configuration parameters is the following: 
 Number of small cells; 
 Number of macro-cells; 
 Number of users per small cell; 
 Total number of users in the network: this last parameter is simply given by the 
Number of users per small cell multiplied by the Number of small cells. 
For what concerns resource allocation, a single parameter can be varied, according to the 
considered LTE total bandwidth: the Number of Resource Blocks. This value can be chosen 












Table 5    LTE Maximum Number of Resource Blocks inside a specific bandwidth size. 
 
Devices parameters are related to the SC eNB’s batteries (which store the harvested energy) 
and to the solar panels (which sink energy from the Sun). In particular:  
 SC’s battery maximum capacity: this value indicates the maximum battery capacity 




 Physical SC’s battery threshold: this parameter is the threshold value under which a 
SC eNB’s battery can be considered effectively discharged. It’s normalized respect 
to the maximum battery capacity and is expressed in percentage; 
 Algorithm SC’s battery threshold: this parameter is the threshold value under which 
a SC eNB’s battery can be considered discharged according to the algorithm 
rationale. As the physical threshold, it’s normalized respect to the maximum battery 
capacity and is expressed in percentage;  
 PV panel’s type: this parameter indicates the considered type of PV panel. It is 
possible to use different type of solar panels according to the energy necessities of 
the SC’s base station (and consequentially to the dimension of the cell among micro-, 
pico-, femto-). In this use case only micro-cells are considered; 
 PV panel’s nominal output reference voltage: this parameter is the output reference 
voltage for the photovoltaic panel used to fed the SC’s eNBs;  
 Number of PV panel cluster’s cells: this value is an integer value and indicates the 
number of cells which compose a cluster according to the specific type of PV panel;  
 PV panel’s harvested energy Cumulative Distribution Function matrix: this 
parameter is relative to the approximated harvested energy traces scavenged by the 
considered outdoor solar source, obtained through SolarStat simulator. It changes 
according to the specific type of PV panel; 
Finally, regarding the algorithm, different kind of parameters can be set through Simulation 
Module, according to the algorithm type. In the specific case of interest, since Q-Learning 
Module is used (see Section 4.1.3 for further details on parameters meanings), the list of 
parameters is the following:  
 Learning rate: this parameter influences the learning capability of the algorithm;  
 Discount factor: this parameter influences the capability of the learning agent of 
being “myopic” or “farsighted” respect to the maximization of rewards;  
 𝜖 − 𝐺𝑟𝑒𝑒𝑑𝑦 factor: this parameter balances the exploration and exploitation 




 Threshold for macro-cell normalized load: this parameter is used in comparison with 
the number of quantization levels for the normalized load of a specific SC (see 
Section 4.1.3); 
 Number of quantization levels for battery: this parameter indicates the number of 
quantization levels chosen by the algorithm for the normalized battery level of the 
SCs;  
 Number of quantization levels for actions: this parameter indicates the number of 
quantization levels chosen by the algorithm for the actions that could be performed 
by an agent;  
 Reward battery threshold: this value indicates the Algorithm SC’s battery threshold, 
previously mentioned regarding devices’ parameters;  
 𝜅 load coefficient: this parameter is used for balancing the trade-off between 
throughput increasing and energy saving (see Section 4.1.3);  
 Negative reward for battery below the algorithm threshold: this parameter indicates 
the negative reward that the agent receives once the SC’s battery level goes below 
the algorithm threshold or once the instantaneous drop rate overcomes the maximum 
tolerable value (see Section 4.1.3). 
Once all the simulation parameters are set according Simulation Module, through the Main 
Module the Algorithm Module is called and executed, such that, in case of reinforcement 
learning algorithm, some intelligence is brought to the Radio Resource Management basic 
procedure.  
 
4.1.3    Algorithm Module 
As anticipated before, Algorithm Module is called from the Main Module in order to apply 
a specific strategy of resource allocation to the network. In particular, thanks to the modular 
approach of the whole simulation, this module can be changed according to different 
scheduling strategies. In case is required a simulation of the system in normal condition, 
without intelligent RRM algorithms, is called a module called Basic Allocation Module (or 
“greedy module”). In case, differently, some intelligent strategies are required, is possible to 




in this thesis: e.g. Q-Learning Module. Moreover, is possible anyway to develop new 
algorithm modules in order to simulate different kind of RRM approaches.  
Some details about Q-Learning Module are now presented and a schematic representation 
of how the interaction between agents and environment happen is shown in Figure 21.  
The network setup is made up by 𝑁 distributed intelligent and uncoordinated agents each 
one partially observing the overall scenario and acting a control on a single of the 𝑁 SCs (it 
can be assumed that the agent and the controlled SC make a unique entity).  
Each agent, by following the Q-Learning algorithm, has to interact in real-time with the 
environment in order to reach the goal of learning an energy management policy. The 
decision making process of each agent is mathematically defined by a Markov Decision 
Process with the following features:  
 𝒮 is the environment state set and includes all the state vectors 𝑠0⃗⃗  ⃗, 𝑠1⃗⃗  ⃗, 𝑠2⃗⃗  ⃗, …, 𝑠𝑡−1⃗⃗ ⃗⃗ ⃗⃗  ⃗, 
𝑠𝑡⃗⃗  ⃗, 𝑠𝑡+1⃗⃗ ⃗⃗ ⃗⃗  ⃗, … 
State vector at time 𝑡 is given by 𝑠𝑡⃗⃗  ⃗ = {𝑠𝑡
1, 𝑠𝑡
2, … , 𝑠𝑡
𝑖, … , 𝑠𝑡
𝑁}, where 𝑠𝑡
𝑖 is the state of the 𝑖-th 
SC at time 𝑡. The local state is defined by the following set of three sub-states:  




𝑖 }, (4.4) 
where:  
o 𝐸𝑡
𝑖 is the state of the renewable energy source (based on the incoming amount 
harvested energy), uniformly quantized into 2 levels (e.g., “day” and 
“night”);  
o 𝐵𝑡
𝑖 is battery energy level normalized respect to the maximum energy level, 
quantized into 5 levels;  
o 𝐿𝑡
𝑖  is the normalized load for SC 𝑖 in time-slot 𝑡, which depends on the number 
of users served by this SC and is quantized into 3 levels;  
 𝒜 is the action set, composed basically by the two actions of switching ON and OFF 
the SC that the agent could perform. When the agent switches OFF the controlled 
SC, the associated users have to connect to the macro BS in order to be served. In 




slot, when a variation of system state may lead to different RRM decisions of the 
agent. 
The model is fitted on the Q-Learning algorithm, which is based on the following dynamics 
(see Figure 21): each agent 𝑖 observes the status of the controlled SC 𝑖 at time 𝑡, 𝑠𝑡
𝑖, and 
basing on it, independently chooses an action 𝑎𝑡
𝑖  from the action set 𝒜. As a consequence of 
the execution of this action, the environment returns an agent dependent reward, 𝑟𝑡
𝑖, which 
allows the local update of a so-called Q-value, 𝑞(𝑠𝑡
𝑖, 𝑎𝑡
𝑖), indicating how good is the selection 
of action 𝑎𝑡
𝑖  in state 𝑠𝑡
𝑖, in terms of expected cumulative reward.  
According to the algorithm, the updating rule for Q-values is the following:  





𝑖 + 𝛾 min
𝑎
𝑞(𝑠𝑡+1
𝑖 , 𝑎′) − 𝑞(𝑠𝑡
𝑖, 𝑎)]  (4.5) 
where 𝛼 is the learning rate, 𝛾 is the discount factor, and 𝑎′ is the optimal action associated 
to next-state 𝑠𝑡+1
𝑖 . For more details on RL theory and Q-Learning algorithm is suggested the 
reading of Chapter 3 and eventually its associated references.  
 
 
Figure 21    Contextualized agent-environment interaction scheme: each agent (or SC’s BS) basing on the 
environment representation (battery level, renewable energy state and SC’s load) chooses an action (turning 
ON or OFF) and observes the environment’s response in form of a new representation (state) and of a reward 





Regarding the reward function, the following model has been developed:  









𝑖 < 𝐵𝑡ℎ 𝑜𝑟 𝐷 > 𝐷𝑡ℎ
𝐵𝑡
𝑖 ≥ 𝐵𝑡ℎ𝑎𝑛𝑑 𝐷𝑡 ≤ 𝐷𝑡ℎ  𝑎𝑛𝑑 𝑆𝐶𝑖 𝑖𝑠 𝑂𝑁
𝐵𝑡
𝑖 ≥ 𝐵𝑡ℎ𝑎𝑛𝑑 𝐷𝑡 ≤ 𝐷𝑡ℎ 𝑎𝑛𝑑 𝑆𝐶𝑖 𝑖𝑠 𝑂𝐹𝐹
 (4.6) 
where 𝑇𝑡
𝑖 is the normalized throughput of SC 𝑖 in time-slot 𝑡, respect to the offered traffic; 
𝐷𝑡 is the instantaneous system drop rate, defined as the ratio between the total amount of 
traffic dropped and the traffic demand in the entire network (accounting for macro and small 
BSs); 𝐷𝑡ℎ is the maximum tolerable drop rate; finally, 𝐵𝑡ℎ is a threshold on the battery level.  
According to the first line condition, the reward should be 0 (no payoff) for the agent when 
the battery level falls below the threshold or the instantaneous system drop rate overcomes 
the maximum tolerable one. The null payoff incentivizes the SC to turn itself OFF to save 
energy, offloading the macro BS at a later time.  
A higher reward is given to the agent when the conditions of the second and third line are 
satisfied: in particular, the reward is proportional to the throughput when the SC is turned 
ON and is, instead, proportional to the inverse of the battery energy level when the SC is 
OFF. When 𝜅𝑇𝑡
𝑖 > 1/𝐵𝑡
𝑖, the SC, after a learning phase, will choose to remain ON offloading 
the macro BS and increasing throughput. Differently, in case 𝐵𝑡
𝑖 and 𝑇𝑡
𝑖 are both low, 1/𝐵𝑡
𝑖 
may dominate over 𝜅𝑇𝑡
𝑖 and so the SC switches OFF to save energy. The constant κ is used 
to balance the trade-off between throughput increasing and energy saving.  
 
4.2    Simulation parameters’ values 
In this section a description of the values chosen for the parameters of the model of the 
network is done, regarding especially on the aspects of the network architecture, of the users’ 
traffic, of the power supplies, of the network devices and finally of the algorithm and 
resource allocation procedure in the use case scenario. 
 
4.2.1    Network architecture parameters 
The number of SC is variated through various simulations.  




The side of the squared macro-cell coverage area is equal to 1 km; 
The non-overlapping constraint of SC is related to a coverage radius of 50 m for each SC, as 
their maximum transmission power is about 38 dBm (see Section 4.2.4);  
The number of UEs which are uniformly placed within the coverage area of each SC is 120 
per SC, and has been selected so that the SCs are congested during the traffic peaks (see 
Section 4.1.1).  
 
4.2.2    Power supplies parameters 
The renewable energy sources used for supplying energy to the SCs are 16x16 arrays of 
Panasonic N235B solar modules, with a single cell efficiency of 21.1%, a normalized output 
power of about 186 𝑊/𝑚2 and a total extension area of 4.48 𝑚2.  
The energy storage units for SCs are batteries of size 2 kWh.  
 
4.2.3    Network devices parameters 
In order to assign concrete parameters to the SCs, is considered in this use-case a specific 
type of BS: Alcatel-Lucent 9764 Metro Cell Outdoor (see Figure 22), which provides a 
maximum transmission power of 38 dBm which corresponds to a 50 m coverage radius for 
the cell.  
 
Figure 22    Alcatel-Lucent 9764 Metro Cell Outdoor. It can be installed, for instance, in street lamps if used 







4.2.4    Algorithm and Resource Allocation parameters 
The distributed Q-learning algorithm described in Section 4.1.5 is independently 
implemented by each SC and is used in simulations with the following parameters:  
 The learning rate, used for evaluating Q-values, is 𝛼 = 0.5; 
 The discount factor, used to discount the cumulative reward over the long run, is 𝛾 =
0.9;  
 The constant 𝜅, used for balancing the trade-off between throughput increasing and 
energy saving, is 𝜅 = 10.  
 The constant 𝜀, (the exploration probability, namely the probability of the agent to 
visit random states) used to regulate exploration and exploitation features of the 
algorithm, is 𝜀 = 0.1; 
 The battery threshold 𝐵𝑡ℎ, is set to 30% of the total battery capacity, so 𝐵𝑡ℎ = 0.3;  
 The maximum tolerable traffic drop rate is 𝐷𝑡ℎ = 0.05.  
In the considered use-case, a 5 MHz bandwidth is considered, with a maximum number of 
RB allocable per UE of 25 (see Table 5).  
Once a specification of the parameters of the platform is done, in the next chapter is 
described the series of simulations performed and, therefore, are exhaustively shown and 













5    Simulations, results and data processing 
 
 
This chapter shows the simulations performed and the comments to their relative results 
(Section 5.1). Thereafter, in Section 5.2, is described the data processing methodology 
adopted to post-elaborate the simulator results (Section 5.2).  
All the simulations have run on Ubuntu Linux operating system using LEO, an Lte Energy 
harvesting Octave simulator entirely developed in GNU-Octave by CTTC and distributed 
under GPL-3 licence.  
 
5.1    Simulations and results 
Different aspects of the system are investigated in this thesis. First of all, a deep focus on 
hourly statistical behaviour of the simulated environment is done with the scope of analysing 
the convergence of the already implemented Q-Learning algorithm, when a progressively 
higher number of small cells is used (see 5.1.1). In the second half, instead, a comparative 
analysis between an off-line trained version of the previously implemented Q-Learning 
algorithm (indicated as “TQ-Learning”) and a basic “greedy” algorithm, which doesn’t use 
reinforcement learning is shown (see 5.1.2). 
 
5.1.1    System’s hourly statistical behaviour 
In order to investigate about the system’s convergence when a progressively higher number 
of small cells operates inside the macro-cell coverage area, two parameters are considered:  
 Hourly battery level of each small cell;  
 Hourly number of allocated physical resource blocks (PRB) by each small cell.  
With the term “convergence” is meant that the system reaches some stability, resulting 
output-bounded around a certain value of the considered parameter, after a certain amount 





The analysed simulations are the following:  
 Analysis of the behaviour of the system when a single small cell operates in the 
macro-cell coverage area. The statistical harvesting conditions of the simulated time 
period of 180 days (corresponding to 4320 hours) are related to the month of January; 
 Analysis of the behaviour of the system when 3 small cells operate in the macro-cell 
coverage area. The statistical harvesting conditions of the simulated time period of 
180 days (corresponding to 4320 hours) are related to the month of January (winter 
conditions);  
 Analysis of the behaviour of the system repeating the two previous simulation 
settings but with the statistical harvesting conditions of the simulated time period 
related to the month of July (summer conditions); 
As said before, the first considered time-depending parameter is the hourly battery level 
(normalized respect to the full battery capacity). The plots related to this parameter can be 
obtained without any a-posteriori data elaboration, but directly from the simulator outcome. 
Nevertheless, to make more visible the results according to the scope of the analysis, a post 
processing filter is used to exclude from the plots the outcomes which overcome the 
normalized battery level threshold of 0.3, imposed by the Q-Learning algorithm (see Chapter 
4, Section 4.1.2). More details on the used filter are explained in Section 5.2.1.  
As shown in Figure 23, when a single small cell is working in the system (beside the macro-
BS), the normalized battery level of the small base station has a floating behaviour during 
the first 25 days of the simulated period of 180 days. After 600 hours, the system becomes 





Figure 23    Hourly normalized battery level for a single small cell scenario: after about 600 hours (25 days 
of simulation) the system gets stable. This plot is referring to harvesting statistic conditions related to the 
month of January. 
 
Since the shown values are only those under the algorithm threshold, an explanation of this 
behaviour is that the system needs some time before starting to enable the action of the small 
cell to support the macro base station offloading it. This training days should be removed 
from the following statistics in order to get results related to a steady-state behaviour of the 
system. Regarding the sparse values which are present in the following “stable” simulated 
days, they are due to the exploration feature which characterizes the Q-Learning algorithm: 
sometimes the algorithm needs to randomly explore the use of actions (in this case the 
switching-off action) which are not considered to be the best (and so to be part of an optimal 
policy), to get experience about what are the rewards in the worst cases. 
Making the same simulation with the harvesting statistical conditions related to the month 
of July (see Figure 24), the results are coherent with the expectations: since during a summer 
month the solar panels of the small cells are capable of harvesting a larger quantity of energy, 
as a consequence, the level of the battery results higher respect to the January case, and so 
the number of switch-off occurrences is reduced. This is evident in the plot from the fact that 
there are less points under the algorithm battery threshold of 0.3, indicating that a small cell 





Figure 24    Hourly normalized battery level for a single small cell scenario: after about 600 hours (25 days 
of simulation) the system gets stable. This plot is referring to harvesting statistic conditions related to the 
month of July, so respect to the January case, there are less switch-off times for the small cell cause of the 
better harvesting conditions during summer. 
 
Increasing the number of small cells to 3, the battery level maintains a similar behaviour to 
that observed in the single small cell scenario. As shown in Figure 25, the floating trend of 
the battery level is constrained within the first 600 hours of simulation just for the first and 
for the second small cell. Regarding the third one, it has a variable trend of battery level even 





Figure 25    Hourly normalized battery level for 3 small cells scenario: the floating behaviour in 
correspondence of the first 600 hours is evident only for the first two small cells. Regards the third one, it has 
a floating behaviour for a larger time interval, which is index of a lack in synchronization of the algorithm. 
 
This results indicates that the system suffer in terms of time synchronization in the action 
performed by the various small cells. A better synchronization can be obtained through the 
use of different 𝜀 parameter for balancing the exploration vs exploitation policy of the 
algorithm in favour of less exploration (and so less randomization). In a certain sense, the 
behaviour of the third small cell is indicative of a lack of the algorithm in terms of 
convergence (when more than a single small cell is used). This phenomenon that could be 
partially faced, for instance, recurring to a kind of semi-supervised use of the algorithm 
itself: besides experiencing directly from the interaction with the environment, the algorithm 
could be fed with some training data, obtained from a previous training simulation phase 




In conclusion, it’s evident that:  
 Performing the simulation at very different statistical harvesting conditions (i.e. 
January as indicative winter month and July indicative summer month), the policy 
adopted by the agent who control the small cells result different: while during the 
winter months, as the harvested energy is few (due to the small exposition to sunlight 
and to worst climate conditions respect to summer), the small cells tend to switch-
off more times respect to the summer case, since their battery level undergoes more 
frequently the algorithm threshold; 
 While in a single small cell scenario, the algorithm converges after 600 hours of 
simulation, in scenarios with a greater number of small cells, each small BS is 
controlled by individual and independent agents which follow different policies. In 
other words, as a consequence of this, the algorithm works in a not synchronized way 
in terms of time. Different possible stopgap solutions to this problem can be proposed 
and a deep discussion about this is done in the following Chapter. 
The second time-dependent parameter which is studied in order to extrapolate information 
about the system’s convergence, as anticipated before, is the number of RB which are 
allocated for each hour of the simulated time period by each small cell, according to the Q-
Learning RRM algorithm. As already said in Chapter 4, Section 4.2.5, for this considered 
use-case the total available LTE bandwidth for each base station is 5 MHz, so the relative 
maximum number of PRB which are allocable is 25 (see Table 5). So, if a small cell is 
switched on at a certain hour, it allocates 25 PRB; differently, if a small cell is switched off 
at a certain hour, it doesn’t allocate any PRB to the served UEs. 
In particular, the hourly allocated PRB parameter is used to visualize, thereafter, for each 
studied scenario, the histogram of the switch-off occurrences of each small cell for each of 
the 24 daily hours across the whole simulated time period.  
The methodology used to process the simulator output data to obtain the histogram are 
explained with more details in Section 5.2.2.  
For what concerns the single cell scenario, as shown in Figure 26, the histogram is coherent 
with the adopted model of the daily traffic pattern (see Chapter 4, Section 4.1.1 and Figure 
18): the switch-off occurrences are lower in correspondence of the traffic peaks, related to 





Figure 26    Small cell’s switch-off occurrences for every hour of the day across 180 simulated days (in 
January): few switch-off occurrences correspond to the traffic peaks during the working hours (8am to 8pm). 
 
This plot shows that the algorithm follows behavioural policies which are strictly dependent 
on the traffic shape. However, even in this situation is possible to observe kind of anomalies 
in the behaviour of the system: the histogram doesn’t show a perfectly decreasing number 
of switch-off occurrences, for instance from 5am till 10am. This bimodal effect in the left 
part of the plot is mainly due to the fact that the agent doesn’t have accumulated, around 
6am, enough energy to remain switched on till the end of the working hour peak (about 
8pm): to save more energy, the small cells switch-off again around 6am to 8am before newly 
become active during the principal working hours. 
Observing the results of the same simulation performed in the statistical harvesting 
conditions of July, it’s evident that the general behaviour is coherent with the expectations, 





Figure 27    Small cell’s switch-off occurrences for every hour of the day across 180 simulated days (in 
July): few switch-off occurrences correspond to the traffic peaks during the working hours (8am to 8pm). 
 
Differently from the January case, though, in July the daily range of time which corresponds 
to of a low number of switch-off occurrences is definitely larger than the one shown in Figure 
27: a possible explanation of this conduct of the system is that during summer, since there 
are more sunlight hours per day, there is as consequence a larger quantity of harvested energy 
available to the algorithm to perform his actions (beside providing an efficient resource 
allocation). Through this larger quantity of harvested energy, there are less times respect to 
winter in which the small cells should undergo the algorithm threshold. That’s also coherent 
with the battery level analysis discussed before.  
Similar results can be shown also in next figure, regarding a 3 small cells scenario both for 




     
Figure 28    Small cell’s switch-off occurrences for every hour of the day across 180 simulated days (in January 
and July) for a 3 small cells scenario.  
 
A main difference can be noticed between the two series of plots: as well as in the case of 
single cell scenario, the number of switch-off occurrences plotted in the histograms of the 
various small cells results more gradually decreasing for January and so, more abrupt for 
July. The reason of this is the same explained before for the single small cell scenario’s 
analysis, and this clarifies also the fact that there are higher peaks values (reaching at most 
160 occurrences) in July, respect to January (reaching at most 135 occurrences). Moreover, 
another observation can be done regarding these histograms: both for January scenario, and 
for July scenario, the histogram shape of one of the three small cells results quite different 
from the other two. In particular, for January (Figure 28-A) the histogram has a gradually 




July, instead, the presence of the peaks in the histogram related to the first small cell, in the 
first working hours, is not verified in the histograms related to the other two small cells (more 
similar to the one seen before in the single cell scenario). 
Concerning the different behaviour of small cell number 3 respect to the other two, for the 
January case, a possible motivation of this can be understood observing the results of the 
random positioning algorithm which starts every time a simulation run. In this case, the 
algorithm respectively places the small cells at coordinates (866.80, 912.65) m, (93.66, 
166.461) m and (740,80, 761.565) m, that is in the top left corner of the squared macro-cell 
area, in the bottom left corner and an intermediate position between the macro-BS and the 
top right corner of the macro-cell’s area. The small cell 3 results the closest to the macro-
BS, namely the less affected by noise among all. Since the closer is a BS to the macro-BS, 
the less it influences the macro in terms of drop rate, the agent who controls this small cell’s 
base station chooses a policy which allow the BS to gradually decrease the number of switch-
offs (without presenting the bimodal effect encountered in the other two base stations). For 
the same reason, observing the histogram relative to the first of the three small cells in July 
scenario, the bimodal effect is due to the fact that the small cell is the farer from the macro-
BS, so needs more to harvest energy in order to provide service during full traffic time. 
In conclusion, regarding the switch-off policy adopted by the algorithm, it’s possible to say 
that:  
 the behavioural policies followed by the algorithm make it capable of performing 
number of hourly switch-off actions which are statistically strictly dependent on the 
traffic shape model: during working hours, since a greater load characterizes the 
network, there’s more need of active small cells to support the macro-cell; 
differently, during the non-working hours, there’s a higher number of switched off 
small cells;  
 the behavioural policies followed by the algorithm are also influenced by the 
statistical harvesting conditions of the simulation, namely by when the simulation is 
performed (whether in winter or during summer): a larger number of sunlight hours 
makes the harvesters units capable of storing larger quantity of energy. By virtue of 
that, during summer there is a larger number of switched on small cells , offloading 




 increasing the number of small cells in the simulation scenario, the agents who 
control some of them, perform unexpected actions in random times due to the 
exploration feature of the algorithm.  
This kind of analysis aims to complete the one conducted in [12], going deeply and verifying 
if the system behaviour is coherent with the theoretical expectations even in a daily or 
monthly perspective.  
In the following larger section, instead, a completely different approach is followed to 
analyse the algorithm performances: in this case, like in [12], the analysis is based on the 
comparison between a “greedy” algorithm (which performs allocation whithout intelligence) 
and the Q-Learning one. Nevertheless, differently from [12], the Q-Learning algorithm is 
fed with some training information. 
 
5.1.2    Comparative analysis between off-line trained Q-Learning   
 and “greedy” algorithm 
In this analysis, as anticipated in the previous section, is conducted a comparison between 
the performance of two different algorithms: the first one is called “greedy”, meaning that it 
has no intelligence to apply for the resource allocation management procedure, performing 
the switch-off of the small cells in the network only in case BS’s battery level undergoes a 
certain threshold; the second one, is a trained version of the Q-Learning algorithm used in 
[12], with the difference respect to his basic use, that in this case it is fed, in an “off-line” 
way, with some training data, making a sort of “supervised” use of a reinforcement learning 
algorithm.  
With the expression “off-line”, is meant that the Q-Learning algorithm avoids a static 
initialization of the q-values during his first iteration, seeking some “training” q-values 
obtained through previous simulations instead of during his effective execution. 
The training process of the Q-Learning algorithm is explained as follows and is schematized 
in Figure 29:  
 Considering a scenario 𝑁 small cells, where 𝑁 varies, for each simulation among the 
values of this discrete set {3, 5, 7}, 180 days of simulation are performed, keeping 




without so changing it across the simulated days. In other words, for each small cell 
number between 3, 5 and 7, for each month of the year, are simulated 180 days;  
 From each of these simulations, the code saves to a file at the end of the simulated 
days the q-table array in which are stored the q-value for each of the small cell-
controlling agents of the scenario; namely, are saved to different files the q-tables 
resulting from the simulation of 180 days for each month;  
 Finally, a new simulation is launched for 364 days (one solar year), varying 𝑁 
between the same values mentioned before, but with the difference to use monthly 
variable statistical harvesting conditions. To perform this last simulation, moreover, 
the code of the Q-Learning module needs a modification in order to provide the 
initialization of the q-tables, in correspondence of each iteration step of the algorithm 
relative to the beginning of each month (every 28 or 30 or 31 days of the total 364, 
depending on the month effective length), with the values previously saved during 
the training phase. The results of this second simulation are then processed and 
analysed to evaluate the performances. 
 
 
Figure 29    Scheme of the Q-Learning training procedure: the output value shown in this scheme are the 




Once explained the methodology adopted to train and then simulate the trained the system, 
some results are shown as follows.  
Since energy harvesting statistics are strongly different in winter and summer case, a 
separate analysis is conducted between winter months (January, February, October, 
November, December) and summer months (March, April, May, June, July, August, 
September): that’s why in the plots are used different curves for the two seasons.  
What in the plots is indicated as modQ-Learning is related to the trained version of Q-
Learning algorithm. 
The metrics analysed to make the performance evaluation of the system are the following:  
 Traffic Drop rate;  
 Normalized macro-cell’s load; 
 Jain’s’ Fairness Index; 
Traffic drop rate, indicated by the algorithm as 𝐷𝑡, represents the instantaneous system drop 
rate, defined as the ratio between the total amount of traffic dropped and the traffic demand 
in the whole network (taking into account even the macro-BS). 
In Figure 30 this parameter is shown as a function of the number of SCs: in general, for each 
number of small cells, “the mod-Q-Learning” algorithm (marked in red) is characterized by 
a definitely reduced drop rate respect to the “greedy” algorithm, boosting the system’s 
performances. Moreover, it can be noticed that the drop rate decreases with the number of 
small cells: it is an expected result, since having more small cells in the network means 
having more users to serve in the system, from the moment that 120 users are associated to 






Figure 30    Traffic Drop as a function of the number of small cells. 
 
In Figure 31, is plotted the average macro-BS’s cell load as a function of the number of 
small cells in the network. Results evident that the macro-BS’s load, which is almost 
constant using the greedy scheme, is characterized by a positive trend when using the 
reinforcement learning algorithm: a motivation to this behaviour can be found in the fact 
the small cells tend to save energy (turning themselves off) for a larger period of time 
respect to that used for offloading the macro. So, in general, the more are the small cells in 
the system, the more increases on average the time during which they cannot offload the 
macro cell. From the other side, this saved energy is used by SCs during the traffic peaks, 
(where more SCs are turned ON), reducing the dropped traffic and increases the average 
throughput.  
 





The last metric analysed is the Jain’s Fairness Index (JFI), which is a common index used 
in networks to evaluate the short-term fairness: namely the degree of equity of the network 
regarding resources distributions among the users. In figure 32, JFI is plotted as a function 
of the number of SCs. Calling 𝑇𝑖 the throughput perceived by the 𝑈𝐸𝑖,  𝑇𝑖
𝑟𝑒𝑞
 the capacity 
requested by this user and 𝑁𝑢 is the number of UEs, the JFI is defined as  


















Figure 32    Jain’s’ Fairness Index as a function of the number of small cells. 
 
Since few users are dropped by using QL, the resources are distributed in a more fair way 
respect to the “greedy” algorithm. 
From these metrics, have been obtained some global evaluation parameters for the algorithm: 
 Throughput gain of “modQ-Learning” respect to “greedy” in percentage;  






The system throughput gain (in percentage) of trained-QL with respect to the greedy 
scheme, is plotted in Figure 33: better performances are achieved by using reinforcement 
learning, since the improvements are up to 14% (during the winter). Moreover, it increases 
with the number of the small cells since more users bring more traffic. 
 
Figure 33    Throughput gain in percentage of mod-QL respect to “greedy” algorithm as a function of the 
number of small cells. 
Energy Efficiency (EE) is defined as the ratio between the total energy drained by the macro-
BS and the global system throughput. As visible from Figure 34, the percentage gain of 
trained QL is higher respect to the “greedy”.   
 
 





Nevertheless, differently from Throughput gain, the EE decreases with the number of small 
cells: this behaviour can be explained with the fact that the macro-BS has to provide 
service to a higher number of UEs when the SCs are switched OFF.  
The implementation details of the filters used to process these metric’s data was not a 
scope of this work, so is not presented in the next chapter. 
From this analysis, it’s possible to conclude that the use of a reinforcement learning 
algorithm in a RES-powered HetNet boosts systems performances, saving energy at the 
same time respect to a non-intelligent algorithm.  
 
5.2    Data processing procedures 
In this section are indicated all the data-processing procedures used to obtain the plot shown 
in the previous sections, for both the simulations’ final goals.  
 
5.2.1    Battery level filtering 
The hourly battery level of each small cell (normalized respect to the full battery capacity) 
is a direct output of the simulator. This means that this parameter can be directly plotted 
without any post-processing. Since visualizing the time variation of this parameter across 
4320 hours of simulation results particularly painful and doesn’t help to understand which 
is the main goal of the analysis (perceiving a stability of the system), a filter is used in order 
to plot only the battery level values which are under 0.3, the battery level threshold 
considered by the Q-Learning algorithm.  
In Figure 35 is schematically represented what the filter does: once the simulator output file 
which contains, for each small cell, for each hour of the simulated time period the 
correspondent normalized battery level, the filter checks if each of these values is greater or 
less than the 0.3 threshold. If yes, the value is written on the filter output file. If not, instead, 






Figure 35    Schematic representation of the battery level filter. 
 
In Figure 36 the not filtered outcome of the simulator is compared to the filtered outcome: 
it’s evident that the filtered one is definitely clearer to the view.  
 
 
Figure 36    Battery level filter effects: hourly normalized battery level vs under-threshold battery level. 
 
5.2.2    Histogram of the switch-off occurrences from hourly allocated PRBs 
Starting from the hourly number of PRBs which can be allocated by each small cell, a two-
layers filtering is used to plot a histogram which shows the number of switch-off occurrences 
of each small cell, for each hour of the daily twenty four and across the simulation time 
period.  
As said in Section 5.1.1, if a small cell is on, the maximum number of PRBs that can be 
allocated is 25; differently, if the small cell is switched off, there are no allocated PRBs. 
Starting from this idea, the implemented first-layer filter takes as input the simulator output 




of this values, is then compared with the maximum number of PRBs for the considered LTE 
bandwidth (25 in this case): if there is no matching, the modulo24 of the correspondent hour 
value is written on the first-layer filter’s output file (so, this means that the considered small 
cell, at the considered hour, is switched off); if there’s matching, instead, the value is dropped 
(in this case the considered small cell, at the considered hour, is switched on). Then, the 
output file of the first-layer filter (which contains all the 24h-format hours correspondent to 
the switch-off occurrences across the simulation period, for each small cell) is given as input 
at the second-layer filter, which operates a simple count of the number of times that a specific 
hour of the daily 24 (corresponding to a small cell’s switch-off) has an occurrence in the file. 
At this point, the output of the second-layer filter corresponds to a file which contains for 
each of the 24 hours of a day (from 0 to 23), the number of switch-off occurrences for each 
small cell. It is possible to create a dual filter which counts the number of switch-on 
occurrences simply modifying the first-layer filter’s thresholding condition.  
Figure 37 shows a schematic view of the operations performed by the two filters used to plot 
the switch-off occurrences histogram.  
 
 
Figure 37    Hourly allocated PRBs filtering: daily switch-off occurrences across the simulation period 
histogram is obtained by this data-filtering procedure. 
 
The conclusions and some possible suggestions on how to furtherly develop this work is 






6    Conclusions and future developments 
In this chapter is presented a series of conclusions on the developed work (Section 6.1) with 
the suggestion of some future developments in addition to the comments (Section 6.2).  
  
6.1    Conclusions 
A general conclusion can be done regarding the obtained results, discussed in the previous 
chapter: by using reinforcement learning, the system-level performances of the network get 
definitely better respect to those related to a HetNet which is not not provided of autonomous 
intelligent agents. 
Through the first analysis, as well as the second, is possible in particular to perceive the 
positive effort of the trained Q-Learning algorithm respect to the other one, by the fact that  
the small cells tend to use the harvested energy especially during traffic peaks, saving, 
instead, energy (turning themselves off) during the remaining daily time. This efficient 
behaviour, which is not appreciated in the “greedy” scheme, while from a side makes the 
load of the macro-cell increasing during some part of the day, compensates the system 
performances during the traffic peaks, reducing the dropped traffic and increaseing the 
average throughput. Moreover, the system bandwidth is distributed among users in a more 
fair way.  
By means of the zoom on the system’s hourly statistical behaviour, made in the first analysis, 
while interesting “food for thought” is shown, also some lacks and weaknesses of the system 
are evidenced: while a convergence regarding the battery level and the number of switch-off 
occurrences seems to be reached by the algorithm in a single small cell scenario, when a 
greater number of small cells is used in the system, the uncoordinated fashion which 
characterizes the agents controlling the BSs makes the algorithm not perfectly effective in 








6.2    Future developments 
In order to solve some of the problems mentioned in the previous section, some future 
investigations and developments can be suggested for improving the algorithm.  
Among them:  
 Change the balancing parameter between exploration and exploitation feature of the 
algorithm in order to understand how much it influences the “wide-sense” 
convergence of the algorithm;  
 Deeply investigate about the dependence of the anomalous behaviour of one of the 
small cells in a three small cells scenario, studying its dependence from the randomly 
chosen position of the small cell in the macro-cell’s area;  
 Change the model behind the algorithm itself, increasing the cardinality of the state 
set by introducing an “ON” state and an “OFF” state, consequently reducing the 
reward function conditions from three to two; 
 Evaluate the effects of a new cooperative-model based algorithm on the system. 
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Appendix A     
Relation between state-values and Q-values 
The relation between state - value functions and action - value functions is:  
    𝑞𝜋(𝑠, 𝑎) = 𝐸𝜋[𝑟𝑡+1 + 𝛾𝑣𝜋(𝑠
′)|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎]. 
This equation can be derived as follows.  
For (3.10): 
    𝑞𝜋(𝑠, 𝑎) = 𝐸𝜋[𝐺𝑡|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] 




| 𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] 
    = 𝐸𝜋[𝑟𝑡+1 + 𝛾𝑟𝑡+2 + 𝛾
2𝑟𝑡+3 + ⋯ |𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] 
    = 𝐸𝜋[𝑟𝑡+1 + 𝛾(𝑟𝑡+2 + 𝛾𝑟𝑡+3 + ⋯)|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] 




| 𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] 
Considering the (3.9) and linearity of the expectation operator: 
    = 𝐸𝜋[𝑟𝑡+1 + 𝛾𝑣𝜋(𝑠
′)|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎]    ∎ 
From this expression, it’s possible to get another expression without the expectation:  
    𝑞𝜋(𝑠, 𝑎) = 𝐸𝜋[𝑟𝑡+1 + 𝛾𝑣𝜋(𝑠
′)|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] 
Averaging over 𝑠′, weighting the sum for the probability given by (3.7) and considering the 
linearity of the expectation operator: 
    = ∑ 𝑃(𝑠𝑡+1 = 𝑠








    = ∑ 𝑃(𝑠′|𝑠, 𝑎)[𝑅(𝑠, 𝑎, 𝑠′)
𝑠′∈𝒮
+ 𝛾𝑣𝜋(𝑠
′)]    ∎ 
 
Appendix B     
Bellman equation for state-values 
The Bellman self-consistency condition for state-values is given by the following equation:  
    𝑣𝜋(𝑠) = ∑ 𝜋(𝑎|𝑠) ∑ 𝑃(𝑠






This equation can be derived as follows.  
According to (3.9):  
    𝑣𝜋(𝑠) = 𝐸𝜋[𝐺𝑡|𝑠𝑡 = 𝑠] 




| 𝑠𝑡 = 𝑠] 
    = 𝐸𝜋[𝑟𝑡+1 + 𝛾𝑟𝑡+2 + 𝛾
2𝑟𝑡+3 + ⋯ |𝑠𝑡 = 𝑠] 
    = 𝐸𝜋[𝑟𝑡+1 + 𝛾(𝑟𝑡+2 + 𝛾𝑟𝑡+3 + ⋯)|𝑠𝑡 = 𝑠] 




| 𝑠𝑡 = 𝑠] 
Averaging over all 𝑎 and 𝑠′, respectively weighting the sums for the probabilities given by 
(3.4) and (3.7) and considering the linearity of the expectation operator: 
    = ∑ 𝑃(𝑎𝑡 = 𝑎|𝑠𝑡 = 𝑠) ∑ 𝑃(𝑠𝑡+1 = 𝑠
′|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎)
𝑠′∈𝒮
[𝐸𝜋[𝑟𝑡+1|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎, 𝑠𝑡+1 = 𝑠
′]
𝑎∈𝒜




| 𝑠𝑡+1 = 𝑠′]] 
Finally, considering (3.8) and omitting time dependencies: 
    = ∑ 𝜋(𝑎|𝑠) ∑ 𝑃(𝑠′|𝑠, 𝑎)
𝑠′∈𝒮
[𝑅(𝑠, 𝑎, 𝑠′) +
𝑎∈𝒜
𝛾𝑣𝜋(𝑠
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CO2  Carbon Dioxide 
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MCS  Modulation and Coding Scheme 
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