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Chapter 1 
Introduction 
Crystallization can be a very effective means for separation and purification of solids. The word 
"can" must be stressed here since crystallization is a complicated process and it is hardly ever 
possible to predict beforehand if crystallization is cheaper than other purification and separation 
processes. In most cases crystallization is only interesting for the chemical industry if the desired 
product purity can be achieved in one single step. 
Two factors play an important role in suspension crystallization. The crystal itself must be 
pure and it must be well separable from the melt or solution. The first demand is obvious. It is 
however useless to produce very pure crystals when they are contaminated by adhering melt or 
solvent. Therefore the crystals must also be well separable from the mother liquor. Separation 
of crystals from the mother liquor, the so-called phase separation, can be achieved in several 
ways. The mixture of crystals and mother liquor can be filtered, centrifuged or processed in a 
wash column. Each process has its own advantages and disadvantages. A common factor of all 
processes is the influence of the crystal size and form on the efficiency of the phase-separation. 
Whether all requirements for crystallization as a purification process are satisfied, that is to say 
the crystal is pure and has the right form and size, is largely determined by the crystal growth 
mechanisms. The size is determined by the overall growth rate and the nucleation rate of the 
crystal. The form is determined by the influence of the orientation of a crystal face on the 
growth rate of that face. The purity is determined by the selectivity of the growth mechanism. 
In layer crystallization the overall purification efficiency is less dependent on the crystal 
morphology. Since the crystalline film is grown on a cooled wall the phase separation is very 
good. However, the transport of impurities away from the crystalline layer is more difficult 
due to the higher growth rates involved. This means that in general the purification effect in a 
single step of layer crystallization is much less than in suspension crystallization. For this reason 
attention is focused here on suspension crystallization. 
It is clear that a lot of questions must be answered before one can judge whether crystalli-
zation is an effective separation or purification process. A first step in giving those answers is 
to investigate the crystallization process on a laboratory scale and to neglect the influence of 
the size of the crystallizer and the way in which it is operated. This allows the problem to be 
divided in smaller sub-problems. The factors determining the size, form and purity of crystals 
can then be identified and be described in a more quantitative way. 
The problem of the size distribution of crystals has already extensively been addressed in 
the thesis of van der Heijden [vdH92]. He presented several models to describe the influence of 
secondary nucleation on the crystal size distribution in an industrial crystallizer. Here attention 
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will be focused on the form and purity of crystals. As stated before the form and the purity 
oí crystals are both determined by the mechanism of crystal growth. The first question to be 
mswered is by which mechanism growth actually takes place. Two essentially different groups 
sf growth mechanisms can be discerned. These groups are treated separately in the following 
two sections. 
1.1 Roughened growth 
[n the first group, the group of roughened growth mechanisms, the growth rate and morphology 
ire mainly determined by transport of heat and mass and the Gibbs-Thompson effect. Interface 
kinetics are less important. The minor importance of interface kinetics either results from a 
relatively low enthalpy of melting or a high driving force. If the enthalpy of melting is low it 
does not matter at which surface position a molecule attaches to the crystal. If the driving force 
is high and there is still a difference in attachment energy for the different surface sites these 
differences are "overcome" by the driving force. 
Roughened growth occurs mostly when a crystal has a low melt enthalpy. This implies that 
the differences in lattice energy of the host molecules (the main compound molecules) and the 
juest molecules (the impurity molecules) which resemble the host molecules are also small. The 
segregation coefficient, which gives the ratio of impurity concentration in the crystal and the 
impurity concentration in the melt, easily approaches one. In practice the segregation coefficient 
will vary between 0.1 and 1. When the driving force is high the differences in attachment energy 
between the host and guest molecules are in most cases small compared to the driving force so 
the segregation coefficient will also in this case be close to one. 
Depending on the interplay of the three mentioned factors, the transport of heat and mass 
ind the Gibbs-Thompson effect, a whole variety of growth forms can be found, varying from 
curved pseudo crystal faces to dendrites and fractals. 
The Gtbbs-Thompson effect reflects the influence of the surface tension on the growth mor-
phology. When a crystal surface has a large curvature the melting temperature of that surface 
is locally depressed, or in the case of solution growth the equilibrium concentration is locally 
increased. When the curvature is negative (the crystal has a "hole" in it) it is the other way 
around. This effect therefore always stabilizes a crystal face. 
Mass transport is always destabilizing. In melt growth impurities must be transported away 
from the surface. The concentration of impurities is therefore higher close to the crystal surface 
than in the bulk of the melt. Since the driving force is influenced by the amount of impurities 
(lowering of the melting point) the driving force for crystal growth is higher in the bulk of the 
melt than at the crystal surface. In solution growth the growth units must be transported to 
the interface. The concentration of building units is lower at the interface than in the bulk of 
the solution so the driving force is again higher in the bulk of the solution than at the interface. 
Whether heat transport stabilizes the interface or not depends on the temperature gradient. 
Heat can be transported either through the crystal or through the melt or solution. When heat 
is transported through the crystal it is more difficult for the protruding parts of the interface 
to transport the heat of crystallization, so they will grow slower. This stabilizes the interface. 
If heat is transported through the melt or solution the heat of crystallization can be better 
transported from the protruding parts so they will grow faster. This is destabilizing. 
This interplay of stabilizing and destabilizing factors determines the growth morphology. 
The morphology has a profound influence on the purity of the crystals. In the case of cellular 
growth there are channels with a negative curvature in which all impurities are collected. The 
negative curvature increases the melting point so the melting point depression by the impurities 
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is compensated. All impurities will then be incorporated in the crystal and the net purification 
effect of the crystallization will be almost zero. Another frequently occurring morphology is the 
dendrite. In this case the melt containing a high amount of impurities that remains between 
the dendrite arms will not be crystallized. It is however very difficult to separate this melt from 
the crystal. The overall purification effect will then be lower than expected from the segregation 
coefficient. A way to circumvent this problem is to break up the dendrites so the melt between 
the dendrite arms can be mixed with the bulk of the melt. 
1.2 Step growth 
The second group of growth mechanisms comprises all mechanisms in which interface kinetics 
are rate determining. Growth occurs either via two dimensional nucleation or via spiral growth 
in which dislocations act as step sources. In both cases the building units are incorporated at 
the step sites. The crystal faces are flat and well defined. In all but the most extreme cases, 
such as needles or platelets, the crystals can be well separated from the melt or solution. Crystal 
morphology has then little or no influence on the overall efficiency of the crystallization as a 
purification step. If however the crystal has the form of a needle or a platelet it is more difficult 
to separate the crystals from the melt or the solution. 
The crystal purity is determined by the selectivity of the incorporation step. A problem 
here is that it is very hard to describe the site at which this step takes place. Since this step 
takes place at the crystal melt (or solvent) interface the interaction between the fluid and the 
molecule at the step site differs from the interaction in the bulk of the melt. This goes also for the 
interaction between the solid and the molecule at the step site. A direct approach to calculate 
the segregation coefficient by computing the free enthalpy difference of a host molecule and an 
impurity molecule at the kink position is therefore virtually impossible. The calculation must 
be split up in two parts. The first part is the calculation of the bulk segregation coefficient. The 
segregation coefficient is then calculated on basis of free enthalpy differences between molecules 
of the main compound and impurities in the bulk of the lattice. In the second step (the hardest 
one) the differences between the bulk of the crystal and the kink site at the interface will be 
considered. 
The distinction between the two groups of growth mechanism is based of the roughening 
temperature. Above the roughening temperature the edge free energy is zero. Molecules can 
attach on all surface sites because it makes no difference in free enthalpy. Below the roughening 
temperature the edge free energy is greater than zero. It will cost free energy to place an isolated 
molecule on a crystal surface. Either the molecules must form an island on the crystal surface 
so the gain in free energy by crystallization is larger than the cost in the form of the edge free 
energy or the molecules must attach to the crystal at existing step sites so the total step length 
on the surface does not change. 
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1.3 Current State of Research 
The following items can be distinghuished when evaluating the feasibility of calculating the 
overall purification efficiency of crystallization 
• Description of the size distribution of crystals. 
• Calculation of the influence of the driving force on the size, shape and purity of crystals. 
• Description of the morphology and the segregation coefficient of roughened crystals. 
• Prediction of the morphology of crystals growing below their roughening temperature. 
• Calculation of the bulk segregation coefficient of crystals growing below their roughening 
temperatures. 
• Investigation of the differences between the bulk and the interface segregation coefficient. 
The last four items will be addressed to a greater or lesser extent, but before the contents of 
this thesis are described in more detail let us look first at the current state of research on these 
subjects. 
For roughened crystals the basic equations of transport and capillarity and boundary con-
ditions can be expressed in analytical equations. The combination of the equations is rarely 
analytically solvable. This means that either the problem has to be reduced in complexity or 
must be solved numerically. In the case of dendritic growth, which is the best described mecha-
nism in this group, both approaches have been used. For the analytical approach a subdivision 
can be made in a macroscopic and a microscopic model. In the macroscopic model developed by 
Langer and Müller-Кrumbhaar [LM78a, LM78b, LM78c] the parabolic form of the dendrite tip 
is described by the modified Ivantsov equation or Temkin equation combined with a stability cri­
terion. The whole problem is treated in terms of diffusion fields and driving forces. Kessler and 
co-workers [BKKL84, KKL84, KKL85] and Ben-Jacob and co-workers [BJCLS83, BJGG+85] 
approached the problem by treating the diffusion fields as potential fields and considering how 
the interface is locally influenced by the potential. This resulted in the so-called microscopic 
models. The results of both approaches are remarkably similar. The similarity is such that 
it has not been possible to decide on basis of experimental data which approach is the better 
one. A great number of attempts have been made to give a numerical description of dendritic 
growth but the starting equations have to be simplified in order to obtain manageable computer 
programs in terms of complexity and computation time. This hampers a physical interpretation 
of these calculations. 
Lipton [Rin81, LGK87], Glicksman [Kal85] and Langer [Lan80] have included segregation 
effects in the marginal stability approach. With this extended model it was possible to combine 
the description of the dendrite morphology and the purity of the dendrite. However, they did 
not realise that the effective segregation coefficient also depends on the growth rate. 
Cellular growth is much harder to describe than dendritic growth and as a consequence less 
work has been done on this subject [dCGK+88, LH92]. 
For the prediction of the morphology of crystals growing below their roughening temperature 
the Periodic Bond Chain (рве) analysis was developed by Hartman and Perdok [HP55a, HP55b, 
HP55c]. The faces which occur on the crystal are predicted by considering the crystal structure 
and the mutual interactions of the molecules in the crystal structure. In itself the PBC analysis 
can only predict whether a face is F, S or К type. To give the relative importance of a face 
additional criteria have to be used. The most obvious ones are energy criteria by which the 
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equilibrium form can be described. On the basis of the relative slice energies or attachment 
energies of the different crystallographic orientations a crystal shape can be drawn. To get a 
correct prediction of the relative importance of crystal faces attachment energy calculations on 
the basis of the bulk interactions are only a starting point. For a good prediction the influence 
of the solvent or melt has to be taken into account. Boek [Boe93] and others have done work 
in this direction. Another way to get a better prediction of the crystal shape, also for growth 
forms is the introduction of statistical mechanics. By calculating the roughening temperatures 
form the different crystal faces found in the PBC analysis a relative morphological importance 
can be given to those faces [RKBvdE82]. As a further refinement deviations from ideality (in 
this case equivalent wetting) can be taken into account. 
By the availability of ever increasing computational power it has been possible to describe 
molecules and molecular structures in terms of so-called force-fields. [A1177, AA92, BBO+83, 
SK92, WKC+84, WNC86]. In these force fields molecules are described as a set of point masses 
connected by springs. Despite its simplicity this approach works remarkably well. This made it 
possible to describe and to predict host-guest interactions in a number of systems, e.g. enzyme-
substrate interactions. Application of periodic boundary conditions enables these force-fields 
also to describe crystals. The main problem here is that the crystal simulated in the computer 
must be sufficiently large to mimic infinite crystals. The size of the crystal must go beyond the 
maximum range of interactions between molecules in the crystal. Leusen [Leu93] has done a 
lot of work on organic salts and showed that for these systems the maximum number of atoms 
and molecules which the commercially available force-fields can handle is still not large enough. 
Computer modelling of crystals is therefore restricted to systems which arc dominated by van 
der Waals interactions. Impurities in the crystal lattice closely resemble the earlier mentioned 
enzyme-substrate interactions. Force-fields should therefore also be suitable for the calculation 
of segregation coefficients. 
1.4 Model systems treated in this thesis 
This thesis is about the purification by crystallization of organic compounds and a number of 
problems associated with this process. It is therefore also logical to take model systems relevant 
for industry. Three main compounds have been chosen. For roughened growth mechanisms 
the model system is cydohexane. It is one of the precursors of nylon-6. By hydrogénation of 
benzene cyclohexane is produced. Subsequent oxidation of cydohexane gives cyclohexanol and 
cyclohexanone. Treatement of cyclohexanone leads to the formation of c-caprolactam. Poly-
merization of c-caprolactam yields nylon-6. The most obvious choice for the impurity in the 
model system cyclohexane is then of course benzene. As a second model compound, this time 
for step growth mechanisms, a compound somewhat further along this route has been chosen, 
f-caprolactam. Here also the choice of the impurity is obvious; cyclohexanone. A third model 
system is naphthalene together with a number of impurities which are characterised by their 
large variation in segregation coefficient. 
According to the nature of the problems treated this thesis is divided in three parts. The first 
part (chapter 2) treats dendritic growth and the early stages of growth of cyclohexane from pure 
and benzene contaminated melts. After an introduction of existing models describing dendritic 
growth a new, improved method for the description of alloy dendrites is presented. This model 
is then applied on the cyclohexane-benzene system. 
The second model system c-caprolactam (CAP) is treated in the second part (chapters 3-7). 
In this part the morphology of crystals growing below their roughening temperature and several 
factors such as solvents and wetting are discussed. In chapter 3 the PBC analysis is applied 
6 
to determine the morphology of CAP crystals. Influences of various solvents and the melt on 
the morphology are considered in chapter 4. Chapter 5 treats the quality of the as-grown CAP 
crystals. The dislocation content is evaluated by etching experiments. In chapter 6 the surface 
melting behaviour of the {200} surface of CAP under its own vapour is reported. Chapter 7 
concludes this part with some theoretical calculations of the wetting of CAP and naphthalene by 
their melt and several solvents. 
The third part (chapter 8) treats the calculation of bulk segregation coefficients with mo-
lecular mechanics. As model systems CAP/cydohexanone and naphthalene with the impurities 
biphenyl, /J-naphtol, 2,6-dimethylnaphthalene and thianaphthene have been chosen. 
Chapter 2 
Dendritic growth of cyclohexane 
crystals from cyclohexane-benzene 
mixtures: influence of the benzene 
concentration on the scaling 
parameters 
R. M. Geertman E.P.G. van den Berg A.-M. Janner 
Abst rac t 
Cyclohexane crystals have been grown from cyclohexane-benzene mixtures where the 
benzene content varied between 0 1 and 3 mol% The observed undercooling - growth rate 
and undercooling - tip curvature relations of the dendritic patterns were compared with the 
Langer Muller Krumbhaar, microscopic solvability and alloy theories An improved model 
for describing alloy dendrites based on effective scaling parameters is presented It follows 
from the model that the effective segregation coefficient is several times the thermodynamic 
one 
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2.1 Introduction 
The separation of cyclohexane - benzene mixtures has received much attention in the nylon in-
dustry since both substances are intermediates in the production of e-caprolactam. Cyclohexane 
is normally produced by hydrogenating benzene. The resulting mixture is hard to separate by 
distillation since the boiling points of cyclohexane and benzene lie close to each other. The se-
paration of this system has therefore been replaced by a complete hydrogénation which is lowers 
the productivity of a hydrogénation unit. 
Crystallization could be a better solution for this problem. The hydrogénation unit could 
then be used to convert the majority of the benzene input and the separation of the mixture 
could be carried out by a crystallization unit. Complete separation can be achieved in one or 
two steps due to the selectivity of the crystallization process with respect to the rejection of 
impurities. However crystallization can only be a useful alternative if the system in question has 
a high segregation coefficient and a crystal morphology which allows for a good crystal - melt 
separation. In order to answer the question whether crystallization is a realistic alternative, a 
study of the phase diagram as well as the growth morphology, kinetics and segregation coefficient 
has to be made. An excellent review on the phase diagram cyclohexane - benzene has already 
been given by Sangster et al. [STBP88]. In this paper attention is focused on the growth 
kinetics, morphology and purity of cyclohexane crystals in this system. 
The physical parameters of cyclohexane make this substance comparable to other well studied 
compounds, such as succinonitrile, krypton, xenon and various metals. It has a very low melt 
enthalpy and the melting temperature is far above the roughening temperature of the crystal 
faces. The molecules have a large degree of freedom [RKR.73] in the lattice which makes it a 
plastic crystal. The growth behaviour therefore resembles the "classical" behaviour of this class 
of crystals. It never has sharp well defined crystal faces but grows with a smoothly curved 
interface at low driving forces and cellular and dendritic patterns at higher driving forces. 
Numerous theories have been developed to explain these kinds of growth behaviour. That 
roughened planar faces are morphologically unstable under certain conditions was already proven 
by Tiller et al. [T.IRC53] in 1953. Later Mullins and Sekerka confirmed this in 1963 and 1964 by 
performing alinear stability analysis for the cases of planar interfaces and spheres [MS63, MS64]. 
This gave rise to a number of papers dealing with morphological stability. The greatest limitation 
of this approach is that it can only predict wether a certain interface will be stable but not how 
it will develop later on. To get a correct description of the growth of cellular and dendritical 
interfaces one needs to have a set of equations which take the boundary conditions of the system, 
the morphological stability of that system and the anisotropy of the crystal into account. In 
1947 Ivantsov made the first attempts to describe a dendrite by taking a paraboloid of revolution 
and neglecting all sidebranching effects. This approach gave not a unique solution but a whole 
set of possible combinations of tip radius and growth velocity at a given driving force. Later 
models of Temkin (1960) [Tem60] and Sekerka (1967) [SSHH67] gave nearly the same result but 
showed that there is a maximum growth speed. This led to the maximal velocity hypothesis 
which was soon proven by Glicksman to be erroneous. 
In 1978 a major breakthrough was made by Langer and Müller - Krumbhaar [Lan80b, LM78a, 
LM78b, LM78c] who introduced the marginal stability concept. They combined the models of 
Ivantsov and Sekerka with this concept and arrived at a unique tip radius and growth speed 
for a given driving force. Glicksman [GSA76, Kal85] showed that this model works very well 
for succinonitrile. Other experiments like those performed on Xenon and Krypton by Bilgram 
and co-workers [BFH89] and Rubinstein and Glicksman [RG91a, RG91b] also supported this 
model, but they needed to change their value of the marginal stability constant to get a good 
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fit of their results. The anisotropy of the crystal which was only implicitly used in the physical 
interpretation of the model but not explicitly in the mathematical treatment turned out to be 
one of the key factors in the explanation of dendritic growth. A new set of models was developed 
by Kessler and co-workers [BM91, BKKL84, KKL84, KKL85, KKL86, KL87, KKL88] and Ben-
Jacob and co-workers (BJGG+85, BJGKL84, BJGLS83, BJGLS84] on basis of a local description 
of the dendritic growth taking anisotropy in kinetics and surface tension into account. This led 
to the microscopic solvability model which in principle gave the same results as the LMK model 
but with the important difference that the stability constant σ' was now strongly dependent on 
the crystal anisotropy. At the moment it is still not clear whether the microscopic solvability 
theory includes the anisotropy in a correct way since there are still significant deviations between 
predicted and measured stability constants for several compounds. 
Cellular growth, although equally interesting, has received less attention in literature [B.IT92, 
BJT90, dCGK+88, KKL88, LH92]. Since most of the work in this field has been done on 
the directional solidification of binary alloys in which both heat and mass transport play an 
important role, the problem is conceptually far more difficult. 
2.2 Theory 
2.2.1 Roughened growth 
When the roughening temperature of a crystal is below the melting temperature a crystal will 
grow rough. This means that the chance that a molecule is incorporated into the lattice is 
not influenced by the presence of molecules on surrounding surface sites. The growth is not 
determined by the step velocity as in the case of growth below the roughening temperature but 
only by the local driving force, the diffusion constant, and the Gibbs-Thompson effect. These 
three variables, combined with the material parameters of the crystal in question determine the 
growth behaviour, if one neglects the interface kinetics. It is therefore possible to generalize 
the equations which describe the growth. Furthermore it is very useful to express the case of 
growth from the melt and from solution in an identical way, as Langer already has shown. If one 
takes a reference frame moving in the z-direction with the growth velocity v, the quasistationary 
diffusion equation has the form 
* * ' . + ? £ = o. (2Л) 
In this formula the diffusion field u is given in terms of the heat of fusion L, the heat capacity 
Cp and the undercooling Τ — T
m
 in the case of growth from the melt. When the crystal is grown 
from solution the diffusion field is given in terms of the chemical potential μ, the concentration 
С and the miscibility gap at the interface Δ6\ which is the difference in concentration of the 
impurity at the solid and the liquid side of the interface. The expression for u in the thermal 
and chemical case is given in equation 2.2. 
Λ ι Ч thermal case 
(L/cp) ^ 2 2 j 
(Э /&C) chemical case 
The chemical potential difference μ is defined as: 
β = μ(Τ<) - Аі
ес
(Г0). (2.3) 
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where Го is the local temperature. Note that equation 2.2 is written for the one-sided model 
and that it is based on macroscopic parameters. The curvature dependence of the miscibility 
gap at the interface ДС; has been left out to get a good agreement between the "chemical" and 
the "thermal" term. The normalized driving force can now be given in terms of u: 
u(oo) = - Δ . (2.4) 
The diffusion length in formula 2.1 is given by: 
, - ! £ . (,5> 
The curvature dependence of the melting temperature (in the thermal case) and the equilibrium 
concentration ( in the chemical case) can be described with the Gibbs-Thompson equation. 
u(Interface) = —do« (2.6) 
Where к is the curvature and do is the capillary length. The capillary length is defined in the 
following way: 
Í ~2fp- thermal case . 
»о = < у , . , • (¿·ΐ) 
l (ЬС,)Цдц/ЭС) chemical case 
This equation introduces the effect of the surface tension. A protruding part of the crystal 
has respectively a lower melting temperature or a higher equilibrium concentration than a flat 
interface. At the interface heat and mass must be conserved: 
Vn - D[ß(vu),oi,d - (Vu)ii?«td] · ή· (2.8) 
Where D is the diffusion constant at the liquid side of the interface, v
n
 the growth velocity, ft 
the normal of the interface and 
_¡D'c'pIDcp 
• { ΜΊΜ • ( 2 ' 9 > 
M stands for the mobility of the molecules. The primed parameters are the parameters for the 
solid side of the interface. Equations 2.1, 2.6 and 2.8 combined with the anisotropy of the crystal, 
which will be treated later on, completely describe the growth of a roughened crystal interface. 
How exactly the crystal will grow depends on the relation between the capillary length, the 
diffusion constant and the applied driving force. 
2.2.2 The Mullins - Sekerka instabilities 
In this analysis the stability of a planar and a spherical interface is tested by imposing an 
infinitesimally small perturbation in the form of a sinusoidal wave or a spherical harmonic on 
the interface. The relative growth rate of this perturbation is calculated. If this rate is larger 
than zero the interface will be unstable. Since this paper treats the growth of cyclohexane from 
the melt attention is focused on the stability of a growing sphere. The radius of the growing 
sphere is given by 
г = р( ,ф)=Я + 6¥
Іт
( ,ф) (2.10) 
where 6 is the amplitude of the perturbation and Уі
т
( ,ф) the spherical harmonic with "quan­
tum" number Í and m The temperature fields around the growing sphere are calculated by 
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taking general solutions for the Laplace equation at both sides of the interface and matching 
them on the interface and on the temperature at infinity. This gives the following result. 
6, ( t - l ) f c 1 í r m ( l - ¿ f e ) - r B D iTm{l +!)(< + 2) - H ( t + 2 ) U 
*, R4 \ R LR4i J *• ; 
In formula 2.11 k, and fc| denote respectively the thermal conductivity of the solid and the fluid. 
The left hand side of equation 2.11 is the normalized growth rate of the perturbation. 
Because the harmonic with I = 1 does not change the shape of the sphere, at least 6¡ of 
the second harmonic must larger than zero. This leads to a definition of a critical radius above 
which the sphere is morphologically unstable. 
Д е =
2 7 с , Г т ( 7 + 4*./*,) ( 2 1 2 ) 
With an estimated value of 1.3 · 10 _ l o m 2 /s for the surface tension of cyclohexane this leads 
to a critical radius of 5.4 · 10" 9/ΔΓ т . With an undercooling of 0.001 К (the lower limit 
in most experimental setups) the critical radius is only 5 μπι, far below the radius which is 
experimentally obtainable. This means that all spheres are morphologically unstable. The 
appearance of instabilities is only a question of kinetics. 
2.2.3 The marginal stability h y p o t h e s i s 
The basic equations governing the growth of dendrites are already given in section 2.2.1. In 
general a dendrite can be described by a parabola-Uke form. Since this form is neither planar 
nor spherical it follows from the Gibbs-Thompson equation that the interface of a dendrite must 
be non-uniform, with the lowest temperature at the tip of the dendrite. This is the reason why 
it is so difficult to get a good description of a dendrite. Before Langer and Müller - Krumbhaar 
published their theory several attempts were made to describe a dendrite. Ivantsov described 
the dendrite as an isothermal paraboloid of revolution, and neglected the influence of surface-
tension. By solving the continuity equation 2.8 and the diffusion equation 2.1 and requiring that 
и — 0 at the interface he found the formula 
r<x>
 e
-v 
Δ = pe" / dy (2.13) 
h У 
which gives a relationship between the normalized growth rate V(= vdç,/2D) and the normalized 
tip radius p~(— p/do) as can be seen in figure 2.1. In equation 2.13 ρ stands the Péclet number 
which is the product pV. Temkin and Sekerka et al. made improvements to this model. The 
former replaced the ^-dependent (in the parabolic coordinate system ξ is the arclength) curvature 
by a constant value 2/p and the latter by fulfilling the continuity condition only at the point 
ξ = 0. This resulted in the following formula 
Δ = [1 + (b/pVflpe" Г —¿У ( 2 ·Η) 
h У 
with b having a value between 1.819 and 2.949 depending on the symmetry of the interface. Both 
approximations are also shown in figure 2.1. As can be easily seen none of the above mentioned 
approximations gives a specific value for ρ and V at a given Δ. The models of Temkin and 
Sekerka (modified Ivantsov) give a unique point with a maximal growth velocity. This led to 
the maximal velocity hypothesis, but the agreement between both models in this respect is very 
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σ = 0.025 
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Figure 2.1: ρ versus V 
poor. Experimental results show that the operating point of dendrites is not located at the point 
of maximal velocity but at lower normalized velocities and higher normalized radii of curvature. 
Λ severe shortcoming of all models discussed is that they do not take the sidebranching 
activity into account. This was realised by Langer and Müller - Krumbhaar and they included 
this specifically into their model. The basic idea of the model is that Mullins - Sekerka like 
instabilities also occur on the tip of the dendrite. When these instabilities grow out, the tip 
of the dendrite becomes thicker and, correspondingly, the growth velocity smaller. The process 
may continue until the radius of curvature of the dendrite gets so large that the tip will split. 
This is, however, prevented by the anisotropy of the surface tension and growth kinetics. The 
growth behaviour will thus be determined by the equilibrium of two opposing forces and the 
tip will be marginally stable, with a radius corresponding to the maximum stable value. The 
mathematical treatment of this model produced an equation which gave another link between 
the radius of curvature and growth velocity. 
2гі0Д 
ρ
2
 ν 
1 
p2V 
(2.15) 
The value of the marginal stability constant a' was found to be around 0.025. This was in very 
good agreement with the experiments on the first model substance succinonitrile by Glicksman. 
Experiments on other substances like Xenon and Krypton [BFH89] showed that the theory 
worked well, but the value of σ" differed from substance to substance. That this difference 
must stem from a difference in anisotropy was pointed out by several people. Saito [SGWM87] 
calculated the constant σ* by numerical simulations for a number of different crystal anisotropics 
within the framework of the marginal stability hypothesis. He detected an influence of Δ on σ'. 
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2.2.4 The microscopic solvability theory 
In contrast to the Langer and MQUer - Krumbhaar model, which uses the parabolic coordinate 
system where η is the form of the parabola and ξ the arclength, the local models describe the 
interface velocity in terms of arclength s and curvature к. 
nJt = ( v ' ( ' t ) + 7 ^ ) ( l + fcosmt<?) (2.16) 
In this equation χ is the position vector, e the anisotropy of the system and m t gives the 
symmetry of the system (it has an mt-fold rotation axis). (к) is defined as: 
ν(κ) = κ + ακ2-βκ3. (2.17) 
The potential term V(n) given in equation 2.17 does not contain a constant term since a planar 
interface does not grow at all1. The growth velocity of a sphere is inversely proportional to 
its size so the term к is included in the potential. The minimum nucleation size of a crystal 
is accounted for by the term —βκ3 where \j\fß is the minimum size for nucleation. Since the 
heat will be conducted through both the melt and the crystal the term containing the influence 
of the heatsink must be symmetrical with respect to the interface. The a in this term stands 
for the undercooling. Note that the introduction of the undercooling in this form holds only 
for heat transport. From numerical simulations where the values of α, β and £ were varied in 
a systematic way it was discovered that the anisotropy must be above a certain critical value 
in order to have stable dendritical growth. By performing fixed point calculations it was shown 
that there is a discrete set of velocities in the case of non zero anisotropy and that there is a 
maximum in that series, which corresponds exactly to the velocity calculated by direct numerical 
integration of the system. When the anisotropy of the system is below the critical anisotropy 
the selected velocity will be too low to stabilize the tip against splitting. 
Figure 2.2: dependence of the stability parameter σ(ί) on a
c 
The selected maximal velocity and corresponding curvature radius of the growing dendrite 
can be described by the relations between p, V and a' as already given by Ivantsov, Temkin 
'According lo the Mullins - Sekerka theory V ~ κ~ι, so the growth rate a flat face with к = oc is zero 
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and Langer and Müller - Krumbhaar (see equations 2.13, 2.14 and 2.15). Anisotropy is now 
explicitly introduced in the equation by replacing the parameter a' by σ"((). This parameter is 
extremely sensitive to the anisotropy of the crystal as figure 2.2 shows. In this figure the relation 
between a
c
 = (m* - l)e and σ is given. 
2.2.5 Solute dendrites 
In the previous sections dendrites growing from either a pure melt (where diffusion does not 
play a role) or a "pure" solution (where the temperature field is completely coupled to the 
concentration field and does not play a role in itself) are described. The area in between gives 
rise to an extra problem: both temperature field and concentration field have to be described 
explicitly. Several models have been proposed to describe dendrites growing from these mixtures. 
Examples can be found in [AH89, Lax87, LGK87, Rin81]. By making use of the definition of 
the concentration field at the tip of the dendrite given in equation 2.18, 
^=ë^tr (2Л8) 
as given in reference [A 1189] which approximately equal to the expression of u in equation 2.2 
(remember that Δ = —u(oo)). In this equation C' is the concentration in the liquid just ahead of 
the tip, k0 the thermodynamic segregation coefficient and Co the bulk concentration. Glicksman 
arrived at the following expression for the undercooling associated with the concentration field, 
^ - ' ^ ( ^ . - ( I - M A J ( 2 1 9 ) 
where ДГ
С
/, is the "chemical" undercooling and mi the slope of the liquidus of the phase diagram. 
The "thermal" undercooling is expressed in the usual way: 
ATth = ^ ^ . (2.20) 
By taking the value of ρ the same as the instability wavelength λ" given in ref [KF81], the 
capillarity undercooling of the tip is 
Λ Τ <>~-(π ,\ (-LPth 2p
cAm t6O(l - k0)\ 
\ cp 1 - (1 - fcojAcfc / 
In contrast to the pure melt case the stability constant used is dependent on the melt composi­
tion. Langer [Lan80a], Trivedi [Tri80] and the spherical tip approximation [LGK87] all give the 
same ratio between the thermal and the chemical value of the stability constant. This ratio is 
given in the following formula. 
g'(Co)
 =
 !
 + 2c„m,(l - k0)Dth 
a· LDchCo 
Applying this formula to the cyclohexane-benzene case gives a ratio of 1 + 700 · Co between the 
thermal and the chemical stability constant (Co expressed as a mole fraction). This is clearly a 
far greater effect than the influence of added benzene on the stability constant via a change in 
anisotropy. 
The sum of Δ Γ Μ , ΔΓ£/, and аТсмг-тіитрнт must of course be equal to the total applied 
undercooling so the chemical and thermal Péclet numbers can be calculated. The growth rate 
and tip radius are then also known. 
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2.2.θ The effective scaling parameter approach 
Melt Dendrites 
Nearly all experiments described in literature concern very pure melts or solutions. In our case 
the situation is not so dear since the amounts of impurity present are such that one can speak 
neither of a pure melt nor of a solution. This means that the values of the scaling parameters 
used in theory cannot be calculated a priori. We have therefore chosen for another approach. 
The values of the stability constant are taken from literature (marginal stability hypothesis) or 
calculated from anisotropy measurements (microscopic solvability theory). With these constants, 
the effective scaling constants, which combine heat and mass transport, are then calculated. The 
experimentally determined scaling constants are compared with these calculated constants. 
In the theory formulated by Langer and Miiller-Krumbhaar there are only two scaling pa­
rameters present, the capillary length and the diffusion constant. In the Temkin and Ivantsov 
equation only the diffusion constant appears. It is therefore possible to give explicit relations 
between the dimensionless undercooling Δ, the dimensionless radius of curvature ρ and the di-
mensionless velocity V by combining equations 2.14 and 2.15. The numerically derived solution 
gives the following relations between Δ, p, V and p, for 10_ 1 > ρ > I O - 6 . 
V = ^ = 0.00208Δ2 2 8 (2.23) 
ρ = £- = 130Δ-1 u (2.24) 
ρ = pV = 0.27Δ1 M (2.25) 
In the microscopic solvability theory the shape of the formula is not changed, only the preexpo-
nential factors are now dependent on the anisotropy in the following way: 
V = ^ = 0.083<τ*(£)Δ2 2 β (2.26) 
ρ _ 3.25
 A _ 1 M 
d0 <7-(f) 
Δ " 1 M (2.27) 
p = g = 0.27A 1 M (2.28) 
One can see that the tip curvature at a given undercooling is scaled by the capillary length 
and the anisotropy of the system. The growth rate is scaled by the anisotropy, the capillary 
length and the diffusion constant. It follows from equation 2.27 that if one tries to calculate the 
capillary length from experimental data (ρ, Δ) the value is dependent on the anisotropy. In the 
expression for the growth velocity the contributions of the capillary length do and the changing 
σ"(ί) cancel each other out. This means that the Langer - Müller -Krumbhaar expressions still 
hold but instead of the real capillary length one gets an parameter, ά0σ'/σ'((), which combines 
the capillary length and the anisotropy. 
Solute dendrites 
The model for solute dendrites of Lipton can be simplified by using the relations given in the 
previous section. In the effective parameter approach the separate diffusion constants for heat 
and mass transport are combined in one effective diffusion constant. The same goes for the 
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capillary length. The total undercooling Δ Γ is the sum of the "thermal", "chemical" and "Gibbs-
Thompson" undercooling given in equations 2.19, 2.20 and 2.21. According to equation 2.25 
the Pédet number is approximately equal to the dimensionless undercooling. The temperature 
difference due to the Gibbs-Thompson effect is split up in a thermal and concentration part. 
The total temperature difference can then be split up in a "thermal" and a "chemical" part, 
where each part contains the "normal" undercooling as defined in equation 2.2 and the Gibbs-
Thompson effect. 
thermal chemical 
Δ Γ = χ Δ ? + (1 - χ)ΔΓ (2.29) 
The fraction χ is the ration between the thermal and total undercooling. 
ΔΓ ( Α 
ATth + ATch 
(2.30) 
Inserting equation 2.19 and 2.20 into formula 2.30 and realising that A
c
h < 1 so AT
c
h. = 
7П(Со(1 — k0)Ach one gets the following expression of i . 
Lc;l(Ath + 2a'(C0,()Pth) 
Lcjl(Atk + 2<r-(Co, e)pth) + m¡C0(l - k0){Ach + 2a'(C0, ()pch.) 
From equation 2.25 it follows that Δ</, can be replaced by D~°№ and A
c
h can be replaced by 
D~°8B since ρ and ν are the same in both cases. Furthermore, 2a~(Co, e) can be neglected since 
it is much smaller than Δ 2 . This reduces the expression of χ to: 
*- ^ (2.32) 
Lc^D;*** + m,Co(l - k0)D7h°** 
The fraction χ is now expressed in observable parameters which are easily measured. The only 
variable left is the bulk concentration Co­
in order to get an expression for the effective diffusion coefficient one has to rewrite equati­
on 2.29 in terms of A
c
fj, Δ(/ι and Ach, so equations 2.23 and 2.24 can be used. All measurements 
are carried out with the undercooling as the variable and therefore the effective field is treated 
as a temperature field. Equation 2.29 can be written as 
^ > = x ^
 + ( l - x ) ^ (2.33) 
Cp Cp Cp 
Making use of 2.20 and 2.19 one gets 
A
eff = XAth + (\-X)m,Co{1-ko)c>Ach, (2.34) 
with aid of 2.25 this reduces to 
Ζ?;// 8 = XD;°ω + (1 - x)m,Co(l - k0)cpL-1 D;°*e (2.35) 
and with 2.24 the following result is obtained. 
< ! ƒ / = * C ? + (1 - x)mrCo(l - k0)cpL-l4fh (2.36) 
'This ooly holds when 2»'(Co,<) < 1. If 2<r"(C0,t) > 1 £>-° " must be replaced by D since j> = pv/2D. 
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These two relations between the effective diffusion constant and the concentration respectively 
the capillary length and the concentration show exactly the same behaviour as in the models of 
Langer and Lipton but the important difference is that these are now expressed in one single 
formula with accessible parameters. 
Note that in the limiting case of pure mass transport controlled case (x = 0) 
jO.ee _ П»|Со(1 — fco)Cpj0.88 1<>Ί·7\ 
Ч.сц ¿ ^о.с/г \г.л() 
Using the Clausius-Clapyeron equation [Lan80b] to relate do.cA and d o ^ 
do,ch = 7ГТІ rr'O.ek (2.38) 
cpm¡Go{l - ко) 
and neglecting the influence of the concentration on a" one gets 
do,
c
jf = d0,th (2.39) 
even in the limiting case! Including the impurity concentration effects on σ" makes the effective 
capillary length extremely dependent on the impurity concentration. 
2.2.7 C o r r e c t i o n for t h e mass flux 
In all previous sections it was assumed that Fick's law always holds. This is however not the case 
in melt growth. From flux equations one can show that the effective mass transport constant is 
greatly influenced by the concentration of "solute" in front of the growth front, see for instance 
[ ІІ88, MC91]. The relation between the ideal transport constant for an infinitely diluted 
solution and the real mass transport constant is given by the Stefan-Maxwell equation 2.40. 
DcK^rr = - ^ ^ i (2.40) 
Keeping in mind that the concentration of the solute at the solid and liquid side of the interface 
are related by the segregation coefficient on can rewrite this equation in the following form. 
D
*~-
 =
 (1-cfxì-M ( 2 · 4 1 ) 
When one takes these correction for the mass transport constant into account the definition of χ 
in equation 2.32 and the relations for the effective diffusion constant and the effective capillary 
length ( equation 2.35 and 2.36) must now be redefined. In the new form they read as: 
L<DJ-
L c p 1 ^ 0 - 8 8 + m,Co(l - C,') o e 8 (l - J f c 0 ) 1 M i r o e 8 
(2.42) 
'th τ " · ι ^ ο ο - ^ , ; і _ л о ; ^
c A 
DlfZrr = 'corro;™* + (1 - x~rr)m,Co(l - C,') 0 8 8(l - A * ) 1 · » « * ! - ' D $ M (2.43) 
and with 2.24 the following result is obtained. 
d%?!,,
c
„r = ««rrdgjg + (1 - x ^ ) m ( C 0 ( l - Cí)°-»(1 - к^с^d%% (2.44) 
Dividing formula 2.35 by formula 2.43 gives the ratio between D
e
jj and DCJJIC0TT. 
(D<Jf,corr\°M
 =
 *D7?W + (1 - *)miCo(l - k0)cpL-lD;°"> 
\ D
e
„ ) x
c
„
r
D;h
oes
 + (1 - x
carr
)mC
a
(l - С,')°"(1 - fc0)1 < % Ι " ' Ζ ) ^ 8 8 
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Table 2.1: Physical parameters of cyclohexane 
parameter 
ДЯу
и
. 
&s/ua 
CP 
Ü 
P> 
Pi 
Dch 
Dth 
7.1 
Tmelt 
Δ 
do(th) 
d0(cM 
m 
unit 
Jmol- 1 
J m o l - ^ - 1 
J m o l - ^ " 1 
m
3
 /mol 
gem - 3 
gem" 3 
mV1 
m
2
s
_ 1 
J m - 2 
°C 
m 
m 
Τ 
value 
2667 
9.570 
152 
1.011· 10~4 
0.789 
0.839 
1.41 · Ю - 9 
8.26· IO" 8 
1.27· IO" 9 
6.554 
5.67·10-2ΔΤ 
2 • Ю - 9 
9.7-Ю - 4 
182 
remark 
Τ = 6.554°С 
see [SES86] 
2.3 The cyclohexane-benzene system 
Solid cyclohexane occurs in two phases, I and II [RKR73]. Phase I is stable between 186 and 
279.8 K, phase II below 186 K. At temperatures below 186 К cyclohexane has a monoclinic 
structure. The molecules then have a D3¿ symmetry which indicates that the molecules have 
the so called chair conformation. Above a temperature of approximately 153 К the molecules 
start to rotate around their threefold axis. Upon slowly heating of the substance the frequency of 
this rotation increases to a value of about 1MHz at 186 K. The entropy change AS¡->¡¡ associated 
with phase transition between the phases I and II (36.22 Jmol_ 1K_ 1) is large compared to the 
entropy of melt (9.57Jmol -1K -1). This can be attributed to the increased freedom of rotation 
in phase I where the molecules switch between 24 equivalent positions. N.M.R. measurements 
suggest that above 220 К molecules may diffuse through the lattice, which is not surprising 
when taking into consideration that at its melting temperature cyclohexane can have up to 
0.5% vacancies and that around that vacancy approximately 20 molecules are slightly shifted 
from their normal positions [GW69]. 
The phase diagram of the system cyclohexane - benzene is eutectic, the eutectic composition 
containing 26% benzene. In the article of Sangster a possible solid solution at the cyclohexane 
side is suggested. This solid solution contains 3% benzene. Other physical parameters of the 
system can be found in table 2.1. 
2.4 Experimental procedures 
2.4.1 S a m p l e s 
Four different mixtures of cyclohexane and benzene and a pure cyclohexane sample were studied. 
The cyclohexane was zone refined by TNO (Apeldoorn, the Netherlands) and had a purity of 
99.997% or 99.99% depending on the supplied sample. The main contaminant was water, the 
amount of benzene was below the detection limit. The benzene was supplied by Aldrich and had 
a purity of 99.98% (HPLC grade). Here also the main contaminant was water. Glass ampoules 
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were cleaned by rinsing them three times with HPLC grade ethanol and then six times with 
nanopure water. After the cleaning the ampoules were heated to a temperature of 200 С to 
assure that no traces of any organic solvent were left. The required amounts of benzene and 
cyclohexane were put in the ampoules and frozen in using liquid nitrogen. These ampoules were 
sealed under vacuum afterwards, leaving some room for a small cyclohexane vapour bubble. 
Exact compositions of the samples can be found in table 2.2. 
Table 2.2: Sample composition and melting temperature 
ampoule 
1 
2 
3 
4 
5 
cyclohexane 
mol% 
100 
99.896 
99.697 
97.996 
97.01 
benzene 
mol% 
0 
0.104 
0.303 
1.04 
2.99 
melting temperature 
ÜC 
6.585 ± 0.006 
6.335 ± 0.005 
5.825 ± 0.005 
4.470 ±0.004 
1.065 ±0.005 
remarks 
a 
b 
b 
b 
b 
a cyclohexane 99.997% pure 
b cyclohexane 99.99+% pure, benzene 99.98% pure 
2.4.2 Experimental conditions 
The ampoule containing the mixture has the form of a disc with a diameter of 5 cm and a 
height of 4 mm (internal dimensions). This cell was placed in a larger vessel with windows in 
the top and bottom plate where thermostated liquid was pumped around. Great care was taken 
to get a good temperature control of the system. ASL model F26 and F25 thermometers were 
used. These thermometers had an accuracy of respectively 1 and 2 mK relative and 10 and 
20 mK absolute. A Heto CB10 thermostat bath was used which resulted in an temperature 
stability of ± 3 mK in the outer vessel (where the temperature was measured). The images 
were recorded with aid of a Leitz Diavert microscope, a video camera and a video recorder (U-
matic system). The resulting images were enhanced and superimposed with a Datacube image 
processing system. A schematic view of the experimental setup is given in figure 2.3. 
Anisotropy measurements were carried out with the droplet method as described in [RG91a, 
RG91b], with the same ampoules as were used for the measurements of tip radius and growth 
velocity. In order to assure complete equilibration and a stable form of the crystals, which 
were usually 50 - 100 μπι in diameter, the cells were kept for at least two hours at a constant 
temperature. After that period of time pictures were taken. 
For the measurements on the growth behaviour the ampoule was first frozen and then slowly 
heated. In this way a seed crystal could be obtained. By switching on the thermostat an 
undercooling could be applied. The development of the seed crystal was observed and when 
stable growth conditions were achieved measurements on growth behaviour and kinetics were 
started. 
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Figure 2.3: The experimental setup. 1 microscope, 2 thermostatised cell, 3 temperature probe, 
4 crystal, 5 videorecorder and image processing, 6 monitor, 7 videocamera and 8 thermostat. 
2.5 Results 
2.5.1 Melting temperatures 
Before starting the anisotropy measurements the melting temperature of the different composi­
tions had to be determined. The melting temperatures of the compositions with a small amount 
of benzene could be easily determined. In the case of compositions with a higher benzene con­
tent the small crystals (radius 80 - 100 μπι) were kept longer at the same temperature (5 to 48 
hours) to assure a homogenous composition throughout the ampoule. The measured values are 
given in table 2.2. Local variations in the benzene concentration in the crystals initially caused 
relatively large variations in the melting temperature (up to 30 mK) which were smoothed out 
later on due to the high diffusivity of benzene in the lattice. The melting point of benzene in our 
measurements lies somewhat above the value given in literature. Part of this deviation could be 
due to the absolute error in our thermometers (10 mK). 
2.5.2 Anisotropy Measurements 
An example of an anisotropy measurement is given in figure 2.4. The deviation of the perfect 
fourfold symmetry is caused by the misorientation of the seed with respect to the line of sight. 
This example also shows the problem common to all anisotropy measurements; the anisotropy 
measurement is two-dimensional whereas the seed is three-dimensional. Only when there is an 
another, independent way to confirm the orientation of the seed these measurements are really 
reliable. An indication, however, that the protuberances are along the < 100 > direction is 
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Figure 2.4: Polar plot of a seed crystal in a melt with 3% benzene. The radius is in arbitrary 
units. The apparent twofold symmetry is caused by a misorientation of the seed. This effect is 
accounted for in the calculation of e. 
given by the fact that they form the corners of the pseudo-octahedron and always form dendrites 
when a driving force for crystallization is present. The results of the anisotropy measurements 
(table 2.4) show that the anisotropy in the system is quite high and even above that of pivalic 
acid reported by Muschol et al. [MLC92]. Also the scatter is substantial. The large scatter in 
results which appeared in literature shows that this is a universal problem. The trend in the 
results is to our opinion still valid since all samples are measured in the same experimental setup 
under the same conditions. 
The growth morphology of ryclohexane was found to be dependent on the applied under­
cooling and composition of the melt. When the melt contained less than 1% benzene smooth 
interfaces, cells and dendrites were observed, when more than 1% benzene was present only 
smooth interfaces and dendrites were observed. This is shown in figure 2.5. 
One should note that the measured undercooling to obtain a change in the growth morpholo­
gy is not only dependent on the composition but also on the observation time. Since the growth 
rates to get the changes from smooth interfaces to cellular and dendritical interfaces are very 
small it also takes a long time to get an observable change in morphology. The interface has in 
all cases been observed for a period of maximally five hours. If no observable change took place 
within that period of time the interface was considered to be stable3. For pure cyclohexane it 
was very hard to accurately determine the change from cellular to dendritic growth since the 
change occurs at an undercooling of about 1.5 degrees centigrade. The growth rate at thai 
undercooling is several millimetres per second which prevented making accurate measurements 
The form of the crystal growing from a very pure melt also posed problems because there was 
3Nole thai according to the linear stability analysis oí Mullins and Seketka these smooth interfaces should nol 
occur at all 
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Figure 2.5: Dependence of the growth morphology on applied undercooling and melt composition 
a range of intermediate growth forms between pure cellular growth and pure dendritic growth. 
This was also the reason why no measurements were done on dendrites of pure cyclohexane. 
2.5.3 Initial Growth 
During the first stages of growth of the seeds it was possible to make a distinction between 
three different orientations of the seeds with respect to the bottom of the ampoule. As men-
tioned before cyclohexane (phase I) has a cubic crystal structure. A simple Periodic Bond 
Chain [HP55a, HP55b, HP55c] analysis shows that compounds with these crystal structures will 
have a tendency to form octahedrons. The most stable orientation of the octahedrons is with 
the threefold axis perpendicular to the bottom plate (when it is lying on a stable {111} face). 
This orientation was the most often observed. An example is shown in figure 2.6. 
The two other possible orientations of the seed were a {110} face aligned with the bottom 
plate and a {100} face aligned to the bottom of the ampoule (seldom observed), resulting in 
respectively a two and a four fold symmetry when viewed from above. 
Due to the stabilizing influence of the bottom plate of the ampoule (the temperature gradient 
is perpendicular to the direction of growth) the three corners of the octahedron which point down 
(in case of a {111} orientation) never immediately form dendrites but first cellular interfaces 
which developed into dendrites later on when the driving force is high enough. The three 
corners of the octahedron which point upwards immediately form dendrites under the same 
circumstances. 
Temperature equilibration of the melt was always rapidly achieved (within 30 seconds). After 
this time the growth velocity of the "pseudo" {111} faces was measured. The results are given 
in figure 2.8. The dependence of the growth velocity on the applied undercooling was also 
measured for the other two orientations but showed no quantitative deviation from the results 
of the measurement of the {111} orientation. 
For all compositions of the mixture there is a linear relationship between growth rate and 
undercooling. The fitted lines intersect the origin (within the experimental error) indicating 
that there is no influence of the interface kinetics on the growth. 
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Figure 2.6: An example of a cyclohexane crystal lying on a {111} face 
Figure 2.7: Picture of an typical dendrite grown from a melt containing l%benzene. 
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Figure 2.8: initial growth rates versus applied undercooling 
2.5.4 Dendrites 
After stabilization of the dendrite (the growth rate was then constant) growth rate and tip 
curvature were measured in dependence on applied undercooling. Figure 2.7 shows a picture 
of a typical dendrite. At least thirty measurements were done for each composition. The 
experimental results were fitted with formulas 2.23 and 2.24. The correlation coefficient of these 
fits was typically around 0.95. Examples of those fits are given in figures 2.9 and 2.10. To obtain 
an estimate of the error in the resulting fit parameters the capillary length and the diffusion 
constant were calculated separately from each observation and the standard deviation in the 
calculated parameters was determined. This directly gives the error in the diffusion constant 
and capillary length when the marginal stability hypothesis was used for interpretation. In case 
of the microscopic solvability theory the error in capillary length is significantly larger due to 
the large error in the anisotropy. The standard deviation in the fitting results were 20% for 
the diffusion constant and the capillary length. Combined with the error for the anisotropy 
measurements this results in an error of approximately 30% in the capillary length as defined in 
the microscopic solvability theory. The fit results for both theories are given in table 2.4. 
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2.6 Discussion 
2.6.1 Interpretation of the observed morphology 
The observation of the time dependence of the "smooth" - cellular and "smooth" - dendritic 
transition is in agreement with the Mullins-Sekerka theory on the stability of a roughened inter­
face in absence of an imposed gradient. When the observation time would be long enough one 
would end up with a system where only cellular and dendritic growth occurs. The dependence 
of the transition undercooling on the composition of the mixture is probably due to the chan­
ging anisotropy in the system and the magnitude of the gradients around the crystal. There 
is always a competition between cellular growth and dendritic growth when a small seed grows 
out. Cellular growth occurs on the faces of the octahedron, dendritic growth at the corners. At 
low undercoolings the crystal tries to keep its octahedral form since this form is preferred by 
the crystal structure. Cellular growth is then favoured over dendritic growth. When the under­
cooling is increased or the diffusivity of the system is decreased the gradients around the crystal 
increase. In that case dendritic growth is faster than cellular growth because the difference in 
gradient between the tip of a dendrite and the cell cannot be compensated any more by tendency 
to retain the octahedral form. This effect is strengthened by the change in anisotropy of the 
system. Adding benzene to the mixture not only results in an increase in gradients around the 
crystal but also in a somewhat higher anisotropy which favours dendritic growth. The minimum 
undercooling necessary to obtain cellular growth in the case of pure cyclohexane is 0.1 К accor­
ding to the data of Oviensko [OFA83]. The discrepancy between the data presented here and 
his data is probably due to the discussed time-lag effect. 
The aforementioned simultaneous occurrence of cells and dendrites on the same seed can 
be explained by the presence of a cooled wall. When the seed grows out the heat transport 
and growth are perpendicular to each other for the part of the seed which lies on the bottom 
plate, whereas they are aligned for all other parts of the seed. If the heat is transported directly 
through the glass plate there is no temperature gradient in front of the interface which moves 
parallel to the glass plate. This is a stabilizing effect. Cellular interfaces are then developed 
instead of dendrites. Since for the other parts of the seed the heat transport is primarily through 
the melt dendrites are immediately formed. 
2.6.2 Calculation of the scaling p a r a m e t e r s 
The diffusion coefficient 
Since it was not possible to get reliable measurements on dendrites of pure cyclohexane other 
ways had to be found to determine the thermal diffusion constant in this system. An estimation 
of the diffusion constant of 99.997% pure cyclohexane can be made by looking at figure 2.8. Here 
the specific growth rate of pure cyclohexane is slightly larger than the specific growth rate of the 
mixture with 0.1% benzene so the thermal diffusion constant must be 1.4-10_6m2/s 4 . Compari­
son of the estimated value of the thermal diffusion constant with literature shows that our value 
is a factor fifteen larger than the literature value [CMS70]. The are two possible explanations 
for this discrepancy. The literature value of the diffusion constant of pure cyclohexane could 
be somewhat low. Convection around the tip of the dendrite could also increase the apparent 
value of the diffusion constant. Ratios between the diffusion constants determined by dendrite 
and initial growth measurements agree quite well and Mesquita [Mes] has also observed that 
4This number was obtained by plotting the diffusion constant as a function of the benzene concentration and 
extrapolating this curve. 
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Table 2.3: Fit of the effective diffusion coefficient 
composition 
mole fraction benzene 
observed 
D 
m
2/s 
fitl 
X D 
m
2/s 
fit2 
X D 
т
2/а 
Fick 
0.001 
0.003 
0.01 
0.03 
1.2-Ю - 6 
4.6 · IO" 7 
2.0-10 - 7 
4.6-10-8 
Dth 
fco 
0.90 
0.75 
0.47 
0.23 
1.2-IO"6 
5.3· IO" 7 
8.7· Ю - 8 
1.7· 10~в 
1.4· Ю - 6 
1.4 · IO" 9 
0.975 
0.95 
0.&6 
0.65 
0.38 
1.2-Ю - 6 
8.9· 10" 7 
2.4 · Ю - 7 
4.3 · 10"8 
1.2· IO" 6 
2.8 · Ю - 9 
0.975 
mass flux corrected 
0.001 
0.003 
0.01 
0.03 
1.2 · IO" 6 
4.6-10-7 
2.0-Ю - 7 
4.6 · Ю - 8 
Dth 
DCH 
fco 
0.88 
0.71 
0.42 
0.20 
1.1 · ю - в 
4.1-Ю - 7 
6.4-Ю - 8 
1.3 Ю - 8 
1.4 · Ю - 6 
1.4· IO" 9 
0.825 
0.94 
0.84 
0.61 
0.34 
1.1· I O - 8 
7.8-Ю - 7 
1.8-IO"7 
3.3 ю - 8 
1.2 IO" 6 
2.8 · Ю - 9 
0.825 
the diffusion constant was a factor twelve higher than literature. The reported thermal diffu­
sion coefficient for cyclohexane has about the same value as the thermal diffusion constants of 
comparable liquids such as benzene [CMS70], so we do not think the literature value is wrong. 
There must therefore be a special mechanism, probably free convection, which greatly enhances 
the apparent diffusion coefficient. The chemical diffusion coefficient could not be checked in the 
same way for the simple reason that there is always heat transport involved in crystal growth. A 
fit of the effective diffusion coefficient with our value of the thermal diffusion coefficient and the 
literature value for the chemical diffusion coefficient is given in table 2.3. As fitting parameters 
the ratio χ between the thermal and total undercooling, as defined in equation 2.30, and the 
segregation coefficient fco (see equation 2.43) were used. A chemical diffusion coefficient which 
was a factor two higher than the literature value gave a slightly better result. It was impossible 
to fit the data with the literature value for the thermal diffusion coefficient. This is supporting 
the assumption that convection is enhancing the transport because both types of diffusion coef­
ficient are affected, although the influence on the thermal one is much larger than the chemical 
one. The smaller change in the chemical diffusion constant can be explained by the fact that the 
specific length of the concentration field is smaller than the specific length of the temperature 
field. 
In the sample with 0.1% benzene heat transport determines the growth rate, in the sample 
with 3% benzene the mass transport is clearly dominant. In this respect dendritic growth and 
growth of crystal layers on cooled walls are very similar. A simple model calculation based on 
the model of de Goede [dGvR90] gives a ratio of 40 between undercooling needed to transport 
mass and undercooling needed for the transport of heat when the mixture contains 3% benzene. 
From these data one can conclude that it is indeed vital to have a purity of at least 99.997% to 
get acceptable results for the thermal diffusion coefficient (x is then 0.99). 
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The most striking feature of the fit results is the large value of the segregation coefficient. We 
need a value around 0.825 to fit our data with the mass flux corrected model and a value of 0.975 
for the Fick model whereas the thermodynamica! value (see [STBP88]) is 0.1. This means that 
the separation at the tip of the dendrite is far less than would be expected from thermodynamic 
data. Seen the high growth velocities (between 10 - 6 and 10 - 3 m/s this is not surprising.The 
specific length of the chemical diffusion field is then between 10~3 and 10 - 6 m. The mass flux 
:orrected model gives better results in this respect than the Fick model. One would expect a 
k
e
fj close to 1 but a value of 0.975 would imply that there is virtually no separation at all. 
Crystals like caprolactam and naphthalene [dG92] grown on a cooled wall also show the same 
behaviour. When grown from a stagnant solution the effective segregation coefficient in the 
caprolactam-cyclohexanone system is 0.8 [dG92] whereas the thermodynamic value is 0.01 (see 
chapter 8). 
One should therefore be very careful when assuming a value for fco. The value of 0.103 
which Lipton [LGK87] used in the succinonitrile-acetone is clearly to small. Taking the effects 
af convection on the diffusion constants and a value for fco which is several times the equilibrium 
value will result in a better fit of the data of Chopra [Rin81] for both the growth rate and the 
tip curvature. The Langer model completely neglects the effect of fco by assuming that the value 
is very small and for that reason not applicable on the cyclohexane-benzene system. 
For industrial applications these observations are very important. If the crystallization is 
intended as a purification step dendritic growth is to be avoided. 
The capillary length 
Table 2.4: Calculation of the capillary length 
compo­
sition 
% 
benzene 
0.1 
0.3 
1 
3 
aniso­
tropy 
ε 
% 
4.0 
3.5 
5.0 
8.0 
stability constant 
σ' 
0.025 
0.025 
0.025 
0.025 
σ' 
(0 
0.08 
0.07 
0.10 
0.15 
σ' 
( Í ,CO) 
0.19 
0.37 
1.55 
6.53 
capillary length 
do,cff 
nm 
1.0 
1.1 
0.85 
1.0 
do,r.n 
(0 
nm 
3.2 
3.1 
3.4 
6.0 
<to,eff 
(e,Co) 
nm 
7.8 
17 
52 
270 
The с after σ' and <¿o,e// indicates that the influence 
of the anisotropy has been taken in to account, whereas e and Co 
indicate that the influence on the anisotropy and impurity 
concentration both have been accounted for. 
Looking at table 2.4 one can see that the capillary length is very dependent on the composition 
and that the differences between the marginal stability theory and the microscopic solvability 
theory give are relatively small. When neglecting the influence of the composition one should 
arrive at the value of the thermal capillary length, which is 2 nm, in the limiting case of pure 
chemical transport. As can be seen in the table this goes even for mixed transport. Both the 
marginal stability theory and the microscopic solvability theory give quite reasonable results 
in that respect. From theory [Lan80b] one can expect that the capillary length for the case oi 
solution growth should be larger than the value in the thermal case. This is indeed the case; 
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ι the sample with 3% benzene the capillary length is two orders of magnitude larger than the 
alue for pure thermal transport. 
From these values one can conclude that it is not necessary to calculate the chemical capillary 
;ngth. Using the thermal capillary length and ignoring concentration effects on the stability 
onstant gives a good approximation. 
5.7 Conclusions 
ly numerical calculations we have been able to relate the dimensionless undercooling, the di-
nensionless growth rate and dimensionless curvature radius. With these expressions the model 
f Lipton could be further refined. Instead of a self consistent set of equations, analytically 
olvable equations were obtained for the so-called effective scaling constants. It has been shown 
hat the anisotropy of the system scales both the diffusion constant and the capillary length, 
mi an error in the measured anisotropy will cause only an error in the capillary length. In the 
ase of mass transport limited growth one can get a good description of the tip radius by taking 
he thermal capillary length and neglecting concentration effects. 
The anisotropy of the cyclohexane-benzene system is quite high, and strongly dependent on 
he composition of the system. It varies from 4% for pure cyclohexane to 8% for the mixture with 
i% benzene. Calculation of the effective scaling parameters on the basis of the anisotropy, growth 
ate and tip curvature measurements gave acceptable values for both the marginal stability and 
пісгобсоріс solvability theory. The values for the latter were slightly better but the difference 
s so small that on basis of these results no distinction can be made. 
Comparing the observed diffusion constant with the known values led to the conclusion that 
iiffusion is greatly enhanced near the tip of the dendrite. The best fit was obtained with the 
hernial diffusion coefficient a factor fifteen higher than the literature value and the chemical 
Iiffusion constant a factor two higher than the literature value. We suppose that convection 
auses this discrepancy and that the convection is more important for the thermal transport 
han for the mass transport (the specific length of the temperature field is much larger than the 
orresponding length of the concentration field). 
Calculated ratios of the thermal and concentration fields near the tip of the dendrite indicate 
hat already in a mixture with 0.1% benzene heat and mass transport are equally important 
ind in a mixture with 3% benzene mass transport is clearly dominating. 
The value of the segregation coefficient resulting from the fit of the diffusion constants is far 
ibove the equilibrium value. This is in agreement with other observations, mathematical models 
ind mixtures. This implies that separation of a cyclohexane - benzene mixture by crystallisation 
s not effective under the process conditions applied. 
Experiments have shown that also for cases where both heat and mass transport determine 
he growth rate one can describe the tip radius with the thermal capillary length while neglecting 
oncentration effects. When these effects are taken into account the capillary lengths changes 
>y orders of magnitude which is to be expected from the Clausius-Clapeyron equation. 
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2.9 Appendix: List of used symbols 
symbol 
a 
a
c 
β 
β 
7 
δ 
è 
Δ 
Ath 
Δ,
Α 
e 
V 
ξ 
к 
s 
Ч 
Φ 
θ 
Ρ 
Ρ 
σ' 
σ'(() 
a-(C0,t) 
Ь 
Ч> 
С 
Со 
С, 
D 
D
c h 
ϋ
ί Λ 
Ocff 
De/Z.corr 
do 
do.c/i 
¿Ο,ίΛ 
do,e// 
do,cJJ,coTT 
ko 
unit 
-
-
-
-
Jm- 2 
m 
ms~
2 
-
-
-
-
m 
m 
m"
1 
m 
Jmol" 
rad 
rad 
m 
-
-
-
• 
-
Jmol" 
-
-
-
m
2
s~ 
m
2
s~ 
m
2
s~ 
2 _ 
m
2
s~ 
m 
m 
m 
m 
m 
-
description 
destabilising term in the microscopic solvability theory 
anisotropy 
stabilising term in the microscopic solvability theory 
ratio of the diffusivities at the solid and liquid side 
of the interface 
surface tension 
amplitude of a perturbation 
growth rate of a perturbation 
dimensionless undercooling 
dimensionless undercooling for heat transport 
dimensionless undercooling for mass transport 
anisotropy 
coordinate in the parabolic coordinate system describing 
the unperturbed dendrite 
coordinate in the parabolic coordinate system describing 
the perturbation of the dendrite 
curvature 
arclength 
1
 chemical potential 
angle 
angle 
curvature radius 
normalized curvature radius 
stability constant 
anisotropy dependent stability constant 
concentration and anisotropy 
dependent stability constant 
correction factor in the Temkin approximation 
_ 1 K _ 1 heat capacity 
concentration of impurities 
bulk melt concentration of impurities 
concentration of impurities at the interface 
diffusion coefficient 
diffusion coefficient for mass transport 
diffusion coefficient for heat transport 
L
 effective diffusion coefficient 
effective diffusion coefficient 
corrected for mass flux 
capillary length 
capillary length for mass transport 
capillary length for heat transport 
effective capillary length 
effective capillary length corrected for mass flux 
segregation coefficient 
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k, 
k/ 
M 
mc 
m¡ 
I 
L 
h 
Ρ 
Poh 
Pth 
r,R 
T
m 
ДТ
с Л 
ΔΤ< Λ 
u 
V 
V 
X 
X 
^сотг 
Y|m 
J m ^ K - 1 
J m - ^ - 1 
-
-
К 
m 
J mol" 1 
-
m
2
s
_ 1 
m V 1 
m V 1 
m 
К 
К 
К 
-
m s
- 1 
-
m 
-
-
-
heat conductivity at the solid side of 
the interface 
heat conductivity at the liquid side of 
the interface 
mobility 
number of the rotation axis 
slope of the liquidus in the phase diagram 
specific length of a field 
heat of fusion 
vector normal to the interface 
Peclet number 
Peclet number for mass transport 
Peclet number for heat transport 
radius 
melting temperature 
undercooling for mass transport 
undercooling for heat transport 
dimensionless field 
growth rate 
dimensionless growth rate 
position vector 
ratio of undercooling for heat transport and total undercooling 
ratio of undercooling for heat transport and total 
undercooling corrected for mass flux 
spherical harmonic 

Chapter 3 
On the morphology of caprolactam 
R. M. Geertman A.E.D.M. van der Heijden 
Abstract 
The morphology of f-caprolactam has been predicted using a periodic bond chain ana-
lysis Two kinds of building units have been considered monomers and dimers The most 
important faces according to the monomer analysis are {HT}, {110}, {200}, {111} and {31T} 
The dimer analysis gives the {200}, {20T}, {111} and {110} faces as the most important 
ones The results of the analyses are compared with the morphology of caprolactam grown 
from the melt and from fifteen different solvents and apart from growth kinetic effects the 
agreement is good 
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3.1 Introduction 
f-Caprolactam (CeHnNO, CAP) is a direct precursor of nylon-6. For the production of high 
quality nylon-6, very pure (> 99.999% pure) CAP is required, CAP with this purity is produced 
by the treatment of cyclohexanone with NH3 and extraction of the crude lactam followed by 
multiple distillation which removes water, which is the main contaminant. This is an expensive 
procedure, since CAP is a heat-sensitive material. Crystallization could replace distillation of CAP 
as a purification method, which explains why there is a growing interest in the crystallization 
behaviour of CAP. 
A great number of experiments to study the behaviour of CAP in industrial crystallizers 
has been carried out in the last years, but to our knowledge no fundamental studies on the 
crystallization of CAP have been carried out so far (except for [vdH92]), which is very surprising 
in view of the industrial importance of the substance. 
It is the aim of this study to predict the morphology of CAP crystals from a theoretical point 
of view and to use this basis to explain the experimentally observed growth forms thereby giving 
more insight in the role the solvent during the crystallization of CAP. 
3.2 PBC-analysis 
A method to predict the morphology of a crystal is the periodic bond chain (рве) analy­
sis [HP55a,HP55b,HP55c,Har63,Har73]. The first step in the analysis is to construct unin­
terrupted chains of strong bonds, since the crystal grows fast along the direction of these chains. 
In this way a crystal graph can be constructed. This graph consists of points which represent the 
building units and lines which stand for the bonds between those building units in the crystal. 
The second step is to cut the crystal graph along crystallographic directions. Three configura­
tions are then possible. The first is that no PBC lies in the face formed by the cut in the crystal 
graph. This is a K(ink)-face. The size of the face will grow slowly (no PBC contributes to the 
growth in size of this face) and the face win not appear on the crystal. If one PBC lies parallel 
to the face, the size of the face will increase fast in one direction and slow in the other direction. 
In other words the face will grow by steps. Therefore, it is called a s(tep)-face. The last possible 
situation is that two (or more) PBCS, not linearly dependent on each other will lie parallel to 
the face. This means that the size of the face will grow fast in (at least) two directions and that 
the face will theoretically occur on the crystal. These are the so-called F(lat)-faces. The F-faces 
determine the morphology of the crystal and to a large extent the growth kinetics (when they 
are growing below their roughening temperature). 
The relative importance of the F-faces can be determined by several methods, such as 1/<2ш> 
1/^οίί, E,i,
ce
 and T
e
. The first method (Donnay-Harker) is very crude; it does not take into 
account interactions between the molecules, but only the thickness (¿ш of the slices. The thicker 
the slices, the slower the face will grow. The method using the attachment energy E„tt as a 
criterion, is based on the assumption that the higher the attachment energy, the faster the face 
will grow (i.e. in a direction perpendicular to that face). Faces with the lowest attachment 
energy thus have the highest morphological importance. Determination of the morphological 
importance by the slice energy E,i,cc ,s in principle the same method, since E
a
u and E,i,
ce
 are 
related: E
att + E,i,„ = E„ytt, where the latter is the total energy in one unit cell of the crystal. 
The last method (T
c
) is based on the roughening temperatures of the faces. This method uses 
bond strengths and the correlation between the bonds to calculate relative roughening tempe­
ratures T
c
, below which the crystal face is flat and above which the crystal face is roughened. 
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Figure 3.1: (α) Positions of the monomers (centres-of-mass) in the unit cell including the labelling 
used in table 3.2. Projection of the unit cell along the 6-axis on the ac-plane. (6) Positions of 
the dimers (centres-of-mass) in the unit cell including the labelling used in table 3.3. Projection 
of the unit cell along the 6-axis on the oc-piane, (c) CAP dimer including the labelling used in 
table 3.1. 
The higher the roughening temperature of the face, the higher the morphological importance. 
3.3 The crystal s tructure 
Caprolactam has a monoclinic structure, spacegroup C2/c [WD75]. The unit cell dimensions 
are α = 19.28 Â, b = 7.78 Â, с = 9.57 Â, α = η = 90° and β = 112.39°. There are 8 molecules 
in the unit cell. The position of these molecules (also called monomers) and the labels as used 
in this paper can be found in fig. 3.1(a). The CAP-molecule can form two hydrogen bridges, 
one with the atom 019 and the other with the atoms N18 and H9. By placing another CAP-
molecule opposite to the first one (see fig. 3.1(c)) both possibilities to form hydrogen bonds can 
be used, resulting in a very strong interaction. This is reflected in the crystal structure; all the 
CAP-molecules are paired to another CAP-molecule. These pairs will be called dimers further on. 
The position and labelling of the dimers is given in fig. 3.1(6). 
3.4 Calculation of the bonds 
The interactions between the molecules were calculated in the following way. First the confor­
mation of CAP was taken according to its presence in the crystal structure. The geometry was 
not optimized, since this is the conformation with which the computation of the interactions 
must be done. The Mullikan charges were calculated with the AMPAC package (which uses a 
semi-empirical method to obtain a self consistent field for the molecular orbitals), using the PM3 
hamiltonian [Ste89,Ste90]. This resulted in the point charges given in table 3.1. 
The van der Waals interaction was calculated with a 6-12 potential, with a distance correcti­
on factor of 1.3 for the atoms involved in the hydrogen bonding [Che]. The Coulomb contribution 
to the bonding was computed by using the Mullikan charges and a dielectric constant of 1. The 
Van der Waals, Coulomb and total interactions fox the monomers are given in table 3.2. This 
is in principle a quite crude way to calculate the interactions between the molecules, but com­
parison with more sophisticated methods shows that, in the end, the results do not change very 
much [Boe93]. 
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Table 3.1: Partial elementary charges on each atom of a CAP molecule. The labelling of the 
atoms is given in fig. 3.1(c). 
atom 
01 
C2 
C3 
C4 
C5 
C6 
H7 
H8 
H9 
H10 
charge 
+0.240 
-0.114 
-0.090 
-0.099 
-0.114 
-0.061 
+0.067 
+0.053 
+0.096 
+0.079 
atom 
Uli 
H12 
H13 
H14 
H15 
H16 
H17 
N18 
019 
charge 
+0.053 
+0.063 
+0.051 
+0.052 
+0.053 
+0.064 
+0.050 
-0.051 
-0.393 
Table 3.2: Interaction energy of the bonds in the monomer-case (labelled according to fig. 3.1 
(a)) in kcal/mole. The crystallization energy is 14.50 kcal/mole. 
bond 
a-c 
a-b 
b-e 
a-d 
f-d (100) 
b-c 
b-h 
b-d 
Van der Waals 
+0.68 
-2.77 
-2.40 
-1.40 
-2.04 
-1.92 
-1.66 
-1.97 
Coulomb 
-6.08 
-0.77 
-0.85 
-0.77 
-0.09 
-0.16 
-0.02 
+0.62 
total 
-5.21 
-3.44 
-3.25 
-2.17 
-2.13 
-2.08 
-1.68 
-1.35 
The contribution of the Coulomb forces to the total bonding energy is small compared to 
the Van der Waals contribution. This is due to the fact that the four atoms H9, N18, CI and 
019 form a quadrupole so the electrostatic force decreases very rapidly with increasing distance. 
The interaction between the two molecules in the dimer, forms the only exception since there 
are two hydrogen bridges involved. The crystallization energy was calculated by summing all 
the bonds in the unit cell and dividing the sum by the number of units in the cell. This yielded 
a crystal energy of 14.50 kcal/mole for the monomer crystal. In table 3.3 the bond strengths for 
the dimer bonds are given. 
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Table 3.3: Interaction energy of the bonds in the dimer-case (labelled according to fig. 5.1(b)) 
in kcal/mole. The crystallization energy is 23.55 kcal/mole. 
bond 
A-B 
A-D 
A-A (001) 
B-D (001) 
B-D 
A-A (010) 
Van der Waals 
-6.12 
-2.63 
-2.22 
-1.74 
-0.14 
-0.75 
Coulomb 
-1.80 
-0.86 
+0.01 
-0.04 
-0.26 
+0.36 
total 
-7.44 
-3.49 
-2.21 
-1.78 
-0.40 
-0.39 
3.5 Monomer analysis 
АБ the interactions as given in table 3.3 were taken into account. The molecules were reduced 
to centres-of-mass. The bonds between the molecules were labelled according to their strength. 
In this way a pseudo-crystal of 4 χ 4 x 4 unit cells was constructed. Cuts along crystallographic 
directions with thickness dhki w^re made, with the indices h, к and / varying from -4 to 4. The 
resulting slices were checked for connectivity. After discarding the symmetry redundant F-faces, 
the set as summarized in table 3.4 was found. 
The attachment energy was calculated from the slice energy by the relation Е
л
ц + E,\
xct = 
E„yst· The Ising temperatures were computed by a program developed by Rijpkema et 
al. [RKBvdE82]. In many cases the structure of the slices was too complicated to estimate 
the Ising temperatures. In figs. 3.2(a), (6) and (c) the morphology of the CAP crystals is shown 
as predicted by respectively \ I dhki-, l/E
a
tt and £5|,ce. There is a difference between the habits 
predicted by the Donnay-Harker method on one hand and E,¡,cc and l/Eatt on the other. The 
Donnay-Harker method gives a morphology where only the {200}, {110}, {111} and {31Î} faces 
occur. Criterions based on E,¡lce and 1/Eatt give a different and slightly richer morphology — 
{111}, {110}, {200}, {20T} and {3lT} faces can be seen. The difference is easy to explain if 
one realizes that the Donnay-Harker method is purely geometrical, whereas the methods based 
on energy calculations are very sensitive to the energy content of one slice relative to another. 
When polar building units, like CAP monomers, are used there can be a difference between the 
Donnay-Harker method and the energy methods, since the latter methods are strongly influenced 
by the breaking of the energetically favourable hydrogen bonds. 
3.6 Dimer analysis 
In the case of dimers as building units, a similar procedure as previously described for the 
monomer analysis, was followed. The results are given in table 3.5. The reduction of the 
number of growth units per unit cell leads to a simplification of the crystal graph. A simplified 
crystal graph generally gives a smaller number of connected nets and less complex slices. Thus, 
more Ising temperatures can be calculated. The crystal habits are given in figs. 3.2(d)-(g). 
Differences between the différent recipes for the prediction of the morphology are smaller than 
in the monomer analysis. Due to the disappearance of the strong dimer interaction, which is 
now incorporated in the building unit itself, the bonding in the crystal is much more isotrope, 
so the Donnay-Harker method and the energy methods are more alike. 
38 CHAPTER 3. 
Table 3.4: F-faces found in the monomer PBC-analysis. If no Tc is given it was either not 
possible to calculate ¡t because the slice was not 2-dimensional or no convergence was reached 
in the calculation of the temperature. 
face 
{hkl} 
{111} 
{110} 
{200} 
{111} 
{311} 
{310} 
{202} 
{315} 
{002} 
{020} 
{021}a 
{021}b 
{215} 
{112} 
{311} 
{313} 
dhkl 
[A] 
6.059 
7.197 
9.476 
5.206 
5.010 
4.904 
4.289 
3.964 
4.425 
3.890 
3.561 
3.561 
4.103 
4.085 
3.811 
2.975 
Eatt 
[kcal/mole] 
-6.71 
-6.82 
-7.29 
-7.40 
-8.14 
-8.53 
-9.15 
-9.37 
-9.43 
-9.59 
-9.62 
-9.66 
-10.2 
-10.3 
-10.7 
-10.9 
Eihtx 
[kcal/mole] 
-7.79 
-7.68 
-7.21 
-7.10 
-6.36 
-5.97 
-5.35 
-5.13 
-5.07 
-4.91 
-4.88 
-4.84 
-4.34 
-4.16 
-3.79 
-3.65 
Tc 
[-} 
-
-
-
1.623 
2.041 
-
1.546 
1.321 
0.841 
-
-
-
1.067 
-
-
Table 3.5: F-faces found in case of the diraer PBC-analysis. Because the connected nets were 
generally simpler compared to those found in the monomer case, more Ising temperatures could 
be determined. 
face 
{hkl} 
{200} 
{201} 
{HI} 
{110} 
{025} 
{311} 
{131} 
{313} 
{111} 
{020} 
{205} 
{002} 
dhki 
[A] 
9.476 
8.381 
6.059 
7.197 
2.920 
5.010 
2.432 
2.236 
5.206 
3.890 
4.289 
4.425 
Eatt 
[kcal/mole] 
-6.07 
-10.1 
-10.4 
-10.9 
-13.1 
-14.3 
-15.0 
-15.3 
-15.7 
-17.9 
-19.7 
-22.4 
Calice 
[kcal/mole] 
-17.5 
-13.4 
-13.1 
-12.7 
-10.5 
-9.22 
-8.55 
-8.23 
-7.84 
-5.70 
-3.88 
-1.19 
Tc 
[-] 
2.933 
1.590 
1.938/1.661 
2.439 
-
1.201 
1.221 
0.757 
0.820 
0.422 
0.191 
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Figure 3.2: In this figure, the predicted morphologies of CAP are depicted according to the 
monomer and dimer PBC-analyses. Except for (h), two different views are shown. Prediction 
of the morphology according to the criterion (a) l/гіш (monomer); (6) l/E
att (monomer); (c) 
E,i,ce (monomer); (d) l/d¡,ki (dimer; the difference with (a) is the presence of the {201} face, 
which was found to be not connected in the monomer analysis); (e) l/£„t* (dimer); (ƒ) £,/,« 
(dimer); (g) Tc (dimer). (Λ) Morphology as predicted by the dimer analysis (based on the 1/Eatt 
criterion), considering only the {200} and {111} faces. 
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3.7 Comparison monomer and dimer analysis 
The monomer and dimer analysis both give the same faces as the most important ones, except 
for the {20Î} face in the dimer analysis. This explains the somewhat different morphology based 
on the Donnay-Harker criterion depicted in figs. 3.2(a) and (d). The relative importance of the 
faces, predicted by Eatt (and E„i,cc) is, however, different. This gives immediately insight in the 
structure of the faces. Going from the monomer to the dimer analysis, the centre-of-mass used 
in the analyses shifts from the centre of a molecule to the position of the inversion centre of a 
dimer pair. Thus, it can occur that the position of the centre-of-mass of a monomer is located 
within the slice, whereas the centre-of-mass of the corresponding dimer is outside the same slice. 
The {111} and {110} are the most important faces in the monomer analysis while they are only 
third and fourth in importance in the dimer analysis. This means that the {111} and {110} 
slices contain monomers. The {111} face is an even better example; the slice energy of this 
face in the dimer analysis is so small compared to the other faces that it will not occur on the 
crystal, as can be seen in figs. 3.2(d)-(g). It is, in principle, also possible that the centre-of-mass 
of the dimer is located within the slice whereas the centres-of-mass of the monomers lie outside 
the same slice when the projection of the vector connecting the two monomers, which form the 
dimer, on the normal vector of the face under consideration is larger than d^ki- This is only 
possible in the case of high index faces, which are generally not important to the morphology. 
3.8 Comparison theoretical prediction and experimental re-
sults 
CAP crystals were grown from alkanes (n-hexane, η-heptane, iso-octane and cyclohexane), alco­
hols (methanol, ethanol, n-propanol and n-butanol), aromates (toluene, o-, m- and p-xylene), 
water, acetone, ethyl acetate and the melt. For the experimental results see Van der Heijden 
et al. [vdH92] and table 3.2. The growth forms of the crystals can be found in fig. 3.3. The 
difference between the CAP crystals grown from alkanes and those grown from other solvents is 
very distinct, as has been remarked by Van der Heijden et al. [vdH92]. Spectroscopie measure­
ments [Car86,Kr¡82] indicate that the degree of dimerization in non-polar solvents, like alkanes, 
is very high. Therefore the results of the dimer analysis must be used to interpret the results 
of CAP grown from alkanes. The agreement between the prediction and the experiment is quite 
good. The crystals were platelets with {200} top and bottom faces, which were also the most 
important faces according to the dimer analysis. In our previous paper on CAP [vdH92] we 
assumed that the side faces were likely to have the {111} orientation (it was not possible to 
measure the orientation of the side faces because of the small thickness of the platelets). This 
interpretation is, however, not correct since the {111} has a much higher importance than the 
{111} face in the dimer analysis. This is also supported by the fact that the {111} face has a 
higher morphological importance than the {111} face in the monomer analysis. The {20T} does 
not occur, probably because of the large size of the {200} face. The prediction of the crystal 
form based on the results of the dimer analysis in which only the {200} and {111} faces are con-
sidered can be found in fig. 3.2(A). The size of the {200} face is underestimated. This indicates 
that the {200} face is stabilized by the alkanes, increasing the step free energy, reducing the 
growth rate of the face, which thus becomes larger. No difference between fast and slow kinetics 
has been found, nor was there any difference between the crystals grown from normal alkanes, 
iso-alkanes and cydo-alkanes. 
The results of the other solvents are less easy to explain. Here, two effects play a role: the 
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Table 3.6: The experimentally found morphologies of CAP crystals grown from different solu-
tions and the melt under conditions of fast and slow growth kinetics. Explanation of the signs: 
++ = very large face; + = large face; + / - = small face; no sign means that the face did not 
occur or (in case of the alkanes) that it was impossible to determine its presence. 
solvent 
or melt 
alkanes 
alcohols 
aromates 
acetone 
ethyl 
acetate 
water 
melt 
fast 
{200} 
++ 
++ 
++ 
++ 
++ 
++ 
++ 
{110} 
+ 
+ 
++ 
+ 
{111} 
+ 
+ 
+ 
+ 
+/-
+ 
{311} 
+/-
slow 
{200} 
++ 
++ 
++ 
++ 
++ 
++ 
++ 
{110} 
+ 
+ 
+ 
+/-
+/-
+ 
+ 
{111} 
+ 
+ 
+ 
+ 
+ 
+ 
{311} 
+/-
+/-
+/-
+/-
+ 
+/-
Figure 3.3: Growth morphology of CAP grown from: (a) alkanes; (b) alcohols (slow kinetics); 
(c) alcohols (fast kinetics); (d) acetone; (e) water (fast kinetics) and (ƒ) water (slow kinetics), 
toluene, o-, m-, p-xylene, ethyl acetate and the melt. 
degree of dimerization of CAP in the solvent and kinetic factors. As has been remarked earlier, 
the {200} face is less important in the monomer analysis than in the dimer analysis. The {111} 
face shows the opposite behaviour; it is more important in the monomer than in the dimer 
analysis. The crystals grown from solvents in which CAP is less dimerized, should therefore be 
thicker, which is in agreement with experiments, except for the crystals grown from water. The 
role of water in the crystallization of CAP will be discussed later on. 
Crystals grown from alcohols, aromates, ethyl acetate and acetone have a richer morphology 
than the crystals grown from alkanes, due to the fact that they are thicker, so more side faces 
can occur. The 'new' faces are {110} and {31Ï}. The relative importance of these faces is: 
{200} > {111} > {110} > {31Î}. This is not the sequence predicted by the monomer analysis, 
but more or less the one predicted by the dimer analysis, if one does not take the {201} and 
{022} faces into consideration. This is not a kinetic effect because the {200} face is the most 
important face of crystals growing rather fast (supersaturation > 15%) from methanol, ethanol 
and n-propanol but also when growing with reduced rates (supersaturation < 10%) from the 
same solvents. Moreover the {200} face is even larger on slowly grown (closer to equilibrium 
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form) than on fast grown crystals. This can be explained if it is assumed that growth of CAP 
crystals is (much) more efficient with dimers than with monomers. Consequently, the relative 
order of the di mer analysis should be taken. 
CAP crystals grown from water are a separate case. They are platelets but, in contrast to 
those grown from the alkanes, elongated along the c-direct ion. These crystals are bounded by 
{200}, {110} and {11Î} faces. Water can form hydrogen bridges with CAP so it is not very 
likely that CAP grows with dimers in this solvent. The relative order of these faces is exactly 
the reverse of that found in the monomer case. From these facts it must be concluded that the 
interaction of the building units at the crystal surfaces with water plays a very important role 
in the growth of CAP from water. Especially the {200} face is blocked. An explanation for the 
hindrance of the growth of the {200} face is given by Van der Heijden et al. [vdH92]. The {111} 
face is the least sensitive of the three faces mentioned with respect to the blocking of the faces 
by water. This is a kinetic effect: if CAP crystals are grown very slowly from water, the {111} 
faces are better developed than the {110} faces. This effect can be explained in the same way 
as the blocking of the {200} faces. Complexes of two water molecules and two CAP molecules fit 
better on {110} than on {11Î} surfaces, because the dimers are more or less oriented vertically 
in the {110} slice, so the complexes can fit relatively well, whereas the dimers are oriented 
horizontally in the {111} slice, so the complexes do not fit and therefore do not block the face. 
This gives large {200} and {110} faces and small {111} faces when kinetics play an important 
role. If the kinetics are not important, the experimentally found growth form is almost identical 
to the equilibrium form predicted by the Donnay-Harker method. It could very well be that the 
real equilibrium form of CAP crystals grown from an aqueous solution is similar to the forms 
predicted by Ε,ι,„ and E
att-
One could argue that alcohols are also capable of forming two hydrogen bonds per molecule, 
so they should block growth of the {200} face as well. From experiments it is clear that this is 
not the case. Probably complexes consisting of two CAP and two alcohol molecules are stericaljy 
hindered and therefore unstable. This is independent of the chain length of the alcohol in 
question; the crystals grown from methanol show no difference with the crystals grown from 
n-butanol. Another argument for this assumption is that the solubility in water is very high, 
in a saturated water solution at 25° С the ratio between molecules water and molecules CAP is 
one, whereas the solubility of CAP in alcohols is much lower. If the formation of the complexes 
mentioned was very favourable, CAP should dissolve much better in alcohols. The traces of 
water, which are always present in alcohols, do not hinder the growth of CAP crystals. This can 
be concluded from the absence of {110} faces on crystals grown with a high supersaturation 
(fast kinetics). When water-CAP complexes hinder the growth, these faces should at least be 
present, since these complexes block the {110} face. 
CAP grown from the melt is also bounded by {200}, {110} and {11Î}, in this order of 
importance. This is in agreement with the prediction of the dimer analysis, when one neglects 
the {20Î} face. 
Except for the alkanes, all solvents give the same habit (fig. 3.3(/)) if the crystals are grown 
relatively slowly. 
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3.9 Conclusions 
The experimental results show a good agreement with the prediction of the growth form based 
on the рве-analysis of the structure. It is shown by comparison of the morphologies predicted 
by the monomer and the dimer рве-analysis that CAP has a strong preference to grow with 
dimers. Only in the case of water, which can form two hydrogen bridges per molecule, CAP 
grows by monomers. By comparing the morphologies of crystals grown with fast kinetics and 
those with slow kinetics, the influence of solvents and the kinetics of growth on 
the equilibrium form of the crystal could be separated. The equilibrium form is very much 
the same for all solvents. Water is a very efficient growth inhibitor for the {110} and especially 
the {200} faces. 
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Chapter 4 
Solvent-dependent growth 
morphology of caprolactam 
A.E.D.M. van der Heijden R.M. Geertman 
Abstract 
The morphology of caprolactam crystals strongly depends on the solvent from which 
they are grown Qualitative explanations of the observed growth forms are either based on 
the interaction between the solvent molecules and the growth units or on an onentational 
ordering of solvent molecules at the solid-liquid interface which affects the step free energy 
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4.1 Introduction 
E-Caprolactam (CeHnON, CAP) ¡S an important industrial chemical which yields nylon-6 after 
polymerization, CAP can be produced from cyclohexane and NH3 or ΝΟ
χ
, although toluene 
Dr benzene ran be used equally well. The industrial processes utilized for fibre production 
are sensitive to quality fluctuations and require a relatively high purity of commercial CAP 
(> 99.999%). The one of the main contaminants is water, which can be removed by thin film 
distillation. However, since CAP is a heat sensitive material, this purification involves high costs. 
These might be reduced by the use of a crystallizing system as a replacement of the final CAP 
purification. 
4.2 Experimental details 
CAP has a monoclinic structure (space group C2/c) which crystallizes with eight molecules 
per unit cell. The unit cell dimensions are: a = 19.28 À, 6 = 7.78 Â, с — 9.57 Âand β = 
112.39°. [WD75]. CAP was obtained from Merck (p.a., > 99.9%) and used without further 
purification, CAP crystals were grown from the following solvents (all p.a. purity): alkanes (n-
hexane, η-heptane, iso-octane and cyclohexane), alcohols (methanol, ethanol, n-propanol and 
n-butanol), and a miscellaneous group of solutions consisting of water, acetone, toluene and 
ethyl acetate. To increase the supersaturation of a CAP solution contained in a growth vessel, 
the solution was either cooled down or the solvent content was reduced through evaporation. The 
resulting crystals were mounted on a goniometer to index the faces. Microscopic observations 
were performed with a Reichert MeF2 microscope used in the differential interference contrast 
(DIC) mode. 
Projections and side views of the CAP structure were obtained using the computer program 
Chem-X, developed and distributed by Chemical Design Ltd. (Oxford, UK) and supported by 
the CAOS/CAMM centre at our university. 
4.3 Results 
The resulting growth habits of CAP crystals grown from the different solvents can be summarized 
as is shown in fig. 4.1. Generally the crystals — with sizes up to 30 χ 20 χ 5 mm3, see fig. 6.1(g) 
— are bounded by {200} (largest face), {110}, {111} and {31Î} faces (solvents: toluene, ethyl 
acetate, acetone, the alcohols and water under low driving force conditions). However, the 
appearance of {110} was very rare on CAP grown from acetone (supersaturation 15 - 20%): if it 
is present its relative size in comparison with the other faces is small. In methanol, ethanol and 
n-propanol the appearance of this face depends on the growth kinetics: well-developed {110} 
faces are present in the case of relatively slow growth (supersaturations below ~ 15%), while 
they disappear for higher growth rates (supersaturations above ~ 15%). 
CAP crystals grown from the alkanes remain thin (< 1 mm) and platelet-like (supersaturati-
ons ranging from 15 - 20%). Again the largest face is {200} which is probably bounded by {1 lT} 
faces. Unfortunately these crystals could not be mounted on the goniometer without breaking 
them and it is possible that {311} may also occur. On the {200} face high macrosteps can be 
discerned. Sometimes 2-dimensional facetted dendrites developed from iso-octane solutions. 
The solubility of CAP in water is extremely high (525 gr/100 gr water at room temperature) 
and this leads to rather viscous solutions. Under conditions of high supersaturation (~ 20% 01 
more), elongated (along [001]) flat needles result with largest face {200} and bounded by {110} 
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Figure 4.1: Summary of the growth morphology of CAP grown from: (a) alkanes; (6) alcohols 
(slow kinetics); (c) alcohols (fast kinetics); (d) acetone; (e) water (fast kinetics); (ƒ) water (slow 
kinetics), toluene and ethyl acetate; (g) example of a CAP crystal grown from a toluene solution 
(1 mm/division). 
and {111}. Large inclusions, parallel to the c-axis, are formed if the crystals become thicker. 
In less supersaturated solutions (below ~ 10% relative supersaturation), the habit of the CAP 
crystals changes from needle-like to thicker, less elongated crystals — also the {311} face shows 
up. In this case the growth rate is drastically decreased: crystals of the same dimensions can be 
obtained much more easily from e.g. toluene or ethyl acetate solutions with growth rates that 
are at least a factor 100 larger (supersaturations up to ~ 25%). 
Detailed inspection of the interior of C A P crystals, using Die microscopy, reveals crystallo-
graphically oriented micro-inclusions (10 — 100 /im in diameter), which are generally bounded 
by {200}, {110} and probably {111} faces, although {110} was somewhat more often observed 
in CAP crystals grown from the alkanes. Fig. 4.2 shows an example of such micro-inclusions. 
4.4 Discussion 
To predict the morphology of CAP (i.e. the faces (hkl) which may occur on an equilibrium 
growth form), a periodic bond chain ( р в е ) analysis — a method developed by Hartman and 
Perdok [HPooa, HP55b, HP55c] — can be performed. Once these (potential) faces have been 
determined, several criteria can be used for the morphological importance of a certain face (hkl). 
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Figure 4.2: DIG photograph of micro-inclusions in a CAP crystal grown from n-propanol. The 
inclusions are bounded by {200}, {110} and probably {111} faces. 
A review of these criteria is given by Bennema and Van der Eerden [BvdE87]. 
It should be noted that the рве-analysis itself is only a static method whereas growth 
of crystals is a dynamic process. Furthermore, the theory is based on the construction of faces 
with respect to vacuum while the existence of solvent specific interactions with either the crystal 
interface or the solute molecules in the bulk liquid must not be ruled out. Consequently this 
may lead to discrepancies between the predicted equilibrium form and the actual growth form. 
Structure data [WD75] reveal that the lattice is built up of dimers due to hydrogen bridges 
between two CAP molecules. In the рве-analysis of CAP we consider either monomers or dimers 
as growth units. These two possibilities are considered because (near-)infrared spectroscopic 
measurements (see e.g. [Kri82] and references therein) of diluted (< 0.2 M) solutions of t-
caprolactam and ¿-valerolactam demonstrated that the dimerization constant, defined as the 
concentration of dimers divided by the square of the concentration of monomers, increases with 
solvent in the order water (0.014 M _ I) < dioxane < trichloromethane < benzene < tetrachloro-
methane < cyclohexane (550 M_ 1). Although the dimerization constant will increase further in 
supersaturated solutions, the observation that this constant varies over 4 — 5 orders of magnitude 
in different dilute solutions indicates that in the case of water as solvent a major part of the 
growth units will be monomer CAP molecules while in the other solvents growth will take place 
directly with dimers. Results of the monomer analysis are given in table 4.1. (For the complete 
PBC-analysis, see chapter 3). The only severe discrepancy between theory and experiment is the 
{201} face which was never found on CAP crystals. 
The observed differences in growth morphology of CAP crystals grown from the range of 
solvents can be largely understood if the interaction between solvent and solute molecules either 
in the bulk solution or at the solid-liquid interface is considered. Fig. 4.3 gives the side view of 
the {200} face of CAP. The dimers are in a more or less upright position to the {200} face. Two 
possible cuts can be made: a polar and non-polar one. As already mentioned, water molecules 
will break up the dimers as is visualized in fig. 4.4. This is likely since in the bulk liquid the 
number of water molecules and the number of (monomer) CAP molecules are approximately 
equal. Although the monomer analysis predicts the {200} face to be less important than the 
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Table 4.1: Results of the PBC-analysis assuming monomers as the growth units with a morpho-
logical importance (MI) of faces (hkl) following from this analysis and based on the strength of 
the connected net (£ш, which is the ratio of the sDce energy of the connected net and the crystal 
energy [BvdE87] and the Ising temperature T
c
, of which only a relative value can be given; it is 
interpreted as being approximately equal to the roughening temperature, see [BvdE87]. If no T
c 
is given, either no convergence was reached in the calculation of this value or it was not possible 
to calculate it because the slice under consideration was not 2-dimensional. The fourth column 
gives the MI found experimentally. 
face 
{hkl} 
{200} 
{020} 
{002} 
{110} 
{021}a 
{021}b 
{111} 
{111} 
{112} 
{311} 
{31Ï} 
{310} 
{202} 
{212} 
{312} 
{313} 
£ш 
[-] 
0.50 
0.34 
0.35 
0.53 
0.34 
0.33 
0.49 
0.54 
0.29 
0.26 
0.44 
0.41 
0.37 
0.30 
0.35 
0.25 
T
c 
[-] 
-
0.841 
1.321 
-
-
-
1.623 
-
1.067 
-
2.041 
-
-
1.546 
-
exptl. MI 
1 
-
-
4 
-
-
-
2 
-
-
3 
-
-
-
-
-
{11Î} and {110} faces (see table 4.1), blocking of steps by water molecules at the {200} and 
{110} faces is already very efficient in reducing the growth rate of these faces, which thus become 
the dominant ones (especially {200}). See also chapter 3. 
If growth takes place under low driving force conditions, the habit becomes similar to the 
one found in toluene and ethyl acetate solutions. Apparently crystallization then takes place 
under much better controlled conditions, which seems to reduce the effectiveness of the blocking 
described above. 
The tendency of the alcohol molecules to form hydrogen bonds is much less in comparison 
with water molecules, hence growth of CAP is hardly disturbed in the alcohol solvents. To 
explain the disappearance of the {110} face under high driving force conditions, it should be 
remembered that in general growth rates for different faces increase differently with increasing 
supersaturation, hence certain faces may 'grow out' (see fig. 4.1(b) and (c)). 
Elwenepoek et al. [Elw87] have suggested — for the case of naphthalene growing from diffe-
rent solvents — the existence of orientations! order in the liquid adjacent to the crystal faces. 
This order is disturbed if the shape of the solvent molecules is not similar to that of the solute 
molecules. In this case the reversible work to create a step, i.e. the step free energy уш of 
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Figure 4.3: Side view of the {200} face, which is dominantly found on CAP crystals. The view 
is rotated in such a way that the face is horizontal. 
Figure Ί.4: Visualization of the interaction which water molecules have with a CAP dimer. As 
a result of the strong interaction between solvent and solute molecules, direct incorporation of 
a growth unit into the crystal lattice is obstructed. 
the face (hkl) is higher than for similar shaped solvent and solute molecules. These suggestions 
were verified quantitatively by Elwenspoek [Elw88]: experimentally the step free energy was 
determined in a ternary solution of naphthalene, toluene and n-hexane as a function of the 
toluene-n-hexane composition. It was indeed found that the step free energy increased with 
increasing n-hexane concentration. Although we were not able to determine the step free energy 
of CAP growing from different solvents, we are able to make qualitative remarks on the step free 
energy of the {200} face of CAP, 72001 °n basis of the growth forms depicted in fig. 4.1. 
The growth form of CAP which results from the alkanes is a thin, flat plate, while the alcohols, 
acetone, toluene and ethyl acetate (and even water at low growth rate conditions) yield much 
thicker crystals. This means that the growth rate of the {200} face in the alkane solutions is 
much lower and hence 7200 is higher in comparison with the value of this parameter in the other 
solvents. This can be explained as follows. 
The orientation of a CAP dimer in order to be incorporated in the lattice, has to be vertical 
to the {200} surface (see fig. 4.3) — any other orientation on this face being energetically less 
favourable. Furthermore, due to the relatively low solubility of CAP in the alkanes the number 
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oi solvent molecules and growth units (dimers) in the bulk solution is in a greater than 40 to 
1 proportion. It seems therefore reasonable to assume that the alkane molecules will be more 
or less orderly 'packed' at the solid-liquid interface, which might lead to an increase in 7200 or, 
at least, a value which is higher compared to the value of 7200 in solvents like toluene, ethyl 
acetate, acetone and the alcohols. In this latter range of solvents, this orientational order of the 
solvent molecules at the interface will be less prominent due to the more asymmetrical shape of 
these molecules and because the ratio of the number of solvent molecules to growth units is now 
~ 5 — 10 to 1. This might lead to a lower value of 7200 compared to the one in alkane solutions. 
With these assumptions this leads to an increase of the growth velocity. Consequently this yields 
thicker crystals. 
4.5 Conclusions 
The growth morphology of caprolactam which crystallized from twelve different solvents was 
investigated. Large and well developed crystals can be obtained when growing from toluene or 
ethyl acetate solutions. The growth forms are generally bounded by {200}, {110}, {111} and 
{311} faces which are also predicted by a periodic bond chain analysis. Under low driving force 
conditions the morphology of CAP in all solvents except the alkanes is similar. To explain the 
growth forms, qualitative arguments were based on: 
1. the solute-solvent molecule interaction either in the bulk liquid or at the solid-liquid inter-
face; the former may prevent the formation of CAP dimers in the solution, while the latter 
may result in a blocking of certain crystal faces; 
2. the effect which the orientational order of solvent molecules at the solid-liquid interface 
has on the step free energy of the face under consideration. 
The first mechanism explains the morphology of CAP crystals grown from water while with the 
second one the differences in growth habit (in particular the characteristics related to the {200} 
face) can be understood qualitatively. 
Acknowledgements — A.E.D.M. van der Heijden and R.M. Geertman wish to acknowledge 
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Chapter 5 
Etch pits on caprolactam 
A.E.D.M. van der Heijden R.M. Geertman 
Abst rac t 
As an extension of the results on the morphology we investigated the defect structure of 
solution grown caprolactam crystals by means of slight etching in cyclohexane and subsequent 
microscopic observation of the resulting etch pits on the {200}, {110}, {111} and {3lT} faces 
In case of the {200} face (which is a cleavage plane) we confirmed that the etch pits are 
formed around dislocation lines by performing an 'etch-and match' experiment Information 
is obtained on morphology and density of etch pits, the presence of grain boundaries as well 
as qualitative information on the inclination of the dislocation lines 
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5.1 Introduction 
As a result of the often required high purity of organic crystals, growth and purification of these 
substances on large scale are of increasing importance in industry. Especially the purification 
step of the organic materials demands a relatively high reproducibility since industrial processes 
are often quite sensitive to quality fluctuations of the basic chemicals. 
At the moment e-caprolactam (CgHnON, CAP), which yields nylon-6 after polymerization 
and which is used for the production of fibres, is one of the important organic substances. 
Usually, CAP is purified by means of thin-film distillation to remove water which is — in quantity 
— one of the main contaminants, although removal is relatively easy. This involves rather high 
costs since CAP is a heat-sensitive materia]. For the production of CAP it is very important 
to reduce the content of oxidizing impurities (in order to prevent initiation of polymerization). 
Currently it is investigated whether a crystallizing system can replace the final purification step 
of CAP. 
Although CAP is produced on large scale by a number of industries over the last two decades 
now, one would expect some interest in the crystallizing properties of this material. However, 
besides the determination of the structure [WD75] the only papers on the morphology of CAP 
are of the authors. The morphology of CAP was studied both from an experimental point of 
view by growing crystals from a large range of organic solvents and water (chapter 4) and a 
theoretical point of view by performing a рве-analysis (chapter 3). 
Etching is one of several widely used techniques for characterization of ionic crystals, semi­
conductors and metals and it was extensively reviewed by Hcimann [Hei75] and more recently by 
Sangwal [San87]. Literature on characterization of organic crystals using this technique is howe­
ver limited despite the increased interest in crystallization of organic materials over the last few 
decades. Characterization techniques for organic crystals were discussed by Sherwood [She69]. 
In his review he also shortly describes some etch studies on naphtalene, anthracene, sucrose, 
biphenyl, tetracene, pyrene and benzoic acid. 
In this chapter we want to extend the already available information on the morphology of 
CAP, with studies of the defect structure of the crystals. We use the technique of etching of 
crystal faces, leading to the formation of etch pits which, in turn, are related to dislocation lines. 
In this way we are able to determine e.g. etch pit morphologies, average etch pit densities and 
the presence of grain boundaries. 
In the next section we will give some experimental details. Section 5.3 gives the results of the 
etch pit studies on the {200}, {110}, {11Ï} and {311} faces of CAP together with a discussion 
of the observations. Section 5.4 summarizes the conclusions of this introductory experimental 
study of the defect structure of CAP. 
5.2 Experimental details 
CAP has a monoclinic structure (space group C2/c, point group 1/rn) and crystallizes with eight 
molecules (or: four dimers) per unit cell. The dimensions of this unit cell are: a = 19.28 
Â, 6 = 7.78 Â, с = 9.57 Â and β - 112.39° [WD75]. Caprolactam was supplied by Merck 
(> 99.9 %) and used without further purification. 
The CAP crystals used for this study were grown from an n-propanol solution, although they 
can be grown from many other solvents, like (see chapters 3 and 4): n-hexane, η-heptane, iso-
octane, cyclohexane, methanol, ethanol, n-butanol, water, acetone, toluene, ethyl acetate, p-, o-
and m-xylene. In the aliane solvents the solubility of CAP at room temperature is rather small: 
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only a few grams per 100 gr solvent. There is an intermediate solubility in the alcohols, acetone, 
toluene, ethyl acetate and xylenes (~ 40 - 100 gr CAP/100 gr solvent). The solubility of CAP 
in water is extremely high: more than 500 gr CAP/100 gr water; this leads to rather viscous 
solutions. Also the melt (melting temperature 69.3 °C) is quite viscous: 1.23 · 10~2 kg m - 1 s _ 1 
at 70 °C. 
The etch pits were formed after slight dissolution of a crystal for about 10-60 s in cyclohexane 
at room temperature. The resulting etch pits on the {200}, {110}, {111} and {3lT} faces 
were observed with either a Reichert MeF2 or a Nikon Microphot-FX microscope used in the 
differential interference contrast (DIC) set-up. 
5.3 Results and discussion 
Before we proceed with the results of the etch pit study, first a few remarks. During the obser­
vation of the surfaces of CAP it turned out that a rather high relative humidity can deteriorate 
the crystal surfaces, in particular the {200} face in less than a minute. This surface starts to 
reconstruct and the characteristic morphology of the etch pits is ruined completely. Apparently 
water interacts quite strongly with the {200} face (as was concluded earlier from results of the 
growth experiments of CAP crystals from water, see chapter 4). 
It turned out that cyclohexane is a good etchant for CAP, i.e. there is a clear distinction 
between etching of a non-dislocation surface site and the region around a dislocation line: the 
latter is 'favoured' leading to the formation of etch pits. 
5.3.1 Etch pits on {200} 
Although etch pits are known to be formed around dislocation lines emerging at the surface, an 
'etch-and-raatch' experiment provides a strong evidence, because if the pits are indeed formed 
due to the presence of dislocation lines, the etch pits on the corresponding opposite faces of 
a cleaved crystal have to match in number and position, apart from dislocations that may 
have formed during the cleavage process [Hei75, San87]. Since the {200} face can be (partly) 
cleaved we were able to carry out such an 'etch-and-match' experiment. The result is shown 
in fig. 5.1. Indeed the experiment led to mirror images concerning the position and number 
of the dislocation lines, but the orientation of the etch pits is rotated over 180°. This can be 
explained as follows. If we view a unit cell of CAP along the α-axis then we see that it consists of 
two non-identical layers. The symmetry operation which transfers one layer into the other is a 
rotation of a half-layer over 180° combined with a translation of ¿[100], in other words a 2-fold 
screw axis. Thus by cleaving a crystal the opposite faces will always have different orientations, 
rotated over 180°. It is very interesting that a microscopic property of the structure (the 2-fold 
screw axis) reflects itself in the macroscopic characteristics of an etch pit: the top most half-layer 
(with a thickness < 10 Â) determines the orientation of the etch pit. 
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Figure 5.1: A typical example of an 'etch-and-match' experiment on the {200} face of CAP. 
Clearly a 1-1 correspondence is found for position and number of etch pits formed after slight 
dissolution in cyclohexane for 20-30 s. The rows of etch pits indicate the presence of low-angle 
grain boundaries. Note the difference in orientation of the etch pits on the matched cleavages 
the pits are rotated over 180° (Nikon DIC microtopograph). 
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Usually it is found that etch pits are bounded by directions parallel to periodic bond chains 
(PBCS) lying in the plane of the face [Hei75]. The {200} etch pits show a mirror line in their 
length direction which coincides with the c-axis, hence the two parallel sides of each etch pit 
are [001] directions. From the angles between the remaining sides it was deduced that the other 
sides are parallel to [Oil] ([Olì]) and [012] ([0Ï2]). Fig. 5.2 gives a schematic drawing of the etch 
pit morphology. The 2-dimensional point group symmetry seems to be m. However, if we look 
at the structure of CAP i.e. at a top view of the {200} face, then this contains a higher symmetry 
namely 2mm (or: тт} the 2 being superfluous since two perpendicular mirror lines imply the 
presence of a 2-fold rotation axis), hence one should expect etch pits conform this symmetry. 
It is possible that etch pit morphologies differ from the expected symmetry because of external 
influences e.g. the direction of flow of the solvent in which the etching takes place. Generally 
this reduces the symmetry. However, the CAP crystals were etched in stagnant solutions, so 
hydrodynamical circumstances affecting the etch pit morphology are ruled out. Another, more 
obvious explanation is that the dislocation lines are not perpendicular to the {200} surface, but 
emerge with some inclination thus leading to etch pit morphologies which break the symmetry 
prescribed by the structure [San87]. X-ray topographic measurements should be able to clarify 
this point. 
Figure 5.2: A schematic drawing of an etch pit on the {200} face in which the directions of the 
PBCs are depicted bounding the etch pit. 
We also found evidence for the presence of grain boundaries revealing themselves through 
rows of dislocations (see fig. 5.1). The etch pit density on the {200} face ranges from (1 — 5) · 
5.3.2 Etch pits on {110} 
Fig. 5.3 shows some etch pits which were found on a {110} face after dissolution in cyclohexane 
for ~ 60 s. According to the structure, the {110} face has the point group symmetry 2. Ho­
wever, looking at the etch pit morphology clearly the dislocation Unes are positioned extremely 
excentric. Again, this can be explained by the (very likely) assumption that the dislocations 
emerge inclined at the surface, so it only seems that the symmetry has changed from 2 to m. 
Dislocations on the {110} face are generally not randomly distributed, but occur mainly in 
groups. Within these groups the dislocation density ranges from (8 - 20) · 108 m~2. 
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Figure 5.3: Etch pits on {110} face of CAP (Reichert DIC microtopograph). 
5.3.3 Etch pits on {111} 
The etch pits on the {111} face have a morphology as depicted in fig. 5.4 which is approximately 
in accordance with the point group symmetry of this face following from the structure — namely 
2 — implying that in this case the dislocation lines emerge more or less perpendicularly at this 
face. Etch pit densities are in the range of (1 — 2) • 108 m~2. 
Figure 5.4: Etch pits on {111} face of CAP (Nikon DIC microtopograph). 
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5.3.4 Etch pits on {311} 
In fig. 5.5 several etch pits are shown as they appeared after etching in cyclohexane for 30-60 
s. Although the pits are not bounded by straight ledges, in principle they obey the point group 
symmetry 2 according to the structure, indicating that the inclination of the dislocation lines is 
small. We fourd an etch pit density of ~ 5 · 108 m - 2 . 
Figure 5.5: Etch pits on {311} face of CAP (Reichert DIC microtopograph). 
It is known that impurity molecules of different size compared to the host which are trapped 
by the growing crystal, tend to generate dislocations [She69]. This suggests a possible correlation 
between etch pit density and impurity content in the crystal, implying that determination of the 
etch pit density leads to a rough estimate of the purity of the crystals. One should, however, 
be aware of the fact that during growth, micro-inclusions can and will be formed, as was shown 
for CAP (chapter 4). The presence of these micro-inclusions will influence the (possible) relation 
between etch pit density and impurity content. 
5.4 Conclusions 
In this chapter we investigated the occurrence of etch pits after slight dissolution of the {200}, 
{110}, {111} and {311} faces of CAP crystals in cyclohexane. It was shown that the etch pits 
(at least on the {200} face) are related to dislocation lines by performing 'etch-and-match' 
experiments. The observation that the orientation of the etch pits on two opposite cleavage 
planes differs by a rotation over 180° can be explained by the presence of a 2-fold screw axis 
along [100]. The dislocation densities on the various faces was generally of the order of 5-108 m~2 . 
A c k n o w l e d g e m e n t s — Both authors acknowledge financial support from the Stichting voor 
de Technische Wetenschappen (sTw). They appreciate discussions with G.J. Arkenbout and P. 
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Chapter 6 
Observation of A Prewetting 
Transition during Surface Melting 
of Caprolactam 
S. Chandavarkar R.M. Geertman W.H. de Jeu 
Abstract 
The surface-induced melting of the close-packed (100) face of the anisotropic molecular 
crystal caprolactam has been studied using x-ray reflectivity A thin-to-thick film prewetting 
transition is observed at about 13 К below the bulk melting point Only above this transition 
does the thickness of the quasiliquid layer increase continuously with temperature We 
speculate that initially surface melting proceeds via layering transitions 
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6.1 Introduction 
The experimental observation of a quasiliquid film wetting the solid-vapour interface below 
the melting temperature Tm [FvdV85, FvdV89, vdGSG+90, DPJ91, CY87b, ZD86, Das89] has 
confirmed the old idea that the surface melting initiates the melting of a solid. Theoretically 
surface melting can be regarded as the wetting of a solid by the melt [Das89, Die88] and can 
result in either the quasiliquid film remaining finite (incomplete wetting) or diverging (com-
plete wetting) as the temperature approaches Tm. In the latter case the divergence in gover-
ned by the range of the dominant interactions in the system. While the long-range van der 
Waals interactions result in the thickness increasing as (Tm — T)~l¡3, short-range interactions 
result in a logarithmic divergence. Experimentally incomplete wetting has been observed in 
Ge( l l l ) [DPJ91] and Pb(OOl) [vPF]. Complete wetting with a logarithmic divergence has been 
observed in Pb(OOl) [FvdV85, FvdV89], Al(110 [vdGSG+90, DPJ91], the (001) and (010) faces 
of biphenyl [CY87b] while a power law divergence has been observed in multilayers of Ar and 
Ne absorbed on graphite [ZD86, Das89]. A crossover from a logarithmic to a power-law growth 
regime has also been observed in some cases [FvdV85, FvdV89, CY87b, ZD86, Das89]. In all 
these systems the film thickness was found to increase continuously with temperature. In this 
Letter we present an x-ray reflectivity study of the surface melting of the close packed (110) 
face of caprolactam where a fundamentally different growth of the quasiliquid layer is observed. 
In this system the quasiliquid film thickness is found to increase discontinuously from 25 to 56 
Âat 13 К below T
m
. This large jump is attributed to a theoretically predicted thin-to-thick 
film prewetting transition [Die88, PFvdV90, CY87a]. Moreover the available data also sug­
gests that initially the surface melting proceeds via single-layer jumps in film thickness (layering 
transitions). 
Caprolactam (C6H11NO) crystallizes below T
m
=342.3 К into a monoclinic C2/c structure 
having lattice parameters a= 19.28 Â b=7.78 Â c=9.57 Â and /3=112.39° and four dimerized 
molecules per unit cell [WD75]. The dimers in the crystal, shown in fig 6.1, are arranged 
such that their major axis subtends at an angle of 67° with respect to the (100) surface. The 
separation of the dimers along the surface normal is 8.91 Â. 
л) л) л) 
Figure 6.1: Side view of the top layer of the (100) face of caprolactam. The surface is at the 
top of the figure. H atoms are only shown in the hydrogen bonds between N and О atoms of 
the monomers. 
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5.2 Experimental Setup 
A crystal measuring about 10 χ 6 X 3 mm3 was grown from a solution of high purity caprolactam 
md a toluene-xylene mixture [vdHGB91]. The crystal was mounted in a snugly fitting recess in 
ι aluminium block on the inner stage of a leak-tight two-stage sample holder and held in place 
by two steel tabs. To prevent excessive vaporization from the crystal the outer stage was loaded 
with caprolactam powder. The sample holder was then evacuated and filled with dry nitrogen. 
Initially a smooth surface was obtained by the desorption of a number of surface layers. During 
the measurements both stages were resistively heated to the same temperature as measured 
by Pt-100 resistors embedded in them. The accuracy of the relative sample temperature was 
estimated to be 10 mK. The absolute surface temperature was calibrated to an accuracy of 
3.1 К by monitoring the (200) Bragg peak intensity as the crystal was melted (for this crystal 
structure the (100) reflection in forbidden). 
The x-ray reflectivity experiments, which probe the density profile normal to the surface, 
were carried out on a triple axis spectrometer with a 15-kW rotating anode source and a graphite 
monochromator which was ueed to select Cu Κα radiation (к — 2π/λ = 4.08Â-1). The x-ray 
spot size of 0.2 mm in the horizontal scattering plane and 3 mm in the vertical was set using slits 
close to the sample. With this spot size the entire sample is illuminated below Q = 0.159Â , 
where Q — 2k sin θ is the wavevector transfer and θ the grazing angle of incidence. The angular 
divergence of the incident beam was 30 χ 170 mdeg (horizontal χ vertical) and the angular 
acceptance of the detector was set using 0.5 χ 3 mm slits 475 mm from the sample. The 
x-ray measurements were made during heating and cooling cycles. At each temperature the 
sample was allowed to equilibrate for an hour before a transverse scan of the specular beam at 
Q = 0.107Â" was measured. The specularly reflected intensity and the background intensity, 
at a sample offset of 250 mdeg, were then measured in the range Q = 0.08 to 0.285 A - 1 . At 
Q values below 0.08 A - 1 additional scattering from the sample mounting was observed while 
above 0.285 A - 1 the reflected signal was essentially that due to the background. 
6.3 Results and Discussion 
All scans showed a weak (200) Bragg peak at Q = 0.235Â due to beam contamination with 
λ/З from bremsstrahlung. This peak was excluded from the subsequent data analysis. The 
transverse half width at half maximum (HWHFM) of the specular beam was found to span the 
range from 30 to 100 mdeg during a typical sample heating or cooling cycle. However, during 
the final heating cycle a power failure resulted in a sudden decrease in temperature from 327.7 
to 300 K. Upon heating back to 327.7 К the HWHFM was found to have increased from 80 to 
about 150 mdeg. In spite of these changes in the HWHFM the fits to the reflectivity data, to 
be described below, were found to result in the same interfacial separation. 
To analyze the reflectivity data quantitatively both a one-interface and a two-interface model 
were used. Taking only a solid-vapour interface into account and assuming an error function for 
the density profile, the reflected intensity for Q » Q
c
 is given by [AN86, PFvdV90] 
I(Q) = I0RF(Q)c-°& (6.1) 
Here σι is the roughness of the solid-vapour interface while the Fresnel reflectivity is given 
by RF(Q) ~ (Qc/Q)4, where Q
c
 = 0.0226Â- is the critical wave vector of total reflection 
of caprolactam. The parameter IQ is used to match the absolute reflectivity to the measured 
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Figure 6.2: Typical reflectivity scans and fits to the one-interface (dashed line) and two-interface 
(full line) model. 
intensity. In the second model it is assumed that there is a region having a thickness / and 
density p¡ between the solid and the vapour. The reflectivity in this model follows 
/«?) = hRKQ) {fte"ÎQ2/2+ (l - j) e^Q2/2e-') (6.2) 
where σι is the roughness of the second interface. The scattered intensity then shows oscillations 
with a period 2π/ί and an amplitude proportional to the density difference ρ,-pl. Least squares 
fits were made by equations 6.1 and 6.2 convoluted with the experimental resolution function 
and with the measured background added. In these fits the data were corrected for sample 
illumination below Q = 0.159Â- . For the single interface interface model Ig and σι were used 
as fitting parameters; in the case of the two-interface model Ιο, σι and /. Although the density 
difference between solid and liquid caprolactam at T\¡ is 7%, the data around 334 К do indicate 
a difference of around 12% which decreases with increasing temperature. Such a change in the 
density difference was also found in x-ray reflectivity experiments on the surface melting of Pb 
(110) [PFvdV90]. Since using this difference as a free parameter did not change the interfacial 
separation and as the relative errors in this parameter were large, 1 — pi/ps was fixed at 0.07. As 
the fits were also found to be insensitive to changes in the second interfacial roughness between 
1 and 5 Â, <r2 was kept fixed at 1 Â. The factor Io had to be used as a free parameter for each 
fit as changes in transverse HWHFM resulted in a change in the fraction of the scattered beam 
accepted by the detector. In all cases If Io was found to track these changes in the transverse 
width. 
Some typical reflectivity scans and fits to the two models are shown in figure 6.2. All 
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Figure 6.3: Thickness of the quasiliquid layer as a function of temperature. Also shown is the 
order, (a)-(d) in which the data were taken with open (solid) symbols for scan with increasing 
(decreasing) temperature. Error bars indicate a twofold decrease in χ 2 . 
the data shown have been corrected for the background, divided by the Fresnel reflectivity, 
and normalized to the same factor. As can be seen in figure 6.2, the data at 306.2 К are 
well reproduced by the one-interface model. At this temperature, the film thickness in the 
two-interface model is essentially zero leading in both models to reduced chi squared values of 
χ
2
 » 0.8 and an interfacial roughness of around 2 À. As the temperature is increased to 342.3 К 
the two-interface model with a film thickness of 22 A gives a better fit with χ 2 « 0.7 compared 
to 1.7 for one interface. Both models show the roughness increasing to 4 À. Oscillations in 
the data are clearly seen at 334.2 К and lead to / ss 58Â. The χ 2 of 8 for the one-interface 
model is about 3 times that for two interfaces and the interfacial roughness in both models is 
about 3 Â. The period of the oscillations decreases as the temperature is increased to 338.9 К 
corresponding to an increase in thickness to 70 Â. The interfacial roughness is also increased to 
5 A. This increasing roughness of the interface made it impossible to acquire data above 339 K. 
The separation of the two interfaces as a function of the temperature is shown in figure 6.3. 
Initially as the temperature is increased above 323 K, the film thickness increases to about 
25 À. Upon heating the crystal to between 326 and 330 К the thickness jumps from 25 to 
56 Â. Repeated cycling through the thin-to-thick film transition region indicates considerable 
hysteresis with no intermediate film thickness being detected. Above the transition temperature 
the film thickness increases smoothly as the temperature approaches T\¡. The nature of the 
divergence could not be determined from the present set of data. 
Apart from surface melting the origin of the observed surface film could in principle be due 
to solid-state effects such as multi layer lattice expansion or molecular tilt. However, such large 
solid-state effects propagating 50-60 Â into the bulk would appear unlikely on close packed 
surfaces. Evidence for a quasiliquid layer was also obtained from earlier experiments where 
the sample was either fixed with high-temperature glue or held loosely by steel tabs. Under 
these conditions a dramatic increase in the mobility of the crystal with motor movements was 
observed above 330 K. When the crystals were glued on, the sample was even found to slide 
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oñ the mounting. Additionally the transverse HWIIFM of the specular beam which typically 
increased from 30-50 mdeg at 320 К to 100 mdeg at 328 К dropped back to 30-50 mdeg at 
330 K. This decrease in the transverse width with increasing temperature again indicates a high 
mobility of the surface molecules due to a quasiliquid layer. Finally at the end of the experiment 
the concentration of the impurities was found to be < 10 ppm; the molar concentration of water 
was found to be 1.2 ХІ0 - 3 . This concentration of water would only result in a depression of the 
melting point by 0.08 К [Puf69]. To explain our data in terms of a melting point depression due 
to the surface segregation of impurities requires a 100-fold increase in the surface concentration 
of water which is extremely unlikely under the experimental conditions. We therefore conclude 
that the presence of two interfaces is due to surface melting of the crystal. 
In terms of surface melting the quasiliquid layer appears to increase via a first-order thin-to-
thick film prewetting transition above which the film thickness increases smoothly with tempera­
ture. Such a transition requires a competition between two terms in the surface free energy which 
imposes different length scales on the film thickness. This can occur when the short-range in­
teractions oppose surface melting while long-range components favour surface melting [CY87b]. 
The thickness-dependent terms in the surface free energy per unit area are then given by 
V,(/) = I M ( 1 - Γ/Γ*,)/ + Ь е х р - 2 ' ^ +W/12, (6.3) 
where LM is the latent heat of melting per unit volume,^ is the correlation length in the 
bulk liquid, and W is the Hamaker constant. The free energy cost of maintaining a liquid below 
the triple point is accounted for by the first term. Ordering in the liquid due to short-range 
interactions is represented by the second term while the final term is due to van der Waals 
interactions. With this potential a prewetting would occur if b < 0, W > 0 and |6| < W. This 
would, however, result in a jump in the film thickness from zero to a finite value above which 
the film thickness diverges as a power law. Without the addition of higher order-terms for the 
short-range interactions this model does not explain the observed jump from 25 to 56 A. 
An alternate explanation, which takes into account the exponentially decaying smectic or­
dering has recently been pointed out by Chernov and Mikheev [CY87b]. Such a smectic ordering 
has been observed at the isotropic liquid-vapour interface of highly anisotropic (liquid crystal­
line) molecular systems [OBP+86]. In the case of surface melting this smectic ordering results 
in an additional damped oscillatory contribution to the interfacial free energy. The surface free 
energy is then given by 
V2(i) = Vi(/) - a cos(2vl/d) exp(-/&) (6.4) 
where d is the periodicity of the short-range order in the bulk liquid and a,b,W > 0. This 
additional term, expected to be important on close packed faces where the short-range order 
periodicity of the crystal matches that of the crystal, is thought to result in the incomplete 
wetting of Ge(l l l ) [vdGSG+90, DPJ91] and Pb(001) [vPF]. In the case of the (100) face of 
caprolactam crystal growth experiments indicate a smooth crystal-melt interface [Ber] which 
will add to the importance of this term. This theory predicts that as the temperature is initially 
increased towards Тм the thickness increases by a succession of first-order layering transitions 
where the thickness jumps by d in units of the bulk structure. As the film thickens the long-
range interactions force a prewetting transition from к layers to к + η layers where η > 1. 
Above this transition the film enters a region where capillary waves, which are suppressed a 
low film thicknesses, result in the roughening of the liquid-vapour interface. This destroys the 
smectic ordering and subsequently washes out the oscillatory interaction resulting in a continuous 
increase in the thickness with temperature. Since the parameters entering the theory are not 
known for caprolactam, we cannot make a quantitative comparison with the data. However, 
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below the prewetting transition the data are clustered around 11-12 and 24-25 Â and exhibit 
the hysteresis expected of a first-order transition. These thicknesses might correspond to the 
first two layering transitions. 
6.4 Conclusions 
We speculate that at 329 К the long-range interaction drives a prewetting transition from two 
to five layers, and thus is responsible for the observed jump in the quasiliquid layer thickness. 
In agreement with this theory only above this temperature does the film thickness increase 
smoothly with temperature. Further experiments to determine the nature of the increase above 
the prewetting transition, are in progress. 
We thank P.Bennema and L.V. Mikheev for valuable discussion. This work is part of the 
research program for the Stichting voor Fundaméntele Research der Materie [Foundation for 
Fundamental Research on Matter (FOM)] and was made possible by financial support from the 
Nederlandse Organizatie voor Wetenschappelijk Onderzoek [Netherlands Organization for the 
Advancement of Research (NWO)]. 

Chapter 7 
Comparison between the wetting of 
crystal faces in the melt and in 
solutions 
R. M. Geertman E.P.G. van den Berg G.J. Arkenbout P. Bennema 
Abstract 
A simple model is proposed for the relation between the dissolution enthalpy and the 
wetting of crystal faces This model predicts a better wetting of the crystal as the dissolution 
enthalpy increases Analysis of the wetting of f-caprolactam and naphthalene in the melt 
and several solvents confirms this model 
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7.1 Introduction 
In principle crystal growth mechanisms can be divided into two groups. The two groups are 
distinguished from each other by the correlation of the growth units at the crystalline interface. 
If there is no correlation between the growth units there is no preferential deposition site at the 
surface. This is called roughened growth. The shape of the interface will then be determined 
by the transport of heat and mass and the Gibbs-Thompson effect. Growth morphologies as 
dendrites, cells and fractals belong this group of roughened growth mechanisms. If there is a 
correlation the growth units are preferentially incorporated into the crystal lattice at a step 
or kink position. The crystal will then grow by step growth and show facets. This is called 
step growth. Spiral growth and two-dimensional nudeation belong to the group of step growth 
mechanisms. 
This distinction is caused by the step free energy. If the step free energy is zero it does 
not matter whether the building units are grouped together on the surface or not. If the step 
free energy is greater than zero the building units must form a cluster (2D nucleus) or must 
incorporate at a step or kink position. Attaching to the surface as an isolated unit will cost too 
much free energy. The value of the step free energy is temperature dependent. If the temperature 
increases the step free energy gets smaller. At a certain critical temperature, the roughening 
temperature, it becomes zero. The growth behaviour of the face will then change dramatically. 
Instead of growth on a flat surface one gets rough growth which is faster. The steps will then 
disappear. 
This roughening temperature differs from crystal face to crystal face. A survey of experimen-
tal data is given by Davey [Dav82]. It is dependent on two factors, the crystallography of the 
face in question and the interaction of the melt or solution with that crystal face. The influence 
of the crystal face can be calculated theoretically with a network analysis and Ising models. 
However, calculation of the influence of the melt or solution on wetting of crystal faces by that 
melt or solution is much more difficult. At the moment best theory available is the Scheutjens-
Fleer theory which is still being developed and can only be applied to linear molecules1. It 
is, however, possible to make a qualitative statement on the influence of the wetting on the 
roughening temperatures. The better wetting implies stronger solid-fluid bonds at the interface 
so the roughening temperature will be lowered. 
In this paper we propose a model, based on simple qualitative arguments, to relate dissolu-
tion enthalpies with wetting. With this relation it is possible to estimate the influence of the 
dissolution enthalpy on the roughening temperature. 
7.2 Theory 
7.2.1 Dimensionless roughening temperatures 
Basis of the calculation of roughening temperatures is the PBC-analysis [Ben92, Har73], which 
has already been described in chapter 3 of this thesis. This theory gives the structural con-
figuration of the crystal faces(referenced to vacuum, based on the bulk crystal structure and 
neglecting surface induced effects). The results of the analysis (the connectivity and interaction 
energy of building units in the slice) are used as input for the program developed bij Rijpkema 
et al. [RKBvdE82] which computes the dimensionless roughening temperature. Actually this 
program gives 
In principle the theory can abo handle circular molecules bul the computer programs for these calculation 
are not available yet. 
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the dimensionless Ising temperature for a connected net, but in most cases the dimensionless 
roughening temperature of a real crystal face and dimensionless Ising temperature are nearly 
the same. The relationship between the dimensionless roughening temperature and the actual 
roughening temperature for a F-face is defined as: 
Г » θ
τ
 = 2kTr/<t>,tT (7.1) 
where <j>
atr is the strongest bond in the slice [BvdE87]. To convert the dimensionless roughening 
temperature in the real roughening temperature it is necessary to know the strongest bond in 
the slice. 
Two factors limit the use of equation 7.1. The calculation is limited to square lattice. With 
some simple tricks, as defining bond of infinite and zero strength most simple F-faces can be 
made square. However, with more complex crystals this is often not possible and the Ising 
temperature can only be approximated with upper and lower limits. Furthermore, in these 
complex configurations it is also often not possible to clearly define the strongest bond in the 
slice. The strongest bond in the slice is not necessarily included in the square lattice with which 
the Ising temperature is calculated. 
7.2.2 Bond energies 
Working within the frame of cell models one can define the overall interaction energies 
Φ. = Φ:
,
-\(Φ? + Φ,Λ (7.2) 
The subscript i indicates the \th type of bond in the crystal graph, the superscripts ff, ss and fs 
denote respectively fluid-fluid, solid-solid and fluid-solid interactions, φ, is proportional to the 
amount of energy needed to transform a solid cell at the kink position to a fluid cell in solution. 
Interaction energies in the solid and in the fluid are well defined since the sum of all energies 
must be equal to respectively the sublimation and evaporation enthalpy. The solid-fluid energy 
is not known. It is therefore impossible to calculate the interaction energy ф,. To overcome this 
problem two conditions are introduced. The first one is the proportionality condition. It states 
that the ratio between two overall bonds is the same as the ratio between the two corresponding 
bonds in the solid phase. This implies: 
ф,:ф
к
 = φ'' : фі' for any i and к. (7.3) 
Secondly the equivalent wetting condition is introduced. It states that solid fluid interaction in 
the bulk of the fluid is the same as at the interface. Assuming that the crystallization enthalpy 
is largely due to first neighbour interactions this results in the following expression: 
5 > = ДЛ. (7.4) 
The sum of all 0,'s is then the melt or dissolution enthalpy. When the sum of all bonds and 
the ratio of the bonds are known the separate bonds can be calculated. 
This simplification only works in ideal cases. In most cases however there are subtle diffe­
rences between the solid-fluid interactions in the bulk of the fluid and at the interface and these 
differences are also dependent on the crystal faces. In equation 7.2 the overall interaction energy 
φ, is the difference between two large numbers. When the solid-fluid energy differs several per­
cent from the value predicted by the equivalent wetting condition this can cause a difference of 
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an order of magnitude in the overall bond energy [GEvdE86]. This of course also holds for the 
fluid-fluid and solid-solid interactions in the neighbourhood of the interface. Since the actual 
roughening temperature scales with the strongest overall bond in the slice this means that the 
calculated roughening temperature also changes by an order of magnitude. 
Depending on the value of the real φ, three situations can be distinguished. 
• more than equivalent wetting 
• equivalent wetting 
• less than equivalent wetting 
In the first case the solid fluid bonds are stronger than predicted by the equivalent wetting 
condition. The 4>'f is then more negative, so the overall bond φ, as defined in equation 7.2 
is smaller (note that φ, is positive). Since φ„ or to be more precise 0 J t r , directly scales the 
roughening temperature (equation 7.1) the actual roughening temperature is also lower than 
predicted by the equivalent wetting condition. In the last case the solid-fluid bonds are weaker 
than expected so the actual φ, and roughening temperatures are higher than predicted. 
The only way to check what kind of wetting is present is looking at the morphology of 
crystals. If a face which was present at a certain temperature disappears when the crystal 
grows at a higher temperature, the growth temperature is above the roughening temperature of 
that face. By varying growth temperatures the roughening temperature of that face can more 
accurately be determined. Also the comparison between predicted morphologies (on basis of the 
calculated equivalent wetting roughening temperatures) and experimentally found morphologies 
can give information on the roughening temperatures of some faces. With this last method one 
must be careful. Crystal faces can disappear from the morphology because they grow rough 
or simply because their growth rate is too high. One must either perform sphere experiments, 
where all non-roughened faces show up, or prove by a Wulff construction that the face should 
indeed occur on the crystal morphology. 
7.3 The relation between the dissolution enthalpy and wetting 
Neglecting the fact that the melt enthalpy of a crystal at the interface may be somewhat different 
from the bulk value, one can split the dissolution enthalpy in two parts: 
AHd,„ = AHmclt + AHmtI (7.5) 
The higher the dissolution enthalpy gets, the higher the enthalpy of mixing gets. This has 
two effects. First of all the solubility of the crystal in the solvent will decrease. Secondly the 
interaction of solvent and solute molecules will get smaller. The interaction between the solute 
molecules and the crystalline interface will be approximately the same. Since the interactions 
of the solute molecules in the bulk of the solution are then less favourable than those at the 
crystalline interface the solution will slightly demix. At the crystalline interface the concentration 
of solute molecules will be higher than in the bulk of the solution. 
Despite this preferential adsorption the total concentration of solute molecules at the inter­
face is in саве of a high dissolution enthalpy still lower than in the case of a low dissolution 
enthalpy. This can be proven in the following way. Let us assume the following limiting case. 
In a certain solvent the wetting is so high that the solution is virtually demixed. This means 
that the dissolution enthalpy at the interface is equal to the melting enthalpy. In the bulk of 
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Figure 7.1: The concentration profiles of the solute molecules normalized on the melt concen­
tration for the solvents α and 6. The dissolution enthalpy in solvent 6 is higher than in solvent 
a. 
the solution the dissolution enthalpy is the melting enthalpy plus the mixing enthalpy. This will 
result in a concentration of solute molecules at the interface which is equal to that of the melt 
case. In the bulk of the solution the concentration of solute molecules will be substantially lower. 
Essentially this is the melting of the crystal in an inert environment; the melt and the solvent 
are not miscible. The whole point of crystal growth, however, is to grow crystals. There must 
therefore be at least a limited solubility. This also means that there is a certain concentration of 
solvent molecules at the interface. The dissolution enthalpy at the interface will then be equal 
to the melting enthalpy plus a fraction of the total mixing term, so the total concentration of 
solute molecules will be lower than in the melt case. In figure 7.1 this situation is graphically 
depicted. Note that in this situation the concentration of solute molecules has always been 
compared with the melt case. This does not necessarily mean that there is equivalent wetting in 
the melt. Wether there is equivalent wetting in the melt or not is dependent on the solid-fluid 
interactions in the melt'. 
The model will therefore always predict a better wetting than in the melt when the dissolution 
enthalpy is higher than the melt enthalpy. Roughening temperatures will then be lower than 
predicted on basis of the total dissolution enthalpy and wetting in the melt. 
7.4 Test Systems and Calculation Procedure 
For the comparison between wetting in melts and in solution two test compounds have been 
chosen. The PBC analysis, calculated roughening temperatures and observed morphologies for 
the first system, e-caprolactam, are given in the previous chapters of this thesis. For the second 
system, naphthalene, the results of the PBC analysis and the observed morphologies can be found 
in [JHBvdE84j. The actual calculation was then done in three steps. 
distance 
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1. With aid of the melting and dissolution enthalpies the strongest overall bonds have 
been calculated. This is done by multiplying the strongest bond in the slice by the 
ratio of the melt (or dissolution) enthalpy and the lattice enthalpy (<¡>ítr = ф„
е( • 
Δ Η melt /Δ HCTy,tal). 
2. Combination of the Ising temperature with the strongest bond gives the roughe­
ning temperature predicted by the proportionality and equivalent wetting condition 
{Tcq.wct. = 0c0jir/2A:). These temperatures are given in the tables 7.1 and 7.2. 
3. Comparison of the roughening temperatures predicted on the basis of equivalent 
wetting with the occurrence of the faces shows whether the predicted values are 
too low or too high. If the value is too high (a face does not occur even when the 
growth temperature is below the predicted roughening temperature) the predicted 
overall bond strength is also too high. This implies that the actual solid-fluid bonds 
are stronger (that is to say more negative) than expected so there is more than 
equivalent wetting. When the predicted roughening temperature is too low it is the 
other way around and there is less than equivalent wetting. 
7.5 Results and Discussion 
7.5.1 C A P 
Table 7.1: Calculated roughening temperatures of e-caprolactam based on the equivalent wetting 
condition and occurrence of those faces. 
face 
{200} 
{110} 
{111} 
{201} 
{311} 
{131} 
{111} 
{020} 
{202} 
{002} 
Δ ^ , „ 
melt 
T r 
897 
746 
593 
486 
367 
373 
231 
117 
61 
3 
++ 
+ 
+ 
16.1 
solvent 
water 
T r 
1683 
1399 
1112 
912 
689 
701 
434 
220 
113 
6 
++ 
+ 
+ 
+ 
30.2 
toluene 
T r 
3461 
2878 
22S7 
1876 
1417 
1441 
893 
453 
234 
12 
++ 
+ 
+ 
+ 
62.1 
ethylacetate 
T r 
3779 
3142 
2479 
2048 
1547 
1573 
975 
495 
254 
13 
++ 
+ 
+ 
+ 
67.2 
cyclohexane 
T r 
10646 
8853 
7053 
5771 
4359 
4432 
2747 
1395 
718 
37 
++ 
+ 
191 
a + + indicates a large face, a -I- the presence of a face and a - the absence 
of a face 
AHd,
at is given in kJ/mol, T
T
 is given in K. 
For c-caprolactam the calculated roughening temperatures are given in table 7.1 The melting 
temperature of CAP is 342 К which is also the temperature at which the "melt" morphology 
was determined. AU other crystals were grown from solution at 300 K. For the melt case all 
faces with a roughening temperature above approximately 340 К should occur on the crystal. 
Comparison of the observed faces with the predicted shape as given in chapter 3 shows that 
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this is indeed the case for all faces except the {20T} face. The {201} face never occurs whereas 
the {311} occurs ¡n three of the four solvents. This anomaly is due to the fact that formula 7.1 
is a bit misleading. The {201} face consists of two identical nets, both connected but weak, 
and they are interconnected by strong bonds. By reducing the molecules in the PBC analysis to 
ccntres-of mass the symmetry gets higher and "pseudo-symmetry" could be introduced. This is 
clearly the case for the {201} face. When only one of the subnets is considered to be relevant for 
the calculation of the roughening temperature the strongest bond in this subnet must be used to 
calculate the roughening temperatures. This means that the values for the {201} face must be 
reduced by a factor 4. All faces with a roughening temperature higher than 593 К (equivalent 
wetting prediction) occur on the crystals grown from the melt whereas all other faces will never 
occur due to their relatively high growth rates. However, growth experiments from rounded 
crystals in the melt never have shown the {3lT} face. One can therefore conclude that wetting 
in the melt is equivalent or more than equivalent. 
Looking at the results for the crystals grown from solvents one can see that the {131} face 
which has a higher roughening temperature than the {311} face has never been found, whereas 
the {311} has been found is several cases. This anomaly could be caused by inaccuracies in the 
calculation of the roughening temperatures, so the order of the two faces in the sense of increasing 
roughening temperatures could be switched. Another possibility is that the relationship between 
the Ising temperature and the roughening temperature is slightly different for different crystal 
faces. Assuming that the difference in roughening temperatures of the {131} and the {311} is 
small the predicted temperatures based on the equivalent wetting condition arc too high for all 
solvents. When water is used as a solvent the prediction is a factor 3 too high, for toluene, 
ethylacetate and cydohexane these factors are respectively about 4.8, 5.2 and 25. This means 
that there is always more than equivalent wetting since the actual roughening temperature 
is always lower than the predicted one. As the ratio between the predicted and the actual 
roughening temperature becomes higher, the wetting gets better. The value of this factor is 
clearly correlated to the dissolution enthalpy as already predicted by the model. 
7.5.2 Naphthalene 
Results for the naphthalene crystals in contact with the melt and other solvents are given in 
table 7.2. From the results given in table 7.2 it is clear that there is less than equivalent wetting 
of the naphthalene crystal by its melt (the melting temperature of naphthalene is 353 K). This 
also the case when the crystal is in contact with a toluene solution. In the case of n-hcxane the 
situation is changed. Instead of less than equivalent wetting there is now more than equivalent 
wetting. Podolinsky [PD83, PTD86], Human [Hum81] and Elwenspoek [Elw88] observed that 
the roughening of the faces of biphenyl and naphthalene depends on the class of solvents. In 
ideal solvents there is less than equivalent wetting, in non-ideal solvents there is more than 
equivalent wetting. As the dissolution enthalpy of naphthalene in ideal solvents is less than in 
non-ideal solvents, these observations are in agreement with the calculations presented here. 
This is not in contrast with the observations of Elwenspoek [EvdE87, Elw88]. He observed 
that the step free energy of the {110} face of the naphthalene crystal in contact with a binary 
toluene/n-hcxane solvent is strongly dependent on the solvent composition. When more n-
hexane is present the step free energy increases. This can be attributed to a smectic layer on the 
surface as Elwenspoek suggested but another explanation is also possible. The wetting of the 
naphthalene {110} face goes from less than equivalent in the case of toluene as a solvent to more 
than equivalent in the case of n-hexane. This does not mean that the actual concentration of 
naphthalene molecules at the step in the toluene solution is lower than in the n-hexane solution. 
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Table 7.2: Calculated roughening temperatures of naphthalene based on the equivalent wetting 
condition and occurrence of those faces. 
face 
{001} 
{110} 
{201} 
{100} 
{11T} 
дя«,,„ 
melt 
T r 
525 
247 
216 
174 
175 
++ 
+ 
19.0 
solvent 
toluene 
T r 
557 
262 
229 
185 
186 
++ 
+ 
+ 
19.8 
n-hexane 
T r 
1068 
502 
439 
353 
355 
++ 
+ 
38.1 
* present but already roughened 
a + + indicates a large face, a + the presence 
of a face and a - the absence of a face 
AHdi,, is given in kj/mol, TT is given in K. 
As already shown in the previous section the influence of the solubility on the concentration of 
naphthalene at the interface is greater than the influence of wetting. In the n-hexane solution 
the concentration of naphthalene molecules is less than in the toluene solution. The dissolution 
enthalpy of naphthalene in n-hexane is higher than the dissolution enthalpy of naphthalene in 
toluene. According to equation 7.5 the mixing term must than also be higher in the n-hexane 
case than in the toluene case. In other words the solvent-solute interactions are less favourable in 
the n-hexane solution. It is very likely that this also is true at the interface. These two factors, 
the lower concentration of naphthalene and the less favourable solvent-solute interactions, cause 
the step free energy to be higher in the n-hexane solution than in the toluene solution. This is 
exactly what has been observed. 
7.5.3 Comparison of the two s y s t e m s 
Caprolactam has equivalent wetting in the melt and more than equivalent wetting in solutions. 
Naphthalene has less equivalent wetting in the melt and in solvents which closely resemble naph­
thalene. In other solvents there is more than equivalent wetting. The wetting of caprolactam in 
the melt and in solution is in agreement with the proposed model. For the naphthalene case this 
is also true when one realises that the model predicts that wetting in solutions should always be 
better than wetting in the melt. Since the wetting of naphthalene by its own melt is less than 
equivalent, wetting in solutions can be also less than equivalent, provided that the wetting in 
solutions is better than in the melt. 
What remains to be explained is the difference in behaviour in the case of pure melts. A 
possible reason, although this is very speculative, could be that the electrostatic interactions in 
CAP which are absent in naphthalene play a role in the wetting. These interactions could order 
the molecules in the first liquid layers adjacent to the crystal face, causing more than equivalent 
wetting. An indication that the main face of CAP, the {200} face is better wetted by the melt 
than the main face of naphthalene, the {001} face, is given by surface melting experiments on 
those two faces [CGdJ92, Sch]. 
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7.6 Conclusions 
Wetting of crystal faces in solutions is dependent on the type of solvent and the wetting of those 
faces in the melt. How the crystal is wetted in the melt depends on the type of crystals. Which 
factors determine the wetting in the melt is not known. We can only speculate that in pure 
van der Waals systems, as naphthalene and paraffin, there is less than equivalent wetting, due 
to the absence of long range interactions. When long range interactions are present the wetting 
is better, as shown by the CAP example. Wetting in solutions is always better than wetting in 
the melt. This does not mean that there is always more than equivalent wetting. When the 
wetting in the melt is less than equivalent, wetting in solutions can be also less than equivalent, 
as shown by the naphthalene example. 
Even though the wetting increases, the step free energy is according to the model higher in 
solvents where the dissolution enthalpy is larger than the melt enthalpy. This means that the 
tendency to grow with facets is stronger when the crystal is less soluble in a certain solvent. 

Chapter 8 
Calculation of segregation 
coefficients by molecular mechanics 
R. M. Geertman 
Abstract 
Λ new method for the calculation of the thermodynamic segregation coefficient based 
on molecular mechanics is presented This method is applied to two main compounds, 
f-caprolactam and naphthalene, with several impurities. The calculated values for the segre­
gation coefficient are in good agreement with the experimental values The advantages and 
disadvantages of this model with respect to the other models are discussed 
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8.1 Introduction 
The necessity to save energy and to produce bulk materials in a more efficient way has greatly 
increased the interest in melt crystallization. Especially the high selectivity of the crystal lattice 
makes it for most compounds relatively easy to attain the very high product purities which are 
demanded nowadays. 
A major difference between the "coming" separation techniques as crystallization and mem-
brane technology and the existing techniques as distillation and extraction is the use of molecular 
selectivity. This selectivity makes the former processes very efficient. On the other hand the 
selectivity can also be a disadvantage when applying these methods on a large scale since the-
re are significant differences in separation efficiency for different systems. In most cases melt 
crystallization is only interesting when the desired purity can be attained in one single step. 
To achieve this the thermodynamic limits must be known and the technology must be able to 
operate close to those limits. This is probably one of the reasons why melt crystallization has 
been developed relatively late. 
The efficiency of a given separation process is given by two parameters; the product purity 
and the product recovery. The maximum value of these two parameters is given by the phase 
diagram of the system. Product purity is determined by the solidus line in the phase diagram, 
product recovery is given by the liquidus line. 
The methods commonly used for predicting the separation efficiency of distillation do not 
apply for crystallization since only the liquidus line can be determined with these methods. With 
these methods it is only possible to predict the recovery of the product, not the purity. For the 
prediction of the separation efficiency of melt crystallization new methods must be developed 
which are able to predict the position of the solidus in the phase diagram. 
An approach to solve this problem is making additional measurements of the excess enthalpy 
of mixing both components and the excess heat capacity of the resulting mixture. An example 
of this procedure is given by Sangster [STBP88] for the cyclohexane-bcnzene system. Both 
excess functions were determined experimentally and from these data the phase diagram was 
calculated. To get a good agreement with the measurement of Ott and Coates [OG83] it was 
necessary to assume a limited solid solubility on the cyclohexane side of the phase diagram. 
Another procedure was applied by Oonk [CCDH+91]. From the liquidus line of the phase 
diagram, heats of melting as a function of temperature and heats of melting of the pure com-
pounds the excess Gibbs energy difference between the solidus and the liquidus was fitted. The 
excess Gibbs energy was then used to calculate the coefficient of 
crystalline isodimorphism and asymmetry of mixing. These two coefficients are related to 
the solid solubility of an impurity and can be used to predict the phase diagram for another 
system. A drawback of this method is that it can only be used to predict phase diagrams of 
systems related to the systems which were used to determine the coefficients. 
A more direct method is thermal analysis of the solidification of dilute mixtures. Going 
towards more and more dilute solutions the amount of the solution solidifying at the eutectic 
temperature will be less. At a certain point the eutectic temperature will not be reached any 
more, indicating that all impurities have been dissolved in the solid. This also gives the compo-
sition of the solid solution. A disadvantage of this technique is that kinetic effects are included 
in the measurements. 
A drawback of all discussed methods is that a lot of very careful and time consuming mea-
surements need to be done before an estimation of the segregation coefficient can be made. For 
screening the discussed methods are unsuited. 
All described methods do not take the crystal structure into account. The influence of the 
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îtructure is only incorporated via the excess functions. To improve the description of the solidus 
ine in the phase diagram one must have a more accurate description how the impurity fits in the 
lattice. Impurities will always have a limited solid solubility, even when they differ very much 
in character and shape from the molecules of the host crystal. It is a general misunderstanding 
that solid solutions only occur if the impurities and the host molecules are alike. This misun-
derstanding stems from the fact that in literature an impurity is said to have a solid solubility 
эпіу when it occurs in appreciable amounts in the host lattice. This sort of solid solubility can 
зпіу be found when there is an isomorphous substitution of host molecules by guest molecules1. 
A. more detailed description together with examples can be found in [Kit73, SM88]. 
Knapp [KTL87] and Walas [Wal85] have also given reviews for other types of solid solubility 
which occurs in eutcctic systems. 
During the last decade the numerical description of complex systems has made tremendous 
progress. This is also reflected in the number and the increased accuracy of force fields available 
for molecular mechanics calculations. Nowadays small proteins and small crystalline spheres 
can be described and modelled reasonable well on workstations. With these force fields one can 
?et more detailed information on structure of a solid and how the structure changes when a 
molecule in the solid is replaced by another sort of molecule. 
The new method presented here makes use of the possibilities offered by molecular mechanics 
to get a direct estimate of the change in Gibbs free enthalpy when a molecule in the solid is 
replaced by an impurity. From this change in free enthalpy the difference in chemical potential oi 
an impurity in the melt and in the solid can be computed, thereby eliminating the need of fitting 
or measuring excess functions. The only parameters needed are the melt temperatures, the heat 
capacities and the heats of sublimation, melting and vaporization of the pure compounds, which 
can be found in literature. A detailed description of this method will be given in the next section. 
8.2 The Model 
8.2.1 Strategy 
The whole concept of segregation of impurities is based on the fact that there is a difference in 
the crystallisation enthalpies for molecules of the main compound and impurity molecules. The 
molecules of the compound which is to be crystallised will be called A molecules. The impurity 
molecules will be called В molecules. When compound A crystallises from an A melt with В 
impurities there is always a competition between the incorporation of A and В molecules. 
The chance that an A molecule will be built in is equal to the difference in chemical potential 
between an A molecule in the melt and an A molecule in the solid. If the amount of В in th« 
melt is low this chemical potential difference is of course equal to the melt enthalpy of A. Th< 
chance that a В molecule will be incorporated in the lattice is equal to the difference in chemical 
potential between а В molecule in an A melt and В molecule in an A crystal. This is not equa] 
to the melt enthalpy of pure B. 
If the chance that a certain molecule will be built in is dependent on the difference in 
chemical potentials, then the ratio of the concentrations of two different molecules in the crysta 
is dependent on the difference in those differences. 
The main problem is to calculate the difference in chemical potential between В molecules 
in an A melt and in an A crystal. Since the calculation of the enthalpy part and the entropj 
part of this difference requires a different approach the calculation is split in two parts. 
1
 Neglecting the possibility of polymorphism of the impurity. 
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The calculation of the enthalpy part is based on molecular mechanics. With molecular 
mechanics it is possible to calculate the energy of а В molecule in an A lattice. This energy 
can, however, only be compared to a reference state without any intermolecular interactions. 
For this reference state the gas phase has been chosen. The problem has thus been reduced to 
a calculation of the energy difference of а В molecule in the A melt and a В molecule in the 
gas phase. This energy can be calculated by adding the enthalpy needed to separate the impure 
melt into pure liquid A and pure liquid В and the evaporation enthalpy of pure B. 
Since it is not possible to calculate entropies with molecular mechanics another way to 
calculate the entropy difference between а В molecule in an A melt and а В molecule in an A 
crystal must be found. This can be done in the following way. First of all the entropy difference 
between а В molecule in an A melt and in an В melt is considered. The same procedure is 
repeated for а В molecule in an A and а В crystal. Combination of these differences with the 
melt entropy of pure В gives the entropy difference between а В molecule in an A melt and a 
В molecule in an A crystal. 
Adding the enthalpy and entropy contributions gives the difference in chemical potential for 
the В molecules. Subtracting this value from the corresponding difference in chemical potential 
of the A molecules gives the segregation coefficient. 
In the described approach several assumption have been made. The first one is that a 
molecule will be built in once it attaches to a kink site, to a surface site. Secondly kinetics are 
not considered. This means that the calculated segregation coefficient is an equilibrium value. 
8.2.2 The segregation coefficient 
After the enthalpy and entropy differences between an impurity molecule in the melt and in the 
matrix have been computed it is straightforward to calculate the segregation coefficient. AG A 
is defined as: 
ACA = N{ßA(solid) - /MÍme/r)) = ΑΠΑ - TASA = Ä r i n ^ g ^ . (8.1) 
For component В AGB can be defined likewise. 
AGB = N(ßB(solid) - μΒ(τηε4)) = AHB - TASB = Л П л Щ ^ ' ^ р ( 8 · 2 ) 
The segregation coefficient ко is the ratio of the concentration of В in the solid and the concen­
tration of В in the melt. 
fen - [B(solid)]/[A(solid)} _ ( Д С о - Д О д ) _ β χ ρ -Δ(Δσ) / 8 Зч 
*° " [B(liquid)]/[A(liquid)] - e X p - e X p (* ' 
8.2.3 The Born-Haber cycle 
In the approach presented here a very low impurity concentration in the melt will assumed, 
so the ambient temperature is the melting temperature of pure A. At that temperature the 
difference in chemical potential between an A molecule in the liquid and in the solid state is 
zero. This means that only the difference in chemical potential between a В molecule in the 
melt and the.4 lattice has to be calculated. 
Molecular mechanics is a static method, only the minimum energy will be computed. This 
method can therefore not be used to determine differences in entropy between molecules in 
different aggregation states. As stated before, the problem must be split in an energy and an 
entropy part. 
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The enthalpy calculation 
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In the fluid phase the orientation of molecules changes continuously. When working with large 
amounts of molecules, as is the nearly always the case, one can use the average value of these 
interactions to describe the interaction energy. It is impossible to calculate these averages 
with molecular mechanics since this method will only describe the maximal interaction in this 
ensemble (which corresponds to the minimum in energy). In order to apply molecular mechanics 
one must have a well defined reference state where the interactions between the molecules are 
time independent. The obvious choice is the gas phase where all intermolecular interactions are 
zero or nearly zero. 
The enthalpy difference between the impurity В in the melt and in the gas phase can be 
calculated by adding the enthalpy of demixing the impure melt, the amount of energy needed 
to get pure liquid A and B, to the evaporation enthalpy of B. With molecular mechanics the 
enthalpy difference between an В molecule in the gas phase and in the A crystal can be computed. 
Summing all contributions gives the total enthalpy difference between an impurity molecule В 
in the melt and in the A lattice. This procedure is represented graphically in figure 8.1. A 
is the host compound, В is the impurity. As can be seen in the figure adding the enthalpy of 
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Figure 8.1: The Born-Haber cycle for the free enthalpy difference of an impurity molecule В in 
the melt and in the A crystal. 
demixing the impure melt, the evaporation enthalpy of В and the enthalpy difference between 
the impurity in the gas phase and the matrix gives the enthalpy difference of the impurity 
between the melt and the A lattice. The demixing enthalpy can be calculated with computer 
programs as ASPEN [Asp] and the evaporation enthalpy can be found in literature. 
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The entropy calculation 
It is virtually impossible to calculate the entropy of а Б molecule in an A lattice directly. This 
entropy can be calculated by making another Born-Haber cycle. First the entropy difference 
between а В molecule in an A melt and а В molecule in a В melt is calculated. Then the 
solidification entropy of pure В is taken from literature. As the last step the entropy difference 
of pure solid В and а В molecule in an A crystal is calculated. Summing these three parts gives 
the entropy difference of а В molecule in an A melt and а В molecule in an A crystal. This 
procedure shown in figure 8.1. 
Using statistical thermodynamics the partition function of a molecule can be split in four 
parts. The entropy of a molecule is directly linked to the partition function so one may also 
split the total entropy into four different contributions: 
*-*to/a/ = ^translation τ ¿rotation "Τ ¿vibration "Γ ¿electronic· 
Only the first three contributions are interesting in this case since there will be no change 
in electronic state of the molecule during solidification. When the size difference between an 
impurity molecule and a host molecule is not too large there will be no translation or rotation 
of the impurity molecule in the lattice, as is the case when the impurity is incorporated in its 
own crystal lattice. The only factors which cause a difference in entropy when going from a В 
molecule in а В lattice to а В molecule in an A lattice are the ambient temperature and the 
vibrational contribution. 
How much will the vibrational contribution differ when comparing the two situations? One 
can split the vibrations in the lattice in two parts, intramolecular and intermolecular vibrations. 
The frequencies of the intramolecular vibrations will generally be much higher than the intermo­
lecular vibrations since the bonds between atoms within a molecule are much stronger than the 
van der Waals and electrostatic interactions between molecules. Intramolecular vibrations will 
therefore hardly be influenced by a change in the environment of the molecule. Intermodular 
vibrations will not change too much either since the nature of the interactions stays the same 
when an impurity which closely resembles the main compound is incorporated. 
The change in the vibrational contribution to the entropy when comparing the crystallization 
of the second component (or impurity) and incorporation in the host compound is small. What 
has been neglected here is the influence of the impurities as phonon scattering centres. Generally 
these centres will lower the heat capacity of the crystal and therefore also the entropy. This effect 
is small when the two types of molecules in question (impurity and main compound) resemble 
each other closely. 
A temperature correction is needed when the difference in melting temperatures of A and В 
is very large or when order-disorder transitions occur. From thermodynamic considerations it 
follows that 
S(T,,
nal) = S(Tlnttiat) + f """ ЦаТ. (8.4) 
For the entropy change due to a phase transition on can write: 
Δ5(Γ / ι η α ( ) = AS(Tmt,al) + / -^dT. (8.5) 
• ^ i n i t i a l * 
In this equation Δ5(Τ,
η ι < 1 β |) is the normal entropy difference, Δ5(Γ/ ι η ο ι) is the temperature 
corrected entropy difference and Ac
r
 the difference in heat capacity of the two phases. For 
organic molecules the heat capacity cp shows a linear dependence with temperature. Using the 
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relationship cp — а + ЬТ and integrating over the temperature gives the following expression for 
the entropy difference due to the difference in temperature. 
S(T,) = S(T,) + ahQ + b(Tt-Tl) (8.6) 
Provided the impurity molecules В do not differ too much from the molecules A of the 
main compound in size and form and the melting temperatures of A and В are relatively close, 
the melt entropy of the impurity is a good approximation for the entropy difference between a 
molecule in the melt and in the A lattice. 
If the impurity and main compound molecules differ much in nature and shape the enthalpy 
effects of the incorporation will generally be much larger than the entropy effects so the error in 
the segregation coefficient due to the error in the entropy effect is relatively small. 
8.2.4 Bulk versus interfacial segregation coefficient 
So far the whole process of separation has been treated from the viewpoint of bulk phases. 
Only the difference in chemical potential between the bulk melt and the bulk matrix has been 
calculated. What has not been considered is the interface, where the actual separation takes 
place. To correct for this crude approximation one must find out what the relation is between 
the segregation coefficient as calculated for bulk phases and the interface segregation coefficient. 
Assuming the crystal grows with facets building units will be incorporated in the crystal lattice 
at kink positions. In a very simplistic view the building unit will then have half of the interactions 
which a molecule in the bulk of the crystal has and half of the interactions of a molecule in the 
bulk of the melt. This means that also the difference in chemical potential for the impurity 
in the bulk and at the interface is half of the difference in the bulk. The interface segregation 
coefficient in then the square root of the bulk segregation coefficient. 
Several things have been neglected in this simplistic picture. The structure of the interface 
at the crystalline side can differ from the bulk crystal structure (surface reconstruction), the 
actual concentration of the impurities can differ from the concentration in the bulk melt (more 
or less than equivalent wetting) and the melt can have a special ordering at the interface (surface 
melting). Since only the equilibrium distribution of impurities in the matrix is considered crystal 
quality and growth kinetic effects will be neglected. 
Surface reconstruction is a very common phenomenon in metal and semiconductor crystals. 
Both types are atomic crystals for which it is in most cases very favourable to eliminate so 
called dangling bonds by surface reconstruction. Organic crystals are always molecular crystals 
where the interactions between the molecules are very weak when compared to the interactions in 
atomic crystals. Therefore there is virtually no driving force for surface reconstruction. The only 
thing which can affect segregation and growth kinetics is a difference in conformation between 
molecules in the melt and in the crystal [RDBJ]. In most cases these effects can be neglected 
since the conformation in the crystal is the same as in the melt, or nearly the same. 
How the concentration of the impurity at the interface changes depends on the wetting of the 
impurity and the main compound. If the main compound shows more than equivalent wetting 
and the impurity less than equivalent wetting the segregation will be enhanced (in other words 
the segregation coefficient will be lowered). When the main compound and the impurity are 
much alike they will show the same wetting behaviour and the segregation coefficient will not 
be influenced. 
There ie evidence that the melt can be ordered at the crystal-melt interface. This also 
goes for solvents. On the basis of the kinetic roughening behaviour of naphthalene Elwinspoek 
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assumed that there must be a smectic layer at the interface [Elw88]. From measurements on 
the surface melting of t-caprolactam one can also assume an ordered melt at the crystal-melt 
interface [CGdJ92]. 
Ordering of the melt implies a sort of two dimensional liquid at the interface. One could 
speculate that the lateral interactions between the molecules in such a liquid are stronger than 
those in the bulk melt, thereby increasing the difference in chemical potential between the solid 
and liquid state at the interface. Surface melting will therefore probably increase the segregation 
at the interface. 
All discussed equilibrium effects increase the segregation effect at the interface so the actual 
value of the segregation coefficient will lie between the value of the bulk segregation coefficient 
and the value of the interface coefficient (which is the square root of the bulk value). 
8.2.5 The role of defects 
So far the incorporation of impurities has been treated as an isolated case. In real crystal growth 
there is much more going on. Dislocations, vacancies and interstitials will be present. When a 
deformation of the host lattice is needed to accommodate the impurity it is often advantageous 
to form an impurity crystal-defect complex. This means that the impurity will not be distributed 
evenly throughout the lattice but will be concentrated around lattice defects. When performing 
the molecular mechanics calculations it is therefore also very useful to look at the total lattice 
deformation energy needed to accommodate the impurity and to verify several impurity-defect 
complexes. 
8.3 Calculation aspects 
8.3.1 Molecular Mechanics 
The accuracy of the predictions made by computer calculations is strongly dependent on the 
quality of the description of the system. A good compromise between detail in the model and 
amount of computing time needed must be found. The best method to describe molecules is the 
Schrödinger equation. In the Born-Oppenheimer approximation of this equation atomic nuclei 
are considered as point charges and electrons are described as wave functions which give the 
probability of finding an electron in a certain volume. A disadvantage of this method is that 
it is extremely hard to describe electron-electron repulsions. Even for a single Helium atom 
it is impossible to give an analytic solution for the Schrödinger equation, let alone for systems 
containing up to 4000 atoms. In order to describe systems ofthat size considerable simplifications 
have to be made. One way of making these simplifications is the molecular mechanics approach. 
All interactions are described by simple model functions, a so-called force field, and the quantum 
mechanical nature of the problem is completely neglected. The parameters in the model functions 
are derived from experimental data (e.g. crystal structures, N.M.R. and vibrational spectra) 
and results of ab initio theoretical calculations (which are mostly restricted to single molecules). 
How well a force field describes a certain system therefore strongly depends on the data used 
to derive the model parameters. This has lead to the development of a number of force-fields, 
each optimised with respect to a special class of systems2. Molecular Mechanics has mostly been 
used in drug design, so most force fields are optimised for these applications. Recently a force 
field (CERIUS) has been set up for crystal modelling. 
'Examples are мм2 |AU77, AA92], AMBE» [WKC+84, WNC86],CHABMM [BBO+83, SK92], CHROMOS [qvGBSS, 
vSvGB92] 
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The Force Field 
Molecular mechanics is based on the minimization of the energy of a system. This energy is 
expressed in six terms. 
E = Ebond + Е
апд
І
е
 + EtoTtum + E ¡¡bond + Ev¿w + Ecoulomb (8-7) 
The first three terms describe the interactions between connected atoms. For the potential 
energy of bond stretching {Еь
т
&) and valence angle bending (EÎngic) a harmonic potential 
(E = k(x — io)2 , where к is the force constant, χ is the actual bond length or angle and aro 
is the reference bond length or angle) is often used. The potential energy of a torsion angle 
φ is expressed in terms of a force constant кф, a periodicity η and a phase shift 6, Et
oratm = 
кф{1+соа{пф—δ)). An 'improper' torsion term is often added in case of chiral and sp2 hybridised 
atoms to maintain respectively the chirality and the planarity of the molecules in question. 
Hydrogen bonds are described with a special potential, where the van der Waals radii of the 
donor and acceptor atoms have been reduced slightly. 
In contrast to the first four terms in equation 8.7 the last two terms apply for all atom pairs 
in the system. The van der Waals energy is in most force-fields3 given by a Lennard-Joncs 
potential: 
E,dW = %-b$ (8.8) 
where a,} and b,} are the parameters in the Lennard-Jones potential for the atom pair ij and rtJ 
is the distance between those atoms. Equation 8.9 gives the electrostatic interaction between 
the atoms i and j : 
Ecoulomb = C-^-, (8.9) 
er., 
in which с is the force constant, q, and q¡ are the atomic charges and e is the dielectric constant. 
As can be seen in the equations 8.8 and 8.9 the character of the van der Waals interaction and 
the electrostatic interaction are fundamentally different. Van der Waals interactions are very 
short ranged and do not contribute when the distance between the two atoms is more than a 
few Angstroms. Electrostatic interactions are inversely proportional to the distance between 
the two atoms and have a much longer range. When working in a crystalline environment one 
should realise that the number of atoms at a certain distance from a given atom increases with 
the square of the distance. This means that the interaction with shells around the central atom 
should increase with increasing distance. The lattice energy of a crystal is, however, always 
finite. This is due to the effects of symmetry and overall charge neutrality. The Madelung 
calculation is a good example of these effects. These effects are only noticeably when the radius 
of the sphere is much larger than a computer can handle. 
To overcome this problem, which occurs mostly in ionic systems, one can increase the diel-
ectric constant so the electrostatic term gets smaller with respect to the other energy terms. 
Another, more realistic approach is to take the screening effect of the atoms lying between the 
atoms i and j into account. The dielectric constant then increases with increasing distance, so 
the effect of an increasing amount of atoms at a further distance is cancelled out. 
Calculation of charges 
As has been pointed out in the previous section the electrostatic interaction can be very import-
ant in molecular mechanics. This means that one must be very careful with assigning charges to 
3Some force fields use the Buckingham potential or a 14-7 Lennard-JoneB potential 
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the atoras. Usually a force field has its own procedure for assigning charges to atoms. In most 
:ases these assignments are based on very simple rules which only consider the atom type and 
the atoms surrounding the atom for which the charge must be calculated. When calculating 
the energy or conformation of a molecule in vacuum this is sufficient, nut better calculations 
must be done when working in a crystalline environment. One has then the choice of calculating 
the charges with ab initio methods, e.g. STO-631G**, or semi-empiric methods like those in 
the packages AMPAC and MOPAC with the AMI [DZHS85, DHHY90] and PM3 [Ste89, Ste90] Ha-
miltonians optimized for organic molecules. The former include all electrons in the calculation 
whereas the latter models replace the inner electrons with empirically derived model functions 
n d only include the valence shell electrons in the calculations. Both types of methods compute 
the charges for a single molecule in vacuum. As has been demonstrated recently [DRS+93] one 
:an extend these calculations by including periodic boundary conditions, so that the influence 
jf the neighbouring molecules in the lattice is also taken into account. 
Molecular Mechanics lattice energy minimizations 
Эпсе the force field parameters, the dielectric constant and the charges have been chosen the 
system can be minimised. This is by no means simple; each atoms in the system adds three 
degrees of freedom. For instance in the case of the minimisation of a caprolactam dimer, which 
is a relatively small system, one already has more than hundred independent variables in the 
änergy term. To deal with this problem several minimization algorithms are offered in the 
Quanta/Charmm package (which has been used in all calculations). Steepest descents is the 
simplest algorithm. It determines the energy gradient around an atom and shifts the atom 
iccordingly. Since the size of the shift is coupled only to the instantaneous gradient convergence 
is poor. Its main use is initial minimization from poor starting structures. The conjugate 
gradients algorithm uses the current gradient together with the gradients of the previous steps 
which gives a better convergence. Full matrix Newton-Raphson minimization can converge in 
эпе step but since the time needed to calculate that step and the amount of memory used 
is huge this is only applicable to small systems. For larger systems this algorithm has been 
modified (ABNR or adopted base Newton Raphson). It offers the possibility to minimize the cell 
parameters together with the atomic positions and converges fairly quick. 
In most cases only one of all possible local minima is the real minimum in energy. The diffi­
cult point is to ascertain that there exists no conformation of the system with an energy lower 
than the energy resulting from the minimization. A solution to this problem is a Monte Carlo 
simulation. Each time the presumed absolute minimum in energy is reproduced starting from 
a. random conformation the probability that this is indeed the absolute minimum is increased. 
Unfortunately this procedure cannot be applied to the systems treated here since the amount 
Df atoms in the calculations (typically 4000 atoms or more) is simply too large. A good starting 
structure for the calculations is the experimentally determined crystal structure. The positions 
of the heavier atoms in the crystal structure are determined quite accurately by X-ray diffracti­
on analysis, the positions of the lighter atoms can then be calculated from the positions of the 
heavier atoms. Most force-fields are optimized to give a good prediction of the geometry of the 
molecule rather than giving a good energy prediction. In the minimized crystal structure the 
positions of the atoms will differ slightly from those in the experimentally determined crystal 
structure due to the approximations made in the force field. The differences between the expe­
rimentally determined lattice energy and the values predicted by the force field will generally be 
much larger (in the order of 20 to 30 %) . 
For the calculation of a segregation coefficient it is necessary that the lattice energy, the 
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atomic positions and the lattice parameters are in reasonable good agreement with the experi­
mental values. If the calculated lattice energy differs much from the experimentally determined 
one the calculated interaction energies will be unreliable. If the atomic positions in the mi­
nimized structure differ too much from the real structure the calculated interaction energy of 
the impurity with the surrounding lattice will be very unreliable also, because the impurity is 
placed in the wrong structure. Lattice energy minimizations with several different sets of atomic 
charges and dielectric constants must be performed to determine the optimal combination. 
Constraints 
Often several conformations of a molecule are possible which have nearly the same energy. Due 
to errors in the force field a conformation deviates from the crystal structure could have a lower 
energy than the conformation in the crystal structure. It could mean that the simulated cry­
stal structure will completely deform during the molecular mechanics minimization. Harmonic 
constraints can be applied to prevent these problems. The atom is then connected to its original 
place by an imaginary spring. The further it gets away from the original position the harder 
it is pulled back. This type of constraints is very useful in crystal lattice minimizations since 
minor conformational changes are allowed but it is not permitted to have major changes in the 
structure. 
Cut-off distance 
To reduce the computational burden all interactions are assumed to be zero when the atoms are 
more than a certain distance apart. This is the cutoff distance, which for a given crystal can 
easily be calculated. Around a central molecule a layer of molecules is added. The interaction of 
the central molecule with this layer is calculated. Then a next layer is added and the interaction 
energy of the central molecule with the surrounding molecules is calculated again. The cut-off 
distance has been reached when the addition of a new layer causes no noticeable change the 
interaction energy of the central molecule with its surroundings any more. When performing 
calculations on a crystalline system the layer surrounding the molecules of interest should have 
a thickness of at least the cut-off radius. Unfortunately in most cases the thickness of the layer 
goes beyond the maximal value what the force field can handle. 
8.3.2 Favourable error compensat ion 
In the model it has been assumed that there is no difference in chemical potential of a molecule 
of the main compound in the liquid and in the solid state at the melting temperature. If one 
uses the same procedure for the calculation of the chemical potential difference as has been done 
for the impurity, this difference is not necessarily zero. By mixing literature data and energies 
computed by force fields errors are introduced. To minimize the effect of these errors on the 
segregation coefficient the chemical potential difference must be calculated in the same way for 
the main compound as for the impurity (see figure 8.2). В is again the impurity and A the host 
compound. If the force field under- or over estimates interaction energies it will most probably 
do it in the same way for the main compound and the impurity. 
This procedure will not cost any extra computation time since the lattice energy of the main 
compound has already been calculated in order to fine tune the force field for the specific com­
pound. If the crystal energy still differs significantly from the literature value after optimizing 
the choice of dielectric constant and charge sets, the ratio of the calculated and experimental 
lattice energies for compound A could be used to correct the sublimation energies for the main 
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Figure 8.2: The double Born-Haber cycle. Errors are compensated by calculating the lattice 
energies for both the main compound and the impurity in the same way. 
compound and the impurity. One should be careful with this procedure because a large diffe­
rence between the calculated and the experimental energies indicates that the force field is not 
well suited for the system. 
8.4 Computational setup 
Charge distributions have been calculated with the AMPAC package, using the AMI and PM3 
hamiltonians and a Convex C120 computer. All molecular mechanics calculations have been 
done with the Quanta3.2/Charmm21.3 package running on a Silicon Graphics Iris 4D/70GT. 
Starting from the X-ray determined crystal structure the unit cell and the molecules were 
"minimized". These calculations were repeated for three sets of charges, the Charmm, the PM3 
and the AMI charge set, dielectric constants varyiing between 1 and 10 and with or without 
harmonic constraints. The combination of charges, dielectric constant and constraints which 
produced the structure most resembling the X-ray determined structure was used for further 
calculations. Then the cutoff distance was calculated. 
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A sphere of molecules of the main compound with a radius of about 24 Â was made by 
applying the symmetry and translation operations of the minimized unit cell4. The positions 
of the atoms more than 22 Â away from the centre of the sphere were fixed, on all the other 
atoms a weak harmonic constraint was applied to preserve the crystal symmetry. This sphere 
was then minimized. 
In the minimized sphere a vacancy was made by removing one or more molecules depending 
on the impurity. The impurity was then placed in the vacancy. To reduce computation time 
the impurity was then minimized while all other atoms were kept in fixed positions. After 
the minimization the fixed constraint on the atoms less than 7 A away from the impurity was 
replaced by a harmonic one, and the sphere was minimized again. This procedure was repeated 
for all atoms less than 15 and 22 Â from the impurity. 
Interaction energies were calculated for all molecules in the sphere with and without impurity. 
By comparing the energies of molecules on identical places in both spheres the lattice deformation 
energy necessary to accommodate the impurity could be calculated. 
From literature the crystallization entropy, the heat capacity and the evaporation enthalpy 
of the crystal was obtained. The demixing enthalpy was calculated with aid of the ASPEN 
package. By adding the demixing, the evaporation enthalpy and the interaction energy in the 
lattice and combining this with the entropy of crystallization the difference in chemical potential 
between the melt and the crystal lattice could be calculated for both the impurity and the main 
compound. The difference in these difference gives the segregation coefficient. 
8.5 Test systems 
Calculations have been performed for two main compounds and four impurities. The systems 
studied are given in table 8.1. Additional data on the two main compounds is given in table 8.2. 
Table 8.1: Studied binary systems 
main compound/impurity 
c-caprolactam (cAP)/cydohexanone 
naphthalene/biphenyl 
naphthalene/thionaphthene 
naphthalene//3-naftol 
naphthalene/2,6-dimethylnaphthalene 
abbreviation 
CAP/CYC 
NAPIl/BlPH 
NAPH/TIIIO 
NAPH/BNAPH 
NAPH/DIMN 
k0(exp) 
0.01 [dG92] 
7-10-3 [dG92] 
0.2 [MD57] 
>1 [RS72] 
« 1 [She69] 
This particular set of systems has been chosen for the following reasons. First of all the segre-
gation coefficients of these systems are already known from experiment. A second reason is that 
this set spans a whole range of segregation coefficients, from 0.007 for the ΝΑΡΗ/ΒΙΡΠ system to 
more than 1 for the NAPH/BNAPH system. 
A third reason is that the electrostatic contribution to the lattice energies is relatively low 
which makes it easier to get convergent energy summations. Fourthly the systems are characte­
rised by different types of phase diagrams. The well separating NAPH/ BIPH and CAP/CYC are 
eutectic with a very limited solid solubility [dG92] whereas the systems NAPH/THIO cileMastr 
and NAPH/DIMN show extensive solid solubility. It is difficult to classify the NAPH/BNAPH system 
'The radius of the spheres was determined by the maximal amount of internal coordinates the force-field could 
handle. In the case of (•c&prol&ctam the radius was 25 A for naphthalene the radius was 23 A. 
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Table 8.2: Physical data of e-caprolactam and naphthalene 
Structural data 
a 
b 
с 
β 
V 
ζ 
space group 
naphthalene 
8.213 
5.973 
8.675 
123.39 
353 
2 
P21/a [BD81] 
CAP 
19.28 
7.78 
9.57 
122.37 
1212 
8 
C2/c [WD75] 
Other data 
AH
me
/ t 
ΔΗ
ν
„ρ 
АН,„ь 
Trne/l 
Τ 
Cp(s ) 
Cp(l) 
naphthalene 
18.96 [ВеіЭІ] 
45.11 [Веі91] 
72.7 [Веі91] 
353 [Веі91] 
491.1 [ВеіЭІ] 
САР 
16.1 [Веі91] 
54.5 [ВеіЭІ] 
83.16 [ЛіЬбО] 
342 [ВеіЭІ] 
539 [1LGV57] 
151 [KWF73] 
241 [1LGV57] 
since three solid phases occur in the phase diagram [RS72]. All relevant physical data for the 
impurities are given in table 8.3. 
Table 8.3: Physical data of the impurities 
Physical data of the impurities 
Impurity 
cyclohexanone 
thianaphthene 
/3-naphthol 
biphenyl 
2,6-dimethyl 
naphthalene 
Д Н
т е
ц 
1.3" [NSS80] 
11.86 [FGMW54] 
19.4 [ВеіЭІ] 
17.7 [dG92] 
22.2 [ВеіЭІ] 
AHfap 
44.7 [Bei91] 
46.0 [Bei91] 
58.4 [ВеіЭІ] 
47.95 [dG92] 
52.4 [ВеіЭІ] 
AH J u b 
65.68 [ВеіЭІ] 
83.9 [Веі91] 
a The enthalpy of the order-disorder phase transition in 
cyclohexanone is 8.6 kJ/mol 
6 The enthalpy of the order-disorder phase transition in 
thianaphthene is 4.6 kJ/mol 
ТщсІІ 
245.2 [NSS80] 
304.5 [FGMW54] 
394.5 [ВеіЭІ] 
342 [dG92] 
386 [ВсіЭІ] 
8.6 Results and discussion 
8.Θ.1 Lattice energy minimizations 
Unless stated otherwise all results are given in S.I. units. Energy values are given in kJ/mol, 
heat capacity in J/molK, entropy in J/molK and temperature in K. AU axis lengths are given 
in Â and the volume is given in Â3. A list of all used symbols can be found in the appendix. 
Results of the lattice energy minimizations are given in tables 8.4, 8.5 and 8.6. As can be 
seen in the tables the lattice energy calculated by the force field is considerably lower than the 
experimental value. After correction for the рД term the value for CAP is 22% too low and for 
naphthalene the value is 19% too low. The unit cell volume and axis lengths have increased 
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Table 8.4: Results of the minimisation of t-cap redactara 
Charge set РМЗ, no constraints 
í 
a 
b 
с 
ß 
V 
angle 
RMS 
Е,ъъ 
1 
21.4 
9.12 
9.90 
124.4 
1598 
11.78 
0.267 
61.55 
1.2 
24.2 
8.96 
10.13 
133.7 
1587 
7.86 
0.146 
61.5 
1.5 
20.8 
8.87 
9.93 
116.5 
1641 
6.20 
0.50 
51.65 
2 
21.1 
6.68 
9.10 
103.9 
1230 
57.5 
1.38 
72.7 
3 
20.89 
7.28 
9.42 
103.4 
1393 
27.0 
0.41 
67.55 
5 
20.14 
6.64 
9.71 
104.3 
1259 
24.89 
1.57 
59.8 
7 
20.46 
7.16 
9.74 
107.4 
1363 
9.31 
1.07 
55.1 
10 
20.44 
7.16 
9.57 
107.4 
1362 
9.39 
1.07 
54.3 
Charge set РмЗ, harmonic constraint f=10 
e 
a 
b 
с 
ß 
V 
angle 
RMS 
E,ub 
tocona 
1 
22.7 
9.33 
10.3 
122.0 
1868 
1.01 
0.05 
46.5 
2.0 
1.2 
22.7 
9.33 
10.4 
122.0 
1869 
1.01 
0.05 
46.5 
2.0 
1.5 
22.7 
9.33 
10.4 
122.0 
1873 
1.01 
0.05 
46.5 
2.0 
2 
22.7 
9.33 
10.4 
121.0 
1869 
1.02 
0.05 
46.0 
2.0 
3 
22.7 
9.33 
10.4 
122.0 
1870 
1.03 
0.05 
45.9 
2.0 
5 
22.7 
9.33 
10.4 
115.6 
1871 
1.03 
0.05 
45.9 
2.0 
7 
22.7 
9.33 
10.4 
121.0 
1872 
1.03 
0.05 
45.7 
2.0 
10 
22.7 
9.32 
10.3 
121.0 
1872 
1.03 
0.05 
45.6 
2.0 
Charge set AMI, no constraints. 
€ 
a 
b 
с 
ß 
V 
angle 
RMS 
E,ub 
1 
22.77 
9.12 
10.07 
129.5 
1614 
9.2 
0.23 
61.8 
1.2 
25.81 
9.33 
11.40 
153.4 
1227 
27.3 
0.38 
70.2 
1.5 
23.03 
6.58 
9.42 
118.7 
1253 
57.3 
1.3 
66.5 
2 
24.62 
6.21 
9.52 
124.4 
1202 
46.5 
1.6 
69.8 
3 
20.54 
6.30 
10.00 
104.1 
1255 
18.5 
1.5 
60.2 
5 
20.47 
7.14 
9.75 
107.4 
1362 
9.33 
1.1 
55.1 
7 
22.85 
5.24 
9.71 
102.7 
1135 
14.4 
2.0 
70.2 
10 
22.87 
5.24 
9.71 
102.7 
1136 
14.4 
2.0 
70.6 
Charge set AM!, harmonic constraint f=10 
e 
a 
b 
с 
ß 
V 
angle 
RMS 
E,ub 
*^СОП9 
1 
22.8 
9.34 
10.4 
122.0 
1868 
1.12 
0.05 
46.1 
1.9 
1.2 
22.8 
9.34 
10.4 
122.0 
1868 
1.11 
0.05 
46.0 
2.0 
1.5 
22.8 
9.34 
10.4 
121.8 
1868 
1.09 
0.05 
46.0 
2.1 
2 
22.7 
9.31 
10.3 
121.2 
1869 
1.07 
0.05 
45.9 
2.1 
3 
22.6 
9.32 
10.3 
120.8 
1867 
1.06 
0.05 
46.0 
2.2 
5 
22.6 
9.31 
10.3 
120.5 
1870 
1.04 
0.05 
45.6 
2.1 
7 
22.7 
9.33 
10.4 
121.5 
1872 
1.06 
0.05 
45.5 
2.3 
10 
22.7 
9.32 
10.4 
121.1 
1873 
1.01 
0.05 
45.5 
2.4 
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Table 8.5: Results of the minimization of e-caprolactam, continued 
Charge set Qu ant a/Charm m, no constraints. 
e 
a 
b 
с 
β 
V 
angle 
RMS 
£jub 
1 
21.58 
9.07 
9.70 
123.1 
1589 
9.5 
0.68 
60.6 
1.2 
26.21 
9.90 
10.60 
147.3 
1488 
15.5 
0.48 
62.3 
1.5 
25.27 
9.57 
10.33 
141.6 
1553 
12.3 
0.14 
56.4 
2 
25.07 
9.06 
10.16 
137.4 
1564 
9.01 
0.25 
53.9 
3 
27.88 
9.98 
12.38 
157.2 
1336 
24.3 
0.21 
62.3 
5 
21.51 
6.84 
8.91 
107.4 
1252 
50.69 
1.3 
65.2 
7 
20.35 
6.31 
10.05 
103.5 
1256 
18.4 
1.5 
58.9 
10 
20.33 
6.31 
10.05 
103.4 
1255 
18.4 
1.5 
59.4 
during minimization. This indicates a systematic error in the Charmm force field. After 
comparing these data with the data of Leusen [Leu93] one can tentatively conclude that Charmm 
overestimates the electrostatic interaction and underestimates the van der Waals interaction. In 
the final value of the segregation coefficient the absolute v¿iue of the error will be smaller due to 
the error compensation in the model. The electrostatic contribution to the lattice energy of CAP 
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Figure 8.3: Relation between the interaction energy of the central molecule and the radius of 
the surrounding sphere for CAP. AMI charges e = 1. 
is small despite the relatively high charges on the atoms. As has been mentioned in the previous 
chapter this is probably due to the special charge distribution in a CAP dimer. The atoms in the 
eight member "ring" consisting of the two O-C-N-H groups of the CAP dimer effectively form a 
multipole. The interaction energy of multipoles decreases much sharper with increasing distance. 
This could explain why the electrostatic energy is much lower than would be expected on basis of 
the isolated charges. CAP and naphthalene are therefore very similar in behaviour which is also 
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reflected the relations between the radius of the surrounding crystal sphere and the interaction 
energy of the central molecule with that sphere. These relations are given in figures 8.3 and 8.4. 
In these figures the cumulative interaction energy of the central molecule with all molecules 
which are less than the cutoff radius distant from the central molecule (measured from centre 
of mass to centre of mass) is given. 
Table 8.6: Results of the minimization of the naphthalene structure 
e 
constraint 
a 
b 
с 
7 
V 
angle 
RMS 
E,ub 
£*сопе 
1 
10 
1 
0 
1.5 
10 
2 
10 
РМЗ charge set 
8.10 
5.90 
9.59 
119.8 
398 
1.40 
0.03 
55.85 
0.66 
8.28 
5.71 
9.27 
126.1 
354 
24.2 
0.25 
61.5 
-
8.07 
5.92 
9.57 
119.7 
398 
1.49 
0.03 
54.3 
0.71 
8.04 
5.94 
9.56 
119.3 
398 
1.56 
0.03 
53.5 
0.71 
5 
10 
8.07 
5.94 
9.57 
119.5 
398 
1.72 
0.03 
51.8 
0.75 
10 
10 
8.10 
5.96 
9.56 
119.1 
398 
1.77 
0.03 
52.3 
0.75 
AMI charge set 
a 
b 
с 
7 
V 
angle 
RMS 
Etub 
^сопв 
8.11 
5.90 
9.56 
119.9 
397 
1.22 
0.03 
57.4 
0.66 
8.11 
5.71 
9.29 
126.3 
355 
24.2 
0.26 
61.1 
-
8.10 
5.91 
9.59 
119.8 
398 
1.37 
0.03 
55.9 
0.66 
8.11 
5.91 
9.59 
119.8 
399 
1.46 
0.03 
54.8 
0.71 
8.02 
5.94 
9.56 
119.2 
398 
1.22 
0.03 
58.2 
0.66 
8.11 
5.90 
9.57 
119.9 
397 
1.65 
0.03 
54.7 
0.71 
Quanta/Charmm charge set 
a 
b 
с 
7 
V 
angle 
RMS 
Eiub 
¿¿сопл 
8.08 
5.90 
9.56 
119.7 
397 
1.28 
0.03 
13.62 
0.17 
8.27 
5.73 
9.28 
125.9 
356 
24.1 
0.27 
14.5 
-
8.10 
5.90 
9.57 
119.8 
397 
1.39 
0.03 
13.4 
0.17 
8.07 
5.92 
9.58 
119.7 
398 
1.40 
0.03 
13.1 
0.16 
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Figure 8.4: Relation between the interaction energy of the central molecule and the radius of 
the surrounding sphere for naphthalene. PM3 charges e = 5. 
For both crystals the maximum distance at which molecules still interact is small, 10 A for 
naphthalene and 12 Â for CAP. When constructing a crystal sphere with a radius of more than 
20 Â the central molecule and the first coordination sphere of that molecule will behave as if 
they were in an infinite lattice. Spheres of 23 Â in the case of CAP and 24 Â in the case of 
naphthalene therefore suffice in the calculation. 
Comparing the constrained minimizations of the CAP structures with the unconstrained ones 
leads to the conclusion that no constraint is needed to get a good starting structure for further 
calculations. With constraints the lattice energy is even more underestimated. The minimization 
with the АМІ charge set and a dielectric constant of 1 gave the best result in terms of lattice 
energy and orientation of the molecules in the unit cell and has therefore been used for further 
calculations. 
In the case of naphthalene it is very clear that a constraint is needed during minimization. 
Without constraints the mean rotation of the molecules in the lattice is about 24 degrees, with 
constraint this rotation is only about 1.4 degrees. The AMI charge set gives a slightly better 
result than the рмЗ and Quanta/Charmm sets and has been chosen together with a dielectric 
constant of 5 for subsequent computations. 
8.6.2 S p h e r e ca lculat ions 
With the optimal combination of the charge set, the dielectric constant and the unit cell from 
the lattice minimization, spheres of CAP and naphthalene were made. The maximum radius was 
determined by the maximum number of internal coordinates that the program could handle (25 
A for CAP and 23 À for naphthalene). Initially only for the outer layer with a thickness of 2 A 
fixed constraints were applied. During the subsequent minimization of the CAP sphere, before 
the central molecule(s) were replaced by the impurities the energy of the sphere did not reach a 
stable value even after 100 hours of CPU time. This was clearly not a good starting point for the 
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final calculation. Instead of restraining only the outer layer, all molecules were constrained. The 
outer molecules were treated as before and on all other molecules a light harmonic constraint was 
placed. The energy was convergent within 120 steps (1.2 hours of CPU time) and the constraint 
energy was 0.086 kcal/mole. Also the RMS displacement of the atoms was very small; 0.002 Â. 
For all sphere calculations the same set of constraints was used. 
In table 8.7 the results of the calculations are given. Д Е
і т р
 is the energy difference between 
the impurity in the gas phase and the impurity in the host compound. ΔΕ,
Ρ
/, is the energy 
difference of the sphere due to the replacement of the central molecule(s) by the impurity. 
Table 8.7: Results of the sphere calculations. 
system 
CAP/CYC 
NAPIl/BIPHa 
NAPH/BIPH 6 
NAPH/THIO 
NAPH/BNAPHC 
NAPII/BNAPH1' 
NAPH/BNAPH* 
NAPH/BNAPH' 
NAPH/DIMN 
AE,
m p 
-53.6 
-52.4 
-51.5 
-44.3 
-54 
-50 
-47.7 
-52 
-56 
ΔΕ,
ρ Λ 
11.7 
93.9 
117.3 
-10 
-15 
-11.8 
-11.7 
-16.5 
-8.7 
Remarks 
α biphenyl on the 000 and 010 po 
6 biphenyl on the 000 and 001 po 
с single /3-naphtol 
d two molecules of /?-naphthol on 
e two molecules of /3-naphthol on 
ƒ two molecules of /3-naphthol on 
AS 
57 
52 
52 
38.8 
49 
49 
49 
49 
76.4 
Д(ДСм) 
12.4 
30.5 
54.8 
2.6 
-5.5 
1.9 
4.9 
-4.7 
2.6 
ko(bulk) 
0.011 
3-ю-5 
8-10-9 
0.4 
6.5 
0.53 
0.24 
5 
0.4 
sitions in the lattice 
sitions in the lattice 
the 000 and 1 0 0 positions 
ko(surf) 
0.1 
5-Ю"3 
9-10-5 
0.64 
2.5 
0.73 
0.48 
2.2 
0.64 
the 000 and 1/2 1/2 0 positions 
the 000 and 1/2 1/2 0 positions 
In table 8.7 ΔΕ1 Γ Λ ρ is the total interaction energy of the impurity with the surrounding 
lattice. ΔΕ,ρ/ν is the difference in energy of the surrounding lattice due to the replacement of 
an A molecule by а В molecule. AS is the entropy difference between an impurity molecule, B, 
in the melt and in the A lattice. The total difference in free enthalpy between the incorporation 
of an A molecule from the melt into the A lattice and the incorporation of a В molecule from 
the melt into the A lattice is given by Δ(Δ(7
ί ο {). Note that this quantity has been corrected for 
the errors in the lattice energy calculation of pure A, as explained in section 8.3.2. 
The results from the sphere calculations show a good agreement with the experimentally 
determined segregation coefficients. In that respect the model works very well despite all ap­
proximations and the fact that the total lattice energy in underestimated. All molecules, except 
biphenyl, fit well in the lattice. There is a direct correlation between ΔΕ,
Ρ
& and the segregation 
coefficient. When this energy difference is negative, in other words the energy of the sphere is 
lowered by replacing the central molecule by an impurity, the segregation coefficient is close to 
1. Ifthe energy difference is very positive the segregation coefficient is much smaller than I s . 
s The value given in the column AE,pi, must not be confused with the lattice deformation energy. In the case. 
of impurities which are smaller than the host molecules the van der Waals energy must be lower so the interaction 
energy with the surrounding molecules will decrease. The lattice deformation energy is given by the sum of all 
interactions in the sphere excluding the interactions with the central molecule(s). 
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The results of the NAPH/DIMN and NAPH/BIPH show the real strength of the molecular 
mechanics approach. Based on the results of various orientations of the impurity in the lattice 
a precise picture of how the impurity will fit in the lattice can be formed. Biphenyl is fifty 
percent larger than naphthalene so two molecules of naphthalene had to be removed in order 
to accommodate the biphenyl molecule. From the results of the sphere calculation one must 
conclude that biphenyl will take the place of a naphthalene molecule and its (0,1,0) neighbour. 
When there is already a vacancy present or the lattice is distorted to such an extent that there 
is sufficient space for a biphenyl molecule, the segregation coefficient will be much higher6. For 
the NAPH/BIPH system Δ Ε ,
Ρ
Λ is very large. This is partly due to the fact that two molecules of 
naphthalene must be removed to accommodate a single biphenyl molecule. Another contribution 
to this quantity is lattice deformation. That the lattice is deformed can be easily seen by 
comparing the values of AE¿mp and AE t m p . Removing two naphthale molecules costs 116.4 
kj/mol. Inserting a biphenyl molecule in the created vacancy results in an energy gain of -52.4 
kj/mol. The ДЕ
а р
л should therefore be equal to 64 k.T/mol. As can be seen in the table the 
actual value is 93.9 kJ/mol, so the energy associated with the lattice deformation is 29.9 kJ/mol. 
One can therefore expect that biphenyl will have a strong preference for lattice defects. 
/3-naphthol will either occur as a single substitution or as a complex with another /3-naphthol 
molecule on the relative (-0.5,0.5,0) position. Between the two molecules one hydrogen bond will 
be formed with an O-II-O angle of 30 degrees and a O-Η distance of 2.56 Â. It is very difficult 
to give a good description of a hydrogen bond so it is not possible to distinguish between the 
possibility of an isolated /3-naphthol molecule in the lattice and a pair sharing a hydrogen bridge. 
/3-naphthol and 2,6 dimethyl naphthalene fit well in the naphthalene lattice. This means 
that the idea of asymmetry in fit (smaller molecules are easier to be accommodated than larger 
ones) as used by Oonk [CC1)H+91] and Kitaigoroskii [Kit73] must be further refined. From the 
results presented here one must conclude that every molecule which fits in the volume previously 
occupied by the host molecule plus the free volume surrounding that molecule must have a 
segregation coefficient close to one. Comparison of the molar volumes of the host compound 
and the impurity does not work since in the molar volume only the average size of the molecule 
plus the surrounding free space is taken. 
When calculating the entropy difference of an impurity molecule in the melt and in the 
lattice one must take care to take also all possible order-disorder phase transitions into account. 
For cyclohexanone and thionaphthene these contributions were quite substantial and had to be 
included in the calculation. In the case of cyclohexanone the entropy term was even larger than 
the enthalpy term. 
The enthalpy and entropy of demixing have been neglected in all cases except the CAP/CYC 
system under the assumption that the interactions in these system is very small. With aid of 
the ASPEN package the mixing enthalpy in the CAP/CYC system was estimated to be about 5 
J/mol. 
8.6.3 Comparison with other models 
What are the merits of this model? The calculated coefficients are reasonably accurate, as is 
shown with the model systems. The error compensation works since the force field error (up 
to 16 kJ/mol for the lattice energies) is much larger than the error in the final results (5-10 
kJ/mol). 
* Assuming that there is already a vacancy present the segregation coefficient would be eleveo orders of mag-
nitude higher! 
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It provides accurate information how the impurity is incorporated on a molecular level. 
Lattice deformations can be calculated and the formation of impurity complexes can be studied. 
From the calculated lattice deformations conclusions can be drawn about the sensitivity of the 
segregation coefficient to the crystal quality. 
The calculation procedure can be automatized to a large extent which makes it a fast method. 
Since only phase transition enthalpies and temperatures (and in some cases heat capacities) of 
the pure compounds are needed most data can be found in literature. If these data are not 
available from literature they can be easily determined. 
There are also some disadvantages. The accuracy of the results is probably to some extent 
fortuitous since only relatively simple compounds are used and even in that case only 80% of the 
experimental lattice energy is accounted for. More complex systems will probably give worse 
results. Especially the handling of the force field is then critical as already shown in the results 
of the lattice minimization. Small variations in input parameters can cause very large differences 
in the minimized structure. 
A problem which was addressed already is the calculation of the entropy of the impurity in 
the host compound. Quite a lot of approximations had to be made to arrive at a manageable 
result. A possible future alternative is to use the molecular perturbation method, based on 
molecular dynamics. Seen the enormous amount of calculation time needed7 it will take several 
years before this method is a serious alternative. 
Another difficult point is the nature of the interface. Since molecular mechanics is a static 
method the nature of the interface is unknown. Here one also must revert to molecular dynamics 
to obtain that information. 
Since only isolated complexes are treated the segregation coefficient can only be calculated 
for relatively pure melts. If the melt contains a lot of impurities the calculation gives only an 
indication of the separation potential of the system. 
The other models do not have these problems because they are based on experimental data. 
They require a lot of accurate, tedious, measurements. A combination of both types of models 
would therefore be the best way to determine the applicability of melt crystallization as a means 
of separating a certain mixture. The method based on molecular mechanics could then be used 
as a screening method and when the system is promising the segregation coefficient can be more 
accurately determined with the other methods. 
8.7 Conclusions 
It is possible to obtain a relatively accurate prediction of the segregation coefficient of binary 
systems from molecular mechanics. For five different systems the segregation coefficients have 
been computed. The calculated values show good agreement with the experimental ones. 
With the values for the NAPH/DIMN and NAPH/BNAPH systems it is shown that guest molecu­
les which are larger than the host molecules do not necessarily have a low segregation coefficient. 
Only when a guest molecule is larger than the host molecule plus its surrounding free volume 
in the crystal lattice, as is the case in the NAPH/BIPH system, low segregation coefficients are to 
be expected. 
For the NAPH/BIPU and NAPH/BNAPH system a distinction could be made between likely and 
less likely orientations of the impurity in the lattice. How reliable these predictions are must be 
determined experimentally. 
'To change a caprolaclam molecule in a cydohexanone molecule ID a spheie of caprolactam with a radius of 
15 Л al least 20 hours of CPU lime on a Cray 20-YMP is needed. 
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Comparison with other methods used for determining the segregation coefficient shows that 
the model proposed here is especially suited as a cost effective screening method. It can be 
easily applied for simple crystalline systems (which are often the most interesting ones from 
an industrial point of view) and does not require measurements. When the system in question 
shows a good separation potential the more accurate but also more time consuming experimental 
methods can be applied. 
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8.9 Used symbols 
symbol definition 
В 
keu6 
ΔΕ aph 
Δι^ιτπρ 
a,b,c,/3 
V 
e 
RMS 
angle 
ζ 
Δ G „„ρ 
Δ G
 SU6 
A G
m : r 
Д Н
т е
н 
Δ Η
Μ ρ 
Δ Η
 s u ¡ , 
ΔΗ™* 
AS„
af, 
AS.
u 6 
main compound 
impurity 
constraint energy 
sublimation energy as calculated by subtracting the 
internal energy of the molecule in the gas phase 
from the total energy of the molecule in the lattice 
difference in energy caused by replacing 
the central host molecule(s) by an impurity. 
difference in energy of an impurity 
in the gas phase and in the lattice 
dimensions of the unit cell and the unique angle 
volume of the unit cell 
dielectric constant 
root mean square displacement of the atoms during minimization 
mean angle of rotation of the molecule during minimization 
number of molecules in the unit cell 
free enthalpy of melting 
free enthalpy of vaporization 
free enthalpy of sublimation 
free enthalpy of mixing 
enthalpy of melting 
enthalpy of vaporization 
enthalpy of sublimation 
enthalpy of mixing 
entropy of melting 
entropy of vaporization 
entropy of sublimation 
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Summary 
With the introduction of new fibres and other polymers there is an increasing demand for very 
pure bulk chemicals. Also for already existing products the quality demands are increased. This 
makes it necessary to have a good control of the purity of those bulk materials since industrial 
processes are often sensitive to quality variations. Other reasons to redesign the purification 
step of bulk organic chemicals are economic and environmental considerations. From these last 
considerations purification by melt crystallization would be an obvious choice. 
There is however a drawback. Melt crystallization is only economically interesting if the 
produced crystals have the right size, shape and purity. Unlike other purification methods 
where the purification efficency can be predicted with general models, the purification efficiency 
of melt crystallization is strongly dependent on the compound to be crystallized and the method 
with which it is crystallized. General models for the efficiency of crystallization can only be made 
when one has a thorough understanding of the mechanisms determining the crystal size, shape 
and purity. 
Crystals can grow by an amazing variety of mechanisms so it is useful to order the growth 
mechanisms in several groups. With the concept of roughening growth mechanisms of single 
crystals can be divided into two major groups, roughened growth and step growth. In the 
roughened growth mechanisms as cellular and dendritic growth the growth rate is determined 
by transport and the Gibbs-Thompson effect. The growth rate in step growth mechanisms is 
determined by the integration step at the surface. 
The effects of heat and mass transport on the overall segregation coefficient in roughened 
growth are shown in the first part of this thesis. Based on existing models for dendritic growth a 
new model is developed which describes the growth rate and tip radius of dendrites as a function 
of the applied driving force and bulk impurity concentration. The main advantage of the model 
is that in contrast to the previous model growth speed and tip radius are given by a single 
expression. Furthermore, the model only requires the slope of the liquidus in the phase diagram 
and parameters of the pure compounds, which can be easily found in literature. Application of 
this model on the cyclohexane-benzene system shows that there is good agreement between the 
model and the experimental data. From the fits can be concluded that the overall segregation 
coefficient is around 0.8 which is far higher than the equilibrium value of 0.1, used by other 
models. Seen the large growth rates in this system a value of 0.8 is hardly surprising. Dendritic 
crystallization is therefore not suited as a purification method. 
When a crystal grows by a step mechanism the surface integration step is rate determining. 
This gives crystals with well defined forms. Depending on the growth rate of the different faces 
all kinds of crystal shapes can be found, varying from needles to octahedrons and platelets. 
The crystal shape is an important factor when considering melt crystallization as a purification 
method. A number of methods are available for the prediction of crystal shapes of which the 
рве analysis is the most widely used. 
по 
In the second part of the thesis the Ρ ВС analysis is applied on the substance f-caprolactam 
(CAP). Two analyses were carried out, one where single CAP molecules were treated as building 
units and one where CAP dimers were taken as building units. According to the monomer 
malysis the most important faces on CAP are {llT}, {110}, {200}, and {3lT}. The dimer 
analysis gives the {200}, {201}, {llT} and {110} faces as the most important ones. It is shown 
by comparing results from the monomer and dimer PBC analysis that CAP growths with dimers in 
most solvents, except water. Other factors which influence the morphology of CAP as growth rate 
md solvents are also treated. In general it can be concluded that the solvent influences become 
more pronounced as the growth rates get higher. To check the quality of the as-grown crystals 
Etching experiments were carried out. The most important conclusion from these experiments 
is that the orientation of the etch pits on CAP is determined by the first layer of molecules. 
In step growth mechanisms integration of a molecule occurs at kink sites. The segregation 
coefficient, which determines the crystal purity, is given by the energy difference between an 
impurity and a "normal" molecule at that kink site. A problem here is that the interactions 
it the interface differ from the interactions in the bulk of the melt and the bulk of the crystal. 
The calculation of the segregation coefficient must be split into two stages,the bulk part and the 
interfacial part. 
Two factors which influence the interactions at the interface, wetting and surface melting, 
ire also discussed in the second part of the thesis. In these chapters the surface melting of the 
{200} surface of CAP and the wetting of CAP by its melt and several solvents is investigated. 
X-ray reflectivity measurements on the {200} face of CAP carried out at the Institute for Atomic 
ind Molecular Physics (AMOLF) show that CAP has a very special surface melting behaviour. 
It is probable that there are prewetting transitions on this surface before the onset of real surface 
melting. For the wetting of crystal faces a new model is presented which relate the wetting in 
solutions to the dissolution enthalpy and wetting in the melt. In this model wetting in solutions 
is always better than in the melt. A higher dissolution enthalpy will result in a better wetting 
and an increase in step free energy. This means that when the solubility is lower the crystals will 
have an increasing tendency to grow with facets. Application of this model on naphthalene and 
CAP shows that the model gives the degree of wetting of several solvents in the correct order. 
A new method for the calculation of the bulk segregation coefficient based on molecular 
mechanics is presented in the third part of this thesis. Application of this method on the 
CAP/cydohexanone system and naphthalene with several impurities shows that this method 
gives quite acceptable results. Comparison of the calculations with experimental data shows 
that in nearly all cases the experimental data lies between the highest and lowest predictions ol 
the model. In the worst case the deviation is still less than a factor of two. 
In conclusion one can state that it is possible to give a reasonable estimation of the overall 
purification efficiency of melt crystallization for dendritic growth and step growth of single 
crystals. It is also possible to predict the shape of single crystals. This information can be used 
to asses the feasibility of melt crystallization on industrial scale. It must be stressed however 
that the calculated overall segregation coefficient is only accurate within an order of magnitude. 
Effects of the crystal size in suspension growth and the polycrystalline nature of solids grown 
on a cooled wall are neglected. The methods presented here can therefore only be used for 
screening purposes. For the decision whether melt crystallization is a feasible alternative to 
other purification processes one must still go through the whole scaling up process. 
S amenvat t ing 
Door de introductie van nieuwe fibers en andere polymeren is de vraag naar zeer zuivere grond-
stoffen sterk toegenomen. Ook aan grondstoffen van producten die al op de markt zijn worden 
steeds hogere eisen gesteld omdat het productie proces vaak gevoelig is voor verontreinigingen in 
de grondstoffen. Het is dus noodzakelijk om grondstoffen met een constante, hoge zuiverheid te 
maken. Economische en milieu-technische overwegingen zijn ook aanleiding om de zuivering van 
de grondstoffen opnieuw te bekijken. Vanuit economisch en milieu oogpunt is smeltkristallizatie 
een voor de hand liggende keus. 
Het beoordelen of smeltkristallizatie een reeël alternatief is, is echter erg moeilijk. Deze 
scheidingsmethode is namelijk economisch gezien alleen interessant wanneer de geproduceerde 
kristallen de juiste grootte, vorm en zuiverheid hebben. In tegenstelling tot andere scheidingsme-
thoden, waarbij de scheidingsefficiëntie relatief eenvoudig voorspeld kan worden met algemene 
modellen, is de efficiëntie van smeltkristallizatie sterk afhankelijk van de te zuiveren stof en de 
manier waarop deze gekristalliseerd wordt. Algemene modellen voor deze scheidingsmethode 
kunnen alleen worden opgesteld indien men goed begrijpt door welke mechanismen de kristal-
grootte, vorm en zuiverheid bepaald worden. 
Kristallen kunnen op een verbazingwekkende hoeveelheid manieren groeien. Het is daarom 
nuttig om de kristalgroeimechanismen in groepen in te delen. Met het concept van verruwing is 
een verdeling te maken in twee groepen, verruwde groei en laaggroei. Bij verruwde groei, zoals 
cellulaire en dendritische groei, wordt de groeisnelheid bepaald door het transport en het Gibbs-
Thompson effect. In het geval van laaggroei wordt de groeisnelheid bepaald door de integratie 
stap aan het oppervlak. 
De effecten van warmte- en massa-transport op de segregatie coëfficiënt bij verruwde groei 
worden in het eerste deel van dit proefschrift behandeld. Uitgaande van bestaande modellen 
wordt een nieuw model ontwikkeld dat de groeisnelheid en de kromtestraal van de dendrieten 
beschrijft als functie van de opgelegde onderkoeling en buik concentratie van verontreinigingen. 
Een voordeel van dit model ten opzichte van bestaande modellen is dat de kromtestraal en 
groeisnelheid van de dendrieten berekend kan worden met een enkele vergelijking. Bovendien 
zijn als gegevens alleen de helling van de Liquid us lijn in het fasediagram en parameters van 
de zuivere stoffen nodig. Toepassing van dit model op het cyclohexaan-benzeen systeem laat 
zien dat er een goede overeenkomst is tussen model en waarneming. De aan de hand van 
het model berekende segregatiecoefficiënt heeft een waarde van 0,8 wat veel hoger is dan de 
evenwichtswaarde van 0,1. Gezien hoge groeisnelheden is dit ook te verwachten. Dendritische 
groei van kristallen is dus niet geschikt als scheidingsmethode. 
Doordat de integratiestap bij de laaggroei snelheidsbepalend is hebben de kristallen die 
via dit mechanisme groeien een goed gedefinieerde vorm. Afhankelijk van de verhouding van 
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de grocisnelheden van de verschillende kristalvlakken kunnen allerlei vormen gevonden worden, 
variërend van naalden tot octaeders en plaatjes. Deze kristalvorm is een belangrijke factor bij de 
beoordeling van smeltkristallizatie als scheidingsmethode. Een aantal methodes is beschikbaar 
om deze kristalvorm te voorspellen, waarvan de PBC analyse de meest toegepaste is. 
In het tweede deel van dit proefschrift wordt de PBC-analyse toegepast op ε-caprolactam 
(CAP). Vergelijking van de resultaten van de monomeer en di meer PBC analyse dat CAP kristal­
len in de meeste oplosmiddelen groeien met dimeren, behalve in het geval van water. Andere 
factoren die de morfologie van CAP beïnvloeden worden ook behandeld. In het algemeen kan 
gesteld worden dat de oplosmiddeleffecten meer gepronoreerd zijn naarmate de groeisnelheid 
hoger is. Om de kwaliteit van de gegroeide CAP kristallen te beoordelen zijn etsexperimenten 
uitgevoerd. Een conclusie van deze experimenten is dat de oriëntatie van de etsputten bepaald 
wordt door de oriëntatie van de eerste laag CAP moleculen aan het oppervlak. 
Bij laaggroei mechanismen vindt de integratie van bouweenheden meestal plaats op een 
kink positie. De effectieve segregatie coëfficiënt, die de uiteindelijke zuiverheid van de kristallen 
grotendeels bepaalt, kan berekend worden aan de hand van het verschil in chemische potentiaal 
tussen een onzuiverheid en een "normaal" molecuul op die positie. Een probleem bij deze 
berekening is dat de interacties aan het kristal-smelt grensvlak verschillen van de interacties in 
de bulk van de smelt en in de bulk van het kristal. De berekening van de segregatie coëfficiënt 
moet daarom gesplitst worden in twee delen, het bulk deel en de correcties voor het grensvlak. 
Twee factoren, wetting en oppervlaktesmelt, die de interacties aan het grensvlak kunnen 
beïnvloeden worden ook behandeld in het tweede deel. Röntgenreflectiviteits melingen aan het 
{200} vlak van CAP uitgevoerd in samenwerking met het instituut voor atoom en molecuul fysica 
(AMOLF) laten zien dat CAP opvallend oppervlakte smelt gedrag vertoont. Het is waarschijnlijk 
dat er een prewetting overgang is op dit oppervlak voordat het eigenlijke oppervlaktesmelten 
start. Voor het bepalen van de wetting van kristaloppervlakken wordt een nieuw model gepre-
senteerd dat de wetting in oplossingen aan de oplosenthalpie en de wetting in de smelt relateert. 
In dit model is de wetting in oplossingen altijd beter dan wetting in de smelt. Naarmate de 
oplosenthalpie toeneemt zal de wetting beter worden en de step vrije energie hoger worden. 
Toepassing van dit model op CAP en naftaleen laat zien dat het model de mate van wetting in 
verschillende oplosmiddelen kwalitatief goed voorspelt. 
In het derde deel van dit proefschrift wordt een methode voorgesteld om de bulk segregatie-
coëfficiënt te berekenen met behulp van moleculaire mechanica. Toepassing van deze methode op 
het CAP/cyclohexanon systeem en naftaleen met verschillende onzuiverheden geeft redelijk goede 
resultaten. Vergelijking van de voorspelde coëfficiënten met de experimentele data laat zien dat 
de experimentele waarden in vrijwel alle gevallen tussen de hoogste en laagste voorspellingen in 
liggen. In het slechtste geval is de afwijking nog steeds minder dan een factor twee. 
Als conclusie kan gesteld worden dat het mogelijk is een redelijke voorspelling van de schei-
dingsefficiëntie van dendritische en step groei te maken. Het is ook mogelijk een goede voor-
spelling van de vorm van eenkristallen te maken. Deze informatie kan gebruikt worden om de 
haalbaarheid van smeltkristallizatie op industriële schaal te beoordelen. Het moet echter bena-
drukt worden dat de berekende scheidingscoéfficient slechts nauwkeurig is binnen een orde van 
grootte. Effecten van de kristalgrootte en het polykristallijne karakter van vaste stoffen gegroeid 
op een gekoelde wand zijn verwaarloosd. De hier gepresenteerde methoden kunnen daarom al-
leen voor selectiedoeleinden gebruikt worden. Om uiteindelijke te beslissen of smeltkristallizatie 
ook een economisch verantwoord alternatief is voor andere scheidingsmethoden moet men nog 
steeds het hele proces van schaalvergroting doorlopen. 
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