Manifold learning is an effective methodology for extracting nonlinear structures from high-dimensional data with many applications in image analysis, computer vision, text data analysis and bioinformatics. The focus of this paper is on developing algorithms for reducing the computational complexity of manifold learning algorithms, in particular, we consider the case when the number of features is much larger than the number of data points. To handle the large number of features, we propose a preprocessing method, distance preserving dimension reduction (DPDR). It produces t-dimensional representations of the high-dimensional data, where t is the rank of the original dataset. It exactly preserves the Euclidean L 2 -norm distances as well as cosine similarity measures between data points in the original space. With the original data projected to the t-dimensional space, manifold learning algorithms can be executed to obtain lower dimensional parameterizations with substantial reduction in computational cost. Our experimental results illustrate that DPDR significantly reduces computing time of manifold learning algorithms and produces low-dimensional parameterizations as accurate as those obtained from the original datasets.
Introduction
Dimension reduction is imperative for efficiently manipulating the massive quantity of high dimensional data. We consider the following general dimension reduction problem. Given a high dimensional dataset A = (a 1 , . . . , a n ) where a i ∈ R m for 1 ≤ i ≤ n, how can we compute lower ddimensional representations z i ∈ R d with d ≪ m that can preserve certain structures of the original dataset?
To this end, we briefly review several dimension reduction methods. Principal component analysis (PCA) and multidimensional scaling (MDS) are classic methods for linear dimensionality reduction. For these methods, the data points a i are centered at the origin, i.e. A c e = 0, where A c is the centered data matrix, e is the n-dimensional column vector whose elements are all ones, and 0 is the m-dimensional zero column vector. PCA can be computed from the singular value decomposition (SVD) [7] of A c = U c Σ c V There are several recently proposed nonlinear dimensional reduction algorithms (NLDR) including Isomap [13] , locally linear embedding (LLE) [11, 12] , Hessian LLE [5] , Laplacian eigenmaps [3] , and local tangent space alignment (LTSA) [15] . In Isomap, nearby data points are mapped to nearby low dimensional representations, while faraway data points are mapped to faraway low dimensional representations. In particular, Isomap builds a connectivity graph from the k-nearest neighbors, assigns edge-weights by the Euclidean distances between nearest neighbors, computes pairwise distances ∆ ij between all nodes (i, j) along shortest paths through the graph which approximate the geodesic distance in the manifold, and then performs MDS with the distance matrix ∆. LLE builds a similar graph, assigns weights to the edges in the graph by finding the optimal local convex/linear combinations of the k-nearest neighbors to represent each original data point, and obtains the low dimensional representations that preserve the local convex/linear combinations. Laplacian eigenmaps starts with the graph, assigns weights to the edges of the graph by
, where σ is a scale parameter, and obtains to the low dimensional representations such that nearby data points are mapped to nearby low dimensional representations. Isomap needs to assume that the embed-ded manifold is sampled on a convex region. Donoho and Grimes [5] proved that the convex conditions in the previous methods can be relaxed by minimizing the Hessian of the function f that is a map from the manifold to R. LTSA uses the k-nearest neighbors to form a graph and approximates local tangent spaces for each neighborhood.
NLDR algorithms have found applications in a variety of areas such as image recognition, speech recognition, and text data mining. One impediment to its wider adoption is their high computational cost. In this paper, we consider the case where there are more features than the number of data points. Specifically, we introduce a preprocessing approach, distance preserving dimension reduction (DPDR), for NLDR. DPDR can produce t-dimensional representations where rank(A) = t, which exactly preserve Euclidean L 2 -norm distances as well as cosine similarity measures between data points in the original m-dimensional space. DPDR projects the original dataset into a potentially much small space without any loss of the pairwise Euclidean distance information. Then, NLDR algorithms can be applied to obtain lower dimensional parameterizations from the tdimensional representations.
The rest of this paper is organized as follows. In Section 2, we introduce DPDR. Section 3 presents experimental results illustrating properties of the proposed DPDR method. Summary is given in Section 4.
Distance Preserving Dimension Reduction
Let us deal with n data points whose dimension is m s.t. m ≫ n. The QR decomposition of a centroid matrix can preserve the order of distances and the order of cosine similarities [10] . DPDR can be designed by the QR decomposition, the UTV decomposition [7] , or the SVD. In this paper, we focus on DPDR based on the SVD (DPDR/SVD) for the sake of simple presentation.
The thin SVD of A is
where U 1 ∈ R m×n has only n basis vectors, Σ 1 ∈ R n×n is a diagonal matrix, and
n×m , Euclidean L 2 -norm distances and cosine similarities can be preserved in the reduced n-dimensional space according to Theorems 2.1-2.2. The n-dimensional representations that can preserve distances is
By Theorem 2.1, we can compute Euclidean distances in the full dimensional space between any two vectors (a i and a j ) from Y 1 as
where y j is the j-th column of Y 1 ∈ R n×n . The computing cost of the distance in the reduced n-dimensional space is much less than that in the full m-dimensional space when m ≫ n.
The Σ 1 and V 1 can be efficiently computed without computing U 1 from the symmetric eigendecomposition of
. This can be computed from the Golub-Reinsch SVD [6] of A T A, which requires mn 2 + 12n 3 flops [7] . The R-SVD using R-bidiagonalization [4] requires 2mn 2 + 11n 3 flops, while the Golub-Reinsch SVD needs 4mn 2 + 8n 3 flops when we need only Σ and V of A = U ΣV T ∈ R m×n s.t. m ≫ n. However, since we are dealing with the SVD of A T A ∈ R n×n , the flop count of the R-SVD, i.e. 13n 3 , is more expensive than that of the Golub-Reinsch SVD, which is 12n
3 . When t = rank(A), we obtain
where Y t ∈ R t×n is the t-dimensional representations of n data points and 0 (n−t)×n is a zero matrix of size (n − t) × n. Let y j andỹ j denote the j-th column of Y 1 and Y t , respectively. Then, according to Theorem 2.1, L 2 -norm distances are preserved in the t-dimensional space since
In addition, according to Theorem 2.2, cosine similarities are preserved in the t-dimensional space owing to
We refer this method to as DPDR/SVD. Theorems 2.1-2.2 are based on the SVD. Similarly, Theorems of DPDR using the QR decomposition or the UTV decomposition can also be constructed. 
Proof. Let cos(a i , a j ) be cosine between two vectors (a i and a j ). Since U
Experiment Results and Discussion
All algorithms were implemented and executed in MAT-LAB 6.5 [9] . We used MATLAB codes of the manifold learning MATLAB toolbox (available from http://www.math.umn.edu/˜wittman/mani/). In the toolbox, except for PCA, all MATLAB codes for the nonlinear dimensionality reduction algorithms were written by the original authors of the methods. All our experiments were performed on a P3 600MHz machine with 512MB memory.
Quality
Measures DPDR aims to find the lower tdimensional representations that preserve distances in the original m-dimensional space, where t ≪ m, in order to preserve distance information. We defined a distance preserving measure: (3.1)
where D A denotes the matrix of Euclidean distances
, for 1 ≤ i, j ≤ n, in the original mdimensional space, and D DP DR is the matrix of Euclidean distances D DP DR (i, j) = r i −r j 2 2 of the t-dimensional representations obtained from DPDR. The lower distance preserving measure E DP DR means the lower loss of distance information. The second distance preserving measure is
where D DR denotes the matrix of Euclidean distances
. . , z n ) obtained from a dimensionality reduction algorithm, and D DP DR+DR is the matrix of Euclidean distances D DP DR+DR (i, j) = ž i −ž j 2 2 of the lower d-dimensional representations (ž 1 ,ž 2 , . . . ,ž n ) obtained from a dimensionality reduction algorithm after applying DPDR. The lower value of E DP DR+DR means that D DP DR+DR is more similar to D DR .
Datasets Description
The first dataset is the cropped UMist faces dataset [8] . It consists of 575 images of 20 people, which are 112 × 92 size in 256 shades of gray, manually cropped by Daniel Graham at UMist. Each covers a range of poses from profile to frontal views. Subjects cover a range of race, sex, and appearance. We built a data matrix A UMist of size (112 × 92) × 149 using the first five persons.
The second dataset is the ORL database of faces [1] containing ten different images of each of 40 distinct subjects. For some subjects, the images were taken at different times, varying the lighting, facial expressions (open/closed eyes, smiling/not smiling) and facial details (glasses/no glasses). All the images were taken against a dark homogeneous background. The faces are in an upright, frontal position with tolerance for some side movement. The files are in PGM format. The size of each image is 112 × 92 pixels, with 256 grey levels per pixel. We built a big matrix A ORL of size (112 × 92) × 400.
The third dataset is the MEDLINE term-document matrix A MEDLIN E of size 15, 018 × 250 in the form of MAT-LAB sparse arrays generated by Text to Matrix Generator (TMG) [14] . TMG applies common filtering techniques (e.g. removal of common words, removal of words that are too infrequent or frequent, removal of words that are too short or too long, etc) to reduce the size of the term dictionary. Stemming was not applied. The m × n term-by-document matrix A MEDLIN E = [a ij ] was provided by using the following weighting scheme. The elements of A MEDLIN E are assigned as a ij = l ij * g i , where l ij is the local weight for the i-th term in the j-th gene-document, and g i is the global weight for the i-th term. The local weight l ij and the global weight g i can be computed as
where f ij is the frequency of the i-th term in the j-th genedocument, g i is the inverse document frequency, which is the ratio between the total number of documents and the number of documents containing the term, δ(v) is a delta function (if v = 0, then δ(v) = 0, otherwise δ(v) = 1), and n is the number of documents in the collection. The document vectors are normalized to make a i 2 = 1. The MEDLINE dataset contains 50 documents for each class (heart attack, colon cancer, glycemic, oral cancer, tooth decay). Table 1 shows computing times (in seconds) of dimensionality reduction algorithms with/without DPDR/SVD on the cropped UMist faces dataset. We applied various dimensionality reduction algorithms to obtain two-dimensional representations. We obtained the distance preserving representations from DPDR/SVD in 1.582 seconds. The average of distance differences between D A and D DP DR for the UMist faces dataset was E DP DR = 4.4876 × 10 −13 , which shows that distances between data points in the original 10,304 dimensional space are preserved in the lower 139 dimensional space obtained from DPDR/SVD. LLE did not produce results within 10 minutes. Hessian LLE without DPDR did not generate two-dimensional representations due to out of memory. However, when we used Hessian LLE after applying DPDR (DPDR+Hessian LLE), the total dimension of input matrix was substantially reduced and there was no memory problem any more. This is a critical benefit of DPDR for Hessian LLE. The values of E DP DR+DR for dimensionality reduction algorithms we tested were very small, which means that the results with/without DPDR were almost the same. Thus, it is possible to reduce computation complexity of dimensionality reduction algorithms by using t-dimensional representations obtained from DPDR. For example, LTSA took 7.520 seconds, while LTSA with DPDR (DPDR+LTSA) took only 2.613 seconds (1.582 seconds for DPDR and 1.031 seconds for LTSA). More than 60% of computing time was reduced.
Experimental Results
For the ORL faces dataset of size 10, 304 × 400, the values of E DP DR = 5.3238 × 10 −13 was very small. For PCA, Figure 1 . Using Isomap after applying DPDR, we could obtain the same two-dimensional representations as Isomap without DPDR. This is attributed to the fact that DPDR can generate t-dimensional representations that can preserve distances of data points in the mdimensional space. Table 2 shows the computing times and distance preserving measures for various k values on the MEDLINE dataset. The MEDLINE dataset has the largest number of features among all datasets we tested. Specifically, it is a large sparse matrix. We obtained the distance preserving representations from DPDR/SVD in 2.814 seconds and E DP DR = 4.5393 × 10 −30 . We could significantly reduce computing times of dimensionality reduction algorithms. For example, LTSA with k = 12 took 29.943 seconds for the MEDLINE dataset, while LTSA with DPDR (DPDR+LTSA) took only 8.512 seconds (2.814 seconds for DPDR and 5.698 seconds for LTSA). More than 70% of computing time was reduced.
Using a k value of the number of nearest neighbors, we can obtain lower dimensional representations. Using different k values, we may obtain different lower dimensional representations. One can think of a method for choosing k [2] . If some domain knowledge is available, we can use it to choose a proper k value. Then, we may try to measure the quality of lower dimensional representations for various k values by using domain knowledge. In this case, we need to compute lower dimensional representations from NLDR for various k values. This is a time consuming procedure. However, if we use DPDR, we can only compute DPDR just once and use the t-dimensional representation for repetitive executing an NLDR algorithm for various k values. Thus, DPDR can save a lot of computing time when we need to choose an appropriate k value by using domain knowledge. For example, let us suppose that we need to choose a k value among 8, 10, and 12 for data visualization. Then, we need to compute two-dimensional representations from LTSA for three k values. Table 2 shows the effectiveness of DPDR when we wish to search for a optimal k. LTSA took 76.8 seconds (21.360 seconds for LTSA with k = 8, 25.497 seconds for LTSA with k = 10, and 29.943 seconds for LTSA with k = 12). On the other hand, LTSA with DPDR took only 18.656 seconds (2.814 seconds for DPDR, 4.997 seconds for LTSA with k = 8, 5.147 seconds for LTSA with k = 10, and 5.698 seconds for LTSA with k = 12). More than 70% of computing time was reduced.
Conclusion
We develop a preprocessing method based on distance preserving dimension reduction for substantially reducing the computational cost of manifold learning algorithms. We confirmed that DPDR can generate lower dimensional representations that preserve the distances among data points in the original dimensional space by using face recognition datasets, a text mining dataset, and a gene expression dataset. DPDR is essential to reduce computational costs and memory requirement of many dimensionality reduction algorithms including PCA, Isomap, and LTSA, while at the same time it gives low-dimensional representations/parameterizations as accurate as those based on the original datasets. DPDR can be widely applied to many data analysis problems where the number of data points is much smaller than the number of features.
