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& Structure–Activity Relationships
Reactivity and Selectivity of Bowl-Shaped Polycyclic Aromatic
Hydrocarbons: Relationship to C60
Yago Garca-Rodeja,[a] Miquel Sol,[b] F. Matthias Bickelhaupt ,[c, d] and Israel Fernndez*[a]
Abstract: The Diels–Alder reactivity of different bowl-shaped
polycyclic aromatic hydrocarbons (namely, corannulene, cy-
clopentacorannulene, diindenochrysene, hemifullerene, and
circumtrindene) has been explored computationally within
the DFT framework. To this end, both the increase in reactivi-
ty with the size of the buckybowl and complete [6,6]-regio-
selectivity in the process have been analyzed in detail by
using the activation strain model of reactivity in combination
with the energy decomposition analysis method. These re-
sults have been compared with the parent C60 fullerene,
which also produces the corresponding [6,6]-cycloadduct ex-
clusively. The behavior of the buckybowls considered herein
resembles, in general, that of C60. Whereas the interaction
energy between the deformed reactants along the reaction
coordinate mainly controls the regioselectivity of the pro-
cess, it is the interplay between the activation strain energy
and the transition-state interaction that governs the reactivi-
ty of the system.
Introduction
Bowl-shaped polycyclic aromatic hydrocarbons (PAHs), also
known as buckybowls or fullerene fragments, are compounds
that are characterized by curved p systems composed of pyra-
midalized carbon atoms.[1–3] Compounds such as corannulene
(1), diindenochrysene (3), or circumtrindene (5) are representa-
tive members of this family of compounds. These species are
also classified as open geodesic polyarenes because they do
not comprise the complete three-dimensional polyhedra of C60
and higher fullerenes (which are classified as closed geodesic
polyarenes).[2, 3] Whereas the chemistry of fullerenes is now
mature, as reflected by the good number of fullerenes deriva-
tives produced so far,[4] even with high enantioselectivities,[5]
the reactivity of buckybowls is comparatively underdeveloped.
This is mainly due to the experimental difficulties associated
with the synthesis of these molecules, which in many instances
involves flash vacuum pyrolysis procedures and proceeds with
low reaction yields.[6–9]
Nevertheless, bowl-shaped PAHs share an important topo-
logical feature with fullerenes because both families of com-
pounds are constituted of fused five- and six-membered
carbon rings. As a result, we can find two different types of C¢
C bonds in these species: [6,6]-bonds, in which two six-mem-
bered rings are fused, and [5,6] bonds, which correspond to
the ring junction between a five- and a six-membered ring.
Both C60 and bowl-shaped fullerenes usually prefer [6,6]-bonds
over [5,6]-bonds in their reactions, typically, addition and cyclo-
addition.[3,4] For C60, the physical factors behind this extraordi-
nary selectivity were not completely understood until our
recent study,[10] which involved using the activation strain
model (ASM)[11] in combination with quantitative molecular or-
bital (MO) theory and the energy decomposition analysis
(EDA)[12, 13] method. We found that, for the [4+2]-cycloaddition
reaction between C60 and cyclopentadiene, the major factor
that controlled the observed regioselectivity was the stronger
interaction between the deformed reactants in the [6,6] reac-
tion pathway along the entire reaction coordinate as a conse-
quence of a more effective <HOMO(cyclopentadiene) jLUMO-
(fullerene)> molecular overlap, which involved the [6,6]-pyra-
cylenic C¢C bond. This novel computational approach was
also helpful for gaining a deeper insight into the differences in
either reactivity or regioselectivity of higher fullerenes and en-
dohedral fullerenes compared with the parent C60.
[14,15] The
ASM or distortion/interaction model was also applied by
Osuna and Houk[16a] in an exhaustive study on the Diels–Alder
cycloaddition of s-cis-1,3-butadiene to the different bonds of,
among others, 1, coronene, and two derivatives that involved
four additional five-membered rings added to the periphery of
1 and coronene to increase their curvature. The authors con-
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vincingly proved that there was a good correlation between
the activation barrier and activation strain for these systems.
The [5,6]-attacks have a high activation strain, and consequent-
ly, higher barriers. The activation strain was related to the need
to pyramidalize the attacked carbon atoms upon going from
reactants to the transition state (TS). Therefore, it is as yet un-
clear whether the major factor that governs the reactivity and
[6,6]-regioselectivity of buckybowls is the strain[16a] or interac-
tion energy.[10] Moreover, the similarity in reactivity and physi-
cochemical properties of bowl-shaped PAHs with C60 strongly
depends on the particular PAH under consideration.[3, 16] In gen-
eral, a convergence to the C60 behavior is found upon going
from the smallest to the largest PAH.[16b,c] Although issues such
as the frontier-orbital energies or the degree of pyramidaliza-
tion of the trigonal carbon atoms (quantitatively expressed by
the angle between the p-orbital axis vectors, that is, the POAV
index)[17] have been traditionally used to rationalize the reactiv-
ity of PAHs,[3] the physical factors controlling the reactivity of
this family of compounds are not yet completely understood
either.
For these reasons, herein we decided to apply a combination
of the ASM and EDA methods to bowl-shaped PAHs to gain
a quantitative understanding of those factors governing both
the reactivity and regioselectivity of these species. To this end,
we have selected the [4+2]-cycloaddition reaction between cy-
clopentadiene and PAHs 1–5 depicted in Figure 1. All of these
compounds have been already synthesized.[3, 7] We have stud-
ied the bonds that are marked in Figure 1. Although it is
known that the bonds in the periphery are, in general, more
reactive that those in the center,[16a,18] we preferred to analyze
the reactivity of the [5,6] and [6,6] bonds in the center of the
PAHs because they behaved more similarly to those of C60.
These processes are therefore compared with the analogous
reaction involving C60, as previously studied by us,
[10] and ana-
lyzed by means of the combined ASM/EDA methodologies.
Computational Details
Geometry optimizations of the molecules were performed without
symmetry constraints by using the Gaussian 03[19] optimizer to-
gether with Turbomole 6.6[20] energies and gradients at the
BP86[21]/def2-SVP[22] level of theory by using the D3 dispersion cor-
rection suggested by Grimme et al.[23] and the resolution-of-identity
(RI) approximation.[24] This level was denoted RI-BP86-D3/def2-SVP
and was selected because it provided very good results for cyclo-
addition reactions involving fullerenes.[10–12] The inclusion of disper-
sion corrections was essential in the study of the chemical reactivi-
ty of fullerenes.[10, 14,15, 25] Reactants and cycloadducts were charac-
terized by frequency calculations, and had positive definite Hessian
matrices. The TSs showed only one negative eigenvalue in their di-
agonalized force constant matrices, and their associated eigenvec-
tors were confirmed to correspond to the motion along the reac-
tion coordinate under consideration by using the intrinsic reaction
coordinate (IRC) method.[26] Single-point energy refinements were
carried out at the same DFT level by using the triple-z-quality
def2-TZVPP basis sets.[22] This level was therefore denoted BP86-
D3/def2-TZVPP//RI-BP86-D3/def2-SVP.
Activation strain analyses of reaction profiles
The ASM, also known as the distortion/interaction model, is a frag-
ment approach to the understanding of chemical reactions, in
which the height of the reaction barrier is described and under-
stood in terms of the original reactants.[11,27] Indeed, this method
has successfully contributed to our current understanding of differ-
ent types of processes, such as SN2 and E2 reactions,
[28] pericyclic
reactions,[29] and metal-promoted transformations.[30] The ASM is
a systematic extension of the fragment approach from equilibrium
structures to TSs and nonstationary points, for example, points
along a reaction coordinate. Thus, the potential energy surface,
DE(z), is decomposed, along the reaction coordinate, z, into the
strain, DEstrain(z), associated with deforming the individual reactants
plus the actual interaction, DEint(z), between the deformed reac-
tants [Eq. (1)]:
DEðzÞ ¼ DEstrainðzÞ þ DE intðzÞ ð1Þ
The reaction coordinate is defined as the projection of the IRC on
the forming C···C distance between the carbon atom of the bucky-
bowl and the carbon atom of cyclopentadiene. This reaction coor-
dinate, z, undergoes a well-defined change in the course of the re-
action from the initially formed reactant complexes to the equilibri-
um C···C distance in the corresponding TSs. Because most located
TSs are concerted and asynchronous, in all cases, we have consid-
ered the shortest C···C distance as the reaction coordinate.
The strain, DEstrain(z), is determined by the rigidity of the reactants
and by the extent to which groups must reorganize in a particular
reaction mechanism, whereas the interaction, DEint(z), between the
reactants depends on their electronic structure and on how they
are mutually oriented as they approach each other. It is the inter-
play between DEstrain(z) and DEint(z) that determines if and at which
point along z a barrier arises, namely, at the point at which
dDEstrain(z)/dz=¢dDEint(z)/dz. The activation energy of a reaction,
DE=DE(zTS), consists of the activation strain, DEstrain=DEstrain(z
TS),
plus the TS interaction, DEint=DEint(z
TS) [Eq. (2):
Figure 1. Bowl-shaped PAHs considered in this study. The [6,6]- and [5,6]-
bonds studied herein are highlighted.
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DE ¼ DEstrain þ DE int ð2Þ
Energy decomposition analysis (EDA)
The interaction, DEint(z), between the strained reactants can be fur-
ther analyzed in the conceptual framework provided by the Kohn–
Sham molecular orbital (KS-MO) model.[12, 13] To this end, this term
is further decomposed into the physically meaningful terms given
in Equation (3):
DE intðzÞ ¼ DVelstat þ DEPauli þ DEorb þ DEdisp ð3Þ
The term DVelstat corresponds to the classical electrostatic interac-
tion between the unperturbed charge distributions of the de-
formed reactants and is usually attractive. The Pauli repulsion,
DEPauli, comprises the destabilizing interactions between occupied
orbitals and is responsible for any steric repulsion. The orbital inter-
action, DEorb, accounts for charge transfer (interaction between oc-
cupied orbitals on one moiety with unoccupied orbitals on the
other, including HOMO–LUMO interactions) and polarization
(empty occupied orbital mixing on one fragment due to the pres-
ence of another fragment). Finally, the DEdisp term takes into ac-
count the interactions that are due to dispersion forces.
The program package ADF 2013.01[31] was used for EDA calcula-
tions at the BP86-D3 level, in conjunction with a triple-z-quality
basis set by using uncontracted Slater-type orbitals (STOs) aug-
mented by two sets of polarization functions with a frozen-core
approximation for the core electrons.[32] Auxiliary sets of s, p, d, f,
and g STOs were used to fit the molecular densities and to repre-
sent the Coulomb and exchange potentials accurately in each self-
consistent field (SCF) cycle.[33] Scalar relativistic effects were incor-
porated by applying the zeroth-order regular approximation
(ZORA).[34] This level of theory is denoted ZORA-BP86-D3/TZ2P//RI-
BP86-D3/def2-SVP.
Results and Discussion
The computed reaction profiles depicted in Figure 2 resemble
that computed for the parent C60 fullerene.
[10] Thus, the reac-
tions begin from the corresponding reactant complexes (RC),
which are about 6 kcalmol¢1 more stable than the separate re-
actants, and then proceed concertedly through the respective
[6,6]- or [5,6]-TSs to the final cycloadducts. Furthermore, in all
cases, the transformation is completely regioselective, leading
to the exclusive formation of the [6,6] cycloadduct, which is ki-
netically and thermodynamically favored (with the exception
Figure 2. Computed reaction profiles for the Diels–Alder cycloaddition reactions between cyclopentadiene and buckybowls 1–5 and C60. All data have been
computed at the BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP level.
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of 1) over the [5,6]-isomer. Interestingly, a closer examination
of the fully optimized geometries of the corresponding TSs
(Figure 3) reveals that 1) all TSs are concerted; 2) in most cases,
all of them are asynchronous, with the forming C···C bond clos-
est to the periphery being shorter than that of the center;[16a]
and 3) with the notable exception of TS1-[6,6] , the [6,6]-saddle
points are clearly more synchronous and are reached earlier
than their [5,6]-counterparts, as measured by the shortest of
the two C···C bonds formed in the reaction. The last finding
also resembles the behavior of C60, in which the corresponding
TS-[6,6] is reached earlier than TS-[5,6] (C···C=2.226 and
2.103 æ, respectively).[10]
Nevertheless, significant differences in the reactivity of the
considered PAHs are observed. As shown in Table 1, the fa-
vored [6,6]-pathway occurs with a lower activation barrier and
becomes more exothermic as the size of the buckybowl in-
creases. Interestingly, starting from 1, there is a smooth conver-
gence to the C60 energy barrier and reaction energy for the
[6,6]-attack when the size of the buckybowl is increased.
Indeed, the kinetics and thermodynamics of the Diels–Alder re-
action to 5 is almost the same as that of C60. Moreover, there is
a clear correlation between the computed activation (DE) and
reaction energies (DER) for the favored [6,6]-pathway (linear re-
lationship with a correlation coefficient of 0.996, and standard
deviation (SD) of 0.78, see Figure 4). Interestingly, the slope of
the linear relationship is really close to 0.5, which indicates
that the considered Diels–Alder reactions between cyclopenta-
diene and buckybowls and C60 follow the empirical relation-
ship DE=DE0
+ 1=2DER, given by Brønsted, Dimroth, Marcus,
Bell–Evans–Polanyi (also known as the Bema Hapothle relation-
ship).[35] A very similar result was found by Osuna and Houk for
the Diels–Alder reactions between s-cis-1,3-butadiene and 1,
coronene, and two of their derivatives.[16a] This relationship was
also found for both the hydrogenation and Diels–Alder reac-
tions of related planar and branched hydrocarbons,[36] and
even of endohedral fullerenes;[37] therefore indicating the reac-
tivity likeness of these species.
Deeper insight into the physical factors that control the bar-
rier heights of the [6,6]- and [5,6]-cycloaddition reactions can
be gained by using the ASM. Figure 5 shows the computed ac-
tivation strain diagrams (ASD) from the initial stages of the
processes to the corresponding TSs. As readily seen in Fig-
ure 5a–e, all systems exhibit similar ASD. Thus, in all cases, the
interaction energy between the deformed reactants, measured
by DEint, remains constant or becomes slightly destabilizing at
Figure 3. Fully optimized geometries (RI-BP86-D3/def2-SVP level) of the TSs
involved in the Diels–Alder cycloaddition reactions between cyclopenta-
diene and buckybowls 1–5. Distances are given in æ.
Table 1. Computed energies (in kcalmol¢1, at the BP86-D3/def2-TZVPP//
RI-BP86-D3/def2-SVP level) for the Diels–Alder cycloaddition reactions be-
tween cyclopentadiene and buckybowls 1–5 and C60.
Pathway DERC
[a] DE[b] DER
[c]
1
[6,6] ¢5.7 24.2 10.2
[5,6] ¢5.6 26.3 8.8
2
[6,6][d] ¢5.9 17.5 ¢1.0
[5,6] ¢5.2 21.0 4.2
3
[6,6] ¢6.9 14.5 ¢5.5
[5,6] ¢6.5 30.8 18.6
4
[6,6] ¢5.6 12.3 ¢9.6
[5,6] ¢5.8 24.5 6.4
5
[6,6] ¢5.7 9.6 ¢15.2
[5,6] ¢4.7 19.1 ¢0.3
C60
[6,6] ¢7.4 8.2 ¢19.1
[5,6] ¢6.3 21.0 ¢1.6
[a] Reactant complex (RC) energy: DERC=ERC¢E(bucky-
bowl)¢E(cyclopentadiene). [b] Activation energy: DE=E(TS)¢E(RC).
[c] Reaction energy: DER=E(cycloadduct)¢E(buckybowl)¢E(cyclopenta-
diene). [d] Data computed for [6,6]-bond A (see Figure 1). The corre-
sponding TS for the cycloaddition involving [6,6]-bond B lies about
1.0 kcalmol¢1 above that of TS2-[6,6] (bond A).
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the beginning of the reaction. However, it inverts at a certain
point along the reaction coordinate and becomes more and
more stabilized as one approaches the TS region. This behavior
resembles that found not only for related cycloaddition reac-
tions,[29b,g] but also for other pericyclic reactions, such as
double-group transfer reactions,[29a] Alder–ene reactions,[29c] or
ene–ene–yne cyclizations,[29h] and is different for other process-
es, such as SN2 reactions,
[28] in which the DEint term is stabiliz-
ing along the entire reaction coordinate. Nevertheless, stabili-
zation provided by the interaction term cannot compensate
for the strong destabilizing effect of the deformation energy
required to adopt the TS geometry (DEstrain), which, in turn, be-
comes the major factor that controls the activation barriers of
the [4+2]-cycloaddition reactions involving these geodesic
polyarenes.
The ASD depicted in Figure 5 clearly show the reasons for
the computed (and experimentally observed) complete [6,6]-
regioselectivity. Similar to the parent fullerene C60 (see also Fig-
ure 5e),[10] the interaction energy between the deformed reac-
tants favors, that is, is more stabilizing for, the [6,6]-pathway
(solid lines) along the entire reaction coordinate compared
with the [5,6]-pathway (dotted lines). This stronger interaction
in the [6,6]-pathway can even compensate for the less destabi-
lizing strain energy associated with deforming the individual
reactants along the reaction path, as computed for the [5,6]-
pathway. As a result, the [6,6]-cycloadduct is kinetically favored
in all cases. Indeed, a barrier energy difference (DDE) of more
than 10 kcalmol¢1 was computed for all species under consid-
eration, with the notable exception of the process involving 1,
for which the computed difference between the [5,6]- and
[6,6]-pathways was much lower (DDE=2.1 kcalmol¢1, see
Table 1). As noted above, this is mainly due to the much later
nature of the TS1-[6,6] , which instead of resembling the other
TS-[6,6] of the series, is similar to the late and asynchronous
TS-[5,6] (see Figure 3). However, even in this system, it be-
comes clear that the stronger interaction for the [6,6]-pathway
along the entire reaction coordinate, and especially at the TS
region, is the major factor that controls the regioselectivity of
the cycloaddition reaction (in the particular case of 1, the dif-
ference in the DEstrain for both reaction pathways is negligible).
Interestingly, the ASM is also quite helpful to understand the
computed trend of reactivity in these systems, that is, the
[4+2] reactivity increases with the size of the buckybowl. At
this point, we want to highlight that the degree of pyramidali-
zation should be used with caution to rationalize the reactivity
of these PAHs. For instance, the experimentally (X-ray crystal-
lography) derived average POAV angles follow the trend 8.3
(1),[38] 9.6 (2),[7] 9.0 (3),[39] 10.7 (4),[40] 12.1 (5),[41] and 11.68 (C60),
[3]
which indicates that 2 and 5 should be more reactive than 3
and C60, respectively (our calculations indicate that 3 and C60
are more reactive than 2 and 5, respectively, see Table 1). As
graphically shown in Figure 6, both the activation strain
(DEstrain
) and the TS interaction (DEint
) correlate with the com-
puted activation barriers (all energies were computed relative
to the corresponding RC). Although the linear relationship is
better for the former activation term (R2=0.97, SD=3.37), the
TS interaction also contributes significantly to the control of
the process (R2=0.86, SD=3.38). This finding is in contrast
with related [4+2]-cycloaddition reactions that involve cycloal-
kenones[42] or endohedral fullerenes of the type Ng2@C60 (Ng=
noble gas),[14] for which the TS interaction between the de-
formed reactants remains nearly constant with respect to the
size of the dienophile. Therefore, not only the deformation re-
quired to adopt the corresponding TS geometry, but also the
interaction between the deformed reactants are responsible
for the observed trend of [4+2] reactivity of buckybowls.
Because the interaction energy between the deformed reac-
tants greatly contributes to the reactivity and regioselectivity
of the PAHs, we then used the EDA method to further analyze
the different contributors to the DEint term. Figure 7a–e gathers
the EDA terms along the reaction coordinate from the begin-
ning of the process to the TS geometries for the [6,6] and
[5,6]-reaction pathways. In all cases, it becomes clear that,
whereas dispersion forces are significant in the initial stages of
the transformation, the DEdisp term remains practically constant
along the reaction coordinate, and therefore, is not decisive in
favoring the [6,6]-pathway with respect to the [5,6]-pathway.
On the other hand, both the orbital and electrostatic terms,
which are weak at the beginning of the process, become the
major contributors to the total attractions in the TS region (to
approximately the same extent). Both terms are clearly more
stabilizing in the [6,6]-pathway along the entire reaction coor-
dinate, which is translated into the computed stronger interac-
tion for this reaction path. Although the behavior of the EDA
terms for the process involving C60 is similar (see also Fig-
ure 7e),[10] there is a subtle difference between this particular
system and the buckybowls. Indeed, when comparing the de-
stabilizing Pauli repulsion term (measured by the DEPauli) for
both pathways, this term is slightly less destabilizing for the
[6,6]-pathways involving C60. On the other hand, DEPauli be-
comes lower for the [5,6]-pathways that involve the open geo-
desic polyarenes (with the exception of 1, for which the DEPauli
term is practically identical for both pathways). Despite this
Figure 4. Plot of the reaction energies (DER) versus energy barriers (DE
) for
the Diels–Alder cycloaddition reactions between cyclopentadiene and the
[6,6]-bonds of buckybowls 1–5 and C60. Energy values were computed at
the BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP level.
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Figure 5. ASD of the [4+2]-cycloaddition reaction between cyclopentadiene and 1 (a), 3 (b), 4 (c), 5 (d), and C60 (e) along the reaction coordinate projected
onto the forming C···C bond. Solid lines refer to the [6,6]-pathway, whereas dotted lines to the [5,6]-pathway. All data have been computed at the BP86-D3/
def2-TZVPP//RI-BP86-D3/def2-SVP level.
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subtle difference, which has no appreciable impact on the re-
gioselectivity of the process, it can be safely concluded that
the stronger interaction between the deformed reactants,
which is responsible for the exclusive formation of [6,6]-cyclo-
adducts, finds its origin in the higher orbital and electrostatic
interactions between the reactants along the [6,6]-pathway,
compared with the corresponding [5,6]-pathway.
Previously, we showed that the stronger orbital interactions
in the [6,6]-pathway involving C60 or endohedral fullerenes
were strongly related to the orbital overlap (S) involving the re-
active frontier MOs.[10,14,15] We were curious to confirm whether
such a relationship also held for the buckybowls considered
herein. Figure 8a and b shows the computed <HOMO(cyclo-
pentadiene) jLUMO(buckybowl)> molecular overlaps for the
reactions involving 1 and 4 along the [6,6]- and [5,6]-pathways,
respectively. In both cases, the computed overlap is higher for
the [6,6]-pathway along the entire reaction coordinate, which
is consistent with the stronger orbital interactions computed
for this favored pathway. Interestingly, the [6,6]/[5,6] overlap
difference is clearly much lower for the process involving
1 than that with 4. As a result, the computed [6,6]/[5,6] orbital
interaction difference is also much lower, which, in turn, is
translated into a lower interaction energy difference (see
Figure 4), and finally, into a lower [6,6]/[5,6] activation barrier
difference (see Table 1). Nevertheless, it is confirmed that the
trend in the computed <HOMO(cyclopentadiene) jLUMO-
(buckybowl)> overlap indicates that, similar to C60, the [6,6]-
pathway benefits, in general, from a much better HOMO–
LUMO overlap from the initial reactant complex to the corre-
sponding TS in the considered PAHs. This can be ascribed
simply to the shape of the LUMOs of the PAH dienophiles,
which exhibit larger amplitudes and the appropriate p* charac-
ter on [6,6]-bonds, but not on [5,6]-bonds (Figure 9).
Moreover, the data gathered in Figure 9 clearly indicate that
one should be extremely cautious when correlating reactivity
(i.e. , activation barriers) directly with the computed HOMO-
(diene)–LUMO(buckybowl) gap. For instance, the [4+2]-cyclo-
addition involving 4 proceeds with a lower activation barrier
(DE=12.3 kcalmol¢1) than that of 3 (DE=14.5 kcalmol¢1),
despite the former system exhibiting a larger HOMO(diene)–
LUMO(dienophile) gap (2.38 versus 2.29 eV, see Figure 9).[42]
This finding confirms, once again, that qualitative frontier MO
arguments cannot be based only on orbital energy gaps and
that overlap must be taken into account.[43–45]
Conclusion
From the computational study reported herein, the following
five conclusions can be drawn: 1) for all studied buckybowls,
[6,6]-attack is both kinetically and thermodynamically favored
(with the exception of 1) over [5,6]-attack; 2) starting from 1,
there is a smooth convergence to the C60 energy barrier for
the [6,6]-attack if the size of the buckybowl is increased;
3) there is a good correlation between both the strain energy
and TS interaction and energy barriers ; thus suggesting that
not only the deformation required to adopt the corresponding
TS geometry, but also the interaction between the deformed
reactants are responsible for the observed trend of [4+2]-reac-
tivity of buckybowls; 4) differently, the major factor responsible
for the regioselectivity of this process is the higher interaction
between the deformed reactants as a result of higher orbital
and electrostatic interactions along the [6,6]-pathway, com-
pared with the corresponding [5,6]-pathway; and 5) the more
stabilizing orbital interactions for the [6,6]-pathway can be at-
tributed to better HOMO–LUMO overlap from the initial reac-
tant complex to the corresponding TS. Therefore, our main
conclusion is that, whereas the [6,6]-regioselectivity is con-
trolled by the interaction energy between the deformed reac-
tants along the reaction coordinate, the trend of reactivity of
buckybowls and C60 depends on the interplay between the
strain energy (major factor) and TS interaction.
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Figure 6. Plot of the activation strain energies (DEstrain and DE

int) versus
barrier energies (DE) for the Diels–Alder cycloaddition reactions between
cyclopentadiene and the [6,6]-bonds of buckybowls 1–5 and C60.
DE=E(TS)¢E(RC). DEint=Eint(TS)¢Eint(RC). DEstrain=Estrain(TS)¢Estrain(RC). All
data were computed at the BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP
level.
Chem. Eur. J. 2016, 22, 1368 – 1378 www.chemeurj.org Ó 2016 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim1374
Full Paper
Figure 7. Decomposition of the interaction energy for the [4+2]-cycloaddition reactions between cyclopentadiene and 1 (a), 3 (b), 4 (c), 5 (d), and C60 (e)
along the reaction coordinate projected onto the forming C···C bond. Solid lines refer to the [6,6]-pathway, whereas dotted lines refer to the [5,6]-pathway. All
data have been computed at the ZORA-BP86-D3/TZ2P+ //RI-BP86-D3/def2-SVP level.
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& Polycyclic Aromatic Hydrocarbons
Understanding the Reactivity of Planar Polycyclic Aromatic
Hydrocarbons: Towards the Graphene Limit
Yago Garca-Rodeja,[a] Miquel Sol,[b] and Israel Fernndez*[a]
Abstract: The Diels–Alder reactivity of maleic anhydride to-
wards the bay regions of planar polycyclic aromatic hydro-
carbons was explored computationally in the DFT frame-
work. The process becomes more and more exothermic and
the associated activation barriers become lower and lower
when the size of the system increases. This enhanced reac-
tivity follows an exponential behavior that reaches its maxi-
mum for systems having 18–20 benzenoid rings in their
structures. This peculiar behavior was analyzed in detail by
using the activation strain model of reactivity in combination
with energy decomposition analysis. The influence of the
change in the aromaticity of the polycyclic compound
during the process on the respective activation barriers was
also studied.
Introduction
Polycyclic aromatic hydrocarbons (PAHs) are a large class of
compounds that are composed of two or more fused aromatic
rings.[1, 2] This family of organic compounds can be divided into
two main subgroups, namely, planar PAHs and bowl-shaped
PAHs; the latter are characterized by curved p systems com-
posed of pyramidalized carbon atoms.[3, 4] Naphthalene, anthra-
cene, and perylene are representative examples of planar
PAHs, whereas corannulene, hemifullerene, and circumtrindene
belong to the bowl-shaped subgroup, also known as bucky-
bowls or fullerene fragments. The relevance and properties of
these species are manifold: on the one hand, PAHs, particularly
those having lower molecular weights, exhibit a significant car-
cinogenic potency,[5] but on the other hand they show interest-
ing and tunable optical and electrochemical properties, which
are highly useful in materials science.[6] For these reasons, un-
derstanding the intrinsic reactivity of PAHs is of crucial impor-
tance, not only to guide the synthesis of novel PAHs with po-
tential applications as organic materials but also because of
their inherent toxicity.
Recently, we focused on the factors governing the reactivity
of bowl-shaped PAHs.[7] By means of a combination of the acti-
vation strain model (ASM)[8] of reactivity and energy decompo-
sition analysis (EDA),[9] we found that for the Diels–Alder reac-
tion with cyclopentadiene, starting from corannulene, smooth
convergence to the C60 energy barrier occurs with increasing
size of the buckybowl. The observed trend of [4+2] reactivity
of buckybowls was ascribed to the interplay between the de-
formation required to adopt the corresponding transition-state
(TS) geometry (major factor) and the interaction between the
deformed reactants.[7] This analysis has also been particularly
useful to gain more insight into the regioselectivity of the pro-
cess (i.e. , preference for the [6,6] bonds), a behavior which is
also found in C60 fullerene
[10] and related systems.[11,12]
Interestingly, a similar reactivity trend (i.e. , the reactivity in-
creases with increasing size of the system) has been observed
in planar PAHs as well.[13] Indeed, the energy barrier for the
Diels–Alder reaction of acetylene at the bay regions of planar
PAHs in the periacene series (i.e. , from phenanthrene to tetra-
benzocoronene) was predicted by means of DFT calculations
to steadily decrease with increasing size of the PAH. This com-
putational prediction was experimentally confirmed as
well.[13,14] As shown in Scheme 1, whereas the Diels–Alder reac-
tion involving 7,14-dimesitylbisanthene and diethyl acetylene-
dicarboxylate proceeds with complete conversion at 120 8C for
24 h, a much lower conversion (<50%) was observed for pery-
lene, even when the reaction was conducted at 150 8C for
72 h.[13] A similar behavior was observed in the reactions of
these species with nitroethylene[15] and previously by Clar and
Zander under the harsh conditions required for the reaction of
perylene and maleic anhydride (202 8C in the presence of
chloranil).[16] Interestingly, this Diels–Alder reaction of acety-
lenes at the bay regions of PAHs was proposed as a metal-free
synthetic strategy to grow carbon single-walled armchair nano-
tubes.[13]
This improved reactivity has been traditionally attributed to
the nature of the double bonds in the bay region of the mole-
cule, which, in principle, become more and more localized (i.e. ,
resemble more and more 1,3-butadiene) with increasing size
of the PAH. As a consequence, the reluctance of smaller mem-
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bers of the family to engage in bay-region Diels–Alder cycload-
ditions has been ascribed, and qualitatively approximated, to
the difference in the aromatic stabilization energies (DASE) be-
tween the starting PAH and the corresponding cycloadduct.[13]
Despite that, little is known about the physical factors control-
ling the intrinsic reactivity of this family of organic compounds
that results in the above-mentioned reactivity trend. For this
reason, herein we applied the combination of the ASM and
EDA methods to planar PAHs in order to gain a quantitative
understanding of the factors governing the Diels–Alder reactiv-
ity of these species. To this end, the [4+2] cycloaddition reac-
tion involving the bay region of different planar PAHs and
maleic anhydride as dienophile was analyzed in detail and
compared with our previous results on bowl-shaped PAHs.
Theoretical Methods
Computational details
Geometry optimizations of the molecules were performed without
symmetry constraints by using the Gaussian 03[17] optimizer to-
gether with Turbomole 6.6[18] energies and gradients at the
BP86[19]/def2-SVP[20] level of theory with the D3 dispersion correc-
tion suggested by Grimme et al.[21] and the resolution-of-identity
(RI) approximation.[22] This level is denoted RI-BP86-D3/def2-SVP
and was selected because it provides very good results for cycload-
dition reactions involving related bowl-shaped PAHs[7] and ful-
lerenes.[10–12] Reactants and cycloadducts were characterized by fre-
quency calculations, and have positive definite Hessian matrices.
Transition states (TSs) show only one negative eigenvalue in their
diagonalized force constant matrices, and their associated eigen-
vectors were confirmed to correspond to the motion along the re-
action coordinate under consideration by using the intrinsic reac-
tion coordinate (IRC) method.[23] Single-point energy refinements
were carried out at the same DFT level of theory with the triple-z-
quality def2-TZVPP basis set.[20] This level of theory is therefore de-
noted BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP.
Activation-strain analysis of reaction profiles
The activation strain model of reactivity, also known as the distor-
tion/interaction model,[24] is a fragment approach to understanding
chemical reactions, in which the height of reaction barriers is de-
scribed and understood in terms of the original reactants.[8] The
ASM is a systematic extension of the fragment approach from
equilibrium structures to TSs as well as nonstationary points, for
example, points along a reaction coordinate. Thus, the potential-
energy surface DE(z) is decomposed along the reaction coordinate
z into the strain DEstrain(z) associated with deforming the individual
reactants plus the actual interaction DEint(z) between the deformed
reactants [Eq. (1)] .
DEðzÞ ¼ DEstrainðzÞ þ DEintðzÞ ð1Þ
The strain DEstrain(z) is determined by the rigidity of the reactants
and by the extent to which groups must reorganize in a particular
reaction mechanism, whereas the interaction DEint(z) between the
reactants depends on their electronic structure and on how they
are mutually oriented as they approach each other. It is the inter-
play between DEstrain(z) and DEint(z) that determines if and at which
point along z a barrier arises, namely, at the point where
dDEstrain(z)/dz=¢dDEint(z)/dz. The activation energy of a reaction
DE=DE(zTS) consists therefore of the activation strain DEstrain=
DEstrain(z
TS) plus the TS interaction DEint=DEint(z
TS) [Eq. (2)] .
DE ¼ DEstrainþ DEint ð2Þ
In the cycloaddition reactions involving planar PAHs and maleic an-
hydride, the reaction coordinate is defined as the projection of the
IRC on the forming C···C distance between the carbon atom of the
PAH and the carbon atom of the anhydride. This reaction coordi-
nate z undergoes a well-defined change in the course of the reac-
tion from the initially formed reactant complexes to the equilibri-
um C···C distance in the corresponding TSs. Since some of the lo-
cated concerted TSs are asynchronous, we considered in all cases
the shortest C···C distance as the reaction coordinate.
Scheme 1. Diels–Alder cycloaddition reactions involving 7,14-dimesitylbisanthene (a) and perylene (b).
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Energy-decomposition analysis
The interaction DEint(z) between the strained reactants can be fur-
ther partitioned with the help of the EDA method.[9] In this ap-
proach, this term is further decomposed into the following physi-
cally meaningful terms [Eq. (3)] .
DE intðzÞ ¼ DVelstat þ DEPauli þ DEorb þ DEdisp
The term DVelstat corresponds to the classical electrostatic interac-
tion between the unperturbed charge distributions of the de-
formed reactants and is usually attractive. The Pauli repulsion
DEPauli comprises the destabilizing interactions between occupied
orbitals and is responsible for any steric repulsion. The orbital inter-
action DEorb accounts for charge transfer (interaction between oc-
cupied orbitals on one moiety and unoccupied orbitals on the
other, including HOMO–LUMO interactions) and polarization
(empty–occupied orbital mixing on one fragment due to the pres-
ence of another fragment). Finally, the DEdisp term takes into ac-
count the interactions due to dispersion forces.
The program package ADF 2014.01[25] was used for the EDA calcu-
lations at the BP86-D3 level of theory, in conjunction with a triple-
z-quality basis set by using uncontracted Slater-type orbitals
(STOs) augmented by two sets of polarization functions with
a frozen-core approximation for the core electrons.[26] Auxiliary sets
of s, p, d, f, and g STOs were used to fit the molecular densities
and to represent the Coulomb and exchange potentials accurately
in each SCF cycle.[27] Scalar relativistic effects were incorporated by
applying the zeroth-order regular approximation (ZORA).[28] This
level of theory is denoted ZORA-BP86-D3/TZ2P//RI-BP86-D3/def2-
SVP.
Results and Discussion
Two related series of planar PAHs with armchair topology were
considered, namely, series A, having two bay regions and
3n¢1 six-membered rings, and series B, in which the PAHs
have only one bay region and 3n six-membered rings (n=1–5,
Scheme 2). In all cases, the closed-shell singlet ground state is
more stable than the corresponding triplet state with the nota-
ble exception of compound 9 (n=5, series A), the triplet
ground state of which is 4.1 kcalmol¢1 more stable than the
corresponding singlet state. Although it has been proven that
certain types of benzenoid polycyclic hydrocarbons, particular-
ly those having high molecular weights, have an open-shell
singlet ground state due to the extra stabilization energy asso-
ciated with the recovery of one or more additional Clar’s aro-
matic p sextets,[29,30] for comparison reasons we analyzed the
Diels–Alder reaction involving these planar PAHs considering
only their closed-shell singlet ground states. Since the biradical
character is usually not located in the bay region, we expect
for the studied Diels–Alder reaction similar reactivity for open-
and closed-shell singlets.[31]
We explored both the endo and exo pathways of the Diels–
Alder reaction between maleic anhydride and planar PAHs 1–
10. In all cases, the [4+2] cycloaddition reactions proceed con-
certedly via the TSs TS1–10 (see Figure 1 for the exo approach
and Figure S1 in the Supporting Information for the endo path-
way) from the corresponding initial reactant complexes RC1–
10, which lie about 8–12 kcalmol¢1 below the separate reac-
tants. The existence of these van der Waals complexes high-
lights the importance of including dispersion corrections in the
study of the chemical reactivity of PAHs, as confirmed previ-
ously by us for buckybowls and fullerenes.[7, 10–12,32] A closer ex-
amination of the fully optimized geometries of the correspond-
ing concerted TSs (Figure 1 and S1) reveals that they are also
highly synchronous (i.e. , both forming C···C distances are
equivalent) with the exception of those of the smaller mem-
bers of both series (1–4), which are clearly more asynchronous.
This behavior resembles that found for a number of Diels–
Alder reactions,[33] including those involving bowl-shaped
PAHs,[7] the TSs of which also become more and more synchro-
nous with increasing size of the system.
Table 1 lists the activation barriers and reaction energies of
the considered Diels–Alder cycloaddition reactions computed
at the BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP level of
theory. The data in Table 1 show that the exo approach of
maleic anhydride is, as expected, slightly thermodynamically
favored over the endo approach (DDER1 kcalmol¢1). From
a kinetic point of view, although the endo approach seems to
be in most cases favored, the energy difference between the
two types of transition states can be considered to be negligi-
ble (DDETS<0.5 kcalmol
¢1 in most cases, see Table 1). More-
over, the relative activation barriers for the exo approach com-
Scheme 2. Planar PAHs considered in this study.
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puted from the respective initial reactant complexes are sys-
tematically lower than those computed for the endo pathway.
Nevertheless, for both approaches, it was found that
starting from either biphenyl or phenanthrene, the
activation barrier of the process steadily decreases
when the size of the system is increased for both
series of planar PAHs. In addition, the transformation
becomes more and more exothermic. Therefore, it is
not surprising that a clear linear relationship between
the two computed energies (DE and DER) was
found (correlation coefficients of 0.999 and 0.995 for
the endo and exo approaches, respectively ; see
Figure 2). Interestingly, the slope of these linear cor-
relations is really close to 0.5, which indicates that
the considered Diels–Alder reactions between maleic
anhydride and planar PAHs follows the empirical rela-
tionship DE=DE0 +DER/2, given by Brønsted, Dim-
roth, Marcus, and Bell–Evans–Polanyi (also known as
the Bema Hapothle relationship).[34] This finding also
resembles that found for the Diels–Alder reactions in-
volving bowl-shaped PAHs[7] and related planar and
branched hydrocarbons,[35] and therefore indicates
similar reactivity of these species.
The reduction in the barrier energy and the in-
crease in the exothermicity of the reaction with in-
creasing size of the PAHs can be qualitatively ration-
alized by Clar’s p-sextet theory.[36] Scheme 3 depicts
the Clar structures for the planar PAHs 1–10. For ser-
ies A, the number of p sextets remains constant, while the
number of total six-membered rings increases by three from
one member to the next member of the series. This implies
a loss of aromaticity in all rings with increasing size, particularly
in those located in the bay region of the larger PAHs. Conse-
quently, the Diels–Alder cycloaddition reaction between maleic
anhydride and PAHs is favored for the heavier PAHs in series A.
The trend followed by series B is the same, but now all mem-
bers have three p sextets with the exception of phenanthrene
Figure 1. Fully optimized geometries (RI-BP86-D3/def2-SVP) of the exo TSs involved in
the Diels–Alder cycloaddition reactions between maleic anhydride and planar PAHs 1–10
(for the corresponding endo transition states, see Figure S1 in the Supporting Informa-
tion). Bond lengths are given in angstroms.
Table 1. Computed energies [kcalmol¢1] (BP86-D3/def2-TZVPP//RI-BP86-
D3/def2-SVP level of theory) for the Diels–Alder cycloaddition reactions
between maleic anhydride and planar PAHs 1–10.
Compound Pathway DERC
[a] DE[b] DER
[c] DDETS
(endo-exo)[d]
DDER
(endo-exo)[e]
1 endo ¢7.6 32.6 13.1 0.7 0.3
exo ¢8.5 32.7 12.7
2 endo ¢9.8 33.8 13.3 0.3 0.4
exo ¢8.7 32.4 12.9
3 endo ¢11.3 20.1 ¢11.1 ¢0.1 0.9
exo ¢9.5 18.4 ¢12.0
4 endo ¢11.0 23.7 ¢4.3 ¢0.3 0.9
exo ¢9.2 22.2 ¢5.2
5 endo ¢12.3 14.4 ¢22.3 ¢0.2 1.1
exo ¢10.5 12.8 ¢23.4
6 endo ¢11.7 18.4 ¢15.0 ¢0.1 1.0
exo ¢8.7 15.5 ¢16.0
7 endo ¢12.9 12.4 ¢26.5 ¢0.4 1.1
exo ¢11.1 11.0 ¢27.6
8 endo ¢12.2 15.2 ¢21.0 ¢0.2 1.1
exo ¢10.2 13.4 ¢22.1
9 endo ¢12.9 12.2 ¢27.0 ¢0.8 1.1
exo ¢10.6 10.8 ¢28.1
10 endo ¢12.5 13.7 ¢24.0 ¢0.3 1.1
exo ¢8.4 9.8 ¢25.1
[a] Reactant complex (RC) energy: DERC=ERC¢E(PAH)¢E(maleic anhy-
dride). [b] Activation energy: DE=E(TS)¢E(RC). [c] Reaction energy:
DER=E(cycloadduct)¢E(PAH)¢E(maleic anhydride). [d] DDETS (endo-exo)=
E(TS-endo)¢E(TS-exo). [e] DDER=DER(endo)¢DER(exo).
Figure 2. Plot of the reaction energies DER versus energy barriers DE
 for
the Diels–Alder cycloaddition reactions between maleic anhydride and
planar PAHs 1–10. Energies [kcalmol¢1] were computed at the BP86-D3/
def2-TZVPP//RI-BP86-D3/def2-SVP level of theory.
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(2). This is in line with the fact that when comparing two anal-
ogous members of the series (for instance, 3 and 4), the
member of series A (two p sextets) has a lower barrier and
higher exothermicity than its counterpart in series B (three p
sextets). The only exception corresponds to compounds 1 and
2, which both have two p sextets in the bay region, that is,
these rings have high aromaticity. Indeed, for these two sys-
tems, the barrier is the highest and the reaction is endother-
mic.
A remarkable difference is found in the reactivity of planar
PAHs with respect to buckybowls. Whereas in the latter com-
pounds both the activation barriers and reaction energies de-
crease linearly when the size of the system increases,[7] the
change in both energies in planar PAHs follows an exponential
decay converging toward a final value which appears to be
reached after about 48–52 carbon atoms (i.e. , ca. 18–20 six-
membered rings, exo approach, Figure 3; for the similar endo-
approach plots, see Figure S2 in the Supporting Information).
This asymptotic behavior allows us to predict a limit for the
Diels–Alder reaction involving the bay region of graphene of
DE7–11 kcalmol¢1 and DER¢30 kcalmol¢1.[37]
The ASM was applied next to gain a deeper, quantitative un-
derstanding of the physical factors behind the above-discussed
trend in Diels–Alder reactivity involving planar PAHs. To this
end, we analyzed only the exo pathway because 1) this ap-
proach is thermodynamically favored and there is no clear ki-
netic preference for the endo approach (see Table 1), 2) the re-
activity trend (i.e. , enhanced Diels–Alder reactivity with increas-
ing size of the PAH) is exactly the same for both approaches,
and 3) the exo pathway is experimentally followed to grow
planar PAHs towards graphene derivatives (or towards nano-
tubes from bowl-shaped PAHs) by means of Diels–Alder reac-
tions.[13] The computed activation strain diagrams (ASDs) from
the initial stages of the processes to the corresponding TSs for
all systems are given in the Supporting Information (Figure S3).
Figure 4 shows only two representative cases for each series of
PAHs, namely, 1 and 7 for series A (Figure 4a) and 2 and 8 for
series B (Figure 4b). As shown in Figure 4 and Figure S3 (Sup-
porting Information), all systems exhibit quite similar ASD.
Thus, in all cases the interaction energy between the deformed
reactants, measured by DEint, becomes slightly destabilizing at
the early stages of the processes and inverts at a certain point
along the reaction coordinate, after which this term becomes
more and more stabilizing as one approaches the correspond-
ing TS. This behavior resembles that found not only for the
Diels–Alder reactions involving closely related bowl-shaped
PAHs,[7] but also in different pericyclic reactions such as [3+2]
cycloadditions,[38a] double-group transfer reactions,[38b–d] Alder-
ene reactions,[38e] and ene–ene–yne cyclizations.[38f] Therefore,
this suggests that the behavior of the DEint term along the re-
action coordinate is general in pericyclic reactions.[38g] Despite
that, the stabilization provided by the interaction term cannot
compensate the strong destabilizing effect of the deformation
energy DEstrain required to adopt the TS geometry. Therefore,
the dominant factor controlling the barrier height of these
[4+2] cycloaddition reactions is mainly the energy required to
deform the reactants from their initial equilibrium geometries
to the geometries they adopt in the corresponding TSs.
Scheme 3. Clar structures of planar PAHs 1–10.
Figure 3. Plot of the activation barriers (a) and reaction energies (b) versus
the total number of carbon atoms of planar PAHs 1–10 (exo approach). Ener-
gies were computed at the BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP level
of theory.
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Significant differences can be observed on comparing the
ASD of the smallest PAHs 1 and 2 with those of their heavier
counterparts 7 and 8, respectively. As can clearly be seen in
Figure 4a,b, the strain energy is not the factor responsible for
the much lower activation barrier computed for the larger sys-
tems. Indeed, the DEstrain term is even less destabilizing for bi-
phenyl or phenanthrene practically along the entire reaction
coordinate. For instance, at the same forming C···C distance of
2.3 æ, a value of DEstrain=7.7 kcalmol
¢1 was computed for the
phenanthrene system, whereas a much higher value of
DEstrain=15.2 kcalmol
¢1 was computed for the reaction involv-
ing compound 8 (Figure 4b). Interestingly, the less aromatic
the six-membered rings in the bay region of the system, the
more localized the double bonds and the larger the strain
(compare strain of 1 and 7 or 2 and 8). At variance, the interac-
tion energy DEint between the deformed reactants is much
higher for the larger PAHs along the entire reaction coordinate.
For instance, at the same forming C···C distance of 2.3 æ,
a value of DEint=¢0.3 kcalmol¢1 was computed for the reac-
tion involving phenanthrene, whereas a much smaller (i.e. ,
more stabilizing) value of DEint=¢14.3 kcalmol¢1 was comput-
ed for the analogous process involving 8 (Figure 4b). There-
fore, it can be concluded that the origin of the much lower ac-
tivation barriers computed for the larger planar PAHs com-
pared to their lighter congeners lies exclusively in the much
higher interaction energy between the deformed reactants
along the entire reaction coordinate, which can compensate
the higher deformation energy required to adopt the corre-
sponding TS structures.
The EDA method was used next to further decompose the
crucial DEint term into different energy contributions. Figure 5
shows the EDA data for 1 versus 7 and for 2 versus 8 along
the corresponding reaction coordinate from the beginning of
the process up to the respective TS geometries. In all cases,
despite the size of system, the DEdisp term remains practically
constant and rather similar during the entire transformation
and therefore is not decisive in making DEint higher for the
larger PAHs. Similarly, the Pauli repulsion term DEPauli is also
Figure 4. Activation-strain diagrams of the [4+2] cycloaddition reaction be-
tween maleic anhydride (exo approach) and 1 (a, solid lines), 7 (a, dotted
lines), 2 (b, solid lines), and 8 (b, dotted lines) along the reaction coordinate
projected onto the forming C···C bond. All data were computed at the
BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP level of theory.
Figure 5. Decomposition of the interaction energy for the [4+2] cycloaddi-
tion reactions between maleic anhydride (exo-approach) and 1 (a, solid
lines), 7 (a, dotted lines), 2 (b, solid lines), and 8 (b, dotted lines) along the
reaction coordinate projected onto the forming C···C bond. All data were
computed at the ZORA-BP86-D3/TZ2P//RI-BP86-D3/def2-SVP level of theory.
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quite similar or even slightly less destabilizing for the smaller
PAHs, and therefore indicates that the repulsion between
closed shells is also not responsible for the computed differ-
ence in the interaction energy between the deformed reac-
tants. At variance, the orbital attractions measured by DEorb as
well as the electrostatic interactions DVelstat (albeit in a lesser
extent) are clearly higher (i.e. , more stabilizing) in compounds
7 and 8 than in the smaller systems biphenyl and phenan-
threne, respectively. For instance, at the same forming C···C
distance of 2.3 æ, the computed values of DVelstat=¢37.1 kcal
mol¢1 and DEorb=¢31.8 kcalmol¢1 for the reaction involving
phenanthrene are lower (i.e. , weaker) than the respective
values computed for 8 (DVelstat=¢42.4 kcalmol¢1 and DEorb=
¢50.3 kcalmol¢1). Therefore, it can be concluded that the
stronger interaction between the deformed reactants along
the entire reaction coordinate, which is responsible for the
higher reactivity of large planar PAHs, is derived mainly from
the contributions of orbital and electrostatic (albeit to a lesser
extent) attractions between the reactants, which become more
and more stabilizing when the size of the PAH increases. The
increase in both contributions follows a similar asymptotic be-
havior to the reaction barriers (see above). For instance, the
change in the orbital term DDEorb is much larger on going
from 1 to 6 (DDEorb=10.4 kcalmol
¢1, at the same C···C distance
of 2.3 æ) than for the reactions involving 6 and 10 (DDEorb=
2.9 kcalmol¢1).
The origins of the stronger orbital interactions in com-
pounds 7 and 8 (compared to 1 and 2, respectively) can be
found by using the Natural Orbital for Chemical Valence
(NOCV) method[39] in combination with the EDA. Thus, the
EDA-NOCV approach,[40] which provides pairwise energy contri-
butions for each pair of interacting orbitals to the total bond
energy, indicates that two main molecular orbital interactions
dominate the total orbital interactions in these processes,
namely, the p(PAH)!p*(maleic anhydride) and the reverse
p(maleic anhydride)!p*(PAH) interactions (see Figure 6). As
expected for a Diels–Alder process with normal electronic
demand, the p(PAH)!p*(maleic anhydride) interaction is clear-
ly stronger than the reverse interaction [i.e. , DE(11)>DE(12)] .
Interestingly, both orbital interactions are clearly stronger in
compound 8 than in 2 (see Figure 6 for the interactions occur-
ring at the same C···C distance of 2.3 æ). Therefore, it can be
concluded that the stronger orbital interactions in the heavier
PAHs are derived mainly from stronger p(PAH)!p*(maleic an-
hydride) interactions and, to a much lesser extent, from stron-
ger reverse p(maleic anhydride)!p*(PAH) interactions as well.
The energetic cost associated with simultaneously disrupting
the local aromaticity of two benzene rings during the Diels–
Alder reaction at the bay regions mainly dominates the energy
barrier of the process. It was suggested that this cost is directly
related to the difference in the aromatic stabilization energies
(DASE) between the initial reactant and the corresponding cy-
cloadduct.[13] Hence, we assessed the relationship between the
change in aromaticity and the computed activation barriers. To
this end, the ASE values of both the initial reactants and the
corresponding cycloadducts were quantitatively computed by
applying the isomerization method (ISE) developed by Schleyer
and Pìhlhofer.[41] This approach is based on the differences be-
tween the total energies computed for only two species,
namely, a methyl derivative of the aromatic system and its
nonaromatic exocyclic methylene isomer (Scheme 4).
The data in Table 2 confirm that the six-membered rings in
the bay region of the reactants of series B exhibit clear aromat-
ic character (ISE ranging from 24 to 35 kcalmol¢1 per benze-
noid ring), whereas much lower ISE values (ca. 6-7 kcalmol¢1
per benzenoid ring) were computed for the corresponding
nonaromatic cycloadducts. As expected from Clar’s p-sextet
theory, the strength of aromaticity decreases with increasing
size of the PAH for both series of compounds. For instance,
whereas a value of ISE=70.3 kcalmol¢1 (i.e. , ca. 35 kcalmol¢1
per benzenoid ring) was computed for the phenanthrene de-
Figure 6. Plot of the deformation densities D1 of the pairwise orbital interac-
tions between maleic anhydride and phenanthrene (a) and dibenzoovalene
(b) and associated stabilization energies DE [kcalmol¢1] . The color code of
the charge flow is red!blue.
Scheme 4. Compounds used to quantify the aromatic stabilization energies
by means of the isomerization method.
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rivative (a similar value of 33.2 kcalmol¢1 was computed for
benzene by Schleyer and Pìhlhofer),[41] the aromaticities of
compounds 8 and 10 are lower (ISE25 kcalmol¢1). A similar
trend is observed on considering the change in aromaticity
measured by the DISE values (see Table 2). Therefore, these
data qualitatively support the suggestion that the variation of
the aromaticity is related to the barrier heights of the consid-
ered Diels–Alder cycloadditions. Moreover, linear relationships
were found on plotting both parameters (DE vs. ISE(reactant)
and DISE, Figure 7), which confirms that the variation of the ar-
omaticity during the reaction can be directly correlated with
the corresponding reaction barriers.
Conclusion
From the computational study reported herein, the following
conclusions can be drawn: 1) starting from biphenyl or phen-
anthrene, the energy barrier of the Diels–Alder reaction of
maleic anhydride at the bay region of planar PAHs steadily de-
creases with increasing size of the PAH, and the process be-
comes more and more exothermic. 2) At variance with bucky-
bowls, for which the barrier heights of related Diels–Alder reac-
tions decrease linearly with increasing size of the system, the
change in the activation barriers or reaction energies of planar
PAH follows an exponential behavior reaching its maximum
around 18–20 benzenoid rings in the structure. This asymptotic
behavior allows us to extrapolate the values for a similar pro-
cess involving the bay region of graphene: DE7–11 kcal
mol¢1 and DER¢30 kcalmol¢1. 3) Although the energy re-
quired to deform the reactants from their equilibrium geome-
tries to the geometry they adopt in the corresponding TSs
controls the barrier heights of the processes, the higher inter-
action energy between the deformed reactants along the
entire reaction coordinate in larger PAHs is the major factor re-
sponsible for the observed trend in Diels–Alder reactivity.
4) This is the result of stronger orbital and electrostatic (albeit
to a lesser extent) interactions between the deformed reac-
tants. 5) The stronger orbital interactions are mainly the result
of much higher p(PAH)!p*(maleic anhydride) interaction in
the heavier planar PAHs. 6) Finally, it was quantitatively con-
firmed by means of the isomerization method that the varia-
tion of the aromaticity during the reaction can be directly cor-
related with the corresponding reaction barriers.
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Influence of the Transition-Metal Fragment on the Reactivity of
Metallaanthracenes
Yago Garc&a-Rodeja[a, b] and Israel Fern#ndez*[a, b]
Abstract: The influence of the nature of the transition-metal
fragment on the Diels–Alder reactivity of metallaanthracenes
has been explored computationally within the Density Func-
tional Theory framework. It is found that the cycloaddition
reactions with maleic anhydride become kinetically less fa-
vored for those processes involving metallaanthracenes
compared with the analogous reaction involving the parent
anthracene. The origins of this reduction in the Diels–Alder
reactivity have been quantitatively analyzed in detail by
using the activation strain model of reactivity in combination
with the energy decomposition analysis method. In general,
the transition-metal fragment makes the interaction energy
between the reactants significantly lower, particularly at the
transition state region, which is translated into a higher acti-
vation barrier. In addition, the influence of the aromaticity
strength of the metallabenzene present in the considered
metallaanthracenes on the barriers of the cycloaddition reac-
tions has also been assessed.
Introduction
Metallabenzenes are a large family of organometallic com-
pounds that are characterized by the formal replacement of
a CH unit in benzene by an isolobal transition-metal frag-
ment.[1] Since the initial theoretical prediction by Thorn and
Hoffmann in 1979[2] and the isolation and full characterization
of the first metallabenzene, an osmabenzene complex, in 1982
by Roper and co-workers,[3] the chemistry of these compounds
has experienced a tremendous development.[1] In this sense,
different members of this family, including metallapyridines,[4]
metallapyryliums,[5] and more recently, metallabenzynes,[6] met-
allapentalynes,[7] and metallapentalenes,[8] have been synthe-
sized and fully characterized. In contrast, fused-ring metalla-
benzenes are relatively rare and have attracted comparatively
much less attention.[9] For this reason, it is not surprising that
the chemistry of this particular type of metallabenzenes is
much more underdeveloped.
Very recently, Frogley and Wright successfully prepared
the first metallaanthracene complex, the iridaanthracene
1 (Scheme 1), which can be considered as a novel polycyclic ar-
omatic hydrocarbon including a transition-metal fragment in
its structure.[10] According to the available structural and spec-
troscopic data, it is suggested that the transition-metal frag-
ment induces a significant influence on the p-system of the
molecule. Despite that, metallabenzene 1 readily undergoes
a Diels–Alder reaction with maleic anhydride in 1,2-dichloro-
ethane heated at reflux to produce, after spontaneous loss of
one proton, the corresponding neutral fused-ring iridabenzo-
furan cycloadduct (Scheme 1).[10] Therefore, in terms of the
Diels–Alder reactivity, the novel iridaanthracene 1 seems to
behave similarly to its all-carbon counterpart, anthracene,
which is also able to produce a similar cycloadduct in the pres-
ence of maleic anhydride.[11] Nevertheless, the influence of the
transition-metal fragment on the reactivity of the system, com-
pared with the parent anthracene, is essentially unknown.
To gain a quantitative understanding of the influence of the
transition-metal moiety on the Diels–Alder reactivity not only
of the fused-ring metallabenzene 1 but also of related com-
plexes, we decided to apply the combination of the so-called
activation strain model (ASM)[12] of reactivity and the energy
decomposition analysis (EDA)[13] methods. This ASM-EDA ap-
proach has successfully contributed to our current understand-
ing of different types of fundamental processes in organic
chemistry[14] as well as metal-promoted transformations.[15] The
ASM-EDA method has been particularly helpful to rationalize
the Diels–Alder reactivity of both planar and bowl-shaped
polycyclic aromatic hydrocarbons (PAHs).[16] However, no sys-
tematic study on the influence of transition-metal fragments
on the reactivity of these organometallic polycyclic aromatic
systems has been carried out so far. Such a detailed study is re-
ported herein. In addition, issues such as the aromaticity of the
metallabenzene ring on the synchronicity and activation barri-
er of the process is analyzed in detail as well.
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Computational details
Geometry optimizations of the molecules were performed without
symmetry constraints by using the Gaussian 03[17] optimizer to-
gether with Turbomole 6.6[18] energies and gradients at the
BP86[19]/def2-SVP[20] level of theory by using the D3 dispersion cor-
rection suggested by Grimme et al.[21] and the resolution-of-identity
(RI) approximation.[22] This level is denoted RI-BP86-D3/def2-SVP
and has been selected because it provided very good results for
Diels–Alder reactions involving related polycyclic aromatic hydro-
carbons (PAHs).[16] Reactants and cycloadducts were characterized
by frequency calculations, and have positive definite Hessian matri-
ces. Transition states (TSs) show only one negative eigenvalue in
their diagonalized force constant matrices, and their associated ei-
genvectors were confirmed to correspond to the motion along the
reaction coordinate under consideration using the Intrinsic Reac-
tion Coordinate (IRC) method.[23] Single-point energy refinements
were carried out at the same DFT level by using the triple-z quality
def2-TZVPP basis sets.[20] This level is therefore denoted BP86-D3/
def2-TZVPP//RI-BP86-D3/def2-SVP.
Activation strain analyses of reaction profiles
The activation strain model of reactivity, also known as the distor-
tion/interaction model,[24] is a fragment approach to understanding
chemical reactions, in which the height of reaction barriers is de-
scribed and understood in terms of the original reactants.[12] The
ASM is a systematic extension of the fragment approach from
equilibrium structures to TSs as well as non-stationary points, for
example, points along a reaction coordinate. Thus, the potential
energy surface DE(z) is decomposed, along the reaction coordinate
z, into the strain DEstrain(z) associated with deforming the individual
reactants plus the actual interaction DEint(z) between the deformed
reactants [Eq. (1)]:
DEðzÞ ¼ DEstrainðzÞ þ DEintðzÞ ð1Þ
The strain DEstrain(z) is determined by the rigidity of the reactants
and by the extent to which groups must reorganize in a particular
reaction mechanism, whereas the interaction DEint(z) between the
reactants depends on their electronic structure and on how they
are mutually oriented as they approach each other. It is the inter-
play between DEstrain(z) and DEint(z) that determines if and at which
point along z a barrier arises, namely, at the point where
dDEstrain(z)/dz=@dDEint(z)/dz.
In the cycloaddition reactions considered herein, the reaction coor-
dinate is defined as the projection of the IRC onto the forming
C···C distance between the carbon atom of the metallaanthracene
complex and the carbon atom of the anhydride. This reaction coor-
dinate z undergoes a well-defined change in the course of the re-
action from the initially formed reactant complexes to the equilibri-
um C···C distance in the corresponding TSs. As some of the located
concerted TSs are not perfectly synchronous, we have considered
in all cases the shortest forming C···C distance as the reaction coor-
dinate.
Energy decomposition analysis
The interaction DEint(z) between the strained reactants can be fur-
ther partitioned with the help of the energy decomposition analy-
sis (EDA) method.[13] Within this approach, this term is decomposed
into the following physically meaningful terms [Eq. (2)]:
DE intðzÞ ¼ DVelstatðzÞ þ DEPauliðzÞ þ DEorbðzÞ þ DEdispðzÞ ð2Þ
The term DVelstat corresponds to the classical electrostatic interac-
tion between the unperturbed charge distributions of the de-
formed reactants and is usually attractive. The Pauli repulsion
DEPauli comprises the destabilizing interactions between occupied
orbitals and is responsible for any steric repulsion. The orbital inter-
action DEorb accounts for charge transfer (interaction between oc-
cupied orbitals on one moiety with unoccupied orbitals on the
other, including HOMO–LUMO interactions) and polarization
(empty–occupied orbital mixing on one fragment owing to the
presence of another fragment). Finally, the DEdisp term takes into
account the interactions that are due to dispersion forces.
The program package ADF 2014.01[25] was used for the ASM and
EDA calculations at the BP86-D3 level, in conjunction with a triple-
z quality basis set by using uncontracted Slater-type orbitals
Scheme 1. Diels–Alder cycloaddition reaction between iridaanthracene 1 and maleic anhydride reported by Frogley and Wright (see ref. [10]).
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(STOs) augmented by two sets of polarization functions with
a frozen-core approximation for the core electrons.[26] Auxiliary sets
of s, p, d, f, and g STOs were used to fit the molecular densities
and to represent the Coulomb and exchange potentials accurately
in each self-consistent field (SCF) cycle.[27] Scalar relativistic effects
were incorporated by applying the zeroth-order regular approxi-
mation (ZORA).[28] This level of theory is denoted ZORA-BP86-D3/
TZ2P//RI-BP86-D3/def2-SVP.
Synchronicity of the Diels–Alder reactions
The synchronicity[29, 30] of the cycloadditions was quantified by
using a previously described approach.[31] For a given concerted re-
action, “synchronicity” is defined as in Equation (3):[32]
Sy ¼ 1@
Pn
i¼1
jdBi@dBAV j
dBAV
2n@ 2
ð3Þ
where n is the number of bonds directly involved in the reaction
(in this case, n=6) and dBi stands for the relative variation of
a given bond index Bi at the transition state (TS), according to the
following formula [Eq. (4)]:
dBi ¼
BTSi @ BRi
BPi @ BRi
ð4Þ
where the superscripts R and P refer to the reactants and the prod-
uct, respectively. The average value of dBi, denoted as dBAV is there-
fore [Eq. (5)]:
dBAV ¼ n@1
Xn
i¼1
dBi ð5Þ
The Wiberg bond indices[33] Bi were computed by using the natural
bond orbital (NBO)[34] method.
Results and Discussion
First, we compared the Diels–Alder cycloaddition reactions of
the recently prepared iridaanthracene 1 and the parent anthra-
cene with maleic anhydride. As expected, our calculations indi-
cate that the reaction involving anthracene begins with the ini-
tial reactant complex RC-ant, which is concertedly transformed
into the corresponding cycloadduct through the highly syn-
chronous (Sy=0.91) transition state TS-ant (Figure 1).
[35] The
computed BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP activa-
tion barrier of 15.3 kcalmol@1 is quite similar to that deter-
mined experimentally (DEa=13.1 kcalmol
@1, at 25.2 8C),[36]
which supports the computational method selected for this
study.
A similar reaction profile was computed for iridaanthracene
1. Thus, the corresponding cycloadduct (1-adduct) is produced
in a highly synchronous (Sy=0.89) and exothermic process
(DER=@22.5 kcalmol@1) via an analogous transition state TS1
with an activation barrier of 18.7 kcalmol@1. From the data in
Figure 1, it becomes evident that this transformation is both ki-
Figure 1. Computed reaction profile for the Diels–Alder cycloaddition reaction between maleic anhydride and anthracene and iridaanthracene 1. Relative en-
ergies and bond distances are given in kcalmol@1 and angstroms, respectively. All data have been computed at the BP86-D3/def2-TZVPP//RI-BP86-D3/def2-
SVP level.
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netically (DDEa=3.4 kcalmol
@1) and thermodynamically
(DDER=2.3 kcalmol
@1) less favored (by ca. 20% and 10%, re-
spectively) than the analogous process involving the parent
anthracene. Therefore, the presence of the transition-metal
fragment in the structure of anthracene leads to a decrease of
the Diels–Alder reactivity of the central six-membered ring.
Moreover, we have also computed the analogous cycloaddition
reaction involving the model iridaanthracenes 1-H and 1-Me,
where the phosphine phenyl groups were replaced by hydro-
gen atoms and methyl groups, respectively (see Figure S1 in
the Supporting Information). Rather similar activation barriers
(DEa=18.5 and 18.6 kcalmol
@1, for 1-H and 1-Me, respectively)
were computed for these systems, thus indicating that the
effect of the substituent attached to the phosphine ligands on
the transformation can be considered as negligible. In addition,
for these model systems, we have also computed the corre-
sponding profiles leading to the cycloadducts where the
maleic anhydride is oriented towards the transition-metal frag-
ment (see Figure S2 in the Supporting Information). It was
found that, despite the unfavorable steric hindrance exerted
by the phosphine substituents, the associated activation barri-
ers are comparable to those computed for the alternative
maleic anhydride approach (DEa=18.6 and 17.6 kcalmol
@1, for
1-H and 1-Me, respectively).
The activation strain model (ASM) of reactivity[12] was applied
next to quantitatively understand the physical factors control-
ling the lower Diels–Alder reactivity of iridaanthracene 1 with
respect to its all-carbon counterpart. Figure 2 illustrates the
computed activation strain diagrams (ASDs) for the cycloaddi-
tion reactions involving maleic anhydride and anthracene
(solid lines) and model iridaanthracene 1-Me (dashed lines)
from the respective initial reactant complexes up to the corre-
sponding transition states. Both systems exhibit rather similar
ASDs in the sense that the interaction energy between the de-
formed reactants, measured by DEint, remains constant at the
early stages of the processes and at a certain point along the
reaction coordinate (at a C···C distance of ca. 2.5–2.6 a) it be-
comes increasingly more stabilizing up to the transition state
region. This behavior is shared not only for related Diels–Alder
cycloaddition reactions[16] but also for different types of pericy-
clic reactions.[14] Despite that, the stabilization provided by the
interaction term is overcome by the strong destabilizing effect
of the deformation energy required to adopt the TS geometry
(measured by the DEstrain), which, as a consequence, becomes
the dominant factor controlling the barrier height of these
[4+2]-cycloaddition reactions.
Nevertheless, the strain energy is not the factor responsible
for the higher activation barrier computed for the process in-
volving the iridaanthracene complex. Indeed, the DEstrain term
is even less destabilizing for this reaction along practically the
entire reaction coordinate, and particularly, at the transition
state region, where the barrier energy is defined. For instance,
at the same C···C forming distance of 2.3 a, a value of DEstrain=
17.5 kcalmol@1 was computed for the reaction involving com-
plex 1-Me whereas a higher (more destabilizing) value of
DEstrain=22.4 kcalmol
@1 was computed for the analogous cyclo-
addition involving anthracene (Figure 2). In contrast, the inter-
action energy between the deformed reactants (DEint) is much
stronger for the anthracene system along the entire reaction
coordinate (for instance, at the same C···C forming distance of
2.3 a, a value of DEint=@9.4 kcalmol@1 was computed for the
reaction involving 1-Me whereas a much higher, that is, more
stabilizing, value of DEint=@19.5 kcalmol@1 was computed for
the process involving anthracene). Therefore, it can be con-
cluded that the transition-metal fragment in the iridaanthra-
cene complex leads to a significant reduction in the interaction
between the reactants along the entire reaction coordinate. Al-
though the organometallic polycyclic system requires a lower
deformation energy to adopt the corresponding transition
state geometry, the remarkable decrease in the interaction
energy is solely responsible for the higher activation barrier
computed for this species compared with its organic counter-
part.
The crucial DEint term can be further decomposed into differ-
ent meaningful energy contributions by means of the energy
decomposition analysis (EDA) method.[13] Figure 3 shows the
EDA data for the cycloaddition reactions involving anthracene
(solid lines) and complex 1-Me (dashed lines) along the reac-
tion coordinate once again from the corresponding reactant
complexes up to the respective transition states. From the
data in Figure 3, it becomes clear that neither the dispersion
interaction (DEdisp), which remains practically constant and
rather similar during the entire transformation, nor the Pauli re-
pulsion (DEPauli), which is even less destabilizing for the 1-Me
system, are decisive for the computed higher interaction
energy for the process involving anthracene. At variance, the
orbital attractions measured by DEorb as well as the electrostat-
ic interactions, DVelstat, in roughly the same extent, are clearly
stronger (i.e. , more stabilizing) for the cycloaddition between
maleic anhydride and anthracene. For instance, at the same
C···C forming distance of 2.3 a, the computed DVelstat=
@45.1 kcalmol@1 and DEorb=@54.1 kcalmol@1 values for the re-
action involving anthracene are much higher (i.e. , stronger)
than the respective values computed for 1-Me (DVelstat=
Figure 2. Activation–strain diagrams of the [4+2]-cycloaddition reaction be-
tween maleic anhydride and anthracene (solid lines) and iridaanthracene 1-
Me (dashed lines) along the reaction coordinate projected onto the forming
C···C bond distance. All data have been computed at the ZORA-BP86-D3/
TZ2P//RI-BP86-D3/def2-SVP level.
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@34.4 kcalmol@1 and DEorb=@44.5 kcalmol@1). Therefore, the
origins of the lower interaction between the reactants for the
cycloaddition involving the iridaanthracene complex, which is
translated into a higher activation barrier, are found in the
much weaker electrostatic and orbital attractions between the
strained reactants along the entire reaction coordinate.
The stronger orbital interactions in the reaction involving an-
thracene can be qualitatively ascribed to the much smaller HO-
MO(diene)–LUMO(dienophile) gap computed for this system
(0.76 eV vs. 3.41 eV, computed for the reaction involving 1-
Me). Despite that, further quantitative insight into the different
contributions to the DEorb term can be gained by means of the
NOCV (Natural Orbital for Chemical Valence)[37] extension of the
EDA method. The EDA-NOCV approach,[38] which provides pair-
wise energy contributions for each pair of interacting orbitals
to the total bond energy, identifies two main molecular orbital
interactions, which dominate the total orbital attractions in
these cycloadditions, namely the p(metalla/anthracene)!
p*(maleic anhydride) and the reverse p(maleic anhydride)!
p*(metalla/anthracene) interactions (11 and 12, respectively, see
Figure 4). The associated energies clearly indicate that both
processes can be considered as normal electronic demand
Diels–Alder reactions (DE(11)>DE(12) in both cases). Interest-
ingly, both orbital interactions are clearly stronger for the
transformation involving anthracene (see Figure 4 for the inter-
actions occurring at the same C···C distance of 2.3 a). There-
fore, it can be concluded that the transition-metal fragment
determines that the direct p(anthracene)!p*(maleic anhy-
dride) as well as the reverse p(maleic anhydride)!p*(anthra-
cene) (albeit to a much lesser extent) orbital interactions are
significantly weaker than those occurring in the process involv-
ing anthracene. As a consequence, the total orbital interactions
between the reactants are clearly reduced, which, together
with a lower electrostatic attraction, leads to a weaker total in-
teraction and ultimately, to the computed higher activation
barrier for the cycloaddition reaction involving the metallaan-
thracene complex.
Once the influence of the iridabenzene fragment on the
Diels–Alder reaction has been quantitatively disclosed, we then
decided to assess the effect of the nature of the transition-
metal fragment, and in particular, the aromaticity of the metal-
labenzene, on the transformation. To this end, we have select-
ed different model metallaanthracenes having representative
metallabenzenes in their structures. This particular set of sys-
tems was chosen because the aromaticity of the correspond-
ing metallabenzenes was previously quantified by means of
the reliable aromatic stabilization energies (ASE) derived from
the EDA method.[39,40]
Table 1 gathers the activation barriers, reaction energies, and
synchronicities of the considered Diels–Alder cycloaddition re-
actions between maleic anhydride and metallaanthracenes 2–8
computed at the BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP
level. Once again, the cycloaddition reaction proceeds from an
initial reactant complex (located at @6 to @14 kcalmol@1
below the separate reactants), which evolves to the respective
cycloadducts through the concerted and highly synchronous
(Sy in the range 0.85–0.89) transition states TS2–TS7 (see also
Figure 5) with the notable exception of the process involving
OsII complex 5, which exhibits a lower synchronicity value (Sy=
0.67). Similar to the reactivity trend observed for iridaanthra-
cene 1 (see above), it is found that the computed activation
barriers are, irrespective of the transition-metal fragment,
higher (DEa in the range of 16.4–22.6 kcalmol
@1) than that
computed for the process involving the parent anthracene
(DEa=15.4 kcalmol
@1). Interestingly, the process involving iri-
daanthracene 8 is actually close to the limit between concert-
ed and stepwise mechanisms in view of its rather low synchro-
nicity value (Sy=0.51, associated forming C···C bond distances
in TS8 of 1.929 and 2.605 a, see Figure 5). As a consequence,
this particular system exhibits the highest computed activation
barrier (DEa=30.6 kcalmol
@1). Finally, we have also considered
the OsII non-planar metallaanthracene 9.[41] This species leads
to the corresponding cycloadduct via the highly synchronous
Figure 3. Decomposition of the interaction energy for the [4+2]-cycloaddi-
tion reactions between maleic anhydride and anthracene (solid lines) and iri-
daanthracene 1-Me (dashed lines) along the reaction coordinate projected
onto the forming C···C bond distance. All data have been computed at the
ZORA-BP86-D3/TZ2P//RI-BP86-D3/def2-SVP level.
Figure 4. Plot of the deformation densities D1 of the pairwise orbital interac-
tions between maleic anhydride and anthracene (a) and iridaanthracene 1-
Me (b) and associated stabilization energies DE in kcalmol@1. The color code
of the charge flow is red!blue.
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TS9 (Sy=0.89) with an activation barrier that is only slightly
lower (DDEa=1.4 kcalmol
@1) than that computed for the anal-
ogous process involving the OsII dicarbonyl complex 5. There-
fore, it becomes clear that the nature of the transition-metal
fragment has a tremendous influence on the Diels–Alder reac-
tivity of the system, that is, the corresponding activation barri-
ers span from 16.4 to 30.6 kcalmol@1.
The ASM method was applied again to confirm that the re-
duction in the Diels–Alder reactivity induced by the transition-
metal fragment finds its origin in the lower interaction be-
tween the deformed reactants along the reaction coordinate.
Figure 6 shows the corresponding ASD for the Diels–Alder cy-
cloaddition reactions between maleic anhydride and anthra-
cene (solid lines), neutral iridaanthracene 2 (dotted lines) and
cationic osmaanthracene 4 (dashed lines). As readily seen in
Figure 6, it is evident that, despite the less destabilizing strain
energy, the interaction energy between the reactants along
the reaction coordinate is indeed lower for the reactions in-
volving complexes 2 and 4 than for the process involving the
parent anthracene. For instance, at the same C···C forming dis-
tance of 2.3 a, a value of DEint=@19.5 kcalmol@1 was comput-
ed for the reaction involving anthracene whereas a lower value
of DEint=@15.1 kcalmol@1 and an even lower value of
@6.0 kcalmol@1 were computed for the processes involving 2
and 4, respectively (Figure 6). This trend in the interaction
energy roughly matches the trend in the computed activation
barriers: DEa=15.4 (anthracene) <16.7 (complex 2) <22.6 kcal
mol@1 (complex 4) (see Table 1). Therefore, it can be safely con-
cluded that the transition-metal fragment induces a remarkable
reduction of the Diels–Alder reactivity as a result of the lower
interaction energy between the reactants, particularly, at the
transition state region. Once again, the EDA method ascribes
this weaker interaction energy to the much weaker electrostat-
ic and orbital attractions between the deformed reactants
along the entire reaction coordinate (see Figure S3 in the Sup-
porting Information).
We finally were curious to assess the relationship between
the aromaticity of the metallabenzene present in metallaan-
thracenes 2–8 and the computed activation barriers. Closer in-
spection of the data in Table 1 reveals that the ASE values
Table 1. Computed energies (in kcalmol@1, BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP level) for the Diels–Alder cycloaddition reactions between maleic
anhydride and metallaanthracenes 2–9.
Compound Metallabenzene DERC
[a] DEa
[b] DER
[c] Sy ASE
[d]
anthracene @11.1 15.4 @24.8 0.91 42.5
2 @10.8 16.7 @22.8 0.89 33.5
3 @10.7 17.5 @22.2 0.88 33.4
4 @6.3 22.6 @11.4 0.88 21.2
5 @6.7 19.3 @14.8 0.67 17.6
6 @13.3 16.4 @25.4 0.89 37.6
7 @11.7 16.5 @23.8 0.87 32.8
8 @14.6 30.6 @8.6 0.51 8.7
9 @8.0 17.9 @19.1 0.89 –
[a] Reactant complex (RC) energy: DERC=ERC@E(metalla/anthracene)@E(maleic anhydride). [b] Activation energy: DEa=E(TS)@E(RC). [c] Reaction energy:
DER=E(cycloadduct)@E(metalla/anthracene)@E(maleic anhydride). [d] ASE values [kcalmol@1] taken from reference [39] .
Chem. Eur. J. 2017, 23, 6634 – 6642 www.chemeurj.org T 2017 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim6639
Full Paper
computed previously for the isolated metallabenzenes[39] are
strongly related to the computed Diels–Alder activation barri-
ers. Thus, higher ASE values (i.e. , more aromatic system) are as-
sociated with lower activation barriers whereas less aromatic
metallabenzenes lead to higher barriers. Indeed, a good linear
relationship is found when plotting both parameters (ASE vs.
DEa, correlation coefficient of R
2=0.97, when excluding the
more asynchronous process involving complex 5 of the corre-
lation, Figure 7). This correlation therefore confirms that the
Diels–Alder reactivity of the metallaanthracene strongly de-
pends on the nature of the metallabenzene in the system. Not
surprisingly, systems whose aromatic stabilization energy is
close to that of benzene (complexes 2, 3, 6, and 7) exhibit
Diels–Alder reactivities that resemble that of the parent anthra-
cene whereas low aromatic metallabenzenes (cationic com-
plexes 4, 5, and 8) are significantly less reactive.
Conclusions
By means of density functional theory calculations, we have
quantitatively assessed the influence of the transition-metal
fragment on the Diels–Alder reactivity of metallaanthracenes.
Similar to the analogous process involving the parent anthra-
cene, the corresponding cycloaddition reactions involving
these organometallic species proceed concertedly through
highly synchronous transition states. Despite that, these pro-
cesses are systematically associated with higher activation bar-
riers (and, in general, also with lower exothermicities) com-
pared with the cycloaddition reaction involving anthracene, ir-
respective of the transition-metal fragment present in the met-
allaanthracene complex. The activation strain model of reactivi-
ty in combination with the energy decomposition analysis
method ascribe this significant decrease in the Diels–Alder re-
activity mainly to a remarkable reduction in the interaction
energy between the reactants along the entire reaction coordi-
nate. This, in turn, derives from the much weaker electrostatic
and orbital interactions computed for the processes involving
the metallaanthracene complexes. In addition, it is found that
the main contributions to the total orbital interactions in the
process, that is, the direct p(anthracene)!p*(maleic anhy-
dride) and the reverse p(maleic anhydride)!p*(anthracene),
Figure 5. Fully optimized geometries (RI-BP86-D3/def2-SVP level) of the tran-
sition states TS2–TS9 involved in the Diels–Alder cycloaddition reactions be-
tween maleic anhydride and metallaanthracenes 2–9. Bond lengths are
given in angstroms.
Figure 6. Activation–strain diagrams of the [4+2]-cycloaddition reaction be-
tween maleic anhydride and anthracene (solid lines), neutral iridaanthracene
2 (dotted lines), and cationic osmaanthracene 4 (dashed lines) along the re-
action coordinate projected onto the forming C···C bond distance. All data
have been computed at the ZORA-BP86-D3/TZ2P//RI-BP86-D3/def2-SVP
level.
Figure 7. Plot of the aromatic stabilization energies (ASE, in kcalmol@1, taken
from ref. [39]) versus the computed activation barriers (DEa, in kcalmol
@1) for
the Diels–Alder cycloaddition reactions between maleic anhydride and met-
allaanthracenes 2–8. Activation barriers were computed at the BP86-D3/
def2-TZVPP//RI-BP86-D3/def2-SVP level.
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are also significantly weaker in the Diels–Alder reaction involv-
ing the metallaanthracene complexes. Finally, a good linear re-
lationship has been found between the aromaticity strength of
the metallabenzene present in the metallaanthracene complex
and the computed activation barriers of the cycloaddition reac-
tions. Thus, systems whose aromaticity strength is close to that
of benzene exhibit Diels–Alder reactivities resembling that of
the parent anthracene whereas metallaanthracenes having low
aromatic metallabenzenes in their structure are less reactive.
Acknowledgments
We are grateful for financial support from the Spanish
MINECO-FEDER (Grants CTQ2013-44303-P, CTQ2014-51912-
REDC, and CTQ2016-78205-P) and Fundacijn BBVA (Convoca-
toria 2015 de Ayudas Fundacijn BBVA a Investigadores y Crea-
dores Culturales). Y. G.-R. acknowledges the MINECO for a FPI
grant.
Conflict of interest
The authors declare no conflict of interest.
Keywords: density functional calculations · Diels–Alder
reaction · metallaanthracenes · metallabenzenes · metallacycles
[1] For recent reviews, see: a) J. R. Bleeke, Chem. Rev. 2001, 101, 1205;
b) C. W. Landorf, M. M. Haley, Angew. Chem. Int. Ed. 2006, 45, 3914;
Angew. Chem. 2006, 118, 4018; c) A. F. Dalebrook, L. J. Wright, in Advan-
ces in Organometallic Chemistry, Vol. 60 (Eds. : F. H. Anthony, J. F. Mark),
Academic Press, New York, 2012, pp. 93–177; d) X.-Y. Cao, Q. Zhao, Z.
Lin, H. Xia, Acc. Chem. Res. 2013, 46, 171; e) I. Fern#ndez, G. Frenking, G.
Merino, Chem. Soc. Rev. 2015, 44, 6452.
[2] D. L. Thorn, R. Hoffmann, Nouv. J. Chim. 1979, 3, 39.
[3] G. P. Elliott, W. R. Roper, J. M. Waters, J. Chem. Soc. Chem. Commun.
1982, 811.
[4] Selected examples: a) K. J. Weller, I. Filippov, P. M. Briggs, D. E. Wigley, J.
Organomet. Chem. 1997, 528, 225; b) K. J. Weller, I. Filippov, P. M. Briggs,
D. E. Wigley, Organometallics 1998, 17, 322; c) B. Liu, H. Wang, H. Xie, B.
Zeng, J. Chen, J. Tao, T. B. Wen, Z. Cao, H. Xia, Angew. Chem. Int. Ed.
2009, 48, 5430; Angew. Chem. 2009, 121, 5538; d) T. Wang, H. Zhang, F.
Han, R. Lin, Z. Lin, H. Xia, Angew. Chem. Int. Ed. 2012, 51, 9838; Angew.
Chem. 2012, 124, 9976.
[5] J. R. Bleeke, J. M. B. Blanchard, J. Am. Chem. Soc. 1997, 119, 5443; b) J. R.
Bleeke, J. M. B. Blanchard, E. Donnay, Organometallics 2001, 20, 324.
[6] For a recent review, see: G. Jia, Organometallics 2013, 32, 6852.
[7] a) C. Zhu, S. Li, M. Luo, X. Zhou, Y. Niu, M. Lin, J. Zhu, Z. Cao, X. Lu, T.
Wen, Z. Xie, P. v. R. Schleyer, H. Xia, Nat. Chem. 2013, 5, 698; b) C. Zhu,
Y. Yang, J. Wu, M. Luo, J. Fan, J. Zhu, H. Xia, Angew. Chem. Int. Ed. 2015,
54, 7189; Angew. Chem. 2015, 127, 7295; c) M. Luo, L. Long, H. Zhang, Y.
Yang, Y. Hua, G. Liu, Z. Lin, H. Xia, J. Am. Chem. Soc. 2017, 139, 1822.
[8] a) C. Zhu, M. Luo, Q. Zhu, J. Zhu, P. v. R. Schleyer, J. I. C. Wu, X. Lu, H.
Xia, Nat. Commun. 2014, 5, 3265; b) C. Zhu, X. Zhou, H. Xing, K. An, J.
Zhu, H. Xia, Angew. Chem. Int. Ed. 2015, 54, 3102; Angew. Chem. 2015,
127, 3145.
[9] Representative examples: a) B. J. Frogley, L. J. Wright, Coord. Chem. Rev.
2014, 270–271, 151; b) F. Han, T. Wang, J. Li, H. Zhang, H. Xia, Chem.
Eur. J. 2014, 20, 4176; c) Q. Zhuo, Z. Chen, Y. Yang, X. Zhou, F. Han, J.
Zhu, H. Zhang, H. Xia, Dalton Trans. 2016, 45, 913; d) Q. Zhuo, X. Zhou,
H. Kang, Z. Chen, Y. Yang, F. Han, H. Zhang, H. Xia, Organometallics
2016, 35, 1497.
[10] B. J. Frogley, L. J. Wright, Angew. Chem. Int. Ed. 2017, 56, 143; Angew.
Chem. 2017, 129, 149.
[11] For a review on Diels–Alder reactions involving anthracene and related
compounds, see: J. C. C. Atherton, S. Jones, Tetrahedron 2003, 59, 9039.
[12] a) F. M. Bickelhaupt, J. Comput. Chem. 1999, 20, 114. For reviews, see:
b) W.-J. van Zeist, F. M. Bickelhaupt, Org. Biomol. Chem. 2010, 8, 3118;
c) I. Fern#ndez, F. M. Bickelhaupt, Chem. Soc. Rev. 2014, 43, 4953; d) L. P.
Wolters, F. M. Bickelhaupt, WIREs Comput. Mol. Sci. 2015, 5, 324. See
also: e) I. Fern#ndez, in Discovering the Future of Molecular Sciences (Ed. :
B. Pignataro), Wiley-VCH, Weinheim, 2014, pp. 165–187.
[13] For recent reviews on the EDA method, see: a) M. von Hopffgarten, G.
Frenking, WIREs Comput. Mol. Sci. 2012, 2, 43; b) G. Frenking, F. M. Bick-
elhaupt, “The EDA Perspective of Chemical Bonding” in The Chemical
Bond–Fundamental Aspects of Chemical Bonding (Eds. : G. Frenking, S.
Shaik), Wiley-VCH, Weinheim, 2014, pp. 121–158.
[14] Representative examples: a) A. P. Bento, F. M. Bickelhaupt, J. Org. Chem.
2007, 72, 2201; b) A. P. Bento, F. M. Bickelhaupt, J. Org. Chem. 2008, 73,
7290; c) I. Fern#ndez, F. P. Coss&o, F. M. Bickelhaupt, J. Org. Chem. 2011,
76, 2310; d) I. Fern#ndez, F. M. Bickelhaupt, F. P. Coss&o, Chem. Eur. J.
2012, 18, 12395; e) I. Fern#ndez, M. Sol/, F. M. Bickelhaupt, Chem. Eur. J.
2013, 19, 7416; f) I. Fern#ndez, Phys. Chem. Chem. Phys. 2014, 16, 7662;
g) I. Fern#ndez, F. M. Bickelhaupt, J. Comput. Chem. 2014, 35, 371; h) I.
Fern#ndez, F. M. Bickelhaupt, F. P. Coss&o, Chem. Eur. J. 2014, 20, 10791;
i) F. M. Bickelhaupt, M. Sol/, I. Fern#ndez, Chem. Eur. J. 2015, 21, 5760;
j) I. Fern#ndez, F. P. Coss&o, J. Comput. Chem. 2016, 37, 1265; k) I. Fern#n-
dez, F. M. Bickelhaupt, Chem. Asian J. 2016, 11, 3297; l) D. Yepes, P.
Jaque, I. Fern#ndez, Chem. Eur. J. 2016, 22, 18801; m) Y. Garc&a-Rodeja,
M. Sol/, I. Fern#ndez, J. Org. Chem. 2017, 82, 754.
[15] a) W.-J. van Zeist, F. M. Bickelhaupt, Dalton Trans. 2011, 40, 3028, and
references therein; b) L. P. Wolters, F. M. Bickelhaupt, ChemistryOpen
2013, 2, 106; c) A. G. Green, P. Liu, C. A. Merlic, K. N. Houk, J. Am. Chem.
Soc. 2014, 136, 4575; d) I. Fern#ndez, L. P. Wolters, F. M. Bickelhaupt, J.
Comput. Chem. 2014, 35, 2140; e) E. D. Sosa Carrizo, F. M. Bickelhaupt, I.
Fern#ndez, Chem. Eur. J. 2015, 21, 14362; f) Y. Garc&a-Rodeja, I. Fern#n-
dez, Organometallics 2017, 36, 460.
[16] a) Y. Garc&a-Rodeja, M. Sol/, F. M. Bickelhaupt, I. Fern#ndez, Chem. Eur. J.
2016, 22, 1368; b) Y. Garc&a-Rodeja, M. Sol/, I. Fern#ndez, Chem. Eur. J.
2016, 22, 10572.
[17] Gaussian 03, Revision E.01, M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E.
Scuseria, M. A. Robb, J. R. Cheeseman, J. A. Montgomery, Jr. , T. Vreven,
K. N. Kudin, J. C. Burant, J. M. Millam, S. S. Iyengar, J. Tomasi, V. Barone,
B. Mennucci, M. Cossi, G. Scalmani, N. Rega, G. A. Petersson, H. Nakatsu-
ji, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Na-
kajima, Y. Honda, O. Kitao, H. Nakai, M. Klene, X. Li, J. E. Knox, H. P.
Hratchian, J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts,
R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Och-
terski, P. Y. Ayala, K. Morokuma, G. A. Voth, P. Salvador, J. J. Dannenberg,
V. G. Zakrzewski, S. Dapprich, A. D. Daniels, M. C. Strain, O. Farkas, D. K.
Malick, A. D. Rabuck, K. Raghavachari, J. B. Foresman, J. V. Ortiz, Q. Cui,
A. G. Baboul, S. Clifford, J. Cioslowski, B. B. Stefanov, G. Liu, A. Liashenko,
P. Piskorz, I. Komaromi, R. L. Martin, D. J. Fox, T. Keith, M. A. Al-Laham,
C. Y. Peng, A. Nanayakkara, M. Challacombe, P. M. W. Gill, B. Johnson, W.
Chen, M. W. Wong, C. Gonzalez, J. A. Pople, Gaussian, Inc. , Wallingford,
CT, 2004.
[18] R. Ahlrichs, M. B-r, M. H-ser, H. Horn, C. Kçlmel, Chem. Phys. Lett. 1989,
162, 165.
[19] a) A. D. Becke, Phys. Rev. A 1988, 38, 3098; b) J. P. Perdew, Phys. Rev. B
1986, 33, 8822.
[20] F. Weigend, R. Ahlrichs, Phys. Chem. Chem. Phys. 2005, 7, 3297.
[21] S. Grimme, J. Antony, S. Ehrlich, H. Krieg, J. Chem. Phys. 2010, 132,
154104.
[22] K. Eichkorn, O. Treutler, H. :hm, M. H-ser, R. Ahlrichs, Chem. Phys. Lett.
1995, 242, 652.
[23] C. Gonz#lez, H. B. Schlegel, J. Phys. Chem. 1990, 94, 5523.
[24] Selected examples from the Houk group: a) K. N. Houk, R. W. Gandour,
R. W. Strozier, N. G. Rondan, L. A. Paquette, J. Am. Chem. Soc. 1979, 101,
6797; b) D. H. Ess, K. N. Houk, J. Am. Chem. Soc. 2007, 129, 10646;
c) D. H. Ess, K. N. Houk, J. Am. Chem. Soc. 2008, 130, 10187; d) S. Osuna,
K. N. Houk, Chem. Eur. J. 2009, 15, 13219; e) D. N. Kamber, L. A. Nazaro-
va, Y. Liang, S. A. Lopez, D. M. Patterson, H.-W. Shih, K. N. Houk, J. A. Pre-
scher, J. Am. Chem. Soc. 2013, 135, 13680; f) Y. Cao, Y. Liang, L. Zhang, S.
Osuna, A.-L. M. Hoyt, A. L. Briseno, K. N. Houk, J. Am. Chem. Soc. 2014,
Chem. Eur. J. 2017, 23, 6634 – 6642 www.chemeurj.org T 2017 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim6641
Full Paper
136, 10743; g) J. M. Medina, J. L. Mackey, N. K. Garg, K. N. Houk, J. Am.
Chem. Soc. 2014, 136, 15798.
[25] E. J. Baerends, J. Autschbach, A. Berces, J. A. Berger, F. M. Bickelhaupt, C.
Bo, P. L. de Boeij, P. M. Boerrigter, L. Cavallo, D. P. Chong, L. Deng, R. M.
Dickson, D. E. Ellis, M. van Faassen, L. Fan, T. H. Fischer, C. Fonseca Guer-
ra, S. J. A. van Gisbergen, J. A. Groeneveld, O. V. Gritsenko, M. Grening,
F. E. Harris, P. van den Hoek, C. R. Jacob, H. Jacobsen, L. Jensen, E. S. Ka-
dantsev, G. van Kessel, R. Klooster, F. Kootstra, E. van Lenthe, D. A. Mc-
Cormack, A. Michalak, J. Neugebauer, V. P. Nicu, V. P. Osinga, S. Patch-
kovskii, P. H. T. Philipsen, D. Post, C. C. Pye, W. Ravenek, P. Romaniello, P.
Ros, P. R. T. Schipper, G. Schreckenbach, J. Snijders, M. Sol/, M. Swart, D.
Swerhone, G. Te Velde, P. Vernooijs, L. Versluis, L. Visscher, O. Visser, F.
Wang, T. A. Wesolowski, E. M. van Wezenbeek, G. Wiesenekker, S. K.
Wolff, T. K. Woo, A. L. Yakovlev, T. Ziegler, Computer Code ADF 2014.01,
Scientific Computing and Modeling NV, Amsterdam, The Netherlands,
http://www.scm.com.
[26] J. G. Snijders, E. J. Baerends, P. Vernoojs, At. Data Nucl. Data Tables 1981,
26, 483.
[27] J. Krijn, E. J. Baerends, Fit Functions in the HFS Method, Internal Report
(in Dutch), Vrije Universiteit Amsterdam, The Netherlands, 1984.
[28] a) E. van Lenthe, E. J. Baerends, J. G. Snijders, J. Chem. Phys. 1993, 99,
4597; b) E. van Lenthe, E. J. Baerends, J. G. Snijders, J. Chem. Phys. 1994,
101, 9783; c) E. van Lenthe, A. Ehlers, E. J. Baerends, J. Chem. Phys. 1999,
110, 8943.
[29] a) M. J. S. Dewar, J. Am. Chem. Soc. 1984, 106, 209; b) W. T. Borden, R.
Loncharich, K. N. Houk, Annu. Rev. Phys. Chem. 1988, 39, 213.
[30] Leroy has proposed the term asynchronism in similar contexts. See: G.
Leroy, M. Sana, Tetrahedron 1975, 31, 2091.
[31] A. Moyano, M. A. Peric#s, E. Valent&, J. Org. Chem. 1989, 54, 573.
[32] a) B. Lecea, A. Arrieta, G. Roa, J. M. Ugalde, F. P. Coss&o, J. Am. Chem. Soc.
1994, 116, 9613; b) B. Lecea, A. Arrieta, X. Ljpez, J. M. Ugalde, F. P.
Coss&o, J. Am. Chem. Soc. 1995, 117, 12314.
[33] K. B. Wiberg, Tetrahedron 1968, 24, 1083.
[34] a) J. P. Foster, F. Weinhold, J. Am. Chem. Soc. 1980, 102, 7211; b) A. E.
Reed, F. Weinhold, J. Chem. Phys. 1985, 83, 1736; c) A. E. Reed, R. B.
Weinstock, F. Weinhold, J. Chem. Phys. 1985, 83, 735; d) A. E. Reed, L. A.
Curtiss, F. Weinhold, Chem. Rev. 1988, 88, 899.
[35] A similar reaction profile has been reported for the strongly related
Diels –Alder cycloaddition between anthracene and tetracyanoethylene.
See: K. E. Wise, R. A. Wheeler, J. Phys. Chem. A 1999, 103, 8279.
[36] L. J. Andrews, R. M. Keefer, J. Am. Chem. Soc. 1955, 77, 6284.
[37] M. Mitoraj, A. Michalak, J. Mol. Model. 2007, 13, 347.
[38] M. P. Mitoraj, A. Michalak, T. Ziegler, J. Chem. Theory Comput. 2009, 5,
962.
[39] I. Fern#ndez, G. Frenking, Chem. Eur. J. 2007, 13, 5873. See also refer-
ence [1e] .
[40] For selected applications of the EDA method to estimate ASE values,
see: a) I. Fern#ndez, G. Frenking, Faraday Discuss. 2007, 135, 403; b) I.
Fern#ndez, M. Duvall, J. I. Wu, P. v. R. Schleyer, G. Frenking, Chem. Eur. J.
2011, 17, 2215; c) I. Fern#ndez, J. I. Wu, P. v. R. Schleyer, Org. Lett. 2013,
15, 2990.
[41] For a study on the factors controlling the nonplanarity in metallaben-
zenes, see: J. Zhu, G. Jia, Z. Lin, Organometallics 2007, 26, 1986.
Manuscript received: February 6, 2017
Accepted Article published: March 24, 2017
Final Article published: April 20, 2017
Chem. Eur. J. 2017, 23, 6634 – 6642 www.chemeurj.org T 2017 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim6642
Full Paper

Factors Governing the Diels−Alder Reactivity of (2,7)Pyrenophanes
Yago García-Rodeja and Israel Fernańdez*
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ABSTRACT: The physical factors governing the Diels−Alder reactivity of (2,7)pyrenophanes have been computationally
explored using state-of-the-art Density Functional Theory calculations. It is found that the [4 + 2]-cycloaddition reactions
between these cyclophanes and tetracyanoethylene, which occur concertedly through highly asynchronous transition states,
proceed with lower activation barriers and are more exothermic than the analogous process involving the parent planar pyrene.
The inﬂuence of the bent equilibrium geometry of the pyrenophane as a function of the length of the bridge as well as the nature
of the tether on the transformation are analyzed in detail. By means of the Activation Strain Model of reactivity and the Energy
Decomposition Analysis methods, a detailed quantitative understanding of the reactivity of this particular family of cyclophanes is
presented.
■ INTRODUCTION
Cyclophanes are characterized by having an aliphatic chain that
bridges two nonadjacent positions of an aromatic ring. Since the
isolation of the ﬁrst cyclophane, the archetypical [2.2]para-
cyclophane, by Brown and Farthing in 1949,1 the chemistry of
this family of compounds has experienced tremendous develop-
ment.2 Indeed, cyclophanes are nowadays ubiquitous species in
diﬀerent ﬁelds of organic and organometallic chemistry such as,
for instance, asymmetric catalysis,3 supramolecular chemistry,4
or materials science.5
Among the vast number of cyclophanes prepared so far,
pyrene-based cyclophanes, also known as pyrenophanes, have
attracted much attention recently.6 This is due to not only the
extraordinary photophysical and photochemical properties of
this particular polycyclic aromatic hydrocarbon7 but also its
importance as a key structural unit for the preparation of large
curved π-organic materials.6,8 For these reasons, a good number
of pyrenophanes having (1,3), (1,6), (1,7), (1,8), (2,4), (2,7),
and (4,9) bridging motifs have been prepared and fully
characterized.6 However, although considerable eﬀorts toward
the synthesis and structural analyses of these compound have
been made,6,9 their chemistry remains comparatively under-
developed. Thus, only a few reactions including Diels−Alder
cycloadditions,9b,10 and some unusual processes involving t-BuLi
and alkali metals,11 have been reported so far. This is somewhat
surprising if we take into account that the synthesis of
pyrenophane derivatives may provide access to novel species
with signiﬁcant potential applications in the above commented
ﬁelds.
Herein, we have focused on the Diels−Alder reactivity of
(2,7)pyrenophanes. Bodwell and co-workers reported that
[n](2,7)pyrenophanes 1 and 1,n-dioxa[n](2,7)pyrenophanes 2
undergo [4 + 2]-cycloaddition reactions with reactive
dienophiles such as tetracyanoethylene (TCNE) or 4-phenyl-
1,2,4-triazoline-3,5-dione (PTAD) at room temperature
(Scheme 1).9b,10 Interestingly, whereas pyrenophanes with n =
7 (1-m5 and 2-m5) easily react with TCNE, the next-higher
counterparts (n = 8, for instance, 2-m6 in Scheme 1a) are both
unreactive even when heating at 80 °C. A similar reactivity trend
was observed in the reactions with PTAD (see Scheme 1b).
Although it was suggested that the strain relief in the
transformation is likely responsible for this behavior, the physical
factors behind the observed diﬀerent Diels−Alder reactivities are
so far not fully understood.
Fortunately, the introduction of the so-called Activation Strain
Model (ASM)12 of reactivity in combination with the Energy
Decomposition Analysis (EDA)13 method has allowed us to
quantitatively understand the factors governing diﬀerent
fundamental processes in organic chemistry14,15 as well as
metal-mediated transformations.16 This approach has been
particularly useful to our current understanding of the Diels−
Alder reactions involving fullerenes17 as well as planar and bowl-
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ABSTRACT: The Diels−Alder reactivity of C59NH azafullerene has been
explored computationally. The regioselectivity of the process and the
factors controlling the reduced reactivity of this system with respect to the
parent C60 fullerene have been analyzed in detail by using the activation
strain model of reactivity and the energy decomposition analysis method.
It is found that the presence of the nitrogen atom and the CH fragment in
the fullerene reduces the interaction between the deformed reactants
along the entire reaction coordinate.
Due to their numerous potential applications in materialsscience and medicinal chemistry, fullerenes have become
a highly valuable molecular species.1 For this reason, it is not
surprising that since the discovery of the parent C60-fullerene,
2
a good number of synthetic methods have been developed to
produce new fullerene derivatives with tunable properties.3 In
sharp contrast, the chemistry of heterofullerenes, i.e. fullerenes
where carbon atoms of the cage are replaced by heteroatoms, is
comparatively underdeveloped. This is mainly due to the
diﬃculties associated with the preparation of such species.
Indeed, most of the known heterofullerenes have only been
prepared in the gas phase and detected by mass spectrometry.4
In this sense, azafullerenes constitute the only class of
heterofullerenes which have been synthesized in macroscopic
quantities. For instance, monoazafullerenes C59N and C69N
were isolated as the stable dimers (C59N)2 and (C69N)2,
respectively,5 and very recently also as their corresponding
endohedral species (H2O@C59N)2 and (H2@C59N)2.
6 In
addition, the azafullerene derivatives C59NH and C59NR5
have been also obtained on a preparative scale.7,8 Because of
their exceptional energy- and charge-transfer properties, C59N-
based donor−acceptor dyads were employed in organic solar
cells.7c,9 In this context, it would be highly desirable to
understand the factors which control the reactivity of these
particular heterofullerenes to produce novel azafullerene
derivatives that could be used in the design of more eﬃcient
solar cells.
In recent years, we have applied computational methods to
predict and gain a deeper insight into the reactivity of
fullerenes.10 In this regard, by means of the so-called Activation
Strain Model (ASM)11 of reactivity in combination with the
Energy Decomposition Analysis (EDA) method,12 we were
very recently able to fully understand those factors governing
the reactivity of fullerenes and related species.13 The insight
gained has allowed us not only to understand the reactivity of
these systems in a quantitative manner but also to guide future
experimental developments in the chemistry of fullerenes.
Herein, we are interested in further understanding the reactivity
of azafullerenes, which is almost completely unexplored to
date.14 To this end, we have selected the Diels−Alder (DA)
reaction between hydroazafullerene C59NH and cyclopenta-
diene (CP).
In contrast to the parent C60-fullerene, where the preferred
[6,6]-pyracylenic bonds are equivalent within the entire cage,
C59NH exhibits 16 chemically diﬀerent [6,6]-bonds (Figure 1).
In addition, two possible isomers per [6,6]-bond can be
produced in the DA reaction. Our calculations indicate that the
Received: October 5, 2016
Published: December 7, 2016
Figure 1. [6,6]-Bonds in C59NH considered in this study.
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barrier and reaction energy diﬀerences between both
approaches are negligible (<0.5 kcal/mol), and therefore,
below we only refer to the most favored approach.15
Similar to the reaction proﬁle computed for C60,
13a in all
cases the reaction proceeds with the formation of an initial
reactant complex (RC) which lies ca. −7.0 kcal/mol below the
separate reactants (see Table 1). The occurrence of this stable
van de Waals complex highlights the importance of including
dispersion corrections in the calculations involving fullerenes, as
suggested previously by us.13,16 From this species, a concerted
and relatively synchronous [4 + 2]-cycloaddition reaction takes
place (see the corresponding fully optimized transition states in
the Supporting Information) to produce the respective [6,6]-
cycloadduct in a highly exothermic reaction (ΔGR ca. −18 kcal/
mol).
According to the data gathered in Table 1, the DA reaction
with CP occurs preferentially, both kinetically and thermody-
namically, on [6,6]-bond 3, which belongs to the six-membered
ring where the nitrogen atom is present.17 Interestingly, the
computed energies clearly indicate that the DA reactivity of the
azafullerene C59NH is lower than that of C60 but higher than
that of prototytical dienophiles, from both kinetic and
thermodynamic points of view.18 This ﬁnding becomes evident
when comparing the barrier and reaction energies computed for
the process involving the [6,6]-bond 16, i.e. the farthest bond
to the nitrogen atom thus resembling the [6,6]-bond of C60,
which are also higher than those computed for the process
involving C60. This suggests that the heterocyclic ring in C59NH
strongly inﬂuences not only the rings close to it but also the
entire fullerenic cage. It is also worthy to note that the
regioselectivity of the DA in C59NH is expected to be low since
there are ﬁve bonds (1, 6, 9, 12, and 14) with barriers less than
0.5 kcal/mol higher than the addition with the lowest energy
barrier (3).
Although the reduced reactivity of C59NH may be initially
related to the slight destabilization of the corresponding
LUMO (−4.26 eV vs −4.20 eV, for C60 and C59NH,
respectively), the Activation Strain Model (ASM)11 of reactivity
was applied next to gain a quantitative understanding of the
origins of this reactivity trend. Within the ASM, also known as
the distortion/interaction model,19 the potential energy surface
ΔE(ζ) is decomposed along the reaction coordinate ζ into two
main contributions, namely the strain energy, ΔEstrain(ζ), plus
the interaction energy, ΔEint(ζ) (eq 1). Whereas the ΔEstrain
term is associated with the energy required to deform the
individual reactants from their equilibrium geometries, the
ΔEint term measures the interaction between the deformed
reactants as they approach each other.
ζ ζ ζΔ = Δ + ΔE E E( ) ( ) ( )strain int (1)
Figure 2 illustrates the computed activation strain diagrams
(ASD) for the cycloaddition reactions involving CP and C60
(solid lines) and C59NH (bond 3, dotted lines; bond 7, dashed
lines) from the respective reactant complexes up to the
corresponding transition states. The shapes of the diﬀerent
curves are rather similar in both cases. Thus, the interaction
energy between the deformed reactants, measured by the ΔEint
term, remains practically constant at the beginning of the
reaction mainly due to the onset of overlap and Pauli repulsion
between the occupied π orbitals on either of the reactants.
Then, the ΔEint term inverts at a certain point along the
reaction coordinate (i.e., at forming C···C distances of ca. 2.5
Å) and becomes increasingly more stabilizing when reaching
the corresponding transition state region. Similar behavior was
found in related DA reactions13,20 as well as in diﬀerent types of
pericyclic reactions.21 Nevertheless, the strong destabilizing
eﬀect of the deformation energy required to adopt the
transition state geometry (ΔEstrain) overcomes the stabilization
provided by the interaction term and therefore becomes the
major factor controlling the activation barrier of the process.
Despite that, the strain energy is not the physical factor
responsible for the diﬀerent reactivity of C60 and C59NH. As
clearly seen in Figure 2, the computed strain terms are rather
similar for both cycloaddition reactions, and even less
Table 1. Computed Relative Energies (in kcal/mol, at the BP86-D3/TZ2P+//RI-BP86-D3/def2-SVP level) and Free Energies
(within Parentheses, at the RI-BP86-D3/def2-SVP Level) for the Diels−Alder Cycloaddition Reactions between CP and C59NH
and C60 on [6,6]-Pyracylenic Bonds
[6,6]-bond ΔERCa ΔE‡b ΔERc ΔΔETSd ΔΔERe
1 −7.4 (2.8) 8.3 (12.6) −19.9 (−7.0) 0.4 (0.8) 1.9 (1.8)
2 −7.2 (2.8) 10.0 (13.9) −16.8 (−4.2) 2.0 (2.1) 5.1 (4.6)
3 −7.9 (1.8) 8.0 (11.8) −21.8 (−8.8) 0.0 (0.0) 0.0 (0.0)
4 −6.4 (3.2) 10.1 (14.7) −19.2 (−6.5) 2.1 (2.9) 2.6 (2.3)
5 −7.1 (3.0) 9.2 (13.4) −15.3 (−2.7) 1.2 (1.5) 6.5 (6.1)
6 −7.4 (2.9) 8.5 (12.7) −19.6 (−6.7) 0.5 (0.9) 2.2 (2.0)
7 −6.4 (3.3) 11.6 (16.3) −14.3 (−1.8) 3.6 (4.4) 2.2 (7.0)
8 −6.8 (3.2) 9.6 (14.1) −17.4 (−4.7) 1.6 (2.2) 7.5 (4.1)
9 −7.3 (2.6) 8.2 (13.4) −19.5 (−6.8) 0.2 (0.5) 4.5 (2.0)
10 −7.2 (2.9) 8.9 (13.1) −18.4 (−5.7) 0.9 (1.2) 2.3 (3.1)
11 −6.6 (3.3) 11.0 (15.6) −14.6 (−2.1) 3.0 (3.8) 7.2 (6.7)
12 −7.2 (2.9) 8.4 (12.6) −19.0 (−6.3) 0.4 (0.7) 2.8 (2.5)
13 −7.0 (3.1) 9.2 (13.6) −17.6 (−5.1) 1.2 (1.7) 4.2 (3.7)
14 −7.2 (2.8) 8.4 (12.7) −19.0 (−6.3) 0.4 (0.9) 2.8 (2.5)
15 −7.0 (3.0) 8.9 (13.3) −18.1 (−5.5) 0.9 (1.5) 3.7 (3.3)
16 −7.2 (2.9) 9.4 (13.8) −17.6 (−4.9) 1.5 (2.0) 4.2 (3.9)
C60
f −7.1 5.2g −23.4g
aReactant complex (RC) energy: ΔERC = E(RC) − E(C59NH) − E(CP). bActivation energy: ΔE‡ = E(TS) − E(RC). cReaction energy: ΔER =
E(cycloadduct) − E(C59NH) − E(CP).
dΔΔETS = ΔE‡(TSi) − ΔE‡(TS3).
eΔΔER = ΔER(bond i) − ΔER(bond 3).
fData taken from ref 13a
(computed at the same level of theory). gExperimental values of activation energy and reaction energy are 6.9 and −19.8 kcal/mol, respectively.16a
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destabilizing for the less reactive azafullerene system at the
transition state region. At variance, the interaction energy
between the deformed reactants is markedly stronger for the
reaction involving C60 as compared to C59NH. Therefore, it can
be concluded that the interaction energy constitutes the main
factor governing the diﬀerent reactivity of these fullerenes. For
instance, at the same C···C forming distance of 2.3 Å, the
diﬀerence in the interaction energy ΔΔEint = 3.7 kcal/mol
roughly matches the total energy diﬀerence between both
transformations (ΔΔE = 2.4 kcal/mol). The major role of the
interaction energy in the process becomes evident when
considering the ASD for the reaction involving the least reactive
[6,6]-bond of C59NH (bond 7, dashed lines in Figure 2).
Indeed, for this particular reaction, the strain energy is nearly
identical to that computed for the most reactive bond 3.
However, the interaction energy between the deformed
reactants is clearly weaker along the entire reaction coordinate,
and as a result, the computed activation barrier for this process
is much higher.
Further quantitative insight into the factors making the
interaction between the reactants weaker for the process
involving the azafullerene system can be gained by means of the
Energy Decomposition Analysis (EDA) method.12 Within this
method, the ΔEint term can be partitioned into meaningful
energy contributions (eq 2), namely the Pauli repulsion
(ΔEPauli, which comprises the closed-shell repulsion between
ﬁlled orbitals), ΔVelstat term (which corresponds to the classical
Coulombic/electrostatic attraction and repulsion between
electrons and nuclei), the orbital interaction (ΔEorb, which
accounts for electron-pair bonding, charge transfer, and
polarization), and the ΔEdisp term, which takes into account
the interactions which derive from dispersion forces. Therefore:
ζ ζ ζ ζ
ζ
Δ = Δ + Δ + Δ
+ Δ
E E V E
E
( ) ( ) ( ) ( )
( )
int Pauli elstat orb
disp (2)
Figure 3 graphically shows the evolution of the diﬀerent
contributions to the total interaction energy for the cyclo-
addition reactions involving C60 (solid lines) and C59NH (bond
3, dotted lines) along the reaction coordinate. Despite the latter
system beneﬁts from a less destabilizing Pauli repulsion,
particularly at the transition state region, the remaining
attractive interactions are clearly stronger for the process
involving the parent C60-fullerene. For instance, at the same
C···C forming distance of 2.3 Å, the computed ΔVelstat = −39.9
kcal/mol and ΔEorb = −40.7 kcal/mol values for the reaction
involving C59NH are comparatively lower (i.e., weaker) than
the respective values computed for C60 (ΔVelstat = −47.5 kcal/
mol and ΔEorb = −53.0 kcal/mol). In addition, the latter system
also beneﬁts from stronger dispersion interactions, albeit to a
much lesser extent (ΔΔEdisp = 2.5 kcal/mol). Therefore, it can
be concluded that the stronger interaction between the
deformed reactants computed for the cycloaddition between
CP and C60, which is translated into a lower activation barrier,
ﬁnds its origin mainly in the stronger orbital and electrostatic
interactions between the reactants practically along the entire
reaction coordinate.
Finally, the orbital interactions, ΔEorb, given by the EDA
method can be further quantitatively partitioned by using the
NOCV (Natural Orbital for Chemical Valence) extension of
the EDA method.22 Thus, the EDA-NOCV approach suggests
that two main molecular orbital interactions dominate the total
orbital interactions in these processes, namely the π(diene)→
π*(fullerene) and the reverse π(fullerene)→π*(diene) inter-
actions (see Figure 4, charge ﬂow is red → blue). The former
interaction is, as expected for a normal electronic demand DA
process, clearly higher than the reverse interaction (i.e., ΔE(ρ1)
> ΔE(ρ2)). Strikingly, both orbital interactions are clearly
stronger for the process involving C60 than for C59NH (see
Figure 4 for the interactions occurring at the same C···C
distance of ca. 2.3 Å). Therefore, it can be concluded that the
stronger orbital interactions in the parent C60-fullerene, which
leads to an enhanced DA reactivity as compared to its
azafullerene counterpart, derive mainly from a stronger
π(diene)→π*(fullerene) interaction, but also from a stronger
reverse π(fullerene)→π*(diene), albeit to a much lesser extent.
In conclusion, we have computationally analyzed the factors
controlling the DA reactivity of C59NH-azafullerene in
Figure 2. Comparative activation-strain diagrams for the Diels−Alder
reactions between CP and C60 (solid lines), C59NH (bond 3, dotted
lines), and C59NH (bond 7, dashed lines) along the reaction
coordinate projected onto the shortest forming C···C bond distance.
All data have been computed at the ZORA-BP86-D3/TZ2P+//RI-
BP86-D3/def2-SVP level.
Figure 3. Decomposition of the interaction energy for the [4 + 2]-
cycloaddition reactions between CP and C60 (solid lines) and C59NH
(bond 3, dotted lines) along the reaction coordinate projected onto
the shortest forming C···C bond distance. All data have been
computed at the ZORA-BP86-D3/TZ2P+//RI-BP86-D3/def2-SVP
level.
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comparison with the parent C60-fullerene. Besides predicting
the regioselectivity of the transformation, the reduced reactivity
of the C59NH system has been quantitatively analyzed in detail.
It is found that the presence of the nitrogen atom and the CH
fragment in the fullerene strongly modiﬁes the nature of the
cage in the sense that the interaction between the deformed
reactants along the reaction coordinate is remarkably reduced.
This weaker interaction is mainly the result of weaker
electrostatic and orbital interactions, the latter coming mainly
from a lower π(diene)→π*(fullerene) interaction. We believe
that the insight gained in this study will guide further
experimental developments in the less explored chemistry of
heterofullerenes.
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shaped polycyclic aromatic hydrocarbons, species which are
strongly related to the (2,7)pyrenophanes considered herein.18
Therefore, in this study we report the application of the ASM
method to gain a deeper, quantitative insight into the Diels−
Alder reactivity of this particular family of cyclophanes. Issues
such as the inﬂuence of the length of the aliphatic bridge
connecting the positions 2 and 7 of the pyrene nucleus as well as
the nature of the tether on the transformation will be also
analyzed in detail.
■ THEORETICAL METHODS
Computational Details. All the calculations reported in this paper
were obtained with the GAUSSIAN 09 suite of programs.19 All
reactants, transition structures, and cycloadducts were optimized using
the B3LYP functional20 in conjunction with the D3 dispersion
correction suggested by Grimme et al.21 using the double-ζ quality
def2-SVP basis sets22 for all atoms. All stationary points were
characterized by frequency calculations.23 Reactants and cycloadducts
have positive deﬁnite Hessian matrices, whereas transition structures
(TSs) show only one negative eigenvalue in their diagonalized force
constant matrices, and their associated eigenvectors were conﬁrmed to
correspond to the motion along the reaction coordinate under
consideration using the Intrinsic Reaction Coordinate (IRC) method.24
Single-point calculations at the M06-2X25 level using the triple-ζ quality
plus polarization def2-TZVPP basis set22 for all atoms were performed
on the optimized geometries to reﬁne the computed energies. Solvent
eﬀects (solvent = benzene) were taken into account during the single-
point calculations using the Polarizable Continuum Model (PCM).26
This level is denoted PCM(benzene)-M06-2X/def2-TZVPP//B3LYP-
D3/def2-SVP.
Activation Strain Analyses of Reaction Proﬁles. The activation
strain model,12 also known as distortion/interaction model,27 is a fragment
approach to understanding chemical reactions, in which the height of
reaction barriers is described and understood in terms of the original
reactants. Within this approach, the potential energy surface ΔE(ζ) is
decomposed, along the reaction coordinate ζ, into two contributions,
namely the strain ΔEstrain(ζ) associated with deforming the individual
reactants plus the actual interaction ΔEint(ζ) between the deformed
reactants (eq 1):
ζ ζ ζΔ = Δ + ΔE E E( ) ( ) ( )strain int (1)
The strain ΔEstrain(ζ) is typically determined by the rigidity of the
reactants and to the extent at which groups must reorganize in a
particular reaction mechanism, whereas the interaction ΔEint(ζ)
between the reactants depends on their electronic structure and on
how they are mutually oriented as they approach each other. It is the
interplay between ΔEstrain(ζ) and ΔEint(ζ) that determines if and at
which point along ζ a barrier arises (i.e., at the point where dΔEstrain(ζ)/
Scheme 1. Diels−Alder Reactions Involving
(2,7)Pyrenophanes 1 and 2 (TCNE = Tetracyanoethylene,
PTAD = 4-Phenyl-1,2,4-triazoline-3,5-dione)
Figure 1. Computed reaction proﬁles for the Diels−Alder reactions between (2,7)pyrenophane 2-m5 and 2,7-dimethoxypyrene (DMP) with TCNE.
Relative energies and bond distances are given in kcal/mol and angstroms, respectively. All data have been computed at the PCM(benzene)-M06-2X/
def2-TZVPP//B3LYP-D3/def2-SVP level.
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dζ = −dΔEint(ζ)/dζ). The activation energy of a reaction ΔE‡ =
ΔE(ζTS) consists therefore of the activation strain ΔEstrain‡ =
ΔEstrain(ζTS) plus the TS interaction ΔEint‡ = ΔEint(ζTS):
Δ = Δ + Δ‡ ‡ ‡E E Estrain int (2)
Herein, the reaction coordinate is deﬁned as the projection of the IRC
on the shortest forming C···C distance between the carbon atom of the
pyrenophane and the carbon atom of TCNE. This reaction coordinate ζ
undergoes a well-deﬁned change in the course of the reaction from∞ to
the equilibrium C···C distance in the corresponding transition
structures.
■ RESULTS AND DISCUSSION
We ﬁrst compared the [4 + 2]-cycloaddition reactions of the 1,7-
dioxa[7](2,7)pyrenophane 2-m5 and the parent 2,7-dimethoxy-
pyrene (DMP) with TCNE to understand the inﬂuence of the
curvature imposed in the cyclophane on the transformation. As
readily seen in Figure 1, our calculations indicate that in both
cases the reaction proceeds via the exothermic formation of an
initial reactant complex which is transformed into the
corresponding cycloadduct in a concerted manner through the
transition states TS-2m5 and TS-DMP, respectively. These
saddle points are associated with the simultaneous, albeit highly
asynchronous, formation of both C−C bonds, a feature also
shared by related planar and bowl-shaped polycyclic aromatic
hydrocarbons.18 From the data in Figure 1, it becomes clear that
the cycloaddition reaction involving the pyrenophane is both
kinetically (ΔΔE‡ = 8.3 kcal/mol) and thermodynamically
(ΔΔER = 15.9 kcal/mol) favored over the analogous process
involving the parent planar DMP. This can be initially ascribed to
the bent equilibrium geometry of 2-m5 which (i) is greatly
relieved in the corresponding cycloadduct and (ii) better ﬁts into
the transition state structure as compared to the planar DMP. As
a result, the transition state TS-2m5 is reached much earlier than
the analogous TS-DMP (see Figure 1).
Further quantitative insight into the reasons behind the much
lower activation barrier associated with the process involving the
cyclophanes can be gained by means of the Activation Strain
Model (ASM) of reactivity. Figure 2 shows the computed
activation strain diagrams (ASD) for the above cycloaddition
reactions from the corresponding initial reactant complexes up to
the respective transition states. Not surprisingly, it is found that
the strain energy computed for the process involving 2-m5 is
clearly lower (i.e., less destabilizing) than that for the reaction
involving the parent DMP along the entire reaction coordinate.
For instance, at the transition state structures, a value ofΔEstrain =
49.4 kcal/mol was computed for the reaction involving the
pyrenophane whereas a much higher (i.e., more destabilizing)
value of ΔEstrain = 103.9 kcal/mol was computed for the parent
process involving DMP (Figure 2). This is of course a direct
consequence of the bent equilibrium geometry of 2-m5 which
requires less deformation to adopt the transition state geometry
as compared to the planar DMP. Therefore, although the
interaction energy is even slightly stronger for the DMP reaction
(see Figure 2), it can be concluded that the strain energy is the
main factor controlling the lower activation barrier computed for
the [4 + 2]-cycloaddition reaction involving (2,7)pyrenophane
2-m5. A similar ﬁnding was also observed not only in the related
[4 + 2]-cycloadditions between bowl-shaped polycyclic aromatic
hydrocarbons and cyclopentadiene18a but also in the [3 + 2]-
cycloaddition reactions involving group 14 heteroallenes and
triple bonds.28
Inﬂuence of the Length of the Bridge. In order to
investigate the eﬀect of the length of the tether on the Diels−
Alder reactivity of (2,7)pyrenophanes, we considered the [4 + 2]-
cycloaddition reactions between TCNE and 1,n-dioxa[n](2,7)-
pyrenophanes 2 (n = 5 to 10; see Table 1).
Table 1 gathers the activation barriers, reaction energies, and
activation strain data of the considered Diels−Alder cyclo-
addition reactions at the PCM(benzene)M06-2X/def2-
TZVPP//B3LYP-D3/def2-SVP level. In all cases, it is found
that the transformation begins with an initial reactant complex
(located at ca.−10 kcal/mol below the separate reactants) which
is transformed into the respective cycloadducts through the
concerted and asynchronous transition states TS2 (see also
Figure 3). Regardless of the length of the bridge, the process
involving pyrenophanes 2 is systematically easier from a kinetic
point of view (ΔE‡ in the range of 16.9 to 24.3 kcal/mol) and
more exothermic (ΔE‡ in the range of −3.7 to −32.9 kcal/mol)
than the analogous cycloaddition involving the parent DMP.
Despite that, there is a smooth convergence to the DMP barrier
and reaction energies if the length of the tether is increased. Thus,
the activation barrier energy becomes higher and the cyclo-
addition becomes less exothermic as the length of the aliphatic
bridge becomes longer. This eﬀect can be once again ascribed to
the equilibrium geometry of the pyrenophane reactant, which
steadily becomes increasingly more bent as the length of the
tether becomes shorter. Indeed, good linear relationships
between the activation barriers as well as the reaction energies
and the curvature of the pyrenophane (measured by the
geometrical parameter h, see Figure 4 for a deﬁnition) were
found (correlation coeﬃcients of 0.95 and 0.96, respectively,
Figure 4), which conﬁrms the crucial role of the bent geometry of
the pyrenophane on the process. Please note that the computed
barrier and reaction energies computed for 2-m6, the next-higher
homologue of 2-m5, are not that unfavorable as compared to the
data computed for 2-m5. Therefore, the experimentally observed
lack of reactivity of this species should be attributed to an
experimental issue rather than to the intrinsic reactivity of 2-m6
(indeed, this species is able to undergo the analogous Diels−
Alder reaction with PTAD; see Scheme 1).10
Figure 2. Comparative activation-strain diagrams of the [4 + 2]-
cycloaddition reactions between TCNE and 2,7-dimethoxypyrene
(solid lines) and (2,7)pyrenophane 2-m5 (dashed lines) along the
reaction coordinate projected onto the forming C···C bond distance. All
data have been computed at the PCM(benzene)-M06-2X/def2-
TZVPP//B3LYP-D3/def2-SVP level.
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Not surprisingly, the ASM of reactivity indicates that the
activation strain energy, ΔEstrain‡, follows the same trend as the
activation barrier; i.e., processes with higher barriers are
associated with higher deformation energies (see Table 1).
Table 1. Computed Energies (in kcal/mol, PCM(Benzene)-M06-2X/def2-TZVPP//B3LYP-D3/def2-SVP Level) for the Diels−
Alder Cycloaddition Reactions between TCNE and (2,7)Pyrenophanes 2
compd m ΔERCa ΔE‡b ΔERc ΔEstrain,TCNE‡d ΔEstrain,2‑mx‡e ΔEstrain‡f ΔEint‡g hh
2-m3 3 −9.5 16.9 −32.9 20.7 23.2 43.9 −36.5 2.125
2-m4 4 −9.8 17.6 −30.0 21.6 23.0 44.6 −36.8 1.922
2-m5 5 −10.0 18.8 −22.3 23.5 25.9 49.4 −40.6 1.659
2-m6 6 −10.1 19.2 −14.2 30.0 30.3 60.3 −51.2 1.332
2-m7 7 −10.5 21.4 −7.1 37.9 42.1 80.0 −69.1 1.086
2-m8 8 −10.7 24.3 −3.7 38.2 43.9 82.1 −68.6 0.800
DMP − −13.7 27.1 6.4 51.3 52.6 103.9 −90.5 0.000
aReactant complex (RC) energy: ΔERC = ERC − E(pyrenophane/DMP) − E(TCNE). bActivation energy: ΔE‡ = E(TS) − E(RC). cReaction
energy: ΔER = E(cycloadduct) − E(pyrenophane/DMP) − E(TCNE). dΔEstrain,TCNE‡ = ETCNE(TS) − ETCNE. eΔEstrain,2‑mx‡ = E2‑mx(TS) − E2‑mx.
fΔE‡strain = ΔEstrain,TCNE‡ + ΔEstrain,2‑mx‡.
gΔEint‡ = E(TS) − ETCNE(TS) − E2‑mx(TS).
hh values (in Å, for a deﬁnition see Figure 4).
Figure 3. Fully optimized geometries (B3LYP-D3/def2-SVP level) of the transition states involved in the Diels−Alder cycloaddition reactions between
TCNE and (2,7)pyrenophanes 2 (m = 3 to 8). Bond distances are given in angstroms.
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This ﬁnding provides further support to the above conclusion
about the crucial role of the initial curvature of the pyrenophane
on the cycloaddition. Therefore, cyclophanes with high h values
(i.e., having shorter tethers) already possess a bent equilibrium
geometry which better ﬁts into the corresponding transition state
structure. As a consequence, these species require less
deformation and, as a result, lower activation barriers. As
expected, a good linear correlation was found when plotting the
computedΔEstrain‡ vsΔE‡ (correlation coeﬃcient of 0.93, Figure
5), which conﬁrms that the [4 + 2]-cycloaddition reactions
involving (2,7)pyrenophanes are mainly controlled by the energy
required by the cyclophane to adopt the geometry of the
corresponding transition state. In this sense, it is not surprising
either that the transition states associated with lower barriers
(with higher h values and shorter bridges) are reached earlier
than those associated with higher barriers (having lower h values
and longer bridges; see Figure 3).
Inﬂuence of the Nature of the Tether. We ﬁnally were
curious to analyze the eﬀect of the presence of an aryl group in
the bridge of (2,7)pyrenophanes on the [4 + 2]-cycloaddition
reaction with TCNE. Although compound 6-H (Table 2) was
also prepared by Bodwell and co-workers,29 nothing is known
about its reactivity.
The computed curvature value h for 6-H is 1.358 Å (Table 2).
This value is higher than that computed for the analogous all-
carbon tethered (2,7)pyrenophane, i.e. having eight CH2
moieties connecting the positions 2 and 7 of the pyrene (h =
1.207 Å), and as a consequence, the computed activation barrier
is lower (ΔE‡ = 18.9 vs 19.5 kcal/mol). Moreover, the h value of
6-H is rather similar to that computed for the 1,6-dioxa[6](2,7)-
pyrenophanes 2-m6 (h = 1.332 Å, see Table 1). However, the
computed activation barrier for the cycloaddition involving 6-H
does not resemble that for 2-m6 but for the next-lower
homologue 2-m5 (ΔE‡ = 18.9 vs 18.8 kcal/mol)30 despite the
latter species possessing a more bent equilibrium geometry (h =
1.659 Å). This suggests that, in addition to the curvature, there
should be another factor which enhances the Diels−Alder
reactivity of this particular pyrenophane. Indeed, application of
the NCIPLOT method31 reveals the occurrence of a strong
noncovalent π−π attractive interaction between the aryl
fragment and the pyrene moiety (Figure 6). We hypothesize
that this intramolecular interaction makes the pyrene fragment a
better diene and, consequently, enhances the interaction
between the pyrenophane and the dienophile TCNE.
To support this hypothesis, we modiﬁed the electronic nature
of the aryl fragment by introducing substituents at the adjacent
positions to the carbon atoms involved in the aromatic bridge.
Clearly, the presence of good π-donor substituents such as NH2
groups (compound 6-NH2) further enhances the Diels−Alder
reactivity of the system in view of the lower computed activation
barrier of 17.6 kcal/mol (Table 2). Note that this species
presents a curvature h value of 1.348 Å, which is even lower (i.e.,
less bent) than that for 6-H, which highlights the importance of
the π−π intramolecular interaction (Figure 6). A similar
reactivity enhancement is found for the dimethoxy-substituted
Figure 4. Plot of the activation barriers (ΔE‡) and reaction energies
(ΔER) versus the curvature parameter h. Inset: geometrical deﬁnition of
parameter h (deﬁned as the distance between the center of the bond
connecting the central C3a1 and C5a1 atoms and the center of the line
connecting C2 and C7 atoms).
Figure 5. Plot of the barrier energies (ΔE‡) versus activation strain
energies (ΔEstrain‡) for the Diels−Alder cycloaddition reactions between
TCNE and pyrenophanes 2 and 2,7-dimethoxypyrene. Energy values
were computed a t the PCM(benzene) -M06 -2X/de f2 -
TZVPP//B3LYP-D3/def2-SVP level.
Table 2. Computed Energies (in kcal/mol, PCM(Benzene)-
M06-2X/def2-TZVPP//B3LYP-D3/def2-SVP level) for the
Diels−Alder Cycloaddition Reactions between TCNE and
(2,7)Pyrenophanes 6
compd ΔERCa ΔE‡b ΔERc hd
6-H −11.4 18.9 −15.3 1.358
6-NH2 −12.3 17.6 −14.8 1.348
6-OMe −11.9 18.3 −14.8 1.357
6-CN −10.4 20.2 −12.0 1.327
6-F −10.8 20.3 −13.4 1.328
aReactant complex (RC) energy: ΔERC = ERC − E(pyrenophane) −
E(TCNE). bActivation energy: ΔE‡ = E(TS) − E(RC). cReaction
energy: ΔER = E(cycloadduct) − E(pyrenophane) − E(TCNE). dh
values (in Å, for a deﬁnition see Figure 4).
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cyclophane 6-OMe (ΔE‡ = 18.3 kcal/mol). In contrast, the
introduction of electron-withdrawing substituents such as CN
groups (6-CN) leads to the opposite eﬀect and a higher reaction
barrier is computed for this species (ΔE‡ = 20.2 kcal/mol, Table
2). A similar eﬀect is found for 6-F, possessing four ﬂuorine
atoms in the aryl fragment (see Table 2). Therefore, it can be
concluded that the reactivity of pyrenophanes having an aryl
fragment in their bridges is not exclusively governed by the extent
of the curvature of their equilibrium geometries, as it occurs in
their aliphatic counterparts. Intramolecular π−π interactions
must be also taken into account as they tune the electronic
properties of the pyrene moiety.
Although the computed HOMO(pyrenophane)−LUMO-
(TCNE) gap qualitatively agrees with the computed reactivity
trend: 0.64 eV (6-F) > 0.34 eV (6-H) > 0.08 eV (6-NH2), we
ﬁnally applied the NOCV (Natural Orbital for the Chemical
Valence)32 extension of the EDA method13 to quantitatively
assess the strength of the π(diene)−π*(dienophile) orbital
interaction in the cycloaddition.33 From the data in Figure 7,
which depicts the corresponding deformation densities (Δρ) of
the pairwise orbital interactions at the corresponding transition
states, it becomes clear that this π→ π* interaction follows the
same trend as that followed by the corresponding activation
barriers: −104.6 kcal/mol (6-NH2) > −101.1 kcal/mol (6-H) >
−98.4 kcal/mol (6-CN). Therefore, it is quantitatively conﬁrmed
that the π−π intramolecular interaction in these species does
modify the electronic nature of the pyrene moiety and,
consequently, the reactivity of the system. Thus, whereas
electron-rich aryl groups in the tether make the pyrene−
TCNE interaction stronger and, as a result, lead to lower
activation barriers, the presence of electron-withdrawing groups
provokes the opposite eﬀect.
■ CONCLUSIONS
From the computational study reported herein, the following
conclusions can be drawn: (i) similar to the process involving the
parent 2,7-dimethoxypyrene, the Diels−Alder reactions between
tetracyanoethylene and (2,7)pyrenophanes proceed concertedly
through highly asynchronous transition states. (ii) Despite that,
the processes involving pyrenophanes occur systematically with
lower activation barriers and are more exothermic than the
analogous cycloaddition reaction involving the parent DMP. (iii)
This is mainly due to the fact that these cyclophanes already
possess a bent geometry which better ﬁts into the corresponding
transition state geometry therefore requiring signiﬁcant less
deformation. (iv) Interestingly, there is a smooth convergence to
the DMP barrier and reaction energies if the length of the tether
of the cyclophane is increased. Thus, the barrier energy becomes
higher and the cycloaddition becomes less exothermic as the
length of the aliphatic bridge becomes longer. This is a direct
consequence of the curvature of the pyrenophane, which
becomes lower also when the length of the aliphatic bridge
becomes longer. (v) Finally, in those species having an aromatic
fragment in the tether, the Diels−Alder reactivity is not
exclusively controlled by the curvature of the system. In these
cases, there exists a remarkable intramolecular π−π interaction
between the aryl fragment and the pyrene moiety which does
modify the electronic nature of the pyrene moiety and,
consequently, the interaction between the pyrenophane and
the dienophile TCNE and, ultimately, the activation barrier of
the process.
■ ASSOCIATED CONTENT
*S Supporting Information
The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/acs.joc.7b01449.
Figure S1, Cartesian coordinates (in Å), and total energies
(in a.u.) of all the stationary points discussed in the text
(PDF)
■ AUTHOR INFORMATION
Corresponding Author
*E-mail: israel@quim.ucm.es.
Figure 6. Contour plots of the reduced density gradient isosurfaces (density cutoﬀ of 0.03 au) representing the noncovalent interactions in (2,7)-
pyrenophanes 6-H, 6-NH2, and 6-CN.
Figure 7. Plot of the deformation densities (Δρ) of the pairwise orbital interactions between TCNE and pyrenophanes 6 and associated stabilization
energies (ΔE(ρ), in kcal/mol). The color code of the charge ﬂow is red→ blue.
The Journal of Organic Chemistry Article
DOI: 10.1021/acs.joc.7b01449
J. Org. Chem. 2017, 82, 8157−8164
8162
ORCID
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Understanding the Reactivity of Ion-Encapsulated Fullerenes
Yago Garc&a-Rodeja,[a] Miquel Sol/,[b] F. Matthias Bickelhaupt,[c, d] and Israel Fern#ndez*[a]
Abstract: The influence of the encapsulation of an ion
inside the C60 fullerene cage on its exohedral reactivity was
explored by means of DFT calculations. To this end, the
Diels–Alder reaction between 1,3-cyclohexadiene and M@C60
(M=Li+ , Na+ , K+ , Be2+ , Mg2+ , Al3+ , and Cl@) was studied
and compared to the analogous process involving the
parent C60 fullerene. A significant enhancement of the Diels–
Alder reactivity is found for systems having an endohedral
cation, whereas a clear decrease in reactivity is observed
when an anion is encapsulated in the C60 cage. The origins
of this reactivity trend were quantitatively analyzed in detail
by using the activation strain model of reactivity in combina-
tion with energy decomposition analysis.
Introduction
Endohedral metallofullerenes (EMFs) are a class of fullerenes in
which a transition metal fragment is encapsulated inside the
fullerene cage.[1, 2] Since the detection of La@C60 by Smalley
and co-workers in 1985,[3] the chemistry of this type of ful-
lerenes has experienced remarkable development. As a result,
a good number of EMFs having interesting properties for po-
tential applications in materials science and biomedicine have
been prepared.[1, 2]
Closely related to these EMFs are ion-encapsulated ful-
lerenes, that is, fullerenes having an endohedral ion, which
have emerged as a new family of endohedral fullerenes quite
recently.[4] Although only Li+@C60 has been experimentally iso-
lated and fully characterized, it is clear that the encapsulation
of an ion inside the fullerene cage has a tremendous impact
on the electronic properties of the fullerene. For instance, this
cationic fullerene is reported to form the highly stable donor–
acceptor Li+@C60%[10]CPP supramolecular nanocarbon struc-
ture (CPP=cycloparaphenylene) due to the strong charge-
transfer interaction between [10]CPP and Li+@C60.
[5] Moreover,
Li+@C60 has been also found to have interesting nonlinear op-
tical properties,[6] to be a molecular switch at low tempera-
tures,[7] and to be an efficient photosensitizer for the genera-
tion of singlet oxygen in water.[8]
The presence of the lithium cation also modifies the exohe-
dral reactivity of the C60 moiety.
[9,10] Indeed, Li+@C60 shows
greatly enhanced reactivity in photoinduced electron-transfer
reductions with electron donors compared to hollow C60.
[11]
Diels–Alder (DA) cycloaddition reactions between cyclopenta-
diene or 1,3-cyclohexadiene and Li+@C60 were reported to be
significantly faster than the analogous processes involving the
parent C60 fullerene.
[10] Thus, the observed activation barrier for
the DA reaction of Li+@C60 and C6H8 (11.0 kcalmol
@1) was
about 6 kcalmol@1 lower than that for the reaction involving
empty C60 (16.8 kcalmol
@1).[10b] This enhanced DA reactivity has
been qualitatively attributed to the decrease of the HOMO(-
diene)–LUMO(fullerene) gap as a consequence of stabilization
of the Li+@C60 LUMO (ELUMO=@3.74 and @2.70 eV for Li+@C60
and C60, respectively).
[10b] Note that, as has repeatedly been re-
ported,[12] the use of frontier molecular orbital (FMO) argu-
ments to rationalize the reactivity, particularly in pericyclic re-
actions, may lead to misleading conclusions, as the FMO inter-
actions are exclusively computed at the equilibrium geome-
tries of the reactants, which therefore ignores interactions oc-
curring in the transition-state region or at any other point
along the reaction coordinate.
The introduction of the activation strain model (ASM)[13] of
reactivity in combination with energy decomposition analysis
(EDA)[14] has allowed us to gain quantitative insight into differ-
ent fundamental processes in organic[15] and organometallic[16]
chemistry along the entire reaction coordinate. This approach
has been particularly useful to quantitatively understanding
the DA reactivity and selectivity of empty and endohedral ful-
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lerenes[17,18] as well as those of closely related curved and
planar polycyclic aromatic hydrocarbons.[19] For this reason, we
decided to apply the combined ASM-EDA method to explore
the influence of an encapsulated endohedral ion (M=Li+ , Na+,
K+ , Cl@ , Be2+ , Mg2+ , Al3+) on the exohedral reactivity of the
C60 fullerene cage. To this end, we considered DA reactions in-
volving these ion-encapsulated M@C60 species and 1,3-cyclo-
hexadiene (experimentally studied for Li+@C60)
[10b] and com-
pared them with the process involving the parent C60 fuller-
ene. The results of our ASM-EDA study complement and
expand previous theoretical studies[20] on similar cationic spe-
cies (based mainly on FMO arguments) aimed at rationalizing
the poorly understood reactivity of this family of fullerenes.
Computational Details
Geometry optimizations of the molecules were performed without
symmetry constraints by using the Gaussian 03[21] optimizer to-
gether with Turbomole 6.6[22] energies and gradients at the
BP86[23]/def2-SVP[24] level of theory with the D3 dispersion correc-
tion suggested by Grimme et al.[25] and the resolution-of-identity
(RI) approximation.[26] This level of theory is denoted RI-BP86-D3/
def2-SVP and was selected because it provided very good results
for Diels–Alder reactions involving related fullerenes.[17,18] Reactants
and cycloadducts were characterized by frequency calculations
and have positive definite Hessian matrices. Transition states (TSs)
show only one negative eigenvalue in their diagonalized force con-
stant matrices, and their associated eigenvectors were confirmed
to correspond to the motion along the reaction coordinate under
consideration by using the intrinsic reaction coordinate (IRC)
method.[27] Single-point energy refinements were carried out by
using the D3-corrected metahybrid M06-2X[28] functional in con-
junction with the triple-z-quality def2-TZVPP basis sets.[24] This level
is therefore denoted M06-2X-D3/def2-TZVPP//RI-BP86-D3/def2-SVP.
Activation strain analyses of reaction profiles
The activation strain model of reactivity, also known as the distor-
tion/interaction model,[29] is a fragment approach to understanding
chemical reactions in which the height of reaction barriers is de-
scribed and understood in terms of the original reactants.[9] The
ASM is a systematic extension of the fragment approach from
equilibrium structures to TSs as well as nonstationary points, for
example, points along a reaction coordinate. Thus, the potential-
energy surface DE(z) is decomposed, along the reaction coordinate
z, into the strain DEstrain(z) associated with deforming the individual
reactants plus the actual interaction DEint(z) between the deformed
reactants [Eq. (1)]:
DEðzÞ ¼ DEstrainðzÞ þ DEintðzÞ ð1Þ
The strain DEstrain(z) is determined by the rigidity of the reactants
and by the extent to which groups must reorganize in a particular
reaction mechanism, whereas the interaction DEint(z) between the
reactants depends on their electronic structure and on how they
are mutually oriented as they approach each other. It is the inter-
play between DEstrain(z) and DEint(z) that determines if and at which
point along z a barrier arises, namely, at the point where
dDEstrain(z)/dz=@dDEint(z)/dz.
In the cycloaddition reactions considered herein, the reaction coor-
dinate is defined as the projection of the IRC onto the forming
C···C distance between the carbon atom of the fullerene and the
carbon atom of the diene. This reaction coordinate z undergoes
a well-defined change in the course of the reaction from the initial-
ly formed reactant complexes to the equilibrium C···C distance in
the corresponding TSs.
Energy decomposition analysis
The interaction DEint(z) between the strained reactants can be fur-
ther partitioned with the help of energy decomposition analysis
(EDA).[14] In this approach, this term is decomposed into the follow-
ing physically meaningful terms [Eq. (2)]:
DE intðzÞ ¼ DVelstatðzÞ þ DEPauliðzÞ þ DEorbðzÞ þ DEdispðzÞ ð2Þ
The term DVelstat corresponds to the classical electrostatic interac-
tion between the unperturbed charge distributions of the de-
formed reactants and is usually attractive. The Pauli repulsion
DEPauli comprises the destabilizing interactions between occupied
orbitals and is responsible for any steric repulsion. The orbital inter-
action DEorb accounts for electron-pair bonding, charge transfer (in-
teraction between occupied orbitals on one moiety and unoccu-
pied orbitals on the other, including HOMO–LUMO interactions),
and polarization (empty–occupied orbital mixing on one fragment
due to the presence of another fragment). Finally, the DEdisp term
takes into account the interactions due to dispersion forces. More-
over, the NOCV (natural orbital for chemical valence)[30] extension
of the EDA method has been also used to further partition the
DEorb term. The EDA-NOCV approach
[31] provides pairwise energy
contributions for each pair of interacting orbitals to the total bond
energy.
The program package ADF 2016.01[32] was used for the EDA-NOCV
calculations at the BP86-D3 level of theory, in conjunction with
a triple-z-quality basis set with uncontracted Slater-type orbitals
(STOs) augmented by two sets of polarization functions with
a frozen-core approximation for the core electrons. Auxiliary sets of
s, p, d, f, and g STOs were used to fit the molecular densities and
to represent the Coulomb and exchange potentials accurately in
each SCF cycle.[33] Scalar relativistic effects were incorporated by
applying the zeroth-order regular approximation (ZORA).[34] This
level of theory is denoted ZORA-BP86-D3/TZ2P//RI-BP86-D3/def2-
SVP.
Results and Discussion
We first explored the DA reactions of 1,3-cyclohexadiene with
cationic M+@C60 (M
+=Li+ , Na+ , K+) and the parent C60 ful-
lerenes. We focused only on the cycloaddition reactions involv-
ing the [6,6]-pyracylenic bond of the C60 cage, because this
bond was found previously to be favored over the [5,6]-coran-
nulenic bond for both parent C60
[17] and ion-encapsulated M+
@C60 fullerenes (M
+=group 1 element).[20a] In agreement with
previous calculations,[10b,20a] the computed reaction profiles de-
picted in Figure 1 indicate that in all cases the cycloaddition
reaction occurs concertedly via an initial reactant complex
(RC), which is transformed into the corresponding cycloadduct
(CA) via a highly synchronous transition state (TS, see
Figure 2). The data in Figure 1 confirm that the encapsulation
of a group 1 cation inside the fullerene cage induces a signifi-
cant decrease of the activation barrier (DEa=17.1>12.2>
11.8>10.4 kcalmol@1 for M=none, Li+ , Na+ , K+ , respectively).
Chem. Eur. J. 2017, 23, 11030 – 11036 www.chemeurj.org T 2017 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim11031
Full Paper
In addition, the process also becomes more and more exother-
mic going down the group (DER=@29.8<@35.0<@35.6<
@36.6 kcalmol@1 for M=none, Li+ , Na+ , K+ , respectively). In
sharp contrast, the presence of an anion in the cage (Cl@ in
this study) provokes the opposite effect, that is, the process
becomes kinetically (DEa=20.9 kcalmol
@1) and thermodynami-
cally (DER=@26.4 kcalmol@1) less favored than that involving
free C60. Our computed M06-2X-D3/def2-TZVPP//RI-BP86-D3/
def2-SVP activation energies for the processes involving C60
and Li+@C60 are in very good agreement with the available ex-
perimental data (17.1 and 12.2 kcalmol@1 versus 16.8 and
11.0 kcalmol@1, respectively),[10b] and this validates the selected
computational method for this study. It is noteworthy that Li+
@C60 is the only system in which the encapsulated ion is locat-
ed off-center in all stationary points located, except for the re-
actants. This result is not surprising in view of previous studies
showing the high mobility of Li+ in Li+@C60.
[7,35]
Interestingly, there is a clear linear relationship between the
computed activation and reaction energies (correlation coeffi-
cient of 0.99, standard deviation of 0.24, and slope of 1.01;
Figure 3), which therefore satisfies the empirical relationship
given by Brønsted, Dimroth, Marcus, and Bell–Evans–Polanyi
(also known as the Bema Hapothle relationship).[36] The studied
DA reaction also follows the Hammond–Leffer postulate.[37] As
stated by this postulate, more reactant-like TSs are expected
for more exothermic transformations. Indeed, closer inspection
of the forming C···C distances of the optimized transition
states in Figure 2 nicely confirms that earlier transition states
(M+@C60) are associated with higher exothermicities, whereas
less exothermic cycloadditions involve later transition states
(C60 and Cl
@@C60). A similar linear correlation was also observed
for the DA reactions involving cyclopentadiene and the strong-
ly related endohedral Ng2@C60 (Ng=noble gas) fullerenes,
[18a]
and therefore indicates similar reactivity of these species.[38]
The physical factors governing the above-discussed reactivi-
ty trend were next quantitatively analyzed by means of the
ASM. To this end, we compared the [4+2] cycloadditions in-
volving a cationic (Li+@C60) and an anionic (Cl
@@C60) system
with that involving the parent C60. Figure 4 shows the comput-
ed activation strain diagrams for the cycloaddition reactions
between 1,3-cyclohexadiene and C60 (solid lines), Li
+@C60
(dotted lines), and Cl@@C60 (dashed lines) from the respective
reactant complexes to the corresponding transition states. The
shape of the different curves is rather similar in the sense that
for all systems the strain energy DEstrain monotonically increases
along the reaction coordinate, whereas the interaction energy
DEint between the deformed reactants only becomes more and
Figure 1. Computed reaction profile for the [4+2] cycloaddition reaction be-
tween 1,3-cyclohexadiene and M@C60 species. Relative energies are given in
kcalmol@1. All data were computed at the M06-2X-D3/def2-TZVPP//RI-BP86-
D3/def2-SVP level of theory.
Figure 2. Fully optimized geometries (RI-BP86-D3/def2-SVP level) of the tran-
sition states involved in the Diels–Alder cycloaddition reactions between
1,3-cyclohexadiene and M@C60 species. Bond lengths are given in ang-
stroms.
Figure 3. Plot of the reaction energies DER versus activation energies DEa for
the Diels–Alder cycloaddition reactions between 1,3-cyclohexadiene and
M@C60 species. All data were computed at the M06-2X-D3/def2-TZVPP//RI-
BP86-D3/def2-SVP level of theory.
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more stabilizing on reaching the transition-state region. This
particular behavior is shared not only by related DA cycloaddi-
tion reactions[15i] but also by other types of pericyclic reac-
tions.[15e]
Comparison of the different energy contributors to the total
energy clearly reveals that the strain energy is not at all re-
sponsible for the different reactivity of the M@C60 systems, as
the DEstrain term is nearly identical along the entire reaction co-
ordinate for all species. Instead, the interaction energy be-
tween the deformed reactants becomes the sole factor that
determines the observed reactivity trend. As depicted in
Figure 4, the interaction energy between the reactants is,
throughout the entire transformation, clearly stronger for the
cationic system Li+@C60 than for the processes involving the
parent C60 or the anionic Cl
@@C60 fullerene. For instance, at the
same forming C···C distance of 2.4 a, the differences in the in-
teraction energy DDEint of 8.6 and 12.3 kcalmol
@1 (values com-
paring the reactions involving Li+@C60 vs. C60, and Li
+@C60 vs.
Cl@@C60, respectively) roughly matches the computed total
energy differences between these transformations (DDE=7.0
and 10.9 kcalmol@1). Therefore, it can be safely concluded that
the presence of an endohedral cation in the C60 cage leads to
a significant enhancement of the exohedral DA reactivity com-
pared to free C60 as a consequence of a much stronger interac-
tion between the reactants from the initially formed reactant
complex up to the corresponding transition state. In contrast,
an anion inside the fullerene cage produces the opposite
effect, that is, it makes the interaction energy between the re-
actants weaker than in the process involving the parent C60
fullerene and therefore increases the barrier of the transforma-
tion.
Further quantitative insight into the different contributors to
the total interaction energy between the deformed reactants
can be gained by using the EDA method. As graphically shown
in Figure 5, which illustrates the variation of the different EDA
terms again from the respective reactant complexes up to the
transition states for the processes involving C60 (solid lines), Li
+
@C60 (dotted lines), and Cl
@@C60 (dashed lines), the larger inter-
action energy computed for the Li+@C60 system is derived
almost exclusively from a much stronger orbital attraction be-
tween the reactants along the entire reaction coordinate. For
instance, as the same forming C···C distance of 2.4 a, the DEorb
term becomes more stabilizing in the order @35.8 kcalmol@1
(Cl@@C60)<@38.8 kcalmol@1 (C60)<@45.7 kcalmol@1 (Li+@C60),
and thus follows the same trend as the interaction energy and
the computed activation barriers. The Li+@C60 system also
benefits from a less destabilizing Pauli repulsion DEPauli, albeit
to a much lesser extent than from the DEorb term: DEPauli=
78.8 kcalmol@1 (Cl@@C60)>76.0 kcalmol
@1 (C60)>73.3 kcalmol
@1
(Li+@C60). This increase in the DEPauli term is very likely due to
the somewhat larger electron density of the C60 cage on going
from Li+@C60 to hollow C60 and to Cl
@@C60.
As expected, the decisive role of DEorb is consistent with sta-
bilization of the LUMO in the cationic species (@7.60, @7.57,
and @7.57 eV for Li+@C60, Na+@C60, and K+@C60, respectively)
compared to C60 (@4.42 eV) and Cl@@C60 (@1.30 eV). The EDA-
NOCV method was also applied to quantitatively assess the
contributions of the specific molecular orbitals of the reactants
in the cycloaddition. The EDA-NOCV method indicates that
two main donor–acceptor MO interactions dominate the total
orbital attractions in this process, that is, the p(diene)!p*(full-
erene) and the reverse p(fullerene)!p*(diene) interactions (see
Figure 6, charge flow is red!blue). As expected for a normal
electronic demand, the former interaction is stronger than the
reverse interaction [i.e. , DE(11)>DE(12)] . This holds true even
for the cycloaddition reaction involving Cl@@C60, although in
this case the difference between the two interactions is much
smaller. The p(diene)!p*(fullerene) interaction trend is similar
to that computed for the total DEorb term: the DE(11) term in-
creases in the order @13.7 (Cl@@C60)<@18.1 (C60)<@25.5 kcal
mol@1 (Li+@C60). At variance, the reverse interaction follows the
opposite trend (see Figure 6). Therefore, we can now conclude
that the origin of the observed enhanced DA reactivity of
cation-encapsulated fullerenes lies mainly in a much stronger
Figure 4. Activation strain diagrams of the [4+2] cycloaddition reaction be-
tween 1,3-cyclohexadiene and C60 (solid lines), Li
+@C60 (dotted lines), and
Cl@@C60 (dashed lines) along the reaction coordinate projected onto the
forming C···C bond length. All data were computed at the M06-2X-D3/def2-
TZVPP//RI-BP86-D3/def2-SVP level of theory.
Figure 5. Decomposition of the interaction energy for the [4+2] cycloaddi-
tion reactions between 1,3-cyclohexadiene and C60 (solid lines), Li
+@C60
(dotted lines), and Cl@@C60 (dashed lines) along the reaction coordinate pro-
jected onto the forming C···C bond length. All data were computed at the
ZORA-BP86-D3/TZ2P//RI-BP86-D3/def2-SVP level of theory.
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p(diene)!p*(fullerene) interaction, which in turn translates
into a more stabilizing orbital interaction between the de-
formed reactants and ultimately into a much higher interaction
energy between them along the entire reaction coordinate.
To complete this study, we explored the effect of the encap-
sulation of multiply charged cations (Be2+ , Mg2+ , and Al3+) in
the C60 cage on the [6,6] cycloaddition reaction with 1,3-cyclo-
hexadiene. In contrast to the processes involving M+@C60 (M=
group 1 cation, see above), our calculations suggest that the
[4+2] cycloaddition reactions involving Be2+@C60, Mg
2+@C60,
and Al3+@C60 proceed stepwise via zwitterionic intermediates
(INT) instead of in a concerted manner (see Figures 7 and 8).
Indeed, all our attempts to locate a concerted reaction path-
way for the formation of the corresponding cycloadducts met
with no success. Similarly, the possibility of a stepwise process
involving diradical intermediates instead of these zwitterionic
species can be also ruled out, because no such intermediates
were located on the potential-energy surface. Similar zwitter-
ionic intermediates have been previously reported in the cis–
trans isomerization of optically pure endohedral H2O@C60 full-
eropyrrolidines.[39]
This different behavior can be ascribed to the strong polari-
zation of the C60 cage induced by these di- and trications,
which results in a much stronger interaction between the reac-
tants compared to the group 1 cations. This becomes evident
on comparing the energies and optimized geometries of the
initial reactant complexes. Thus, whereas the RCs involving the
group 1 cations lie only @3.8 to @7.0 kcalmol@1 below the sep-
arate reactants (see Figure 1), the group 2 RCs are @15.3 and
@8.8 kcalmol@1 (for Be2+ and Mg2+ , respectively) below the re-
actants. The situation is even much more drastic for the trica-
tion Al3+ , for which the corresponding RC lies about @50 kcal
mol@1 below the separate reactants. Once again, this is in line
with the LUMO energies computed for these species (@11.3,
@11.8, and @15.4 eV for Be2+@C60, Mg2+@C60, and Al3+@C60, re-
spectively), which are markedly lower (i.e. , more negative) than
those computed for the group 1 cationic analogues. In addi-
tion, this polarization leads to closer approach of the reactive
carbon atoms of the reactants, that is, whereas both forming
Figure 6. Plot of the deformation densities D1 of the pairwise orbital interac-
tions between 1,3-cyclohexadiene and C60 (middle), Li
+@C60 (right), and
Cl@@C60 (left) and associated stabilization energies DE [kcalmol
@1] . The color
code of the charge flow is red!blue.
Figure 7. Computed reaction profile (not drawn to scale) for the [4+2] cyclo-
addition reaction between 1,3-cyclohexadiene and M@C60 species. Relative
energies are given in kcalmol@1. All data were computed at the M06-2X-D3/
def2-TZVPP//RI-BP86-D3/def2-SVP level of theory.
Figure 8. Fully optimized geometries (RI-BP86-D3/def2-SVP level) of the reac-
tant complexes (top) and intermediates (bottom) involved in the DA reac-
tions between 1,3-cyclohexadiene and M@C60 species. Bond lengths are
given in angstroms. NBO charges of the zwitterions are also shown.
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C···C bond lengths are about 3.1 a in the RCs involving
group 1 cations, a significantly shorter C···C distance (ca. 2.5–
2.8 a) was computed for the corresponding multiply charged
counterparts (see Figure 8). As a result of the asymmetry (i.e. ,
different C···C distances) and close proximity of the reactants,
the activation barrier associated with C@C bond formation (via
TS1) is rather low (<2 kcalmol@1) which provokes the observed
switch from a concerted to a stepwise reaction mechanism.[40]
In contrast, the formation of the second C@C bond (via TS2) is
associated with a much higher activation barrier (DEa&11–
19 kcalmol@1, see Figure 7). These findings nicely confirm that
the encapsulation of ions inside the fullerene cage may induce
a significant modification of the electronic nature of the fuller-
ene, which has a tremendous influence on the exohedral reac-
tivity of the system.
Conclusion
From the computational study reported herein, it can be con-
cluded that the regioselective [6,6] DA reactions between 1,3-
cyclohexadiene and ion-encapsulated fullerenes of the type
M@C60 (M=Li
+ , Na+ , K+ , Cl@) proceed concertedly via highly
synchronous transition states, and thus resemble the corre-
sponding process involving the parent C60 fullerene. However,
significant enhancement of the DA reactivity is found for those
systems having an endohedral cation, whereas a clear reduc-
tion of the reactivity is observed when an anion is encapsulat-
ed in the C60 cage. According to the combined ASM-EDA(-
NOCV) method, the interaction energy between the deformed
reactants along the reaction coordinate is the sole factor gov-
erning the reactivity of these M@C60 species. Thus, cationic sys-
tems exhibit a much stronger interaction than free C60, where-
as the behavior of anionic compounds is the opposite. This
stronger interaction is mainly the result of stronger orbital at-
tractions between the reactants (and less destabilizing Pauli re-
pulsion, albeit to a much lesser extent), which in turn is de-
rived from a stronger p(diene)!p*(fullerene) MO interaction.
At variance with these monocationic species, the analogous
DA reactions involving multiply charged fullerenes M@C60 (M=
Be2+ , Mg2+ , Al3+) proceed stepwise via stable zwitterionic in-
termediates. This different behavior can be ascribed to the fact
that the stronger polarization of the cage promotes an asym-
metric approach and therefore a low barrier for the formation
of one C@C bond preceding the formation of the next one.
In summary, our results firmly establish that the exohedral
reactivity of fullerenes can be tuned by the encapsulation of
ions inside the cage, which is of crucial importance for the
future preparation of new species having different electronic/
optical properties.
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