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Abstract
Avikainen provided in [3] a sharp upper bound of the difference E[|g(X)− g(X̂)|q ] by the
moments of |X − X̂| for any one-dimensional random variables X with bounded density and
X̂, and function of bounded variation g. In this article, we generalize this estimate to any
one-dimensional random variable X with Ho¨lder continuous distribution function. As applica-
tions, we provide the rate of convergence for numerical schemes for solutions of one-dimensional
stochastic differential equations (SDEs) driven by Brownian motion and symmetric α-stable
with α ∈ (1, 2), fractional Brownian motion with drift and Hurst parameter H ∈ (0, 1/2), and
stochastic heat equations (SHEs) with Dirichlet boundary conditions driven by space–time
white noise, with irregular coefficients. We also consider a numerical scheme for maximum
and integral type functionals of SDEs driven by Brownian motion with irregular coefficients
and payoffs which are related to multilevel Monte Carlo method.
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1 Introduction
In this article, inspired by [3], we consider a generalization of Avikainen’s estimate and its appli-
cation to error estimates for numerical approximations of one-dimensional stochastic differential
and heat equations (SDEs, SHEs) with irregular coefficients. To explain the goal of this article, we
first recall the estimate of Avikainen proved in [3]. Let X be a one-dimensional random variable
with bounded density pX with respect to Lebesgue measure. Then for any random variable X̂,
function of bounded variation g : R→ R and p, q ∈ [1,∞), it holds that
E
[∣∣∣g(X)− g(X̂)∣∣∣q] ≤ 3q+1V (g)q (sup
x∈R
pX(x)
) p
p+1
E
[∣∣∣X − X̂∣∣∣p] 1p+1 , (1)
where V (g) is the total variation of g. This estimate is optimal and can be applied to the numerical
analysis for the payoff of the binary option in mathematical finance based on the Euler–Maruyama
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scheme (see, [44]) and multilevel Monte Carlo methods (see, [26]). The idea of the proof is to
use Skorokhod’s representation of the random variable for embedding to the probability space
([0, 1],B([0, 1]),Leb) and to use the trivial estimate P(a < X ≤ b) ≤ supx∈R |pX(x)|(b − a), which
means the distribution function of X , defined by FX(x) := P(X ≤ x), is Lipschitz continuous. We
remake that the existence of bounded density is equivalent to the distribution function is Lipschitz
continuous (see, Remark 2.2 below). With this consideration in mind, the estimate (1) can be
generalized as follows (see, Theorem 2.1 below). Let (S,Σ, µ) be a measure space with µ(S) <∞
and f be a one-dimensional measurable function on (S,Σ, µ) such that Ff (x) := µ(f ≤ x) is
α-Ho¨lder continuous with α ∈ (0, 1]. Then for any one-dimensional measurable function f̂ on
(S,Σ, µ), function of bounded variation g : R→ R, p ∈ (0,∞) and q ∈ [1,∞), it holds that∫
S
∣∣∣g ◦ f(x)− g ◦ f̂(x)∣∣∣q µ(dx) (2)
≤ 3q+1V (g)q‖Ff‖
p
p+α
α µ(S)
p
p+α
(∫
S
∣∣∣f(x)− f̂(x)∣∣∣p µ(dx)) αp+α .
where ‖f‖α := supx,y∈R, x 6=y |f(x)−f(y)||x−y|α , thus we do not need to assume existence of bounded
density for the random variable X .
In order to apply the original Avikainen’s estimate (1), we need to consider the upper bound
of the density function of X and we can prove this in various ways as follows. It is well-known that
if the characteristic function of the random variable X is in L1(R), then by using Le´vy’s inversion
formula (see, e.g. [85], page 175), X has a bounded and continuous density. Also, Malliavin
calculus is a powerful tool to study the existence and upper bound for the density of smooth random
variables in the Malliavin sense. Indeed, let B = (B(t))t≥0 be a one-dimensional standard Brownian
motion and let X = (X(t))t≥0 be a one-dimensional Itoˆ process of the form dX(t) = u(t, ω)dB(t)
for some adapted process u = (u(t))t≥0. Then if u(t) ∈ D2,2, uniformly positive and its Malliavin
derivatives satisfy some moment condition, then for t > 0, X(t) admits the density with respect to
Lebesgue measure and it is bounded above by c/
√
t for some constant c > 0, (see, e.g. Proposition
2.1.3 in [72] and [12]) and if u is uniformly bounded, then it satisfies the Gaussian upper bound (see,
Corollary 2.1.1 in [72]). On the other hand, as analytical approach, it is well-known that by using
Levi’s parametrix method (see, [22]), we can construct the fundamental solution of parabolic type
partial differential equations (Kolmogorov equation) which is the density function of a solution of
associated SDEs as conclusion of Feynman-Kac formula, and if the coefficients of SDE are bounded,
measurable and diffusion coefficient is uniformly elliptic and Ho¨lder continuous, then the density
satisfies the Gaussian two sided bound (see, also [51, 82] for path-dependent or unbounded drift, and
[56] for the Gaussian two sided bound for the density of the Euler–Maruyama scheme). Moreover,
the existence and Gaussian two sided bound for the fundamental solution of the parabolic equations
in divergence form are proved by Aronson [2]. It is worth noting that the diffusion processes
associated to the parabolic equation in divergence form, that is, its infinitesimal generator is given
by 12
d
dx
(
σ2 ddx
)
, is not semi-martingale in general, and for one-dimensional case, the distributional
derivative of σ is a signed Radon measure if and only if the process is semi-martingale and has
SDE representation of the form X(t) = x0 +
∫ t
0
σ(X(s))dB(s) + 12
∫
R
σ−1(x)Lxt (X)σ
′(dx), where
Lx(X) = (Lxt (X))t≥0 is the local time of X at the level x, (see, Theorem 3.6 in [7]).
In general, it is not trivial that the existence and upper bound for the density of random
variables or one-dimensional stochastic processes, especially, Itoˆ processes Y = (Y (t))t≥0 driven
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by Brownian motion B = (B(t))t≥0 of the form dY (t) = b(t, ω)dt+ σ(t, ω)dB(t), Y (0) = y0 ∈ R.
Indeed, Fabes and Kenig [21] provided an example of diffusion coefficient σ such that the law of
X(t) = x0 +
∫ t
0 σ(s,X(s))dB(s) is purely singular with respect to Lebesgue measure (see, also
Theorem 27.19 in [80] and Theorem A in [71] for absolute continuity of Le´vy processes).
On the other hand, in section 3, we provide two examples of stochastic processes with Ho¨lder
continuous distribution function which is related to multi-level Monte Carlo method ([26]). The
first example is one-dimensional SDEs driven by Brownian motion with path-dependent and linear
growth drift coefficient. The second example is a maximum of SDEs with irregular drift coefficient.
For the both examples, under more strong assumptions on the drift coefficient, it is shown that
the existence and Gaussian type estimate for the density (see, [82], [64]) by using the parametrix
method and Malliavin calculus, thus, in these cases, we can apply original Avikainen’s estimate
(1).
For Itoˆ process Y , in order to apply a generalized Avikainen’s estimate (2) we need to check the
Ho¨lder continuity of the distribution function, and we can prove this as the following sense: if the
coefficients b and σ of Y are bounded and σ is uniformly elliptic, then by using local time argument
or Krylov estimate, it can be shown that the map x 7→ ∫ T0 P(Y (s) ≤ x)ds is Lipschitz continuous
(see, Proposition 4.3 below). Therefore, we can apply the estimate (2) by considering Itoˆ process
Y as a measurable function on the product measure space ([0, T ] × Ω,B([0, T ]) ⊗ F ,Leb ⊗ P).
We will apply this fact in section 4 to the error estimate of the Euler–Maruyama (type) scheme of
one-dimensional SDEs and SHEs with irregular coefficients. For more preciously, in section 4, we
will consider the following six cases:
(i) Subsection 4.1 : SDEs driven by Brownian motion B of the form dX(t) = b(t,X(t))dt +
σ(t,X(t))dB(t) with bounded 2-variation diffusion coefficient, and singular SDEs of the form
X(t) = x0 +
∫ t
0
σ(X(s))dB(s) +
∫
R
Lat (X)ν(da).
(ii) Subsection 4.2 : SDEs driven by Brownian motion with super-linearly growing and irregular
coefficients.
(iii) Subsection 4.3 : approximation of integral type functionals of SDEs.
(iv) Subsection 4.4 : SDEs driven by symmetric α-stable Z with α ∈ (1, 2) of the form dX(t) =
σ(X(t−))dZ(t), with bounded α-variation coefficient.
(v) Subsection 4.5 : SDEs driven by fractional Brownian motion BH with H ∈ (0, 1/2) of the
form dX(t) = b(X(t))dt+ dBH(t) with globally one-sided Lipschitz and irregular drift.
(vi) Subsection 4.6 : stochastic heat equations driven by space–time white noise of the form
∂
∂tu(t, x) =
∂2
∂x2u(t, x) + b(t, x, u(t, x)) + σ(t, x, u(t, x))
∂2
∂t∂xW (t, x), with Dirichlet boundary
conditions u(t, 0) = u(t, 1) = 0 for t ∈ [0, T ].
Case (i): Le Gall [52] showed that the pathwise uniequness holds for SDEs with bounded
2-variation diffusion coefficient (see also [86] for 1/2-Ho¨lder continuous diffusion coefficient and
[63] for bounded variation diffusion coefficient). Under Ho¨lder continuous setting, Gyo¨ngy and
Ra´sonyi, and Yan [87] provided the rate of convergence of the Euler–Maruyama scheme X(n) by
using Yamada and Watanabe approximation technique or Itoˆ–Tanaka formula. Moreover, recently
the rate of convergence for the Euler–Maruyama scheme with irregular drift coefficients have been
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widely studied [11, 59, 61, 67, 68, 69], (see, also [57, 58, 62] for transformed schemes, [18] for
backward scheme, [89] for application of discrete Krylov estimate for the Euler–Maruyama scheme
for mean field SDEs with discontinuous coefficients, and [38] for lower error bound for strong
approximations of SDEs with with non-Lipschitz coefficients). One of the crucial role in the proof
of these previous works is to estimate the integral∫ T
0
E
[∣∣∣g(X(n)(s))− g(X(n)(ηn(s)))∣∣∣q]ds, (3)
where ηn(s) := kT/n if s ∈ [kT/n, (k + 1)T/n), g ∈ {b, σ} and q ≥ 1. In particular in [67, 68]
by using the Gaussian upper bound proved in [56] for the density of the Euler–Maruyama scheme
X(n) with Ho¨lder continuous diffusion coefficient, (3) can be estimated above by some polynomial
of T/n. However, if the diffusion coefficient σ is of bounded 2-variation, then it is difficult to
prove the Gaussian upper bound for the density of the Euler–Maruyama scheme, because in [56],
Ho¨lder continuity is the important in order to use the parametrix method. On the other hand,
by applying a generalized Avikainen’s estimate (2), we can estimate (3) with g ∈ {b, σ} above by
some polynomial of T/n, and thus in subsection 4.1, we provide the rate of convergence for the
Euler–Maruyama scheme. As application, we consider approximation scheme for singular SDEs
with local time.
Case (ii): It is known that there exist locally Lipschitz continuous and smooth coefficients such
that the standard Euler–Maruyama scheme does not converge at any polynomial rate in Lp-norm,
(see, [35, 42, 88]). Moreover, if the coefficients of SDEs grow super-linearly, then the standard
Euler–Maruyama scheme does not converge to a solution of the equation (see, Theorem 2.1 in
[39]). Hence in order to approximate a solution of SDEs with super-linearly growing coefficients,
several tamed Euler–Maruyama schemes are proposed. Moreover, the rate of convergence under
globally one-sided Lipschitz and locally Lipschitz continuous drift coefficient are provided (see,
e.g., [40, 65, 77, 78]). Inspired by these previous works, we provide a rate of convergence for a
tamed Euler–Maruyama scheme under globally one-sided Lipschitz and irregular coefficients as
application of a generalized Avikainen’s estimate (2).
Case (iii): Kohatsu-Higa and Tanaka [48] proved that the existence of a smooth density of
some additive functionals of SDEs by using Malliavin calculus, and Kohatsu-Higa and Makhlouf
[45] extended this to some integral type functionals with the uniform Ho¨rmander condition, which
is related to Asian type options in mathematical finance and the observation processes in filtering
problems, and proved some Gaussian type two sided bound. Hence in this case we can use original
Avikainen’s estimate (1) to study some approximation of these functionals. In subsection 4.3, in
order to approximation the expectation of some integral type functionals of SDEs with irregular
coefficients, we will apply a generalized Avikainenain’s estimate (2).
Case (iv): Belfadli and Ouknine [8] showed that the pathwise uniequness holds for SDE driven
by symmetric α-stable with bounded α-variation coefficient (see also [49] for 1/α-Ho¨lder continuous
coefficient). Under Ho¨lder continuous setting, Tsuchiya and Hashimoto [83] provided the rate of
convergence by using Komatsu’s approximation technique (see, [49]). In subsection 4.4, by using
similar way as in subsection 4.1, we also provide the rate of convergence for the Euler–Maruyama
scheme.
Case (v). Nualart and Ouknine [73] showed that if H < 1/2 and b is of linear growth or if
H > 1/2 and b is γ-Ho¨lder continuous with γ ∈ (1− 1/(2H), 1), then there exists a unique strong
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solution of SDEs (see, Theorem 3, 5, 8 in [73]) by using Krylov type estimate. In subsection 4.5,
inspired by this work, as application of Krylov type estimate for the Euler–Maruyama scheme, we
prove Ho¨lder continuity of the map x 7→ ∫ T
0
P(X(n)(s) ≤ x)ds, and then we apply a generalized
Avikainen’s estimate (2) in order to estimate (3) with g = b and we provide the rate of convergence
for the Euler–Maruyama scheme.
Case (vi). Bally, Gyo¨ngy and Pardoux [4] proved that the existence and uniqueness of the
stochastic heat equations with Dirichlet boundary conditions in case the drift coefficient is mea-
surable and satisfies a one-sided linear growth condition, that is, ub(t, x, u) ≤ K(1 + |u|2) for
some K > 0, and the diffusion coefficient is non-generate, linear growth and has a locally Lips-
chitz derivative, by using a Krylov type estimate based on Girsanov transform and some density
estimate as applications of Malliavin calculus (see, also [32, 33]). On the other hand, Gyo¨ngy
[29, 30] introduced numerical schemes for a solution of stochastic heat equations with Dirichlet
boundary conditions and provided its strong rate of convergence under Lipschitz conditions on the
coefficients. In subsection 4.6, inspired by these works, as application of Krylov type estimate for a
solution of stochastic heat equations proved in [4], we prove the map x 7→ ∫ T
0
∫ 1
0
P(u(s, y) ≤ x)dyds
is α-Ho¨lder continuous with α ∈ (0, 1/2), and then we apply a generalized Avikainen’s estimate
(2) in order to provide the weak rate of convergence for the numerical scheme introduced in [30].
Notations
We give some basic notations and definitions used throughout this article. For x ∈ R, [x] stands
for the integer part of x. We denote by C(A;R) the space of continuous functions w : A → R for
A = [0,∞) or [0, T ]. Let k ∈ N and Ckb (R;R) be the space of R-valued functions fromR such that for
all 0 ≤ ℓ ≤ k, ℓ-th order derivatives are bounded. For bounded and measurable function f : R→ R,
the supremum norm of f is defined by ‖f‖∞ := supx∈R |f(x)|. For a α-Ho¨lder continuous function
f : R → R with exponent α ∈ (0, 1], we define ‖f‖α := supx 6=y |f(x) − f(y)|/|x− y|α. We denote
the sign function by sgn(x) := −1(−∞,0](x) + 1(0,∞)(x) for x ∈ R, and the gamma function by
Γ(x) :=
∫∞
0
tx−1e−tdt for x ∈ (0,∞). For given a measurable function f : R → R, we define the
total variation function of f by Tf(x) := sup
∑N
j=1 |f(xj)−f(xj−1)|, where the supremum is taken
over N and all partitions −∞ < x0 < x1 < · · · < xN = x. We say that f is function of bounded
variation, denoted by f ∈ BV , if V (f) := limx→∞ Tf(x) is finite, and call V (f) the total variation
of f . We denote Lx(Y ) = (Lxt (Y ))t≥0 by the symmetric local time of continuous semi-martingale
Y at the level x ∈ R. We define ηn(t) := kT/n =: t(n)k if t ∈ [kT/n, (k + 1)T/n). δa denote the
Dirac point mass measure at a ∈ R.
2 A generalized Avikainen’s estimate
Let (S,Σ, µ) be a measure space with µ(S) <∞. For a measurable function f , we denote Ff (x) :=
µ(f ≤ x). Then we have the following generalized Avikainen’s estimate.
Theorem 2.1. Let f : S → R be a measurable function on (S,Σ, µ) such that Ff is α-Ho¨lder
continuous with α ∈ (0, 1]. Then for any measurable function f̂ : S → R on (S,Σ, µ), g ∈ BV ,
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p ∈ (0,∞) and q ∈ [1,∞), it holds that∫
S
∣∣∣g ◦ f(x)− g ◦ f̂(x)∣∣∣q µ(dx)
≤ 3q+1V (g)q‖Ff‖
p
p+α
α µ(S)
p
p+α
(∫
S
∣∣∣f(x)− f̂(x)∣∣∣p µ(dx)) αp+α . (4)
Remark 2.2. (i) Let (S,Σ, µ) = (Ω,F ,P) be a probability space. Then the existence for a
bounded density of X is equivalent to the distribution function FX is Lipschitz continuous.
Indeed, if X has a bounded density, then the Lipschitz constant of FX is bounded above by
the supremum of the density. Conversely, we suppose FX is Lipschitz continuous. Then FX
is absolute continuous, thus there exists a density pX . Moreover, for almost every x ∈ R,
pX(x) = F
′
X(x) = limh→0
FX (x+h)−FX(h)
h ≤ ‖FX‖1, thus X has a bounded density. On the
other hand, in Theorem 2.1, we do not need to assume existence of bounded density for the
random variable X .
(ii) Let X be a R-valued random variable. If X has Lr(R)-integrable density pX for r ∈ (1,∞),
then by using Ho¨lder’s inequality, FX(b) − FX(a) ≤ ‖pX‖Lr(R)(b − a)
r−1
r , thus the distri-
bution function FX is Ho¨lder continuous. For example, let Y = (Y (t))t≥0 be a R-valued
stochastic process with Y (0) = y0. Suppose for t > 0, Y (t) admits a density pt(y0, ·)
satisfying Gaussian upper bound, that is, there exist C > 0 and c > 0 such that for
each y ∈ R, pt(y0, y) ≤ Ce−
|y−y0|
2
2ct /
√
2πct. Then for each p > 1, |Y (t)|p has a den-
sity {pt(y0, y1/p) + pt(y0,−y1/p)}p−1y−(1−
1
p
)1(0,∞)(y) which is Lr(R)-integrable for each
r ∈ (1, p/(p− 1)).
(iii) Let Y = (Y (t))t≥0 be a R-valued ca`dla`g semi-martingale or fractional Brownian motion with
drift. In general, it is not trivial to prove the existence or upper bound for the density function
of Y (t) for t > 0. However, it can be shown that under some conditions for the coefficients of
Y , then by using local time argument or Krylov type estimate, it can be shown that the map
x 7→ ∫ T
0
P(Y (s) ≤ x)ds is Ho¨lder continuous with exponent in (0, 1] (see, Proposition 4.3,
4.16, 4.25, 4.29 below). Therefore, we can apply Theorem 2.1 by considering the stochastic
process Y as measurable function on the product space ([0, T ]×Ω,B([0, T ])⊗F ,Leb⊗P)).
We will apply this fact in section 4 to the error analysis of approximations of SDEs.
Since µ is a finite measure, without loss of generality, we can assume that (S,Σ, µ) is a
probability space. In this section, we fix a probability space (Ω,F ,P).
For proving Theorem 2.1, we first recall Skorokhod’s representation of a random variable (for
more details, see, e.g. [85], section 3). Let X be a R-valued random variable on (Ω,F ,P). We
define a random variable X∗ on the probability space ([0, 1],B([0, 1]),Leb) by
X∗(s) := inf{x ∈ R ; FX(x) ≥ s}.
Then it holds that X∗ has the same distribution as X , that is, P(X ∈ F ) = Leb(X∗ ∈ F ) for any
F ∈ B(R) and satisfies
s ≤ FX(x) ⇔ X∗(s) ≤ x. (5)
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Moreover, it holds that for any s ∈ [0, 1], FX(X∗(s)−) ≤ s ≤ FX(X∗(s)). Therefore, if FX is
continuous, then we have s = FX(X
∗(s)), which plays a crucial role in our argument. We define
dX : (0, 1]× R→ [0,∞) by
dX(α,K) := inf
s∈[0,1], s6=FX (K)
{ |X∗(s)−K|α
|s− FX(K)|
}
, (α,K) ∈ (0, 1]× R,
and DX(α,K) := 1/dX(α,K). Then DX can be estimated above by the Ho¨lder constant of the
distribution function FX .
Lemma 2.3. Let X be a R-valued random variable such that its distribution function is α-Ho¨lder
continuous with α ∈ (0, 1]. Then for any K ∈ R it holds that DX(α,K) ≤ ‖FX‖α.
Proof. Since FX is α-Ho¨lder continuous, it holds that for any s ∈ [0, 1], s = FX(X∗(s)). Hence we
have |s− FX(K)| = |FX(X∗(s))− FX(K)| ≤ ‖FX‖α |X∗(s)−K|α , which implies the statement.
By using this lemma, we have the following auxiliary estimate.
Theorem 2.4. Let X be a R-valued random variable such that its distribution function is α-Ho¨lder
continuous with α ∈ (0, 1]. Then for any R-valued variable X̂, K ∈ R, p ∈ (0,∞) and q ∈ [1,∞),
it holds that
E
[∣∣∣1(−∞,K](X)− 1(−∞,K](X̂)∣∣∣q] ≤ 3‖FX‖ pp+αα E[|X − X̂|p] αp+α .
Remark 2.5. (i) Note that the estimate in Theorem 2.4 shows that corresponding estimates
for the functions 1(−∞,K), 1[K,+∞) and 1(K,+∞) can be obtained by considering complements
of the intervals in the indicator functions and the random variables −X , −X̂ and constant
−K.
(ii) Let X = (X1, . . . , Xd)
⊤ be a d-dimensional random variable such that for each i = 1, . . . , d,
the distribution function FXi is α-Ho¨lder continuous with α ∈ (0, 1]. Let g : Rd → R be a
measurable function of the form
g(x) :=
∫
Rd
d∏
i=1
hi(z, x)1(Li(z),Ki(z)](xi)ν(dz),
where hi : R
d × Rd → R are bounded measurable functions such that
‖h‖β := max
i=1,...,d
sup
z∈Rd,x 6=y
|hi(z, x)− hi(z, y)|
|x− y|β <∞
, for some β ∈ (0, 1], and Li,Ki : Rd → [−∞,∞) are measurable functions with Li(z) ≤
Ki(z), and ν is a singed measure ν of bounded variation on (R
d,B(Rd)), that is, the total
variation of ν, denoted by |ν|(Rd) is finite (see, e.g. [36], pp. 120–124). For example
ν(dz) = δa(dz) for some a ∈ Rd. Then it follows from Theorem 2.4 that for any p ∈ (0,∞)
and q ∈ [1,∞), for multi-dimensional setting, the following trivial extension holds
E
[∣∣∣g(X)− g(X̂)∣∣∣q]
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≤ C1
d∑
i=1
∫
Rd
E
[∣∣∣hi(z,X)1(Li(z),Ki(z)](Xi)− hi(z, X̂)1(Li(z),Ki(z)](X̂i)∣∣∣q] ν(dz)
≤ C2E[|X − X̂ |qβ ] + C2E[|X − X̂ |p]
α
p+α ,
for some positive constants C1 and C2. Thus for multi-dimensional case we can consider
some specific functions, and then it can be applied to multilevel Monte Carlo method.
Proof of Theomre 2.4. The idea of the proof is based on [3]. We first note that for any q ∈
[1,∞), |1(−∞,K](x) − 1(−∞,K](y)|q = |1(−∞,K](x) − 1(−∞,K](y)|, thus it is sufficient to prove the
statement for q = 1. We define ε0 := E[|1(−∞,K](X) − 1(−∞,K](X̂)|] ∈ [0, 1]. If ε0 = 0, then the
statement is obvious, thus now we assume ε0 ∈ (0, 1]. Then ε0 can be decomposed to two terms
ε0 = P(Ω1) + P(Ω2), where Ω1 := {X ≤ K, X̂ > K} and Ω2 := {X > K, X̂ ≤ K}. Note that
FX(K) = P(X ≤ K) ≥ P(Ω1), FX(K) + P(Ω2) ≤ P(X ≤ K) + P(X > K) = 1, |X − X̂| ≥ K −X
on Ω1 and |X − X̂| ≥ X −K on Ω2. Therefore, we have
E
[∣∣∣X − X̂∣∣∣p] ≥ E [∣∣∣X − X̂∣∣∣p 1Ω1]+ E [∣∣∣X − X̂∣∣∣p 1Ω2]
≥ E[|X −K|p1Ω1 ] + E[|X −K|p1Ω2 ].
Since FX is continuous and non-decreasing, there exists c1 ∈ [−∞,K] such that
P(Ω1) = P(c1 < X ≤ K) = Leb(c1 < X∗ ≤ K). (6)
Furthermore, we have
E[|X −K|p1Ω1 ] ≥ E[|X −K|p1{c1<X≤K}].
Indeed, if c1 ∈ (−∞,K], then for any A ⊂ {X ≤ K} with P(A) = P(Ω1), we have
E[|X −K|p1A∩{c1<X≤K}c ] ≥ |c1 −K|pP(A ∩ {c1 < X ≤ K}c)
= |c1 −K|p {P(A) − P(A ∩ {c1 < X ≤ K})}
= |c1 −K|p {P(c1 < X ≤ K)− P(A ∩ {c1 < X ≤ K})}
= |c1 −K|pP(Ac ∩ {c1 < X ≤ K})
≥ E[|X −K|p1Ac∩{c1<X≤K}],
and if c1 = −∞, then since P(Ω1) = P(X ≤ K), we have P(X ≤ K, X̂ ≤ K) = 0, and thus we
obtain E[|X −K|p1Ω1 ] = E[|X −K|p1{c1<X≤K}], thus we obtain (6). Therefore, by using (6) and
(5), we have
E [|X −K|p 1Ω1 ] ≥ E
[|X −K|p 1{c1<X≤K}]
=
∫ 1
0
|X∗(s)−K|p 1{c1<X∗(s)≤K}ds
=
∫ FX(K)
FX (K)−P(Ω1)
|X∗(s)−K|p ds
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≥ |dX(α,K)|
p
α
∫ FX (K)
FX (K)−P(Ω1)
|s− FX(K)|
p
α ds
= |dX(α,K)|
p
α
α
p+ α
P(Ω1)
p
α
+1.
By similar calculations, we have
E[|X −K|p1Ω2 ] ≥ |dX(α,K)|
p
α
α
p+ α
P(Ω2)
p
α
+1.
Therefore since (a+ b)
p
α
+1 ≤ 2 pα (a pα+1 + b pα+1), a, b > 0, we obtain the following estimate
E[|X − X̂|p] ≥ |dX(α,K)|
p
α
α
p+ α
{
P(Ω1)
p
α
+1 + P(Ω2)
p
α
+1
}
≥ |dX(α,K)|
p
α
α
p+ α
1
2
p
α
ε
p
α
+1
0 .
Therefore, by using Lemma 2.3, we have
E
[∣∣∣1(−∞,K](X)− 1(−∞,K](X̂)∣∣∣] ≤ 2 pp+α (p+ α
α
) α
p+α
DX(α,K)
p
p+αE[|X − X̂|p] αp+α
≤ 2
(
p+ α
2α
) α
p+α
‖FX‖
p
p+α
α E[|X − X̂|p] αp+α
≤ 3‖FX‖
p
p+α
α E[|X − X̂|p] αp+α ,
where we use the fact that maxx>0 x
1/x = e1/e and 2e
1
2e < 3. This concludes the statement.
Proof of Theorem 2.1. We first assume g ∈ NBV , that is, g ∈ BV such that g is left continuous
and limx→−∞ g(x) = 0. Then by Theorem 8.14 in [76], there exists a unique signed measure ν on
R such that g(x) = ν((−∞, x)) and |ν|((−∞, x)) = Tg(x), where |ν| is the total variation measure
of ν. Since |ν|(R) = V (g) <∞, we have
g(x) =
∫
R
1(−∞,x)(z)ν(dz) =
∫
R
1(z,+∞)(x)ν(dz).
Therefore, it follows from Remark 2.5 (i) that
E
[∣∣∣g(X)− g(X̂)∣∣∣q] ≤ E [∣∣∣∣∫
R
{
1(z,+∞)(X)− 1(z,+∞)(X̂)
}
ν(dz)
∣∣∣∣q]
≤ V (g)q−1
∫
R
E
[∣∣∣1(z,+∞)(X)− 1(z,+∞)(X̂)∣∣∣q] |ν|(dz)
≤ 3V (g)q‖FX‖
p
p+α
α E[|X − X̂|p] αp+α ,
which concludes the statement for g ∈ NBV .
We now assume g ∈ BV . Then by Theorem 8.13 in [76], g can be decomposed by g(x) =
g˜(x)+c+∆(x), where g˜ ∈ NBV , c ∈ R and ∆(x) :=∑j∈N λj1{aj}(x), λj := g(aj)− g˜(aj)−c, and
9
{aj}j∈N is a discontinuous points of g (which are countable). We define ν˜ :=
∑
j∈N λjδaj . Then
V (g˜) < V (g), and since g(aj−) exists and g˜(aj) + c = g(aj−), we have |ν˜|(R) =
∑
j∈N |g(aj) −
g(aj−)| ≤ V (g) and ∆(x) =
∫
R
{
1(−∞,z](x) − 1(−∞,z)(x)
}
ν˜(dz). Therefore, by similar way as
NBV case, we have
E
[∣∣∣g(X)− g(X̂)∣∣∣q] ≤ 3q+1V (g)q‖FX‖ pp+αα E[|X − X̂|p] αp+α .
This concludes the statement.
3 Examples
In this section, we provide two examples of stochastic processes with Ho¨lder continuous distribution
function. In this section, B = (B(t))t≥0 is a standard Brownian motion defined on a probability
space (Ω,F ,P) with a filtration (Ft)t≥0 satisfying the usual conditions.
3.1 SDEs with path-dependent and linear growth drift
Let b : [0,∞) × C([0,∞);R) → R and diffusion coefficient σ : [0,∞) × R → R be measurable
functions, and let Xx = (Xx(t))t≥0 be a solution to the following path–dependent one-dimensional
SDE
dXx(t) = b(t,Xx)dt+ σ(t,Xx(t))dB(t), Xx(0) = x ∈ R, t ≥ 0. (7)
In this subsection, we consider Ho¨lder continuity of the distribution function of a solution of SDE
(7) with linear growth drift coefficient. We need the following assumptions on the coefficients b
and σ.
Assumption 3.1. We suppose that the coefficients b : [0,∞)×C([0,∞);R)→ R and σ : [0,∞)×
R→ R satisfy the following conditions:
(i) The drift coefficient b is B([0,∞)) ⊗ B(C([0,∞);R))/B(R)-measurable and for each fixed
t > 0, the map C([0,∞);R) ∋ w 7→ b(t, w) ∈ R is Bt(C([0,∞);R))/B(R)-measurable (see,
Chapter IV, Definition 1.1 in [41]), and is of linear growth, that is, for each T > 0, there
exists K(b, T ) > 0 such that for any (t, w) ∈ [0, T ] × C([0, T ];Rd), |b(t, w)| ≤ K(b, T )(1 +
sup0≤s≤t |w(s)|).
(ii) a := σ2 is β-Ho¨lder continuous in space and β/2-Ho¨lder continuous in time with β ∈ (0, 1],
that is,
sup
t∈[0,∞),x 6=y
|a(t, x)− a(t, y)|
|x− y|β + supx∈R,t6=s
|a(t, x)− a(s, x)|
|t− s|β/2 <∞.
(iii) The diffusion coefficient σ is bounded and uniformly elliptic, that is, there exist a, a > 0 such
that for any (t, x) ∈ [0,∞)× R, a ≤ a(t, x) ≤ a.
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Theorem 3.2. Suppose that Assumption 3.1 holds. Let (t, x) ∈ (0,∞)×R be fixed. Then for each
α ∈ (0, 1), the distribution function of Xx(t) is α-Ho¨lder continuous. More preciously, there exists
Cα > 0 such that for any z, z
′ ∈ R,∣∣FXx(t)(z)− FXx(t)(z′)∣∣ ≤ Cα{ 1
t
α
2
+
1
t
1−α
2
}
|z − z′|α.
Remark 3.3. (i) Note that if the drift coefficient b is path-dependent and of sub-linear growth,
that is, for any δ, t > 0, there exists Kt(δ) > 0 such that Kt(δ) is increasing with respect to t
and for all t > 0 and w ∈ C([0, t];Rd), |b(t, w)| ≤ δ sup0≤s≤t |w(s)|+Kt(δ), then Xx(t), t > 0
admits a density function which satisfies the Gaussian two-sided bound (see, Theorem 3.4 in
[82] and also [51] for bounded drift), thus its distribution function is Lipschitz continuous.
On the other hand, in the case of linear growth drift, it is difficult to estimate the upper
bound of the density.
(ii) As application of Theorem 2.1, we can use multilevel Monte Carlo method for irregular
functional of SDEs with linear growth drift coefficient (e.g. Lipschitz continuous function).
Proof of Theorem 2.1. Let T > 0 be fixed. We first recall that if the diffusion coefficient σ satisfies
the Assumption 3.1 (ii) and (iii), then from Theorem 6.5.4 in [23], there exists a fundamental
solution q(s, x; t, ·) of the following Kolmogorov backward equation:
(∂s + Ls)q(s, x; t, y) = 0, lim
s↑t
∫
Rd
f(y)q(s, x; t, y)dy = f(x), f ∈ C∞b (Rd;R), (8)
where Ls is a differential operator defined by
Lsf(x) :=
a(s, x)f ′′(x)
2
,
(see page 149 in [23]). Then there exist Ĉ > 0 and ĉ > 0 such that for any (t, x, y) ∈ (s, T ]×R×R,
q(s, x; t, y) ≤ Ĉgĉ(t−s)(x, y) and |∂xq(s, x; t, y)| ≤
Ĉ
(t− s)1/2 gĉ(t−s)(x, y), (9)
where gc(x, y) :=
exp(− |y−x|22c )√
2πc
, for c > 0 (see, e.g. [22], Theorem 9.4.2). Moreover, from Theorem
3.1 in [82], for any (t, x) ∈ (0,∞)× Rd, Xx(t) admits a density function with respect to Lebesgue
measure, denoted by pt(x, ·), which satisfies the following representation
pt(x, y) = q(0, x; t, y) +
∫ t
0
E [∂xq(s,X
x(s); t, y)b(s,Xx)] ds, a.e. y ∈ R. (10)
By using this representation, we prove Ho¨lder continuity of Xx(t). Let (t, x, y) ∈ (0, T ]×R×R
and z, z′ ∈ R. We first note that for c > 0, by using Ho¨lder’s inequality with 1/p+1/q = 1, p, q > 1,
we have ∫ z′
z
gct(x, y)dy ≤
(∫
R
1(z,z′](y)dy
)1/p (∫
R
gct(x, y)
qdy
)1/q
≤ Cq|z − z
′|1/p
t
1
2p
, (11)
11
for some Cq = Cq(c) > 0. Therefore, by using the representation (10), the estimates (9), (11) and
E
[
sup0≤s≤t |Xx(s)|
]
<∞, we have
P(z < Xx(t) ≤ z′) ≤
∫ z′
z
q(0, x; t, y)dy +
∫ z′
z
dy
∫ t
0
dsE [|∂xq(s,Xx(s); t, y)||b(s,Xx)|]
≤ Ĉ
∫ z′
z
gĉt(x, y)dy +
∫ t
0
Ĉ
(t− s)1/2E
[∫ z′
z
gĉ(t−s)(Xx(s), y)dy|b(s,Xx)|
]
ds
≤ Cq|z − z
′|1/p
t
1
2p
+
∫ t
0
ĈCqK(b, T )|z − z′|1/p
(t− s) 12+ 12p
E
[
1 + sup
0≤s≤t
|Xx(s)|
]
ds
≤ C
{
1
t
1
2p
+
1
t
1
2 (1− 1p )
}
|z − z′|1/p
for some C > 0. By choosing α = 1/p ∈ (0, 1), we concludes the proof.
3.2 Maximum of SDEs
Let us consider the following one-dimensional SDEs of the form
dX(t) = b(t,X(t))dt+ σ(X(t))dB(t), X(0) = x0 ∈ R, t ∈ [0, T ]. (12)
In this subsection, we consider Ho¨lder continuity of the distribution function of max0≤t≤T X(t). As
application we consider an approximation scheme for expectation E[g(max0≤t≤T X(t))] for g ∈ BV ,
which includes the payoff of binary options with respect to the running maximum of X .
Proposition 3.4. Suppose that the drift coefficient b is measurable and of sub-linear growth,
and diffusion coefficient σ ∈ C1b (R;R) and uniformly elliptic. Then, the distribution function of
max0≤t≤T X(t) is α-Ho¨lder continuous for any α ∈ (0, 1).
Remark 3.5. (i) Let f : R → R be a measurable function. Then f satisfies that bounded on
any compact subset of R and |f(x)| = o(|x|) as |x| → ∞ if and only if for any δ > 0, there
exists a constant K(δ) > 0 such that |f(x)| ≤ δ|x| +K(δ).
(ii) If b, σ ∈ C2b (R;R) and σ is uniformly elliptic, then by using Malliavin calculus approach, the
law of max0≤t≤T X(t) and discrete time maximum max{X(t1), . . . , X(tn)} with 0 ≤ t1 <
· · · < tn−1 < tn = T are absolutely continuous with respect to Lebesgue measure and the
densities satisfy some Gaussian type upper bound (see, Theorem 3 in [64]), thus in this
setting, we can apply original Avikainen’s estimate (1).
(iii) It is well-known that the drift coefficient b and σ are Lipschitz continuous in space and 1/2-
Ho¨lder continuous in time, then for any p ≥ 1, Errp(n) = Cn−1/2 for some C > 0 (see, [44])
and, recently, the strong rate of convergence under non-Lipschitz drift coefficient are studied
(see, [5, 18, 34, 57, 58, 59, 62, 61, 67, 68]) and subsection 4.5. Moreover, the estimate (14)
can be applied to multilevel Monte Carlo methods (see, [26]).
Proof. For continuous stochastic process A = (A(t))0≤t≤T , we set MA(T ) := max0≤t≤T A(t).
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(Step 1). We frist apply Lamperti transform. Let L(x) :=
∫ x
0
σ(y)−1dy, then L has an
inverse function L−1 and satisfies L′(x) = σ(x)−1, L′′(x) = −σ′(x)σ(x)−2 . Moreover since σ is
bounded and uniformly elliptic, L and L−1 are Lipschitz continuous. Then by using Itoˆ’s formula,
Y (t) := L(X(t)) satisfies the following SDE of the form
dY (t) = bY (t, Y (t))dt+B(t), Y (0) = L(x0) =: y0,
where bY (t, y) :=
b(t,L−1(y))
σ◦L−1(y) − σ
′◦L−1(y)
2 .
(Step 2). We apply Maruyama–Girsanov transform in order to remove the drift coefficient
from Y . Let p ∈ R, Z(p, ·) = (Z(p, t))0≤t≤T is defined by
Z(p, t) := exp
(
p
∫ t
0
bY (s, y0 +B(s))dB(s) − p
2
2
∫ t
0
|bY (s, y0 +B(s))|2ds
)
.
Since bY is also sub–linear growth, thus, Z(−1, ·) is martingale and has any both positive and
negative moments (see, Lemma 3.6 in [82]). Thus by using Maruyama–Girsanov transform, it
holds that for any bounded measurable functional f ∈ C([0, T ];R),
E[f(Y )] = E[f(y0 +B)Z(−1, T )], (13)
(Step 3). Since L is strictly increasing, MY (T ) = L(MX(T )), and thus by using (13), for any
a, b ∈ R with a < b, we have
P(a < MX(T ) ≤ b) = P (L(a) < MY (T ) ≤ L(b))
= E
[
1(L(a),L(b)](y0 +MB(T ))Z(−1, T )
]
.
Therefore, by using Ho¨lder’s inequality with 1/p+1/p′ = 1 for p, p′ > 1 and explicit representation
of the density of maximum of Brownian motion (see, e.g. Problem 2.8.2 in [43]), we have
P(a < MX(T ) ≤ b) ≤ E
[
Z(−p′, T )1/p′
]
P(L(a) < y0 +MB(T ) ≤ L(b))1/p
= E
[
Z(−p′, T )1/p′
](∫ L(b)−y0
L(a)−y0
√
2
πT
exp
(
−m
2
2T
)
dm
)1/p
≤ E
[
Z(−p′, T )1/p′
]( 2
πT
)1/(2p)
(L(b)− L(a))1/p.
Since L is a Lipschitz continuous and p > 1 is arbitrarily, we conclude that the distribution function
ofMX(T ) is α-Ho¨lder continuous for any α ∈ (0, 1). This concludes the proof of the statement.
Theorem 3.6. Suppose that the drift coefficient b is measurable and of sub-linear growth, that is,
for any δ > 0, there exists Kt(δ) > 0 such that Kt(δ) is increasing with respect to t and for all
t > 0 and x ∈ R, |b(t, x)| ≤ δ|x| + Kt(δ), and diffusion coefficient σ ∈ C1b (R;R) and uniformly
elliptic. Let X(n) be the Euler–Maruyama scheme for SDE (12) defined by
dX(n)(t) = b(ηn(t), X
(n)(ηn(t)))dt + σ(X
(n)(ηn(t)))dB(t), X
(n)(0) = x0, t ∈ [0, T ],
13
where ηn(s) = kT/n =: t
(n)
k if s ∈ [kT/n, (k + 1)T/n). Let p ≥ 1 and suppose E[max0≤t≤T |X(t)−
X(n)(t)|p]1/p ≤ Errp(n). Then for any g ∈ BV , q ∈ [1,∞) and α ∈ (0, 1), there exists a positive
constant C = C(g, b, σ, p, q, T, α) > 0 such that for any n ≥ 2,
E
[∣∣∣∣g( max0≤t≤T X(t)
)
− g
(
max
0≤t≤T
X(n)(ηn(t))
)∣∣∣∣q] ≤ C
{
Errp(n)
pα
p+α +
(
logn
n
) pα
2(p+α)
}
. (14)
Proof. From Theorem 2.1 and Proposition 3.4, it is suffices to estimate the moment of the difference
between max0≤t≤T X(t) and max0≤t≤T X(n)(ηn(t)). By using triangle inequality, we have
E
[∣∣∣∣ max0≤t≤T X(t)− max0≤t≤T X(n)(ηn(t))
∣∣∣∣p]
≤ 2p−1E
[
max
0≤t≤T
∣∣∣X(t)−X(n)(t)∣∣∣p]+ 2p−1E [ max
0≤t≤T
∣∣∣X(n)(t)−X(n)(ηn(s))∣∣∣p] .
By Le´vy’s modulus continuity of Brownian motion (see, e.g., Theorem 2.9.25 in [43]), since b is
sub–linear growth there exists C > 0 such that
E
[
max
0≤t≤T
∣∣∣X(n)(t)−X(n)(ηn(s))∣∣∣p] ≤ 2p−1max0≤t≤T E [|b(ηn(t), X(n)(ηn(t)))|p]T p
np
+ 2p−1‖σ‖p∞E
[
max
0≤t≤T
|B(t)−B(ηn(s))|p
]
≤ C
(
logn
n
)p/2
,
which concludes the proof.
4 Application to numerical schemes for SDEs and SHEs
In this section, we apply a generalized Avikainen’s estimate (4) to several problems on numerical
analysis of SDEs and SHEs with irregular coefficients.
4.1 SDEs with bounded 2-variation diffusion coefficients
In this subsection, we consider one-dimensional SDEs with bounded 2-variation diffusion coefficient.
It is well-known that Yamada and Watanabe [86] proved that if the diffusion coefficient σ is
α-Ho¨lder continuous with exponent α ∈ [1/2, 1], then the pathwise uniqueness holds. Besides,
Girsanov [27] and Barlow [6] provided some examples of α-Ho¨lder continuous function σ with
α ∈ (0, 1/2) such that the pathwise uniqueness fails for SDE (15), and thus the Ho¨lder exponent
α = 1/2 is sharp. On the other hand, Le Gall [52] proved that if the diffusion coefficients is
bounded, uniformly positive and bounded 2-variation, then the pathwise uniqueness holds. Note
that we need the uniformly positive condition. Indeed, if b = 0 and σ = sgn then the equation is
called Tanka’s equation, and in this case there is no strong solution.
The goal of this subsection is that, under above condition, we provide the rate of convergence
for the Euler–Maruyama scheme (see Theorem 4.1 and Theorem 4.8).
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Case 1 : time independent coefficients
Let us consider the following one-dimensional SDEs of the form
dX(t) = b(X(t))dt+ σ(X(t))dB(t), X(0) = x0 ∈ R, t ∈ [0, T ], (15)
where B = (B(t))0≤t≤T is a standard Brownian motion defined on a probability space (Ω,F ,P)
with a filtration (Ft)0≤t≤T satisfying the usual conditions. Since the solution of (15) is rarely
analytically tractable, one often approximates X = (X(t))0≤t≤T by using the Euler–Maruyama
scheme given by
dX(n)(t) = b(X(n)(ηn(t)))dt + σ(X
(n)(ηn(s)))dB(t), X
(n)(0) = x0, t ∈ [0, T ],
where ηn(s) = kT/n =: t
(n)
k if s ∈ [kT/n, (k + 1)T/n).
If the diffusion coefficient σ is of bounded 2-variation, then we have the following rate of strong
convergence for the Euler–Maruyama scheme.
Theorem 4.1. Suppose that coefficients b and σ are measurable, bounded and σ is uniformly
positive. Moreover, assume that there exist γ ∈ (0, 1], fb ∈ BV and bounded and strictly increasing
function and fσ such that for any x, y ∈ R,
|b(x)− b(y)| ≤ |fb(x)− fb(y)|γ and |σ(x) − σ(y)|2 ≤ |fσ(x) − fσ(y)|.
Then there exists a constant C such that for any n ≥ 3,
sup
0≤t≤T
E
[∣∣∣X(t)−X(n)(t)∣∣∣] ≤ CeC√log logn
logn
and if b ∈ L1(R), then there exists a constant C such that for any n ≥ 2,
sup
0≤t≤T
E
[∣∣∣X(t)−X(n)(t)∣∣∣] ≤ C
logn
.
Remark 4.2. By the structural Theorem (see, Theorem 3.1 in [13]), the condition for σ in Theorem
4.1 is of bounded 2-variation. Le Gall [52] showed that the pathwise uniequness holds for SDE (15)
with bounded 2-variation diffusion coefficient which includes discontinuous functions (see Remark
4.9 (i) for applications of this type of equations). Note that Gyo¨ngy and Ra´sonyi [34] proved the
same error estimate in the case that the drift coefficient b is Lipschitz continuous and the diffusion
coefficient σ is 1/2-Ho¨lder continuous.
Before proving Theorem 4.1, we consider the following one-dimensional Itoˆ process Y =
(Y (t))t≥0 defined by
dY (t) = b(t, ω)dt+ σ(t, ω)dB(t), Y (0) = y0 ∈ R, t ∈ [0, T ],
where b, σ : [0, T ] × Ω → R are progressively measurable stochastic processes. Then we derive a
key estimation for proving Theorem 4.1.
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Proposition 4.3. The drift coefficient b and diffusion coefficient σ of Y are uniformly bounded,
and a := σ2 is uniformly positive, that is, there exists a > 0 such that a(t, ω) ≥ a for all t ≥ 0
almost surely. Then for any g ∈ BV , p ∈ (0,∞) and q ∈ [1,∞), there exists a positive constant
C = C(g, b, σ, p, q) > 0 such that for any one-dimensional progressively measurable process Ŷ =
(Ŷ (t))t≥0, we have
∫ T
0
E
[∣∣∣g(Y (s))− g(Ŷ (s))∣∣∣q]ds ≤ C (∫ T
0
E
[∣∣∣Y (s)− Ŷ (s)∣∣∣p]ds) 1p+1 .
For proving Proposition 4.3, we estimate a uniform L2-bounded of the local time of Y .
Lemma 4.4. Suppose the coefficients b and σ of Y satisfy the same conditions on Proposition 4.3.
Then it holds that
sup
x∈R
E
[
|LxT (Y )|2
]
≤ 12‖b‖2∞T 2 + 6‖σ‖2∞T.
Proof. By using the symmetric Itoˆ–Tanaka formula, we have
LxT (Y ) = |Y (T )− x| − |y0 − x| −
∫ T
0
sgn(Y (s))dY (s)
≤ |Y (T )− y0|+ 2
∫ T
0
|b(s, ω)|ds+
∣∣∣∣∣
∫ T
0
sgn(Y (s))σ(s, ω)dB(s)
∣∣∣∣∣ .
Since b and σ are bounded, it follows from the inequality (a+ b+ c)2 ≤ 3(a2 + b2 + c2), a, b, c ≥ 0
and the L2-isometry that,
sup
x∈R
E
[
|LxT (Y )|2
]
≤ 12‖b‖2∞T 2 + 6
∫ T
0
E
[
|σ(s, ω)|2
]
ds ≤ 12‖b‖2∞T 2 + 6‖σ‖2∞T.
This concludes the statement.
Proof of Proposition 4.3. From Theorem 2.1, it is suffices to estimate
∫ T
0
P(a < Y (s) ≤ b)ds. Since
the coefficients of Y are bounded and a = σ2 is uniformly positive, by using the occupation time
formula and Lemma 4.4, we have∫ T
0
P(a < Y (s) ≤ b)ds = E
[∫ T
0
1(a,b](Y (s))ds
]
≤ aE
[∫ T
0
1(a,b](Y (s))d〈Y 〉(s)
]
= aE
[∫
R
1(a,b](x)L
x
T (Y )dx
]
≤ a
√
12‖b‖2∞T 2 + 6‖σ‖2∞T (b− a),
which concludes the statement.
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Remark 4.5. Note that since b, σ are bounded, and σ is uniformly elliptic, we can prove directly
Proposition 4.3 by using Krylov estimate (see, page 54, Theorem 4 in [50]).
Proposition 4.3 shows the following error estimate for Itoˆ processes.
Proposition 4.6. Suppose the coefficients b and σ satisfies the same conditions on Proposition
4.3. Then for any g ∈ BV , p ∈ (0,∞) and q ∈ [1,∞), there exists C = C(g, b, σ, p, q) > 0 such
that for any n ∈ N, ∫ T
0
E [|g(Y (s))− g(Y (ηs(s)))|q] ds ≤ C
(
T
n
) p
2(p+1)
.
Remark 4.7. (i) Note that the estimate on Proposition 4.6 is almost optimal. Indeed, since
p ∈ (0,∞) is arbitrarily, for any ε ∈ (0, 1), we can choose p as p2(p+1) = 1−ε2 . Moreover, there
exist Y and g ∈ BV such that ∫ T0 E[|g(Y (s))− g(Y (ηs(s)))|q ]ds ≥ C′n−1/2 for some C′ > 0,
(see Remark 3.6 in [67]).
(ii) In the paper [46] the authors consider rate of convergence of
E
[∣∣∣∣∣
∫ T
0
g(Y (s))ds−
∫ T
0
g(Y (ηn(s)))ds
∣∣∣∣∣
q]
for irregular function g and solution of one-dimensional SDEs X with smooth coefficients,
(see also [66] for a central limit theorem for occupation time of diffusion processes).
Proof of Proposition 4.6. From Proposition 4.3, it suffices to estimate∫ T
0
E [|Y (s)− Y (ηn(s))|p] ds. (16)
Since b and σ are bounded, thus by using Burkholder-Davis-Gundy’s inequality and Jensen’s
inequality, (16) is estimated above by 2p−1T {‖b‖p∞(T/n)p + ‖σ‖p∞cp(T/n)p/2}, where cp is the
constant of Burkholder-Davis-Gundy’s inequality. This concludes the proof.
Proof of Theorem 4.1. We will only present the detail proof for the case that b ∈ L1(R). The proof
for the case b 6∈ L1(R) is based on the localisation technique given in [68] and it will be omitted.
(Step 1). In order to deal with non-Lipschitz drift coefficient b, we apply the method of
removal drift. We define the scale function ϕ(x) :=
∫ x
0
exp(−2 ∫ y
0
b(z)
σ2(z)dz)dy, which is well-defined
since σ2 is uniformly positive. We define Y (t) := ϕ(X(t)) and Y (n)(t) := ϕ(X(n)(t)). Note that
ϕ′′ exists and satisfies ϕ′′ = − 2bϕ′σ2 almost everywhere, and ϕ satisfies the ordinary differential
equation b(x)ϕ′(x) + 12σ
2(x)ϕ′′(x) = 0. Hence by using generalized Itoˆ’s formula (see, e.g. [43]
Problem 3.7.3, page 219), we have
Y (t) = ϕ(x0) +
∫ t
0
ϕ′(X(s))σ(X(s))dB(s),
Y (n)(t) = ϕ(x0) +
∫ t
0
ϕ′(X(n)(s))σ(X(n)(ηn(s)))dB(s)
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−
∫ t
0
ϕ′(X(n)(s))
{
b(X(n)(s))− b(X(n)(ηn(s)))
}
ds
+
∫ t
0
ϕ′(X(n)(s))b(X(n)(s))
σ2(X(n)(s))
{
σ(X(n)(s))2 − σ(X(n)(ηn(s)))2
}
ds.
We denote Kσ := infx∈R σ(x)∨‖σ‖−1∞ > 0 and C0 := e2K
2
σ‖b‖L1(R) . Then it is easy to verify that the
scale function ϕ satisfies the following three properties; (a) for any x ∈ R, C−10 ≤ ϕ′(x) ≤ C0; (b)
for any x ∈ R, |ϕ′′(x)| ≤ 2‖b‖∞K2σC0; (c) for any z, w ∈ Dom(ϕ−1), |ϕ−1(z)−ϕ−1(w)| ≤ C0|z−w|,
(see, e.g., [68]).
(Step 2). In order to deal with Le Gall’s condition of the diffusion coefficient σ, we use Yamada
and Watanabe approximation technique (see [34] or [86]). For each δ ∈ (1,∞) and ε ∈ (0, 1), we
define a continuous function ψδ,ε : R→ [0,∞) with suppψδ,ε ⊂ [ε/δ, ε] such that
∫ ε
ε/δ
ψδ,ε(z)dz = 1
and 0 ≤ ψδ,ε(z) ≤ 2z log δ , z > 0. Since
∫ ε
ε/δ
2
z log δdz = 2, there exists such a function ψδ,ε. We
define a function φδ,ε ∈ C2(R;R) by φδ,ε(x) :=
∫ |x|
0
∫ y
0
ψδ,ε(z)dzdy. It is easy to verify that φδ,ε
has the following three properties; (i) |x| ≤ ε + φδ,ε(x), for any x ∈ R; (ii) 0 ≤ |φ′δ,ε(x)| ≤ 1, for
any x ∈ R; (iii) φ′′δ,ε(±|x|) = ψδ,ε(|x|) ≤ 2|x| log δ1[ε/δ,ε](|x|) for any x ∈ R\ {0}. From the property
(c) of the scale function ϕ and the property (i) of φδ,ε, for any t ∈ [0, T ], we have
|X(t)−X(n)(t)| ≤ C0|Y (t)− Y (n)(t)| ≤ C0
{
ε+ φδ,ε(Y (t)− Y (n)(t))
}
. (17)
Since φδ,ε ∈ C2(R;R), by using Itoˆ’s formula, φδ,ε(Y (t) − Y (n)(t)) can be decomposed by the
following four terms
φδ,ε(Y (t)− Y (n)(t)) =Mn,δ,ε(t) + In,δ,ε1 (t) + In,δ,ε2 (t) + Jn,δ,ε(t), (18)
where
Mn,δ,ε(t) :=
∫ t
0
φ′δ,ε(Y (s)− Y (n)(s))
×
{
ϕ′(X(s))σ(X(s)) − ϕ′(X(n)(s))σ(X(n)(ηn(s)))
}
dB(s),
In,δ,ε1 (t) :=
∫ t
0
φ′δ,ε(Y (s)− Y (n)(s))ϕ′(X(n)(s))
{
b(X(n)(s))− b(X(n)(ηn(s)))
}
ds,
In,δ,ε2 (t) := −
∫ t
0
φ′δ,ε(Y (s)− Y (n)(s))ϕ
′(X(n)(s))b(X(n)(s))
σ2(X(n)(s))
×
{
σ(X(n)(s))2 − σ(X(n)(ηn(s)))2
}
ds,
Jn,δ,ε(t) :=
1
2
∫ t
0
φ′′δ,ε(Y (s)− Y (n)(s))
×
∣∣∣ϕ′(X(s))σ(X(s)) − ϕ′(X(n)(s))σ(X(n)(ηn(s)))∣∣∣2 ds.
Note that since φ′, ϕ′ and σ are bounded, (Mn,δ,ε(t))0≤t≤T is martingale, so expectation of
Mn,δ,ε(t) equals to zero.
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(Step 3). To conclude the statement, we estimate the expectation of In,δ,ε1 (t), I
n,δ,ε
2 (t) and
Jn,δ,ε(t) by using Proposition 4.6.
We first consider the expectation of In,δ,ε1 (t) and I
n,δ,ε
2 (t). From the property (a) of the scale
function ϕ and the property (ii) of φδ,ε, by using Jensen’s inequality and Proposition 4.6 with
g = fb and q = 1, we have
E
[∣∣∣In,δ,ε1 (t)∣∣∣] ≤ C0 ∫ T
0
E
[∣∣∣b(X(n)(s)) − b(X(n)(ηn(s)))∣∣∣]ds
≤ C0T 1−γ
(∫ T
0
E
[∣∣∣fb(X(n)(s))− fb(X(n)(ηn(s)))∣∣∣]ds
)γ
≤ C0T 1−γC(fb, b, σ, p, 1)γ
(
T
n
) pγ
2(p+1)
, (19)
and Proposition 4.6 with g = fσ and q = 1, we have
E
[∣∣∣In,δ,ε2 (t)∣∣∣] ≤ 2C0‖b‖∞‖σ‖∞infx∈R σ(x)
∫ T
0
E
[∣∣∣σ(X(n)(s))− σ(X(n)(ηn(s)))∣∣∣]ds
≤ 2C0‖b‖∞‖σ‖∞
infx∈R σ(x)
T
1
2C(fσ, b, σ, p, 1)
1
2
(
T
n
) p
4(p+1)
. (20)
Next, we consider the expectation of Jn,δ,ε(t). From the property (iii) of φδ,ε, we have
Jn,δ,ε(t) ≤
∫ T
0
1[ε/δ,ε](|Y (s)− Y (n)(s)|)
|Y (s)− Y (n)(s)| log δ
∣∣∣ϕ′(X(s))σ(X(s))− ϕ′(X(n)(s))σ(X(n)(ηn(s)))∣∣∣2 ds
≤ 3{Jn,δ,ε1 (T ) + Jn,δ,ε2 (T ) + Jn,δ,ε3 (T )},
where
Jn,δ,ε1 (t) :=
∫ t
0
1[ε/δ,ε](|Y (s)− Y (n)(s)|)
|Y (s)− Y (n)(s)| log δ |σ(X(s))|
2
∣∣∣ϕ′(X(s))− ϕ′(X(n)(s))∣∣∣2 ds,
Jn,δ,ε2 (t) :=
∫ t
0
1[ε/δ,ε](|Y (s)− Y (n)(s)|)
|Y (s)− Y (n)(s)| log δ |ϕ
′(X(n)(s))|2
∣∣∣σ(X(s)) − σ(X(n)(s))∣∣∣2 ds,
Jn,δ,ε3 (t) :=
∫ t
0
1[ε/δ,ε](|Y (s)− Y (n)(s)|)
|Y (s)− Y (n)(s)| log δ |ϕ
′(X(n)(s))|2
∣∣∣σ(X(n)(s)) − σ(X(n)(ηn(s)))∣∣∣2 ds.
We first consider Jn,δ,ε1 (T ). From the property of the scale function (b), ϕ
′ is Lipschitz
continuous with Lipschitz constant ‖ϕ′′‖∞, thus we have
Jn,δ,ε1 (T ) ≤
K2σ‖ϕ′′‖2∞
log δ
∫ T
0
1[ε/δ,ε](|Y (s)− Y (n)(s)|)
|Y (s)− Y (n)(s)|
∣∣∣X(s)−X(n)(s)∣∣∣2 ds
≤ K
2
σ‖ϕ′′‖2∞C20
log δ
∫ T
0
1[ε/δ,ε](|Y (s)− Y (n)(s)|)
∣∣∣Y (s)− Y (n)(s)∣∣∣ ds
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≤ 4K6σC40‖b‖2∞T
ε
log δ
. (21)
Next we consider Jn,δ,ε2 (T ). This part is based on the argument in [52]. By using the property
of the scale function (a) and the assumption on σ, we have
Jn,δ,ε2 (T ) ≤
C30
log δ
∫ T
0
∣∣fσ(X(s))− fσ(X(n)(s))∣∣
|X(s)−X(n)(s)| 1|X(s)−X(n)(s)|≥ε/(C0δ)ds.
We consider approximation fσ,ℓ ∈ C1(R) of fσ which is also strictly increasing function and satisfies
‖fσ,ℓ‖∞ ≤ ‖fσ‖∞ and fσ,ℓ ↑ fσ as ℓ→∞ on R. Then by using Fatou’s lemma and the mean value
theorem, we have
Jn,δ,ε2 (T ) ≤
C30
log δ
∫ T
0
|fσ(X(s))− fσ(X(n)(s))|
|X(s)−X(n)(s)| 1|X(s)−X(n)(s)|>ε/(C0δ)ds
≤ lim inf
ℓ→∞
C30
log δ
∫ T
0
|fσ,ℓ(X(s))− fσ,ℓ(X(n)(s))|
|X(s)−X(n)(s)| 1|X(s)−X(n)(s)|>ε/(C0δ)ds
≤ lim inf
ℓ→∞
C30
log δ
∫ T
0
ds
∫ 1
0
dθf ′σ,ℓ(V (n)s (θ)), (22)
where V
(n)
t (θ) := (1− θ)X(t) + θX(n)(t). Since σ is uniformly positive, the quadratic variation of
V (n)(θ) satisfies
〈V (n)(θ)〉t =
∫ t
0
{
(1 − θ)σ(X(s)) + θσ(X(n)(ηn(s)))
}2
ds ≥
(
inf
x∈R
σ(x)
)2
t.
Therefore, by using the occupation time formula, we have∫ T
0
ds
∫ 1
0
dθf ′σ,ℓ(V (n)s (θ)) ≤
(
inf
x∈R
σ(x)
)−2 ∫ 1
0
dθ
∫ T
0
d〈V (n)(θ)〉sf ′σ,ℓ(V (n)s (θ))
=
(
inf
x∈R
σ(x)
)−2 ∫
R
dxf ′σ,ℓ(x)
∫ 1
0
dθLxT (V
(n)(θ)),
where Lxt (V
(n)(θ)) the symmetric local time of V (n)(θ) up to time t at the level x ∈ R. By using
Lemma 4.4 and the estimate ‖f ′σ,ℓ‖L1(R) ≤ 2‖fσ,ℓ‖∞ ≤ 2‖fσ‖∞ we have
E
[∫ T
0
ds
∫ 1
0
dθf ′σ,ℓ(V (n)s (θ))
]
≤
(
inf
x∈R
σ(x)
)−2 ∫
R
dxf ′σ,ℓ(x)
∫ 1
0
dθE[LxT (V
(n)(θ))]
≤
(
inf
x∈R
σ(x)
)−2
‖f ′σ,ℓ‖L1(R) sup
θ∈[0,1],x∈R
E[|LxT (V (n)(θ))|2]1/2
≤ 2
(
inf
x∈R
σ(x)
)−2
‖fσ‖∞{12‖b‖2∞T 2 + 6σ2T }1/2.
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By plugging this estimate to (22) and using Fatou’s lemma, we get the following estimate for the
expectation of Jn,δ,ε2 (T );
E[Jn,δ,ε2 (T )] ≤ 2C30σ−2‖fσ‖∞{12‖b‖2∞T 2 + 6σ2T }1/2
1
log δ
. (23)
Finally, we consider Jn,δ,ε3 (T ). By using Proposition 4.6 with g = fσ and q = 1, we have
E[Jn,δ,ε3 (T )] ≤
C20δ
ε log δ
∫ T
0
E
[∣∣∣fσ(X(n)(s))− fσ(X(n)(ηn(s)))∣∣∣]ds
≤ C20C(fσ, b, σ, p, q)
δ
ε log δ
(
T
n
) p
2(p+1)
. (24)
Since E[Mn,δ,ε(t)] = 0, it follows from (17), (18), (19), (20), (21), (23) and (24) that there
exists a positive constant C which does not depend on n such that
sup
0≤t≤T
E[|X(t)−X(n)(t)|]
≤ C
{
ε+
1
n
pγ
2(p+1)
+
1
n
p
4(p+1)
+
ε
log δ
+
1
log δ
+
δ
ε log δ
1
n
p
2(p+1)
}
.
By choosing ε = 1/ logn and δ = n
p
4(p+1) , we conclude the proof.
Case 2 : time dependent coefficients
Let us consider the following one-dimensional SDEs of the form
dX(t) = b(t,X(t))dt+ σ(t,X(t))dB(t), X(0) = x0 ∈ R, t ∈ [0, T ],
and its Euler–Maruyama scheme of the form
dX(n)(t) = b(ηn(t), X
(n)(ηn(t)))dt + σ(ηn(t), X
(n)(ηn(s)))dB(t), X
(n)(0) = x0, t ∈ [0, T ].
Since the coefficients are time dependent, we cannot apply removal drift technique used in the
proof of Theorem 4.1. However, if the drift coefficient b satisfies one-sided Lipschitz condition,
additionally, then we have the rate of strong convergence for the Euler–Maruyama scheme.
Theorem 4.8. Suppose that coefficients b and σ are measurable, bounded and σ is uniformly
positive. Moreover, assume that there exist γ ∈ (0, 1], fb ∈ BV and bounded and strictly increasing
function and fσ such that for any x, y ∈ R and s, t ∈ [0, T ],
|b(t, x)− b(t, y)| ≤ |fb(x)− fb(y)|γ and |σ(t, x) − σ(t, y)|2 ≤ |fσ(x) − fσ(y)|,
and additionally, there exists K ≥ 0 and α ∈ (0, 1] such that
(x− y)(b(t, x)− b(t, y)) ≤ K|x− y|2
|b(t, x)− b(s, x)|+ |σ(t, x) − σ(s, x)|2 ≤ K|t− s|α.
Then there exists a constant C such that for any n ≥ 2,
sup
0≤t≤T
E
[∣∣∣X(t)−X(n)(t)∣∣∣] ≤ C
logn
.
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Proof. We again apply Yamada and Watanabe approximation technique which is used in the proof
of Theorem 4.1. By using Itoˆ’s formula, φδ,ε(X(t)−X(n)(t)) can be decomposed by the following
four terms
φδ,ε(X(t)−X(n)(t)) =Mn,δ,ε(t) + In,δ,ε1 (t) + In,δ,ε2 (t) + Jn,δ,ε(t),
where
Mn,δ,ε(t) :=
∫ t
0
φ
′
δ,ε(X(s)−X(n)(s))
{
σ(s,X(s))− σ(ηn(s), X(n)(ηn(s)))
}
dB(s),
In,δ,ε1 (t) :=
∫ t
0
φ′δ,ε(X(s)−X(n)(s))
{
b(s,X(s))− b(s,X(n)(s))
}
ds,
In,δ,ε2 (t) :=
∫ t
0
φ
′
δ,ε(X(s)−X(n)(s))
{
b(s,X(n)(s))− b(ηn(s), X(n)(ηn(s)))
}
ds,
Jn,δ,ε(t) :=
1
2
∫ t
0
φ
′′
δ,ε(X(s)−X(n)(s))
∣∣∣σ(s,X(s))− σ(ηn(s), X(n)(ηn(s)))∣∣∣2 ds.
To conclude the statement, it is sufficient to estimate In,δ,ε1 (t). The other terms can be estimated
by the same way as the proof of Theorem 4.1 or regularity of time variables on the coefficients.
Since φ′δ,ε satisfies φ′δ,ε(x)/x > 0, x 6= 0, by using one-sided Lipschitz condition on b, we have
φ′δ,ε(x− y)(b(s, x)− b(s, y)) ≤ K|x− y|, for any x, y ∈ R and s ∈ [0, T ]. Therefore, it holds that
E
[∣∣∣In,δ,ε1 (t)∣∣∣] ≤ K ∫ t
0
E
[∣∣∣X(s)−X(n)(s)∣∣∣]ds. (25)
Therefore, since E[Mn,δ,ε(t)] = 0, there exists a positive constant C which do not depend on n
such that for any t ∈ [0, T ]
E[|X(t)−X(n)(t)|] ≤ ε+K
∫ t
0
E
[∣∣∣X(s)−X(n)(s)∣∣∣]ds
+ C
{
1
n
pγ
2(p+1)
+
1
n
p
4(p+1)
+
1
log δ
+
δ
ε log δ
1
n
p
2(p+1)
+
1
nα
+
δ
ε log δ
1
nα
}
By choosing ε = 1/ logn and δ = n
p
4(p+1)
∧α2 , we conclude the proof.
Application to singular SDEs
As application of Theorem 4.1, we consider the following one-dimensional SDEs with symmetric
local time of the form
X(t) = x0 +
∫ t
0
σ(X(s))dB(s) +
∫
R
Lat (X)ν(da), x0 ∈ R, t ∈ [0, T ], (26)
where ν is a signed measure on R satisfying 0 ≤ |ν({a})| < 1 for any a ∈ R. We suppose that σ is
right continuous, bounded and uniformly positive.
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Remark 4.9. (i) Note that SDEs with discontinuous coefficients considered in subsection 4.1,
and singular SDEs (26) are applied in mathematical finance [1, 14, 15, 16, 25], optimal control
problems [9, 53] and problems in multi-layered media [75]. In particular, the equation (26)
are related to (generalized) skew Brownian motions [37, 54]. More preciously, let σ = 1
and ν = (2α − 1)δ0 with |2α − 1| ∈ (0, 1), (or more generally ν =
∑M
i=1(2αi − 1)δai with
|2αi − 1| < 1, i = 1, . . . ,M), then the equation is called skew Brownian motion. Harrison
and Shepp [37] proved that if |2α − 1| ≤ 1 then there is a unique strong solution and if
|2α− 1| > 1 and x0 = 0, there is no solution. Numerical schemes for this type of equations
are studied (see, [19, 20, 24, 47, 55, 60]).
(ii) Suppose that the distributional derivative of σ is a signed Radon measure and ν(da) :=
1
2σ
−1(x)σ′(da) and 0 < |ν{a}| < 1. Then as mentioned in introduction, SDE (26) is a diffu-
sion process associated to the parabolic equation in divergence form, that is, its infinitesimal
generator is given by 12
d
dx
(
σ2 ddx
)
(see, Theorem 3.6 in [7]).
Now we consider a transformation of the equation (26) in order to remove the drift part (see,
for more details Proposition 2.2 in [52]). We define a function fν by
fν(x) := exp(−2νc((−∞, x]))
∏
−∞<y≤x
1− ν({y})
1 + ν({y}) ,
where νc is a continuous part of ν. Then fν is right continuous, non-increasing, limx→−∞ fν(x) = 1
and for any x ∈ R,
Kν ≤ fν(x) ≤ 1, Kν := exp(−2νc(R))
∏
−∞<y<∞
1− ν({y})
1 + ν({y}) > 0. (27)
We set Fν(x) :=
∫ x
0
fν(y)dy. Then it holds from (27) that for any x, y ∈ R and z, w ∈ Dom(F−1ν ),
|Fν(x)− Fν(y)| ≤ |x− y| and |F−1ν (z)− F−1ν (w)| ≤ K−1ν |z − w|. (28)
We define the second derivative measure f ′ν(da) associated with fν , that is, it satisfies∫
R
g(a)f ′ν(da) = −
∫
R
g′(a)DℓFν(a)da,
where Dℓf is the left derivative of f , and g is a differentiable function with compact support on
R. Then, it holds that (see Lemma 2.1 in [52]),
f ′ν(da) + (fν(a) + fν(a−))ν(da) = 0. (29)
Define a stochastic process Y by Y (t) := Fν(X(t)), then by using the symmetric Itoˆ–Tanaka
formula and (29), since Lat (X) only increases when X(t) = a, we have
Y (t) = Fν(x0) +
1
2
∫ t
0
{fν(X(s)) + fν(X(s)−)}σ(X(s))dB(s)
+
1
2
∫
R
∫ t
0
{fν(X(s)) + fν(X(s)−)}dLas(X)ν(da) +
1
2
∫
R
Lat (X)f
′
ν(da)
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= Fν(y0) +
1
2
∫ t
0
{fν(X(s)) + fν(X(s)−)}σ(X(s))dB(s).
Since σ is uniformly positive,
∫ T
0
P(X(t) = x)dt = 0 for any x ∈ R, thus Y is a solution of SDE
without drift term of the form
dY (t) = (fν · σ) ◦ F−1ν (Y (t))dB(t), Y (0) = Fν(x0).
Note that (fν · σ) ◦ F−1ν is of bounded variation and right continuous, bounded and uniformly
positive, thus it satisfies assumptions of σ in Theorem 4.1. Thus since F−1ν is Lipschitz continuous
(see (28)), a solution of SDE (26) can be approximated as follows.
Corollary 4.10. Let X be a solution of SDE (26). Suppose that ν is a signed measure on R
satisfying 0 ≤ |ν({a})| < 1 for any x ∈ R and σ is right continuous, bounded and uniformly
positive. Then there exists C > 0 such that for any n ≥ 2,
sup
0≤t≤T
E
[∣∣∣X(t)− F−1ν (Y (n)(t))∣∣∣] ≤ Clogn,
where Y (n) is the Euler–Maruyama scheme of Y defined by dY (n)(t) = (fν ·σ)◦F−1ν (Y (n)(ηn(t)))dB(t),
Y (n)(0) = Fν(x0).
4.2 SDEs with super-linearly growing and irregular coefficients
In this subsection, inspired by [40, 65, 77, 78], we consider a tamed Euler–Maruyama scheme, in
order to approximate a solution of one–dimensional SDEs (15)
Case 1 : super-linear growing diffusion coefficient
We first consider that the coefficients b : R→ R and σ : R→ R satisfies the following conditions.
Assumption 4.11. We suppose that the coefficients b : R → R and σ : R → R are measurable
and satisfy the following conditions:
(i) (Khasminskii and one-sided Lipschitz condition) There exist K > 0, p0 > 2 and p1 > 2 such
that for each x, y ∈ R,
2xb(x) + (p0 − 1)|σ(x)|2 ≤ K(1 + |x|2),
2(x− y)(b(x)− b(y)) + (p1 − 1)|σ(x)− σ(y)|2 ≤ K|x− y|2.
(ii) (locally bounded 1/γ-variation and polynomial growth) There exist K > 0, fb ∈ BV , γ ∈ (0, 1]
and ℓ ∈ (0, p0−24 ] such that for each x, y ∈ R,
|b(x)− b(y)| ≤ K(1 + |x|ℓ + |y|ℓ)|fb(x)− fb(y)|γ
|b(x)| ≤ K(1 + |x|ℓ+1).
(iii) The diffusion coefficient σ is uniformly elliptic, that is, infx∈R σ(x)2 > 0.
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Remark 4.12. (i) Note that under Assumption 4.11 (i), the unique strong solution of SDE
(15) can be constructed as a limit (in probability) of standard Euler–Maruyama scheme (see,
[31]).
(ii) From Assumption 4.11, there exists K0 > 0 such that for any x, y ∈ R,
(p0 − 1)|σ(x)|2 ≤ K(1 + |x|2)− 2xb(x) ≤ (p0 − 1)K0(1 + |x|ℓ+2), (30)
and
(p1 − 1)|σ(x) − σ(y)|2 ≤ K|x− y|2 − 2(x− y)(b(x)− b(y)) (31)
≤ (K + 1)|x− y|2 + 3K2(1 + |x|2ℓ + |y|2ℓ)|fb(x) − fb(y)|2γ .
Now inspired by [40, 77, 78], we consider a tamed Euler–Maruyama scheme for a solution of
SDE (15), defined by
dX(n)(t) = bn(X
(n)(ηn(t)))dt + σn(X
(n)(ηn(s)))dB(t), X
(n)(0) = x0, t ∈ [0, T ], (32)
where
bn(x) :=
b(x)
1 + n−1/2|x|ℓ and σn(x) :=
σ(x)
1 + n−1/4|x|ℓ/2 .
Then it holds that for any x ∈ R and n ∈ N,
|bn(x)| ≤ {Kn1/2(1 + |x|)} ∧ |b(x)|, (33)
|σn(x)|2 ≤ {K0n1/2(1 + |x|2)} ∧ |σ(x)|2, (34)
and
|b(x) − bn(x)| = |b(x)||x|
ℓn−1/2
1 + n1/2|x|ℓ ≤ K(1 + |x|
ℓ+1)|x|ℓn−1/2, (35)
|σ(x) − σn(x)|2 = |σ(x)|
2|x|ℓn−1/2
(1 + n−1/4|x|ℓ/2)2 ≤ K0(1 + |x|
ℓ+2)|x|ℓn−1/2. (36)
Under Assumption 4.11, we have the following rate of strong convergence for the tamed Euler–
Maruyama scheme (32).
Theorem 4.13. Suppose that Assumption 4.11 holds. Then for any p ∈ [2, p0/(2ℓ+ 1)] ∩ [2, p1),
there exists C > 0 such that
sup
0≤t≤T
E[|X(t)−X(n)(t)|p]1/p ≤ Cn−(r(p)∧ 14 ).
where
r(p) :=
γ(ℓ+ 1)
2p0 + ℓ+ 2
p0
p(2ℓ+ 1)
∈
[
8γ
9p0 + 6
,
γp0(p0 + 6)
4(p0 + 1)
)
.
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For proving Theorem 4.13, we first note that a solution of SDEs and the tamed Euler–
Maruyama scheme (32) have a moment.
Lemma 4.14. Under Assumption 4.11, it holds that for any q ≤ p0, there exists Cq such that
sup
0≤t≤T
E [|X(t)|q] ∨ sup
n∈N
sup
0≤t≤T
E
[∣∣∣X(n)(t)∣∣∣q] ≤ Cq.
Proof. It follows from (33) and (34) that bn and σn satisfies the conditions B-1, B-2 and B-3 in
[78]. Thus from Lemma 2 in [78], we conclude the proof.
Using the above lemma, we have the following estimate.
Lemma 4.15. Suppose Assumption 4.11 holds. Then there exists C > 0 such that
sup
0≤t≤T
E
[∣∣∣X(n)(t)−X(n)(ηn(t))∣∣∣q] ≤ { Cn−q/4 if q ∈ [2, p0],
Cn−q/2 if q ∈ [2, 2p0/(ℓ+ 2)].
Proof. By using, (30), (33) and (34), we have∣∣∣X(n)(t)−X(n)(ηn(t))∣∣∣q
≤ 2q−1Kqnq/2(1 + |X(n)(ηn(t))|)q |t− ηn(t)|q
+
{
2q−1Kq/20 n
q/4(1 + |X(n)(ηn(t))|2)q/2|B(t) −B(ηn(t))|q ,
2q−1Kq/20 (1 + |X(n)(ηn(t))|ℓ+2)q/2|B(t)−B(ηn(t))|q.
By Lemma 4.14, we conclude the proof.
The generalized Avikainen’s estimate shows the following error estimate for the tamed Euler–
Maruyama scheme.
Proposition 4.16. Suppose Assumption 4.11 holds and p0 ≥ ℓ+2. Then for any g ∈ BV , T > 0
and q ∈ [1,∞) there exists C = C(g, b, σ, p, T ) > 0 such that∫ T
0
E
[∣∣∣g(X(n)(s))− g(X(n)(ηs(s)))∣∣∣q]ds ≤ Cn− p02p0+ℓ+2 .
Proof. We first prove
sup
n∈N, x∈R
E[|LxT (X(n))|2] <∞. (37)
By using the symmetric Itoˆ–Tanaka formula, we have
LxT (X
(n)) ≤ |X(n)(T )− x0|+ 2
∫ T
0
∣∣∣bn(X(n)(ηn(s)))∣∣∣ ds
+
∣∣∣∣∣
∫ T
0
{
1(x,∞)(X(n)(s)) − 1(−∞,x)(X(n)(s))
}
σn(X
(n)(ηn(s)))dB(s)
∣∣∣∣∣ .
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By using (33), (34) and Assumption 4.11 (ii) and (30), it follows from inequality (a + b + c)2 ≤
3(a2 + b2 + c2) and the L2-isometry that,
sup
n∈N, x∈R
E
[
|LxT (X)|2
]
≤ 12K
∫ T
0
E
[
(1 + |X(n)(ηn(s))|ℓ)
]
ds
+ 6K0
∫ T
0
E
[
(1 + |X(n)(ηn(s))|ℓ+2)
]
ds.
Hence by using Lemma 4.14 with q = ℓ, ℓ+ 2 we conclude (37).
Therefore, by using the same way as the proof of Proposition 4.3, and applying Lemma 4.15
with q = 2p0/(ℓ+ 2), we conclude the proof.
Proof of Theorem 4.13. We define χn(t) := X(t)−X(n)(t), βn(t) := b(X(t))−bn(X(n)(ηn(t))) and
αn(t) := σ(X(t))− σn(X(n)(ηn(t))). Then by Itoˆ’s formula, for any p ≥ 2,
|χn(t)|p ≤ p
2
∫ t
0
|χn(s)|p−2
{
2χn(s)βn(s) + (p− 1)|αn(s)|2
}
ds
+ p
∫ t
0
|χn(s)|p−2χn(s)αn(s)dB(s). (38)
Now we estimate the integrand of the first part of (38). Since for any ε, a, b > 0, (a + b)2 ≤
(1+ε)a2+(1+1/ε)b2 thus by choosing ε > 0 as (1+ε)(p−1) ≤ p1−1, if follows from Assumption
4.11 (i) and Young’s inequality ab ≤ a2/2 + b2/2 for a, b > 0 that
2χn(s)βn(s) + (p− 1)|αn(s)|2
≤ 2χn(s){b(X(s))− b(X(n)(s))} + (1 + ε)(p− 1)
∣∣∣σ(X(s))− σ(X(n)(s))∣∣∣2
+ 2χn(s){b(X(n)(s))− bn(X(n)(ηn(s)))}
+ (1 + 1/ε)(p− 1)
∣∣∣σ(X(n)(s)) − σn(X(n)(ηn(s)))∣∣∣2
≤ (2K + 1)|χn(s)|2 +
∣∣∣b(X(n)(s)) − bn(X(n)(ηn(s)))∣∣∣2
+ (1 + 1/ε)(p− 1)
∣∣∣σ(X(n)(s)) − σn(X(n)(ηn(s)))∣∣∣2 .
Applying Young’s inequality ab ≤ aq/q + bq′/q′ for a, b > 0 and q, q′ > 1 with 1/q + 1/q′ = 1, it
follows from Assumption 4.11 (ii), (31), (35) and (36) that
|χn(s)|p−2
{
2χn(s)βn(s) + (p− 1)|αn(s)|2
}
≤ C|χn(s)|p + C
∣∣∣b(X(n)(s))− bn(X(n)(ηn(s)))∣∣∣p
+ C
∣∣∣σ(X(n)(s)) − σn(X(n)(ηn(s)))∣∣∣p
≤ C|χn(s)|p
+ C(1 + |X(n)(s)|pℓ + |X(n)(ηn(s))|pℓ)
∣∣∣fb(X(n)(s)) − fb(X(n)(ηn(s)))∣∣∣pγ
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+ C(1 + |X(n)(ηn(s))|p(2ℓ+1)){n−p/2 + n−p/4}. (39)
for some C > 0.
Let τ
(n)
N := inf{t > 0 ; |X(t)| ≥ N} ∧ inf{t > 0 ; |X(n)(t)| ≥ N} Then by Lemma 4.14,
τ
(n)
N →∞ as N →∞ a.s. By (38), (39), Ho¨lder’s inequality, Jensen’s inequality, Lemma 4.14 with
q = 2(2ℓ+ 1) and Proposition 4.16 with q = p(2ℓ+ 1)/(ℓ+ 1), we have
E
[
|χn(t ∧ τ (n)N )|p
]
≤ C
∫ t
0
E
[∣∣∣χn(s ∧ τ (n)N )∣∣∣p]ds+ Cn−p/4
+ C
(
1 + sup
0≤t≤T
E
[∣∣∣X(n)(s)∣∣∣p(2ℓ+1)] ℓ2ℓ+1)
×
(∫ T
0
E
[∣∣∣fb(X(n)(s)) − fb(X(n)(ηn(s)))∣∣∣ p(2ℓ+1)ℓ+1
]
ds
) γ(ℓ+1)
2ℓ+1
≤ C
∫ t
0
E
[∣∣∣χn(s ∧ τ (n)N )∣∣∣p]ds+ Cn−p/4 + Cn− 2γ(ℓ+1)p0+ℓ+2 p02ℓ+1 .
Finally, applying Gronwall’s inequality and taking the limit N →∞, we conclude the proof.
Case 2 : Ho¨lder continuous diffusion coefficient
In Assumption 4.11, we consider Khasminskii and one-sided Lipschitz condition for the coefficients.
We next consider that the coefficients b : R→ R and σ : R→ R satisfies the following conditions.
Assumption 4.17. We suppose that the coefficients b : R → R and σ : R → R are measurable
and satisfy the following conditions:
(i)’ There exist K > 0 and α ∈ [1/2, 1] such that for each x, y ∈ R,
2xb(x) ≤ K(1 + |x|2), (x− y)(b(x) − b(y)) ≤ K|x− y|2
|σ(x) − σ(y)| ≤ K|x− y|α.
(ii)’ There exist K > 0, fb ∈ BV , γ ∈ (0, 1] and ℓ ∈ [0,∞) such that for each x, y ∈ R,
|b(x)− b(y)| ≤ K(1 + |x|ℓ + |y|ℓ)|fb(x)− fb(y)|γ
|b(x)| ≤ K(1 + |x|ℓ+1).
(iii) The diffusion coefficient σ is uniformly elliptic.
Example 4.18. Let b : R→ R be decreasing and polynomial growth. Then b satisfies Assumption
4.17 with fb = b and γ = 1.
Since the diffusion coefficient is of linear growth from Ho¨lder continuity, and the constant
ℓ ∈ [0,∞), thus as similar way as subsection 4.2, we consider a tamed Euler–Maruyama scheme
for a solution of SDE (15), defined by
dX(n)(t) = bn(X
(n)(ηn(t)))dt+ σ(X
(n)(ηn(s)))dB(t), X
(n)(0) = x0, t ∈ [0, T ], (40)
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where
bn(x) :=

b(x), if , ℓ = 0
b(x)
1 + n−1/2|x|ℓ , if , ℓ ∈ (0,∞),
that is, if b is of linear growth, X(n) is the standard Euler–Maruyama scheme.
Remark 4.19. Note that under Assumption 4.17, for any p > 0, there exists Cp > 0 such that
sup
0≤t≤T
E [|X(t)|p] ∨ sup
n∈N
sup
0≤t≤T
E
[∣∣∣X(n)(t)∣∣∣p] ≤ Cp
sup
0≤t≤T
E
[∣∣∣X(n)(t)−X(n)(ηn(t))∣∣∣p] ≤ Cpn−p/2,
(see, Lemma 3.1 and Lemma 3.3 in [77]). Moreover, since σ is uniformly elliptic, by using the same
was as the proof of Proposition 4.3, it holds that for any g ∈ BV , p ∈ (0,∞) and q ∈ [1,∞) there
exists C = C(g, b, σ, p) > 0 such that∫ T
0
E
[∣∣∣g(X(n)(s))− g(X(n)(ηs(s)))∣∣∣q]ds ≤ Cn− p2(p+1) .
Under Assumption 4.17, we have the following rate of strong convergence for the tamed Euler–
Maruyama scheme (40).
Theorem 4.20. Suppose that Assumption 4.11 holds. Then for any ρ ∈ (0, 1), there exists C > 0
such that
sup
0≤t≤T
E[|X(t)−X(n)(t)|] ≤
{
C(logn)−1, if α = 1/2,
Cn−r(α,γ,ρ,1), if α ∈ (1/2, 1],
E
[
sup
0≤t≤T
∣∣∣X(t)−X(n)(t)∣∣∣] ≤ { C(logn)−1/2, if α = 1/2,
Cn−r(α,γ,ρ,1)(2α−1), if α ∈ (1/2, 1],
and for any p ≥ 2, there exists Cp > 0 such that
E
[
sup
0≤t≤T
∣∣∣X(t)−X(n)(t)∣∣∣p] ≤

Cp(logn)
−1, if α = 1/2,
Cpn
−r(α,γ,ρ,1), if α ∈ (1/2, 1),
Cpn
−r(1,γ,ρ,p), if α = 1,
where r(α, γ, ρ, p) := min{γ(1− ρ)/2, p(2α− 1)/2}.
Remark 4.21. Note that it is proved in Theorem 2.10 and Proposition 2.5 of [67] that if ℓ = 0
and b and σ are bounded and the number of discontinuous points of b are countable, then by using
Gaussian upper bound for the density of the Euler–Maruyama scheme, it holds that
sup
0≤t≤T
E[|X(t)−X(n)(t)|] ≤
{
C(log n)−1, if α = 1/2,
Cn−α/2, if α ∈ (1/2, 1],
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(see, also Theorem 2.11 and 2.12 in [67] for Lp-sup estimates) and proved in Theorem 1.1 of [40]
and Corollary 2.3 of [77] that if ℓ > 0, fb(x) = x, γ = 1 (that is, b is locally Lipschitz continuous)
and σ is globally Lipschitz continuous (in this setting, we do not need to assume uniformly elliptic
condition on σ), then for any p ∈ (0,∞), it holds that
E
[
sup
0≤t≤T
∣∣∣X(t)−X(n)(t)∣∣∣p]1/p ≤ Cn−1/2.
Therefore, the statements of Theorem 4.20 are generalization of these error estimates for unbounded
and irregular coefficients.
Proof of Theorem 4.20. In order to deal with Ho¨lder continuity of σ, we apply Yamada and Watan-
abe approximation technique which is used in the proof of Theorem 4.1. By using Itoˆ’s formula,
φδ,ε(X(t)−X(n)(t)) can be decomposed by the following five terms
φδ,ε(X(t)−X(n)(t)) =Mn,δ,ε(t) + In,δ,ε1 (t) + In,δ,ε2 (t) + In,δ,ε3 (t) + Jn,δ,ε(t),
where
Mn,δ,ε(t) :=
∫ t
0
φ′δ,ε(X(s)−X(n)(s))
{
σ(X(s)) − σ(X(n)(ηn(s)))
}
dB(s),
In,δ,ε1 (t) :=
∫ t
0
φ′δ,ε(X(s)−X(n)(s))
{
b(X(s))− b(X(n)(s))
}
ds,
In,δ,ε2 (t) :=
∫ t
0
φ′δ,ε(X(s)−X(n)(s))
{
b(X(n)(s))− b(X(n)(ηn(s)))
}
ds,
In,δ,ε3 (t) :=
∫ t
0
φ′δ,ε(X(s)−X(n)(s))
{
b(X(n)(ηn(s))) − bn(X(n)(ηn(s)))
}
ds,
Jn,δ,ε(t) :=
1
2
∫ t
0
φ
′′
δ,ε(X(s)−X(n)(s))
∣∣∣σ(X(s))− σ(X(n)(ηn(s)))∣∣∣2 ds.
Note that if ℓ = 0 then In,δ,ε3 (t) = 0, and since φ
′ is bounded and σ is of linear growth,
(Mn,δ,ε(t))0≤t≤T is martingale, so expectation of Mn,δ,ε(t) equals to zero.
To conclude the statement, we estimate the expectation of In,δ,εk (t), k = 1, 2, 3 and J
n,δ,ε(t).
We first consider the expectation of In,δ,εk (t), k = 1, 2, 3. Since the drift coefficient b is one-
sided Lipschitz, by the same way as the estimation of (25), it holds that
E
[∣∣∣In,δ,ε1 (t)∣∣∣] ≤ K ∫ t
0
E
[∣∣∣X(s)−X(n)(s)∣∣∣]ds. (41)
By using property (ii) of φδ,ε, Assumption 4.17 on b and Remark 4.19, we have for any q > 1,
E
[∣∣∣In,δ,ε2 (t)∣∣∣]
≤
∫ T
0
E
[
(1 + |X(n)(s)|ℓ + |X(n)(ηn(s))|ℓ)
∣∣∣fb(X(n)(s)) − fb(X(n)(ηn(s)))∣∣∣γ ]ds
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≤ C
(
1 + sup
0≤t≤T
E
[∣∣∣|X(n)(t)| ℓqq−1 ∣∣∣] q−1q )(∫ T
0
E
[∣∣∣fb(X(n)(s))− fb(X(n)(ηn(s)))∣∣∣q]ds)
γ
q
≤ C(fb, b, σ, p, T )n−
γp
2q(p+1) . (42)
Finally, since 2ℓ+ 1 ≤ p0, by using (35), there exists C > 0 such that
E
[∣∣∣In,δ,ε3 (t)∣∣∣] ≤ Cn−1/2. (43)
Next, we consider the expectation of Jn,δ,ε(t). From the property (iii) of φδ,ε, we have
Jn,δ,ε(t) ≤
∫ T
0
1[ε/δ,ε](|X(s)−X(n)(s)|)
|X(s)−X(n)(s)| log δ
∣∣∣σ(X(s)) − σ(X(n)(ηn(s)))∣∣∣2 ds
≤ 2{Jn,δ,ε1 (T ) + Jn,δ,ε2 (T )},
where
Jn,δ,ε1 (t) :=
∫ t
0
1[ε/δ,ε](|X(s)−X(n)(s)|)
|X(s)−X(n)(s)| log δ
∣∣∣σ(X(s))− σ(X(n)(s))∣∣∣2 ds,
Jn,δ,ε2 (t) :=
∫ t
0
1[ε/δ,ε](|X(s)−X(n)(s)|)
|X(s)−X(n)(s)| log δ
∣∣∣σ(X(n)(s)) − σ(X(n)(ηn(s)))∣∣∣2 ds.
We first consider Jn,δ,ε1 (T ). Since σ is α-Ho¨lder continuous, we have
Jn,δ,ε1 (T ) ≤
K
log δ
∫ T
0
1[ε/δ,ε](|X(s)−X(n)(s)|)
|X(s)−X(n)(s)|
∣∣∣X(s)−X(n)(s)∣∣∣2α ds
≤ Kε
2α−1
log δ
. (44)
Next we consider Jn,δ,ε2 (T ). By using the property (iii) of φδ,ε, Ho¨lder continuity of σ and Remark
4.19, we have
E
[∣∣∣Jn,δ,ε2 (t)∣∣∣] ≤ Kδε log δ
∫ t
0
E
[∣∣∣X(n)(s)−X(n)(ηn(s))∣∣∣2α] ds ≤ C δ
ε log δ
1
nα
, (45)
for some C > 0.
Since E[Mn,δ,ε(t)] = 0, it follows from (41), (42), (43), (44) and (45) that there exists a positive
constant C which do not depend on n such that
E
[∣∣∣X(t)−X(n)(t)∣∣∣] ≤ ε+K ∫ t
0
E
[∣∣∣X(s)−X(n)(s)∣∣∣]ds
+ C
{
1
n
γp
2q(p+1)
+
1
n1/2
+
ε2α−1
log δ
+
δ
ε log δ
1
nα
}
.
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For α = 1/2 we choose ε = 1/ logn and δ = nα/2, and for α ∈ (1/2, 1] we choose ε := n−1/2 and
δ = 2, then by using Gronwall’s inequality, since p > 0, q > 1 are arbitrarily, we conclude the proof
of the first statement.
Now consider the proof of the second statement. Let V (n)(t) := sup0≤s≤t |X(s) − X(n)(s)|.
Then from the above computations, it holds that for any t ∈ [0, T ],
E
[
V (n)(t)
]
≤ ε+K
∫ t
0
E
[
V (n)(s)
]
ds+ E
[
sup
0≤s≤t
∣∣Mn,δ,ε(s)∣∣p]
+ C
{
1
n
γp
2q(p+1)
+
1
n1/2
+
ε2α−1
log δ
+
δ
ε log δ
1
nα
}
.
By using Burkholder-Davis-Gundy’s inequality, Young’s inequality, Jensen’s inequality and using
the first statement, we have there exist C1, C2 > 0 such that
E
[
sup
0≤s≤t
∣∣Mn,δ,εs ∣∣] ≤ C1E
[(∫ t
0
∣∣∣X(s)−X(n)(s)∣∣∣2α ds)1/2]+ C1n−α/2
≤
{
C2(log n)
−1/2 if , α = 1/2
1
2
E
[
V (n)(t)
]
+ C2n
−r(α,γ,ρ,1)(2α−1) + C1n−α/2 if , α ∈ (1/2, 1].
This concludes the second estimate.
Finally, we consider the proof of the third statement. By the similar way as the proof of the
first estimate, it holds that for any p ≥ 2, there exists C3 > 0 such that
E
[
V (n)(t)p
]
≤ C3
{
εp + E
[(∫ t
0
V (n)(s)ds
)p]
+ E
[
sup
0≤s≤t
∣∣Mn,δ,ε(s)∣∣p]}
+ C3
{
1
np/2
+
(
ε2α−1
log δ
)p
+
(
δ
ε log δ
)p
1
npα
}
+ C3
∫ T
0
E
[
(1 + |X(n)(s)|pℓ + |X(n)(ηn(s))|pℓ)
∣∣∣fb(X(n)(s))− fb(X(n)(ηn(s)))∣∣∣pγ]ds.
By using Burkholder-Davis-Gundy’s inequality, there exists C4 > 0 such that
E
[
sup
0≤s≤t
∣∣Mn,δ,ε(s)∣∣p] ≤ C4E
[(∫ t
0
∣∣∣X(s)−X(n)(s)∣∣∣2α ds)p/2]+ C4n−αp/2
and by using Ho¨lder’s inequality and Remark 4.19, for any p̂ > 0 and q > 1,
C3
∫ T
0
E
[
(1 + |X(n)(s)|pℓ + |X(n)(ηn(s))|pℓ)
∣∣∣fb(X(n)(s)) − fb(X(n)(ηn(s)))∣∣∣pγ]ds
≤ C4n−
p̂γ
2q(p̂+1) .
For α = 1, then we can use Groanwall’s inequality, we obtain
E
[
V (n)(t)p
]
≤ C5
{
εp +
1
np/2
+
(
ε
log δ
)p
+
(
δ
ε log δ
)p
1
np
+ n−p/2 + n−
p̂γ
2q(p̂+1)
}
.
32
for some C5. By choosing ε = n
−1/2 and δ = 2, we conclude the statement for α = 1.
For α ∈ (1/2, 1), by choosing ε = n−1/2 and δ = 2, we have
E
[
V (n)(t)p
]
≤ C6
{
n−
p(2α−1)
2 + n−
p̂γ
2q(p̂+1) + E
[(∫ t
0
V (n)(s)ds
)p]}
+ C6E
[(∫ t
0
∣∣∣X(s)−X(n)(s)∣∣∣2α ds)p/2] ,
for some C6. By using Lemma 3.2 (ii) in [34] with ρ = 2α, q = 2, and δ = C6n
− p(2α−1)2 +n−
p̂γ
2q(p̂+1) ,
we obtain
E
[
V (n)(t)p
]
≤ C7
{
n−p(2α−1)/2 + n−
p̂γ
2q(p̂+1) + E
[∫ t
0
∣∣∣X(s)−X(n)(s)∣∣∣ ds]} ,
which concludes the statement for α ∈ (1/2, 1).
For α = 1/2, by choosing ε = (log n)−1 and δ = n−1/3, we have
E
[
V (n)(t)p
]
≤ C8
{
(logn)−p + E
[(∫ t
0
V (n)(s)ds
)p]
+E
[(∫ t
0
∣∣∣X(s)−X(n)(s)∣∣∣ ds)p/2]},
for some C8 > 0. By using Lemma 3.2 (ii) in [34] with ρ = 1, q = 2, and δ = C8(log n)
−p, we
obtain
E
[
V (n)(t)p
]
≤ C9
{
(logn)−p + E
[∫ t
0
∣∣∣X(s)−X(n)(s)∣∣∣ ds]} ,
which concludes the statement for α = 1/2.
4.3 Approximation of integral type functionals of SDEs
Let us consider the following (decoupled) system of two-dimensional SDEs of the form
dX(t) = b(t,X(t))dt+ σ(t,X(t))dB(t),
dY (t) = µ(t,X(t), Y (t))dt + ρ1(t,X(t), Y (t))dB(t) + ρ2(t,X(t), Y (t))dW (t),
(X(0), Y (0))⊤ = (x0, y0)⊤ ∈ R2, t ∈ [0, T ],
(46)
where (B,W )⊤ is a two-dimensional standard Brownian motion, and consider its Euler–Maruyama
scheme of the form
dX(n)(t) = b(ηn(t), X
(n)(ηn(t)))dt+ σ(ηn(t), X
(n)(ηn(s)))dB(t), ,
dY (n)(t) = µ(ηn(t), X
(n)(ηn(t)), Y
(n)(ηn(t)))dt
+ ρ1(ηn(t), X
(n)(ηn(t)), Y
(n)(ηn(t)))dB(t)
+ ρ2(ηn(t), X
(n)(ηn(t)), Y
(n)(ηn(t)))dW (t),
(X(n)(0), Y (n)(0))⊤ = (x0, y0)⊤ ∈ R2, t ∈ [0, T ].
33
The process Y in (46) is related to Asian type options in mathematical finance and the observation
process in filtering problems (see, chapter 6 in [74]).
Theorem 4.22. Suppose that the system of equation (46) has unique strong solution, the co-
efficients of X are bounded and σ is uniformly elliptic, and the coefficients of Y satisfies the
following conditions; there exist K ≥ 0, β, γ ∈ (0, 1] and g ∈ BV such that for any t, s ∈ [0, T ],
(x, y)⊤, (x′, y′)⊤ ∈ R2 and h ∈ {µ, ρ1, ρ2},
|h(t, x, y)− h(s, x′, y′)| ≤ |g(x)− g(x′)|γ +K|y − y′|+K|t− s|β
|h(t, x, y)| ≤ K(1 + |x|+ |y|).
Suppose sup0≤t≤T E[|X(t) − X(n)(t)|p̂]1/p̂ ≤ Errp̂(n) holds for some p̂ ∈ (0,∞). Then for any
α-Ho¨lder continuous function f : R→ R and p ≥ 2/α, there exists a positive constant C > 0 such
that for any n ∈ N,
E
[
sup
0≤t≤T
∣∣∣f(Y (t))− f(Y (n)(t))∣∣∣p] ≤ CErrp̂(n) p̂p̂+1 + Cn−pαγ/2 + Cn−pαβ/2. (47)
Remark 4.23. It is known (Theorem 3 and Theorem 4 in [45]) that if the coefficients of (X,Y )⊤
are time independent, smooth, bounded with bounded derivatives, and σ is uniformly elliptic, ρ1
satisfies the uniform Ho¨rmander condition of order k, and ρ2 = 0, then Y (t), for t > 0, admits the
smooth density with respect to Lebesgue measure, and it satisfies some Gaussian type two sided
bound (see also [48, 56]). Therefore, in this case we can use original Avikainen’s estimate (1). And
the estimate (47) can be applied to multilevel Monte Carlo methods (see, [26]).
Proof of Theorem 4.22. Let Z = (X,Y )⊤ and Z(n) = (X(n), Y (n))⊤. By using Burkholder-Davis-
Gundy’s inequality, it holds that for any p ≥ 2/α,
E
[
sup
0≤u≤t
∣∣∣Y (u)− Y (n)(u)∣∣∣pα]
≤ 3qα−1T pα−1
∫ t
0
E
[∣∣∣µ(s, Z(s))− µ(ηn(s), Z(n)(ηn(s)))∣∣∣pα]ds
+ 3qα−1cpαT pα/2−1
2∑
i=1
∫ t
0
E
[∣∣∣ρi(s, Z(s))− ρi(ηn(s), Z(n)(ηn(s)))∣∣∣pα]ds
≤ C
∫ T
0
E
[∣∣∣g(X(s))− g(X(n)(ηn(s)))∣∣∣pαγ]ds+ C ∫ t
0
E
[
sup
0≤u≤s
∣∣∣Y (u)− Y (u)(ηn(s))∣∣∣pα]ds
+ C
∫ T
0
E
[∣∣∣Y (n)(s)− Y (n)(ηs(s))∣∣∣pα]ds+ Cn−pαβ ,
for some C, and cpγ is the constant of Burkholder-Davis-Gundy’s inequality. Since b and σ are
bounded, and σ is uniformly elliptic, by using Proposition 4.6, for any p̂ ∈ (0,∞), there exists Cp̂
such that ∫ T
0
E
[∣∣∣g(X(s))− g(X(n)(ηn(s)))∣∣∣pαγ]ds ≤ Cp̂Errp̂(n) p̂p̂+1 + Cp̂n−pαγ/2.
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On the other hand, since µ, ρ1 and ρ2 are of linear growth, thus it can be shown that
sup
0≤t≤T
E
[∣∣∣Y (n)(t)− Y (n)(ηs(t))∣∣∣pα] ≤ Cn−pα/2,
for some C > 0. Therefore, by using Gronwall’s inequality and then using Ho¨lder continuity of f ,
we conclude the proof.
4.4 SDEs driven by symmetric α-stable with bounded α-variation coef-
ficient
Let us consider the following one-dimensional SDEs of the form
dX(t) = σ(X(t−))dZ(t), X(0) = x0 ∈ R, t ∈ [0, T ], (48)
where Z = (Z(t))0≤t≤T is a symmetric α-stable process with α ∈ (1, 2) defined on a probability
space (Ω,F ,P) with a filtration (Ft)0≤t≤T satisfying the usual conditions, that is, Z is a Le´vy
process with characteristic function of the form
E
[
exp
(√−1ξZ(t))] = exp (−t|ξ|α) , ξ ∈ R, t ≥ 0.
We consider the Euler–Maruyama scheme for (48) which is given by
dX(n)(t) = σ(X(n)(ηn(t)))dZ(t), X
(n)(0) = x0, t ∈ [0, T ].
Theorem 4.24. Suppose that the diffusion coefficient σ is measurable, bounded and uniformly
positive. Moreover, assume that there exists bounded and strictly increasing function and fσ such
that for any x, y ∈ R,
|σ(x) − σ(y)|α ≤ |fσ(x)− fσ(y)|.
Then there exists a constant C such that for all n ≥ 2,
sup
0≤t≤T
E[|X(t)−X(n)(t)|α−1] ≤ C
(logn)α−1
.
Before proving, we consider an analogue of Proposition 4.3 for the following ca`dla`g process Y
defined by
dY (t) = σ(t−, ω)dZ(t), Y (0) = y0 ∈ R, t ∈ [0, T ].
Proposition 4.25. The diffusion coefficient σ of Y is uniformly bounded and σ(Z(s) ; s ≤ t)-
adapted process, and |σ|α is uniformly positive, that is, there exists a > 0 such that |σ(t, ω)|α ≥ a
for all t ≥ 0 almost surely. Let Ŷ = (Ŷ (t))t≥0 be a one-dimensional progressively measurable
process. Then for any g ∈ BV , p ∈ (0,∞) and q ∈ [1,∞), there exists C = C(g, σ, p, q) > 0 such
that ∫ T
0
E
[∣∣∣g(Y (s))− g(Ŷ (s))∣∣∣q]ds ≤ C (∫ T
0
E
[∣∣∣Y (s)− Ŷ (s)∣∣∣p]ds) 1p+1 .
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Proof. It is suffices to estimate
∫ T
0
P(a < Y (s) ≤ b)ds, for a, b ∈ R with a < b. Note that σ(s, ω)
is an σ(Z(s) ; s ≤ t)-adapted process with E[∫ t
0
|σ(s, ω)|αds] < ∞ since σ is bounded, thus there
exists an α-stable process Z˜ defined on an extended probability space such that Y (t) = y0+Z˜(A(t))
for t ≥ 0 where A(t) := ∫ t0 |σ(s, ω)|αds. Moreover, since σ is bounded, it holds that A(t) ≤ ‖σ‖∞t.
Therefore, by the change of variable s = τu := inf{t ≥ 0 ; A(t) > u}, we have∫ T
0
1(a,b](Y (s))ds =
∫ T
0
1(a,b](Y (s))|σ(s, ω)|−αdA(s)
≤ a−1
∫ T
0
1(y0+a,y0+b](Z˜(A(s)))dA(s)
= a−1
∫ A(T )
0
1(y0+a,y0+b](Z˜(u))du
≤ a−1
∫ ‖σ‖∞T
0
1(y0+a,y0+b](Z˜(u))du.
Note that the density function of stable process Z˜, denoted by p(t, ·), satisfies the upper bound
p(t, y) ≤ C0(t−1/α ∧ t|y|−(1+α)) for some C0 > 0 (see, e.g., Theorem 2.1 in [10]), we have∫ T
0
P(a < Y (s) ≤ b)ds ≤ a−1
∫ y0+b
y0+a
dy
∫ ‖σ‖∞T
0
dup(u, y) ≤ C1(b− a),
for some C1 > 0, which concludes the proof.
Proof of Theorem 4.24. In order to deal with the assumption on the diffusion coefficient σ, similar
to the proof of Proposition 4.3, we use Komatsu’s approximation technique (see [49] or [83]). Let
ψδ,ε : R → [0,∞) be a continuous function defined on the proof of Theorem 4.1 for δ ∈ (1,∞)
and ε ∈ (0, 1). Set u(x) := |x|α−1 and uδ,ε := u ∗ ψδ,ε, where ∗ is the convolution. Since u is
(α− 1)-Ho¨lder continuous, it holds that
u(x) ≤ εα−1 + uδ,ε(x). (49)
Moreover, by the same way as in the proof of Theorem 1 in [49], uδ,ε satisfies the equation
Luδ,ε = cαψδ,ε, cα := −2πα−1 cot(απ/2), (50)
where L is the infinitesimal generator of Z defined by
Lf(x) :=
∫
R
{
f(x+ y)− f(x)− 1|y|≤1(y)f ′(y)
} 1
|y|1+α dy.
Then by Itoˆ’s formula, we have
uδ,ε(X(t)−X(n)(t)) =Mn,δ,ε(t) + Jn,δ,ε(t),
where
Mn,δ,ε(t) :=
∫ t
0
∫
R\{0}
{
uδ,ε(X(s−)−X(n)(s−)
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+ {σ(X(s−))− σ(X(n)(ηn(s)−))}z)
}
N˜(ds, dz),
Jn,δ,ε(t) :=
∫ t
0
|σ(X(s))− σ(X(n)(ηn(s)))|α(Luδ,ε)(X(s)−X(n)(s))ds,
and N˜ is the compensated Poisson random measure.
Now we consider the upper bound for Jn,δ,ε(t). From the equation (50) and upper bound of
ψδ,ε, we have
Jn,δ,ε(t) ≤ 2cα
∫ T
0
1[ε/δ,ε](|X(s)−X(n)(s)|)
|X(s)−X(n)(s)| log δ
∣∣∣fσ(X(s))− fσ(X(n)(ηn(s)))∣∣∣ ds
≤ 2cα
{
Jn,δ,ε1 (T ) + J
n,δ,ε
2 (T )
}
,
where
Jn,δ,ε1 (t) :=
∫ t
0
1[ε/δ,ε](|X(s)−X(n)(s)|)
|X(s)−X(n)(s)| log δ
∣∣∣fσ(X(s))− fσ(X(n)(s))∣∣∣ ds,
Jn,δ,ε2 (t) :=
∫ t
0
1[ε/δ,ε](|X(s)−X(n)(s)|)
|X(s)−X(n)(s)| log δ
∣∣∣fσ(X(n)(s))− fσ(X(n)(ηn(s)))∣∣∣ ds.
We first consider Jn,δ,ε1 (T ). This part is based on the argument in [8]. We consider approxi-
mation fσ,ℓ ∈ C1(R) of fσ which is also strictly increasing function and satisfies ‖fσ,ℓ‖∞ ≤ ‖fσ‖∞
and fσ,ℓ ↑ fσ as ℓ→∞ on R. Then by using Fatou’s lemma and the mean value theorem, by using
the same way as Proposition 4.3, we have
Jn,δ,ε1 (T ) ≤ lim inf
ℓ→∞
1
log δ
∫ T
0
ds
∫ 1
0
dθf ′σ,ℓ(V (n)s (θ)),
where V
(n)
t (θ) := (1− θ)X(t) + θX(n)(t) = x0 +
∫ t
0 Hs(θ)dZ(s). Here Ht(θ) := (1− θ)σ(X(t−)) +
θσ(X(n)(t−)) is an σ(Z(s) ; s ≤ t)-adapted process with E[∫ t0 |Hs(θ)|αds] <∞. Hence there exists
an α-stable process Z˜ defined on an extended probability space such that V
(n)
t (θ) = x0+ Z˜(At(θ))
for t ≥ 0 where At(θ) :=
∫ t
0 |Hs(θ)|αds. Moreover, since σ is bounded and uniformly positive,
it holds that Ht(θ) ≥ infx∈R σ(x) and At(θ) ≤ ‖σ‖∞t. Therefore, by the change of variable
s = τu := inf{t ≥ 0 ; At(θ) > u}, we have∫ T
0
ds
∫ 1
0
dθf ′σ,ℓ(V (n)s (θ)) =
∫ 1
0
dθ
∫ T
0
dAs(θ)f
′
σ,ℓ(Z˜(As(θ)))Hs(θ)
−α
≤ inf
x∈R
σ(x)−α
∫ 1
0
dθ
∫ T
0
dAs(θ)f
′
σ,ℓ(Z˜(As(θ)))
= inf
x∈R
σ(x)−α
∫ 1
0
dθ
∫ AT (θ)
0
duf ′σ,ℓ(Z˜(u))
≤ inf
x∈R
σ(x)−α
∫ 1
0
dθ
∫ ‖σ‖∞T
0
duf ′σ,ℓ(Z˜(u)).
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Note that the density function of stable process Z˜, denoted by p(t, ·) satisfies the upper bound
p(t, y) ≤ C0(t−1/α ∧ t|y|−(1+α)) for some C0 > 0 (see, e.g., Theorem 2.1 in [10]), thus by using the
estimate ‖f ′σ,ℓ‖L1(R) ≤ 2‖fσ,ℓ‖∞ ≤ 2‖fσ‖∞, we have
E
[
Jn,δ,ε1 (T )
]
≤ 1
log δ
inf
x∈R
σ(x)−α lim inf
ℓ→∞
∫ 1
0
dθ
∫
R
dy
∫ ‖σ‖∞T
0
dup(u, y)f ′σ,ℓ(y)
≤ C1‖fσ‖∞
log δ
, (51)
for some C1 > 0.
Finally, we consider Jn,δ,ε2 (T ). By using Proposition 4.25 with g = fσ and q = 1 and p ≥ 1,
we have
E[Jn,δ,ε2 (T )] ≤
δ
ε log δ
∫ T
0
E
[∣∣∣fσ(Xn(s))− fσ(X(n)(ηn(s)))∣∣∣]ds
≤ δ
ε log δ
C(fσ, σ, p, q, T )
(∫ T
0
E
[∣∣∣X(n)(s)−X(n)(ηn(s))∣∣∣p]ds
) 1
p+1
.
Note that since σ is bounded, we have for any p ∈ (0, α),
E
[∣∣∣X(n)(s)−X(n)(ηn(s))∣∣∣p] ≤ ‖σ‖p∞E [|Z(s)− Z(ηn(s))|p] ≤ C2np/α ,
for some C2 > 0. Thus for any p ∈ (0, α), there exists C3 > 0 such that
E[Jn,δ,ε3 (T )] ≤ C3
δ
ε log δ
1
n
p
α(p+1)
. (52)
Let τN := inf{t > 0 : |X(t) − X(n)(t)| ≥ N} for N ∈ N. Then (Mn,δ,ε(t ∧ τN ))t∈[0,T ] is a
martingale, thus it follows from (49), (51) and (52) that there exists a positive constant C4 which
do not depend on n such that for any t ∈ [0, T ]
E[|X(t ∧ τN )−X(n)(t ∧ τN )|α] ≤ C4
{
εα−1 +
1
log δ
+
δ
ε log δ
1
n
p
α(p+1)
.
}
By choosing ε = 1/ logn and δ = n
p
2α(p+1) and taking the limit N →∞, we conclude the proof.
4.5 Fractional Brownian motions with irregular drift
In this subsection, inspired by [73], we consider the one-dimensional SDEs driven by fractional
Brownian motion on a probability space (Ω,F ,P) with a filtration (Ft)0≤t≤T satisfying the usual
conditions.
We first recall the definitions of fractional Brownian motion and its basic properties. A one-
dimensional continuous centered Gaussian process BH = (BH(t))0≤t≤T is a fractional Brownian
motion with Hurst parameter H ∈ (0, 1) on the probability space (Ω,F ,P) if it holds that
E[BH(t)BH(s)] =
1
2
{|t|2H + |s|2H − |t− s|2H} , ∀s, t ∈ [0, T ].
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If H = 1/2, BH is a standard Brownian motion. If H 6= 1/2, BH is neither a Markov process nor
a semimartingale. A fractional Brownian motion satisfies the following properties; (i) self-similar
property: for any a > 0 and t ∈ [0, T ], BH(t) and a−HBH(at) has the same distribution; (ii)
stationary increments: for all 0 ≤ s < t ≤ T , BH(t)−BH(s) is equal in distribution to BH(t− s).
It is known that (see, e.g. Corollary 3.1 in [17]), a fractional Brownian motion BH has an integral
representation of the form
BH(t) =
∫ t
0
KH(t, s)dW (s),
where W = (W (t))0≤t≤T is a standard Brownian motion and the kernel KH : [0, T ]× [0, T ] → R
is given by
KH(t, s) :=
(t− s)H−1/2
Γ(H + 1/2)
F
(
H − 1
2
,
1
2
−H,H + 1
2
, 1− t
s
)
,
where F (a, b, c, z) is the Gauss hypergeometric function, defined by
F (a, b, c, z) :=
∞∑
k=0
a(k)b(k)
c(k)
zk, a, b ∈ R, c 6= 0,−1,−2, . . . , z ∈ (−1, 1),
a(0) := 1, a(k) := a(a+ 1) · · · (a+ k − 1).
For f ∈ L2([0, T ]), define a linear operator KH : L2([0, T ])→ L2([0, T ]) by
KHf(t) :=
∫ t
0
KH(t, s)f(s)ds.
Then the operator KH has the following representation (see, e.g. Theorem 2.1 in [17])
KHf =
{
I2H0+ x
1/2−HI1/2−H0+ x
H−1/2f if H < 1/2,
I10+x
H−1/2IH−1/20+ x
1/2Hf if H > 1/2,
where Iαa+ is the left Riemann-Liouville fractional integral of f ∈ L1([a, b]) of order α > 0 on (a, b)
defined by
Iαa+f(x) :=
1
Γ(α)
∫ x
a
(x − y)α−1f(y)dy,
(for more details of fractional calculus, see, e.g. [79]). Thus the operator KH is an isomorphism
from L2([0, T ]) onto I
H+1/2
0+ (L
2([0, T ])).
We consider the following one-dimensional SDEs driven by fractional Brownian motion of the
form
dX(t) = b(X(t))dt+ dBH(t), X(0) = x0 ∈ R, t ∈ [0, T ] (53)
and its Euler–Maruyama scheme given by
dX(n)(t) = b(X(n)(ηn(t)))dt + dB
H(t), X(n)(0) = x0, t ∈ [0, T ].
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Remark 4.26. Note that if H < 1/2 and b is of linear growth or if H > 1/2 and b is γ-Ho¨lder
continuous with γ ∈ (1− 1/(2H), 1), then there exists a unique strong solution for SDE (53) (see,
Theorem 3, 5, 8 in [73]).
Theorem 4.27. Suppose that H < 1/2 and the drift coefficient b is bounded and is one-sided
Lipschitz, that is, there exists K ≥ 0 such that for any x, y ∈ R, (x− y)(b(x)− b(y)) ≤ K|x− y|2.
Moreover, we assume that there exist fb ∈ BV and γ ∈ (0, 1] such that for any x, y ∈ R,
|b(x)− b(y)| ≤ |fb(x)− fb(y)|γ ,
Then for any p ≥ 2 and ε > 0, there exists a constant C such that for any n ≥ 1,
E
[
sup
0≤t≤T
∣∣∣X(t)−X(n)(t)∣∣∣p]1/p ≤ { Cn− (1−ε)Hp(H+1) , if pγ ≥ 1,
Cn−
(1−ε)γH
H+1 , if pγ < 1,
(54)
and
E
[
sup
0≤t≤T
∣∣∣X(t)−X(n)(t)∣∣∣] ≤ Cn− (1−ε)γHH+1 , if H < 1/2. (55)
Remark 4.28. It is worth noting that ifH ∈ (0, 1) and the drift coefficient b is γ-Ho¨lder continuous
(that is, fb(x) = cx, for some c > 0) with γ > 2− 1/H , then it is shown in [11] that for each ε > 0
and p ≥ 2,
E
[
sup
0≤t≤1
∣∣∣X(t)−X(n)(t)∣∣∣p]1/p ≤ Cn−( 12+γ(H∧ 12 ))+ε,
by using a stochastic sewing approach (see, Theorem 1.1 and Remark 1.1 in [11]). On the other
hand, in Theorem 4.27 we need one-sided Lipschitz condition, but we can consider discontinuous
function for the drift coefficient. For example, define b(x) := θ11(−∞,δ](x) + θ01(δ,∞)(x) with
θ1 > θ0, then b satisfies the assumption of Theorem 4.27 with γ = 1.
Before proving Theorem 4.27, we consider an analogue of Proposition 4.3 for the Euler–
Maruyama scheme with H < 1/2.
Proposition 4.29. Suppose that b is bounded and H < 1/2. Let X̂ = (X̂(t))t≥0 be a one-
dimensional progressively measurable process. Then for any g ∈ BV and p ∈ (0,∞), q ∈ [1,∞)
and β ∈ (0, 1/(H + 1)), there exists C = C(g, b, p, q, β) > 0 such that
∫ T
0
E
[∣∣∣g(X(n)(s))− g(X̂(s))∣∣∣q]ds ≤ C (∫ T
0
E
[∣∣∣X(n)(s)− X̂(s)∣∣∣p]ds)
β
p+β
.
Proof. From Theorem 2.1, it is suffices to estimate
∫ T
0 P(a < X
(n)(s) ≤ b)ds, for a, b ∈ R with
a < b. The idea of the proof is based on the Krylov type estimate for X(n).
(Step 1). Let B˜H(t) = BH(t) +
∫ t
0 b(X
(n)(ηn(s)))ds. In order to use Girsanov thoemre, we
first prove that u := b(X(n)(ηn(·))) satisfies conditions (i) and (ii) of Theorem 2 in [73]. Note that
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the condition (i) is equivalent to v := K−1H (
∫ ·
0
u(s)ds) ∈ L2([0, T ]), (see, page 107 of [73]). If h is
absolutely continuous, then K−1H h = s
H−1/2I1/2−H0+ s
1/2−Hh′ (see, e.g. equation (13) in [73]), thus
it holds that
|v(s)| =
∣∣∣sH−1/2I1/2−H0+ s1/2−Hb(X(n)(ηn(s)))∣∣∣
=
sH−1/2
Γ(12 −H)
∣∣∣∣∫ s
0
(s− r)−1/2−Hr 12−Hb(X(n)(ηn(r)))dr
∣∣∣∣
≤ ‖b‖∞Γ(
3
2 −H)T
1
2−H
Γ(2− 2H) , (56)
and thus u(s) satisfies the condition (i) of Theorem 2 in [73]. Let p ∈ R and Z(p, ·) = (Z(p, t))t∈[0,T ]
be a exponential local martingale defined by
Z(p, t) := exp
(
p
∫ t
0
v(s)dW (s) − p
2
2
∫ t
0
v(s)2ds
)
.
Then, from (56) and Novikov condition, Z(p, ·) is a martingale, thus we conclude that u satisfies
the condition (ii) of Theorem 2 in [73]. Therefore, we obtain that B˜H is a fractional Brownian
motion with Hurst parameter H under the probability measure dP˜ := Z(−1, T )dP.
(Step 2). Now we prove a Krylov type estimate for X(n), that is, for a measurable and
non-negative function g : [0, T ]× R, p > H + 1 and q > 1, there exists C(p, q,H, T ) > 0 such that
E
[∫ T
0
g(t,X(n)(t))dt
]
≤ C(p, q,H, T )
(∫ T
0
dt
∫
R
dyg(t, y)pq
)1/p
. (57)
The proof is based on the proof of Proposition 6 in [73]. By using Girsanov theorem (Step 1),
Ho¨lder’s inequality and Jensen’s inequality, for any q, q′ > 1 with 1/q + 1/q′ = 1, we have
E
[∫ T
0
g(s,X(n)(s))ds
]
= E˜
[
Z(−1, T )
∫ T
0
g(s,X(n)(s))ds
]
≤ T q−1E˜[Z(−1, T )q′ ]1/q′ E˜
[∫ T
0
g(s,X(n)(s))qds
]1/q
,
where E˜ is the expectation with respect to the probability measure P˜. Since Z(−q′, ·) is a martingale
and b is bounded, we have
Ê[Z(−1, T )q′ ] = Ê
[
Z(−q′, T ) exp
(
q′(q′ − 1)
2
∫ T
0
v(s)2ds
)]
(58)
≤ exp
(
q′(q′ − 1)‖b‖2∞T
2
)
<∞.
Since X(n) is a fractional Brownian motion with Hurst parameter H starting from x0 under the
probability measure P˜, by using Ho¨lder’s inequality with 1/p+ 1/p′ = 1 and p > H + 1, we have
E˜
[∫ T
0
g(s,X(n)(s))qds
]
=
∫ T
0
ds
∫
R
dyg(s, y)q
exp
(
− |y−x0|22s2H
)
√
2πs2H
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≤
(∫ T
0
ds
∫
R
dyg(s, y)pq
)1/p∫ T
0
ds
∫
R
dy
√
p′
(2π)
p′−1
2
1
sH(p′−1)
exp
(
− p′|y−x0|22s2H
)
√
2π(1/p′)s2H
1/p
′
≤ C0
(∫ T
0
ds
∫
R
dyg(s, y)pq
)1/p
,
for some C0 > 0. This concludes (57).
(Step 3). By using Krylov type estimate for X(n) (Step 2), for any p = 1/β > H +1, we have∫ T
0
P(a < X(n)(s) ≤ b)ds ≤ C(p, q,H, T )
(∫ T
0
ds
∫
R
dx1(a,b](x)
)β
≤ C(p, q,H, T )T β(b− a)β .
Therefore, the map R ∋ x 7→ ∫ T
0
P(X(n)(s) ≤ x)ds is β-Ho¨lder continuous, and thus we conclude
the proof.
Proof of Theorem 4.27. We first note that since b is bounded, for any p ≥ 1, E[|X(n)(s)−X(n)(ηn(s))|p] ≤
C0n
−pH for some C0 > 0. By using chain rule, one-sided Lipschitz condition for b and Young’s
inequality, we have∣∣∣X(t)−X(n)(t)∣∣∣p
= p
∫ t
0
{
X(s)−X(n)(s)
}p−1 {
b(X(s))− b(X(n)(ηn(s)))
}
ds
≤ (2p− 1)K
∫ t
0
∣∣∣X(s)−X(n)(s)∣∣∣p ds+ ∫ t
0
∣∣∣b(X(n)(s))− b(X(n)(ηn(s)))∣∣∣p ds. (59)
Now we consider the expectation of the second term of (59). Since b is of bounded 1/γ-variation,
by using Proposition 4.29 with q = pγ or q = 1, g = fb and X̂ = X
(n)(ηn(·)), for any p̂ ≥ β and
β ∈ (0, 1/(H + 1)), we have
E
[∫ t
0
∣∣∣b(X(s))− b(X(n)(ηn(s)))∣∣∣p ds]
≤

∫ T
0
E
[∣∣∣fb(X(s))− fb(X(n)(ηn(s)))∣∣∣pγ]ds if pγ ≥ 1,
T 1−pγ
(∫ T
0
E
[∣∣∣fb(X(s))− fb(X(n)(ηn(s)))∣∣∣]ds
)pγ
if pγ < 1,
≤

C(fb, b, p̂, pγ, T )
(∫ T
0
E
[∣∣∣X(n)(s)−X(n)(ηn(s))∣∣∣p̂] ds)
β
p̂+β
if pγ ≥ 1,
T 1−pγC(fb, b, p̂, 1, T )
(∫ T
0
E
[∣∣∣X(n)(s)−X(n)(ηn(s))∣∣∣p̂]ds
) pγβ
p̂+β
if pγ < 1,
≤
{
C2n
− p̂Hβ
p̂+β , if pγ ≥ 1,
C2n
− p̂Hpγβ
p̂+β , if pγ < 1,
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for some C2 > 0. By using Gronwall’s inequality, since p̂ ≥ β and β ∈ (1, 1/(H+1)) are arbitrarily
and p̂βp̂+β → 1/(H + 1) as p̂→∞ and β → 1/(H + 1), we obtain (54).
Now we prove (55) by using Yamada and Watanabe approximation technique which is used
in the proof of Theorem 4.1. By using chain rule, φδ,ε(X(t)−X(n)(t)) can be decomposed by the
following two terms
φδ,ε(X(t)−X(n)(t)) = In,δ,ε1 (t) + In,δ,ε2 (t),
where
In,δ,ε1 (t) :=
∫ t
0
φ′δ,ε(X(s)−X(n)(s))
{
b(X(s))− b(X(n)(s))
}
ds,
In,δ,ε2 (t) :=
∫ t
0
φ′δ,ε(X(s)−X(n)(s))
{
b(X(n)(s)) − b(X(n)(ηn(s)))
}
ds.
Note that since φ′δ,ε satisfies φ′δ,ε(x)/x > 0, x 6= 0, by using one-sided Lipschitz condition on b,
we have φ′δ,ε(x − y)(b(x)− b(y)) ≤ K|x− y|, for any x, y ∈ R. Therefore, it holds that
In,δ,ε1 (t) ≤ K
∫ t
0
∣∣∣X(s)−X(n)(s)∣∣∣ ds.
On the other hand, since b is of bounded 1/γ-variation, by using Proposition 4.29 with q = 1,
g = fb and X̂ = X
(n)(ηn(·)), for any p̂ ≥ β, we have
E
[
In,δ,ε2 (t)
]
≤ T 1−γ
(∫ T
0
E
[∣∣∣fb(X(n)(s))− fb(X(n)(ηn(s)))∣∣∣]ds
)γ
≤ T 1−γC(fb, b, p̂, γ, T )
(∫ T
0
E
[∣∣∣X(n)(s)−X(n)(ηn(s))∣∣∣p̂]ds
) γβ
p̂+β
≤ Cn− p̂Hγβp̂+β ,
for some C > 0. By choosing ε = n−
p̂Hγβ
p̂+β , δ = 2 and by usign Gronwall’s inequality, since p̂ ≥ β
and β ∈ (1, 1/(H + 1)) are arbitrarily and p̂βp̂+β → 1/(H + 1) as p̂ → ∞ and β → 1/(H + 1), we
obtain (55).
4.6 Stochastic heat equations with irregular drift
Let us consider the following one-dimensional stochastic heat equations (SHEs) of the form
∂
∂t
u(t, x) =
∂2
∂x2
u(t, x) + b(t, x, u(t, x)) + σ(t, x, u(t, x))
∂2
∂t∂x
W (t, x), (t, x) ∈ [0, T ]× [0, 1], (60)
with Dirichlet boundary conditions
u(t, 0) = u(t, 1) = 0, t ∈ [0, T ], (61)
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and with initial condition
u(0, x) = u0(x), x ∈ [0, 1], (62)
where the coefficients b, σ : [0, T ] × [0, 1] × R → R are measurable functions, u0 is a continuous
function on [0, 1] and W = {W (t, x) ; (t, x) ∈ [0, T ] × [0, 1]} is a Brownian sheet, that is, W
is a zero means Gaussian random field with covariance E[W (t, x)W (s, y)] = (t ∧ s)(x ∧ y), on a
probability space (Ω,F ,P) with a filtration (Ft)0≤t≤T satisfying the usual conditions. Let P be
a progressively measurable subsets of [0, T ] × Ω. We say that a P ⊗ B([0, 1])-measurable and
continuous random field u = {u(t, x) ; (t, x) ∈ [0, T ]× [0, 1]} is a solution of equations (60), (61)
and (62), if for any ϕ ∈ C2([0, 1];R) with ϕ(0) = ϕ(1) = 1, it holds that∫ 1
0
u(t, x)ϕ(x)dx =
∫ 1
0
u0(x)ϕ(x)dx
+
∫ t
0
∫ 1
0
u(t, x)ϕ
′′
(x) + f(s, x, u(t, x))ϕ(x)dxds
+
∫ t
0
∫ 1
0
σ(s, x, u(t, x))ϕ(x)W (ds, dx).
and if the coefficients are locally bounded, then this formulation is equivalent to the following the
form (see, e.g. [81], [84])
u(t, x) =
∫ 1
0
G(t, x, y)u0(y)dy +
∫ t
0
∫ 1
0
G(t− s, x, y)f(s, y, u(t, y))dyds
+
∫ t
0
∫ 1
0
G(t− s, x, y)σ(s, y, u(t, y))W (ds, dy),
where G(t, x, y) is the fundamental solution of the heat equation on [0, T ] × [0, 1] with Dirichlet
boundary condition, that is,
G(t, x, y) =
1√
2πt
∑
n∈Z
{
exp
(
−|y − x+ 2n|
2
2t
)
− exp
(
−|y + x+ 2n|
2
2t
)}
.
Moreover, the existence and uniqueness of the above SHEs are shown in [84] with Lipschitz con-
tinuous coefficients. On the other hand, as mentioned in introduction, Bally, Gyo¨ngy and Pardoux
[4] extend this result in case the drift coefficient is measurable and satisfies a one-sided linear
growth condition, that is, ub(t, x, u) ≤ K(1 + |u|2) for some K > 0, and the diffusion coefficient is
non-generate, linear growth and has a locally Lipschitz derivative, by using a Krylov type estimate
based on Girsanov transform and some density estimate as applications of Malliavin calculus (see,
Proposition 4.1 in [4]).
Now we consider the following numerical scheme introduced by Gyo¨ngy [30];
unm(ti+1, xj) =
(
I +
T
m
∆n
)
unm(ti, ·)(xj) +
T
m
b(ti, xj , u
n
m(ti, xj))
+
T
m
σ(ti, xj , u
n
m(ti, xj)mnW (ti, xj),
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unm(ti, 0) = u
n
m(ti, 1) = 0, i = 1. . . . ,m,
unm(0, xj) = u0(xj), j = 1. . . . , n− 1,
where ti ≡ t(m)i := iT/m, xj ≡ x(n)j := j/n, I is the identity operator and
∆nϕ(xj) := n
2 {ϕ(xj+1)− 2ϕ(xj) + ϕ(xj−1)} ,
mnψ(ti, xj) := nm {ψ(ti+1, xj+1)− ψ(ti, xj+1)− ψ(ti+1, xj) + ψ(ti, xj)} ,
for functions ϕ and ψ defined on {xj ; j = 0, . . . , n} and on the lattice L := {(ti, xj) ; i =
0, . . . ,m, j = 0, . . . , n}, respectively. Then we extend unm from L by polygonal interpolation as
unm(t, x) := u
n
m(t, xj) + n(x− xj){unm(t, xj)− unm(t, xj+1)},
unm(t, xj) := u
n
m(ti, xj) +
m
T
(t− ti){unm(ti+1, xj)− unm(ti, xj+1)},
for (t, x) ∈ (ti, ti+1) × (xj , xj+1), i = 0, . . . ,m− 1, j = 0, . . . , n− 1. Then it is shown in [30] that
unm(t, x) satisfies the following stochastic integral equation of the form
unm(t, x) =
∫ 1
0
Gnm(t, x, y)u0(κn(y))dy
+
∫ t
0
∫ 1
0
Gnm(t− s+ T/m, x, y)b(ηm(s), κn(y), u(ηm(s), κn(y)))dyds
+
∫ t
0
∫ 1
0
Gnm(t− s+ T/m, x, y)σ(ηm(s), κn(y), u(ηm(s), κn(y)))W (ds, dy), (63)
for any t = iT/m, i = 0, . . . ,m, x ∈ [0, 1], where κn(x) := [nx]/n, ηn(s) := Tκm(s/T ) and
Gnm(t, x, y) :=
n−1∑
j=1
(1 + λnj T/m)
[mt/T ]ϕnj (x)ϕ
n
j (κn(y)), t ∈ [0, T ], x, y ∈ [0, 1],
and
ϕj(x) :=
√
2 sin(jxπ), x ∈ [0, 1],
ϕnj (x) := ϕj(xk) + n(x− xk)(ϕj(xk+1)− ϕj(xk)), x ∈ [xk, xk+1],
λnj := −4n2 sin2(jπ/2n).
Here [x] stands for the integer part of x. Then we have the following strong rate of convergence
for unm (see, Theorem 3.2 (iii) in [30]); Suppose that u0 ∈ C3([0, 1];R) and there exists K > 0 such
that for all t, s ∈ [0, T ], x, y ∈ [0, 1] and u, v ∈ R,
|b(t, x, u)− b(s, y, v)|+ |σ(t, x, u)− σ(s, y, v)|
≤ K
{
|t− s|1/4 + |x− y|1/2 + |u− v|
}
.
Then for each p ≥ 2, there exists C > 0 such that
sup
(t,x)∈[0,T ]×[0,1]
E [|u(t, x)− unm(t, x)|p]1/p ≤ C{m−1/4 + n−1/2}. (64)
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In this subsection, we apply a generalized Avikainen’s estimate, in order to obtain the following
weak rate of convergence for unm with irregular drift coefficient b.
Theorem 4.30. Suppose that u0 ∈ C3([0, 1];R), b, σ : [0, T ] × [0, 1] × R → R are bounded,
measurable, and σ is uniformly elliptic and σ(t, x, ·) ∈ C2b (R;R) for all (t, x) ∈ [0, T ] × [0, 1].
Moreover, there exists fb ∈ BV and γ ∈ (0, 1] and K > 0 such that for all t, s ∈ [0, T ], x, y ∈ [0, 1]
and u, v ∈ R,
|b(t, x, u)− b(s, y, v)| ≤ K
{
|t− s|1/4 + |x− y|1/2
}
+ |fb(u)− fb(v)|γ ,
|σ(t, x, u)− σ(s, y, v)| ≤ K
{
|t− s|1/4 + |x− y|1/2 + |u− v|
}
.
Then for any bounded and ρ-Ho¨lder continuous function f with ρ ∈ (0, 1] and ε ∈ (0, 1), there
exists C > 0 such that
sup
(t,x)∈[0,T ]×[0,1]
|E[f(u(t, x))] − E[f(unm(t, x))]| ≤ C
{
m−
1
4 (ρ∧ (1−ε)γ4 ) + n−
1
2 (ρ∧ (1−ε)γ4 )
}
.
In particular, if fb(u) = Ku, that is, the map R ∋ u 7→ b(t, x, u) is γ-Ho¨lder continuous, then the
factor (1−ε)γ4 can be replaced by γ.
For proving Theorem 4.30, we prove the following estimate based on a Krylov type estimate
for a solution of SHEs proved in [4].
Proposition 4.31. Suppose assumptions on the coefficients b and σ in Theorem 4.30 hold. Then
for any g ∈ BV , p ∈ (0,∞), q ∈ [1,∞) and α ∈ (0, 1/2), there exists a positive constant C =
C(g, b, σ, p, q) > 0 such that for any P ⊗B([0, 1])-measurable random field û = {û(t, x) ; (t, x) ∈
[0, T ]× [0, 1]}, we have
∫ T
0
∫ 1
0
E [|g(u(s, x))− g(û(s, x))|q] dxds ≤ C
(∫ T
0
∫ 1
0
E [|u(s, x)− û(s, x)|p] dxds
) α
p+α
.
Proof. From Theorem 2.1, it is suffices to estimate
∫ T
0
∫ 1
0 P(a < u(s, x) ≤ b)dxds. Let ρ > 2. Then
from Proposition 4.1 in [4], there exists C > 0 such that
∫ T
0
∫ 1
0
P(a < u(s, x) ≤ b)dxds ≤ C
(∫ T
0
∫ 1
0
∫
R
1(a,b](u)dudxds
)1/ρ
≤ CT 1/ρ(b − a)1/ρ.
This concludes the proof.
Proof of Theorem 4.30. We apply Maruyama–Girsanov transform in order to remove the drift
coefficient from u and unm. Let µ := b/σ, p ∈ R. We define Z(p, ·, u) = (Z(p, t, u))0≤t≤T and
Znm(p, ·, unm) = (Znm(p, t, unm))0≤t≤T by
Z(p, t, u) := exp
(
p
∫ t
0
∫ 1
0
µ(s, x, u(s, y))W (ds, dy)− p
2
2
∫ t
0
∫ 1
0
µ(s, x, u(s, y))2dyds
)
46
and
Znm(p, t, u
n
m) := exp
(
p
∫ t
0
∫ 1
0
µ(ηm(s), κn(y), u
n
m(ηm(s), κn(y)))W (ds, dy)
−p
2
2
∫ t
0
∫ 1
0
µ(ηm(s), κn(y), u
n
m(ηm(s), κn(y)))
2dyds
)
Then since µ = b/σ is bounded, thus, Z(p, ·, u) and Znm(p, ·, unm) are martingale, and by the
same way as (58), Z(−1, t, u) and Znm(−1, t, unm) have any both positive and negative moments,
uniformly in t ∈ [0, T ] and n,m ∈ N. Moreover, by Maruyama-Girsanov theorem, for any bounded
measurable function f : R→ R, it holds that
E[f(u(x, t))] = E[f(v(x, t))Z(−1, t, v)] and E[f(unm(x, t))] = E[f(vnm(x, t))Znm(−1, t, vnm)],
where v = {v(t, x) ; (t, x) ∈ [0, T ]× [0, 1]} is solution of SHE (60), (61) and (62) with b = 0, and
vnm = {vnm(t, x) ; (t, x) ∈ [0, T ]× [0, 1]} is its approximation defined in (63) with b = 0. By using
Ho¨lder continuity of f and Ho¨lder’s inequality with 1/p+ 1/p′ = 1, p ≥ 2/ρ, we have
|E[f(u(x, t))] − E[f(unm(x, t))]| ≤ E [|f(v(x, t)) − f(vnm(x, t))|Z(−1, t, v)]
+ E [|f(vnm(x, t))| |Z(−1, t, v)− Znm(−1, t, vnm)|]
≤ ‖f‖ρE [|v(x, t) − vnm(x, t)|ρp]1/p E
[
Z(−1, t, v)p′
]1/p′
+ ‖f‖∞E [|Z(−1, t, v)− Znm(−1, t, vnm)|] . (65)
Thus it is sufficient to estimate the second part of (65). By using the elementary estimate |ex−ey| ≤
(ex + ey)|x− y| and Schwarz inequality, we have
E [|Z(−1, t, v)− Znm(−1, t, vnm)|]
≤
√
2E
[
Z(−1, t, v)2 + Znm(−1, t, vnm)2
]1/2
E
[
A(t)2 +B(t)2
]1/2
,
where
A(t) := −
∫ t
0
∫ 1
0
{µ(s, x, v(s, y))− µ(ηm(s), κn(y), vnm(ηm(s), κn(y))}W (ds, dy)
B(t) :=
1
2
∫ t
0
∫ 1
0
{µ(s, x, v(s, y))2 − µ(ηm(s), κn(y), vnm(ηm(s), κn(y)))2}dyds.
By the assumptions on b and σ, we have for all t, s ∈ [0, T ], x, y ∈ [0, T ] and u, v ∈ R,
|µ(t, x, u)− µ(s, y, v)| ≤ C0
{
|t− s|1/4 + |x− y|1/2 + |u− v|
}
+ |fb(u)− fb(v)|γ ,
for some C0 > 0 and thus by Itoˆ’s isometly, it holds that
E
[
A(t)2 + B(t)2
]1/2 ≤ C1{m−1/4 + n−1/2}
+ C1
(∫ T
0
∫ 1
0
E
[
|v(s, y)− vnm(s, y)|2 + |fb(v(s, y))− fb(vnm(s, y))|2
]
dyds
)γ/2
,
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for some C1 > 0. Hence, if fb(u) = Ku, then by uniform estimate (64) with b ≡ 0, we conclude
the proof. For general case on fb, by using Proposition 4.31 with g = fb, q = 2 and û = u
n
m and
uniform estimate (64) with b ≡ 0, we have for any p ∈ (0,∞) and α ∈ (0, 1/2),∫ T
0
∫ 1
0
E
[
|v(s, y)− vnm(s, y)|2 + |fb(v(s, y))− fb(vnm(s, y))|2
]
dyds
≤ C2
{
m−
pα
4(p+α) + n−
pα
2(p+α)
}
,
for some C2 > 0. Since α ∈ (0, 1/2) and p ∈ (0,∞) are arbitrary, we conclude the proof.
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