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Abstract
Waveform inversion is a non-linear and ill-posed inverse problem, with the objective
of utilizing the full information content of recorded seismic waveforms. A Laplace-Fourier
domain implementation allows a natural ‘multiscale’ approach that mitigates the nonlinearity and ill-posedness by inverting low-frequency, early arrival data in the initial
stages of inversion. High-frequency components and late arrivals are incorporated at
a later stage. This allows the development of robust inversion strategies capable of
handling large wide-angle crustal surveys, leading to reliable, high-resolution velocity
and attenuation models of crustal structures.
I apply waveform inversion to extract a P-wave velocity model of the active mega-splay
fault system in the seismogenic Nankai subduction zone offshore Japan, using controlledsource Ocean Bottom Seismograph data. The resulting velocity model includes detailed
thrust structures and low velocity zones not previously identified. The connection of
large low-velocity zones in the inner and outer wedge suggests a significant distribution
of over-pressured regions in the vicinity of the mega-splay fault, with the potential to
strongly influence coseismic rupture propagation.
I identify six-fold key strategies for successful waveform inversion; i) the availability
of low-frequency and long offset data, ii) a highly accurate starting model, iii) a hierarchical approach in which phase spectra are inverted first and amplitude information is
only incorporated in the final stages, iv) a Laplace-Fourier domain approach, v) careful
preconditioning of the gradient, vi) strategies for source estimation. Chequerboard tests
and point-scatter tests demonstrate the resolution and the limitations of the acoustic implementation. I also compare four misfit functionals for optimization, and demonstrate
that velocity information may be reliably extracted from phase alone, and that amplitude
information is secondary in updating the velocity model.
Finally I develop inversion strategies for retrieving both velocity and attenuation
models. Cross-talk between these two classes of parameter estimates arises from the lack
of parameter scaling in the gradient of the objective function, and primarily affects the
attenuation model. I show that the cross-talk can be suppressed by the combination of
an appropriate attenuation damping parameter, and by the use of smoothing constraints.
Initial velocity-only inversions also help in reducing the effects of cross-talk in subsequent
velocity-attenuation inversion.
Keywords: non-linear inverse problem, seismic waveform, waveform inversion, velocity, attenuation
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Chapter 1
Introduction
For many years, controlled source seismic imaging has been an essential method in retrieving spatial distributions of subsurface elastic parameters and lithological boundaries,
and has contributed to understanding crustal and uppermost mantle structures in both
academic and industrial applications (Levander et al., 2007). In controlled source seismic
experiments, elastic energy is excited by an array of sources: seismic waves propagate
through the subsurface, and are recorded at an array of seismographs (receivers) as a
pressure field or a particle velocity field. The penetration depths and spatial resolution
of the seismic methods are much greater than those of other active source geophysical
imaging methods, and thus seismic imaging is a primary tool in deriving our structural
understanding of the lithosphere. The resulting seismic images can be utilized to derive
additional rock and geomechanical properties of the earth by combining with other geophysical measurements, or by employing empirical or analytical relationships (e.g. Mavko
et al. 1998 and Saffer & Tobin 2011).
Controlled source seismic imaging is conventionally divided into reflection methods
and refraction methods, each of which employ a distinct experimental design (Fig. 1.1).
Reflection imaging usually aims to delineate subsurface interfaces at wavelength scales,
i.e. the high-wavenumber components of the earth (Yilmaz, 2001). The reflection survey
deploys fairly dense arrays of sources and receivers, while the source-receiver distances
(offset) can be relatively short. The reflection method is extensively employed in the oil
and gas industries to locate hydrocarbon reservoirs (Etgen et al., 2009), and has also
been adopted in academic investigations of the lithosphere (Levander et al., 2007). One
of the most common methods intended in reflection data processing is seismic migration,
which ‘migrates’ diffracted and reflected seismic events in the data space to original scattering points in the model space: migration potentially retrieves impedance contrasts at
wavelength scales (Yilmaz, 2001). Background velocity models are required for the map1

Streamer cable
Air gun

Ocean Bottom Seismograph (OBS)

Figure 1.1: Schematic diagram of marine reflection- and refraction-survey examples.
Seismic energy is excited by an air gun for both surveys. In the reflection survey, reflected
waves (yellow) are recorded at hydrophones on a streamer cable. In the refraction survey,
refracted waves (white) are recorded at Ocean Bottom Seismographs (either or both of
geophones and hydrophones). Note that other acquisition settings are possible for both
surveys.
ping, and are obtained supplementally through stacking velocity analysis, and through
migration velocity analysis (Woodward et al., 2008).
In contrast, refraction imaging techniques are specifically intended to retrieve longwavelength components of subsurface elastic parameters (typically velocities) primarily
through tomographic methods (Levander et al., 2007). A popular refraction imaging
method is traveltime tomography, capable of estimating a smooth subsurface structure
from arrival information of distinct arrivals (Zelt & Smith, 1992; Zelt & Barton, 1998;
Zhang & Toksoz, 1998). Source-receiver pairs need to extend to at large offsets to record
post-critical arrivals, but the source and receiver distributions can be much sparser than
in the reflection experiments. This latter property allows the refraction methods to
economically retrieve large-scale structures, and thus the method is more often employed
in academic deep crustal investigations than in the oil and gas industry.
Waveform inversion is an alternative imaging method, which ambitiously aims to retrieve a wide range of the wavenumber spectrum of the subsurface model by using an
entire seismic record including both refractions and reflections (Tarantola, 1984; Lailly,
1983; Pratt et al., 1996; Virieux & Operto, 2009). Waveform inversion techniques require
more densely sampled data than traveltime tomography and wider aperture data than
2

conventional reflection processing. The method once appeared elusive due to the unconventional acquisition requirements, and also due to its massive computational costs.
However with advancements in computational architecture, with the increasing employment of dense source-receiver arrays in academic refraction surveys, and with the development of wide-angle and wide-azimuth reflection surveys in the oil and gas industry,
this approach has emerged as an increasing important subsurface imaging tool (Levander
et al., 2007; Virieux & Operto, 2009). In the following sections, I review the development
of waveform inversion as a tomographic method for refraction imaging. Sirgue (2003)
provides an excellent review in the context of reflection imaging.

1.1

Tomography

The tomographic imaging technique was introduced to seismology by earthquake seismologists in late 1970s to form regional and global velocity models from the traveltime
information of recorded earthquakes (e.g. Aki et al., 1977 and Dziewonski et al., 1977).
Traveltime tomography then became one of the most commonly used tools for crustal
controlled seismic imaging to develop two-dimensional (2D) and three-dimensional (3D)
subsurface models of P-wave velocity (Zelt & Smith, 1992; Zelt & Barton, 1998; Zhang
& Toksoz, 1998; Hole, 1992), S-wave velocity (Gohl & Pedersen, 1995; Bauer et al., 2003;
Hyvönen et al., 2007), attenuation (Zelt & Ellis, 1990; White & Clowes, 1994; Quan &
Harris, 1997; Li et al., 2006), and anisotropy (Caress et al., 1992; Chapman & Pratt,
1992; Środa, 2006). The tomographic method generally uses asymptotic ray theory, and
seeks to infer the subsurface structure from the arrival information of distinct arrivals
by numerical optimization methods. The method is robust and computationally affordable. However the information from traveltime tomography is limited to that observed
along ray-paths, and the spatial resolution of traveltime tomography is limited to the
Fresnel zone due to the method’s high-frequency approximation and inabilities to account for finite-frequency effects in wave propagation (Woodward, 1992; Williamson &
Worthington, 1993; Chen & Schuster, 1999).
Seismic data recorded at seismographs are richer in subsurface information when
the full waveform rather than the arrival time is considered. Diffraction tomography
(Devaney, 1984; Wu & Toksoz, 1987) was one of the first wave-based methods that
attempted to overcome the limitations of traveltime tomography, and is based on the
generalized projection theorem. Instead of employing a full wave equation, the method
linearizes the acoustic wave equation by the Born or Rytov approximation, and a plane
wave decomposition is used to compute Green’s functions in a homogeneous model. In
3

practice this limited the application of diffraction tomography. However, the theory
formed the basis for the subsequent development of ray+Born inversion (Jin et al., 1991;
Lambare et al., 1992), waveform inversion (Pratt & Worthington, 1990; Sirgue & Pratt,
2004), and the illumination analysis used for these imaging techniques (Sirgue & Pratt,
2004; Xie et al., 2006).
By using the Born approximation, Wu & Toksoz (1987) derived a basic equation
for diffraction tomography relating the mono-frequency seismic wavefield to the monowavenumber component of velocity perturbations,
δu(ı̂, r̂, ω) = −k 2 Õ [k(r̂ − ı̂)] ,

(1.1)

where δu is the frequency-domain scattered wavefield, ı̂ is the unit vector for the incident
plane-wave direction, r̂ is that for the scattering direction, ω is the angular frequency,
and k is the wavenumber of the background model. Õ is the 3D Fourier transform of
the perturbation, O(r) = 1 − c2o /c2 (r), where c(r) is the velocity at the location r, and
co is the velocity of the background model. From this equation, it is possible to show
the largest wavenumber that influences the scattered wavefield is 2ω/co ; i.e. the size of
the smallest recoverable anomaly is a half wavelength. This resolution is substantially
√
higher than the resolution of traveltime tomography, which is of order Lλ, where L is
the propagation length (Williamson & Worthington, 1993). From Eq.(1.1), an important
observation is further derived for the illumination analysis of any wave-based imaging
method: A mono-frequency component from a single source-receiver pair can be associated with a single wavenumber component of the model (Sirgue, 2003). By recording at
an array of receivers, a single source excitation illuminates an Ewald semi-circle of model
wavenumbers (Ewald, 1921); the coverage of the semi-circle depends on receiver apertures. Thus the wavenumbers attainable from the mono-frequency components of many
source-receiver pairs ranges from zero to 2ω/co , and thus multi-frequency components potentially lead to redundant wavenumber coverage depending on survey geometries (Wu
& Toksoz, 1987; Devaney, 1984). However the coverage never is never complete due to
practical acquisition restrictions; e.g. in surface reflection and refraction surveys, the
sources and receivers can be only located on the surface, i.e. on one side of the imaging
target.
From Eq.(1.1), Wu & Toksoz (1987) derived a generalized projection theorem for the
2D point-source by using a plane-wave decomposition
4γg γs Ũ (kr , ks ) exp [−i(γr dr + γs ds )] = −k 2 Õ [k(r̂ − ı̂)] ,
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(1.2)

where Ũ (kr , ks ) denotes the double Fourier transform of scattered wavefields along source
and receiver lines, dr and ds are the distances of source-receiver line from the origin,
kr and ks are the wavenumbers along source and receiver lines, and γs and γr are the
wavenumbers perpendicular to source and receiver lines, and satisfy k 2 = ks2 +γs2 = kr2 +γr2 .
The equation recasts the imaging process of diffraction tomography as the operation of
the inverse generalized projection slice theorem, and the 2D velocity perturbation can be
obtained by the surface acquisition geometry as
ˆ

k

ˆ

k


|ks γr + kg γs |
dkr
dks exp(iks x − iγs z)
exp(ikr x − iγr z)Ũ (kr , ks ) ,
k2
−k
−k
(1.3)
where <[·] indicates the real part of ·. By recognizing that exp [i(kr x − γr z)] is the backpropagation from the receiver to the scattering point, and exp [i(ks x − γs z)] represents
the backpropagation from the scattering point to the source (i.e. that conjugate of incident wavefield), Eq.(1.3) suggests that the subsurface model can be retrieved by the
weighted zero-lag correlation of the incident wavefield and the backpropagated scattered
g γs |
corrects for the irregular angular coverage in
wavefields. The weighting term |ks γrk+k
2
the seismic experiments. The numerical integration of Eq.(1.3) requires a continuous
distribution of sources and receivers along source and receiver arrays (Jin et al., 1991).
1
O(x, z) = <
π

In order to use an inhomogeneous background model, the plane-wave decomposition
method above must be replaced by numerical methods, but the integral equation can
still be maintained to map between wavefields and model parameters in a similar form
to that of Eq.(1.2). The numerical computation of the background Green’s function
can be attained by using the Wentzel-Kramers-Brillouin-Jeffreys (WKBJ) method (Aki
& Richards, 1980) for a vertically varying background model (Wu et al., 1994), or by
asymptotic ray theory for a smoothly varying background model (Beylkin, 1984; Beylkin
& Burridge, 1990; Miller et al., 1987). In the second approach, the scattered wavefields
are linearly related to the model perturbation by the ‘Generalized Radon Transform’
(GRT) (Beylkin, 1984; Beylkin & Burridge, 1990; Miller et al., 1987). However these
methods still map the wavefields to the model by the numerical integration, and are
restricted to acquisition geometries that allow effective integration.
Instead of analytically inverting the GRT, a linear optimization method can be used
to estimate the subsurface model which satisfies the GRT, so that data from arbitrary
acquisition geometries can be used for the imaging (Beydoun & Mendes, 1990; Jin et al.,
1991; Lambare et al., 1992; Thierry et al., 1999; Lambaré et al., 2003). The linearized inversion method searches for the optimal model perturbation from the background model
(model space) by fitting the perturbed wavefields (data space), and is often referred to
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as “ray+Born inversion” (Thierry et al., 1999; Lambaré et al., 2003), or as “asymptotic
diffraction tomography” (Ribodetti et al., 2004). The combination of ray theory and the
Born approximation allows ray+Born inversion to retrieve structures at a half-wavelength
scale. The sensitivity kernels for ray+Born inversion are broader than a ray-path, equivalent to the finite-frequency sensitivity kernel (Dahlen et al., 2000), and closely related
to the ‘wavepath’ defined by Woodward (1992). However the approximations employed
raise concerns over the applicability of the ray+Born method to complex structures:
Both asymptotic and Born approximation force the background model to be smooth.
The model perturbation needs be small in terms of both size and magnitude to satisfy
the Born approximation. Furthermore the forward modelling method only account for
first-order scattering effects, and neglects multipath propagation effects.

1.2

Waveform inversion

Waveform inversion is a non-linear inversion approach which fully utilizes an accurate
and complete numerical solution of the wave equation (Tarantola, 1988; Pratt et al.,
1998). The inversion seeks an optimum spatially varying model m(r) (model space) by
iteratively minimizing waveform misfits (in data space), and forms the gradient of the
objective function by utilizing the Born approximation in a manner similar to ray+Born
inversion (Lailly, 1983; Tarantola, 1984; Pratt, 1990; Pratt & Worthington, 1990). (The
ray+Born inversion was originally developed as a computationally affordable compromise for waveform inversion.) However, full waveform modeling allows the inversion to
accurately account for complicated wave propagation even in a highly heterogeneous
subsurface model. Furthermore, while each iteration is conducted within the Born approximation, iterative updating of the background model can potentially estimate a total
perturbation in the model larger than is possible with the Born approximation allows,
because higher-order scattering is fit once the first-order scattered fields are well reproduced (Pratt et al., 1998). Thus the waveform inversion method is potentially able to
retrieve substantially detailed subsurface models (albeit at the expense of a significant
increase in the computational cost when compared to the methods based on asymptotic
approximations).
To reduce the computational cost, the expensive Fréchet derivatives are usually not
calculated in waveform inversion, and the model gradient is instead formed by the adjoint method originally developed by Lailly (1983) and Tarantola (1984) in the time-space
domain, and later by Pratt & Worthington (1990) and Pratt (1990) in the frequencyspace domain. With the adjoint method, the gradient is constructed from the correlation
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between the forward wavefields and the backpropagated residuals (as is the case in diffraction tomography). Following Pratt et al. (1998), the gradient of the objective function E
with respect to a model parameter m(r) is described in the frequency-domain in matrix
form as
T

X
 −1 ∗
∂S
T
S
δd,
(1.4)
∇m(r) E = −
u (ω)
∂m(r)
ω
where u is the frequency-domain forward propagated wavefield, S is the discretized
impedance matrix, δd is the data residuals, T is the Hermite conjugate, and ∗ is the
complex conjugate without a matrix transpose. The equation shows that the gradient is
indeed a weighted correlation of the forward wavefield u and the backpropagated field
∗
∂S
is independent
[S−1 (m)] δd. Note that the weighting term for the correlation ∂m(r)
of the source-receiver geometry, in contrast to the case of diffraction tomography; thus
the irregularity of source-receiver geometry needs to be corrected by the Hessian matrix
(Pratt & Worthington, 1990) or by iteration. Motivated by the close relationships between diffraction tomography and waveform inversion, Pratt & Worthington (1990) and
Sirgue & Pratt (2004) adopted an illumination analysis based on Eq.(1.1), and illustrated
that the redundant wavenumber coverage between frequencies allows frequency-domain
waveform inversion to use imaging frequencies on much coarser intervals than the value
required by the temporal sampling theorem: this property contributes to further reducing
the computational costs of waveform inversion.

1.2.1

Application of waveform inversion in the controlled source
seismology

Early applications of waveform inversion aimed to develop velocity structures from (mostly
synthetic) reflection seismic data (Gauthier et al., 1986; Mora, 1987, 1988, 1989). Early
researchers pointed out that waveform inversion is highly non-linear and non-unique
(e.g. Gauthier et al. 1986), and also discovered that it is extremely difficult to recover
a low-ballwavenumber velocity model from reflection data alone while high-wavenumber
interfaces (reflectors) are retrievable (Mora, 1988, 1989). This is because short offset
reflection data only illuminates the high-wavenumber components of the earth, as was illustrated by Sirgue & Pratt (2003) based on Eq.(1.1), and as also was discussed at length
by Mora (1988) and Jannane et al. (1989), and also because there is a fundamental tradeoff between the depths of a reflector and the velocity model (Mora, 1989; Hicks & Pratt,
2001). The highly non-linear nature of waveform inversion has also prompted the application of global optimization theories, but the computational costs of such schemes have
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prevented the extraction of anything other than 1D structures (Sen & Stoffa, 1991, 1992;
Singh & Minshull, 1994).
Cross-well seismic surveying is a technique used to acquire a wide-angle data set
between two parallel bore-holes. In such surveys, the recorded waveforms consist dominantly of transmitted waveforms, which are understood to be more linear with respect
to velocity fields, and also more sensitive to low-wavenumber components (Pratt & Worthington, 1990). In an early example, Song et al. (1995) successfully extracted a detailed
P-wave velocity model from a real cross-well data set, and the resulting velocity image was
of much higher resolution than the traveltime tomography image. The subsequent waveform inversions of cross-well data sets further proved the applicability of the approach to
various targets including conventional hydrocarbon surveys (Pratt, 1999; Pratt & Shipp,
1999; Pratt et al., 2008), mineral deposits (Xu & Greenhalgh, 2010), and monitoring of
gas-hydrate production (Pratt et al., 2004).
Motivated by the work of Song et al. (1995), Pratt et al. (1996) proposed to exploit
the refraction (transmitted) components of synthetic wide-angle crustal-survey data, and
illustrated the significant potential of acoustic waveform inversion of wide-angle reflection
data in retrieving the subsurface velocity model. Brittan et al. (1997) applied their technique to a real crustal-scale data set, and successfully imaged the velocity structure at the
edge of the Chicxulub impact structure. Further real data applications have proven the
potential for estimating complex velocity structures using both marine and land surface
seismic experiments; for the crustal exploration (Shipp & Singh, 2002; Dessa & Pascal,
2003; Ravaut et al., 2004; Operto et al., 2006; Bleibinhaus et al., 2007; Malinowski et al.,
2011; Takam Takougang & Calvert, 2011; Arnulf et al., 2012), for near-surface engineering applications (Smithyman et al., 2009; Gao et al., 2005, 2006), and for hydrocarbon
exploration (Brenders, 2011; Sears et al., 2010; Plessix & Cao, 2011; Sirgue et al., 2010;
Vigh & Starr, 2008). While 2D acoustic waveform inversion is the most commonly used
technique, 3D implementations are now being developed following the renewal of interest
in the oil and gas industry where the 3D wide-azimuth surveys are extensively employed
(Vigh & Starr, 2008; Sirgue et al., 2008; Ben-Hadj-Ali et al., 2008). 3D implementation
is computationally expensive, and various techniques have been proposed to improve the
computational efficiency (e.g. Krebs et al., 2009; Sirgue et al., 2008).
Waveform inversion of other elastic parameters beyond the P-wave velocity has been
explored for P-wave attenuation (e.g. Tarantola, 1988; Song et al., 1995; Malinowski
et al., 2011), for density (Choi et al., 2008; Jeong et al., 2012), for S-wave velocities (e.g.
Mora, 1987; Crase et al., 1990; Tarantola, 1988; Shipp & Singh, 2002; Brossier et al.,
2009a), and for anisotropic parameters (e.g. Barnes et al., 2008; Gholami et al., 2011a,b).
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Successful field-data applications are relatively rare due to severe non-uniqueness, acquisition settings, and computational cost. Sometimes the inversion of these parameters
is abandoned, and instead the parameters are incorporated into the forward model, in
order to manage the effects on data of these parameters (Pratt et al., 2008; Prieux et al.,
2011; Plessix & Cao, 2011). Intrinsic P-wave velocity attenuation is most often inverted
via a visco-acoustic implementation, as the additional computational cost to acoustic
inversion is negligible (Song et al., 1995; Liao & McMechan, 1996; Pratt et al., 2004;
Smithyman et al., 2009; Malinowski et al., 2011; Hak & Mulder, 2011). S-wave imaging
requires expensive full elastic forward modeling, and multi-component recording is critical to extract S-wave components (Shipp & Singh, 2002; Sears et al., 2010). Approximate
anisotropic parameters can be incorporated into acoustic forward modeling at relatively
low additional computational costs (Pratt, 1999; Operto et al., 2007), but the inversion
for these parameters has been conducted exclusively with synthetic data sets due to the
strong coupling between anisotropic parameters and low sensitivities (Gholami et al.,
2011a,b).

1.2.2

Non-linearity and non-uniqueness of waveform inversion

Waveform inversion is a strongly non-linear and very ill-posed inverse problem (Mora,
1989; Plessix, 2006; Pratt, 2008). The solution is highly sensitive to the choice of a starting model, and considerable attention needs be paid to the construction of this starting
model (Gauthier et al., 1986; Brenders & Pratt, 2007b). A first arrival tomography
method or a reflection tomography approach have typically been employed to generate
starting models for waveform inversion (Brenders & Pratt, 2007a; Brenders et al., 2010;
Operto et al., 2006; Ravaut et al., 2004). Brenders & Pratt (2007a) and Pratt (2008)
have referred to this hierarchical sequence of traveltime tomography followed by waveform inversion as “Waveform Tomography”, since the whole inversion process aims to
extend the use of first arrival tomography to obtain high resolution subsurface models
that fit the refracted (i.e. transmitted) parts of the seismic records.
Further mitigation of the non-linear and ill-posed nature of waveform inversion has
been investigated by exploring an optimal objective function (Crase et al., 1990; Shin
& Ha, 2008; Symes, 2008; Brossier et al., 2009b; Leeuwen & Mulder, 2010), by careful data preconditioning (Williamson & Pratt, 1995; Sirgue & Pratt, 2004; Brenders &
Pratt, 2007b; Sears et al., 2010), by well-designed model preconditioning (Shin et al.,
2002; Ravaut et al., 2004; Guitton & Dı́az, 2011), and by the application of appropriate
regularization methods (Abubakar et al., 2009). A multiscale approach (Bunks et al.,
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1995) is recognized as one of the most effective inversion strategies for mitigating such effects by initially inverting large-scale features, and sequentially refining the spatial scale.
The multiscale method is implemented by starting inversions at low temporal frequencies
and sequentially fitting higher frequency components. and also by first restricting waveform inversion to early arrivals, and sequentially incorporating later arrivals (Sirgue &
Pratt, 2004; Brenders & Pratt, 2007a). In time-domain waveform inversion, these may be
implemented by the combination of convolutional bandpass filters and time-windowing
functions (Sears et al., 2010). In the frequency domain, while the hierarchical usage of
frequency windows is trivial, simple time windowing approaches require a convolutional
operator over many frequencies. However, an exponential time-damping function may be
introduced to rigorously extract early arrivals without a convolution operator (Sirgue &
Pratt, 2004; Brenders & Pratt, 2007a). This approach was reformulated by Shin & Cha
(2009) as “Laplace-Fourier domain” waveform inversion in which the Laplace constant is
the inverse of the characteristic time of the exponential time-damping function.

1.3

Objectives of thesis

In this thesis, I explore effective inversion strategies to mitigate the ill-posed nature of
waveform inversion. I employ two-dimensional visco-acoustic Laplace-Fourier waveform
inversion, and apply it to two data configurations; one is the wide-angle surface survey,
and the other is the cross-well survey geometry.
A densely-sampled wide-angle Ocean Bottom Seismograph (OBS) data set from the
Nankai subduction zone (Nakanishi et al., 2008) is inverted for a P-wave velocity model
in order to delineate an active mega-splay fault system. The Nankai subduction zone
is one of the most extensively studied subduction zones worldwide, and the analyzed
area is closely related to coseismic rupture propagation and tsunami generation (Tobin
& Kinoshita, 2006). Previous 2D and 3D reflection surveys delineated the detailed fault
structures, but there remain ambiguities which limit the complete illustration of the
megasplay fault system (Moore et al., 2007; Nakanishi et al., 2002). I aim to supplement
the structural information by applying waveform inversion to the OBS data set. During
the course of the velocity imaging, I explore the inversion process, and generate strategies
to mitigate non-uniqueness in waveform inversion, and to overcome the challenges specific
to crustal imaging.
I also explore robust and computationally affordable inversion strategies to retrieve
velocity and attenuation parameters using synthetic cross-well data. This two-parameter
inversion is known to be much more ill-posed than the velocity inversion, and requires
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additional considerations to stabilize the inversion process (Hak & Mulder, 2010; Malinowski et al., 2011). I demonstrate that the difficulties arise from the cross-talk between
two parameter classes, and illustrate their effects on velocity and attenuation parameter
classes. I propose regularization and inversion strategies to suppress the artifacts arising
from the cross-talk, and retrieve reliable velocity and attenuation models. The insights
into the two-parameter problem will contribute to more general classes of multiparameter
waveform inversion.

1.4

Thesis outline

In Chapter 2, I apply acoustic Laplace-Fourier domain waveform inversion to the Ocean
Bottom Seismograph (OBS) data set from the Nankai subduction zone. This chapter is a
part of a paper published in Earth and Planetary Science Letters in 2012 as “Waveform
Tomography Imaging of a Megasplay Fault System in the Seismogenic Nankai Subduction
Zone” by Kamei, R., Pratt, R. G., and Tsuji, T. This chapter has an emphasis on the
geological implication of the waveform inversion results, and the improvements from
previous seismic images obtained by both traveltime tomography and migration. I briefly
describe the data preprocessing, inversion procedures, and quality control of the inversion
results.
In Chapter 3, I provide a detailed description of acoustic Laplace-Fourier waveform
inversion of the OBS data set from the Nankai subduction zone. This chapter is a
part of a manuscript submitted to Geophysical Journal International as “On Acoustic
Waveform Tomography of wide-angle OBS data — Strategies for preconditioning and
inversion” by Kamei, R., Pratt, R. G., and Tsuji, T. The chapter has a focus on providing
detailed waveform inversion procedure starting from data preparation, through inversion
strategies, to extensive quality controls tools, and also seeks to identify the key elements
for successful crustal imaging with waveform inversion.
In Chapter 4, I explore four types of misfit functionals for Laplace-Fourier waveform
inversion of surface seismic data sets; i) the conventional phase-amplitude misfits, ii) the
conventional phase-only misfits, iii) the logarithmic phase-amplitude misfits, and iv) the
logarithmic phase-only misfit functionals. This chapter is a part of a manuscript submitted to Geophysical Prospecting as “On misfit function for Laplace-Fourier waveform
inversion, with applications to wide-angle OBS data” by Kamei, R., Pratt, R. G., and
Tsuji, T. I employ the OBS data set from the Nankai subduction zone for these inversion experiments. I describe the discrepancies in the subsurface illumination and in the
stability of waveform inversion. I then discuss how each misfit functional contributes
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to improvements in the ill-posed nature of waveform inversion, and how a hierarchical
inversion approach can be designed.
In Chapter 5, I expand Laplace-Fourier waveform inversion to incorporate attenuation
imaging in addition to velocity imaging. The chapter is a part of a manuscript submitted
to Geophysical Journal International as “Inversion strategies for visco-acoustic waveform
inversion” by Kamei, R. and Pratt, R. G. I use a synthetic velocity and attenuation
model, and adopt a cross-well survey. I discuss inherent and persistent cross-talk between parameter classes, and the resulting ill-posed nature of visco-acoustic waveform
inversion. I propose computationally efficient and simple inversion strategies for viscoacoustic waveform inversion.
In Chapter 6, I summarize the results presented in Chapter 2-6, and discuss proposals
for future study.
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Chapter 2
Waveform tomography imaging of a
mega-splay fault system in the
seismogenic Nankai subduction zone
A version of the chapter was published in Earth and Planetary Science Letters as: Kamei, R., Pratt,
R.G., and Tsuji, T., “Waveform Tomography Imaging of a Megasplay Fault System in the Seismogenic
Nankai Subduction Zone”

2.1

Introduction

Megathrust earthquakes in subduction zones have claimed a large number of casualties,
and have caused devastating damage to human lives and to social infrastructure. The accompanying tsunamis have led to further destruction, especially in coastal regions (Ando,
1975; Lay et al., 2005). To understand the mechanism of megathrust earthquakes, it is
critical to reveal the history of fault systems, and to characterize their geo-mechanical,
thermal and hydrological properties (Hyndman & Wang, 1993; Oleskevich et al., 1999;
Moore & Saffer, 2001). Direct measurements of such properties have been carried out
through in-situ measurements, and laboratory experiments of core samples (Hashimoto
et al., 2010; Tsuji et al., 2006; Saffer et al., 2009). However a full spatial characterization
requires an understanding of detailed crustal structures. A key element in such characterization is controlled source seismic experiments, which have been extensively employed to
illustrate two dimensional (2D) and/or three-dimensional (3D) crustal structures (BijuDuval et al., 1982; Davis et al., 1990; Park et al., 2002a), and to estimate physical properties of subduction zones such as seismic velocities, porosity and pore-pressure (Bangs
et al., 1990; Kodaira et al., 2004; Calahorrano B et al., 2008; Tobin & Saffer, 2009b).
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Reflection seismic surveys are particularly useful in generating subsurface images that
respond to impedance contrasts in the subsurface, and are commonly referred to as reflectivity images (see for example Biju-Duval et al., 1982; Davis et al., 1990; Park et al.,
2002a; Moore et al., 2009). Seismic reflectivity images require extensive data processing using the methods of Common-Mid-Point (CMP) stacking and seismic migration
(see Yilmaz, 2001 for a comprehensive summary). Reflectivity images are well suited
for delineating complex fault systems, and the resulting images have resolutions of a
wavelength (typically on the order of tens to hundreds of meters). Such high-resolution
reflectivity images have enabled detailed analysis of complicated fault systems, especially
when combined with direct observations from core-logs and core samples (e.g. Strasser
et al., 2009).
However, reflectivity images do not provide enough information to analyze the mechanical properties of fault systems; instead quantitative images of seismic velocities are
essential for the analysis of fault mechanics. In order to make use of seismic velocities,
the relationship between velocity and other physical properties (e.g. porosity and pore
pressure) must be established by adopting empirical relationships constrained from welllog data (Bangs et al., 1990; Calahorrano B et al., 2008; Tobin & Saffer, 2009a) and/or
rock physics (Tsuji et al., 2008). The required velocity images can be generated from
reflection seismic data by Normal Moveout (NMO) velocity analysis (Bangs et al., 1990;
Cochrane et al., 1994; von Huene et al., 1998) or more accurately by migration velocity
analysis (MVA, Calahorrano B et al., 2008; Park et al., 2002b, 2010). These velocity analysis methods generate velocity models that provide optimally focused reflectivity images.
Typically a simple layered structure is assumed for NMO analysis, but more detailed
models may be produced using tomographic approaches for MVA (e.g. Stork, 1992). In
either case, the resulting velocity images are restricted in resolution when compared to
reflectivity sections, since velocity imaging techniques typically rely on discrete arrivals
and on asymptotic ray theory (Chen & Schuster, 1999; Woodward et al., 2008).
Velocity structures can also be reliably extracted from other type of seismic surveys, e.g. refraction seismic surveys, primarily through traveltime tomography (Dessa
et al., 2004; Nakanishi et al., 2002, 2008; Kodaira et al., 2004). Traveltime tomography
is the process of reconstructing subsurface velocity variation based on distinct arrivals
using asymptotic ray theory (Williamson & Worthington, 1993). The combination of
the asymptotic assumption and the significantly lower frequency signals employed in
crustal refraction surveys than in reflection surveys hinder the resolution of traveltime
tomography (typically to the order of kilometres).
To overcome the resolution limits of the conventional velocity imaging techniques
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described above, we utilize frequency-domain waveform tomography, an alternative velocity imaging method based on a numerical solution to the full wave equation. Waveform
tomography is a development of the waveform inversion methods which attempt to fit
seismic waveforms beyond first arrivals. The method was first proposed by Lailly (1983)
and Tarantola (1984); recently Virieux & Operto (2009) provided a full review of these
methods, and characterized the frequency-domain approach as a powerful and practical velocity imaging technique in terms of the computational costs and stability. The
frequency-domain approach was originally proposed by Pratt & Worthington (1990), it
was suggested for crustal imaging by Pratt et al. (1996), and it was further developed by
Pratt et al. (1998) and Sirgue & Pratt (2004). Like traveltime tomography, Waveform
tomography focuses on transmission (refraction) energy, but the use of seismic waveforms
rather than first arrivals lead to an improved potential for providing quantitative images
at resolution scales of a half-wavelength or less (Wu & Toksoz, 1987; Mora, 1989; Pratt,
1999): The theoretical resolution of waveform tomography is thus compatible with that
of seismic migration (provided that the frequency bandwidths are identical) (Sirgue et al.,
2010).
The frequency-domain waveform tomography method used in this chapter was extensively validated in a blind test with synthetic elastic data by Brenders & Pratt (2007a,b),
and has been successfully applied to the crustal scale imaging in complex environments
including the Eastern Nankai subduction zone (Operto et al., 2006), the Queen Charlotte Basin (Takougang & Calvert, 2011), the Southern Apennines (Ravaut et al., 2004),
the San Andreas Fault (Bleibinhaus et al., 2007), and the Polish Basin (Malinowski &
Operto, 2008; Malinowski et al., 2011). In this chapter, we apply waveform tomography
to refraction data obtained using Ocean Bottom Seismographs (OBSs) in the central
Nankai subduction zone, and demonstrate that waveform tomography produces quantitative high-resolution velocity images. The images merge the fine-scale characteristics
of migration methods with the quantitative aspects of tomographic velocity imaging,
allowing an improved interpretation of the mega-splay fault system.

2.2

Geological background

The Nankai subduction zone is located southwest of Japan, where the Philippine Sea
Plate is subducting beneath the Eurasia Plate. Episodic megathrust earthquakes in
this region are typically tsunamigenic, and have caused devastation most recently in
1944 and in 1946 (Ando, 1975). In the central Nankai subduction zone off the Kii
Peninsula (Fig. 2.1), migrated reflection seismic sections (Park et al., 2002a; Moore et al.,
23

0

35N

Kyoto
0

Eurasian
Plate

Osaka

0

Kii Peninsula
Philippine
Sea Plate

34N

1944 Tonankai
Earthquake (M7.9)

0

0

Kumano basin

20
0

1946 Nankai
Earthquake (M8.0)

fault
-splay ge)
a
g
e
M
r rid
(Oute

33N

axis
Troughion front)
mat
(Defor

0
32N
135
135E
135

50
km

S
dir ubd
ec uc
tio tio
n n

100
136
136E

137
137E

138
138E

136

137

138
138E

Figure 2.1: Maps of southwest Japan and the Nankai Trough. An ocean bottom seismograph (OBS) survey was conducted in 2004 (solid black line). Circles indicate OBS
positions; red circles indicate OBS positions used for waveform tomography in this chapter. The 3D reflection survey area used by Moore et al. (2009) is shown as a grey-shaded
area. Dark blue contours show the coseismic slip distribution of the 1944 Tonankai
earthquake (Kikuchi et al., 2003). The subduction direction of the Philippine Sea Plate
is based on the MORVEL vector of DeMets et al. (2010).
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2007, 2009) revealed a characteristic out-of-sequence thrust, known as a mega-splay fault
(Tobin & Kinoshita, 2006). Park et al. (2002a) correlated the location of the fault to
the coseismic rupture zones of 1944 Tonankai earthquake (Kikuchi et al., 2003; Tanioka
& Satake, 2001), and interpreted the mega-splay fault as a critical structure for rupture
propagation and tsunami generation. The mega-splay fault is believed to branch from the
main subduction plate interface (the megathrust) of the subducting Philippine Sea Plate,
and cut through the inner accretionary wedge (Park et al., 2002a; Moore et al., 2007,
2009). Near the sea bottom, the mega-splay fault splits further due to reduced confining
pressures, and some of the splays reach the seafloor (Moore et al., 2007). mega-splay
The mechanical and frictional properties of the mega-splay fault are strongly influenced
by pore-fluid pressures, which reduce effective stress and friction coefficients (Moore &
Saffer, 2001; Wang & Hu, 2006; Tobin & Saffer, 2009b). Over-pressured regions typically
show weak rigidity, and result in low-velocity and low-density materials. Potentially
over-pressured low velocity zones have been identified in the vicinity of the mega-splay
fault using reflection and refraction seismic surveys (Park et al., 2002a, 2010). A low
velocity zone (LVZ1 in Fig. 2.2) in the inner accretionary wedge directly underneath
the mega-splay fault was identified from the reverse polarity of the reflection from the
mega-splay fault (Park et al., 2002a; Bangs et al., 2009). LVZ1 is associated with fluid
migration along the fault (Park et al., 2002a), and/or the existence of over-pressured
underthrust sediments as the extended portion of the underthrust sediments in the outer
accretionary wedge (Bangs et al., 2009). Another low velocity zone (LVZ2 in Fig. 2.2)
was suggested in the transition zone between the inner and outer wedge by Park et al.
(2010). LVZ2 may be abundant in pore fluids due to the compaction of pore space and the
dehydration of clay minerals in unconsolidated sediments, and may have been formed by
underplating of the accretionary prism by underthrust sediments (Park et al., 2010). Park
et al. (2010) further speculated that the geometrical proximity of the mega-splay fault
and LVZ2 may imply fluid migration between them. However previous migration images
are poorly resolved in the area between these low velocity zones due to the influence of
the sea bottom topographic relief on the images. Furthermore, the velocity images from
conventional traveltime tomography have not yielded sufficient resolution to resolve the
connection between these zones (Nakanishi et al., 2008). These technical disadvantages
have left an ambiguous geometrical relationship of the two over-pressured layers (LVZ1
and LVZ2 ) and the mega-splay fault, precluding a complete image of the mega-splay fault
system.
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2.3

Long offset OBS data

In order to generate waveform tomography images, we used waveforms from Ocean Bottom Seismograph (OBS) data acquired in the southeast offshore of the Kii Peninsula
(Fig. 2.1) by the Japan Agency for Marine Earth Science and Technology (JAMSTEC)
in 2004 (Nakanishi et al., 2008). The OBSs were located at 1 km intervals near the outer
ridge, and in 5-10 km intervals elsewhere. A large air gun array with a total volume of
about 200 l and a pressure of 14 MPa was employed at 10 m water depths, at 200 m
intervals. 74 OBSs were deployed at the sea bottom over a total interval of 175 km. The
OBSs recorded 4 motion components (3 orthogonal particle velocities, and the pressure
field).
Our goal was to image a sub-surface section 60 km wide and 15 km deep in the area
of the active mega-splay (Fig. 2.2). This section was analyzed using a subset of the
original data: 54 OBSs at 1 km spacing, with 285 air gun sources distributed regularly
over the entire 65 km profile. Using conventional traveltime tomography and handpicked
arrival times, Nakanishi et al. (2008) recovered a velocity model with a spatial resolution
of approximately 2.5 km. This velocity model is shown in Fig. 2.3a; it predicts arrival
times to an RMS misfit of 60 ms, which is comparable to the error levels for the original
traveltime picks.

2.4

Frequency-domain acoustic waveform tomography

We applied frequency-domain acoustic waveform tomography (Pratt & Worthington,
1990; Pratt et al., 1998; Sirgue & Pratt, 2004; Brenders & Pratt, 2007a,b) to the original waveform data recorded at these 54 OBSs, in order to obtain a quantitative, highresolution P-wave velocity image. In this approach, the required forward simulations
use a frequency-domain finite difference method for the 2D visco-acoustic wave equation
developed by Pratt & Worthington (1990), with further modifications by Jo et al. (1996).
For our purposes of forming P-wave velocity images, we employed only the vertical component records from the OBSs. This is a plausible approximate approach for P-velocity
imaging, because our pressure sources were excited in acoustic environment (i.e. the
ocean), and because P-wave energy dominates the early part of the vertical components
of our OBS data. This methodology is consistent with that tested by Brenders & Pratt
(2007a) on synthetic elastic data.
Waveform tomography employs a local gradient method for model optimization, in
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Figure 2.3: (a) P-wave velocity model obtained by traveltime tomography (Nakanishi
et al., 2008), and used as a starting model for waveform tomography in this chapter.
Areas with poor wavepath coverage are shaded. The horizontal axis is the landward
distance from the deformation front (see Fig. 2.2). Yellow circles show the location of the
OBS used for analysis in this study. (b) Velocity structure after waveform tomography.
(c) Vertical profiles of the velocity structures at the distances of 25, 35, 45, and 55 km
from the deformation front (red triangles in (a) and (b)). Grey lines in (c) represent
the velocities in the starting model in (a), the black lines correspond to the waveform
tomography results in (b), and the dashed lines correspond to the background model as
the 3rd order polynomial Vo (x, z) = a(z − z0 (x))3 + b(z − z0 (x))2 + c(z − z0 (x)) + d, best
fitting the traveltime tomography result (Fig. 2.5a).
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Figure 2.4: Background velocity model defined by Vo (x, z) = a(z−z0 (x))3 +b(z−z0 (x))2 +
c(z − z0 (x)) + d, where z0 is the depth of the seafloor. Red triangles indicate the locations
of the vertical profiles shown in Figs 2.3c and 2.5c.
which the gradients (the update images) are calculated using an adjoint operator (after
Lailly, 1983 and Tarantola, 1984, and fully described for the frequency domain by Pratt
et al. (1998). We minimize the logarithmic Least Squares misfit functional, which allows
a straightforward separation of phase and amplitude information (Shin & Min, 2006)
(Details are discussed in Chapter 3 and 4). Since waveform tomography is a strongly
non-linear inverse problem (Sirgue & Pratt, 2004), the traveltime tomography result of
Nakanishi et al. (2008) shown in Fig. 2.3a was used as a starting model for the process;
this model provides an excellent fit of the picked traveltimes. The inversions were conducted in the frequency domain, facilitating a multiscale approach to increase stability
and convergence (Bunks et al., 1995). Initial results were generated using low frequencies (starting at 2.5 Hz), and constrained to low wavenumbers, following which higher
frequencies (up to 8.5 Hz) and higher wavenumbers were reconstructed (see Bunks et al.
(1995), Pratt et al. (1998) and Sirgue & Pratt (2004) for further discussion of the multiscale approach). The final velocity models were verified by observing the decreases in
the logarithmic Least Squares misfit functional, by visual comparison of time-domain
synthetic wavefields with the observed data, and by comparison with previous migration
images. These validation methods provide the required confidence in our results to allow
us to proceed.
In order to use an acoustic waveform tomography algorithm with field data, a series
of data preprocessing steps are required (Brenders & Pratt, 2007a): Following deconvolution (spectral whitening) performed by Nakanishi et al. (2008), a bandpass filter was
applied to limit data frequencies to between 2.0-8.5 Hz. The waveforms were then time29

windowed to exclude late arrivals as these are contaminated with surface multiples and
S-wave arrivals. The near offset data (from 0 to 5 km) were also eliminated due to the
observed amplitude saturation of early arrivals. Finally, the amplitude behaviour of the
data with respect to the offset was calibrated to fit acoustic wavefield modelling following Brenders & Pratt (2007a). Throughout the modelling and inversions, exponential
time damping was applied to avoid temporal aliasing, and to preferentially weight early
arrivals in the data (Sirgue & Pratt, 2003; Brenders & Pratt, 2007a); this approach is
easily implemented in frequency-domain algorithms through the use of complex-valued
frequencies (see for example Shin & Cha, 2009). Wavenumber filtering (Sirgue & Pratt,
2003, 2004) was applied to each successive gradient image, in order to mitigate receiverside spatial aliasing, and also to enhance the recovery of low spatial wavenumbers in
the images at early stages of the inversion process. The source wavelet was repeatedly
re-estimated from the data after each velocity update step using the linear optimization
method described in Pratt (1999).

2.5

Results

Our final waveform tomography results represent a waveform inversion of data between
2.25 Hz and 8.5 Hz, and are presented in Fig. 2.3b (the final P-wave velocity waveform
tomography image), and in Fig. 2.3c (a series of velocity profiles). The final waveform
tomography P-wave velocity images in Fig. 2.3b have a large dynamic range in velocity,
from velocities of soft sediments, close to 1.5 km/s at the sea bottom, to velocities of
approximately 8 km/s within the Philippine Sea Plate. In order to further evaluate these
results we removed the background velocity trend from the images. This background
(shown in Fig. 2.3c) was defined as the dominant vertical trend below the sea floor by
the 3rd order polynomial Vo (x, z) = a(z − z0 (x))3 + b(z − z0 (x))2 + c(z − z0 (x)) + d which
best fit the original 2D traveltime tomography result in Fig. 2.3a, where z0 (x) is the depth
of a sea floor. The order of the polynomial was chosen to simultaneously represent shallow
accretionary prisms where the velocity is rapidly increasing, and the deep oceanic crust
where the velocity increase is relatively gentle. We show the background velocity model in
Fig. 2.4. The de-trended velocity image is then defined by ∆V (x, z) = V (x, z) − Vo (x, z).
We show the de-trended P-wave velocity image in Fig. 2.5a and b in both colour and
grey scale, and we show selected profiles of the de-trended velocities in Fig. 2.5c. The
colour image illustrates the quantitative velocity values, while the grey scale version
highlights the high-resolution fabric evident on the results. We also show the same detrended velocity image with an overlay obtained from the nearest 2D slice from the 3D
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Figure 2.5: De-trended ∆V(x,z) velocity structures obtained by removing the best-fit
Vo (x, z) background velocity of the analyzed area displayed in Fig. 2.4. (a) The detrended waveform tomography result shown in colour. The horizontal axis represents
the landward distance from the deformation front (see Fig. 2.2). Yellow circles show the
location of the OBSs. (b) The same model as (a), depicted in grey scale. (c) Vertical
profiles of the de-trended velocity structures at distances of 25, 35, 45, and 55km from the
deformation front, (red triangles in (a) and (b)). Grey lines in (c) represent de-trended
velocities from the starting model in Fig. 2.3a, and the black lines represent de-trended
velocities from the waveform tomography results in Fig. 2.3b.
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waveform tomography result with a geological interpretation. The strong velocity discontinuity appearing along the mega-splay fault between 20-60 km distance was divided
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velocity values with respect to the Vo (x, z) background model. Area E shows a fourth
low velocity layer within the older accretionary prisms in the inner wedge.
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Figure 2.7: (a) Representative vertical component seismic waveforms recorded at the
OBS located 65 km landward of the deformation front (Fig. 2.2). The red line indicates
the picked first arrivals, and the yellow overlay indicates the interpreted wide angle
reflection from the mega-splay fault. (b) Synthetic waveforms predicted in the starting
velocity model (Fig. 2.3a) at the same OBS location, computed with a visco-acoustic
finite difference method. Early arrival times in (b) correspond well with the observed
data in (a), but the gather lacks the wide-angle reflections from the mega-splay fault.
(c) Synthetic waveforms computed in the final waveform tomography result (Fig. 2.3b);
these successfully reproduce the wide-angle reflections in the observed data in (a).
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migration volume of Moore et al. (2009) in Fig. 2.6a. Note that here the spatial resolution
differs between our waveform tomography results and the migration image, since the
Waveform Tomography result was generated using a frequency bandwidth of 2.25 - 8.5
Hz, significantly lower than that of the reflection survey (which contained frequencies
up to 80 Hz). In Fig. 2.6b, we identify major velocity discontinuities and anomalies
visible in waveform tomography results: Solid black lines indicate velocity discontinuities
clearly observed in the waveform tomography image, independent of their appearance in
the migration sections. Black dashed lines indicate velocity discontinuities not clear in
waveform tomography, but may be interpretable as lithology boundaries and/or faults
in conjunction with the overlaid migrated reflectivity image in Fig. 2.6a. We identified
three low velocity zones in Fig. 2.5, and labelled the zones as LVZ1 − LVZ3 in Fig. 2.6b.
The other distinct velocity anomalies were indicated as area D and E. All interpretations
and discussions below are made with reference to Fig. 2.5 and Fig. 2.6. The structures
inside the Philippine Sea Plate are not interpreted, as extensive chequerboard testing
(see Chapter 3) indicated the poor resolution in these area.

2.5.1

Interpretation

The increased resolution in the final waveform tomography result is evident when compared with the original traveltime tomography images; velocity anomalies as small as
700 m horizontally and 350 m vertically in size can now be discerned (see Section 3.6.3.1
for a resolution analysis using chequerboard tests). The waveform tomography method
produced a high-resolution quantitative velocity image that extends as deep as 12 km in
places. Most major lithological boundaries are well depicted, including the mega-splay
fault, the fore-arc basin, and the plate boundaries. Our image reveals the extensive distribution and the detailed geometry of the low velocity zones, and also illustrates the
previously obscured geological structure beneath the outer ridge.
2.5.1.1

Mega-splay fault and velocity discontinuities

The mega-splay fault is imaged as a sharp velocity discontinuity (see especially line B)
delineating the upper surface of a significant velocity reduction of approximately 0.5 km/s
to 1 km/s with respect to the Vo (x, z) trend. The boundary of this discontinuity is mostly
coincident with a major reflector evident on the migration images. Interestingly, the
velocity discontinuity is not limited to the previously identified location (lines A and B),
but appears to extend continuously throughout the entire region we analyzed. Beginning
at the most landward portion of the velocity discontinuity, line A (X = 50 − 60 km) is
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nearly parallel to the seafloor at 10 km depth. Line A is closest to the plate boundary
around X = 44 km; unfortunately it is difficult to clearly locate the branching point
of the mega-splay fault from the top of the oceanic crust on the waveform tomography
image. Moving seaward, the velocity discontinuity turns upward into a steeper angle
(line B). Several additional splay faults appear to branch from the mega-splay fault in
the shallow subsurface (lines B’ and B’’). The velocity discontinuity appears to continue
seawards (line C). Due to the limited coverage at the ends of the section, our images do
not resolve the seaward termination of the velocity discontinuity.

2.5.1.2

Low velocity zones

The velocity discontinuities at lines A-C represent the upper boundaries of extensive low
velocity zones. LVZ1 is bounded at the top by lines A and B, and at the bottom by the
oceanic crust of the Philippine Sea Plate. LVZ1 is apparently 2 km thick or thicker, and
extends at least 25 km landward of the outer ridge, although the landward termination
is obscured by the limited coverage at the end of the section. The velocity distribution
inside LVZ1 is heterogeneous, with variations in velocity of up to 1 km/s. We observe
the velocity reduction most prominently along the top and bottom boundaries. LVZ2 is
bounded at the top by line C of the velocity discontinuity; the layer directly above (area
D) shows a velocity higher than expected from the velocity trend. The lower bound of
LVZ2 is poorly defined. There is little apparent velocity contrast between the presumably underplated sediments and the subducting underthrust sediments as suggested by
Park et al. (2010). The décollement is primarily identifiable from its expression on the
migration image with a positive reflectivity shown in Fig. 2.6a, and indicated as a dashed
line in Fig. 2.6b. LVZ2 appears to contain a fairly homogeneous velocity distribution.

2.5.1.3

Structures underneath the outer ridge

Line B of the mega-splay fault branches into line B’ and B’’, and we observe a small
low velocity zone (LVZ3 ) occupying the region between the two splay branches. The two
low velocity zones, LVZ1 and LVZ2 appear to be connected at X=33 km underneath the
outer ridge. The thickness of the connection zone is approximately 1.5 km, narrower
than the average widths of LVZ1 and LVZ2 . Underneath the connected zone, we observe
an apparent 1 km vertical relief in the oceanic crust.
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2.5.2

Verification

As with any inversion method, the final result should provide a demonstrable improvement in data fit. Data fit is qualified by the level of data residuals, i.e. the differences
between the observed data and the synthetic data from a given velocity model. During the inversion process, the frequency domain data residuals were reduced by 30%
as compared with those observed from the starting traveltime velocity model. We also
observed significant improvements in the fit of more conventional time domain simulations: Fig. 2.7 shows representative seismic waveforms from the OBS at X = 68 km. In
Fig. 2.7a, we depict the original recorded data waveforms. Clear wide-angle reflections
from the mega-splay fault are evident between X = 40 − 52 km, in conjunction with
refractions travelling through the accretionary prisms (X = 15 − 40 km), and the oceanic
crust (X = 46 − 56 km). Fig. 2.7b illustrates synthetic acoustic wavefields from the same
OBS, simulated in the starting velocity model (i.e., in the traveltime tomography result
shown in Fig. 2.3a). The synthetic wavefields show excellent agreement with the first
arrival times from the observed wavefields, demonstrating the accuracy of the traveltime
tomography velocity model, but the corresponding wavefields lack the wide-angle reflections from the mega-splay fault. Fig. 2.7c illustrates synthetic data computed in the final
waveform tomography velocity structure of Fig. 2.3b; these wavefield data reproduce the
wide-angle reflections from the mega-splay fault successfully, and also show an improved
fit of amplitude variations in the waveforms. These substantial improvements in waveform fit provide significant confidence in the velocity reconstructions of Fig. 2.3b and
c.

2.5.3

Comparison with the pre-stack migration section

The notable agreement of apparent lithological boundaries evident on the waveform tomography with corresponding reflectors on the migration image (Fig. 2.6a) provides further confidence in the validity of the waveform tomography approach. We note a slight
discrepancy in the depth of the mega-splay fault (line A) and the plate boundary between our image and the migration image; this can be attributed to the fact that velocity
values in the inner wedge seen for the waveform tomography result are approximately 0.5
km/s slower than the velocity model used for the seismic migration. This discrepancy
is partly due to large uncertainties in the migration velocity caused by the short length
(4.6 km) of the streamer cable employed in the 3D reflection survey (Moore et al., 2009).
Other discrepancies may have arisen due to velocity anisotropy, as the two methods
rely on significantly different directions of wave propagation. The upper bound of LVZ2
36

(line C) corresponds to a weak discontinuous reflector in the migration image, in spite
of the strong and continuous velocity reduction of approximately 0.8 km/s apparent in
the waveform tomography results. This same apparent discrepancy was also noted by
Park et al. (2010) between the migration velocity analysis and the migration image. The
discrepancy is likely to arise for technical reasons: If line C has an irregular surface, the
reflection energy (5-80Hz) may be scattered in 3D, making it difficult to migrate the
reflector effectively. However the low-frequency refraction energy (2.25-8.5Hz) used in
waveform tomography is less sensitive to the detailed structure of the boundary, leading
to a more continuous reconstruction of the boundary.
Waveform tomography has also yielded a superior recovery of the area underneath the
outer ridge (X = 33 km) in comparison with the migration images, and the new images
suggest the existence of a low velocity zone connecting LVZ1 and LVZ2 . We attribute this
improvement to the differences in the forward modelling algorithms embedded in each
imaging method: The seismic Kirchhoff pre-stack migration algorithm adopted in Moore
et al. (2009) and Park et al. (2010), uses pre-stack asymptotic ray theory, while waveform
tomography in this study uses a numerical solution for the full acoustic wave equation.
Furthermore, the absence of LVZ3 in the migration velocity model may have prevented
an effective migration of the reflectors below. Migration images can theoretically be
improved by using more elaborate algorithms like Reverse Time Migration (Baysal et al.,
1983; Chang & McMechan, 1986), or possibly by re-migration of the reflection data using
the velocity model obtained in this study.
The décolement was not clearly depicted in the waveform tomography result, although
a possible signature can possibly be discerned on the grey-scale de-trended velocity image.
This may imply that the impedance contrasts at the décollement seen in the migration
images are mainly due to density changes which do not follow the Gardner’s relationship
assumed in the inversion, and that in this specific region of the image the velocity changes
are not significant enough to be recovered by waveform tomography.

2.6

Discussions

Waveform tomography was used to provide a quantitative P-wave velocity section of
the entire mega-splay fault system. This reconstruction filled in parts of the structures
that were poorly resolved on earlier migration images, and provided quantitative high
resolution velocity information. The improvement is prominent in the inner wedge, and
in the illustration of the over-pressured low velocity zones including LVZ1 and LVZ2 .
The low velocity zones have been interpreted as representing the distribution of over37

pressured unconsolidated sediments which are much younger than the overlaying accretionary prisms (Bangs et al., 2009; Park et al., 2010). In our area of study, we observe
a low velocity zone (LVZ2 ) at 15 - 33 km landward of the deformation front, located
in the transition zone between the inner and outer wedge, and also close to the updip
limit of the coseismic slip (Ichinose et al., 2003; Baba et al., 2006; Wang & Hu, 2006).
LVZ2 is significantly thicker than the seaward portion of the underthrust sediments, and
is characterized at the top by a sharp velocity discontinuity but weak reflectivity. The
location of LVZ2 coincides with the segments suggested by Park et al. (2010) as underplated sediments. Park et al. (2010) suggested that underplated sediments exist above
the décollement, separated from the underthrust sediments (although the décollement
is ambiguous in terms of velocity discontinuities in our P-wave velocity image). Bangs
et al. (2009) have suggested that the décollement has previously stepped down into underthrusting sediments (their Figure 4c), implying that the top of the current low velocity
zone marks the location of the previous décollement. The accretionary wedge above LVZ2
(area D in Fig. 2.6b) exhibits a higher velocity than expected, and the migration image
suggests a relatively undeformed layered structure. Direct observation of core samples
has also inferred relatively undeformed sediments composed of unconsolidated sand and
mud materials (Screaton et al., 2009). Hence, we suggest that area D may possess a
permeability lower than LVZ2 , because younger LVZ2 should possess high porosity. Thus
area D may act as a structural seal for upward movement of excess water in LVZ2 . While
fluids may be transferred to the sea bottom along the décollement below this area, the
coincidence with interseismic low frequency tremors (Obana & Kodaira, 2009) may indicate that accumulated pore fluids also possibly elevate pore-pressures in LVZ2 , and may
require episodic release through conduits such as the shallow mega-splay branches, as
inferred by (Obana & Kodaira, 2009).
Underneath the outer ridge, the waveform tomography image indicates apparent low
velocity materials below the mega-splay fault (line B), and these connect the low velocity
zones between the inner and outer wedges. The fault structures display complexities
possibly related to the mega-splay fault movement, or to plate bending. LVZ3 between
the two splay fault branches (line B’ and B’’) may indicate the destruction of fabric due
to the repetitive displacement of both line B’ and B’’. The topographic relief on the
oceanic crust may be related to activity of the reverse fault as suggested by Tsuji et al.
(2009).
Further landward, LVZ1 may be inferred again to represent over-pressured unconsolidated sediments contacting the low velocity zones in the outer wedge; either underplating
(Ikesawa et al., 2005; Kitamura et al., 2005; Kondo et al., 2005) or underthrusting (Bangs
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et al., 2009). If we accept the décollement step down inferred in Park et al. (2002a), and
identified as DS in Fig. 2.2, then underplating may be a plausible cause for LVZ1 . Alternatively, LVZ1 may be interpreted as being primarily composed of a continuous portion
of the underthrust sediments appearing in the outer wedge as suggested by Bangs et al.
(2009), and the mega-splay fault may mark the top of the underthrust sediments. This
is supported by the continuous appearance of low velocity zones in the inner and outer
wedge. The existence of unusually deep underthrust sediments have been associated with
delayed dehydration, and also have been suggested to cause the unusually deep updip
limit of the seismogenic zone (Bangs et al., 2009). Unfortunately neither our waveform
tomography images nor previous seismic migration images have the required resolution
to strongly support either hypothesis of underplating, or underthrusting. waveform tomography also indicates a prominent low velocity area at the top of LVZ1 (line B), which
may represent the shear zone of the mega-splay fault. This is potentially a fluid conduit
transporting pore-fluid water from deeper sources (Park et al., 2002a) or from in-situ dehydration in the underthrust sediments moving fluids to the shallower splay faults (Bangs
et al., 2009), or possibly moving fluids to LVZ2 as suggested by Park et al. (2010). The
velocity decrease in LVZ1 gradually diminishes landward, indicating continuous lithification within the sediments: the landward termination of LVZ1 was not resolved on the
waveform tomography image.

2.7

Conclusions

We have used waveform tomography to successfully image the mega-splay fault system
in the Nankai subduction zone, and to illustrate potential pathways for large-scale fluid
migration. The velocity images provide a significant improvement in waveform data fit
compared to conventional traveltime tomography, and show excellent agreement with
previous migration images. The results provide greater insight into the distribution of
underthrust sediments and the relationship with the mega-splay fault.
Future analysis of these data with additional waveform tomography methods may
prove fruitful. Waveform tomography is potentially able to image attenuation (Pratt
et al., 2004; Malinowski et al., 2011), and elastic implementations can illustrate S-wave
velocity structures (Brossier et al., 2009). These additional images will help to further
constrain the geomechanical properties of the mega-splay fault system,
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Chapter 3
On acoustic waveform tomography
of wide-angle OBS data —
Strategies for preconditioning and
inversion
A version of the chapter was submitted for publication to Geophysical Journal International as: Kamei,
R., Pratt, R.G., and Tsuji, T., “ On Acoustic Waveform Tomography of wide-angle OBS data —
Strategies for preconditioning and inversion”

3.1

Introduction

In this chapter we develop a suite of preprocessing, data conditioning, imaging conditioning and inversion strategies for acoustic Waveform Tomography of deep water, densely
sampled Ocean Bottom Seismograph (OBS) data. These strategies are developed, tested
and applied to a data set acquired in the Nankai subduction zone (Nakanishi et al.,
2008). Waveform tomography images from these data were described in Chapter 2, and
published by Kamei et al. (2012); the purpose of this chapter is to describe in detail
the strategies that were required in the production of those images. Our processing and
inversion strategies are critical in optimizing the images, and in mitigating several issues:
i) The well known non-linearities in the waveform inversion problem, ii) the challenges
arising from crustal-survey design, and iii) modelling errors due to the use of an acoustic
implementation. A key component of the strategies is that the final velocity structures
are subjected to extensive quality control by scrutiny of synthetic waveforms, coherency
of source estimates, and careful comparison with three-dimensional (3D) pre-stack depth
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Table 3.1: List of mathematical symbols used in this chapter
Symbol
Type
Dimension Description
x
real
spatial location
f
real
frequency
ω
real
angular frequency
Ω
complex
complex angular frequency
ωo
real
reference frequency for attenuative models
τ
real
characteristic time for exponential timedamping
σ
real
Laplace constant
s
complex
complex Laplace constant
c
complex
P-wave velocity
cR , cI
real
real or imaginary part of P-wave velocity
ρ
real
density
Q
real
quality factor
Nd
integer
number of data
Nl
integer
number of nodes in finite difference model
Nm
integer
number of model parameters
S
complex
Nl × Nl
frequency-domain finite difference matrix
f
complex
Nl × 1
pressure source vector
d
complex
Nd × 1
observed data vector
u
complex
Nl × 1
predicted data vector
Ad , θd
real
amplitude and phase of observed data
Au , θu
real
amplitude and phase of predicted data
F
complex
Nl × Nm
virtual source matrix
w
complex
Nd × 1
re-weighted residual vector
m
complex
Nm × 1
model parameter vector
mo
complex
Nm × 1
starting model parameter vector
δm
complex
Nm × 1
update model parameter vector
E(m, mo ; d)
real
objective function
J
complex
Nm ×Nm
Fréchet matrix of partial derivatives
α
real
steplength
γ
real
Nm × 1
conjugate gradient or steepest descent direction
β
real
small number used for perturbations
∆
real
spatial size of finite difference grid cells
sf
complex
source update
∆s , ∆r
real
source and OBS intervals
∆Ny
real
maximum unaliased interval
NAs , NAr
real
sparsity of source and receiver intervals
κx , κz
real
horizontal and vertical wavenumber
κxc , κzc
real
horizontal and vertical cut-off wavenumbers
<, =
function
real and imaginary part of complex numbers
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migrations.
From wide-angle refraction data, velocity structures have conventionally been extracted through traveltime tomography (Dessa et al., 2004; Nakanishi et al., 2002, 2008;
Kodaira et al., 2004). Unfortunately, traveltime tomography results are restricted in
resolution (to the size of Fresnel zone), since the method relies on distinct arrival times
and on asymptotic ray theory (Williamson & Worthington, 1993; Chen & Schuster, 1999;
Woodward et al., 2008). However, seismic waveforms are richer in velocity information
when the full waveform is considered beyond the arrival time. Full waveform inversion
methods were introduced to potentially access the full information content of seismic
records, ideally including all P-waves, S-waves as well as surface waves (Lailly, 1983;
Tarantola, 1984). Such methods are able to include all potential wave modes by virtue
of being based on numerical wave equation solvers (for example, the finite difference
methods of Levander (1988) and Pratt (1990), the finite element methods of Shin &
Cha (2008), the spectral element methods of Tromp et al. (2005), or the discontinuous
Galerkin methods of Brossier et al. (2008)).
The full waveform inversion approach does demand significant computational resources due to the costs of repeated numerical modelling. More seriously, waveform
inversions often elude the goal of the complete exploitation of waveforms due to the
strongly non-linear nature of the problem. For controlled seismic surveys of crustal
structures, most 2D or 3D inversions have been conducted with refracted P-wave components, and inversions have typically assumed acoustic waveform propagation. Pratt
et al. (1996) inverted simple synthetic models of crustal refraction surveys using acoustic data, and Brenders & Pratt (2007a,b) extensively tested the validity of the acoustic
assumptions, and developed strategies for handling the associated limitations in a blind
test with third-party synthetic elastic data.
Real data applications for crustal investigations have demonstrated the potential for
imaging structurally complex P-wave velocity structures both in marine and land experiments, including the Eastern Nankai subduction zone (Operto et al., 2006), the Queen
Charlotte Basin (Takam Takougang & Calvert, 2011), the Southern Apennines (Ravaut
et al., 2004), the San Andreas Fault (Bleibinhaus et al., 2007, 2009), the Polish Basin
(Malinowski & Operto, 2008), and the Canadian Foothills (Brenders et al., 2010). Additionally, P-wave attenuation structures have also been imaged in the Queen Charlotte
Basin (Takam Takougang & Calvert, 2011) and the Polish Basin (Malinowski et al.,
2011). Wide-angle crustal surveys typically deploy large explosive sources, and large
source-receiver offset to penetrate the deep crust. The availability of low-frequency components, and the abundance of wide-angle refraction arrivals benefit waveform inversion.
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However the acquisition geometry is typically challenging; either sources or receivers are
sparsely located, and the inversion requires adequate model preconditioning strategies
(Bleibinhaus et al., 2009).
The acoustic method described above ignores many elastic effects, most notably P-SV
mode conversions. These omissions lead to incorrect modelling of reflectivity coefficients,
amplitude-versus-offset effects, and focusing/defocusing errors. As a result concerns remain regarding the reliability of the acoustic implementation. In particular, Barnes
et al. (2008) pointed out the underestimation of sharp velocity contrasts when using the
acoustic assumption. Barnes et al. (2008) and Choi et al. (2008) demonstrated through
synthetic examples that the use of elastic forward modelling code may improve P-wave
imaging. Shipp & Singh (2002) used the elastic wave-equation to carry out S-wave velocity inversion of field data from the Faroe-Shetland basin; similarly Sears et al. (2010)
carried out S-wave velocity inversion for a hydrocarbon reservoir in the North Sea.
The conventional implementation of waveform inversion is an exploration of an elastic
parameter model space to minimize specific “objective functions” (Tarantola, 1984; Pratt
et al., 1998). Objective functions have typically been based on L2 or L1 data residuals
formed from a simple subtraction of predicted data from observed data (Tarantola, 1984;
Pratt et al., 1998; Brossier et al., 2010), but Shin & Min (2006) proposed a subtraction of
logarithmic wavefields to stabilize the optimization process. Amplitude information may
be discarded to reduce the effects of modelling errors and to stabilize waveform inversion
(Bleibinhaus et al., 2007; Brenders, 2011).
Minimization can be approached either globally or locally from an appropriate starting point. The application of global search techniques, while desirable for such a highly
non-linear problem, is still elusive due to the expense of repeated forward modelling,
although some simple 1D problems have been tested by Sen & Stoffa (1991, 1992). In
contrast, local optimization methods can be formulated to optimally reduce the computational cost by taking advantage of the adjoint method to compute gradients efficiently
(as originally formulated by Lailly (1983) and Tarantola (1984) for the time domain, and
by Pratt & Worthington (1990) for the frequency domain). Local optimizations can be
either varieties of the steepest descent method, including the conjugate gradient method
(Pratt et al., 1996; Ravaut et al., 2004; Operto et al., 2006; Bleibinhaus et al., 2007;
Takam Takougang & Calvert, 2011), or varieties of the Newton method requiring the
calculation of the exact or approximate Hessian matrix (Hicks & Pratt, 2001; Brossier
et al., 2009). Pratt et al. (1998) has provided detailed descriptions and interpretations
of these optimization methods. The gradient-based approaches of the conjugate gradient and steepest descent methods have been popular for waveform inversion due to its
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computational efficiency achieved by the adjoint computation. The Newton methods formally require the expensive Fréchet derivatives (one forward modelling per each model
parameter), but can be approximated by computationally affordable L-BFGS (Brossier
et al., 2009), truncated Gaussian (Métivier et al., 2012), or implicit Jacobian methods
(Abubakar et al., 2012).
The strong non-linearity of the full waveform inversion problem (even when only Pwave velocity imaging is the goal) requires that considerable attention be paid to the
starting model, and to appropriate inversion strategies (Mora, 1989; Bunks et al., 1995;
Pratt et al., 1998; Sirgue, 2003). Critically, when observed data and predicted data in
the starting model are out of phase by more than a half cycle, local waveform inversions
will likely fail because of the existence of local minima in the objective function. This
“cycle-skipping problem” therefore demands that the starting model be highly accurate,
and thus a first arrival tomography method such as those of Zelt & Smith (1992) and
Zhang & Toksoz (1998), or a reflection tomography approach such as that summarized
in Woodward et al. (2008) have typically been employed to generate starting models
for waveform inversion (Brenders & Pratt, 2007a; Brenders et al., 2010; Operto et al.,
2006; Ravaut et al., 2004). Brenders & Pratt (2007a) and Pratt (2008) have referred to
this hierarchical sequence of traveltime tomography followed by waveform inversion as
“Waveform Tomography”, since the whole inversion process aims to extend the use of
first arrival tomography to obtain high resolution subsurface models that fit the refracted
(i.e. transmitted) parts of the seismic records.
A multiscale approach (Bunks et al., 1995) is often applied to further mitigate the nonlinearity; initially inverting large-scale features, and sequentially refining the spatial scale.
As the resolution of waveform inversion is roughly proportional to the highest temporal
frequency of the data (Wu & Toksoz, 1987), the multiscale method can be applied by
starting inversions at low temporal frequencies and sequentially fitting higher frequency
components. The approach has the highly desirable effect of reducing the cycle-skipping
between observed and predicted data, which is less severe at lower temporal frequencies
(Sirgue, 2003).
In addition to using the frequency selection strategies of the previous paragraph,
the multiscale approach can also be implemented using time selection strategies by first
restricting waveform inversion to early arrivals, and sequentially incorporating later arrivals: The early part of refracted seismic waveforms are primarily sensitive to large-scale
velocity structures, and are relatively linear in comparison with later arrivals (i.e. scattered or diffracted waves which are more sensitive to small-scale features and to the
deeper parts of the model) (Sirgue & Pratt, 2004; Brenders & Pratt, 2007a).
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It is advantageous to implement both frequency and time selection strategies when
considering multiscale inversions. In the time domain, these may be implemented by
the combination of convolutional bandpass filters and time-windowing functions (Sears
et al., 2010). In the frequency domain, while the hierarchical usage of frequency windows is trivial, simple time windowing approaches will require a convolutional operator
over frequencies. However, an exponential time-damping function may be introduced to
rigorously extract early arrivals without a convolutional operator (Sirgue & Pratt, 2004;
Brenders & Pratt, 2007a). This approach was reformulated by Shin & Cha (2009) as
“Laplace-Fourier domain” waveform inversion in which the Laplace constant is the inverse of the characteristic time of the exponential time-damping function. The initial
employment of lower frequencies and larger Laplace constants (smaller time-damping
constants) minimizes non-linearities. A hierarchical approach in which these initial parameter choices are followed by higher frequencies and smaller Laplace constants (larger
damping constants) then maximizes the model illumination in terms of wavenumber spectrum and depth coverage (Sirgue & Pratt, 2004; Brenders & Pratt, 2007c; Shin & Cha,
2009; Brenders, 2011).
Further enforcement of the multiscale approach involves initially restricting the roughness and the depth recovery of the models. Model space gradients of the objective function
are typically preconditioned by using smoothing operators to suppress undesirable oscillations in the image (Sirgue, 2003; Ravaut et al., 2004; Brenders & Pratt, 2007b), and
offset weighting of data can further constrain the depth recovery of waveform inversion
(Brenders & Pratt, 2007a; Sears et al., 2010)

3.1.1

Outline of the chapter

In Section 3.2 of this chapter, we review the geological background of the survey area,
and give a description of the survey data used in the chapter. We also review the previous
traveltime tomography work of Nakanishi et al. (2008) conducted for the data. We then
briefly summarize the theory underlying Laplace-Fourier waveform inversion in Section
3.3. Following this, we describe the OBS data used in the study, and further present a
detailed description of our preprocessing workflow in Section 3.4. The inversion strategy
is extensively reviewed in Section 3.5 of the chapter, followed by a full description and
interpretation of inversion results in Section 3.6. The chapter concludes with a discussion
of inversion strategies, illustrating critical components which contributed the successful
waveform inversion for the wide-angle OBS data. A list of mathematical symbols used
in this chapter is provided in Table 3.1.
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3.2

Geological background, survey description, and
traveltime tomography result

3.2.1

Geological background

The seismogenic Nankai subduction zone is located southwest of Japan, where the Philippine Sea Plate is subducting beneath the Eurasia Plate. The area has been the subject
of a number of seismic experiments to characterize crustal structures, and to understand
the seismogenesis (Moore et al., 2001; Nakanishi et al., 2002; Kodaira et al., 2004; Moore
et al., 2007). In the central Nankai subduction zone off the Kii Peninsula (Figs. 2.1 and
2.2), migrated reflection seismic sections (Park et al., 2002a; Moore et al., 2007, 2009)
revealed a characteristic out-of-sequence thrust, known as a mega-splay fault (Tobin &
Kinoshita, 2006), which has been suggested as a critical structure for rupture propagation
and tsunami generation. The mega-splay fault is believed to branch from the megathrust
fault above the subducting Philippine Sea Plate, and cut through the inner accretionary
wedge (Park et al., 2002b; Moore et al., 2007, 2009). Near the sea bottom, the mega-splay
fault splits further due to reduced confining pressures, and some of the splays reach the
seafloor (Moore et al., 2007).
Two potentially over-pressured low velocity layers have been identified in the vicinity
of the mega-splay fault using reflection and refraction seismic surveys (Park et al., 2002a;
Bangs et al., 2009; Park et al., 2010): One low velocity zone (LVZ1 in Fig. 2.2) is in the
inner accretionary wedge directly underneath the mega-splay fault (Park et al., 2002a;
Bangs et al., 2009), and a second low velocity zone (LVZ2 in Fig. 2.2) is in the transition
zone between the inner and outer wedge (Park et al., 2010). LVZ1 is characterized
by the reverse polarity of the reflection from the mega-splay fault, and is associated
with fluid migration along the fault (Park et al., 2002a), and/or the existence of fluidrich underthrust sediments (Bangs et al., 2009). LVZ2 was recognized during migration
velocity analysis and through shadow zone analysis of refraction data. The geometrical
proximity of the two low velocity zones may imply fluid migration between the inner
and outer wedge. However previous migration images are poorly resolved in the area
connecting these low velocity zones due to the influence of the sea bottom topographic
relief on the images. Furthermore, the velocity images from conventional first-arrival
refraction tomography (Nakanishi et al., 2008) have not yielded sufficient resolution to
resolve the connection between these zones. These technical disadvantages have left
an ambiguous geometrical relationship of the two fluid rich layers (LVZ1 and LVZ2 ),
precluding a complete image of the mega-splay fault system.
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Figure 3.1: (a) Traveltime tomography result of Nakanishi et al. (2008), also used as a
starting model for our waveform inversion, (b) de-trended model of (a) in colour, and (c)
same as (b) in grey scale. The horizontal axis is the distance from the deformation front
(see Fig. 2.2). Yellow circles show the location of the 16 bit OBS instruments, and red
circles show the location of the 24 bit OBS instruments used in this study.
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3.2.2

Survey description

In order to generate the waveform tomography images described in this chapter, we
used waveforms from Ocean Bottom Seismographs (OBS) data acquired in the southeast
offshore of the Kii Peninsula (Fig. 2.1) by the Japan Agency for Marine Earth Science
and Technology (JAMSTEC) in 2004 (Nakanishi et al., 2008). A total of 74 OBS sensors
described in Shinohara et al. (1993) were deployed at the sea bottom over a total interval
of 175 km. Each OBS has a three-component, gimbal-mounted geophone system with a
4.5 Hz natural frequency and a hydrophone. The digital recorder had either 16-bit or
24-bit A/D converters, and signals were digitized with a 10 ms sampling rate. 54 OBSs
were located at 1 km intervals near the outer ridge, and 20 OBSs were located in 5-10 km
intervals elsewhere. A large air gun array with a total volume of 197 L (8 × 25 L BOLT
1500LL airguns) and a pressure of 14 MPa was deployed by JAMSTEC’s R/V Kaiyo at
10 m water depths, at 200 m intervals.

3.2.3

Traveltime tomography result

Using these data, and the traveltime tomography approach by Zhang & Toksoz (1998),
Nakanishi et al. (2008) recovered the velocity model depicted in Fig. 3.1, and concluded
through chequerboard testing that their result had a spatial resolution of approximately
2.5 km. Nakanishi et al. (2008) conducted the tomography in two stages: First, they
recovered a 175 km wide and 30 km depth section with a grid spacing 0.2 km x 0.2 km
(Figure 4(a) in Nakanishi et al., 2008). They then refined the analysis to an area 65 km
wide and 15 km deep in the vicinity of the outer ridge, with a new grid spacing 0.05 km
x 0.05 km. The velocity structure in the refined area is shown in Fig. 3.1a.
The subsurface structure in Fig. 3.1a exhibits a large dynamic range in velocity,
from velocities of soft sediments close to 1.5 km/s at the sea bottom, to velocities of
approximately 8 km/s within the Philippine Sea Plate. In order to better visualize local
velocity changes, we removed the background model from this image. The background
model was defined as a one-dimensional trend below the sea floor by the 3rd order
polynomial Vo (x, z) = a(z − z0 (x))3 + b(z − z0 (x))2 + c(z − z0 (x)) + d which best fit
the 2D traveltime tomography result, and where z0 (x) is the depth of a sea floor. The
order of the polynomial was chosen to simultaneously represent shallow accretionary
prisms where the velocity is rapidly increasing, and the deep oceanic crust where the
velocity increase is relatively gentle. The de-trended velocity image was then defined by
∆V (x, z) = V (x, z) − Vo (x, z). The background model is shown in Fig. 2.4. The resultant
de-trended velocity structure is shown in Fig. 3.1b in colour and in Fig. 3.1c in grey.
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These traveltime tomography images appear to show the existence of low velocity zones,
but the lithological boundaries are not obvious. This deficiency can be attributed to the
fundamental limitations of the methodology, since the asymptotic assumption inherent
in ray theory imposes a resolution restriction based on the Fresnel zone width, leading
to a smooth final velocity model (e.g., Williamson & Worthington, 1993). In order
to supplement the information on the locations of the apparent lithological structures,
Nakanishi et al. (2008) conducted further analysis: The reflection traveltime mapping
method (Fujie et al., 2006) was adopted to migrate pre-picked secondary reflection arrivals
to their original locations. However their method required the manual picking of distinct
reflection arrivals, and thus they were unable to provide detailed structure maps.

3.3

Theory

Any approach to geophysical inversion necessarily comprises two steps: i) A forward
modelling step in which geophysical data are simulated (“forward modelled”) in a manner consistent with the survey geometry and physical principles, and ii) an optimization
process in which model parameters themselves are progressively updated in such a manner as to optimize the fit between the simulated and observed (true) data. The choice
of forward-modelling theory determines the basic assumptions underlying the inverse
problem, and implicitly characterizes the modelling error. In this study, following the
approach of Brenders & Pratt (2007a), we assume 2D visco-acoustic wave propagation,
and we ignore elastic effects and anisotropy. Following the approach of Pratt et al. (1998),
Brenders & Pratt (2007a) and Shin & Cha (2009), we conduct forward modelling and
inversion in the Laplace-Fourier domain. We use non-linear gradient-based optimization
methods to iteratively update the model.

3.3.1

The Laplace-Fourier domain

Following Shin & Cha (2009), the complex Laplace transform of the time-domain wavefield u(x; t) is
ˆ
u(x; s) =

∞

u(x; t) exp [−st] dt,

(3.1)

0

where s is the complex-valued Laplace parameter. If we write
s = σ + iω,
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(3.2)

with a real-valued Laplace constant σ and a real-valued angular frequency ω, then
ˆ

∞

{u(x; t) exp [−σt]} exp [−iωt] dt.

u(x; s) =

(3.3)

0

Consider a characteristic decay time
τ = 1/σ,

(3.4)

and u(x; t < 0) = 0. Eq.(3.3) then becomes
ˆ

∞



u(x; s) =
−∞



t
u(x; t) exp −
τ


exp [−iωt] dt,

(3.5)

which is the Fourier transform of the original time-domain wavefield multiplied by a
time-damping function, exp [−t/τ ]. As is apparent from Eqs 3.3 and (3.5), the damping
function acts as a data preconditioning operator (Sirgue, 2003; Brenders & Pratt, 2007a)
in that smaller values of τ (larger values of s) preferentially weight early arrivals, and
suppress later arrivals. We further rewrite Eq.(3.5) as
ˆ

∞

u(x; t) exp [−iΩt] dt,

u(x; s) =

(3.6)

−∞

= u(x; Ω),
where
Ω = ω − i/τ,

(3.7)

is a complex-valued frequency. Eq.(3.7) is the Fourier domain wavefield at complexvalued frequency Ω = ω − i/τ (as in Phinney (1965); Mallick & Frazer (1987); Sirgue
(2003)). The equivalence of the complex Laplace and Fourier transforms leads us to refer
to u(x; s) = u(x; σ, ω) = u(x; ω, τ ) = u(x; Ω) as the “Laplace-Fourier domain wavefield”
following Shin & Cha (2009). Hereafter we use ω and τ as our parametrization because
of the intuitive connection of ω and τ to the physical quantities of frequency and decay
time.

3.3.2

Forward modelling

The visco-acoustic wave equation in the Laplace-Fourier domain is

∇


1
Ω2
∇u(x; Ω) +
u(x; Ω) = f (x; Ω),
ρ(x)
ρ(x)c(x; ω)2
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(3.8)

where ρ(x) is the density, u(x; Ω) is the pressure field, and f (x; Ω) is the source term
describing both the spatial distribution of the source(s), and the Laplace-Fourier component of the source time function. Attenuative media can be included by utilizing a
complex-valued velocity field c, in which the attenuation factor
Q−1 = −

cI (x; ω)
,
2cR (x; ω)

(3.9)

where cR (x; ω) = < [c(x; ω)] and cI (x; ω) = = [c(x; ω)] (Song et al., 1995). We assume a
frequency independent Q, and the dispersion relationship
1
1
=
cR (x; ω)
cR (x; ωo )


 ω 
1
o
1+
ln
,
πQ
ω

(3.10)

where ωo is a reference frequency (Aki & Richards, 1980).
A numerical solution of the wave equation in Eq.(3.8) for arbitrary velocity, density
and attenuation distributions requires a discretization of the model. If we assume that
the 2D P-wave subsurface velocity, density and attenuation structure may be described
by a set of model parameters, m, at Nm nodal points, Eq.(3.8), then leads to the matrix
form
S(m)u = f ,
(3.11)
(Pratt et al., 1998), where u represents the discrete solutions to the wave equation at Nl
grid points, m is the model parameter vector representing in discrete form the spatial
distributions of Nm model parameters, f represents the discrete distribution of source
terms at Nl grid points, and S is the Nl × Nl impedance matrix. In this study we adopt
the finite difference approach for the matrix elements in Eq.(3.11) developed by Pratt
& Worthington (1988) and Jo et al. (1996), but we implement an absorbing boundary
condition using the perfectly matched layer method (Hustedt et al., 2004; Zeng et al.,
2001). Note that Eq.(3.11) and all results below are dependent on the complex angular
frequency, Ω = ω − i/τ , although we shall omit this specific dependence unless required.

3.3.3

Optimization

As before we assume the subsurface is described by a set of model parameters, m, at
Nm nodal points, and we now assume that observed data, d, are available at Nd points.
These data will necessarily be extracted from seismic recordings, and transformed into
discrete Laplace-Fourier components prior to the inversion. We seek to iteratively update
the model to fit the set of Laplace-Fourier components using a local optimization via the
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conjugate gradient method, as this is one of most popular and computationally efficient
methods for waveform inversion (e.g. (Song et al., 1995; Bleibinhaus et al., 2007; Brenders
& Pratt, 2007a)).
We define an objective function E(d, m) using the L2 norm such that
2E =

X

δdT δd,

(3.12)

ω

where δd is the residual, and T indicates the Hermitian conjugate of the vector. Conventionally the residual is defined simply as
δdj = uj − dj , j = 1, . . . , Nd ,

(3.13)

(e.g., Pratt et al., 1998). In this work, instead of the conventional residual, we employ
the “logarithmic residual”
 
uj
.
(3.14)
δdj = ln
dj
(as originally introduced by Shin & Min, 2006). Now denote


uj = Auj exp iθuj ,


dj = Adj exp iθdj ,

(3.15)

and assume no cycle skipping between the observed and estimated data, i.e. θuj − θdj ≤
π. Then



Auj
δdj = ln
+ i θuj − θdj ,
(3.16)
Adj
Eq.(3.16) illustrates two main advantages of the logarithmic implementation over the
conventional approach: i) the natural separation of amplitude and phase information into
real and imaginary parts of the misfit, and ii) the scaling of amplitudes in the real part
leads to a reduced dynamic range of residuals. As the phase represents the kinematics,
and the amplitude represents the dynamics of wave propagation, it is trivial to form a
misfit functional focusing on kinematics by eliminating the real part of Eq.(3.16),
  

uj
δdj = = ln
= θuj − θdj ,
dj

(3.17)

which will be referred to as the ’logarithmic phase-only residual’. To distinguish Eq.(3.14)
from Eq.(3.17), we refer Eq.(3.14) as the “logarithmic phase-amplitude residual”.
In order to reduce the objective function, we adopt a local conjugate gradient method,
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with model update at the kth iteration
δm(k) = −α(k)γ (k) ,

(3.18)

where α(k) is the steplength, and γ (k) is the conjugate gradient direction, available at
each iteration through a linear combination of preconditioned model gradients at past
iterations (Polak & Ribiére, 1969). The model gradient itself ∇m E is obtained at each
iteration by the adjoint method (Lailly, 1983; Tarantola, 1984; Pratt et al., 1998), so that
the computationally expensive Fréchet kernel is not required in explicit form. Following
Pratt et al. (1998), the gradient of E takes the form


∇m E = < Ft S−1 w∗ ,

(3.19)

where F is a matrix containing the virtual sources for each model parameter, w is the
“re-weighted residual vector”, and ∗ indicates the complex conjugate. Note that the
virtual sources, F, are independent of the definition of the residual, and the l-th column
of F is given by
∂S
u.
(3.20)
Fl = −
∂ml
The re-weighted residuals, w, however, depend on the definition of the residuals: For
logarithmic residual
1
uj
wj = ∗ ln ,
(3.21)
uj dj
while for logarithmic phase-only residuals


i
uj
wj = = ln
.
uj
dj

(3.22)

The final requirement in Eq.(3.18) is α, the “step length”. By assuming the model
parameters are approximately linear in the vicinity of m,
(∇m E)T γ
,
α∼−
(JT γ )T (JT γ )

(3.23)

where J is the Fréchet derivative kernel (Song, 1994; Song et al., 1995; Pratt et al., 1998).
The term JT γ may be approximated by the finite-difference calculation
JT γ ∼

d(m + βγγ ) − d(m)
,
β
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(3.24)

where β is a small perturbation constant.

3.3.4

Source estimation

The inverse method described above assumes that the forward problem can be solved
through Eq.(3.11), in which the source terms f are assumed known. However, these
terms need to be provided. Fortunately, under the assumption of a known subsurface
structure the source wavelet in the Laplace-Fourier domain can easily be estimated as
a linear inverse problem (Pratt, 1999). Following Pratt (1999), we may compute an
optimal source signature by the multiplication of the current wavelet, f , by a complexvalued scalar, sf . Using this, Eq.(3.11) becomes
Su = sf f .

(3.25)

(Each source location may possess an independent source wavelet, and to handle this
we may assume different scalars, sf1 ,sf1 ,· · · ,sfN s ). Thus the source wavelet estimation
problem is re-cast by the Laplace-Fourier domain optimization problem with respect to
a scalar, sf or a number of scalars. If we assume our estimated subsurface structure
is correct, u becomes independent of m, and sf can be found by a linear optimization
algorithm, since u is a linear function of sf . In practise, the velocity model used in
Eq.(3.25) will not be precise, and the source inversion should be updated after each
update of the velocity structure.
The objective function for the source estimation can be the L2 norm of either the
conventional residuals in Eq.(3.13) (Pratt, 1999), or the logarithmic residuals in Eq.(3.14)
(Shin et al., 2007). Shin et al. (2007) have compared the accuracies in source wavelet
estimation between two misfit definitions through synthetic tests, and have concluded
the discrepancies between the estimated wavelet are not substantial. In this study, we
apply the conventional misfit in Eq.(3.13), and sf can be found by
sf =

ut d∗
.
ut u∗

(3.26)

Note that the linear inverse method converges in one iteration (Pratt, 1999).
Source wavelet estimates can also be used to detect the divergence of the estimated
model from the true model (Pratt & Symes, 2002; Gao et al., 2007; Smithyman et al.,
2009; Malinowski et al., 2011). Suppose all sources excited an identical wavelet, and all
receivers shared identical receiver coupling effects. Then consider estimating a source
wavelet for each source location: When the “true” velocity structure is given, the esti61

mated source waveforms will be identical, but if an estimated model is imperfect, the
estimated source signals will differ from each other, especially where strong discrepancies remain between estimated and true models. Thus the coherency of source wavelets
informs the validity of velocity models. Pratt & Symes (2002) demonstrated that the
semblance and differential semblance of the source waveforms may provide a robust indicator of model validity.

3.4
3.4.1

Data and Preprocessing
Data description

The OBS data we use in this study and the traveltime tomography results carried out
previously are described above in Section 3.2. In order to avoid under-sampling artifacts
arising from sparse OBS intervals, we conducted our waveform tomography study on a
subsurface section 65 km wide and 15 km deep in the area of the active mega-splay. This
section corresponds to the refined area of the traveltime tomography result in Nakanishi
et al. (2008), and comprises a subset of the original data: 54 OBS’s at 1 km spacing, with
285 air gun sources. Four OBSs have 24 bit A/D converters (indicated by red circles in
Fig. 3.1), and the rest of the OBSs have 16 bit A/D converters (indicated by yellow circles
in Fig. 3.1). Although pressure component data are desirable (since the pressure is the
direct output of our acoustic forward modelling), poor signal-to-noise ratios precluded
their usage. Instead we employed the vertical component records from the OBSs. The
application of the vertical components is a plausible approximate approach for P-velocity
imaging, because our pressure sources were excited in acoustic environment (i.e. the
ocean), and because P-wave energy dominates the early part of the vertical components
of our OBS data. Strictly speaking, a conversion of velocity components to pressure is
required (Operto et al., 2006), but Brenders & Pratt (2007a) and Brossier et al. (2009)
demonstrated by using synthetic and real elastic data that vertical components can be
treated as pressure components, and can provide reliable velocity structures.
Representative waveforms from OBS 47 (located 65 km landward of the deformation
front DF) are depicted in Fig. 3.2a with the application of a reduction velocity of 8
km/s. The amplitude spectrum from the same OBS gather is presented as a solid black
line in Fig. 3.2b. A strong bubble reverberation is apparent throughout the OBS gather,
however relatively clear seismic signals were available. Refracted waves from the shallower subsurface are observed at distances between 45 km and 60 km, and from deeper
structures at distances 15 km and 45 km, and two wide-angle reflections are evident at
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Figure 3.2: (a) Representative vertical component seismic waveforms recorded at OBS
47, located 65 km landward of the deformation front. The yellow line indicates the picked
first arrivals. (b) RMS amplitude spectra from OBS 47. Amplitudes are normalized to
the value at 5 Hz. The black line shows the amplitude spectrum of (a), the grey line
after deconvolution (Fig. 3.4b), the dashed blue line shows the spectrum after bandpass
filter (Fig. 3.4c), and the red line shows the spectrum after all preprocessing (Fig. 3.4d).
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distances 38 km and 52 km.

3.4.2

Preprocessing

Data preprocessing is essential for successful acoustic waveform inversion. We designed
a pre-processing flow with the objectives of enhancing the signal to noise ratio (especially at lowest frequencies), and eliminating undesirable (non-acoustic) arrivals. Fig. 3.3
schematically illustrates the approximate preprocessing workflow followed prior to waveform inversion. Fig. 3.4 displays the gather from OBS 47 after each step in the preprocessing flow; the corresponding amplitude spectra are shown in Fig. 3.2b.
Predictive deconvolution with a gap of 24 ms and operator lengths of 750 ms was
performed in order to remove the air gun bubble reverberation (Nakanishi et al., 2008).
The deconvolved waveforms in Fig. 3.4b exhibit sharper and more distinct arrivals, but
residual bubble effects remain as secondary arrivals at 400 ms after the first arrivals.
The corresponding amplitude spectrum (the red line in Fig. 3.2b), exhibits the general
flattening of the spectrum and the enhancement of high frequency components. Following deconvolution, an Ormbsy minimum-phase bandpass filter was applied with corner
frequencies of 0.1 - 2.5 - 8.0 - 8.5 Hz (Fig. 3.4c), designed to accept the first two peaks
in the amplitude spectrum of the raw data (the dashed line in Fig. 3.2b). We eliminated
higher frequencies due to the severe under-sampling in the OBSs.
A time window of 1.8 sec was then applied to the waveforms, in order to exclude early
ambient noise, shear arrivals, and multiples. The start of the time window is controlled
by first arrival time picks; if there is no available pick for a given trace it is discarded from
the inversion. The hand-picked arrivals used by Nakanishi et al. (2008) for traveltime
tomography were adjusted and augmented where necessary in order to allow a full set
of traces to contribute to the waveform inversions. Since acoustic waveform modelling
cannot reproduce converted shear waves, shear modes can cause systematic errors in
our waveform inversion. Although we can simulate surface-related multiples with the
application of a free surface condition in the forward modelling code, we consider the
multiples represent redundant information (repetitive of the first arrivals) that potentially
increases the level of artifacts in our velocity image due to increased non-linearity.
The next step was to process the signal amplitudes. We first normalized the RMS
amplitudes of each OBS gather, primarily because the two types of A/D converters used
resulted in a different dynamic range in the observed waveforms, but also because the
elastic coupling to the sea floor differs between the OBSs. Next the observed (elastic)
amplitude versus offset (AVO) effects were compensated to fit synthetic (acoustic) AVO
64

Time domain data

Deconvolution

Linear moveout

Bandpass filter

First arrival picking

Top and bottom mute

Amplitude balancing

Amplitude correction

Remove Linear moveout

Choose damping factors

Laplace-Fourier transform

Waveform inversion

Figure 3.3: The preprocessing flow used to bring time-domain data through to LaplaceFourier domain waveform inversion
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band pass filter (2.5-8.0 Hz) (d) After Time-windowing and amplitude correction
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effects following the methodology described in Brenders & Pratt (2007a). This procedure
also calibrated the vertical components in the observed data to simulate the pressure
component output from the acoustic modelling code. The reference acoustic wavefield was
computed by the frequency domain visco-acoustic modelling code using the traveltime
tomography result shown in Fig. 3.1 as a velocity model. The attenuation model was
set using Qp = 100 beneath the sea floor, and Qp = 10, 000 for the seawater brine. The
amplitude-corrected waveforms are displayed in Fig. 3.4d, with the corresponding RMS
amplitude spectrum shown in Fig. 3.2b as a red curve.
As a final pre-processing step, we eliminated all traces with offsets less than 5.0 km,
because the observed wavefields exhibited amplitude saturation, and because the wavefields consist primarily of direct arrivals propagating solely through the ocean. Eliminating these data may degrade the resolution of very shallow surface structures, but
such structures are probably not invertable due to the severe artifacts arising from the
under-sampled OBS intervals (see Section 3.5.4).

3.5

Inversion Strategies

We chose to invert the preprocessed waveforms for the P-wave velocity structure of the
subsurface, with a starting model derived from the traveltime tomography results described in Section 3.2.3 and shown in Fig. 3.1. A flowchart outlining the overall LaplaceFourier waveform inversion strategy is displayed in Fig. 3.5. As in the amplitude compensation step described in Section 3.4.2, the attenuation model was set at Qp = 100
beneath the sea floor, and Qp = 10, 000 for the brine; this model was kept constant during
the inversion process. Density was computed from the velocity model at each iteration
by applying Gardner’s relationship (Gardner et al., 1974).
A primary choice in waveform inversion is the choice of objective function. We defined
logarithmic phase-amplitude and phase-only objective functions in Section 3.3.3. To first
order, the P-wave velocity is constrained by the kinematics of the early arriving waveforms. By contrast, the dynamic properties of seismic wavefields (i.e., the amplitudes) are
responsive to second order terms in the velocity distribution (Snieder & Lomax, 1996).
Moreover the amplitudes are strongly affected by various factors other than P-wave velocity structure: They are more vulnerable to 3D wave propagation effects, source/receiver
coupling effects, source radiation patterns, P-SV converted waves, impedance contrasts,
and so on. Although we have attempted to mitigate these non-acoustic or 3D effects
through preprocessing (especially through amplitude correction and time-windowing), a
phase-only approach provides more stable and reliable P-wave velocity images. Thus we
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Figure 3.5: (a) Flowchart outlining waveform inversion. (b) Details of update step used
in both stages in (a), corresponding to grey shaded boxes in (a)
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adopted a two-stage approach: First we began with the logarithmic phase-only objective
function in Eq.(3.17). Then in a second stage, we used the logarithmic phase-amplitude
objective function in Eq.(3.14) to incorporate the amplitude information into waveform
inversion. This strategy is reflected in the flowcharts in Fig. 3.5.
At each stage, the multiscale method was primarily facilitated by appropriately
scheduling the same Laplace-Fourier parameters, ω and τ . The model update was calculated as described in Section 3.3.3, and the model gradient was preconditioned by
wavenumber filtering (see Section 3.5.4 below) to remove unacceptable oscillations. The
source wavelet was updated after each iteration following the method described in Section
3.3.4.

3.5.1

Waveform inversion parameter choices

Forward modelling of visco-acoustic wave propagation was carried out in the LaplaceFourier domain following the methods described in Section 3.3.2. In order to avoid
numerical dispersion, the finite difference cell size, ∆, was chosen to approximately satisfy
∆≤

vmin
λmin
=
,
4
4fmax

(3.27)

(Jo et al., 1996) where λmin is the minimum wavelength, vmin is the minimum velocity,
and fmax is the maximum modelling frequency. As the minimum velocity in the medium
is that of brine (1500 m/s), and as fmax = 8.5 Hz, a strict implementation requires
∆≤

1500
= 44.4 [m].
4 × 8.5

(3.28)

However we used the original 50 m square cell sizes from the traveltime tomography
settings, which satisfies Eq.(3.28) at all but the highest frequencies (>7.5 Hz) and the
lowest velocities (<1700 m/s). (The choice of ∆ = 50 m was confirmed not to cause
significant waveform distortion by conducting a forward modelling test.) Our choice of
∆ = 50 m corresponds to 1161 × 393 grid points for the 58.0 km × 19.65 km tomographic
section we are using.
Because we did not use an explicit free surface condition, we simulated a source
ghost by locating image sources at mirror locations with respect to the sea surface. A
virtual water layer of 10 grid points was added to the top of the model for the source
ghost simulation. An additional 10 grid points were then added to all model edges as a
damping zone for the absorbing boundary condition. Thus the total model dimension is
1181 (1161 + 2 × 10) × 423 (393 + 10 + 2 × 10) grid points.
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Figure 3.6: Synthetic OBS gather from the starting model (Fig. 3.1) at OBS 47, computed
using a visco-acoustic forward modelling code. Picked first arrivals from the comparable
real data are shown in yellow.
Since the number of sources (Ns = 258) outnumbered the number of receivers (NR =
54), reciprocity was employed in the forward wavefield calculation to save computational
costs: A source signature was excited at each OBS location, and responses were recorded
at locations corresponding to the airgun shot locations. A single common source signature
was estimated for OBSs, employing the method described above in Section 3.3.4. We
assumed all OBSs excite the same signature, and share the same coupling effect. The
source signature was re-estimated after each iteration to reflect the changed velocity
structures.

3.5.2

Starting model

Waveform inversion, a highly non-linear inverse problem, necessitates the use of a particularly good starting model: The usual criterion is that the starting model should predict
waveforms that are within a half-cycle of the observed data. In this study, we employed
the traveltime tomography result of Nakanishi et al. (2008) shown in Fig. 3.1. This result predicts picked times to within a 60 millisecond RMS error in traveltime (Nakanishi
et al., 2008), corresponding to 13.5 % of a period at 2.25 Hz (the lowest frequency used for
waveform inversion as described in Section 3.5.3). Thus, at least on average we are well
within the half-cycle criteria at the lowest frequency available for waveform inversion.
To validate our starting model, we computed time domain synthetic waveforms using
the forward modelling code used for our inversion. The synthetic wavefields displayed
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Table 3.2: Damping factors, τ , the equivalent Laplace constants employed for phase-only
and phase-amplitude inversions respectively.
Objective function
τ [sec]
s [sec−1 ]
phase-only
0.167, 0.2, 0.25, 0.333, 0.5, 1.0, 2.0
6, 5, 4, 3, 2, 1, 0.5
phase-amplitude
0.333, 0.5, 1.0, 2.0
3, 2, 1, 0.5
in Fig. 3.6 show good agreement in the vicinity of the picked first arrivals (shown in
yellow) when compared to the preprocessed wavefields in Fig. 3.4c, demonstrating the
accuracy of the traveltime tomography velocity model. However the simulated waveforms
lack the later, wide-angle reflections from the mega-splay fault, indicating the potential
improvement in waveform fit to be gained by inverting the high-wavenumber features of
the velocity model.

3.5.3

Scheduling of Laplace-Fourier domain parameters

As described in Section 3.3, the Laplace-Fourier domain wavefield is governed by two
individual parameters, the frequency (ω) and the damping factor (τ ). These parameters
control the spatial scale of the images, the depth extent of the inversion, and the linearity of the inversion. In order to fully characterize seismic waveforms and stabilize the
inversion, waveform inversion needs to start from low ω and τ , and move progressively
to higher values of ω and τ . Earlier studies comparing alternative strategic schedules for
ω and τ selection were inconclusive (Shin et al., 2010; Brenders, 2011). In this chapter,
we adopted the conventional approach used by Sirgue & Pratt (2004) and Brenders &
Pratt (2007a): At each τ , all frequency sets are evaluated, before increasing the τ values.
Phenomenologically, as τ increases the inversions become sensitive to deeper structures.
Thus we can interpret this strategy as the adoption of a “layer stripping method” as
characterized by Shin et al. (2010).
3.5.3.1

Frequency sampling

We conducted waveform inversion using frequencies between 2.25 and 8.5 Hz. The frequency range was determined visually by selecting the lowest frequency with usable
signal-to-noise ratios of Laplace-Fourier domain wavefields, and the highest frequency
that avoids any serious artifacts in the gradients arising from the spatial aliasing due to
the coarse OBS intervals. Laplace-Fourier waveform inversion does not impose a need for
regular sampling in frequency: For example, Sirgue & Pratt (2004) proposed an optimal
frequency-selection strategy designed to achieve continuous vertical wavenumber coverage of velocity structure (based on the plane-wave diffraction tomography theory of Wu
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Figure 3.7: Observed wavefield with τ = (a) 0.167, (b) 0.333, and (c) 0.5 sec. The
damped wavefields are displayed with the application of exp(t0 /τ ) to compensate for the
amplitude loss, where t0 is the picked arrival times.
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& Toksoz, 1987). However, Mulder & Plessix (2004) suggested that smaller frequency
intervals are required in the presence of noise, and also showed that a set of multiple frequencies help stabilize the inversion as utilized for example by Pratt (1999), Bleibinhaus
et al. (2007), and Brossier et al. (2009). With our wide-angle data of 55 km maximum
source-receiver offset, the selection strategy of Sirgue & Pratt (2004) would only require
the end-members of the frequency range we used, i.e., 2.25 Hz and 8.5 Hz. Instead of
using this extreme choice, we employed a group of 4 frequencies in 0.25 Hz interval (e.g.
[2.25, 2.5, 2.75 3.0] Hz) at each iteration. After 5 iterations, the next group of 4 frequency components were inverted, while allowing 2 of them to overlap with the previous
group (e.g. the next group is [2.75 3.0 3.25 3.5] Hz). The above frequency intervals and
increments were chosen by conducting several experiments, and subjectively selecting the
combination yielding the best results in the reasonable time.
3.5.3.2

Decay constant sampling

Rigorous sampling strategies for selecting values of the characteristic decay time, τ have
not been developed. Typically, inversions have used regularly sampled values for τ (Brenders & Pratt, 2007a; Brenders, 2011) or σ (Shin et al., 2010). In our inversions, characteristic times of τ = 0.167, 0.2, 0.25, 0.333, 0.5, 1.0, 2.0 sec were selected, corresponding
to nearly-regularly sampled values of the decay constant σ = 6, 5, 4, 3, 2, 1, 0.5 sec−1 .
The smallest τ value was selected visually by examining the signal-to-noise ratio of the
damped wavefield, and the largest τ value was selected by avoiding higher τ values
once the velocity update became negligible. The full schedule for Stages 1 and 2 of our
Laplace-Fourier waveform inversion is shown in Table 3.2. Examples of time-damped
waveforms are shown in Fig. 3.7 for τ = 0.167, 0.333, 0.5 sec, in which the suppression of
later arrivals is evident as τ values decrease. At τ = 0.167 sec, our input data for waveform inversion consist largely of first arrival energy, and the ambient noise between the
opening of the data window and the actual arrival time becomes amplified unacceptably,
preventing the use of smaller τ values.

3.5.4

Gradient preconditioning

A key computation in waveform inversion is the gradient of the objective function (described above in Section 3.3.3). The gradient represents an image of the updates to be
applied to the velocity model, but normally requires preconditioning. The gradient of
waveform inversion tends to be sensitive to the high-wavenumber components of the earth
(Mora, 1989; Sirgue, 2003), and often is contaminated by a visible ”acquisition footprint”
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Figure 3.8: Effects of gradient filtering. (a) Raw P-wave gradient for the starting model,
obtained with f = 2.25, 2.50, 2.75, 3.00 Hz, and τ = 2.0 sec, and (b) the same gradient
after the application of wavenumber filtering, and gradient masking. The logarithmic
phase-only objective function (Eq.(3.13)) was used. Yellow circles show the location
of the 16 bit OBS instruments, and red circles show the location of the 24 bit OBS
instruments used in this study.
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due to sparse survey geometry. Thus the gradient needs to be preconditioned to remove
artifacts, and to enhance the smoothness of the resulting models (Sirgue, 2003; Ravaut
et al., 2004; Brenders & Pratt, 2007b). We adopted a low-pass wavenumber filter (Sirgue,
2003) which passes the components of wavenumber spectra inside the ellipse defined by
κ2z
κ2x
+
= 1,
κ2xc κ2zc

(3.29)

where κxc and κzc are the cut-off wavenumbers. To minimize artifacts from sharp edges
of the filter, a cosine taper zone is introduced outside the ellipses defined by Eq.(3.29).
We designed the wavenumber filter based on the theoretical resolution limit of waveform inversion derived by Wu & Toksoz (1987)
κo =

2ω
,
c

(3.30)

where c is the velocity. The velocity c is conventionally selected to be the minimum
velocity inside the medium, and is the 1.5 km/s velocity of seawater in our case. However
our imaging targets are the low velocity zones and the mega-splay fault, with velocities
of approximately 4 km/s, significantly higher than the velocity of seawater. Therefore, in
order to optimize resolution, the wavenumber filter was designed for our targets rather
than for the sea water and the shallow soft sediments. After extensive testing, we chose
to use
1
κcx = κo | c=4 kms−1 ,
2
(3.31)
κcz = κo | c=4 kms−1 ,
to obtain the best result. Stronger smoothing constraints were adopted for the horizontal
direction in order to enhance horizontal features in the models, a recognition of a priori
expectation of the geological nature of the target.
We show an example of the raw gradient from the lowest frequency set used for
waveform inversion in Fig. 3.8a; the gradient is overprinted by excess high-wavenumber
oscillation and artifacts arising due to the sparsity of the OBSs. As the acquisition
footprint is particularly strong in the near-field, we masked the gradient in the sea water,
and applied a cosine taper just beneath the sea floor. The same gradient after the
application of the masking and the low-pass wavenumber filter (Fig. 3.8b) shows that
these artifacts have been successfully suppressed without degrading the resolution at our
target depths. Note that some fine-scale features just below the sea floor have been
sacrificed.
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3.6

Results and validation

We first present the waveform tomography results in Section 3.6.1, and then describe the
evaluation and verification of these results in Section 3.6.2. As a final verification step,
we also present the results of chequerboard testing and a set of approximate point-scatter
responses in Section 3.6.3.

3.6.1

Waveform tomography results

The velocity images obtained from waveform tomography are displayed in Fig. 3.9 (an
intermediate result after Stage 1), and Fig. 3.10 (the final model after Stage 2); the
de-trended velocity models are shown both in colour and grey scales. A series of 1D velocity profiles are shown in Fig. 3.11. During waveform inversion, the objective function
decreased monotonically during the inversion about 5-10 percent per frequency set. The
differences between the Stage 1 (intermediate) and Stage 2 (final) models are not substantial: The final velocity structure exhibits sharper lithological boundaries, particularly at
the bottom of the low velocity zones, and contains less artifacts inside the oceanic crust.
The overall resemblance between two models indicates the significant resolving power of
the phase-only inversion used to form the Stage 1 results.
Fig. 3.12 depicts the final Waveform Tomography result with an interpretative overlay following Chapter 2. We identify a number of visible velocity anomalies and velocity
discontinuities in Fig. 3.12: Solid black lines indicate velocity discontinuities clearly observed in the waveform tomography image, independently of their appearance in the
previous migration images. Black dashed lines indicate velocity discontinuities not clear
in waveform tomography, but possibly interpretable as lithological boundaries and/or
faults in conjunction with the migrated reflectivity image of Moore et al. (2009) (shown
in Fig. 3.13; discussed in Section 3.6.2.1).
Our intermediate and final velocity structures show significant improvement from
the traveltime tomography result displayed in Fig. 3.1. The velocity structure down to
12 km depth is better determined over most of the model, with clear delineations of
lithological boundaries including the fore-arc basin, the plate boundaries, the mega-splay
fault (line A-B-B0 ,B00 ), and two low velocity zones (LVZ1 and LVZ2 ). The mega-splay
fault is identified as a sharp 1 km/s velocity reduction between distances 33 km and
55 km (line A-B). The fault splits into two branches at the seaward end (distance 33
km at 6.5 km depth, line B0 and B00 ). A continuous low velocity region is recognizable
both in the inner wedge and in the outer wedge: LVZ1 is well defined by the mega-splay
fault at the top, and the plate boundary at the bottom. LVZ2 is also clearly resolved
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Figure 3.9: P-wave velocity structure after Stage 1 of waveform inversion. (a) Vp model,
(b) de-trended model of (a) in colour, and (c) same as (b) but shown in greyscale.
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Figure 3.10: P-wave velocity structure after Stage 2 of waveform inversion. (a) Vp model,
(b) de-trended model of (a) in colour, and (c) same as (b) but shown in greyscale.
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Figure 3.12: De-trended final waveform tomography result with interpretation. The
strong velocity discontinuity appearing at depths of 5 - 11 km between distances between
20 km and 60 km is identified as lines A, B and C. Lines B0 and B00 represent the seaward
branching of the mega splay fault. The low velocity zones are labelled LVZ1 (landward),
LVZ2 (seaward), and LVZ3 (under the outer ridge). Dashed lines represent lithological
boundaries as interpreted in conjunction with the reflectors evident on the migration
image in Fig. 3.13. Area D indicates the seaward accretionary prism, exhibiting higher
velocity values with respect to the Vo (x, z) trend. Area E shows a fourth low velocity
layer within the older accretionary prisms in the inner wedge.
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Figure 3.13: De-trended final waveform tomography velocity model overlaid by the nearest 2D slice of 3D PSDM results in Moore et al. (2009), (a) in colour and (b) in grey
scale

between distances 20 km and 30 km, and is apparently connected to LVZ1 . The seaward
termination of LVZ2 is ambiguous due to the limited wavepath coverage. LVZ2 is overlaid
by the layer whose velocity is about 1 km/s higher than the trend function Vo (x, z)(area
D). Underneath the outer ridge at distance 33 km between the splays B0 and B00 , there is
a third low velocity zone (LVZ3 ) above the main fault. In the inner wedge, the last low
velocity zone is marked as area E. Area E contains several lineations, which may represent
a large fault structure, although these particular velocity discontinuities may in fact be
artifacts associated with the anomalously sparse OBS intervals between distances 38 km
and 40 km.
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Figure 3.14: (a) The nearest 2D slice of the 3D migration velocity model presented in
Park et al. (2010), (b) de-trended velocity model of (a) in colour and (c) the de-trended
velocity model in grey-scale.
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3.6.2

Evaluation and verification of waveform tomography results

3.6.2.1

Comparison with a Pre-stack migration image

Velocity structures obtained from waveform tomography can resolve geological features
at a spatial scale comparable to migration images, provided that similar frequency bandwidths are employed (Sirgue et al., 2010). Therefore a visual comparison of waveform
tomography images and migration images has been a common approach to validate the
reliability of the apparent geological boundaries (e.g., Ravaut et al., 2004; Operto et al.,
2006; Smithyman et al., 2009; Takam Takougang & Calvert, 2011). In Fig. 3.13, we compare our P-wave velocity images to the nearest 2D slice from the 3D anisotropic Kirchhoff
pre-stack depth migration (PSDM) volume described by Moore et al. (2009) and Park
et al. (2010). Note that here the spatial resolution differs between our waveform tomography results and PSDM, since the Waveform Tomography result was generated using
a frequency bandwidth of 2.25 - 8.5 Hz, significantly lower than that of the reflection
survey (which contained frequencies up to 80 Hz).
The 3D reflection survey was conducted in the same area as the OBS survey (see the
grey shaded area in Fig. 2.1). The survey was conducted by the Integrated Ocean Drilling
Program (IODP) as a part of Nankai Trough Seismogenic Zone Experiment (NanTroSEIZE) (Moore et al., 2007, 2009; Park et al., 2010). Detailed survey geometry and
processing flows can be found in Moore et al. (2009) and Park et al. (2010): The migration velocity model was iteratively updated by applying 3D horizon-based tomography
(Kosloff, 1996) and 3D grid-based tomography (Stork, 1992) to obtain the best focused,
anisotropic, Kirchhoff PSDM image. The traveltime tomography result of Nakanishi
et al. (2008), (also used here as a starting model) guided the migration velocity analysis
(MVA) particularly in the inner wedge to compensate for the lack of major reflectors in
the thick accretionary prism. The resulting MVA model is shown in Fig. 3.14, and is also
shown with the background velocity profiles in Fig. 3.11.
The comparison in Fig. 3.13 depicts a convincing agreement of apparent lithological
boundaries evident on the waveform tomography image with the corresponding reflectors
on the PSDM images. The MVA result in Fig. 3.14 and the waveform tomography velocity
model also show similar values in the outer wedge, where the MVA model apparently
shows higher resolution than elsewhere. These similarities provide further confidence in
the validity of the waveform tomography result.
Waveform tomography yielded superior results in the area underneath the outer ridge
around distance 33 km down to 9 km depth in comparison with the migration images.
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We attribute the evident improvement in the waveform tomography velocity model over
the MVA velocities in Fig. 3.14 to the employment of refraction data and wide-angle
reflection data in waveform tomography, while the MVA only utilized the narrow-angle
reflection components. Note that the absence of LVZ3 in the MVA velocity model may
have prevented an effective migration of the reflectors below (i.e. the mega-splay fault and
the plate boundary). Furthermore, the seismic Kirchhoff pre-stack migration algorithm
adopted in Moore et al. (2009) and Park et al. (2010) uses asymptotic ray theory, while
waveform tomography uses a numerical solution for the full acoustic wave equation.
We note a discrepancy in Fig. 3.13 in the depth of the mega-splay fault of about 800
m between distances 35 km and 45 km. The shallower depths on the waveform tomography result can be attributed to the fact that velocity values in the inner wedge are
approximately 0.5 km/s slower for the waveform tomography result than for the MVA
model. Considering the large uncertainties in the MVA velocity due to the short 4.6 km
length of the streamer cable and the strong feathering in the 3D reflection survey (Moore
et al., 2009), the mega-splay fault depth from waveform tomography may be considered
to be more reliable. However seismic velocity anisotropy may also have contributed to
discrepancies in estimated velocity values: MVA utilizes reflection waves which propagate vertically, while Waveform Tomography primarily inverts refraction and wide-angle
reflections which propagate horizontally.
A further discrepancy between the waveform tomography result and the PSDM image is evident at the upper bound of LVZ2 , which corresponds to a weak discontinuous
reflector in the migration image, in spite of the strong and continuous velocity reduction
of approximately 0.8 km/s apparent in the waveform tomography results. This same apparent discrepancy was also noted by Park et al. (2010) between the MVA model and the
PSDM image. Although a strong positive density contrast could reduce the impedance
contrast by compensating for the velocity reduction, the discrepancy is more likely to
arise for technical reasons: If line C has an irregular surface, the reflection energy (580Hz) will likely be scattered in a complicated manner, making it difficult to migrate the
reflector effectively with the Kirchhoff migration. By contrast, the low-frequency refraction energy (2.25-8.5Hz) used in waveform tomography is less sensitive to the detailed
structure of the boundary, leading to a more continuous reconstruction of the boundary.
A further discrepancy between the waveform tomography and PSDM results is evident
at the location of the décollement in Fig. 3.12 and 3.13. The décollement is not clearly depicted in the waveform tomography result, although a possible signature can be discerned
on the greyscale de-trended velocity image. This may imply that the impedance contrasts
at the décollement seen in the migration images are mainly due to density changes, and
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that in this specific region of the image the velocity changes are not significant enough
to be recovered by waveform tomography.
We observe splay-like features on Fig. 3.12 in area E in the waveform tomography
images that are less recognizable in the PSDM. Although we cannot rule out the possibility that these structures arise from the irregular OBS geometries as suggested in Section
3.6.1, these features are also geologically plausible as imbricated thrusts by correlating
their angle with the topographic relief at the base of the fore-arc basin. A future remigration of the reflection data with the waveform tomography velocity model may be
useful in resolving this issue.

3.6.2.2

Time-domain waveforms

The primary, independent, quality-control tool for seismic waveform inverse method is a
comparison between synthetic and observed waveforms in either the time-domain or the
frequency domain, or both (e.g., Ravaut et al., 2004; Bleibinhaus et al., 2007; Brenders
& Pratt, 2007a; Takam Takougang & Calvert, 2011). The sparse OBS intervals in our
data set preclude the visualization of frequency domain waveforms due to spatial undersampling in the OBS domain, and thus we focus on time-domain evaluations. We used
the visco-acoustic waveform modelling code described in Section 3.3.2, and synthesized
waveforms for the intermediate velocity model after Stage 1 (Fig. 3.9) and the final model
after Stage 2 (Fig. 3.10). The source signature was estimated for each velocity result using
the methodology described in Section 3.3.4, assuming all sources excited an identical
wavelet. The observed waveforms for OBS 47 are shown in Fig. 3.15a with the application
of the data preprocessing described in Section 3.4.2 (apart from bottom muting, so that
later waveforms may be compared). The synthesized waveforms from the same OBS are
displayed in Fig. 3.15b and c. Our intermediate and final waveform tomography results
yield virtually identical synthetic waveforms, as might be expected from the similar
appearances of the respective velocity models. Both results show significant improvement
in the fit of the synthetic waveforms when compared with those of the starting model
(Fig. 3.6). Most notably, these synthetic waveforms successfully reproduce many of the
the characteristics of the observed waveforms: The first arrival refractions match well, as
do the amplitudes variations from trace to trace; significantly, the wide-angle reflections
are clearly visible between distances 40 km and 44 km.
85

Time − Offset/8 [s]

(a)

4

6

8

10

Time − Offset/8 [s]

(a)

60

50

40
30
Distance from deformation front [km]

20

60

50

40
30
Distance from deformation front [km]

20

60

50

40
30
Distance from deformation front [km]

20

4

6

8

10

Time − Offset/8 [s]

(b)

4

6

8

10

Figure 3.15: (a) Representative vertical component seismic waveforms recorded at OBS
47. Data preprocessing was applied although bottom muting is omitted here so that later
waveforms may be compared. (b) Predicted pressure wavefield at OBS 47 computed from
the intermediate velocity model after Stage 1, and (c) from the final velocity model. The
yellow lines indicate the picked first arrivals.

86

(a)

0.0

Time [sec]

0.2

0.4

0.6

0.8

1.0

(b)

70

65

60

55

50
45
40
35
Distance from deformation front [km]

30

25

20

15

70

65

60

55

50
45
40
35
Distance from deformation front [km]

30

25

20

15

0.0

Time [sec]

0.2

0.4

0.6

0.8

1.0
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3.6.2.3

Improvement in source estimation coherency

As described in Section 3.3.4, we can also utilize the coherency of the source estimates
to evaluate the quality of our obtained velocity models. As described in Section 3.3.4,
we invoke reciprocity to qualitatively evaluate the similarity of “source” waveforms at
54 OBS locations (instead of actual shot locations). The estimated source waveforms
for the starting model and the final velocity model are displayed in Fig. 3.16. A 20 ms
phase-shift is evident in the source waveforms at the 24 bit OBSs (shown in yellow colour
in Fig. 3.16), when compared to the other 16 bit OBSs. This suggests the existence of
different instrumental filtering effects between the two types of the OBSs.
Fig. 3.16a illustrates that the starting model already provided coherent waveforms
over most of the OBSs. This indicates a sufficiently accurate starting model over most of
the inverted area. The exception is the incoherency in source waveforms at OBSs between
distances 14 km and 28 km, suggesting an erroneous velocity structure in the outer wedge
over this interval. After waveform inversion, the estimated source waveforms became
visibly more consistent (Fig. 3.16b), but slight incoherencies remain at a few OBSs around
distance 20 km. The visible improvement in the source estimation coherency provides
confidence in the validity of the velocity update. The remaining inconsistencies may be a
result of a receiver coupling problem, since these OBSs were located on a slope consisting
of soft sediments which have experienced multiple landslides (Moore et al., 2011).

3.6.3

Resolution tests

The final appraisal of our waveform tomography result is provided by characterizing the
model resolution, model uncertainties and modelization errors (i.e. acoustic assumption).
The upper resolution limit of waveform inversion is imposed by the wavenumber filter at
the highest frequency used in the inversion (as described in Section 3.5.4), which limits
the results to a resolution of 0.7 km horizontally and 0.35 km vertically. The spatial
coverage of waveform tomography can be roughly approximated by the ray coverage of
the model, which we use throughout the figures in this chapter to mask the waveform
tomography images.
In this study, we employed conventional chequerboard tests and point-spread function
tests. These approaches enable us to to explore modelization errors arising due to the use
of the acoustic wave assumption. We synthesized both acoustic and elastic waveforms for
the chequerboard and point-spread function models, and compared the acoustic waveform
inversion images from both wavefields.
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Figure 3.17: Acoustic chequerboard test results. Acoustic waveform inversion results
of acoustic wavefields are shown for (a) 1.0 km × 0.5 km and (b) 0.7 km × 0.35 km
chequerboard patterns.
3.6.3.1

Chequerboard testing

Chequerboard tests have conventionally been used to estimate the spatial resolution of
traveltime tomography results (e.g., Zelt & Barton, 1998; Nakanishi et al., 2008); more
recently chequerboard tests have also been applied to waveform inversion results (Smithyman et al., 2009; Malinowski et al., 2011). In this study, we assigned chequerboard perturbations to the reference P-wave structures of spatial dimension i) 1.0 km × 0.5 km,
and ii) 0.7 km × 0.35 km (the latter representing theoretical upper resolution limit). As
a reference model, we used the final P-wave velocity model shown in Fig. 3.10, and we
perturbed the velocities by plus-and-minus 5 %. The corresponding density model was
generated by applying Gardner’s relationship to the perturbed P-wave velocity model,
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Figure 3.18: Elastic chequerboard test results. Acoustic waveform inversion results of
elastic wavefields are shown for (a) 1.0 km × 0.5 km and (b) 0.7 km × 0.35 km chequerboard patterns.

90

while the corresponding S-wave velocity model was generated from the perturbed P-wave
velocity model by assuming a Poisson’s ratio of 0.28. We set the P-wave and S-wave attenuation (Qp and Qs ) structures to be same as the Qp model of the real-data waveform
inversion: Qp = Qs = 500 for the sub-sea bottom lithologies, and Qp = 10, 000 for the
seawater brine.
Using the perturbed P-wave, density and Qp structures, acoustic waveforms were generated by the forward modelling code described in Section 3.3.2. The acoustic inversion
results of the resulting acoustic wavefields are displayed in Fig. 3.17a for the 1.0 km × 0.5
km chequerboard patterns and Fig. 3.17b for the 0.7 km × 0.35 km patterns (note that
we display only the perturbations recovered from the waveforms). Waveform inversion
of the acoustic perturbations successfully resolved the chequerboard patterns down to 12
km depth for the 1.0 km × 0.5 km model, and down to 9 km depth for the 0.7 km × 0.35
km model. These purely acoustic test results apparently suggest that acoustic waveform
inversion can achieve the theoretical resolution throughout the model, with some losses
in resolution in the deeper part.
Following evaluation of the chequerboard patterns within the acoustic assumption,
we then moved on to an evaluation of the elastic modelization errors embedded in that
assumption. We generated full elastic waveforms for both the reference model and
the perturbed velocity models by using the elastic time-domain finite-difference code
of Robertsson et al. (1994). A free-surface boundary condition was applied to the top
of the model (i.e. the sea surface), and an absorbing boundary condition to the rest
of the model boundaries. Synthesized vertical velocity components were preprocessed
using the identical procedure as the real OBS data (as described in Section 3.4.2). The
acoustic waveform inversion result of the elastic wavefields are depicted in Fig. 3.18a for
the 1.0 km × 0.5 km patterns and in Fig. 3.18b for the 0.7 km × 0.35 km patterns. The
acoustic waveform inversion of these elastic data resolved both sizes of the chequerboard
patterns above the mega-splay fault in the inner wedge, and above the oceanic crust in
the outer wedge. In the inner wedge, underneath the mega-splay fault, the chequerboard
patterns recovered from the elastic waveforms became ambiguous, particularly for the
smaller 0.7 km × 0.35 km patterns, and the patterns are almost indistinguishable below
the plate-boundary. This degradation apparently coincides with the lack of structures
inside the oceanic crust in the actual waveform tomography result from the real data (as
seen in Fig. 3.10).
The imprints of the reference model are apparent at sharp velocity discontinuities,
such as that located at the bottom of the fore-arc basin and at the mega-splay fault.
We consider that this degradation is due to the failure of the acoustic assumption in
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Figure 3.19: Point scatter test results. Acoustic waveform inversion of (a) acoustic
wavefields, and (b) elastic wavefields.

treating P-SV conversions, leading to incorrectly modelled reflectivity at these lithological
boundaries. For the same reason, the elastic surface scattering effects at the sea floor may
degrade the velocity image underneath the topographic relief at the outer ridge at distance
33 km (as illustrated by Bleibinhaus & Rondenay, 2009, for a land survey). However soft
sediments at the sea bottom probably limited the influence of mode conversions in this
case, and chequerboard patterns were recovered satisfactorily down to the base of the
mega-splay fault. This test implies that acoustic waveform inversion is able to fulfil the
theoretical resolution only above the oceanic crust, and and that this limitation arises
due to the failure of the acoustic approximation.
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3.6.3.2

Point-scatter testing

Point-scatter tests have been used in the resolution analysis of imaging techniques utilizing diffraction energy (Chen & Schuster, 1999; Spetzler & Snieder, 2004). The uncertainty
and resolution of the imaging methods can be analyzed by quantifying broadening of a
point scatter, cross-talk between point scatterers, and size of the smallest recognizable
scatterers (Chen & Schuster, 1999; Fichtner & Trampert, 2011b). To test these, we distributed square scatterers 250 m (corresponding to 5 grid intervals) on a side at 2.5 km
horizontal and vertical intervals throughout the reference model. We used this relatively
sparse distribution of scatterers in order to limit the occurrence of non-linearity arising
from multiple scattering. In this test, we chose the background velocity model defined in
Section 3.2.3 as the reference model since fine-scale structures present in the final velocity
model induced excessive artifacts. We perturbed P-wave velocity by plus-and-minus 25
% at the locations of the scatterers. The density model and S-wave velocity structures
were generated from the perturbed P-wave velocity model as in the chequerboard testing,
and we assigned the same P-wave and S-wave attenuation (Qp and Qs ) structures in the
same way as the chequerboard tests. We simulated and preprocessed both acoustic and
elastic waveforms following the procedure used in the chequerboard testing.
The acoustic inversion result of the acoustic wavefields are displayed in Fig. 3.19a:
The individual scattering points are well resolved down to 12 km, but we could not fully
recover the true 25 % perturbation values. We interpret this as a manifestation of the
fact that the spike perturbations are spatially smaller than the resolving power of the
survey.
The acoustic inversion result of the elastic wavefields are displayed in Fig. 3.19b. In
this case, we terminated the inversion after Stage 1, as the elastic AVO effects related to
the sub-resolution scatterers were difficult to correct properly for, and thus the inversion
rather degraded the velocity image during Stage 2. In contrast with the chequerboard
tests, point scatterers down to 12 km are resolved since the reference model of the pointscatter test does not contain sharp velocity discontinuities. The retrieved values at the
centre of the assigned point-scatterers are much smaller than for the acoustic test, indicating the degradation induced by P-SV convergence as seen in the chequerboard testing
in Section 3.6.3.1. The point scatter test results above suggest that our waveform inversion was sensitive to velocity perturbation as small as a 250 m diameter in size, but that
we may not be able to fully recover true velocity values for such small scatter.
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3.7

Discussion and conclusions

Waveform tomography provided reliable and high-resolution P-wave velocity images of
the mega-splay fault system in the central Nankai subduction zone. Our velocity image successfully delineated most of the previously identified geological features (e.g. the
fore-arc basin, the mega-splay fault, and the plate boundary). Moreover waveform tomography delineated features not previously identified in the migration images of Moore
et al. (2007, 2009): Substantial improvements were recognized for the structures underneath the outer ridge, and the inner wedge. Our results were extensively validated by a
comparison of the de-trended velocity model with the 3D PSDM image from Moore et al.
(2009) and Park et al. (2010), by a comparison of the synthetic time-domain waveforms
and the observed waveforms, and by a scrutiny in the coherency of the source estimations.
Using the chequerboard tests and point-scatter tests, we estimated that the waveform
tomography image resolution is 0.7 km horizontally and 0.35 km vertically above the
plate boundary fault, but we also concluded that the internal structures of the deeper
oceanic crust were unresolvable due to the limit of the acoustic assumption.
In this section, we first discuss key inversion strategies for successful waveform tomography: 1) the data acquisition design, 2) the quality of the starting model, 3) the
mitigation of non-linearity, and 4) the treatment of elastic data using the acoustic assumption. We then comment on our quality control tools.

3.7.1

Data acquisition

In crustal-scale refraction surveys, large explosive sources and large source-receiver offsets
are typically employed to penetrate deep crustal structures. The resulting availability of
low frequency signals and large offset data benefits waveform tomography by mitigating
non-linearity, and by illuminating deep and long-wavelength velocity structures (Sirgue
& Pratt, 2004). On the other hand, often the source or receiver intervals are sparse
enough to induce subsampling artifacts in velocity images, and thus preclude achieving
the theoretical resolution derived by Wu & Toksoz (1987).
In our OBS data set, the lowest frequency component available was 2.25 Hz, and the
largest offset available was 55 km, which enabled us to retrieve velocity features above the
top of the oceanic crust. The source and OBS intervals were 200 m and 1 km respectively.
While these intervals are relatively dense in terms of crustal refraction surveys, the undersampled OBS distribution required the use of carefully designed wavenumber filtering of
the gradients.
Following Bleibinhaus et al. (2009), we define the measure of the sparsity for the
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source distribution
NAs =

∆s
,
∆Ny

(3.32)

NAr =

∆r
,
∆Ny

(3.33)

and for the receiver distribution

where ∆s (∆r ) is the source (receiver) interval, and
∆Ny =

πc
,
ω

(3.34)

is the maximum unaliased interval for a velocity c (Takam Takougang & Calvert, 2011).
A summary of max (NAs , NAr ) for some past waveform inversion studies was given in
Table 1 of Bleibinhaus et al. (2009) and Table 1 of Takam Takougang & Calvert (2011).
In our study, the values of NAr are between 3 (2.25 Hz) and 11 (8.5 Hz), and the values
of NAs are between 0.6 (2.25 Hz) and 2.7 (8.5 Hz), in the seawater, with c = cmin = 1.5
km/s. These values are comparable to those from Operto et al. (2006), Brenders & Pratt
(2007a), and Bleibinhaus et al. (2009). The condition NAs ≤ 1 indicates there is no
aliasing in receiver gathers, and NAs ≤ 1 in source gathers. As NAr > 1, strong undersampling artifacts were observed in raw gradients as shown in Fig. 3.8a, but reliable
velocity structures were also retrieved in gradients thanks to the fact that NAs < 1 for
most of the inverted frequencies. In such a case, as demonstrated by Brenders & Pratt
(2007b) and Bleibinhaus et al. (2007), a carefully designed low-pass wavenumber filter
successfully eliminates most of the acquisition footprint and stabilizes waveform inversion,
by sacrificing some resolution in the shallow sediments. As an alternative to wavenumber
filtering, Malinowski et al. (2011) utilized a Gaussian filter with a characteristic length
that varied depending on local velocity value, and Guitton & Dı́az (2011) proposed a
Laplace filter based on local dip of migration images, which can suppress features with
geological dips that are inconsistent with the migration images. For our data set, the
poor resolution of the PSDM image below the outer ridge and in the inner wedge may
prevent the efficient design of such a dip filter.
Our OBS data presented challenges due to some of the instrument settings of the OBSs
and the airgun arrays. We employed the vertical components of the OBS data due to
the insufficient signal-to-noise ratios in the pressure components. Instead of converting
to pressure components (as in Ravaut et al., 2004; Operto et al., 2006), we handled
the discrepancies between vertical and pressure components i) by the AVO correction
described in Section 3.4.2, and ii) by the source estimation step which generated a source
wavelet suitable for the vertical component of the data. This is consistent with the
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approach extensively tested by Brenders & Pratt (2007a) on elastic, vertical component,
synthetic data.
Two types of A/D converters (24 bit and 16 bit) were used in the OBS survey,
which caused the dynamic range to vary between OBSs. As described in Section 3.4.2,
we normalized RMS amplitudes between OBS gathers to handle this problem. The
source inversion results further suggested the different A/D converters may have had a
20 ms phase shift between them (Section 3.6.2.3). We did not estimate individual source
wavelets for the two types of OBSs during the inversion, since a synthetic test (not shown)
indicated little degradation would occur.
The untuned airgun array induced strong bubble reverberations in the observed waveforms, much of which could be mitigated during the preprocessing. Nevertheless, the preprocessed waveforms contained arrivals around 200 ms after the first break which are the
remainders of the bubble effects. The source estimation process again played a critical
role by including the extra reverberations.

3.7.2

Starting model and geological complexity

Our starting model, the traveltime tomography result of Nakanishi et al. (2008), was
highly accurate, as demonstrated by the synthetic waveforms and the source inversion
coherence discussed in Section 3.6.2.3. Furthermore the geological setting in the analyzed
area is relatively simple when compared with other areas, such as the eastern Nankai
subduction zone (Operto et al., 2006) or thrust-fold belts (Ravaut et al., 2004; Brenders,
2011). In our data set, the strong wide-angle reflection from the mega-splay fault was the
dominant feature in the data, and our strategies could readily be evaluated with reference
to this feature in the waveforms. The combination of an accurate starting model, and
a clear waveform feature to focus on meant that it was relatively easy to evaluate the
success of a wide variety of inversion strategies.

3.7.3

Hierarchical inversion strategies to mitigate non-linearity

We implemented a hierarchical inversion strategy for waveform tomography, in which
the inversion starts from an accurate traveltime tomography result, then moves on to
fitting the most linear components of the data, and gradually incorporates the more
non-linear components. We proceeded by implementing a two-stage inversion using the
Laplace-Fourier domain approach: We first minimized the logarithmic phase-only objective function to fit the kinematic portion of the seismic wavefields (Stage 1), and only
then was the logarithmic phase-and-amplitude objective function used to fit both phase
96

and amplitude components (Stage 2). Within each stage, a multiscale, layer-stripping
approach was adopted by selecting appropriate ω and τ schedules in the Laplace-Fourier
domain waveform inversion. The multi-scale approach resulted in the recovery of largescale and shallow structures in the early stages.
The phase-only inversion (Stage 1) retrieved much of the detailed velocity structure,
and the dynamic component of the waveforms contributed to a final, limited improvement of the model (Stage 2). The results confirm that kinematic information is primarily
sensitive to velocity perturbations as also suggested by Brenders (2011), and hence the
kinematic inversion is rich in velocity information. Because the phase-only objective function ignores all trace-to-trace amplitude variations, the preprocessing of data amplitudes
does not affect the phase-only inversion stage.

3.7.4

Acoustic waveform inversion of elastic field data

The acoustic assumption conventionally employed in waveform inversion and used in this
study does not fully describe real-world elastic wave propagation. Thus, elastic effects,
in particular P-SV converted waveforms and elastic AVO effects are not accounted for.
However the waveform tomography P-wave velocity structure we obtained delineates the
subsurface structure surprisingly well, including several sharp boundaries. This result
confirms the acceptability of the acoustic assumption in inverting (elastic) real data (as
also demonstrated by e.g., Ravaut et al., 2004; Brenders & Pratt, 2007a; Brenders, 2011;
Takam Takougang & Calvert, 2011). The phase-only inversion during Stage 1 is an
effective approach for reducing artifacts from elastic effects. For the phase-amplitude
inversions of Stage 2, we compensated the elastic AVO effects by amplitude corrections.
In spite of the notable success of acoustic waveform tomography, the chequerboard
tests and the point-scatter tests in Section 3.6.3 reveal some of the limitations of the
acoustic assumption. The chequerboard tests show that the velocity structure is substantially degraded underneath the sharper discontinuities (the mega-splay fault and the
plate boundary); in particular there is no visible structure inside the oceanic crust on the
waveform tomography results. The point scatter tests also demonstrated the degradation
of deeper scatterers when using the elastic wave data. These observations are consistent
with the appearance of our final model, which also indicates a degradation underneath
the mega-splay fault, and has a lack of visible structures in the oceanic crust (as described
in Section 3.6.1). We suggest the failure of acoustic forward modelling to account for
P-SV converted waveforms is the primary reason for these deficiencies. By using elastic
waveform modelling code with these data in the future, P-wave velocity imaging should
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be improved (as has been demonstrated through synthetic tests by Barnes et al. (2008)
and Choi et al. (2008)).

3.7.5

Appraisal of results

One of most challenging themes in waveform tomography has been the validation of the
resulting models. Waveform inversion results have historically been evaluated through:
i A comparison of the synthetic waveforms with the observed data in the time domain
(e.g., Ravaut et al., 2004; Brenders & Pratt, 2007a; Brenders, 2011) or in the
frequency domain (Bleibinhaus et al., 2009; Brenders, 2011; Malinowski & Operto,
2008),
ii An examination of the coherency in the source estimates (Gao et al., 2007; Smithyman et al., 2009; Malinowski et al., 2011),
iii A consideration of the a consistency of a velocity structure with past geological
interpretations (e.g., Ravaut et al., 2004; Operto et al., 2006; Bleibinhaus et al.,
2007; Brenders, 2011),
iv A comparison of a velocity image with a reflection image, typically a migration
images (e.g., Ravaut et al., 2004; Operto et al., 2006; Smithyman et al., 2009;
Takam Takougang & Calvert, 2011),
v A comparison of 1D vertical profiles with sonic log data (e.g., Ravaut et al., 2004;
Malinowski et al., 2011; Takam Takougang & Calvert, 2011),
vi Re-migration of the reflection seismic data (Sirgue et al., 2010; Plessix et al., 2012).
We have employed methods i) through iv), and thereby confirmed the reliability of the
final waveform tomography velocity model (Section 3.6.2.1, 3.6.2.2, and 3.6.2.3). We were
not able to evaluate the frequency-domain waveforms because of the spatial aliasing in
the shot domain, which precluded a visual comparison as done by Malinowski & Operto
(2008) and Brenders (2011). Although sonic log data were obtained along our line during
the NanTroSEIZE project (indicated as C0002 in Fig. 2.2) (Screaton et al., 2009), the
maximum depth was only 2 km from the sea floor. A comparison of just 40 grid points
at shallow depths would not be particularly meaningful.
In this study we did not re-migrate the previous 2D or 3D reflection seismic data.
The visual comparison of the PSDM image with our velocity model in Section 3.6.2.1
showed good agreement at most lithological boundaries. However we observed some
discrepancies in the depths of the mega-splay fault at distances 33 - 44 km, and moreover
using waveform tomography, we retrieved several structures not identified in the PSDM
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image (most notably LVZ3 , and structures inside the accretionary prism in the inner
wedge). Large uncertainties in the MVA model suggest that the waveform tomography
image may be the more reliable of the two. To further confirm the validity of the waveform
tomography result, it will be useful to eventually remigrate the previous reflection data
using the waveform tomography velocity model.
In addition to using the methods described above, we conducted chequerboard tests
and point-scatter tests to illustrate the model resolution and the modelling error (Section
3.6.3). The elastic tests provided substantial insights into the realistic spatial resolution
in the presence of modelization errors. The acoustic chequerboard tests, however, overestimated the resolving power, and indicated the limitations of the “inverse crime” (Colton
& Kress, 1998; Wirgin, 2004) implied by these tests.
More complete resolution and uncertainty analysis can be carried out by estimating
estimating a resolution matrix or posteori model-covariance matrix (Tarantola, 2005).
Although the computational cost of repeated forward modelling precludes this, Fichtner
& Trampert (2011a,b) introduced a computationally efficient way of calculating the action of the Hessian matrix. Nevertheless, a rigorous uncertainty analysis would require
methods from Bayesian inference, and a comprehensive sampling of the model space.

3.7.6

Conclusions

We successfully applied acoustic waveform tomography to the wide-angle OBS data acquired in the Nankai subduction zone. We illustrated waveform inversion is a challenging
inverse problem, due to the non-linearity, the modelling errors, as well as the acquisition
parameters for the wide-angle crustal surveys. We conclude that a six-fold set of strategies are key to our success: i) Availability of low-frequency components, and long-offset
refraction arrivals to mitigate the non-linearity, and to increase the depth penetration,
ii) a highly accurate starting model to mitigate the non-linearity, iii) the hierarchical
inversion of phase-components first, and amplitude components later to reduce artifacts
from the acoustic assumption, iv) A Laplace-Fourier domain approach that facilitates a
multi-scale approach, v) careful preconditioning of the gradient to eliminate undesirable
high-wavenumber components, and vi) a strategy for source estimation that reduces the
influence of the acquisition design. The inversion parameters (choice of frequencies, decay constants, the number of iterations and so on) may depend on each specific inversion
problem, however the strategies to choose parameters described in the thesis are generic.
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Chapter 4
On misfit functionals in waveform
inversion, with application to
wide-angle OBS data
A version of the chapter was submitted for publication to Geophysical Prospecting as: Kamei, R., Pratt,
R.G., and Tsuji, T., “On misfit functionals in waveform inversion, with application to wide-angle OBS
data”

4.1

Introduction

Waveform inversion methods have the potential to fully utilize seismic records, incorporating all wave types including P-wave, S-wave and surface waves. The emergence
of waveform inversion began with Lailly (1983) and Tarantola (1984) who adopted numerical wave equation solutions, and developed innovative methods for calculating the
gradient of the objective function. A complete solution to the waveform inversion problem
would require a full exploration of elastic parameter model space to ultimately develop a
probability distribution for elastic tensors (Tarantola, 1988). In exploration seismology,
the inversion problem is typically reduced to a local optimization problem of determining P-wave velocity structure, using an acoustic implementation (Pratt & Shipp, 1999;
Ravaut et al., 2004; Bleibinhaus et al., 2007; Kamei et al., 2012b).
The main difficulty encountered in waveform inversion is the strongly non-linear and
non-unique nature of the inverse problem. Even when simply inverting for a P-wave velocity model, the problem of non-linearity and non-uniqueness forces us to carefully design
inversion strategies that mitigate non-linearity. For example, the multi-scale method
(Bunks et al., 1995; Sirgue & Pratt, 2004) is a hierarchical approach that is designed to
108

Table 4.1: List of mathematical symbols used in this chapter
Symbol
x
f
ω
Ω
τ

Type
Dimension
real
real
real
complex
real

σ
s
c
ρ
Q
Nd
Nl
Nm
S
f
d
u
Ad , θd
Au , θu
F
w
m
mo
δm
E(m, mo ; d)
J
α
γ

real
complex
complex
real
real
integer
integer
integer
complex
complex
complex
complex
real
real
complex
complex
complex
complex
complex
real
complex
real
real

Nl × Nl
Nl × 1
Nd × 1
Nl × 1

Nl × Nm
Nd × 1
Nm × 1
Nm × 1
Nm × 1
Nm × Nm
Nm × 1

Description
spatial location
frequency
angular frequency
complex angular frequency
characteristic time for exponential
time-damping
Laplace constant
complex Laplace constant
P-wave velocity
density
quality factor
number of data
number of nodes in finite difference model
total number of model parameters
frequency-domain finite difference matrix
pressure source vector
observed data vector
predicted data vector
amplitude and phase of observed data
amplitude and phase of predicted data
virtual source matrix
re-weighted residual vector
model parameter vector
starting model parameter vector
update model parameter vector
objective function
Fréchet matrix of partial derivatives
steplength
conjugate gradient or steepest descent
direction
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approach the most linear and robust aspects of the problem first. Thus we begin the
inversion with the smoothest model and shallowest model components, and sequentially
increase both the model resolution, and the depth of illumination. This same strategy
may be enforced in the data space by inverting i) from low-frequency components to
high-frequency components (Pratt & Worthington, 1990; Sirgue, 2003; Shin et al., 2010),
ii) from early direct arrivals to later scattered waveforms and reflection waveforms (Luo
& Schuster, 1991; Sirgue, 2003; Shin et al., 2010), iii) from short offset refraction waveforms to large offset refraction waveforms (Sirgue, 2003; Brenders & Pratt, 2007). We
may further mitigate non-linearity by phase and amplitude decomposition: For velocity
imaging, kinematic (phase) information is relatively linear and robust when compared to
amplitude information, pointing to a strategy that utilizes iv) phase information before
using amplitude information.
Our implementation of the hierarchical approach starts with a decomposition of the
model parameters and the data space into appropriate subsets, and determining the inversion order of the subsets in accordance with the degree of non-linearity. For each
subset, we define a suitable misfit functional that restricts the topography of the objective function. We then select an appropriate data domain for waveform inversion. The
data subsets can be a set of frequencies for frequency-domain inversion, a time window
for time domain inversion, etc., and may be further refined by data preconditioning operations such as bandpass-filtering, time-windowing, time-damping and offset-weighting.
The extracted data subsets implicitly specify a set of model subsets since different data
components will be sensitive to different components of the model. Additionally, gradient preconditioning can further restrict the model space by adopting, for example,
wavenumber filtering (Sirgue & Pratt, 2004), spatial weighting (Kamei et al., 2012b), or
dip filtering (Guitton & Dı́az, 2011).
Waveform misfit is conventionally defined using the L2 misfit functional (e.g. Tarantola, 1984; Pratt et al., 1998). More robust L1 norms, and mixed norms of L1 and L2
norms (such as Cauchy and Huber criterion) have been suggested to provide stable waveform inversion results when non-Gaussian data noise is present (Crase et al., 1990; Shin
& Ha, 2008; Brossier et al., 2010). Both L1 and L2 norms have been typically formulated
using simple data residuals (i.e. subtraction of predicted data from observed data). This
simple formulation has two main disadvantages: First, kinematic and dynamic information are inextricably mingled, and second the objective functions are highly weighted
by data amplitudes. The amplitude effects can be mitigated by the preconditioning of
model gradients based on a Hessian or approximate Hessian matrix (Ravaut et al., 2004;
Shin & Min, 2006; Operto et al., 2006; Shin & Cha, 2009), or by data preconditioning to
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compensate for offset dependencies (Zhou & Greenhalgh, 2003; Bleibinhaus et al., 2007;
Brossier et al., 2009).
Alternatively, other definitions for data residuals can be utilized to suppress the over
sensitivity to amplitude effects (Shin & Min, 2006; Leeuwen & Mulder, 2010). Shin & Min
(2006) proposed logarithmic residuals, which decompose data residuals as logarithmic
relative amplitude in the real part, and phase residual in the imaginary part of the
residuals. They demonstrated a better conditioned topography of the misfit functional
constructed from the logarithmic residuals when compared the functional constructed
from the conventional residuals. Moreover the effects of the large dynamic range of
seismic amplitudes are mitigated by the amplitude scaling implicit in the definition of
the logarithmic residuals. Most importantly, it is trivial to construct the logarithmic
phase-only misfit functional by extracting the imaginary part of the logarithmic residual,
and also to construct the amplitude-only misfit functional by extracting the real part of
the logarithmic residual (Shin & Min, 2006; Bednar et al., 2007; Pyun et al., 2007). Note
that the phase-only logarithmic misfit functional is equivalent to the cross-correlation
based misfit functionals advocated by Leeuwen & Mulder (2010) and Choi & Alkhalifah
(2011).
In Shin & Min (2006), and a series of three papers in 2007 (Shin et al., 2007; Bednar
et al., 2007; Pyun et al., 2007), Shin’s group examined the conventional and logarithmic
residuals for each of phase-amplitude and phase-only, amplitude-only formulations using
both synthetic and field data sets. From the synthetic tests, they concluded that the
logarithmic residuals provided more reliable structures than the conventional definition
of the residual. Between the three types of the logarithmic residuals, the logarithmic
phase-amplitude and phase-only residuals yield comparative results, but the logarithmic
phase-amplitude residuals are restricted in resolution. Unfortunately the superiority of
logarithmic formulations were not clearly demonstrated in their the short-offset real data
examples, and moreover the use of the pseudo Hessian as a gradient preconditioner make
it difficult to carry out direct comparisons of the conventional and logarithmic residuals.
In this chapter, we seek optimal misfit functionals for the hierarchical inversion approach. We only consider the misfit functionals based on the L2 norm. We employ
a wide-angle field data set, and evaluate four types of residuals; i.e. the conventional
phase-amplitude, conventional phase-only, logarithmic phase-amplitude, and logarithmic
phase-only residuals. We apply minimum preconditioning to the model gradient, and
demonstrate the distinct performance of each of the residuals. Our results are largely
in accordance with the results of Shin’s group. However we emphasize the importance
of kinematic information for the building velocity model which is partially discussed in
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Shin et al. (2007), and develop two-stage hierarchical waveform inversion, in which the
phase information is inverted first, and the amplitude information is incorporated in
the later stage. We advocate the Laplace-Fourier domain for waveform inversion (Shin
& Cha, 2009), and use Ocean Bottom Seismograph (OBS) data from the seismogenic
Nankai subduction zone following Chapter 2. A 2-D acoustic approximation is employed
throughout our inversion tests.

4.1.1

Outline of the chapter

In Section 4.2 we review the theory of the Laplace-Fourier domain waveform inversion,
and define four misfit functionals employed in this research. In Section 4.3, we introduce
the OBS data from the Nankai subduction, and describe the general settings of waveform
inversion. In Section 4.4 we conduct a series of inversion tests and compare the robustness
and stability of misfit functionals. Finally we discuss our results, and provide conclusions
in Section 4.5.

4.2
4.2.1

Theory
The Laplace-Fourier domain

Following Shin & Cha (2009), the complex Laplace transform of the time-domain wavefield u(x; t) is
ˆ
u(x; s) =

∞

u(x; t) exp [−st] dt,

(4.1)

0

where s is the complex-valued Laplace parameter
s = σ + iω,

(4.2)

with a real-valued Laplace constant σ and a real-valued angular frequency, ω. Consider
a characteristic decay time
τ = 1/σ,
(4.3)
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and u(x; t < 0) = 0, and then
ˆ

∞




t
exp [−iωt] dt,
u(x; t) exp −
u(x; s) =
τ
ˆ−∞
∞
u(x; t) exp [−i (ω − i/τ ) t] dt,
=

(4.4)
(4.5)

−∞

= u(x; Ω),

(4.6)

is the complex-valued Fourier transform with
Ω = ω − i/τ.

(4.7)

Eq.(4.4) is the Fourier domain wavefield at a complex-valued frequency Ω = ω − i/τ (as
in Phinney, 1965; Mallick & Frazer, 1987; Sirgue, 2003). The equivalence of the complex
Laplace and Fourier transforms leads us to refer to u(x; s) = u(x; σ, ω) = u(x; ω, τ ) =
u(x; Ω) as the “Laplace-Fourier domain wavefield” following Shin & Cha (2009). Hereafter we use Ω = ω − i/τ as our parametrization because of the intuitive connection of ω
and τ to the physical quantities of frequency and decay time.

4.2.2

Forward modelling

The visco-acoustic wave equation in the Laplace-Fourier domain is

∇


1
Ω2
∇u(x; Ω) +
u(x; Ω) = f (x; Ω),
ρ(x)
ρ(x)c(x; ω)2

(4.8)

where ρ(x) is the density, u(x; Ω) is the pressure field, and f (x; Ω) is the source term
describing both the spatial distribution of the source(s), and the Laplace-Fourier component of the source time function. Attenuative media are implemented by utilizing a
complex-valued velocity field c and introducing an appropriate dispersion relationship
such as that found in Aki & Richards (1980) (as used by Song et al. (1995)).
A numerical solution of the wave equation in Eq.(4.8) for arbitrary velocity, density
and attenuation distributions requires the discretization of the model. If we assume
that the P-wave and density subsurface velocity may be described by a set of model
parameters, m, at Nm nodal points, Eq.(4.8) then leads to the matrix form
S(m)u = f ,

(4.9)

(Pratt et al., 1998), where u represents the discrete solutions to the wave equation at Nl
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grid points, m is the model parameter vector representing in discrete form the spatial
distributions of velocity at Nl grid points, and f represents the discrete distribution of
source terms at Nl grid points. In this study we adopt the 2D finite difference approach
for the matrix elements in Eq.(4.9) developed by Pratt & Worthington (1988) and Jo
et al. (1996), but implemented the absorbing boundary condition using the perfectly
matched layer method (Hustedt et al., 2004; Zeng et al., 2001). Note that Eq.(4.9) and
all results below are dependent on the complex angular frequency, Ω = ω − i/τ , but we
shall omit the specific dependence unless required.

4.2.3

Optimization

As before we assume the subsurface is described by a set of model parameters, m, at
Nm nodal points. We now assume that observed data in the Laplace-Fourier domain, d,
are available at Nd points. We seek to iteratively update the model parameters to fit the
set of data components using a local conjugate gradient optimization method, as this is
one of most popular and computationally efficient methods for waveform inversion (e.g.
(Song et al., 1995; Bleibinhaus et al., 2007; Brenders & Pratt, 2007)). . For simplicity,
we assume that the only unknowns in the model are the seismic slowness (inverse of
the seismic velocities); the density parameters are determined from the velocities using
Gardner’s relationship (Gardner et al., 1974).

4.2.3.1

Misfit functionals - four alternative definitions

We define a misfit functional E l (d, m) using the L2 norm such that
2E l =

X

δdlT δdl ,

(4.10)

ω

where δdl is the residual vector, and superscript l = 1, . . . , 4 indicates the four types of
residuals we will examine in this chapter, and T indicates the Hermitian of the vector.
Note that we construct E l (d, m) from multiple frequency components, but only one decay
constant. Conventionally the jth element of residual is defined simply as
δd1j = uj − dj , j = 1, . . . , Nd ,

(4.11)

(Pratt et al., 1998) - this is the first of our four definitions for the residual. We call
this the “conventional phase-amplitude residual”, and refer to the corresponding misfit
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functional E 1 as the conventional phase-amplitude misfit functional. Now denote


uj = Auj exp iθuj ,


dj = Adj exp iθdj .

(4.12)





δd1j = Auj exp iθuj − Adj exp iθdj ,

(4.14)

(4.13)

Then from Eq.(4.11),

which illustrates that the magnitudes of the data residuals vary between traces depending
on the data amplitudes errors, effectively weighting the inversions to emphasize large
amplitudes in the data. In Laplace-Fourier waveform inversion, such amplitude effects
are further exaggerated by the exponential decay function in Eq.(4.4), although we can
compensate the latter effect following Brenders & Pratt (2007) by rescaling the residual
as
δ dˆ1j = (uj − dj ) exp(τ /to ),
(4.15)
where to is the first arrival time.

We may normalize the trace-to-trace amplitude variations by
dj
uj
−
,
|uj | |dj |




= exp iθuj − exp iθdj

δd2j =

(4.16)
(4.17)

and we refer to this second alternative as the “conventional phase-only” residual (the
second of our four definitions), and E 2 as the corresponding conventional phase-only
misfit functional. Note that Bednar et al. (2007) defined the phase-only residual, in a
slightly different manner as
0

δd2j

= uj −
= Auj

|uj |
dj ,
|dj |




exp iθuj − exp iθdj ,

(4.18)
(4.19)

and thus their residual was still weighted with respect to the amplitude of the observed
wavefields.
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Shin & Min (2006) introduced the “logarithmic residual”,
δd3j


uj
= ln
dj


Auj
= ln
+ i (θuj − θdj ) ,
Adj


(4.20)
(4.21)

(our third definition). We refer to E 3 as the logarithmic phase-amplitude misfit functional. Eq.(4.17) was derived by assuming no cycle skipping between the observed and
estimated data, i.e. θuj − θdj ≤ π. This logarithmic phase-amplitude residual utilizes
both amplitude and phase. However, amplitude and phase information is separated into
the real and imaginary part of the residuals, and the scaling of amplitudes in the real
part leads to a smaller influence arising from the dynamic range in seismic amplitudes.
It is trivial to form a residual extracting phase-only information:
δd4j

  
uj
= (θuj − θdj )
= = ln
dj

(4.22)

after Bednar et al. (2007). We refer to the above definition as the “logarithmic phaseonly residual”, and the corresponding misfit functional E 4 as the logarithmic phase-only
misfit functional; this is the fourth of our four definitions.
4.2.3.2

Optimization algorithms

We adopt a local conjugate gradient method in which the model update with respect to
the misfit functional E l is
δml = −αlγ l ,
(4.23)
where γ l is the conjugate gradient direction. The steplength αl may be approximately
computed by using a linear assumption (Pratt et al., 1998; Kamei et al., 2012a). The
conjugate gradient direction is obtained by a linear combination of model gradients (Polak
& Ribiére, 1969). The model gradient ∇m E l itself is obtained by the adjoint method
(Lailly, 1983; Tarantola, 1984; Pratt et al., 1998), so that the computationally expensive
Fréchet kernel is not required in explicit form.
Following Pratt et al. (1998), the gradient of E takes the form


∇m E l = < Ft S−1 wl∗ ,

(4.24)

where F is a matrix containing the virtual sources for each model parameter, wl is the
“re-weighted residual”, and ∗ is the complex conjugate. Note that the virtual sources, F,
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are independent of the definition of the residual, and the k-th column of F is given by
Fk = −

∂S
u.
∂mk

(4.25)

The re-weighted residuals in Eq.(4.24), wl , however, depend on which of the definitions
of the residuals given in the previous section is implemented. First, for the conventional
phase-amplitude misfit functional
(4.26)
wj1 = δd1j ;
second, for the conventional phase-only misfit functional
wj2

−1
=
2uj



d∗j
u∗j
+
|uj | |dj |



δd2j ;

(4.27)

third, for the logarithmic phase-amplitude misfit functional
wj3 =

1 3
δd ;
u∗j j

(4.28)

and finally, for the logarithmic phase-only misfit functional
wj4 =

i 4
δd .
uj j

(4.29)

Bednar et al. (2007) formulated the gradient of E for the logarithmic phase-only residuals
in a different form;
h
i
0
∇m E = = Ft S−1 w4 ,
(4.30)
instead of Eq.(4.24), but it is trivial to show both definitions are equivalent, and
0

wj4 = −iwj4 =

1 4
δd ,
uj j

(4.31)

which is Eq 20 in Bednar et al. (2007).
Each of these re-weighted residuals appears in Eq.(4.25) as the conjugate of a source
term for the backpropagated wavefield vl = S−1 wl∗ . For the conventional misfit functional E 1 , w1 is the residual δd1 itself, and the gradient ∇m E 1 is most sensitive only to
the traces which have large amplitudes (i.e. the near-offset traces). This may lead to a
poor subsurface illumination, and may make the inversion ill-conditioned. On contrary,
the re-weighted residuals for E 2,3,4 include a term u−1
or u∗−1
. As the residuals are
j
j
2,4
3
either independent (δd ) or weakly dependent (δd ) on the amplitude of waveforms,
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w2,3,4 will be larger for weak-amplitude traces (i.e. far-offset traces). This allows larger
contribution to the gradient from these traces than when using the conventional misfit
functional E 1 , and thus improves the subsurface illumination naturally.

4.3

Waveform inversion of OBS data from the Nankai
subduction zone

In Section 4.4 to follow, we present a series of waveform inversion tests to evaluate the
robustness and stability of the four misfit functionals E 1,...,4 defined in Section 4.2.3. We
carried out these comparisons by forming and validating P-wave velocity images from
Ocean Bottom Seismograph (OBS) data acquired in the central part of the Nankai subduction zone by the Japan Agency for Marine Earth Science and Technology (JAMSTEC)
(Nakanishi et al., 2008; Kamei et al., 2012a,b). The analyzed area is characterized by
an active large out-of-sequence thrust, known as a mega-splay fault (Tobin & Kinoshita,
2006). In Chapter 2 and 3, we successfully applied Laplace-Fourier waveform inversion
to the OBS data, and obtained a high-resolution P-wave velocity model. In this chapter,
we follow the approaches of Chapters 2 and 3 to preprocess the recorded OBS waveforms,
and to select the basic parameters of Laplace-Fourier waveform inversion before carrying out our numerical tests. In this section, we briefly summarize below the acquisition
and preprocessing of the OBS data, and the basic settings for Laplace-Fourier waveform
inversion tests.

4.3.1

Data acquisition and preprocessing

We performed all waveform inversion tests for a subsurface section 65 km wide and 15 km
deep in the area of the active mega-splay. The area comprises 54 OBSs at 1 km spacing,
with 285 air gun sources at 200 m spacing. We employed the vertical component records
from the OBSs instead of the pressure component, due to the poor signal-to-noise ratio
of the pressure components. The application of the vertical components is a plausible
approximate approach for P-velocity imaging (Brenders & Pratt, 2007; Brossier et al.,
2009), because our pressure sources were excited in acoustic environment (i.e. the ocean),
and because P-wave energy dominates the early part of the vertical components of our
OBS data.
We preprocessed the recorded OBS waveforms in order to enhance the signal to noise
ratio, to suppress the bubble reverberation, and to eliminate late arrivals. Predictive deconvolution was performed in order to remove the bubble reverberation (Nakanishi et al.,
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2008). An Ormbsy minimum-phase bandpass filter was applied with corner frequencies
of 0.1 - 2.5 - 8.0 - 8.5 Hz. Time windowing of 1.8 sec was applied to the waveforms
beginning at the first arrivals in order to exclude early ambient noise, and late phases
such as shear arrivals and multiples, inconsistent with the acoustic equation (note that
we used absorbing boundary conditions rather than a free surface). We then normalized
RMS amplitudes across each of the OBS gathers, in order to compensate for the different
dynamic ranges and for any receiver coupling effects. The observed (elastic) amplitude
versus offset (AVO) effects were then compensated to fit synthetic, acoustic AVO effects
following the methodology described in Brenders & Pratt (2007). Finally, because the
observed wavefields exhibit amplitude saturation at near offsets, traces of less than 5.0
km offset were eliminated from our waveform inversion.

4.3.2

Inversion settings

We inverted the preprocessed seismic waveforms using temporal frequencies from 2.25 to
8.5 Hz. The grid size, ∆, was set to 50 m in order to avoid the numerical dispersion,
and was consistent both in the forward modelling and during the optimization process.
Since the number of sources (NS = 258) outnumbers the number of receivers (NR = 54),
reciprocity was used in the forward wavefield calculation to save computational costs.
We employed the traveltime tomography result of Nakanishi et al. (2008) shown in
Fig. 4.1 as a starting model. The attenuation model was set at Qp = 100 beneath the sea
floor, and Qp = 10, 000 for the water layer; the Qp model was kept constant during the
inversion process. Density was computed from the velocity model at each iteration by
applying Gardner’s relationship (Gardner et al., 1974). The source wavelet was updated
after each iteration following the method described in Pratt (1999).
The subsurface structure exhibits a large dynamic range in velocity, from velocities
of soft sediments, nearly 1.5 km/s at the sea bottom, to velocities of approximately 8
km/s within the Philippine Sea Plate. In order to visualize the local velocity change,
we removed the dominant quasi one-dimensional trend from the images. This trend was
defined by the 3rd order polynomial Vo (x, z) = a(z − z0 (x))3 + b(z − z0 (x))2 + c(z −
z0 ) + d which best fit the 2D traveltime tomography result, and where z0 (x) is the
depth of a sea floor. The de-trended velocity image was then defined by ∆V (x, z) =
V (x, z) − Vo (x, z). The resultant “de-trended”, or “residual” velocity structure is shown
in Fig. 4.1b in colour and Fig. 4.1c in grey. The traveltime tomography image indicates
the existence of low velocity zones, but the lithology boundaries are not obvious, due to
the well understood limitations of the asymptotic assumption of the ray theory requires
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Figure 4.1: (a) Traveltime tomography result of Nakanishi et al. (2008), also used as a
starting model for our waveform inversion, (b) de-trended model of (a) in colour, and
(c) de-trended model of (a) in grey scale. The horizontal axis is the distance from the
deformation front. Yellow circles show the location of the OBS instruments.

120

Time − Offset/8 [s]

(a)

4

6

8

10
60

50

40
30
Distance from deformation front [km]

20

Figure 4.2: (a) Synthetic OBS gather of OBS 47 at distance 65 km, computed from the
starting model by a visco-acoustic forward modelling code. (b) Overlay of (a) in grey on
the observed OBS gather in black. Picked first arrivals from the comparable real data
are shown (a) in yellow, and (b) in red.
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Figure 4.3: Representative vertical component seismic waveforms recorded at the OBS
47 located 65 km landward of the deformation front (Nakanishi et al., 2002). All data
preprocessing was applied except for bottom muting. The yellow line indicates the picked
first arrivals.
a smooth velocity model. Synthetic waveforms computed from the model (Fig. 4.2) show
good agreement in the appearances of the first arrivals when compared to the observed
wavefields displayed in Fig. 4.3, demonstrating the accuracy of the traveltime tomography
velocity model. However the simulated waveforms show some discrepancies in phase at
distances between 20 km and 40 km, and lack the wide-angle reflections from the megasplay fault, indicating a potential for improvement in both low- and high-wavenumber
components of the subsurface image.
We used 12 groups of frequencies between 2.25 and 8.5 Hz, and 7 values of the
damping constants, τ . Each frequency group consists of 4 frequencies in 0.25 Hz interval,
allowing two of the frequencies to overlap between the two consecutive groups to stabilize
the inversion (e.g. the first two groups are [2.25, 2.5, 2.75, 3.0] Hz and [2.75, 3.0, 3.25,
3.5] Hz). We selected τ = 0.167, 0.2, 0.25, 0.333, 0.5, 1.0, 2.0 sec, correspondingly s =
6, 5, 4, 3, 2, 1, 0.5 sec−1 . At τ = 0.167 sec, the damped wavefields are almost completely
limited to the first arrivals, but any ambient noise between the arrival picks and the
actual arrivals becomes amplified.
For each τ − ω set, we iteratively updated the velocity model five times using the
optimization method described in Section 4.2.3. The model gradient was preconditioned
by using a wavenumber filter (Sirgue & Pratt, 2004) and by masking changes in the
ocean, in order to remove unacceptable high-wavenumber oscillations and to reduce the
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artifacts arising from the sparsity in the OBS domain. The cut-off wavenumber for
the wavenumber filter was selected to be the inverse of a wavelength for the horizontal
direction, and the inverse of a half-wavelength for the vertical direction at a P-wave
velocity value of 4 km/s.

4.4

Results

In Section 4.2.3, we defined four types of misfit functionals such as the conventional
phase-amplitude misfit functional (E 1 ) in Eq.(4.11), the conventional phase-only misfit
functional (E 2 ) in Eq.(4.16), the logarithmic phase-amplitude misfit functional (E 3 ) in
Eq.(4.20), and the logarithmic phase-only misfit functional (E 4 ) in Eq.(4.22). In this
section, we first evaluate these four misfit functionals by means of a qualitative examination of raw gradient images (Section 4.4.1), and the scrutiny of inverted velocity models
(Section 4.4.2). We then investigate the significance of amplitude information on velocity
imaging in Section 4.4.3.

4.4.1

Gradient images

The success and efficiency of gradient-based optimizations especially depend on the quality of a model gradient at early iterations. Although various preconditioning techniques
are available to improve the quality of the gradient, it is informative to examine raw
gradients.
In Fig. 4.4 we display the gradients from the starting model obtained for the proposed
four misfit functionals. These images represent the gradient computed with the lowest
frequency set ([2.25, 2.50, 2.75, 3.00] Hz), and with a decay constant of τ = 0.333 sec.
The decay constant was the smallest time available for the conventional misfit E 1 , since
a decay constant less than 0.333 sec (i.e. 0.167 sec) does not illuminate an area beneath
the sea floor.
The gradient from the conventional phase-amplitude misfit functional E 1 is restricted
in illumination to the shallowest 2 km from the sea floor (Fig. 4.4a), whereas the logarithmic phase-amplitude misfit E 3 extends in illumination down to at least 12 km from the
sea surface (Fig. 4.4b). The conventional and logarithmic phase-only misfit functionals
E 2 and E 4 retrieve the deepest illuminations, extending close to 15 km from the sea
surface (Fig. 4.4c and d).
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Figure 4.4: Gradient images at a frequency set of 2.25, 2.50, 2.75 and 3.0 Hz, and τ = 0.333 sec obtained using as the objective
function, (a) the conventional phase-amplitude misfit functional E 1 , (b) the logarithmic phase-amplitude misfit functional E 3 ,
(c) the conventional phase-only misfit functional E 2 , and (d) the logarithmic phase-only misfit functional E 4 .
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4.4.2

Comparison of velocity images

We conducted four waveform inversion tests. In each test, we employed one of the
four misfit functionals as an objective function, and formed a P-wave velocity model.
As suggested in Section 4.4.1, the minimum useful decay constant is τ = 0.333 sec for
the conventional misfit functional. Thus we carried out the conventional and logarithmic
phase-amplitude inversion by using 4 decay constants between 0.333 and 2.0 sec. However
the logarithmic and conventional phase-only inversion was conducted by using all 7 decay
constants between 0.167 and 2.0 sec. All four waveform inversion tests showed a good
convergence in the objective functions, achieving about 5-10 % reduction for each ω − τ
set.

4.4.2.1

Velocity images

We display the resulting de-trended velocity models from the four tests in Fig. 4.5 in
colour and in Fig. 4.6 in grey-scale. Fig. 4.7 represents the de-trended velocity model from
the logarithmic phase-only misfit functional E 4 overlain by the geological interpretation
modified from Fig. 3.12 presented in Chapter 3. The interpretation was guided by the
pre stack migration image of Moore et al. (2009) (shown in Fig. 3.13). A series of 1D
vertical profiles from the de-trended velocity models are shown in Fig. 4.8.
The conventional phase-amplitude inversion (minimizing E 1 ) retrieves features to a
maximum depth of approximately 10 km (Figs 4.5a and 4.6a). The long wavelength
structure are altered from the starting model at depths shallower than 6 km, while highwavenumber components are changed both above and below 6 km depth (e.g. and part of
the mega-splay fault). In the shallower part, the conventional phase-amplitude inversion
succeeds in characterizing the base of the fore-arc basin, and its internal structures.
However high-wavenumber oscillations contaminate the area shallower 5 km throughout
the model, (most obvious in the grey-scale de-trended model in Fig. 4.6a). Part of the
mega-splay fault is visible as a mild velocity reduction (< 500 m/s) at distances between
35 km and 50 km, although the continuity of the fault is not imaged clearly. The low
velocity zone is depicted at distances between 30 km and 45 km above 10 km depths,
while the changes from the traveltime homograph result is only evident above 6 km
depths. The landward portion of the low velocity zone (LVZ1 ) is bounded at the top
by the mega-splay fault (LVZ1 ), and contains many small fragmentary reflectors. The
seaward portion of the low velocity zone (LVZ2 ) is clearly characterized by a sharp top
boundary, but the bottom is ambiguous. P-wave velocities in a layer above LVZ2 (area
D) is 1.5 km/s higher than the background velocity trend.
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Figure 4.5: De-trended velocity models in colour obtained by (a) the conventional phase-amplitude inversion E 1 (τ ≥ 0.333
sec), (b) the logarithmic phase-amplitude inversion E 3 (τ ≥ 0.333 sec), (c) the conventional phase-only inversion E 2 (τ ≥ 0.167
sec), and (d) the logarithmic phase-only inversion E 4 (τ ≥ 0.167 sec).
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The other three misfit functionals E 2−4 retrieved detailed velocity structures down to
12 km with a clear delineation of lithology boundaries including the fore-arc basin, the
plate boundaries, and the mega-splay fault (Figs 4.5b-d and 4.6b-d). The discrepancies
between the three models are small. The oscillatory artifacts in the shallow area are
significantly suppressed, in comparison with the conventional phase-amplitude inversion.
In all three images, the mega-splay fault is identified as a sharp velocity reduction (of
about 1 km/s) at distances between 33 km and 55 km, and splits into two branches in
the shallower subsurface at a distance of 33 km, and depths of 6.5 km. LVZ1 is well
defined by the mega-splay fault at the top, and the plate boundary at the bottom. LVZ2
is also clearly resolved at distances between 33 km and 20 km, and apparently connected
to LVZ1 . The seaward termination of LVZ2 is ambiguous due to the limited wavepath
coverage. The logarithmic phase-amplitude inversion delineated the top of LVZ2 300 m
deeper and the bottom of LVZ2 500 m shallower than the phase-only inversions. As in
the conventional phase-amplitude inversion, LVZ2 for the phase-only results is overlain
by a layer (area D) whose velocity is higher than the background trend, but the velocity
contrasts are approximately 1 km/s, i.e. only two-thirds of the values obtained by the
conventional phase-amplitude inversion.
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4.4.2.2

Synthetic waveforms

In order to further evaluate the four waveform inversion test results obtained in Section
4.4.2.1, we generated synthetic waveforms from each final velocity model by using the
visco-acoustic finite-difference code described in Section 4.2.2, and compared the results
with the observed waveforms. We show the observed waveforms at OBS 47 in Fig. 4.3,
and the synthetic waveforms at the same OBS from the inverted velocity models in
Fig. 4.9. In Fig. 4.10, we also display overlays of the same synthetic waveforms and the
observed waveforms in order to examine waveform fits in detail.
The synthetic waveforms from the conventional phase-amplitude inversion results (E 1 )
appear to show less agreement with the observed waveforms (Figs 4.9a and 4.10a) than
those from the other velocity model obtained by E 2−4 . The wide-angle reflection from
the mega-splay fault is partially reproduced at distances between 45 km and 50 km, but
is not delineated entirely; this corresponds to the discontinuity in the mega-splay fault
in the velocity model shown in Fig. 4.5a. The predicted arrivals at large offsets show
little improvements over those computed from the starting model shown in Fig. 4.2: The
phase delay is still evident at distances between 8 km and 24 km, and indicates too slow
velocities in the deeper part of the model. Moreover the refracted waveforms at distances
less than 30 km are contaminated by small non-physical diffractions, which are probably
induced by the oscillations in the velocity model.
The other inversion tests reproduced the characteristics of the observed waveforms
significantly better than the conventional phase-amplitude inversion, as displayed in
Fig. 4.9b-d, and in Fig. 4.10b-d. The first arrival refractions are in-phase with the observed wavefields at distances between 15 km and 40 km, although still slightly delayed.
The wide-angle reflections at distances between 40 km and 55 km coincide well with the
observed wavefields.
4.4.2.3

Reduction of misfits during the inversion

We now examine the cumulative misfit functional
l
Etotal

=

8.5Hz
X

δdlT δdl ,

(4.32)

f =2.5Hz

using all four definitions of data residuals in Section 4.2.3, in order to quantitatively
evaluate the reliability of the waveform inversion results. For the purpose of these computations,. we selected τ = 2.8 sec so that we can measure data fits over a large window
of P-wave arrivals, and calculated the cumulative misfit functionals after each ω − τ set.
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Figure 4.9: Predicted pressure wavefields at the OBS 47, computed from the velocity models shown in Fig. 4.5 retrieved by (a)
E 1 , (b) E 3 , (c) E 2 , and (d) E 4 . The yellow curves indicate the picked first arrivals.
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Figure 4.10: Predicted pressure wavefields overlaid by the observed wavefields at the OBS 47 computed from the velocity models
shown in Fig. 4.5 retrieved by (a) E 1 , (b) E 3 , (c) E 2 , and (d) E 4 . Red lines indicate the picked first arrivals.
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Figure 4.11: History of the misfit functionals through (a) the conventional phaseamplitude inversion b the logarithmic phase-amplitude inversion, (c) the conventional
phase-only inversion, and (d) the logarithmic phase-only inversion. The conventional
phase-amplitude misfit is shown as a grey solid line, the conventional phase-only misfit
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We show the history of the misfit functionals during waveform inversion in Fig. 4.11 as
a function of decay constants τ ; within each τ block, the frequency ω increases from left
to right.
In all four waveform inversion tests, the cumulative misfit functionals decrease regardless of which misfit functional was actually employed as an objective function. However
the rate of convergence varies between the inversion tests and the type of the cumulative
misfit functional. Note that discontinuities in the form of local increases in the misfit
function are apparent on Fig. 4.11 each time τ value used in the inversion is changed.
This is because inverting for low frequencies with a new τ value tends to cause a divergence of the unconstrained higher frequencies as discussed in Kamei & Pratt (2012).
During the conventional phase-amplitude inversion (minimizing E 1 ), the conventional
1
3
and Etotal
were significantly reand logarithmic phase-amplitude misfit functionals Etotal
duced to approximately 60 % of the starting values, but the conventional and logarithmic
2
4
phase-only misfit functionals Etotal
and Etotal
stayed above 80 %. This indicates that the
conventional phase-amplitude inversion did not fit the phase information.
During the logarithmic phase-amplitude inversion (minimizing E 3 ), however, the con2
4
ventional and logarithmic phase-only misfit functionals Etotal
and Etotal
were successfully
reduced to approximately 65 % of the starting values. In addition, we observe a 48 %
3
. The conventional
reduction of the logarithmic phase-amplitude misfit functional Etotal
1
phase-amplitude misfit E converged slowly, and ultimately was reduced to 80 % of the
starting value for the final model.
During the conventional and logarithmic phase-only inversions (minimizing E 2 and
E 4 ), the misfit functionals behaved in a similar manner as during the logarithmic phaseamplitude inversion (minimizing E 3 ). Although the phase spectra were explicitly optimized, the phase-amplitude misfits show as much reduction as for the logarithmic phase3
amplitude inversion. For the final model, the logarithmic phase-amplitude misfit Etotal
1
is 52 % of the starting value, although the conventional misfit Etotal
is approximately 80
%. This indicates that the velocity model obtained by phase-only inversions implicitly
accounts for the amplitude effects in the data.

4.4.3

Amplitude information

Two of the velocity models in Section 4.4.2 were retrieved by minimizing phase-only
misfit functionals E 2 and E 4 as an objective function, and thus amplitude spectra (representing the dynamic aspects of the problem) were left unused. We therefore tested the
performance of additional phase-amplitude inversions starting from the final phase-only
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inversion results. In this section, we evaluate improvements obtained by the secondary
phase-amplitude inversions. We refer to the initial phase-only inversions conducted in
Section 4.4.2 as Stage 1 of waveform inversion, and the secondary phase-amplitude inversions as Stage 2 of the inversion process. Two sets of Stage 2 waveform inversion were
conducted: i) The conventional phase-amplitude misfit functional E 1 was minimized
starting from the conventional phase-only inversion result (which minimized E 2 ) shown
in Figs 4.5c and 4.6c (two-stage conventional waveform inversion), and ii) the logarithmic
phase-amplitude misfit functional E 3 was minimized starting from the logarithmic phaseonly inversion result (which minimized E 4 in Figs 4.5d and 4.6d (two-stage logarithmic
waveform inversion).
Stage 2 of the conventional waveform inversion was initially unstable: At τ = 0.333
sec, the objective function diverged at several frequency groups; in such case, we rolled
back the model to the previous update, and moved to the next higher frequency group.
At τ = 0.5, 1.0, 2.0 sec, the objective function decreased 3-5 % per each ω −τ set. During
Stage 2 of the logarithmic waveform inversion, the objective function decreased about 5
% per each ω − τ set.
We display the resulting de-trended velocity models in Fig. 4.12a for the two-stage
conventional waveform inversion, and in Fig. 4.12b for the two-stage logarithmic waveform inversion. We also show the spatial distribution of velocity updates during Stage 2
in Fig. 4.13. A series of de-trended vertical profiles are shown in Fig. 4.14.
The additional amplitude information did not yield substantial changes in low wavenumber components of the velocity models: The average velocity changes are approximately
80 m/s for both conventional and logarithmic inversions. In both images, the velocity updates are prominent in the high-wavenumber components, for example the top
boundaries of LVZ1 and LVZ2 are apparently sharpened. The secondary conventional
and logarithmic phase-amplitude inversions resolved different parts of the model. The
conventional phase-amplitude inversion retrieved shallow velocity structures above 6 km
depths, including horizontally layered structures in the fore-arc basin, but a substantial
amount of oscillatory artifacts were induced near the sea floor (similar to those observed
in the one-stage conventional phase-amplitude inversion in Figs 4.5a and 4.5a). Conversely, the logarithmic phase-amplitude inversion retrieved features in the deeper part
of the model, and apparently smoothed the velocity structure.
4.4.3.1

Synthetic waveforms

We generated synthetic waveforms from the velocity models obtained by the two-stage
waveform inversion in Fig. 4.12, and display the synthetic waveforms at OBS 47 in
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Fig. 4.15a for the conventional waveform inversion, and in Fig. 4.15b for the logarithmic
waveform inversion. In Figs 4.15c and 4.15c and d, we also overlay the same synthetic
waveforms on the observed data.
We observe small changes in the appearance of synthetic waveforms when compared to
the synthetic waveforms from the phase-only inversion results shown in Fig. 4.9 and 4.10.
This is consistent with the minor changes in the final velocity structure from the Stage
1 results. The first arrivals of the synthetic waveforms after the two-stage conventional
inversion are contaminated by diffractions at distances between 20 km and 27 km, which
can be associated with the oscillatory artifacts in the shallow part of the velocity model
(This is more obvious in the greyscale image in Fig. 4.15a than the overlay inFig. 4.15c).
In contrast, the synthetic waveform after the two-stage logarithmic inversion become
slightly smoother than seismic waveforms generated from the Stage 1 velocity model in
accordance with the smoother appearances in the velocity model.

4.4.3.2

Misfit functionals

We evaluate the two-stage evolution of the cumulative misfit functionals defined in
1−4
Eq.(4.32) as in Section 4.4.2. We calculated the four cumulative misfit functionals Etotal
defined in Section 4.2.3 after inverting every ω − τ set, and display their entire history
during the two stage inversions in Fig. 4.16. Note that the misfit histories during Stage
1 are the same as in Fig. 4.11.
The Stage 2 conventional phase-amplitude inversion (minimizing E 1 ) was apparently
not stable, and the misfit functionals diverged at τ = 0.333 and 0.5 sec. The final
1
conventional phase-amplitude misfit functional Etotal
is about 4.6 % smaller than that
2
of after Stage 1. The conventional and logarithmic phase misfit functionals Etotal
and
4
Etotal , however, increased by 9.4 %. This suggest that the phase information was not well
constrained during the conventional phase-amplitude inversion.
The Stage 2 logarithmic phase-amplitude inversion (minimizing E 3 ) exhibits more
3
stable behaviour. At the end of Stage 2, the logarithmic phase-amplitude misfit Etotal
1
was reduced by 7.4 %, and the conventional phase-amplitude misfit Etotal
by 1.4 %.
2
4
The conventional and logarithmic phase-only misfit functionals Etotal and Etotal for the
final model remain similar to those from the Stage 1 results, although perturbations are
stronger than Stage 1 at transitions of τ values. This may indicate that the Stage 2
logarithmic inversion may have successfully fitted amplitude misfits as a by-product of
constraining phase-information.
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4.5

Discussion and conclusions

Using the OBS data set from the Nankai subduction zone, we have investigated the
four types of L2 misfit functionals E 1−4 defined in Section 4.2.3: the conventional phaseamplitude residuals δd1 , the conventional phase-only residuals δd2 , the logarithmic phaseamplitude residuals δd3 , and the logarithmic phase-only residuals δd4 .
The examination of raw model gradients in Section 4.4.1 suggested the poor depth
illumination of the conventional phase-amplitude misfit functional E 1 , when compared to
the other misfit functionals E 2 , E 3 and E 4 . The subsequent one-stage conventional phaseamplitude inversion in Section 4.4.2.1 retrieved only a limited region of the subsurface (i.e.
shallow velocity features, and the mega-splay fault), and thus confirmed the illumination
problem (Figs 4.5a and 4.6a). Furthermore, the comparisons of synthetic waveforms in
Section 4.4.2.2 suggested the wide-angle reflections were partially recovered, but that
the refraction waveforms at large offsets exhibited phase discrepancies. The examination
of the misfit functionals indicated that the phase components of waveforms were not
optimized, during the conventional phase-amplitude inversions.
The other three types of misfit functionals E 2 , E 3 , E 4 illuminated velocity structures
as deep as 12 km from the sea surface, and clearly delineated many velocity features
including the fore-arc basin, the mega-splay fault, and the low velocity zones (Figs
4.5b-d and 4.6b-d). The three inversion results are similar, except that the logarithmic amplitude-phase inversion retrieved a narrower LVZ2 than the others. The synthetic
waveforms (Figs 4.9b-d and 4.10b-d) validated the velocity models by reproducing the
wide-angle reflections, and substantially improving the waveform fit at large-offsets. The
history of the misfit functionals (Figs 4.11b-d) confirms that dynamic components of
wavefields can be reproduced by fitting simply phase spectra.
We also conducted Stage 2 phase-amplitude inversions subsequent to Stage 1 phaseonly inversions in Section 4.4.3: The amplitude information did not appear to yield
substantial improvements in the velocity models, and in the waveform fits. Moreover,
Stage 2 conventional phase-amplitude inversion (minimizing E 1 ) was not initially stable,
2
4
and the phase misfit functionals Etotal
and Etotal
increased by nearly 10 % after Stage
2. The conventional phase-amplitude waveform inversion induced both geologically plausible and non-plausible high-wavenumber velocity features in the shallow part of the
model. The Stage 2 logarithmic phase-amplitude inversion (minimizing E 3 ) reduced the
3
2
4
logarithmic phase-amplitude misfit Etotal
by 7 %, while the phase misfits Etotal
and Etotal
were largely unaffected. The logarithmic phase-amplitude functional updated the deeper
part of the model, and also apparently resulted in smoother velocity images.
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4.5.1

Dynamic range of data

We argue that discrepancies in the behaviours of the misfit functionals are primarily
caused by the sensitivity of a model gradient to the dynamic range of the data, which
is a well-known problem in gradient-based optimization (Nocedal & Wright, 1999). The
conventional phase-amplitude misfit functional E 1 is sensitive to magnitudes of observed
data as described in Section 4.2.3. As our observed data amplitudes are dominated by the
near-offset traces, and the wide-angle reflections, the conventional phase-amplitude inversion (minimizing E 1 ) became ill-conditioned, and predominantly updated the shallow
structures and the mega-splay fault. Conversely, the other misfit functionals eliminate the
data amplitude naturally, and mitigate the excessive influence of data amplitudes in the
model gradient. This effectively widens the offset range, and illuminates the deeper part
of the model. The conventional and logarithmic phase-only misfit functionals E 2 and
E 4 explicitly normalize data residuals, and thus near- and far-offset traces contribute
equally to the computation of the gradients. The logarithmic phase-amplitude misfit
functional E 3 utilizes the amplitude information, however the logarithmic scaling of data
amplitudes (ln |Au /Ad |) suppresses the vulnerability to strong variations in amplitudes,
and balances the contributions to the objective function from the phase components and
the amplitude components. The term (ln |Au /Ad |) may act as a regularization term, and
may smooth the velocity structures as shown in Fig. 4.12, and described in Section 4.4.3.
Alternative preconditioning techniques are of course available to improve the poor
behaviour of the conventional misfit functional E 1 ; for example, an offset weighting
function can be designed to boost amplitudes from large offset data (Operto et al., 2006;
Brossier et al., 2009), and/or the gradient can be preconditioned by a pseudo-Hessian
matrix (Shin et al., 2002), or by diagonal elements of an approximate Hessian from the
starting model (Ravaut et al., 2004; Operto et al., 2006; Malinowski & Operto, 2008).
However these approaches are approximate, and may not be as effective as the phase-only
objective functions and the logarithmic phase-amplitude inversion when employed with
the gradient-based methods (Shin et al., 2007). It will be interesting to compare the
phase-only inversion results with the conventional inversion using quasi Newton method
such as the L-BFGS methods advocated by Brossier et al. (2009) and Prieux et al. (2011),
but this comparison is beyond the scope of this study.

4.5.2

Kinematic and dynamic components of wavefields

The results of the two stage inversions in Section 4.4.3 suggest that kinematic information is the primary source of velocity information, and that dynamic information is less
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informative. Several researches have demonstrated that phase-only inversions can image
detailed velocity structures: Brenders (2011) applied the logarithmic phase-only misfit
functional E 4 to Canadian Foothill data, and retrieved a geologically interpretable velocity model. Bednar et al. (2007) also demonstrated that the logarithmic phase misfit
functional E 4 provides a result comparative to the logarithmic phase-amplitude objective
function E 3 . Bleibinhaus et al. (2007) used a similar form of the conventional phase-only
objective function by normalizing trace amplitudes, and successfully retrieved deep fault
structures from the San Andreas Fault, California.
From these observations, we suggest that conventional or logarithmic phase-only inversion (minimizing E 2 and E 4 ) is sufficient to obtain robust and detailed velocity structures, and that the amplitude information is of secondary importance in constraining
subsurface velocity models. Note that phase-only inversions only utilize phase-spectra,
but this does not imply that we discard amplitude information entirely, as the relative
amplitudes between first arrivals and later arrivals strongly influence the phase spectra.
We may further motivate the use of kinematic information by the nature of these forms
of information: Kinematics are less vulnerable than dynamics to source/receiver coupling
problems, source radiation patterns, and elastic effects. While we attempt to minimize
these by data preprocessing, we are unable to perfectly remove all these effects.
We further suggest that the two-stage logarithmic waveform inversion conducted in
Section 4.4.3 is an effective and robust inversion approach for the gradient-based acoustic
waveform inversion. Two-stage inversion respects the natural hierarchy of the phase and
amplitude components, and allows the retrieval of deep velocity features during the early
stages of the inversion. The initial phase-only inversion focuses on kinematics, thus
reducing the need for data preconditioning efforts, and moreover minimizes the necessity
of elaborate model preconditioning. The subsequent Stage 2 phase-amplitude inversion
improves the velocity image by amplitude inversion, but the effects are apparently limited.
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Chapter 5
Inversion strategies for
visco-acoustic waveform inversion
A version of the chapter was submitted for publication to Geophysical Journal International as: Kamei,
R., and Pratt, R.G., “Inversion strategies for visco-acoustic waveform inversion”

5.1

Introduction

Waveform inversion is a multiparameter non-linear problem with the goal of retrieving
elastic parameters of the earth by exploiting recorded seismic waveform data (Tarantola,
1988). Waveform inversion has to date been almost exclusively implemented using local,
gradient-based algorithms (e.g., Song et al., 1995; Pratt et al., 1998; Brossier et al.,
2009). Although the problem is known to be highly non-linear (Mora, 1987; Sirgue &
Pratt, 2004), more comprehensive solutions based on extensive global search methods
(Sen & Stoffa, 1991; Mosegaard & Tarantola, 1995) are prohibitively expensive, due to
the cost of forward simulations. Gradient-based methods are highly efficient, due to
the ease of use of the adjoint method to compute the gradient (Lailly, 1983; Tarantola,
1984; Pratt & Worthington, 1990). In exploration seismology, while elastic waveform
inversion is now emerging (Shipp & Singh, 2002; Brossier et al., 2009; Sears et al., 2010),
acoustic or visco-acoustic waveform inversion has proven particularly useful in providing
high-resolution P-wave velocity structures in a variety of applications (e.g., Song et al.,
1995; Pratt et al., 2004; Ravaut et al., 2004; Gao et al., 2006; Sirgue et al., 2010; Kamei
et al., 2012c). Intrinsic P-wave attenuation has also been of interest, since attenuation
parameters can be directly related to rock and fluid properties (Mavko et al., 1998;
Carcione, 2000; Chapman et al., 2006). However waveform inversion for attenuation has
been recognized as more challenging than velocity inversion (Song et al., 1995; Liao &
149

Table 5.1: List of mathematical symbols used in this chapter. The superscript (j=1)
indicates the velocity class, and (j=2) the attenuation class of the inversion parameter.
Symbol
Type
Dimension Description
x
real
spatial location
ω
real
NΩ × 1
discrete angular frequencies
Ω
complex NΩ × 1
discrete complex angular frequencies
τ
real
NΩ × 1
discrete characteristic times for exponential timedamping
ωo
real
reference angular frequency
κo
real
background wavenumber
s
complex
complex Laplace constant
c
complex
P-wave velocity
ρ
real
density
Q
real
Nl × 1
discrete quality factor
Ns , Nr , NΩ integer
number of sources, receivers, complex frequencies
Nm
integer
number of model parameters
. Nl
integer
number of nodes in finite difference model
S
complex Nl × Nl
frequency-domain finite difference matrix
f
complex Nl × 1
pressure source vector
d, u
complex Nl × 1
observed and predicted data vectors
p
a
δd, δd ,δd complex Nr × 1
conventional, phase-only, logarithmic amplitude
residual vectors
F
complex Nl × Nm
virtual source matrix
m, δm
real
Nm × 1
current model, and model update vectors
p
E, E
real
conventional, and logarithmic phase-only misfit
functions
K
complex Nm × Nm Fréchet matrix of partial derivatives
α
real
step length
γ
real
Nm × 1
conjugate gradient direction
v
complex Nm × 1
back-propagated wavefields
η
complex Nm × 1
inner product between v and u
P
real
Nm × 1
preconditioning matrix
ξ
real
penalty term for attenuation parameter
s
complex Nl × 1
slowness
s(r) , s(i)
real
Nl × 1
real and imaginary part of s
(r)
(i)
so , so
real
Nl × 1
real and imaginary part of s at reference frequency
J
real
2×2
Jacobian matrix of coordinate change
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McMechan, 1996; Pratt et al., 2004; Smithyman et al., 2009; Malinowski et al., 2011;
Hak & Mulder, 2011; Takam Takougang & Calvert, 2012).
Waveform inversion of attenuation parameters was first formulated by Tarantola
(1988) in the time domain as a part of a full visco-elastic waveform inversion theory. Song
et al. (1995) later developed visco-acoustic waveform inversion in the frequency domain.
The frequency-domain implementation has several advantages over the time-domain approach, particularly when considering attenuation: First, attenuation parameters (e.g.
Q−1 values) and dispersive velocity relationships are easily incorporated into forward
modelling by using complex-valued frequency-dependent velocities (Song et al., 1995),
and both velocity and attenuation gradients can be computed simultaneously without
extra cost (Song et al., 1995). Moreover, the frequency domain approach allows a natural implementation of a multi-scale approach to mitigate the non-linearity of waveform
inversion (Bunks et al., 1995; Sirgue & Pratt, 2004): By starting the inversion from the
lowest frequency components, and by sequentially inverting for higher frequency components, we can successively retrieve a wide range of features in the subsurface model.
Velocity parameters strongly influence the phase information in seismic data. In contrast, attenuation properties are most evident in amplitude information (Pratt et al.,
2004). (Attenuation also changes the phase of seismic waveforms through velocity dispersion, but the effects on the phase are much smaller than those on the amplitudes,
due to the limited bandwidth of available frequencies.) Unfortunately when compared to
phase information, seismic amplitudes are easily contaminated by ambient noise, source
and receiver coupling problem, source radiation patterns, and elastic (i.e. non-acoustic)
effects. Thus careful pre-processing efforts are required to reduce such effects while preserving amplitude information (Pratt et al., 2004; Malinowski et al., 2011). Amplitude
decay is caused by the combination of geometrical spreading, scattering, and intrinsic
attenuation; the effects of geometrical spreading due to velocity structure are particularly significant (Kamei & Pratt, 2008). In frequency-domain waveform inversion, the
model gradients (the steepest ascent direction of the objective function) for velocity and
attenuation parameters are coupled, and the velocity and attenuation parameters are
poorly resolved from each other (Song & Williamson, 1995; Mulder & Hak, 2009; Hak &
Mulder, 2011); we refer to this lack of parameter resolution as “cross-talk”. Mulder &
Hak (2009) studied the null space for reflection seismic data, and suggested that there
exist many possible velocity and attenuation pairs for a given seismic data set if the
dispersion relationship is not considered. Even when the frequency-dependent velocity
is accounted for, many iterations are required to retrieve a true velocity and attenuation
model (Hak & Mulder, 2011). Hak & Mulder (2010) suggested that the parameter res151

olution depends on survey geometry, and that with perfect subsurface illumination, the
cross-talk problem is resolved. Nevertheless, a portion of the velocity perturbation will
remain unresolved due to the finite frequency bandwidth, and this will also influence the
cross-talk.
Because subsurface illumination is far from perfect, cross-talk remains a significant
problem. Furthermore, simple gradient-based methods fail to account for the different
sensitivity and scaling between classes of parameter, and specific parameters may dominate the inversions unless appropriate model covariance matrices are used. Additionally
more complete, but computationally expensive optimization algorithms like the subspace
method (Kennett et al., 1988) or Newton methods (Kennett & Sambridge, 1998) can further optimize the model update vector according to parameter classes.
As a result of the complications indicated in the previous paragraph, gradient-based
attenuation imaging tends to suffer from artifacts when simultaneously inverting for both
velocity and attenuation parameters (Song et al., 1995; Watanabe et al., 2004; Kamei
& Pratt, 2008). Liao & McMechan (1996) and Hak & Mulder (2011) used synthetic
studies to suggest that the cross-talk between velocity and attenuation parameters was
particularly evident on images from the early stages of the inversion. Liao & McMechan
(1996) also reported that model parameters need to be constrained to be within a certain range to retrieve a good attenuation model, and Hak & Mulder (2011) suggested
the inversion may be accelerated by penalizing the attenuation component of the gradient based on the relative order of eigenvalues in two parameter classes. Malinowski
et al. (2011) also applied a simultaneous inversion approach to real surface seismic data
acquired in the Polish basin, and successfully retrieved an attenuation model consistent
with available lithology information. They reported that stronger damping and strong
smoothing constraints were required in order to recover attenuation parameters.
An alternative approach is to only attempt to invert for attenuation models after
retrieving a sufficiently accurate velocity model, an approach we refer to as “sequential”
inversion. This approach can potentially mitigate the cross-talk if we assume velocity
structures are the first-order source of amplitude variation in the data. The initial velocity estimation is conducted by fixing a starting attenuation model (Pratt et al., 2004;
Kamei & Pratt, 2008; Rao & Wang, 2008; Smithyman et al., 2009). Pratt et al. (2004)
applied the sequential approach to a cross-well data set for a highly attenuative hydratebearing zone. They also used stronger smoothing constraints for attenuation parameters
than for velocity parameters. The resulting attenuation model coincided well with independent estimates of attenuation from sonic waveform analysis. The sequential approach
was also successfully adopted by Watanabe et al. (2004) for a laboratory experiment at
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sonic frequencies, and by Smithyman et al. (2009) for the identification of near-surface
objects. Watanabe et al. (2004) and Kamei & Pratt (2008) compared simultaneous and
sequential approaches using synthetic data sets with a cross-well geometry, and favoured
the sequential inversion method when regularization was not applied. Kamei & Pratt
(2008) suggested the majority of amplitude variation in a given data set can be indeed
explained by the distribution of velocity parameters.
In this chapter we explore robust inversion strategies to minimize the cross-talk and to
yield highly resolved velocity and attenuation images using a synthetic cross-well model
generated by Kamei & Pratt (2008). We seek to resolve these parameters both spatially,
and from each other. We compare the simultaneous and sequential inversion approaches,
and investigate the effects of a variety of gradient preconditioning schemes. We examine the attenuation imaging in the Laplace-Fourier domain, a natural and important
generalization of the frequency domain (Sirgue & Pratt, 2004; Shin & Cha, 2009).

5.1.1

Outline of the chapter

In section 5.2, we formulate visco-acoustic waveform inversion in the Laplace-Fourier
domain, and discuss the ill posedness of waveform inversion. We then describe a series
of synthetic inversion experiments in section 5.3: We introduce our synthetic models
in section 5.3.1, followed by the description of basic inversion methodology in section
5.3.2. After illustrating the cross-talk issue in section 5.3.3, we present the inversion test
results in sections 5.3.4 - 5.3.7. The sensitivity of visco-acoustic waveform inversion to
the synthetic noise is also examined in section 5.3.8. Finally in section 5.4, we discuss
our results and explore robust inversion strategies for attenuation imaging.

5.2
5.2.1

Theory
Laplace-Fourier domain

Following Shin & Cha (2009), the complex Laplace transform of the time-domain wavefield u(x; t) is
ˆ ∞
u(x; s) =
u(x; t) exp [−st] dt,
(5.1)
0

where s is the complex-valued Laplace parameter. If we write
s = 1/τ + iω,
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(5.2)

with a real-valued decay constant τ and a real-valued angular frequency, ω, then Eq.(5.1)
becomes


ˆ ∞
t
exp [−iωt] dt,
(5.3)
u(x; τ, ω) =
u(x; t) exp −
τ
−∞
which is the Fourier transform of the original time-domain wavefield multiplied by a
time-damping function, exp [−t/τ ]. The damping function acts as a data preconditioning
operator (Sirgue, 2003; Brenders & Pratt, 2007) in that smaller values of τ (larger values
of s) preferentially weight early arrivals, and suppress later arrivals. We further rewrite
Eq.(5.3) as
ˆ

∞

u(x; t) exp [−iΩt] dt,

u(x; τ, ω) =
−∞

= u(x; Ω),

(5.4)

where
Ω = ω − i/τ,

(5.5)

is a complex-valued frequency. Eq.(5.5) is the Fourier domain wavefield at a complexvalued frequency Ω = ω − i/τ (as in Phinney, 1965; Mallick & Frazer, 1987; Sirgue,
2003), and the equivalence of the complex Laplace and complex Fourier transform leads
us to refer waveform inversion in these domains a “Laplace-Fourier domain waveform
inversion” following Shin & Cha (2009).

5.2.2

Forward modelling

The visco-acoustic wave equation in the Laplace-Fourier domain is

∇


1
Ω2
∇u(x; Ω) +
u(x; Ω) = f (x; Ω),
ρ(x)
ρ(x)c2 (x; ω)

(5.6)

where ρ(x) is the density, u(x) is the pressure field, f (x; Ω) is the source term. (Note that
the velocity field may formally depend on the complex frequency Ω, but the dependence
of the velocity field on the imaginary part of Ω (i.e. the decay constant τ ) is assumed to
be negligible.) Attenuative media can be included by utilizing a complex-valued velocity
field c(x; ω), in which the attenuation factor
Q−1 = −

ci (x; ω)
,
2cr (x; ω)
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(5.7)

where cr (x; ω) = < [c(x; ω)] and ci (x; ω) = = [c(x; ω)] (Aki & Richards, 1980; Song et al.,
1995). We define the complex-valued slowness field
1
,
c(x; ω)

(5.8)

s(i) (x; ω)
,
2s(r) (x; ω)

(5.9)

s(x; ω) =
and
Q−1 =

where s(r) (x; ω) ≡ < [s(x; ω)] and s(i) (x; ω) ≡ = [s(x; ω)]. We assume a frequency independent Q, and implement the dispersion relationship
(r)

s (x; ω) =

s(r)
o (x)



 ω 
1
o
1+
ln
,
πQ
ω

(5.10)

(r)

where so (x) = < [so (x)], so (x) = s(x; ωo ), and ωo is the reference frequency (Aki &
Richards, 1980; Song et al., 1995).
A numerical solution of the wave equation in Eq.(5.6) for arbitrary velocity, density
and attenuation distributions requires a discretization of the model. If we assume that
the 2D P-wave subsurface velocity, density and attenuation structure may be described
by a set of Nm model parameters, m, after appropriate discretization of the partial
derivatives, Eq.(5.6) then leads to the matrix form
S(m; Ω)u(Ω) = f (Ω),

(5.11)

(Pratt et al., 1998), where u(Ω) represents the discrete solutions to the wave equation at
Nl grid points, and f (Ω) represents the discrete distribution of source terms at Nl grid
points. In this study we adopt the finite difference approach for the matrix elements
in Eq.(5.11) developed by Pratt & Worthington (1988) and Jo et al. (1996), but we
implement an absorbing boundary condition using the perfectly matched layer method
(Hustedt et al., 2004; Zeng et al., 2001).

5.2.3

Optimization

Instead of using complex-valued velocities as a single model parameter class as done by
Song et al. (1995) and Liao & McMechan (1996), we assume two real-valued parameter
classes to describe velocity and attenuation structures. The velocity structure is described
(1)
by a set of real-valued parameters mp , and the attenuation structure is described by
(2)
a set of real-valued parameters mp at each nodal point of the finite difference grid, xp
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(p = 1 . . . Nl ). We assume the density model can be derived from the velocity model by
a Gardner’s relationship (Gardner et al., 1974). Therefore
"
m=

m(1)
m(2)

#
,

(5.12)

and the number of model parameters Nm = 2Nl . We also assume that observed data,
src
d(Ωl , xsrc
k ), are available at Nr points for each source excitation at xk (k = 1, . . . , Ns )
and for a discrete set of complex-valued frequencies Ωl = ωl − i/τl (l = 1, . . . , NΩ ). We
seek to iteratively update the model to fit the Laplace-Fourier components using a local
optimization based on the conjugate gradient method.
We define a misfit functional E(m; d) using the L2 norm such that
2E(m; d) =

=

NΩ
X

E(Ωl )

l=1
NΩ X
Ns
X

T
src
δd(Ωl , xsrc
k ) δd(Ωl , xk ),

(5.13)

(5.14)

l=1 k=1

where δd is the residual, and
residual is defined as

T

indicates the Hermite conjugate of the vector. The

src
src
δdj (Ωl , xsrc
k ) = (uj (Ωl , xk ) − dj (Ωl , xk )) exp [to /τl ] , j = 1, . . . , Nd ,

(5.15)

where to is the picked arrival time, and the term exp [to /τl ] is introduced to compensate for
the extra amplitude loss caused by the exponential time damping in Eq.(5.3) (Brenders
& Pratt, 2007). We refer to this definition of the residual as the “conventional” residual.
We also employ a logarithmic phase-only residual (Bednar et al., 2007)
δdpj (Ωl , xsrc
k )


 
uj (Ωl , xsrc
k )
= = ln
,
dj (Ωl , xsrc
k )

(5.16)

for velocity-only inversions during the sequential inversion approach, which leads to the
corresponding phase-only misfit functional
p

2E (m; d) =

NΩ X
Ns
X

T
p
src
δdp (Ωl , xsrc
k ) δd (Ωl , xk ),

(5.17)

l=1 k=1

Note that logarithmic phase-only residuals are independent of amplitudes, and thus do
not require the compensation term as in Eq.(5.15).
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The derivation below focuses on two-parameter velocity-attenuation inversions employing the conventional misfit function. (Readers are recommended to refer to Bednar
et al. (2007) and Kamei et al. (2012b) for a detailed description of the phase-only objective function.) For the conjugate gradient method, the model vector is updated at each
iteration, δm, corresponding to
δm = αγγ ,
(5.18)
where the steplength α is computed by assuming linearity in the vicinity of the current
model (Song et al., 1995), and the conjugate gradient direction γ is obtained by a linear
combination of preconditioned model gradients (Polak & Ribiére, 1969). The model
gradient ∇m E is obtained by the adjoint method (Lailly, 1983; Tarantola, 1984; Pratt
et al., 1998), so that the computationally expensive Fréchet kernel is not required in
explicit form.

Following Kennett et al. (1988), and Williamson (1990), we partition the gradient
into two vectors each representing a single parameter class to explicitly illustrate the
characteristics of the two-parameter inversion problem yielding
"
∇m E =

#

∇m(1) E
∇m(2) E

.

(5.19)

The magnitudes of each component of the gradient ∇m(j) E are not necessarily scaled
in accordance with the variances of the model parameters m(j) . Instead the relative
magnitudes of ∇m(1) E and ∇m(2) E are governed by the (arbitrary) choice of units, and
by the corresponding singular values of the Fréchet derivative matrix. This lack of scaling
leads to imbalances in the model updates between the two parameter classes. To avoid
this, we precondition the model gradient by pre-multiplication by
"
P=

I 0
0 ξI

#
,

(5.20)

where I is the Nl × Nl identity matrix, and ξ is a scalar that scales and balances the two
gradient classes, and is referred to as an ‘attenuation penalty term’. The preconditioned
gradient is thus
γ̃γ = P∇m E,
"
#
∇m(1) E
=
,
ξ∇m(2) E
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(5.21)
(5.22)

which illustrates that ξ 6= 1 performs an implicit regularization: The condition ξ < 1
penalizes the attenuation component of the model gradient, and ξ > 1 penalizes the
velocity component of the model gradient. (In Appendix Appendix 5.A, we discuss the
relationship of the preconditioning matrix to the priori model covariance employed in the
Bayesian inversion approaches developed by Tarantola & Valette (1982) and Tarantola
(1988))

5.2.3.1

Computation of the gradient ∇m E

The derivation below follows closely that of Pratt et al. (1998), but we expand the discussion to consider the behaviour of the multiparameter inverse problem. From Eq.(5.13),
we write the gradient as
NΩ
X
∇m E =
∇m E(Ωl ),
(5.23)
l=1

where Ωl = ωl − i/τl . Following Pratt et al. (1998),
∂E(Ωl )
,
∂m
X


T
src
< K(Ωl , xsrc
)
δd(Ω
,
x
)
=
l
k
k

∇m E(Ωl ) =

(5.24)
(5.25)

Ns

where K(Ωl , xsrc
k ) is the Fréchet derivative matrix. Partitioning of this matrix into two
matrices corresponding to the two parameter classes yields
K(Ωl , xsrc
k ) =

h

(2)
src
K(1) (Ωl , xsrc
k ) K (Ωl , xk )

where the p-th column of K(j) (Ωl , xsrc
k ) is given by

∂u(Ωl ,xsrc
k )
(j)

∂mp

i

,

(5.26)

. Then from Eq.(5.11)

−1
(j)
src
K(j) (Ωl , xsrc
k ) = S (Ωl )F (Ωl , xk ),

(5.27)

where F(j) (Ωl , xsrc
k ) is a matrix containing the virtual sources for each model parameter,
and the p-th column of F(i) (Ω, xsrc
k ) is given by
src
F(j)
p (Ωl , xk ) = −

The partial derivative

∂S(Ω)
(j)

∂mk

∂S(Ωl )
(j)
∂mp

u(Ωl , xsrc
k ).

(5.28)

may be interpreted as a ‘radiation pattern’ describing the

scattering of the incident wavefield u by the virtual sources (Beylkin & Burridge, 1990;
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Malinowski et al., 2011). From Eqs (5.23) - (5.26),
∇m(j) E =

NΩ X
Ns
X

<

h

F

(j)

t
(Ωl , xsrc
k )

v(Ωl , xsrc
k )

i

,

(5.29)

l=1 k=1

where t indicates the transpose of the matrix without a complex conjugation, and v(Ω, xsrc
k )
is the ‘backpropagated wavefield’
−1
src ∗
v(Ωl , xsrc
k ) = S (Ωl ) [δd(Ωl , xk )] ,

(5.30)

interpreted as the forward propagation of time-reversed (conjugated) residual wavefields
(Pratt et al., 1998). We observe from Eq.(5.29) that the gradient is formed by a weighted
convolution of the backpropagated residuals with the virtual source, and we interpret
∂S(Ω)
(j) as a weighting term. (In Appendix Appendix 5.B, we describe an alternative form
∂mk

of the model gradient based on a correlation rather than convolution.)
5.2.3.2

Numerical implementation

In the development above, we have not specified the model parametrization for the velocity and attenuation classes. Interestingly, the only term dependent on the parametrization is ∂S(Ω(j)l ) in Eq.(5.28), i.e. the radiation pattern of the virtual sources, which acts as
∂mk
a weighting term on the convolution between the observed and backpropagated fields.
In acoustic waveform inversion, a slowness parametrization is typically used for its
relatively linearity with respect to the phase of the waveforms (Sirgue & Pratt, 2004).
For attenuation, a variety of parametrizations have been proposed: The imaginary part
of complex-valued velocity (Song et al., 1995; Liao & McMechan, 1996), the imaginary
part of the complex-valued slowness (Pratt et al., 2004), Q−1 (Kamei & Pratt, 2008),
Q (Malinowski et al., 2011), and the imaginary parts of the squared complex-valued
slowness (Hak & Mulder, 2010, 2011). By analogy to the slowness parametrization in
the acoustic case, we choose
m(1) = s(r)
o = < [s(ωo )] ,

(5.31)

m(2) = s(i)
o = = [s(ωo )] ,

(5.32)

(i)

and we assume so to be strictly non-negative (i.e. positive attenuation). Note that our
parametrization is based on the complex slowness at a reference frequency ωo , and therefore is independent of the frequency set used for the forward modelling. (The frequencydependent complex slowness, s(ω), required for the forward modelling is recalculated
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using Eqs(5.9) and (5.10) after updating so .)
(r)

(i)

Instead of directly calculating the gradient with respect to so and so , we conduct
two-step gradient calculation: First the model gradient is calculated at the current frequency ωl with respect to s(r) (ωl ) = < [s(ωl )], and s(i) (ωl ) = = [s(ωl )], where ωl = <(Ωl ),
(r) (i)
and then using the Jacobian of the coordinate change, J = ∂(s(r) ,s(i) ) , we obtain the model
∂(so ,so )

(r)
so

(i)

gradient at the reference frequency ωo with respect to
= < [so ] and so = = [so ] (see
Section 5.2.3.3 below). This implementation is chosen i) because the gradient with respect to s(r) (ωl ), and s(i) (ωl ) can be given in a simpler form than the gradient with respect
(r)
(i)
to so and so , and also ii) because we can readily expand the formulation to any arbi(i)
trary parametrization (e.g. Q−1 instead of so ) by defining the appropriate alternative
Jacobian matrix. (A similar approach was also used by Hak & Mulder (2011) for the
squared slowness parametrization.)
From Eq.(5.6), assuming a simple second-order finite difference scheme (Pratt & Worthington, 1990), we obtain
∂Sqr (Ωl )
(r)

∂sp (ωl )
∂Sqr (Ω)

= δpq δqr Ω2

∂


2
c−2
q (ωl ) = 2δpq δqr Ωl sp (ωl ),

(r)

∂sp (ωl )

∂
2
= δpq δqr Ω2 (i)
c−2
q (ωl ) = 2iδpq δqr Ωl sp (ωl ),
(i)
∂sp (ωl )
∂sp (ωl )

(5.33)
(5.34)

(note we do not use an implied summation notation here). These equations imply that
the partial derivative of the impedance matrix is zero everywhere except at xp . Thus
from Eq.(5.28), the virtual source matrices for each parameter class are diagonal with
a diagonal term equal to 2Ω2p sp (ωl ) for the velocity parameter, and 2iΩ2p sp (ωl ) for the
attenuation parameter. Therefore the virtual sources for two parameter classes, have the
same amplitude, but have a 90-degree phase-shift. From Eq.(5.27), these properties are
∂u(Ω ,xsrc )
∂u(Ωl ,xsrc
k )
,
also shared by the Fréchet derivatives of two parameter classes ∂sl(r)k , and
∂s(i)
(i.e. the forward wavefields generated from the virtual sources). The perturbation in the
data

T

T
∂u(Ωl , xsrc
∂u(Ωl , xsrc
k )
k )
(r)
δu =
δs +
δs(i) .
(5.35)
∂s(r)
∂s(i)
Thus if we perturb s(r) and s(i) by the same amount, the perturbation in the data is
(i)
s (ω )
governed by δs(r) , since p(r) l = Q−1  1 In other words, the sensitivity of seismic
2sp (ω)

waveforms to s(i) will be much smaller than s(r) . (A similar discussion was provided for
velocity - Q parametrization by Malinowski et al. (2011).) Therefore, if the two model
parameter classes are equally far from the true models, the largest singular values of the
Fréchet derivative matrix for this choice of parametrization are likely to be associated
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with a velocity perturbation rather than attenuation parameters. (Note that the rescaling of the parameter classes by for example a model weighting matrix does not solve
this issue, and still leads to an ill-conditioned Fréchet derivative matrix.)
From Eq.(5.29), the gradient becomes

where
ηp (ω) = −2

∇s(r) (ωl ) E = < [ηη (ωl )] ,

(5.36)

∇s(i) (ωl ) E = = [ηη (ωl )] ,

(5.37)

NΩ X
Ns
X

src ∗
Ω2l [up (Ωl , xsrc
k )sp (ωl )vp (Ωl , xk )] ,

(5.38)

l=1 k=1

is the weighted convolution between the predicted and backpropagated wavefields at xp
over all source-receiver pairs. The phase of η (ωl ), arg(ηη (ωl )) distributes the weighted
convolution between the observed and backpropagated wavefields into the velocity and
attenuation components of the gradient.

Therefore ideally arg ∇s(i) (ωl ) E / ∇s(r) (ωl ) E = arg(ηp (ωl )) approximates arg(δsp (ωl ))
where δsp (ωl ) = sp (ωl ) − sp,true (ωl ) in order to find the optimal steepest descent direction. However the convolution ηp (ωl ) depends on errors in model parameters s everywhere
along the wavepaths (not only at xp ), caused by imperfect subsurface illumination due to
the survey geometry, and by limited band-width of data. The convolution is further contaminated by data noise, and by modelization errors appearing in the residuals, including
elastic effects not accounted for by the visco-acoustic assumption. Therefore the condition arg(ηp (ωl )) ∼ arg(δsp (ωl )) is not guaranteed, and the gradient will contain cross-talk
from the other parameter class. Some of the factors contributing to the cross-talk mentioned above can be mitigated by iterative inversion, or by data preprocessing, but most
are native to the acquisition design and the inherent physical assumptions in the viscoacoustic model. Thus the cross-talk is inevitable and probably persistent throughout the
inversion between the classes of parameters.
The inverse or approximate inverse of the Hessian matrix may be useful as a preconditioner to reduce the cross-talk, since the Hessian itself describes the defocusing of
the gradient arising from incomplete illumination and limited
bandwidth
(Pratt et al.,


1998). Particular off-diagonal elements of the Hessian

∂2E
(1)
(2)
∂mi ∂mj

describe the inter-

action between parameter classes (Kennett & Sambridge, 1998). The Hessian matrix is
computationally expensive to invert, however the inverse Hessian can be approximated by
computationally affordable L-BFGS (Brossier et al., 2009), truncated Gaussian (Métivier
et al., 2012), or implicit Jacobian methods (Abubakar et al., 2012). What is more, the
161

Hessian is ill-conditioned due to the strong coupling between the velocity and attenuation
components of the Fréchet derivative. Therefore we did not employ the Hessian matrix
or its inverse in this study.
Alternatively, the cross-talk may be suppressed by a variety of regularization methods. For example, penalizing the attenuation component of the gradient may be helpful,
as data show much weaker sensitivities to the attenuation parameter than to the velocity
parameter. This motivates us to suggest the simple gradient preconditioning matrix proposed in Eq.(5.20), in which the key regularization parameter is the attenuation penalty
term ξ. As described in Section 5.2.3, small values of ξ will eliminate artifacts in the
attenuation model corresponding to small singular values. As some cross-talk may have
larger singular values than the actual components of the model, additional regularization perhaps through smoothness constraints may need to be combined with the penalty
(Scales et al., 1990).
As an alternative to regularization, we may invert the model parameters according to
the hierarchical order of the sensitivity, an approach called sequential inversion (Watanabe et al., 2004; Pratt et al., 2004; Kamei & Pratt, 2008), in which we initially invert for
the velocity model while fixing the attenuation model, and we update the attenuation
parameters only after a highly accurate velocity model is obtained. This later approach
assumes the velocity parameters are physically nearly-independent of the attenuation
parameters, and allows us to restrict the search space in the second stage. We test both
approaches in the sections to follow.

5.2.3.3

Coordinate change to reference frequency

We derived the gradient with respect to the current frequency ωl in Eqs (5.36) and
(5.37). However as defined in Eqs (5.31) and (5.32), our parametrization classes are
(r)
(i)
the slownesses so and so at the reference frequency ωo , which are independent of the
modelling frequency. The coordinate change is


∂E(Ωl )
(r)
∂sop



∂E(Ω)





∂E(Ωl )



(r)

 = J(ωl ) 

(i)
∂sop

∂sp (ωl )
∂E(Ωl )
(i)
∂sp (ωl )
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.

(5.39)

Table 5.2: Correlation lengths used to generate the model: ax and az are the correlation
lengths for x- and z-directions, ax /λ800 and az /λ800 indicate the size of the heterogeneities
relative to λ800 , where λ800 is the mean wavelength of each layer at 800 Hz, the highest
frequency used for the inversion.
Layer ax [m] az [m] ax /λ800 az /λ800
1
20.0
2.0
3.6
0.36
2
20.0
5.0
3.3
0.79
3
20.0
1.0
3.3
0.17
where Js (ωl ) is the Jacobian of the coordinate change, and may be formed from the
dispersion relationship defined in Eq.(5.10), so that
(r)

J(ωl ) =

(i)

∂(sp (ωl ), sp (ωl ))
(r)

(i)

∂(sop , sop )




(i)

sop

2

 



ωl
ωo

1
−2 (r) ln

s op
 
  
(i)

s op
− π2 ln ωωol
1 − π2 (r)
ln ωωol
sop
"
#
1  0
∼
, (Q−1  1).
ωl
2
− π ln ωo
1

= 


(5.40)

(5.41)

The off-diagonal terms of this Jacobian map the effects of velocity dispersion relationship
between two parameters; this correction increases as ωl diverges from ωo , and the most
significant component of the Jacobian is the mapping from the velocity to the attenuation
class. For Q−1
p  1, the Jacobian does not depend on the slowness model, as

(i)

s op

(r)
s op

k|1 from

Eq.(5.9). The velocity component becomes independent of the gradient of attenuation
parameters. Note that this is a local coordinate change at xp to correct for the dispersion
relationship, and does not influence the discussion regarding the cross-talk given above.

5.3
5.3.1

Synthetic tests
Model description and waveforms

We conduct visco-acoustic waveform inversion tests using the cross-well survey geometry
following Song et al. (1995), Liao & McMechan (1996), and Pratt et al. (2004). The
geometry provides a superior subsurface illumination than the surface survey geometry,
and is amenable to mitigate the cross-talk between two parameter classes (Hak & Mulder
(2010)). We created a three-layer model consisting of sedimentary rocks of generic sand163
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Figure 5.1: Schematic model of a synthetic cross-well survey test after Kamei & Pratt
(2008). Source and receiver wells are located 150 m apart, and indicated by two vertical
solid lines
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Figure 5.2: (a) True velocity model, (b) true attenuation model, (c) synthesized commonlevel gather. Yellow curve indicates the first arrivals.
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Table 5.3: Probability distribution used to generate the model: rv1 and rQ−1
are the ratio of sandstone, µv1 and σv1 are the
1
mean and standard deviation of velocity distribution for sandstone, and µv2 and σv2 are for shale. µQ−1
and σQ−1
are the mean
1
1
−1
and standard deviation of Q distribution for sandstone, µQ−1
and σQ−1
for shale.
1
1
rv1
µv1
σv1
µv2
σv2
rQ−1
µQ−1
σQ−1
µQ−1
σQ−1
1
1
1
2
2
Layer
[%] [km/s] [km/s] [km/s] [km/s] [%]
1 (sand)
100
4.5
0.25
N/A
N/A
100 0.020 0.0030 N/A N/A
2 (sand&shale) 30
4.5
0.20
5.3
0.1
30 0.0133 0.0013 0.040 0.004
3 (sand)
100
4.8
0.15
N/A
N/A
100 0.0067 0.0033 N/A N/A

stone and shale properties. The schematic model is shown in Fig. 5.1, and the actual
velocity and attenuation model is shown in Fig. 5.2. The model is 190 m wide, and
300 m deep. Source (left) and receiver (right) wells are located with a 150 m horizontal
separation, and 265 sources and receivers are deployed at 1 m vertical intervals.
We assume that sandstone is characterized by relatively strong velocity fluctuations,
and by weak intrinsic attenuation, and that the shale is strongly attenuative but contains
small heterogeneities. The three layers have the following characteristics: 1) The top
layer (135 m thickness) comprises only sandstone, and strong scattering attenuation is
expected. 2) The middle layer (30 m thickness) is shale-rich, and intrinsic attenuation is
dominant. 3) The bottom layer (135 m thickness) is again a sandstone layer with only
weak intrinsic attenuation, and with smaller velocity fluctuations than in layer 2. The
synthetic velocity and attenuation models were deliberately left uncorrelated to allow the
parameter resolution of the inversion approaches to be evaluated.
We followed the methodology described in Yamazaki & Shinozuka (1988) and Kamei,
R., Hato, M. (2005), and employed a spectral-based approach to generate the randomly
heterogeneous velocity and Q−1 models. The random heterogeneities were assigned into
each layer by a two-dimensional ellipsoidal self-similar correlation function using parameters described in Table 5.2 (Frankel & Clayton, 1986; Ikelle et al., 1993; Yamazaki &
Shinozuka, 1988). The correlation lengths for the vertical direction (az ) were selected to
be less than a half wavelength (the approximate resolution of visco-acoustic waveform
inversion estimated by Wu & Toksoz (1987)) for most of the frequency range used in the
inversion, and we assumed a longer correlation length for the horizontal direction (ax )
than az . The sub-resolution az insures the inclusion of scattering effects in our waveform
inversion tests. While the same correlation lengths were assigned to the velocity and
attenuation models, we generated the velocity and attenuation models independently,
so that the two model parameters are uncorrelated. The probability distribution of the
model parameters was assumed to be a Gaussian function for Layer 1 and 3 which consist
of sandstone, and a bimodal superposition of two Gaussian functions for Layer 2 to represent sandstone and shale. We describe the parameters of the probability distribution
in Table 5.3.
We modelled visco-acoustic Laplace-Fourier domain seismic wavefields between 100
- 850 Hz using the finite-difference modelling algorithm described in Section 5.2.2. We
used a source wavelet with a central frequency at 500 Hz, and set the reference frequency,
ωo , to be 100 Hz. We assigned a 1 m ×1 m grid elements to discretize the model, small
enough to avoid the numerical dispersion (Jo et al., 1996). We employed two τ values in
this study; τ = 0.051, and 0.0015 sec.
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Figure 5.3: (a) Initial velocity model, (b) initial attenuation model, and (c) synthesized
common level gather.
We display a time-domain common-level synthetic gather in Fig. 5.2c: The gather
shows waveforms which are generated and received at the same depths. We obtained
the gather by applying the inverse Laplace-Fourier transform to the Laplace-Fourier
domain seismic wavefields generated by using τ = 0.051 sec. The τ value was selected as
40 % of the record length (0.275 sec) to suppress the wrap-around effects as described
by Brenders & Pratt (2007), and has a negligible effect on actual seismic waveforms. In
Layer 1, the amplitudes of waveforms are relatively small when compared to Layer 3, and
strong scattered arrivals are visible: These are due to the strong heterogeneities in the
velocity structure of Layer 1. The synthetic waveforms in Layer 2 exhibit larger amplitude
decays, but do not contain the scattered arrivals: The amplitude decay is largely due
to the attenuative shale, rather than the heterogeneities in the velocity model. Layer 3
creates some scattering, but the amplitude decay is not evident as the perturbations in
this layer are small, and as the intrinsic attenuation is very weak.

5.3.2

Inversion settings

We start inversion tests using the Laplace-Fourier wavefields generated with τ = 0.051
sec (sections 5.3.4 - 5.3.6): These inversion tests can be considered as an equivalent to
pure frequency-domain waveform inversion because of the negligible damping effects. We
first examine the effects of cross-talk between two parameter classes in Section 5.3.3. We
then examine the simultaneous inversion approach in Section 5.3.4, and the sequential
inversion approach Section 5.3.5. In these tests, we also evaluate the effects of the
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Figure 5.4: (Left) Phase residuals and (right) logarithmic amplitude residuals of the
starting model at 500 Hz and τ = 0.051 sec.
attenuation penalty term ξ introduced in Section 5.2.3. In Section 5.3.6, we investigate
the significance of smoothness constraints on stabilizing attenuation inversion. Then in
Section 5.3.7, we explore the effects of stronger time-damping (τ = 0.0015 sec) on both
the simultaneous and sequential inversion approaches. Finally we examine the sensitivity
of visco-acoustic waveform inversion to data noise in Section 5.3.8.
As described in Section 5.2.3, we invert synthetic wavefields for real and imaginary
(r)
(i)
parts of the complex-valued slowness at the reference frequency, so and so . After
the inversion, we then extract Q−1 from the slowness parameters using Eq.(5.9), and we
display the results as an attenuation model. Our observed data in sections 5.3.4 - 5.3.7 are
Laplace-Fourier wavefields directly generated by the finite difference algorithm, instead of
applying the Laplace-Fourier transform to the time-domain data in Fig. 5.2c. This is to
avoid potential inversion errors arising from any data preprocessing and the forward and
inverse transforms. In contrast, the observed data for the noise tests in Section 5.3.8 are
generated by adding a Gaussian noise to the time-domain wavefields before converting
to the Laplace-Fourier domain. We used 13 mono-frequency components in intervals of
50 Hz between 200 and 800 Hz. The frequency range is chosen to be valid for 1 m grids,
and the frequency intervals are chosen by experiments to be as coarse as possible without
significantly degrading the resultant images. We did not use multifrequencies as most of
the inversions were conducted with noise-free synthetic data, and also as multifrequency
tests (not shown) did not change our conclusions for cross-talk effects. We used a source
wavelet estimated from a field cross-well data inverted by Pratt et al. (2008). Starting
from the lowest frequency (200 Hz), model parameters are updated using 20 iterations
at each frequency, before moving to the optimization of a higher frequency component.
The source wavelet is updated after each iteration using the method described in Pratt
(1999).
Our starting velocity model is a smoothed version of the true velocity model. We
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generated this model by taking a 150 m × 150 m moving average of the original model
shown in Fig. 5.3a. We generated a homogeneous model of Q−1 =0.0156 (the average of
the true model), and used this as a starting attenuation model. We computed synthetic
waveforms from the starting model using the true source wavelet, and we display the
common level gather in Fig. 5.3c with hand-picked arrivals in yellow. The predicted
first arrivals from the starting model are mostly within a half cycle from the observed
first arrivals in Layer 1 and 3, demonstrating the starting model will not cause a significant cycle-skipping problem in these layers (Song et al., 1995). We also display the
frequency-domain residuals at 500 Hz for τ = 0.051 sec in Fig. 5.4: Instead of showing the
conventional residual in Eq.(5.15), we show the phase residual, δdpj = arg(uj ) − arg(dj )
in Eq.(5.16), and the logarithmic amplitude residual, δdaj = log(|uj |/|dj |) (Pyun et al.,
2007). The phase residuals are large in Layer 1 and 2 due to the lack of heterogeneities in
the model, and the lack of information from the shale (Layer 2) in the starting velocity
model. Many ‘fringes’ in the phase residuals suggest potential cycle skipping at these
traces at 500 Hz. Most of these fringes disappear at the lowest frequency used for the
inversion. The amplitude residuals indicate that the starting model overestimates the
amplitudes in Layer 1 and 2, and underestimate the amplitudes in Layer 3.
We precondition the model gradient using P in Eq.(5.20), and by applying a smoothing operator at each step. We examine three values of ξ; 1.0, 0.1 and 0.01. The condition
ξ = 1.0 indicates that no scaling nor implicit regularization is applied to the model
gradient. As we decrease the value of ξ, the attenuation component of the gradient is
penalized. When ξ < 0.001, the update on the attenuation model is almost entirely
suppressed.
We apply smoothness constraints by preconditioning the model gradient using an
elliptic low-pass wavenumber filter (Sirgue & Pratt, 2004). The filter is intended to
suppress oscillations beyond the theoretical limit of waveform inversion, κo = 2ω/c, where
c is the phase-velocity (Wu & Toksoz, 1987). We select cut-off wavenumbers relative to
κo , and set c = 4.5 km/s (the average of the true velocity model) throughout this study.
We start with applying a weak wavenumber filter to the both components of the model
gradient in sections 5.3.3 - 5.3.5: The high-cut wavenumber is selected to be 3κo /4 and
tapered off at κo , and the aspect ratio of the elliptic filter is set as 1/2 (we refer to this
filter as Filter 1). In sections 5.3.6 - 5.3.8, we test a stronger wavenumber filter, which
has cut-off wavenumbers of κo /2 with a tapering area of κo /4, and aspect ratio of 1/4.
We refer to this filter as Filter 2.
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Figure 5.5: Impact of cross-talk on attenuation imaging: Simultaneous inversion results
of Data-V. (Top) Velocity models and (bottom) the attenuation models obtained by
simultaneous inversion with ξ = 1.0. (b) Vertical profiles of at X = 50 m. Black lines
indicate the inversion results, thick solid grey line the starting models, and grey dashed
line the true models.

5.3.3

Effects of cross-talk

Before describing the inversion of the synthetic data set generated in Section 5.3.1, we
first examine the effects of the cross-talk between velocity and attenuation parameters
by creating and inverting two new visco-acoustic data sets. Each of the data set was
generated from a subsurface model by perturbing only one of two model parameter classes
from the starting models: The first data set was generated from the three-layered velocity
model in Fig. 5.2a and the starting homogeneous attenuation model in Fig. 5.3b (we refer
to this data set as Data-V), and the second data set from the three-layered attenuation
model in Fig. 5.2b and the starting smooth velocity model in Fig. 5.3a (we refer to this
data set as Data-Q). Any perturbation in the attenuation model inverted from Data-V
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Figure 5.6: Impact of cross-talk on velocity imaging: Simultaneous inversion results of
Data-Q. (Top) Errors in the inverted velocity model, and (bottom) the attenuation model
obtained by simultaneous inversion with ξ = 1.0. (b) Vertical profiles of (a) at X = 50
m. Black lines indicate the inversion results, thick solid grey line the starting models,
and grey dashed line the true models.
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will illustrate the undesired cross-talk associated with the ‘leakage’ of the velocity update
due to the imperfect convolution to form η in Eq.(5.38). The inversion from Data-Q set
will in turn illustrate the effect of leakage of the attenuation model in the velocity model.
Using Data-V and Data-Q, we simultaneously inverted for the velocity and attenuation models following the strategy described in Section 5.3.2 using τ = 0.051 sec, and
ξ = 1.0. For both data sets, the objective function steadily decreased between 70 - 99 %
per frequency during the inversion. The total conventional misfit function,
Etotal =

800Hz
X

δdT δd,

(5.42)

200Hz

was reduced by the inversion to less than 0.1 % of Etotal in the starting model after
the inversion of both data sets, indicating the excellence of the data fit. We display
the resulting velocity and attenuation models in Fig. 5.5 for Data-V, and in Fig. 5.6 for
Data-Q. Note in Fig. 5.6a, we depict errors in the inverted velocity model instead of
absolute velocity values to visualize small discrepancies.
In both inversion experiments, we successfully retrieved the desired perturbed model
parameters, i.e. the three layered velocity model for Data-V, and the three layered
attenuation model for Data-Q. The artifacts arising from the cross-talk are indeed present
as unphysical oscillations for both parameters classes, although only dominant in the
attenuation model obtained by Data-V. We observe small oscillations (< 5 % of the
true value) in the velocity image obtained from Data-Q shown in Fig. 5.6a. The total
conventional misfit Etotal barely changes if we re-compute these with the inverted velocity
model, and the true attenuation model for Data-V, or with the inverted attenuation
model and the true velocity model for Data-Q. This suggests that the objective function
is insensitive to the unphysical oscillations observed in the final inversion models, and
therefore that the oscillatory artifacts are associated with very small singular values of the
system. The oscillations were difficult to eliminate, and were persistent in the attenuation
model obtained from Data-V even after a large number of iterations (up to 900 iterations
per frequency). The form of the unphysical oscillations changed as the velocity model was
refined by increasing the iteration number, since the unphysical oscillations are a result
of leakage from the velocity gradient to the attenuation gradient due to the imperfect
convolution in Eq.(5.38). We also conducted the inversion using a wide bandwidth, and
a wide source-receiver aperture. These reduced the amplitudes of oscillations, but could
not completely remove the artifacts.
The effects of the cross-talk are attributed to the unequal scaling between two model
parameters as described in Section 5.2.3, and the insensitivity of the seismic waveforms
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Figure 5.7: Simultaneous inversion results of noise-free data at τ = 0.051 sec generated
from the model in Fig. 5.2: (Top) velocity models, and (bottom) Q−1 models obtained
using (a) ξ = 1.0 (b) 0.1, (c) 0.01.

to the unphysical oscillations. We found that the velocity and attenuation components of the model gradient were in fact similar in magnitudes for both experiments
(i)
E / ∇s(i)
E < 2), although |δso | is at least one-order smaller in magnitude
(0.5 < ∇s(r)
o
o
(r)
than |δso |. Therefore when inverting Data-V, the unphysical attenuation update αγγ s(i)
o
induced by the cross-talk was large enough to deteriorate the attenuation image, since
(r)
the steplength α was chosen to update so . In contrast, when Data-Q was inverted, α
(i)
was set optimal to update so and therefore αγγ s(r)
is too small to influence the velocity
o
image.
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Figure 5.10: (Top) Phase residual (δdp ) and (bottom) logarithmic amplitude residual
(δda ) at 500 Hz and τ = 0.051 sec, computed from figures 5.7a-c. These may be compared
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5.3.4

Simultaneous inversion

We now describe the simultaneous inversion results of velocity and attenuation parameters using the Laplace-Fourier domain wavefields for τ = 0.051 sec generated from the
original model as described in Section 5.3.1, and evaluate the effects of gradient preconditioning by varying the parameter ξ in Eq.(5.20). As described in Section 5.3.2 and
applied in Section 5.3.3, both velocity and attenuation components of the model gradient
were weakly smoothed by the wavenumber filter described in Section 5.3.2 as Filter 1.
We evaluated inversions for three values of ξ= 1.0, 0.1, and 0.01. In all three inversion settings, the objective function decreased monotonically between 55 to 99 % per
frequency. The reduction was largest at the lowest frequency (200 Hz), and smallest
at the highest frequency (800 Hz). We display the resulting velocity and attenuation
models in Fig. 5.7, and the vertical profiles at X = 50 m in Fig. 5.8. To validate the
waveform inversion results, we generated synthetic waveforms from the final models after
re-estimating the source wavelet. The common-level gathers are displayed in Fig. 5.9.
The Laplace-Fourier domain residuals from the final models are shown for τ = 0.051 sec
in Fig. 5.10.
When the gradient was not scaled (ξ = 1.0), the velocity model shows a good agreement with the true model, although slightly deficient in detailed features. The inverted
attenuation model somewhat mimics the trend of attenuation values in three layers: Mild
attenuation for Layer 1, strong attenuation for Layer 2, and weak attenuation for Layer
3. However the attenuation model contains strong unphysical oscillations, particularly in
Layer 1 and 3. From the similarity of these oscillations to those in Fig. 5.5, we consider
that the artifacts are caused by the cross-talk associated with the velocity updates.
By penalizing the attenuation parameters (ξ < 1.0), we significantly suppressed the
oscillations in the attenuation models, and also increased the resolution of the velocity model. At ξ = 0.1, waveform inversion delineated the two largest low attenuation
anomalies in Layer 2. However the oscillations of attenuation parameters are still evident
in Layer 1 and 3, and the Q−1 values in Layer 2 are overestimated. At ξ = 0.01, the
attenuation model contains a very small level of oscillations, but as a trade-off, the low
attenuation anomalies are overly smoothed in Layer 2. A larger number of iterations may
have recovered these anomalies, but we stopped the inversion since the velocity model
contains strong artifacts at the sides of the model, which became more significant as are
increased the number of iterations. We consider that an optimal model may be obtained
by choosing ξ between 0.01 and 0.1.
The discrepancies between the attenuation models are not quite obvious from the
waveform fit (neither quantitatively nor qualitatively). The value of the total misfit
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Figure 5.11: Stage 1 of sequential inversion tests of noise-free data at τ = 0.051 sec
generated from Fig. 5.2: (a) Velocity model obtained by velocity inversion using the
logarithmic phase-only objective function. (b) Vertical profile of (a) at X = 50 m. Thick
grey lines indicate the starting model, grey dashed lines the true model, black solid lines
the inversion result. (c) Predicted common-level gather after velocity inversion.
function Etotal computed from the final model is very small, and nearly identical for the
three models: 0.85 % of the starting model for ξ = 1.0, 0.50 % for ξ = 0.1, and 0.65 % for
ξ = 0.01. The predicted waveforms from all three inverted models reproduced well the
features in the observed waveforms (Fig. 5.9), and significantly reduced the phase and
amplitude residuals (Fig. 5.10). The discrepancies between the residuals are negligible
between the inversion results from ξ = 0.1 and 0.01. At ξ = 1.0, the phase residuals
are slightly larger in Layer 1 than in the other models, due to the lack of small-scale
heterogeneities in the final velocity model.

5.3.5

Sequential inversion

We used the same inversion settings as in Section 5.3.4, and evaluate the sequential
inversion approach. We start the sequential inversion process by inverting for velocity
parameters while fixing an attenuation model (stage 1). Then we invert for velocity and
attenuation parameters starting from the stage 1 results (stage 2).
5.3.5.1

Stage 1: Velocity inversion

We first inverted for the velocity model by minimizing the logarithmic phase-only objective function defined in Eq.(5.16) instead of the conventional objective function. The
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Figure 5.12: (Left) Phase residual (δdp ) and (right) logarithmic amplitude error (δda )
after velocity inversion at 500 Hz and τ = 0.051 sec.

phase-only implementation allows us to focus on kinematic information, and to minimize
artifacts arising from the incorrect attenuation model. In this inversion, we conducted
10 iterations per frequency instead of 20 iterations used in the previous sections: The
obtained velocity model was sufficiently accurate after 10 iterations, and a larger number
of iterations induced strong “X-shaped” artifacts probably due to a lack of an accurate
attenuation model as observed for simultaneous inversion with ξ = 0.01 in Section 5.3.4.
We display the inverted velocity model in Fig. 5.11 along with vertical profiles, and
the predicted waveforms. The phase and amplitude residuals δdp and δda after stage
1 are shown in Fig. 5.12. The obtained velocity model delineates detailed features in
all three layers. When compared to the simultaneous inversion results, velocity-only
inversion apparently retrieved slightly sharper structures in Layers 1 and 3. However in
Layer 2, the resolution is slightly lower, and velocities are overestimated at some places,
since errors in the attenuation model are most significant in this layer.
The predicted waveforms in Fig. 5.11a coincide very well with that of the observed
waveforms displayed in Fig. 5.2c. The phase residuals δdp in Fig. 5.12a became almost
negligible, which confirms that the kinematic component of the seismic waveforms were
fit well by the velocity inversion. The amplitude residuals δda shown in Fig. 5.12b are
also much smaller than those of the starting model shown in Fig. 5.4b: This indicates
that geometrical spreading effects were a substantial source of amplitude misfits at the
starting model. The remaining amplitude residuals after the velocity inversion suggest
that the predicted amplitudes are still larger in Layer 1 and 2, and smaller in Layer 3
than the observed values; this corresponds to the discrepancies between the starting and
true attenuation model.
The observation can be further confirmed quantitatively by the decrease in misfit
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Figure 5.13: Sequential inversion results: (Top) velocity and (bottom) attenuation models
obtained by using (a) ξ = 1.0 , (b) 0.1, and (c) 0.01.

functions. The total logarithmic phase-only misfit function
p
Etotal

=

800Hz
X

δdpT δdp ,

(5.43)

200Hz

was reduced to 5.7 % of that of the starting model, which confirms the good phase
fit of the kinematic component of seismic waveforms. The total conventional misfit
function Etotal is 16.5 % of the starting model, and larger than the values obtained in
the simultaneous inversion of Section 5.3.4 (which was were less than1.0 %). This again
suggests the remaining misfit in the seismic amplitudes due to the lack of structures in
the attenuation model as observed in δda .
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Figure 5.16: (Top) Phase error (δdp ) and (bottom) logarithmic amplitude error (δda )
after sequential inversion at 500 Hz and τ = 0.051 sec, computed from 5.7a-c.
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5.3.5.2

Stage 2: Velocity and attenuation inversion

As a second stage of the sequential inversion, we used the velocity model in Fig. 5.11
as a starting velocity model, and simultaneously inverted for velocity and attenuation
parameters. We examined the same preconditioning matrix as in Section 5.3.4; ξ = 1,
0.1, 0.01. Again waveform inversion converged well: In all three inversion settings, the
objective function monotonically decreased between 60 % (highest frequency) and 98 %
(lowest frequency) per frequency.
After the second stage, the velocity models displayed in Fig. 5.13 do not show significant improvements from the Stage 1 result as expected from the excellent fit in the data
kinematics after stage 1. The sequential inversion approach also reduced the unphysical oscillations seem with the simultaneous inversion approach. The final attenuation
models from any choice of ξ delineate the characteristics in the true model: The longwavelength attenuation structure are recovered well in all three layers, and the two largest
low-attenuation anomalies in Layer 2 can be easily recognized.
As in the simultaneous inversion tests, an adjustment of the quantity ξ, is required
to suppress the cross-talk, and to achieve high parameter and spatial resolution of both
velocity and attenuation models. At ξ = 1.0, the attenuation structures in Layers 1
and 2 are closer to the true model than those obtained by the simultaneous inversion.
However the inverted attenuation model still contains unphysical fluctuations, especially
evident in Layer 3. The velocity values of the sandstone in Layer 2, which were overestimated in the stage-1 velocity inversion, are now close to the true values, following
the recovery of the background attenuation parameters. At ξ = 0.1, waveform inversion
obtained the best velocity and attenuation models. Small oscillations are still present
in Layer 3 in the attenuation model, as Layer 3 contains the smallest scale of velocity
heterogeneities well beyond the resolution of waveform inversion. The smallest variance
ratio ξ = 0.01 almost entirely eliminated the oscillatory artifacts from the attenuation
model, although the velocity model contains some artifacts at the sides of the model, and
at depths between 145 and 200 m.
Synthetic waveforms from all three final velocity and attenuation models (figure 5.15)
coincide very well with the observed waveforms (figure 5.11c). As observed with simultaneous inversion, the discrepancies in the final attenuation models are not apparent from
the waveform fit and the total misfit function. Improvements from stage 1 can be mostly
found in the amplitude fit, and are most evident in the strongly attenuative Layer 2. The
total misfit function Etotal decreased from 15 % of the starting model after the stage-1
velocity inversion to 0.7 % from the final model obtained with ξ = 1.0, 0.38 % with
ξ = 0.1, and 0.61 % with ξ = 0.01, values comparable to those from the simultaneous
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inversion results.

5.3.6

Smoothing of the model gradient

In sections 5.3.4 and 5.3.5, we showed that the preconditioning matrix, and the attenuation penalty term ξ, plays an important role in suppressing the unphysical oscillations
arising due to the cross-talk, but we also observed that ξ itself may not sufficiently remove the oscillations without compromising the resolution, especially in Layer 3. Many
authors have reported the importance of smoothing the attenuation component of the
model gradient for visco-acoustic waveform inversion (e.g., Pratt et al., 2004; Malinowski
et al., 2011). In this section we evaluate whether such smoothing constraints can optimize
the spatial and parameter resolutions of the attenuation images
The previous inversion tests were conducted using a weak wavenumber Filter 1 described in Section 5.3.2, which was designed to eliminate high wavenumber oscillations
beyond the theoretical resolution of waveform inversion κo . After testing several filters,
we selected Filter 2 described in in Section 5.3.2 by reducing the largest wavenumber
passed to a half of that in Filter 1, κo /2, with a tapering area of κo /4, by setting set the
aspect ratio of the wavenumber filter as 1/4, also a half of that in Filter 1. We applied
Filter 2 only to the attenuation component of the gradient. Note that we still apply Filter
1 to the velocity gradient as in sections 5.3.4 and 5.3.5. When we applied Filter 2 to the
entire gradient, simultaneous inversion did not converge well with any value of ξ, and
the retrieved velocity and attenuation structures were heavily contaminated by artifacts.
This is because the excessive smoothness constraints created velocity models that could
no longer span the observed data, and any amplitude decay caused by scattering due to
the small-scale velocity features will be filtered out by Filter 2.
We repeated the simultaneous inversion, by applying Filter 1 to the velocity component, and Filter 2 to the attenuation component of the gradient. Again, we used ξ = 0.1
for stage 2 of the sequential inversion. Both inversion approaches converged well, but the
rate of reduction in the objective function per frequency was several percent lower than
those in sections 5.3.4 and 5.3.5 as a result of the additional smoothing constraints.
We display the inverted velocity and attenuation models in Fig. 5.17. Filter 2 successfully eliminated most high wavenumber oscillations from the attenuation models obtained
by both inversion approaches, and the retrieved attenuation models coincide well with
the true model. The two low attenuation anomalies in Layer 2 are still clearly depicted,
but the boundaries between Layer 1 and 2 are slightly rougher than the previous simultaneous and figures 5.7b and 5.13b. The sequential inversion approach yielded a smoother
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Figure 5.17: Impact of strong wavenumber filtering: (Top) Velocity and (bottom) attenuation models obtained by (a) simultaneous inversion and (b) sequential inversion.
ξ = 0.1. The attenuation component of model gradient was filtered by Filter 2. (c)
Vertical profiles at X = 50 m of the models shown in (a), and (d) vertical profiles of
(b). Thick grey solid lines indicate the starting model, grey dashed lines the true model,
black solid lines the inversion results.

184

Time [sec]
0.02
0

0.03

0.04

0.05

50

Z [m]

100

150

200

250

Figure 5.18: Effects of time-damping on waveforms at τ = 0.0015 sec after muting before
the first arrival picks indicated by a yellow line.
result in Layer 1 than the simultaneous inversion approach. The inverted velocity models
are as well resolved as in the previous inversion results shown in figures 5.7b and 5.13b,
since Filter 1 was applied to the model velocity gradient in all these inversion tests.
Synthetic waveforms generated from the inversion results show a good agreement to
the observed waveforms as the synthetic waveforms from the models obtained with Filter
2 in sections 5.3.4 and 5.3.5. The total misfit function Etotal after the inversion was 0.52
% of the starting model after simultaneous inversion (0.50 % in Section 5.3.4), and 0.40
% after sequential inversion (0.36 % in Section 5.3.5). This suggests that the unphysical
oscillations in the attenuation model eliminated by Filter 2 have little influence on the
waveform fit, as also described in Section 5.3.3.

5.3.7

Effects of time-damping

The previous inversion tests in sections 5.3.4 - 5.3.6 were conducted using a single and
large τ value of 0.051 sec, which gives negligible damping effects on seismic waveforms.
A cascading schedule for time damping was recommended as a form of the multi-scale
method (e.g., Sirgue & Pratt, 2004; Shin & Cha, 2009; Shin et al., 2010; Brenders, 2011;
Kamei et al., 2012c); By starting inversion at a smallest τ and ω, we focus on fitting lowfrequency early arrivals, and retrieve smooth long-wavelength components of the model.
This leads to less non-linear and more robust optimization process. Subsequently we
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Figure 5.20: (Top) Phase residual (δdp ) and (bottom) logarithmic amplitude error (δda )
at 500 Hz computed from the velocity models in Fig. 5.7. (a) Simultaneous inversion,
and (b) sequential inversion.

sweep a range of τ and ω values to gradually incorporate small-wavelength components
into the model. This full Laplace-Fourier inversion is one of the key components in
successful waveform inversion of a surface data set, in particular, whose subsurface illumination is much reduced when compared to cross-well data sets (Sirgue & Pratt, 2004;
Brenders & Pratt, 2007; Kamei et al., 2012a). The well-defined velocity and attenuation
models from these inversion tests suggest that it may not be necessary to employ the
multi-scale approach recommended by these authors. This is probably due to the high
accuracy of the starting model, the lack of noise, and also the good spatial illumination
provided by our cross-well acquisition geometry. However when applying visco-acoustic
waveform inversion to a field data set, time damping may become necessary to accommodate a less accurate starting model, and to reduce the effects of data noise, modelization
errors, etc. We consider that it is of value to evaluate the effects of time-damping on
the attenuation imaging, even with the favourable nature of these synthetic data. Timedamping can be expected to smooth the attenuation images in the same manner as for
the velocity inversion, but the effects on the cross-talk are not clear. We do not sweep a
range of decay constants, and instead we focus on evaluating the effects of a single small
decay constant of τ = 0.0015 sec: The time-damped wavefields displayed in Fig. 5.18
consist mostly of the first arrivals, and are suitable for examining such effects.
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We evaluated both simultaneous and sequential inversion approaches for the timedamped data set. We define sequential inversion for the Laplace-Fourier domain as
follows; i) we conduct velocity-only inversion for a series of decay constants, and then
ii) we invert for both attenuation and velocity model. (Alternatively we may conduct
the velocity-only inversion and the velocity-attenuation inversion at each τ value, before
proceeding to a larger τ value.) As a quite accurate velocity model was obtained by stage
1 of the sequential inversion using τ = 0.051 sec, we assume this velocity model as the
product of stage 1 of sequential Laplace-Fourier waveform inversion. We followed the
preconditioning strategy employed in Section 5.3.6.
We tested three values of ξ, 1.0, 0.1, and 0.001, and obtained the best simultaneous
inversion result with ξ = 0.01, and the best sequential inversion results with ξ = 0.1.
The models were selected based on the convergence rate, the spatial resolution, and the
parameter resolution. The objective function decreased 16 - 94 % for each frequency
during simultaneous inversion and stage 2 of sequential inversion. We display the resulting models in Fig. 5.19, and the phase and amplitude residuals δdp and δda from the
models for τ = 0.015 sec in Fig. 5.20. Note that the displayed residuals are not to be
quantitatively compared with those in figures 5.4 and 5.16 which were computed with
τ = 0.051 sec.
As expected, the velocity and attenuation models generated by the simultaneous
inversion approach shown in Fig. 5.19a are lower in resolution than the one obtained with
τ = 0.051 sec displayed in Fig. 5.17a. We observe strong imprints of the velocity model
in the attenuation model, which are particularly evident in Layer 2. The locations of the
retrieved low attenuation anomalies coincide with those of the low velocity anomalies. We
interpret the low attenuation anomalies as artifacts caused by the cross-talk, as our true
velocity and attenuation models were not assumed to be correlated. The retrieved Q−1
values are higher than the true model in Layer 3; this might compensate for scattering
loss caused by sub-resolution velocity heterogeneities.
The sequential approach retrieved the long wavelength components of the entire attenuation model including Layer 3. The attenuation model does not contain the imprints
of the velocity model, but the low attenuation anomalies are also missing in Layer 2 due
to the lack of later arrivals to constrain the structure. The velocity model is much higher
in resolution than the simultaneous inversion results, since stage 1 of the sequential inversion was conducted by τ = 0.051 sec instead of by τ = 0.0015 sec.
The phase and amplitude residuals at τ = 0.0015 sec depicted in Fig. 5.20 describe
drastic discrepancies between the sequential and simultaneous inversion results. Relatively large phase and amplitude residuals from the simultaneous inversion results indicate
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Figure 5.21: The common-level gather of the synthetic “observed” waveforms with Gaussian noise (S/N=5) at (a) τ = 0.051 sec (b) 0.0015 sec.
the final velocity and attenuation models are poorly resolved. The sequential inversion
reduced the residuals more significantly, confirming the superiority of the sequential inversion results to the simultaneous inversion results. This suggests that in order to fit
waveforms even at τ = 0.015 sec and to suppress the cross-talk, we require more fine-scale
velocity models than waveform inversion can retrieve at τ = 0.015 sec. The phase and
amplitude misfit due to the small-scale features missing in the simultaneous inversion
results is substantial enough to deteriorate the attenuation imaging.

5.3.8

Sensitivity to noise

In order to analyze the sensitivity to the noise, we added Gaussian noise with zero
mean corresponding to a signal-to-noise ratio of 5 to the time-domain synthetic observed
wavefields generated in Section 5.3.1. As conventionally conducted for preprocessing realdata, we picked first arrivals, and applied a time-window of 0.2 sec relative to the first
breaks. We show the time-windowed data with Gaussian noise in Fig. 5.21a. We also
explored the possibility of applying a small time-damping factor. The smallest τ value
available for the inversion was τ = 0.005 sec, since a smaller τ value excessively amplified
the noise between the beginning of the time-window and the first peaks, and unstabilized
the inversion. We display the time-damped wavefields in Fig. 5.21b. Unfortunately
waveform inversion with τ = 0.005 sec yielded the results similar to those with τ = 0.051
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Figure 5.22: Impact of noise: (Top) Velocity and (Bottom) attenuation models obtained
by (a) simultaneous inversion and (b) sequential inversion. (c) Vertical profiles of (b).
Thick grey solid lines indicate the starting model, grey dashed lines the true model, black
solid lines the inversion results.
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Figure 5.23: (Top) Phase error and (bottom) logarithmic amplitude error at 500 Hz and
τ = 0.051 sec, computed from Fig. 5.22.

sec, and therefore we only discuss the effects of the noise using τ = 0.051 sec.
We conducted simultaneous and sequential inversion following the strategies in Section
5.3.6. We conducted 10 iterations per frequency instead of the 20 iterations used for the
noise-free data. A larger number of iterations deteriorated velocity and attenuation
images by adding too many artifacts. We selected the same cut-off vertical wavenumbers
as in Section 5.3.6. We evaluated three values for ξ =1.0, 0.1, 0.01, and obtained the
best attenuation model with ξ = 0.01 for both inversion approaches. We display the
resulting velocity and attenuation models in Fig. 5.22 along with the vertical profiles,
and the phase and amplitude residuals δdp and δda from the final models in Fig. 5.23.
Total misfit functional Etotal remains relatively large; 60 % of the starting model for both
simultaneous and sequential inversion strategies.
Gaussian noise degraded the quality of the velocity and attenuation models obtained
for both inversion approaches by inducing oscillatory artifacts, when compared to the
inversion results of the noise-free data shown in Fig. 5.17. Note that the discrepancies
between the simultaneous and sequential inversion results are not significant. The final velocity models still delineate the true velocity features well, but horizontal features
are contaminated by artifacts. The artifacts arise partially due to our mono-frequency
strategy at each iteration, and these can be mitigated by inverting more than one frequency component at each iteration as suggested by Pratt & Shipp (1999), Plessix (2006),
191

Brossier et al. (2009) and others. The long wavelength components of the retrieved attenuation models agree well with the true attenuation model, but unphysical oscillations
are evident especially in Layer 3. In Fig. 5.23, the phase and amplitude residuals are still
large in Layer 1 and 2. However the phase residuals are incoherent and related to the
noise, and therefore it may be difficult to improve waveform fits any further.

5.4

Discussion and conclusions

Visco-acoustic waveform inversion is ill-posed and often exhibits poor parameter resolution, or a cross-talk, between velocity and attenuation parameters (Song et al., 1995;
Malinowski et al., 2011; Liao & McMechan, 1996; Kamei & Pratt, 2008; Hak & Mulder,
2011). We formulated visco-acoustic waveform inversion in the Laplace-Fourier domain,
and conducted a series of inversion tests to explore robust inversion strategies to extract
high-resolution independent velocity and attenuation models, and to mitigate the crosstalk issue. Seismic waveforms show different sensitivities to the two parameter classes
of velocity and attenuation, and the largest singular values of the Fréchet derivatives
are associated with velocity perturbations. The severe cross-talk between the parameter
classes is a result of the phase-only differences in the convolutional terms between forward and backpropagated wavefields, and is persistent throughout the inversion, since
errors remain in the model parameters beyond the resolution limit of the data, and since
there are factors associated with acquisition parameters (e.g. incomplete surface illumination, data bandwidth, data noise), and with the physical assumptions we implement
(e.g. modelling errors including elastic effects).
In Section 5.3.3, we examined the significance of cross-talk on the velocity and attenuation images by perturbing only one of the model parameter classes. The leakage
of the velocity update induced strong oscillatory artifacts onto the attenuation model,
while errors in the attenuation model had little influence on the velocity model. We
suggested that the oscillations correspond to the very small singular values of the system
(i.e. belonging to an approximate null-space), as they hardly affected the data fitness,
and we also suggested that the cross-talk is dominant only on the attenuation image due
to poor scaling of the parameter classes in the gradient.
In subsequent inversion tests (sections 5.3.4 - 5.3.8), we demonstrated the importance
of the regularization scheme, and the effectiveness of the sequential inversion approach
for visco-acoustic waveform inversion. Without a careful design of inversion strategies,
the attenuation image is heavily contaminated by unphysical oscillations arising from the
cross-talk as described in the previous paragraph. Conversely, visco-acoustic waveform
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inversion reconstructed detailed features present in the true velocity model regardless of
the quality of the accompanying attenuation model. The resolution of the velocity model
was slightly reduced in the presence of excessive unphysical oscillations in the model, and
negatively affected if the attenuation model was very far from the model.
We attribute the superior robustness of the velocity model to the different sensitivities of the seismic waveforms to the velocity and attenuation parameter classes: As
demonstrated in Section 5.3.5, a large portion of amplitude errors can be significantly
reduced by obtaining an accurate velocity model and by properly accounting for geometrical spreading effects. Therefore waveform inversion preferentially updates velocity
parameters (probably corresponding to the large singular values), and contaminates the
attenuation update by the cross-talk, particularly during the early stage of the inversion
as described by Liao & McMechan (1996) and Hak & Mulder (2011).
We regularized the attenuation parameters by the combination of a simple preconditioning matrix and smoothness constraints, the approach being similar to the one employed for the real data set by Malinowski et al. (2011). The preconditioning matrix is
assumed to be diagonal, and the attenuation penalty term ξ played a primary role in
suppressing the cross-talk by penalizing the attenuation update with ξ < 1.0 for both
simultaneous and sequential inversion. As too small a value of ξ prevents the update
of attenuation parameters and degrades the velocity image, some of artifacts can be
removed by applying additional strong smoothing constraints to the attenuation component of the gradient with a moderate value of ξ. Thus an adequate value for ξ needs
to be searched for: The value depends on the condition of waveform inversion (starting
model, frequency bandwidth, survey geometry, noise-level), and thus is specific to each
inversion problem. We illustrate in Appendix Appendix 5.C, that ξ may be determined
from the examination of the trade-off curve between the data fitness and the resolution
of the model, instead of choosing it in an ad-hoc manner. The successful application of
this simple regularization scheme invokes interest in a more elaborate and formal regularization method such as Tikhonov methods (Pratt & Chapman, 1992; Aster et al.,
2005).
Sequential inversion is another effective strategy to reduce the cross-talk as pointed
out by Watanabe et al. (2004), Rao & Wang (2008) and Kamei & Pratt (2008). The
initial velocity inversion restricts the size of the search space during the subsequent twoparameter inversion, and significantly reduces the amount of the cross-talk appearing in
the attenuation model. However we also found that the sequential inversion approach
itself is not sufficient to eliminate the cross-talk, and that a non-trivial portion of the
cross-talk arises from the limited resolution in the velocity model, limited bandwidth, and
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incomplete subsurface illumination. The gradient preconditioning by ξ was still required,
but the optimal value of ξ was apparently larger than that of simultaneous inversion (see
also Appendix Appendix 5.C). This indicates that the regularization strategy depends
on the quality of an initial model when inverting for both parameter classes.
Visco-Acoustic waveform inversion with strong time-damping in Section 5.3.7 suggested that full Laplace-Fourier waveform inversion may require the adoption of the
sequential inversion approach. The limited resolution in the velocity model obtained
from the time-damped wavefields apparently failed to sufficiently reproduce the amplitude decay caused by the geometrical spreading and scattering. Such amplitude errors
may become the null-space in the data domain.
Our tests above were conducted using a synthetic data set generated by the same
visco-acoustic forward modelling code as used for the inversion, and can be categorized as
an “inverse crime”. The Gaussian data noise tests in Section 5.3.8 showed that regularized
waveform inversion successfully delineate major elements of the velocity and attenuation
models, although lower in spatial-resolution when compared to noise-free data results.
In this chapter, we addressed the cross-talk and the sensitivity problem of viscoacoustic waveform inversion, but we did not apply singular value decomposition (SVD)
analysis, a powerful tool to analyze model space, because of the computational cost. The
SVD analysis may be conducted with a smaller model, and this will reveal more detailed
behaviour of the ill-posed visco-acoustic waveform inversion. We also did not investigate
several important factors contributing to the cross-talk such as frequency bandwidth,
survey geometry, and modellization errors. In particular, we did not assess the limitation
of the acoustic assumption: Elastic effects affect amplitudes of even P-wave components
by P-SV conversion, and may contaminate the attenuation imaging. In future study, we
will further validate regularized visco-acoustic inversion for these aspects, and apply the
method to field data sets.

Appendix 5.A

Relationships between preconditioning matrix and model covariance

In Section 5.2.3, we developed waveform inversion from the point of view of optimization.
Alternatively we may develop the inversion from the Bayesian point of view as described
in Tarantola (1988), in which case the objective function is
−1
E 00 = δdT C−1
d δd + δmCm δm,
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(Appendix 5.A.1)

where δm = m − mo , m is the priori model, Cd is the priori data covariance describing
measurement errors, and C−1
m is the priori model covariances describing our knowledge
about the model independent from the data measurement. This leads to


−1
∇m E 00 = < KT C−1
d δd + Cm δm .

(Appendix 5.A.2)

To obtain the steepest descent direction, γ 00 , the gradient needs to be multiplied by Cm
(Tarantola, 1988),


γ 00 = Cm < KT C−1
d δd + δm .

(Appendix 5.A.3)

We set C−1
d = I for simplicity, and ignore the second term of Eq.(Appendix 5.A.3) in
which case


γ 00 = Cm < KT δd .
(Appendix 5.A.4)
We further assume the velocity and attenuation parameters are independent, and describe
"
Cm =

2
σm
0
(1) I
2
0
σm(2) I

#
,

(Appendix 5.A.5)

2
(j)
where σm
. Eq.(Appendix 5.A.4) is equiv(j) is the priori estimate of the variance of m
alent to Eq.(5.21), by setting
P = Cm ,
(Appendix 5.A.6)

and further the attenuation penalty term in Eq.(5.38) is
ξ=

2
σm
(1)
.
2
σm(2)

(Appendix 5.A.7)

This indicates that the model preconditioning matrix and the model covariance are mathematically equivalent, and the conditionξ < 1 indicates that the variance of the attenuation parameter is smaller than that of the velocity parameter. The value of ξ would
be 0.0002, if we were to select ξ simply as the square of the ratio between the average
(r)
(i)
values of so and so from the starting model. However our inversion tests in sections
5.3.4 and 5.3.5, and Appendix Appendix 5.C suggest that such a small choice of ξ leads
to a non-optimal velocity and attenuation model. Furthermore ξ primarily performs as
a regularization parameter, and the optimal ξ value depends on the fitness of the data in
the initial velocity model, contradicting the original definition given by Tarantola (1988).
Hence we avoid the use of the ‘model covariance’ terminology in our chapter.
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Appendix 5.B

Alternative expression for gradient and
anti-causal propagation

In Section 5.2.3, we derived the gradient as
∇m(j) E =

Ωl X
Ns
X



src ∗
< F(j)t (Ωl , xsrc
k )v(Ωl , xk ) ,

(5.29 again)

l=1 k=1

and interpreted the gradient as a convolution of a virtual source term F(j) with the back−1
src ∗
propagated complex-conjugate of the residuals v(Ωl , xsrc
k ) = S (Ωl )δd(Ωl , xk ) . As the
gradient is real, Eq.(5.29) can be rewritten by
∇m(j) E = (∇m(j) E(ω))∗ ,
(Appendix 5.B.1)
Ω
N
s
l X
X

 −1
∗

src
< F(j)T (Ωl , xsrc
=
)
5.B.2)
k ) S (Ωl ) δd(Ωl , xk(Appendix
l=1 k=1

(Pratt et al., 1998), which leads to the alternative interpretation that the gradient is
formed by a zero-lag cross-correlation between the virtual source and the backpropagated
wavefield, which are now defined as
w(Ωl , xsrc
k ) =

 −1
∗
S (Ωl ) δd(Ωl , xs ),

= v∗ (Ωl , xsrc
k ),

(Appendix 5.B.3)
(Appendix 5.B.4)

the form adopted by Liao & McMechan (1996) in the frequency domain, and by Tarantola
(1988) in the time domain. While v can be interpreted in time domain as the propagation
of the time-reversed residuals, the wavefield w is the propagation of residuals backwards
in time with negative (anti-causal) attenuation. The negative attenuation arises from
the fact that the conjugate of the impedance matrix in Eq.(Appendix 5.B.4) means the
conjugate of the slowness field from the wave equation in Eq.(5.6). Note that the anticausal attenuation does not indicate the amplification of the wavefields at a location
far from a receiver location which acts as a source for the back-propagation, but rather
ensures that seismic wavefields diminish in the distance as propagating backwards in time
(i.e. they amplify as it travels to a receiver location forwards in time). Therefore this
ensures the stability of wave propagation as described by Tarantola (1988).
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Figure 5.24: Trade-off curves between the total-conventional misfit Etotal and the rough(r)
(i)
ness of (a) so and (b) so for simultaneous (solid) and sequential inversion (dashed) at
τ = 0.051. Both velocity and attenuation components of the model gradient were weakly
smoothed by Filter 1 with a suite of inversion results by varying ξ. Etotal was plotted
relative to the value from the starting models.

Appendix 5.C

Choice of ξ based on trade-off curves

The parameters for the regularization scheme may determined based on knee-points of
trade-off curves between data misfits and model resolution, and between data misfits and
model norms (Aster et al., 2005; Pratt & Chapman, 1992). In visco-acoustic waveform
inversion, we aim to reduce the unphysical oscillations in the attenuation model, and
thus it may be beneficial to investigate the trade-off between the data misfit, and the
roughness (the inverse of smoothness) of the model. Following Pratt & Chapman (1992),
we define the roughness for each parameter class by
q
T
T
T
(Rx m(j) ) (Rx m(j) ) + (Rz m(j) ) (Rz m(j) ) + (R∇2 m(j) ) (R∇2 m(j) ) ,
(Appendix 5.C.1)
where Rx and Rz are the first differential operators in x− and z− directions, and
R∇2 is the Laplacian operator. In a typical regularized inversion problem, for example
anisotropic traveltime tomography described in Pratt & Chapman (1992), the roughness
decreases, and the data misfit increases, as increasing the penalty to model parameters. The knee-point of the trade-off curve divides the region between where the penalty
dominantly affects the roughness of the model, and where it affects the data misfit.
We plotted trade-off curves for simultaneous and sequential visco-acoustic waveform
(r)
(i)
inversion in Fig. 5.24: the roughness of so and so are plotted against the total conventional data misfits Etotal for various values of ξ between 0.001 and 1.0: We employ
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the same strategies as in sections 5.3.4 and 5.3.5), and used τ = 0.051 sec. Note that ξ
penalizes the attenuation parameter, but not the velocity parameters. Variations in the
data misfit relative to the starting model are very small (less than 1 % of the value for
the starting model), but we consider the discussion is meaningful as these inversion tests
are performed for the noise-free and synthetic data.
We observe the trade-off curves from visco-acoustic waveform inversion show unique
behaviours when compared to those from the usual regularized inversion. As ξ becomes
smaller, the penalty on attenuation parameters increases, and both the data misfits and
(i)
the roughness of the attenuation model (so ) monotonically decrease, until reaching a
knee point, for both inversion approaches. In contrast the roughness of the un-penalized
(r)
velocity parameter (so ) increases as ξ decreases. The unusual reduction in the data
misfits is particularly evident in simultaneous inversion approach, and can be associated
with the increase in the resolution in the velocity model which the objective function
is more sensitive to (compare Fig. 5.7a and b, for example). This suggests that the
appropriate value of ξ changes the inversion paths, and accelerates the convergence of
the inversion, by balancing two components of the model gradient.
The velocity and attenuation models are optimally reconstructed at the vicinity of the
knee points. The knee point coincides between two classes of model parameter, but differs
between inversion strategies (ξ = 0.025 for simultaneous inversion, and ξ = 0.075 for
sequential inversion). As ξ further decreases, the data residuals begin to increase, while
the inverted attenuation model starts to lose the internal structures, and the velocity
model to contain “X-shaped” artifacts. The optimal range for ξ is apparently wider for
the sequential inversion approach than for the simultaneous inversion approach, which
further supports the proposal that Stage 1 velocity inversion of the sequential inversion
approach stabilizes the velocity-attenuation inversion.
The experiments demonstrate that ξ can be determined based on the examination of
the trade-off curves for both parameter classes. The discrepancies in the data misfits are
small, and may not be apparent if we apply the method to a field data set. This suggests
that an alternative definition of data residuals (e.g. the logarithmic amplitude residuals
δda ) to measure the fitness of the data should be explored.
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Chapter 6
General Conclusions and Discussions
6.1

Conclusions

In this thesis, I presented several examples demonstrating that visco-acoustic LaplaceFourier domain waveform inversion provides quantitative fine-scale velocity and attenuation imaging for crustal exploration data, and cross-well survey data. I used Ocean
Bottom Seismograph (OBS) data from the Nankai subduction zone in Chapters 2-4: I
formed the reliable and detailed velocity image in detail, and I explored the inversion
strategies for the crustal imaging. In Chapter 5, I developed robust inversion strategies
for visco-acoustic inversion, and illustrated these with a synthetic study generated using a cross-well geometry. In all inversion experiments, I used local conjugate gradient
methods.
In Chapter 2, I presented a high-resolution velocity image obtained by Waveform Tomography for the Nankai subduction zone with an emphasis on geological interpretation.
I described the significant geological insights provided by Waveform Tomography: The
obtained velocity image successfully delineated features not previously identified in the
migration images, as well as imaging the previously identified features. Substantial improvements were recognized in the extensive distribution of low velocity zones extending
from the inner to outer wedge, along the mega-splay fault. This suggests the remarkably
large area of high pore-pressure regions at the vicinity of the mega-splay fault.
In Chapter 3, I described detailed inversion procedures for the OBS data, and discussed key strategies in the crustal imaging. I also validated the final velocity image by
scrutinizing time-domain synthetics, pre-stack depth migration images from the independent studies, source estimates, and resolution tests. Unfortunately a lack of deep boreholes precluded the comparison of estimated velocity values with direct measurements.
Future drilling and associated logging data scheduled in 2012 and 2013 by Integrated
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Ocean Drilling Project can be used to further verify the Waveform Tomography velocity
model.
The key inversion strategies I identified are i) availability of low frequency components
and large offset data that reduces non-linearity and increases the depth illumination. ii)
A highly accurate traveltime tomography result that further mitigates the non-linearity.
iii) Hierarchical inversion approach in which phase spectra are inverted first to reduce
artifacts from the acoustic assumption, and amplitude information is only introduced
in the final stages. iv) A Laplace-Fourier domain approach that facilitates a multiscale
approach to mitigate non-linearity by restricting the inversion to the low frequency components and early arrivals first, and sequentially including higher frequencies and later
arrivals. v) Careful preconditioning of the gradient is properly preconditioned to eliminate undesirable high-wavenumber components. vi) A strategy for source estimation
that reduce the influence of the instrumental design. Nevertheless, the elastic chequerboard tests revealed that elastic effects were not completely eliminated, and degraded
the velocity image below the mega-splay fault which exhibits a large velocity contrast.
In Chapter 4, I evaluated the performance of four classes of L2 misfit functionals such
as i) conventional phase-amplitude, ii) conventional phase-only, iii) logarithmic phaseamplitude, and iv) logarithmic phase-only misfit function. The inversion experiments
demonstrated the well-known dependence of the gradient-based optimization methods on
the data scalability. The conventional phase-amplitude misfit functional is most severely
affected by the scaling issue, and results in a poor subsurface illumination. The useful
part of the image was limited to a shallow subsurface and strong velocity discontinuities
which corresponds to large-amplitude near-offset traces and strong reflections. The other
misfit functionals illuminated much deeper parts of the model than the conventional
phase-amplitude misfit functional. These misfit functionals are constructed solely from
phase information (conventional and logarithmic phase misfits), or by amplitude scaling
(through the use of logarithmic phase-amplitude misfits). The discrepancies in the final
inversion results are small for these amplitude-scaled misfit functionals.
From the investigation of the hierarchical two-stage inversion, I confirmed that kinematics is a primary source of velocity information, and that the dynamic information is
less informant. I suggested that phase-only inversion is sufficient for the velocity imaging,
and the addition of amplitude information has only limited influences on velocity images
and also on the data misfit. The amplitude information needs to be incorporated by
utilizing the logarithmic phase-amplitude misfit functionals, as the conventional phaseamplitude misfit functional cannot retain the phase fitness obtained by the phase-only
misfit functional. This two-stage inversion approach is suitable for suppressing the po205

tential artifacts arising from amplitude errors due to source/receiver coupling effects and
elastic effects.
In Chapter 5, I presented inversion strategies for visco-acoustic waveform inversion
using a synthetic velocity and attenuation model for a cross-well survey. This multiparameter problem is ill-posed as a result of different sensitivities and severe cross-talk
arises between velocity and attenuation parameters. I demonstrated that the cross-talk
is inherent and persistent throughout the inversion. Cross-talk arises from the imperfect
convolution (correlation) between back-propagated wavefields, and forward wavefields
due to errors in model parameters beyond the resolution, incomplete surface illumination,
data band-width, and modelling errors. These imperfections map preferentially into the
cross-talk in the attenuation model as a form of unphysical oscillations. In contrast the
velocity model is little affected by the cross-talk, because of the scaling between parameter
classes. The conventional misfit functional shows little sensitivity to the presence of these
artifacts, indicating that the induced oscillations correspond to the model space with the
small eigenvalues in the system. Moreover the strong sensitivity of the misfit functional
to the velocity structure leads to dominant updates on velocity parameters, and the
corruption of the attenuation model, particularly in the early stage of visco-acoustic
waveform inversion.
To solve these issues, I proposed an attenuation penalty term that is used to precondition the gradient by controlling the magnitudes of the updates to the attenuation
parameters. This strategy is effective for simultaneous inversion of velocity and attenuation, and for sequential inversion (a two-stage approach in which only the velocity
models are recovered in the first stage). Further regularization using a smoothing term
applied to the attenuation parameters is also effective in reducing the cross-talk, which
is often highly oscillatory. The sequential inversion approach restricts the search space
for attenuation parameters, and appears to be important in retrieving a reliable attenuation model when strong time-damping is applied. In a final test, I successful carry out
visco-acoustic inversions of noise-contaminated data.

6.2
6.2.1

Future study
Perspective on the Nankai subduction data

The demonstrated reliability and resolution of the velocity image obtained by waveform
tomography suggests many possible future research areas in the central part of the Nankai
subduction zone. Additional parameter types may be inverted to further constrain rock
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properties most particularly associated with pore-fluid distributions. The P-wave attenuation parameter will be the next parameter that should be inverted for, by employing the
inversion strategies presented in Chapter 5. The limitation of the acoustic assumption
addressed in Chapter 3 needs to be carefully analyzed and in case of excessive disturbances, visco-elastic forward modelling may need to be incorporated even when generating P-wave attenuation images. Full elastic waveform inversion may be investigated as
well, as the Poisson’s ratio is another class of elastic parameter directly associated with
the pore-pressure distribution. The full OBS data set comprises m three components
particle-velocity components, and the distinct P-to-S converted wave arrivals studied by
Tsuji et al. (2011a) further encourage the application of elastic waveform inversion.
Our P-wave velocity model may be converted to pore-pressure estimates by combining with available well-log information and rock physics (Tsuji et al., 2011b; Saffer &
Tobin, 2011). Such study will further contribute to the understanding of the behaviour
of the mega-splay fault during and between large earthquakes. Although we provided a
qualitative and realistic resolution analysis in Chapter 3, quantitative uncertainty analysis will be useful in estimating the errors in any physical quantities derived from our
velocity model.
We did not re-migrate the reflection data due to the lack of the access to the pre-stack
reflection data acquired in 2007 (Moore et al., 2007). Re-migration with the new waveform tomography model will surely improve the quality of migration image particularly
underneath the outer ridge. Nevertheless, the reflection data set was acquired with a
3D geometry, and the application of 3D acoustic waveform inversion is highly desired.
The denser source and receiver distributions will likely enable us to retrieve finer scale
structures, and to constrain the structures above the mega-splay fault in the inner wedge
where waveform inversion did not provide a clear image. The main concerns regarding
the 3D imaging are the computational costs of forward modelling, and the short length of
the streamer cables (6 km) from the 3D data. The relatively short cable length will limit
the depth of penetration, but will not preclude the application of waveform inversion
(Takam Takougang & Calvert, 2011).

6.2.2

Perspective on waveform inversion

6.2.2.1

Visco-acoustic waveform inversion

We demonstrated that a hierarchical regularized inversion approach is important for
visco-acoustic waveform inversion. We implemented the approach by employing the
Laplace-Fourier domain inversion, by fitting data progressively from the most robust
207

data component (phase) to least robust component (amplitude), and by sequentially
weighting the most robust model component (velocity) to less robust model component
(attenuation) as shown in Chapter 5.
The two implementations can be readily combined: First velocity structure is retrieved
by employing the phase-only objective function. Then, while still restricting the inversion
to velocity parameters, we attempt to fit the remaining amplitude errors arising from
geometrical spreading and scattering. This stage needs to be performed by optimizing the
logarithmic phase-amplitude misfit functional. Finally velocity and attenuation inversion
can be conducted with the conventional phase-amplitude misfit functional. As suggested
in Chapter 2, the logarithmic misfit functional may be more suitable to keep the level of
fitness in the phase, and this needs to be explored. The second stage may be skipped
since the contribution of this amplitude information to the velocity structure is trivial as
discussed in Chapter 4, and since the lack of attenuation structures may lead to incorrect
velocity model, as suggested in Chapter 5.
6.2.2.2

Laplace-domain waveform inversion

While Laplace-Fourier domain waveform inversion is an efficient tool in the implementation of the multiscale method, several issues need further investigation. First accurate
first arrival picks are required to suppress excessive amplification of waveforms before the
actual first arrivals, as pointed out in Chapter 3. This raises a concern over the application of the method to a data set with a low signal-to-noise ratio, or to a large volume
data set like from the 3D surface acquisition. Secondly, an optimal scheduling scheme for
temporal frequencies and decay constants has not yet been developed. We implemented
the method by inverting for a range of frequency while fixing a decay constant. Shin et al.
(2010) suggested a variety of alternative scheduling strategies. Brenders & Pratt (2007)
and Kamei et al. (2011) suggested that different scheduling schemes lead to distinct velocity models. However it remains difficult to select the optimal model by means of
conventionally employed quality control tools, such as the validity of the predicted waveforms, the comparison with migration images, and the coherency in the source estimates.
Thirdly, the relationship between a complex frequency (or complex Laplace constant)
and the subsurface illumination have not yet been derived analytically. Laplace-Fourier
waveform inversion is equivalent to the frequency-domain waveform inversion with infinite
decay constants, and equivalent to Laplace-domain waveform inversion at zero frequencies.Virieux et al. (2012) suggested the Bücklund transform, in which case the equation
become equivalent to the diffusive case. We may choose the inverse of the decay constant
proportional to a temporal frequency. These observations may lead to deeper under208

standing of the Laplace-Fourier domain inversion, and may aid in the development of an
optimal scheduling scheme.
6.2.2.3

Optimization methods

Throughout this thesis, model parameters have been estimated using the conjugate gradient method to minimize L2 objective functions with a relatively simple regularization
method. More elaborate optimization methods and regularization methods need to be explored. First, Hessian-based optimization methods may accelerate the convergence, and
may serve to handle the data scalability issue described in Chapter 4 for the conventional
objective function. Full Newton methods and Gauss-Newton methods may not yet be
feasible, due to the computational costs of the Fréchet derivative matrix and the inverse
Hessian, and also due to the ill-conditionedness of the Hessian matrix. However Brossier
et al. (2009a) demonstrated that the L-BFGS method, a quasi-Newton method, is an
effective alternative to the Hessian method; the L-BFGS method replaces the Hessian
with the iteratively formed approximate Hessian. It would be interesting to compare the
quality of velocity imaging between the combination of the conjugate-gradient method
and the phase-only inversion, and that of the L-BFGS method, and the conventional
phase-amplitude inversion.
We confirmed in Chapter 4 the importance of selecting an appropriate objective function in yielding the best depth illumination, and in making the inversion well-posed. Our
investigation was limited to the velocity model building, and to the objective functions
constructed from L2 data norms. Attenuation inversion may be better posed if we focus
on the amplitude information. As demonstrated by Crase et al. (1990) and Brossier et al.
(2009b), an L1 or Huber norm may perform better if the observed data contain outliers.
Alternatively the objective function may be formed based on the coherency in the source
estimates (Pratt & Symes, 2002) or the coherency of the image-domain gathers (Symes,
2008). The idea of examining source coherencies may be particularly attractive as the
function was suggested to be less non-linear than the conventional L2 norms (Pratt &
Symes, 2002).
The ill-posedness of waveform inversion may be further mitigated by implementing
additional preconditioning and regularization schemes. For example, a priori knowledge
about the subsurface structure may be incorporated by adopting a Laplacian dip filter
constructed from migration images (Guitton et al., 2012). For the multiparameter inversion problem, more sophisticated regularization methods (especially Tiknonov methods)
may be employed.
The highly non-linear nature of waveform inversion demands a very accurate starting
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velocity model. Initial model building based on traveltime tomography methods is usually
elaborate, and often requires extensive manual editing of first arrival (or reflection arrival)
for successful waveform inversion. The condition may be relaxed by utilizing well-behaved
alternative objective function such as the one based on the coherency of source estimates
(Pratt & Symes, 2002). Alternatively we may use other velocity building methods to yield
the starting model such as the Laplace-domain waveform inversion method proposed
by Shin & Cha (2008). Waveform inversion based on global optimization algorithms
may one day be used to develop a smooth model within a global minimum (Singh &
Minshull, 1994). The computational costs may be overwhelming, but may be manageable
by restricting the inversion to the lowest frequency components.
6.2.2.4

Towards 3D full elastic waveform inversion

The ultimate goal of waveform inversion may be the extraction of full elastic tensors
spatially distributed in 3D from entire seismic records. While the recovery of all 21
parameters is not yet practical, the maturity of 2D acoustic inversion suggests the development of waveform inversion can be more focused on 2D elastic and 3D acoustic
waveform inversion.
Various 3D implementation has already been employed extensively in hydrocarbon
exploration by using both time-domain methods and frequency-domain methods (BenHadj-Ali et al., 2008; Vigh & Starr, 2008; Sirgue et al., 2010). To date these have been
implemented with acoustic assumption, without the application of time-damping. The
application of Laplace-Fourier waveform inversion may be costly, but worth investigation.
Moreover as suggested for the Nankai subduction data set, 3D waveform inversion may
be applicable to academic data sets. Perhaps the more important development for the
crustal-scale imaging may be a 2.5 D implementation (Song & Williamson, 1995; Zhou
et al., 2012), which enables the proper handling of point-sources, and also to incorporate
exact geometries of out-of-plane sources and receivers geometries (Smithyman & Clowes,
2013).
The hierarchical approach will be an critical element in elastic, and possibly anisotropic
waveform inversion, as suggested by Tarantola (1986), Brossier et al. (2009a), Sears et al.
(2010). Careful handling of variable model parameter sensitivities and cross-talk is critical
in developing optimum regularization schemes, and multiparameter inversion strategies:
Singular value decomposition, while expensive, will provide critical insights into the problem. The objective function may also need to be scrutinized, as each model parameter
class naturally influences waveforms in a distinct manner.
The time has come for waveform inversion to depart from a simple 2D acoustic world,
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to more realistic but more complicated 3D anisotropic visco-elastic world. Of course the
development of waveform inversion for such a system is a medium to long term research
program. It is important to identify and prioritize those physical parameters which is
resolvable and significant in the data. In this fashion, deeper insights into the subsurface
geological processes and systems can emerge.

References
Ben-Hadj-Ali, H., Operto, S., & Virieux, J., 2008. Velocity model building by 3D
frequency-domain, full-waveform inversion of wide-aperture seismic data, Geophysics,
73(5), VE101–VE117.
Brenders, A. J. & Pratt, R. G., 2007. Full waveform tomography for lithospheric imaging:
results from a blind test in a realistic crustal model, Geophysical Journal International ,
168(1), 133–151.
Brossier, R., Operto, S., & Virieux, J., 2009a. Seismic imaging of complex onshore
structures by 2D elastic frequency-domain full-waveform inversion, Geophysics, 74(6),
WCC105–WCC118.
Brossier, R., Operto, S., & Virieux, J., 2009b. Robust elastic frequency-domain fullwaveform inversion using the L1 norm, Geophysical Research Letters, 36(20), L20310.
Crase, E., Pica, A., Noble, M., McDonald, J., & Tarantola, A., 1990. Robust elastic
nonlinear waveform inversion: Application to real data, Geophysics, 55(5), 527–538.
Guitton, A., Ayeni, G., & Dı́az, E., 2012. Constrained full-waveform inversion by model
reparameterization, Geophysics, 77(2), R117–R127.
Kamei, R., Brenders, A. J., & Pratt, R., 2011. A discussion on the advantages of phaseonly waveform inversion in the Laplace-Fourier domain: Validation with marine and
land seismic data, SEG Technical Program Expanded Abstracts, pp. 2476–2481.
Moore, G. F., Bangs, N. L., Taira, A., Kuramoto, S., Pangborn, E., & Tobin, H. J., 2007.
Three-Dimensional Splay Fault Geometry and Implications for Tsunami Generation,
Science, 318(5853), 1128–1131.
Pratt, R. & Symes, W., 2002. Semblance and differential semblance optimisation for
waveform tomography: a frequency domain implementation, in Sub-basalt imaging,
Journal of Conference Abstracts, vol. 7, pp. 183–184.
Saffer, D. M. & Tobin, H. J., 2011. Hydrogeology and Mechanics of Subduction Zone
Forearcs: Fluid Flow and Pore Pressure, Annual Review of Earth and Planetary Sciences, 39(1), 157–186.
Sears, T. J., Barton, P. J., & Singh, S. C., 2010. Elastic full waveform inversion of
211

multicomponent ocean-bottom cable seismic data: Application to Alba Field, U. K.
North Sea, Geophysics, 75(6), R109–R119.
Shin, C. & Cha, Y. H., 2008. Waveform inversion in the Laplace domain, Geophysical
Journal International , 173(3), 922–931.
Shin, C., Koo, N.-H., Cha, Y. H., & Park, K.-P., 2010. Sequentially ordered singlefrequency 2-D acoustic waveform inversion in the Laplace-Fourier domains, Geophysical
Journal International , 181(2), 933–950.
Singh, S. C. & Minshull, T. a., 1994. Velocity structure of a gas hydrate reflector at
Ocean Drilling Program site 889 from a global seismic waveform inversion, Journal of
Geophysical Research, 99(B12), 24221–24233.
Sirgue, L., Barkved, O. I., Dellinger, J., Etgen, J., Albertin, U., & Kommedal, J. H.,
2010. Full waveform inversion : the next leap forward in imaging at Valhall, First
Break , 28, 65–70.
Smithyman, B. R. & Clowes, R. M., 2013. Waveform tomography in 2.5D: Parameterization for crooked-line acquisition geometry, Journal of Geophysical Research (under
review).
Song, Z.-M. & Williamson, P. R., 1995. Frequency-domain acoustic-wave modeling and
inversion of crosshole data: Part I—2.5-D modeling method, Geophysics, 60(3), 784–
795.
Symes, W. W., 2008. Migration velocity analysis and waveform inversion, Geophysical
Prospecting, 56(6), 765–790.
Takam Takougang, E. M. & Calvert, A. J., 2011. Application of waveform tomography
to marine seismic reflection data from the Queen Charlotte Basin of western Canada,
Geophysics, 76(2), B55–B70.
Tarantola, A., 1986. A strategy for nonlinear elastic inversion of seismic reflection data,
Geophysics, 51(10), 1893–1903.
Tsuji, T., Dvorkin, J., Mavko, G., Nakata, N., Matsuoka, T., Nakanishi, A., Kodaira,
S., & Nishizawa, O., 2011a. Vp/Vs ratio and shear-wave splitting in the Nankai
Trough seismogenic zone : Insights into effective stress , pore pressure , and sediment
consolidation, Geophysics, 76(3), WA71–WA82.
Tsuji, T., Hino, R., Sanada, Y., Yamamoto, K., Park, J.-O., No, T., Araki, E., Bangs,
N., von Huene, R., Moore, G., & Kinoshita, M., 2011b. In situ stress state from walkaround VSP anisotropy in the Kumano basin southeast of the Kii Peninsula, Japan,
Geochemistry Geophysics Geosystems, 12(9), 1–18.
Vigh, D. & Starr, E. W., 2008. 3D prestack plane-wave, full-waveform inversion, Geophysics, 73(5), VE135–VE144.

212

Virieux, J., Brossier, R., Garambois, S., Operto, S., & Ribodetti, A., 2012. Making Seismic Data as CSEM Data through the Backlund Transform, EAGE Expanded Abstracts,
EAGE Saint Petersburg International Conference & Exhibition (Ru), p. B002.
Zhou, B., Greenhalgh, S., & Greenhalgh, M., 2012. Wavenumber sampling strategies
for 2.5-D frequency-domain seismic wave modelling in general anisotropic media, Geophysical Journal International , 188(1), 223–238.

213

Curriculum Vitae
Name:

Rie Miyoshi (Kamei)

Post-Secondary
Education and
Degrees:

Kyoto University
Kyoto, Japan
2003 B.Eng.
Kyoto University
Kyoto, Japan
2005 MEng.
The University of Western Ontario
London, ON, Canada
2012 Ph.D.

Honours and
Awards:
Related Work
Experience:

Best presentation in 112th Meeting, Society of Exploration Geophysists In Japan
2010
Teaching Assistant
Kyoto University, Queen’s University, The University of Western
Ontario
2003 - 2011
Research Internship
Internship at TOTAL USA in Houston, United States
2010

214

Publications:
Kamei, R., Hato, M., Matsuoka, T. 2005 Random heterogeneous model with bimodal
velocity distribution for Methane Hydrate exploration, Exploration Geophysics, 36, 4149.
Kamei, R., Pratt, R. G., Tsuji, T., 2012. Waveform Tomography Imaging of a Megasplay
Fault System in the Seismogenic Nankai Subduction Zone, Earth and Planetary Science
Letters, 317-318, 343-353.
Kamei, R., Pratt, R. G, Tsuji, T., 2012. On Acoustic Waveform Tomography of wideangle OBS data - Strategies for preconditioning and inversion. Submitted to Geophysical
Journal International.
Kamei, R., Pratt, R. G., 2012, Inversion strategies for visco-acoustic waveform inversion.
Submitted to Geophysical Journal International
Kamei, R., Pratt, R. G., Tsuji, T., 2012. On misfit functions for Laplace-Fourier waveform inversion, with applications to wide-angle OBS data. Submitted to Geophysical
Prospecting
Tsuji, T., Kamei, R., Pratt, R. G., 2012. Evolution of sequential mega-splay faults and
the forearc basin in the Nankai Trough. Submitted to Geophysical Research Letters
Referred conference paper:
Kamei, R., Matsuoka, T., 2005. Random Heterogeneous Velocity Model Application
to Methane Hydrate Exploration, , the 66th Conference and Exhibition of the EAGE,
Madrid, Spain.
Kamei, R., Pratt, R.G., 2008. Waveform Tomography strategies for imaging attenuation
structure with cross-hole data, the 69th Conference and Exhibition of the EAGE, Rome,
Italy.
Kamei, R., Pratt, R. G., 2010. Acoustic Waveform Tomography of OBS data in the
Nankai subduction zone, the 81st SEG Annual Meeting, Denver.
Kamei, R., Pratt, R. G., Tsuji, T., 2011. Waveform Tomography imaging of deep crustal
faults — Application to Nankai Subduction Zone, the 72nd EAGE Conference & Exhibition, Vienna, Austria.
Kamei, R., A. Brenders, Pratt, R. G., 2011. A discussion on the advantages of phaseonly waveform inversion in the Laplace-Fourier domain: Validation with marine and land
seismic data, the 82nd SEG Annual Meeting, San Antonio.
Kamei, R., Pratt, R. G., T., Tsuji, 2011. Waveform Tomography Imaging of a Megasplay
Fault System in the Seismogenic Nankai Subduction Zone, the 10th SEGJ International
215

meeting, Kyoto, Japan.
Pratt, R. G., Kamei, R., Brenders, A., 2011. Full Waveform Inversion: A hierarchical
approach from Traveltime Tomography through Acoustic Waveform Tomography, the
10th SEGJ International meeting, Kyoto, Japan.
Afanasiev, M., Pratt, R. G., Kamei, R., 2012. Crosshole waveform inversion: Quantifying
anisotropy through simulated annealing, the 73rd SEG Annual Meeting, Las Vegas.
Kamei, R., Pratt, R. G., 2012. Wide-band multifrequency waveform inversion in the
Laplace-Fourier domain, the 73rd SEG Annual Meeting, Las Vegas.

216

