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Abstract
We generalize the notion of quasirandomness which concerns a class of
equivalent properties that random graphs satisfy. We show that the con-
vergence of a graph sequence under the spectral distance is equivalent to
the convergence using the (normalized) cut distance. The resulting graph
limit is called graphlets. We then consider several families of graphlets
and, in particular, we characterize quasirandom graphlets with low ranks
for both dense and sparse graphs. For example, we show that a graph
sequence Gn, for n = 1, 2, . . ., converges to a graphlets of rank 2, (i.e.,all
normalized eigenvalues Gn converge to 0 except for two eigenvalues con-
verging to 1 and ρ > 0) if and only if the graphlets is the union of 2
quasirandom graphlets.
1 Introduction
The study of graph limits originated from quasi-randomness of graphs which
concerns large equivalent families of graph properties that random graphs sat-
isfy. Lova´sz and So´s [37] first considered a generalized notion of quasi-randomness
as the limits of graph sequences. Since then, there have been a great deal of
developments [1, 3, 6, 9, 10, 24, 25, 26, 27, 32, 33, 36, 37, 38, 39, 40, 41, 42, 43]
on the topic of graph limits. There are two very distinct approaches. The
study of graph limits for dense graphs is entirely different from that for sparse
graphs. By dense graphs, we mean graphs on n vertices with cn2 edges for some
constant c. For a graph sequence of dense graphs, the graph limit is formed by
taking the limit of the adjacency matrices with entries of each matrix associated
with squares of equal sizes which partition [0, 1] × [0, 1] (see [38, 39]). Along
this line of approach, the graph limit of a sparse graph sequence converges to
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zero. Consequently, very different approaches were developed for graph limits
of very sparse graphs, mostly with vertex degrees bounded above by a constant
independent of the size of the graph [3, 8, 26].
To distinguish from earlier definitions for graph limits (called, graphons,
graphines, etc.), we will call the graph limits in this paper by the name of
graphlets to emphasize the spectral connection. In the subsequent sections, we
will give a detailed definition for graphlets as the graph limits of given graph
sequences. Although the terminology is sometimes similar to that in differential
geometry, the definitions are along the line of spectral graph theory [13] and
mostly discrete. In addition, the orthogonal basis of the graphlets of a graph
sequence can be used, with additional scaling parameters, to provide a universal
basis for all graphs in the domain (or the union of domains) that we consider.
In this regard, graphlets play a similar role as the wavelets do for affine spaces.
To study the convergence of a graph sequence, various different metrics come
into play for comparing two graphs. For two given graphs, there are many
different ways to define some notion of distance between them. Usually the
labeling map assigns consecutive integers to the vertices of a graph which can
then be associated with equal intervals which partition [0, 1]. As opposed to
the definitions in previous work, we will not use the usual measure or metric
on the interval [0, 1]. Instead, our measure on [0, 1] will be determined by the
graph sequences that we consider. Before we proceed to examine the distance
between two graphs, we remark that there is a great deal of work on distances
between manifolds [4, 31] via isometric embeddings. Although the details are
obviously different, there are similarities in the efforts for identifying the global
structures of the objects of interest. We are using elements of [0, 1] as labels for
the (blow-up) vertices, similar to the exchangeable probabilistic measures that
were used in [1, 24, 25, 28, 29, 34].
Several metrics for defining distances between two graphs originated from
the quasi-random class of graphs [16, 19]. One such example involves the sub-
graph counts, concerning the number of induced (or not necessarily induced)
subgraphs of G that are isomorphic to a specified graph F . Another such met-
ric is called the cut metric which came from discrepancy inequalities for graphs.
The usual discrepancy inequalities in a graph G concern approximating the
number of edges between two given subsets of vertices by the expected values as
in a random graph and therefore such discrepancy inequalities can be regarded
as estimates for the distance of a graph to a random graph. For dense graphs,
the equivalence of convergence under the subgraph-count metric and the cut
metric among others are well understood (see [9, 38]). The methods for dealing
with dense graph limits have not been effective so far for dealing with sparse
graphs. A different separate set of metrics has been developed [8, 26] using local
structures in the neighborhood of each vertex. Instead of subgraph counts, the
associated metric concerns counting trees and local structures in the “balls”
around each vertex. The problems of graph limits for sparse graphs are inher-
ently harder as shown in [8]. Nevertheless, most real world complex networks
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are sparse graphs and the study of graph limits for sparse graphs can be useful
for understanding the dynamics of large information networks.
The paper is organized as follows: In Section 2, we first examine the con-
vergence of degree distributions of graphs and we consider the convergence the
discrete Laplace operators under the spectral norm. Then we give the definition
for graphlets in Section 2.4. In Section 3, we give several families of exam-
ples, including dense graphlets, quasi-random graphlets, bipartite quasi-random
graphlets and graphlets of bounded rank. In Section 4, we consider the discrep-
ancy distance between two graphs which can be viewed as a normalization of
the cut distance. Then we prove the equivalence of the spectral distance and
the normalized cut distance for both dense and sparse graphs. Note that our
definition of the discrepancy distance is different from the cut distance as used
in [8] where a negative result about a similar equivalence was given. In Sections
5 and 6, we further examine quasi-random graphlets and bipartite quasi-random
graphlets for graph sequences with general degree distributions. In Sections 7
and 8, we give a number of equivalent properties for certain graphlets of rank
2 and for general k. In Section 9, we briefly discuss connections between the
discrete and continuous, further applications in finding communities in large
graphs and possible future work that this paper might lead to.
We remark that the work here is different from the spectral approach of graph
limits which focuses on the spectrum of the limit of the adjacency matrices in
[43]. If the graph limit is derived from a graph sequence which consists of dense
and almost regular graphs, the two spectra are essentially the same (differ only
by a scaling factor). However, a subgraph of a regular graph is not necessarily
regular. All theorems in this paper hold for general graph sequences for both
dense graphs and sparse graphs. Some of the methods here can be generalized
to weighted directed graphs which will not be discussed in this paper.
2 The spectral norm and spectral distance
For a weighted graph G = (V,E) with vertex set V and edge set E, we denote
the adjacency matrix by AG with rows and columns indexed by vertices in
V . For an edge {u, v} ∈ E, the edge weight is denoted by AG(u, v). For a
vertex v in V (G), the degree of v is dG(v) =
∑
u AG(u, v). We let DG denote
the diagonal matrix with DG(v, v) = dG(v). Here we consider graphs without
isolated vertices. Therefore, we have dG(v) > 0 for every v and D
−1
G is well
defined.
We consider the family of operatorsW consisting ofW : [0, 1]× [0, 1]→ [0, 1]
satisfying , W (x, y) =W (y, x). W is said to be of finite type if there is a finite
partition (S1, ..., Sn) of [0, 1] such thatW is constant on each set Si×Sj . Given
a graph Gn on n vertices, a special finite-type associated with Gn is defined by
partitioning [0, 1] into n intervals of length 1/n and, for a map η : [0, 1] → V ,
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the pre-image of each vertex v corresponds to a interval Iv = (j/n, (j + 1)/n]
for some j. We can define WGn ∈ W by setting :
WGn(x, y) = AGn(u, v) (1)
if x ∈ Iu, and y ∈ Iv.
Suppose we have a sequence of graphs, Gn, for n = 1, 2, . . .. Our goal is to
describe the limit of a graph sequence provided it converges. One typical way,
as seen in [38], is to take the limit of WGn under the cut norm. For example, if
Gn is in the family of random graphs with edge density 1/2, the limit of WGn
has all entries 1/2. However, if we consider sparse graphs such as cycles, then
the limit of WGn converges to the 0 function.
Instead, we will define the graph limit to be associated with a measure
space Ω as the limit of measure spaces defined on Gn and the measure µ for
Ω is the limit of the measures µn associated with Gn. Before we give the
detailed definitions of Ω and µ, there are a number of technical issues in need
of clarification. The following remarks can be regarded as a companion for the
definitions to be given in Sections 2.1 to 2.3 so that possible misinterpretations
could be avoided.
Remark 1. We label elements of Ω by [0, 1]. However, the geometric structure
of Ω can be quite different from the interval [0, 1]. In general, Ω can be some
complicated compact space. For example, if theGn are square grids (as cartesian
products of two paths), then a natural choice for Ω is a unit square. We will
write V (Ω) = [0, 1] to denote the set of “labels” for Ω while Ω can have natural
descriptions other than [0, 1].
Remark 2. In this paper, we mainly concern operatorsW that are exchangeable
(see [1, 24, 25, 28, 29, 34]). Namely, for a Lebesgue measure-preserving bijection
τ : [0, 1] → [0, 1], a rearrangement of W , denoted by Wτ , acts on functions f
defined on [0, 1] satisfying
Wf(x) =Wτf(τ(x)). (2)
We say W is equivalent to Wτ and we write W ∼ Wτ . By an exchangeable
operator W , we mean the equivalence class of operators Wτ where τ ranges
over all measure-preserving bijections on [0, 1].
Remark 3. We consider a family of exchangeable self-adjoint operators W∗
which act on the space of functions f : [0, 1] → R. Clearly, any exchangeable
W : [0, 1]× [0, 1]→ [0, 1] with W (x, y) = W (y, x) is contained in W∗. The dis-
advantage of using such W is the implicit requirement that W (x, y) is supposed
to be given as a specified value. For some graph sequences Gn which converge
to a finite graph, it is quite straightforward to define the associated Wn as in
(1). However, in general, it is quite possible that Wn(x, y) as a function of n
approach 0 as n goes to infinity. In such cases, it is better to treat the limit as
an operator.
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Remark 4. Throughout the paper,
∫
F (y)dy denotes the usual integration of
a function F subject to the Lebesgue measure ν. We will impose the condition
that the space of functions that we focus on are Lebesgue measurable and inte-
grable so that all the inner products involving integration make sense. For some
other measures, such as µn and µ for a graph sequence, as defined in Section
2.1 and 2.2, it can be easily checked that if a function F is Lebesgue measurable
and integrable then F is also measurable and integrable subject to µn and µ.
2.1 The Laplace operator on a graph
For a weighted graph Gn on n vertices with edge weight An(u, v) for vertices u
and v , we define the Laplace operator ∆n to be
∆nf(u) =
1
du
∑
v
(f(u)− f(v))An(u, v). (3)
for f : V → R. It is easy to check that
∆n = In −D
−1
n An = D
−1/2
n LnD
1/2
n
where In is the n × n identity matrix and Ln = In − D
−1/2
n AnD
−1/2
n is the
symmetric normalized Laplacian (see [13]).
Let µn denote the measure defined by µn(v) = dv/vol(G) for v in Gn where
vol(Gn) =
∑
v dv. We define an inner product on functions f, g : V → R by
〈f, g〉µn =
∑
v∈V
f(v)g(v)µn(v).
It is then straightforward to check that
∑
{u,v}∈E
(f(u)− f(v))(g(u)− g(v))An(u, v)
vol(Gn)
=
∑
u f(u)
∑
v∼u(g(u)− g(v))An(u, v)
vol(Gn)
=
∑
u
f(u)(∆ng)(u)
du
vol(Gn)
= 〈f,∆ng〉µn
and
〈f,∆ng〉µn = 〈g,∆nf〉µn .
If f and g are complex-valued functions, then we have
〈f,∆ng〉µn = 〈g,∆nf〉µn
where x¯ denotes the complex conjugate of x.
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We note that 〈f,∆n1〉µn = 〈1,∆nf〉µn = 0, where 1 denotes the constant
function 1. Therefore, ∆n has an eigenvalue 0 with an associated eigenfunction
1, under the µn-norm. The eigenfunctions φj , for j = 0, . . . , n − 1, form an
orthogonal basis under the µn-norm for Gn. In other words, D
1/2
n φj form an or-
thogonal basis under the usual inner product as eigenvectors for the normalized
Laplacian In−D
−1/2
n AnD
−1/2
n . The φj ’s are previously called the combinatorial
eigenfunctions in [13].
.
2.2 The convergence of degree distributions
Suppose we have a sequence of graphs. For a graph Gn on n vertices, the
measure µn, defined by µn(v) =
dn(v)
vol(Gn)
, is also called the degree distribution
of Gn where dn(v) denotes the degree of v in Gn and vol(Gn) =
∑
v dn(v). In
general, for a subset X of vertices in Gn, volGn(X) =
∑
v∈X dn(v). In this
paper, we focus on graph sequences with convergent degree distributions which
we will describe.
For a graph Gn with vertex set Vn consisting of n vertices, we let Fn denote
the set of all bijections from Vn to {1, 2, . . . , n}.
Fn = {η : Vn → {1, 2, . . . , n}}. (4)
For each η ∈ Fn, we let ηn denote the associated partition map ηn : [0, 1]→ Vn,
defined by ηn(x) = η(u) if x ∈ ((η(u)− 1)/n, η(u)/n] = Iη(u). We write Iη(u) =
Iu if there is no confusion. In stead of Fn, it is sometimes convenient to consider
Fn = {ηn : η ∈ Fn} ⊂ {ϕ : [0, 1]→ Vn} (5)
Now, for any integrable functions f, g : [0, 1]→ R, we define
〈f, g〉µn,ηn =
∫ 1
0
f(x)g(x)µ(ηn)n (x) (6)
where µn is defined by∫ 1
0
F (x)µ(ηn)n (x) =
∫ 1
0
F (x)nµn(ηn(x))dx (7)
for integrable F : [0, 1]→ R. We can then define the associated norm:
‖f‖µn,ηn =
√
〈f, f〉µn,ηn (8)
As a measure on [0, 1], µ
(ηn)
n satisfies
µn(u) =
∫
Iu
µ(ηn)n (x) (9)
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and ∫ 1
0
µ(ηn)n (x) = 1.
For example, for a graph G5 with degree sequence (2, 2, 3, 3, 4), and suppose the
corresponding vertices are denoted by v1, . . . , v5, then µn(v1) = µn(v2) = 1/7
and µn(v3) = µn(v4) = 3/14, etc.
In particular, for a subset S ⊆ [0, 1], we consider the characteristic function
χS(x) = 1 if x ∈ S and 0 otherwise. Then for f = g = χS , we have
〈χS , χS〉µn,ηn = µ
(ηn)
n (S)
=
∫
S
µ(ηn)n (x). (10)
Sometimes we suppress the labeling map ηn and simply write µn as the associ-
ated measure on [0, 1] if there is no confusion.
For ǫ > 0, we say two graphs Gm and Gn have ǫ-similar degree distributions
if
inf
θ∈Fm,η∈Fn
∫ 1
0
|µ(θ)m (x)− µ
(η)
n (x)| < ǫ. (11)
For a graph sequence Gn, n = 1, 2, . . . , we say the degree distribution µn is
Cauchy, if for any ǫ > 0, there exists N = N(ǫ) such that for any m,n ≥ N ,
the degree distributions of Gm and Gn are ǫ-similar. To see that the degree
distributions converge, we use the following arguments:
Lemma 1. If the degree distribution of the sequence Gn is Cauchy, then there
are θn ∈ Fn such that the sequence µ
(θn)
n of Gn converges to a limit, denoted by
µ. Furthermore µ is unique up to a measure preserving map.
Proof. For each positive integer j, we set ǫj = 2
−j, and let N(ǫj) denote the
least integer such that for m,n ≥ N(ǫj), Gm and Gn have ǫj-similar degree
distributions. To simplify the notation, we write M(j) = N(ǫj).
We first choose an arbitrary permutation ηM(1) and then by induction define
permutations ηM(j)’s, for j > 1 using (11) so that∫ 1
0
|µ
(θM(j))
M(j) (x) − µ
(θM(j+1))
M(j+1) (x)| < ǫj .
For each n ∈ [M(j),M(j + 1)), we choose the permutation ηn such that∫ 1
0
|µ(θn)n (x) − µ
(θM(j))
M(j) (x)| < ǫj .
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Claim: the sequence of µ
(θn)
n , for n = 1, 2, . . . is Cauchy.
To prove the claim, we see that for anym,n ≥M(j) satisfying n ∈ [M(j),M(j+
1)) and m ∈ [M(k),M(k + 1)) with j ≤ k, we have
∫ 1
0
| µ(θn)n (x) − µ
(θm)
m (x) |
≤
∫ 1
0
| µ(θn)n (x) − µ
(θM(j))
M(j) (x) | +
∫ 1
0
| µ
(θM(j))
M(j) (x)− µ
(θM(j+1))
M(j+1) (x) | + . . .
+
∫ 1
0
| µ
(θM(k−1))
M(k−1) (x) − µ
(θM(k))
M(k) (x) | +
∫ 1
0
| µ
(θM(k+1))
M(k) (x) − µ
(θm)
m (x) |
≤ 2ǫj + ǫj+1 + . . .+ ǫk−1 + 2ǫk
= 3ǫj
and the Claim is proved.
To show that the sequence µ
(θn)
n converges, we define µ(S) for any measurable
subset S ⊆ [0, 1] as follows:
µ(S) = lim
n→∞
µ(θn)n (S)
= lim
n→∞
∫
S
µ(θn)n (x).
Since µ
(θn)
n is Cauchy, the above limit exists and µ(S) is well defined. Further-
more, for any measure preserving map τ , µ ◦ τ is the limit of µ
(θn◦τ)
n . Thus, µ
is unique up to a measure preserving map.
To see that µ is a probabilistic measure, we note that for any ǫ > 0, there is
some n such that
|
∫ 1
0
µ(x) − 1 | = |
∫ 1
0
µ(x) −
∫ 1
0
µ(ηn)n (x) |
=
∫ 1
0
| µ(x) − µ(ηn)n |
≤ ǫ.
Lemma 1 is proved.
Remark 5. Since we are dealing with exchangeable operators, the measures
µ can be regarded as the equivalence class of probabilistic measures where two
measures ϕ, ϕ′ are said to be equivalent if there is a Lebesgue measure preserving
bijection τ on [0, 1] such that ϕ = ϕ′ ◦ τ .
Remark 6. An alternative proof for the convergence µn is due to Stephen
Young [45] which is simpler but the resulted limit µ is not necessarily exchange-
able. For each n, suppose we choose ηn such that µ
(ηn)
n is a non-decreasing
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function on [0, 1]. By using the fact that for x1 < x2 and y1 < y2, we have
|x1 − y1|+ |x2 − y2| ≤ |x1 − y2|+ |x2 − y1|, it follows that
inf
θ∈Fm,η∈Fn
∫ 1
0
|µ(θ)m (x) − µ
(η)
n (x)| =
∫ 1
0
|µ(ηm)m (x) − µ
(ηn)
n (x)|
Thus the sequence µ
(ηn)
n is Cauchy and therefore converges to a limit µ.
We note that two different graphs G and H both on n vertices can have
the same degree distribution measure µn but G and H have different degree
sequences. For example, G is a k-regular graph and H is a k′-regular graph
where k 6= k′. In this case, µn(v) = 1/n for any vertex v and µn(x) = 1 for any
x ∈ [0, 1]. To define the convergence of graph sequences, we need to take into
account the volume vol(G) =
∑
v dv of G.
2.3 The spectral distance
Suppose we consider two graphs Gm and Gn on m and n vertices, respectively.
Their associated Laplace operators are denoted by ∆m and ∆n, respectively. If
m 6= n, ∆m and ∆n have different sizes. In order to compare two given matrices,
we need some definitions.
In Gn = (Vn, En), for ηn ∈ Fn (as described in (4)), the operator ∆
(η)
n is
acting on an integrable function f : [0, 1]→ R by
∆(η)n f(x) =
n
dn(ηn(x))
∫ 1
0
(
f(x)− f(y)
)
W (ηn)n (x, y)dy
= f(x)−
n
dn(ηn(x))
∫ 1
0
W (ηn)n (x, y)f(y)dy (12)
whereW
(ηn)
n ∈ W = [0, 1]× [0, 1] is associated with the adjacency matrix An by
W (ηn)(x, y) = An(ηn(x), ηn(y)). Here we require f to be Lebesgue measurable
and therefore is also µn-measurable. In the remainder of the paper, we deal
with functions that are Lebesgue integrable on [0, 1]. We note that for any two
permutations θ, η ∈ Fn, W
(θn) is equivalent to W (ηn) as exchangeable operators
in W∗, defined in (3).
For a Lebesque integrable function f : [0, 1]→ R, we consider
〈f,∆(ηn)n g〉µn,ηn =
∫ 1
0
f(x)
(
∆(ηn)n g(x)
)
µ(ηn)n (x)
=
∫ 1
0
∫ 1
0
n
dn(ηn(x))
f(x)
(
g(x)− g(y)
)
W (ηn)n (x, y) dy µ
(ηn)
n (x)
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Using (7), we have
〈f,∆(ηn)n g〉µn,ηn =
n2
vol(Gn)
∫ 1
0
∫ 1
0
f(x)
(
g(x)− g(y)
)
W (ηn)n (x, y)dxdy
=
n2
2vol(Gn)
∫ 1
0
∫ 1
0
(
f(x)− f(y)
)(
g(x)− g(y)
)
W (ηn)n (x, y)dxdy.
In particular,
〈f,∆(ηn)n f〉µn,ηn =
n2
2vol(Gn)
∫ 1
0
∫ 1
0
(
f(x)− f(y)
)2
W (ηn)n (x, y)dxdy. (13)
Remark 7. The above inner products are invariant subject to any choice of
measure preserving maps τ . Namely, if we define f ◦ τ(x) = f(τ(x)), then
〈f,∆(ηn)n f〉µn,ηn = 〈f ◦ τ,∆
(ηn◦τ)
n f〉µn◦τ,ηn◦τ . (14)
For an operatorM acting on the space of integrable functions f : [0, 1]→ R,
we say M is exchangeable if for any measure preserving map τ , we have
〈f,Mg〉 = 〈f ◦ τ,Mτ (g ◦ τ)〉
where Mτ is defined by Mτh(x, y) = M(h(τ
−1(x), h(τ−1(y))). Clearly, ∆n is
an exchangeable operator.
For an integrable function f : [0, 1]→ R and ηn ∈ Fn, we define f˜n : [0, 1]→
R, for x ∈ Iu, as follows:
f˜n(x) =
∫
Iu
f(y)µ
(ηn)
n (y)dy∫
Iu
µ
(ηn)
n (y)dy
=
∫
Iu
f(y)µ
(ηn)
n (y)dy
µn(u)
=
∫ 1
0 I
(ηn)
n (x, y)f(y)µ
(ηn)
n (y)dy
µn(u)
(15)
where In is the n × n identity matrix as defined in Section 2.1. Note that
f˜n(x) = f˜n(z) if ηn(x) = ηn(z). For u in V (Gn), we write f˜n(u) = f˜n(x) where
x ∈ Iu.
f and f˜ are related as follows:
Lemma 2.
(i) For x ∈ Iu, and ηn ∈ Fn,
∆(ηn)n f(x) =
n
dn(ηn(x))
∑
v
∫
y∈Iv
(f(x)− f(y))An(ηn(x), v)dy
=
1
dn(u)
∑
v
(f(u)− f˜n(v))An(u, v)
= ∆nf˜n(u) + (f(x)− f˜n(u)).
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(ii) For f, g : [0, 1]→ R,
〈f,∆(ηn)n f〉µn,ηn = 〈f˜n,∆nf˜n〉µn + ‖f − f˜n‖
2
µn,ηn . (16)
The proof of (i) follows from (3) and (15). (ii) follows from (i) and (13) by
straightforward manipulation.
Remark 8. In this paper, we define inner products and norms on the space of
integrable functions defined on [0, 1], as seen in (6) and (8). Consequently, the
last term in (16) approaches 0 as n goes to infinity. Namely,
‖f − f˜n‖
2
µn,ηn → 0 as n→∞
if f is integrable. This implies that the graph Laplacian ∆n for Gn acting on
the space of functions defined on Vn can be approximated by ∆
(ηn)
n acting on
the space of functions defined on [0, 1] with the exception for the function f
with ‖∆nf‖µn,ηn is too close to 0, while f is orthogonal to the eigenfunction
associated with eigenvalue 0. The case of a path Pn is one such example and
in fact, the graph sequence of paths Pn does not converge under the spectral
distance that we shall define. In order to make sure that ∆
(ηn)
n closely approxi-
mates ∆n, there are two ways to proceed. We can restrict (implicitly) ourselves
to graph sequences Gn with the least nontrivial eigenvalue λ1 of ∆n greater
than some absolute positive constant (as done in this paper). An alternative
way is to consider general labeling space Ω0 other than [0, 1] and impose further
conditions on the space of functions defined on Ω0 (which will be treated in a
subsequent paper).
For a graph sequence Gn = (Vn, En), where n = 1, 2, . . ., we say the sequence
of the Laplace operators ∆n is Cauchy if for any ǫ > 0 there exists N such that
for m,n ≥ N , there exist θm ∈ Fm, θn ∈ Fn such that the following holds:
(i) The associated measures µ
(θm)
m and µ
(θm)
m satisfy∫ 1
0
|µ(θm)m (x)− µ
(θn)
n (x)| < ǫ.
(ii) The Laplace operators associated with Gm and Gn satisfy∣∣∣∣∣ 〈f,∆
(θm)
m g〉µm,θm
‖f‖µm,θm‖g‖µm,θm
−
〈f,∆
(θn)
n g〉µn,θn
‖f‖µn,θn‖g‖µn,θn
∣∣∣∣∣ < ǫ
for integrable f, g defined on [0, 1] and we write
d(∆m,∆n)µm,µn < ǫ (17)
where µm, µn denote the degree distributions of Gm, Gn, respectively.
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Remark 9. We note that the spectral distance here is invariant subject to any
choices of measure preserving maps. In fact, for any measure preserving map
τ , it follows from the definition and that d(∆m,∆n)µm,µn < ǫ if and only if
d(∆m,∆n)µm◦τ,µn◦τ < ǫ.
Suppose the sequence of graphs Gn = (Vn, En) have degree distributions µn
converging to µ as above. Then (17) can be simplified. The inequality in (17)
can be replaced by an equivalent condition
d(∆m,∆n)µ < ǫ
which can be described by there exists N such that for m,n ≥ N , there exist
θm ∈ Fm, θn ∈ Fn such that the Laplace operators associated with Gm and Gn
satisfy ∣∣∣〈f, (∆(θm)m −∆(ηn)n )g〉µ∣∣∣ < ǫ (18)
for integrable f, g : [0, 1]→ R with ‖f‖µ = ‖g‖µ = 1 .
For an operator M on [0, 1] we can define spectral µ-norm, defined by
‖M‖2µ = sup
f,g
| 〈f,Mg〉µ |
where f, g : [0, 1]→ R range over integrable functions satisfy ‖f‖µ = ‖g‖µ = 1.
We are ready to examine the convergence of a graph sequence under the spectral
distance.
Theorem 1. For a graph sequence Gn = (Vn, En), where n = 1, 2, . . ., sup-
pose the sequence of the Laplace operators ∆n is Cauchy, then for each n, there
are permutations θn ∈ Fn such that the sequence of ∆
(θn)
n converges to an ex-
changeable operator ∆ and the measure µ
(θn)
n of Gn’s converge to µ where ∆
satisfies ∫ 1
0
f(x)∆g(x)µ(x) = lim
n→∞
〈f,∆(θn)n g〉µn (19)
for any two integrable functions f, g : [0, 1]→ R.
Proof. For each positive integer j, we set ǫj = 2
−j, and let N(ǫj) denote the
least integer such that for m,n ≥ N(ǫj), (17) holds for ǫj . To simplify the
notation, we write M(j) = N(ǫj).
We first choose an arbitrary permutation η(1) ∈ FM(j) and then by induction
define permutations θ(j) ∈ FM(j)’s, for j > 1, using (17) so that
d(∆M(j),∆M(j+1))
µ
(θ(j) )
M(j)
,µ
(θ(j+1))
M(j+1)
< ǫj .
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We can assume the associated measure for θ(j) is non-decreasing since we can
simply adjust by choosing measure preserving maps.
For each n ∈ [M(j),M(j + 1)), we choose the permutation θn such that
d(∆n,∆M(j))
µ
(θn)
n ,µ
(θ(j))
M(j)
< ǫj.
We will use a similar method as in Lemma 1 to prove the following:
Claim 1: The sequence of ∆
(θn)
n , for n = 1, 2, . . . is Cauchy.
To prove the claim, we see that for anym,n ≥M(j) satisfying n ∈ [M(j),M(j+
1)) and m ∈ [M(k),M(k + 1)) with j ≤ k, we have
d(∆m,∆n)µ(θn)n ,µ(θm)m
≤ d(∆n,∆M(j))
µ
(θn)
n ,µ
(θ(j))
M(j)
+ . . .
+d(∆M(k−1),∆M(k))
µ
(θ(k−1))
M(k−1)
,µ
(θ(k))
M(k)
+ d(∆M(k),∆m)
µ
(θ(k))
M(k)
,µ
(θn)
m
≤ 2ǫj + ǫj+1 + . . .+ ǫk−1 + 2ǫk
= 3ǫj
and Claim 1 is proved.
Claim 2: The sequence of µ
(θn)
n is Cauchy and therefore converges to a limit µ.
To prove Claim 2, we will first show that for any ǫ > 0, m,n ≥ N(ǫj), and any
subset S ⊂ [0, 1], we have |µ
(θm)
m (S)− µ
(θn)
n (S)| ≤ 6ǫj.
From the proof of Claim 1, we know that d(∆
(θm)
m ,∆
(θn)
n ) ≤ 3ǫj , which
implies, by choosing f = χS and g = 1 in (47) and (??),
3ǫj ≥ d(∆
(θm)
m ,∆
(θn)
n )
≥
∣∣∣∣
√
µ
(θm)
m (S)−
√
µ
(θn)
n (S)
∣∣∣∣
≥
∣∣∣µ(θm)m (S)− µ(θn)n (S)∣∣∣√
µ
(θm)
m (S) +
√
µ
(θn)
n (S)
≥
1
2
∣∣∣µ(θm)m (S)− µ(θn)n (S)∣∣∣ .
To show that µ
(θn)
n is Cauchy, we set S = {x : µ
(θn)
n (x) > µ
(θm)
m (x)}. Then,∫ 1
0
| µ(θn)n (x)− µ
(θm)
m (x)| = 2
∫
S
| µ(θn)n (x)− µ
(θm)
m (x) | +
∫
S¯
| µ(θn)n (x) − µ
(θm)
m (x) |
= 2 | µ(θn)n (S)− µ
(θm)
m (S) |
≤ 12ǫj.
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Claim 2 is proved.
Now, we can define the operator ∆:
〈f,∆g〉 =
∫ 1
0
f(x)∆g(x)µ(x) (20)
= lim
n→∞
〈f,∆(θn)n g〉µn (21)
for any two integrable functions f, g : [0, 1]→ R.
Combining Claims 1 and 2, the sequence ∆
(θn)
n converges to a limit ∆.
For a graph sequence Gn, where n = 1, 2, ..., the Laplace operator ∆n of Gn
and WGn ∈ W
∗ are related as follows: For functions f, g : [0, 1] → R, by using
(7) we have
〈f, (I −∆(ηn)n )g〉µn,η =
∫ 1
0
f(x)
(
(I −∆(ηn)n )g(x)
)
µ(ηn)n (x)
=
∫ 1
0
∫ 1
0
n
dn(ηn(x))
f(x)g(y)W (ηn)n (x, y)dyµ
(ηn)
n (x)
=
n2
vol(Gn)
∫ 1
0
∫ 1
0
f(x)g(y)W (ηn)n (x, y)dxdy
although the existence of the limit of WGn is not necessarily required.
There are similarities between ∆ and the previous definitions for graph limits
(as defined in [38]) but the scaling is different as seen below:∫ 1
0
f(x)
(
(I −∆)g(x)
)
µ(x) = lim
n→∞
∫ 1
0
f(x)
(
(I −∆(ηn)n )g
)
(x)µ(ηn)n (x)
= lim
n→∞
〈f,
n2
vol(Gn)
Wng〉. (22)
Suppose the graph sequence have volume vol(Gn) converging to a function Φ.
Then we have∫ 1
0
f(x)
(
(I −∆)g(x)
)
µ(x) = lim
n→∞
〈f,
n2
vol(Gn)
WGng〉 (23)
Thus, the Laplace operator ∆ as a limit of ∆n is essentially the identity operator
minus a scaled multiple of the limit W . We state here the following useful fact
which follows from Theorem 1:
Lemma 3. For a sequence of graphs Gn, for n = 1, 2, . . . , with degree distribu-
tions µn converging to µ, the associated Laplace operators ∆n converges to ∆
satisfying
〈χS , (I −∆)1〉µ = µ(S) ≥ 0, (24)
and 〈χS , (I −∆)χT 〉µ ≥ 0 (25)
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for any integrable subsets S, T ⊆ [0, 1] where 1 is the constant function assuming
the value 1.
Proof. The proof of (24) follows from the fact that
〈χS , (I −∆)1〉µ = lim
n→∞
〈χ
(n)
S , (I −∆n)1〉µn
= lim
n→∞
〈χ
(n)
S ,1〉µn
= lim
n→∞
µn(S
(n))
= µ(S).
To see (25), we note that for any two vertices u, v in Gn, 〈χu, (I −∆n)χv〉µ =
An(u, v)/vol(Gn) ≥ 0.
2.4 Defining the graphlets
Using the convergence definitions in the previous subsections, we define graphlets
as the limit of a graph sequence
G1, G2, . . . , Gn, · · · → G(Ω,∆) (26)
which satisfies the following conditions:
1. The degree distributions of Gn introduce measures µn on Ω and µn con-
verges to a measure µ for Ω as in (11).
2. The discrete Laplace operators ∆n for Gn converges to ∆ as an operator
on Ω under the spectral distance using the µ-norm as in (9) and (19).
3. The volume vol(Gn) of Gn is increasing in n.
Several examples of graphlets will be given in the next section.
Remark 10. One advantage of the graphlets G(Ω,∆) is the fact that the eigen-
vectors of graphs in the graph sequences can be approximated by eigenvectors
of ∆. In other words, eigenvectors of ∆ can be used as universal basis for all
graphs in graph sequences in the graphlets G(Ω,∆).
Remark 11. In the other direction, graphs in graph sequences in graphlets
G(Ω,∆) can be viewed as a scaling for discretization of Ω and ∆. If two different
graph sequences converge to the same graphlets, they can be viewed as giving
different scaling for discretization.
Remark 12. Another way to describe a graphlets is to view G(Ω,∆) as the
limit of graphlets G(Ωn,∆n). Here Ωn can be described as a measure space
under a measure µn as follows. The elements in Ωn, (the same as that of Ω,
labelled by [0, 1]) is the union of n parts, denoted by Iv, indexed by vertices v
of Gn. The degree of v satisfies
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dn(v) ≈ vol(Gn)
∫
Iv
µ(x).
The Laplace operator ∆n can be defined by using the adjacency entry An(u, v) =
Wn(x, y) for x ∈ Iu and y ∈ Iv. Namely, ∆n(x, y) = In(x, y) −Wn(x, y)/dx.
The graphlets G(Ω,∆) as the limit of G(Ωn,∆n) specifies the incidence quantitiy
between any two integrable subsets S and T in Ω. For an integrable S ⊆ Ω, we
let χS denote the characteristic function of S, which assume the value 1 on S,
and 0 otherwise. In Ωn, the incidence quantity between S and T , denoted by
En(S, T ) satisfies:
En(S, T ) = vol(Gn)
∫ 1
0
χS(x)
(
(I −∆n)χT (x)
)
µn(x). (27)
In particular, for S = T ,
En(S, S) ≈ vol(Gn)
(
µ(S)− µ(∂(S))
)
where the boundary ∂(S) of S satisfies
En(S, S¯) ≈ vol(Gn)µ(∂(S)) = vol(Gn)
∫ 1
0
χS(x)∆χS(x)µ(x).
3 Examples of graphlets
We here consider several examples of graphlets G(Ω,∆) which are formed from
graph sequences Gn, for n = 1, 2, . . .. We will illustrate that the eigenfunctions
of ∆ can be used to serve as a universal basis for graphs Gn. The discretized
adaptation of graphlets will be called “lifted graphlets” for Gn, which are good
approximations for the actual eigenfunctions in Gn as n approaches infinity. In
some cases, the lifted graphlets using ∆ are fewer than the number of eigenfunc-
tions in Gn and in other cases, there are more eigenfunctions of ∆ than those
of Gn. We will describe a universal basis for Gn, as the union of two parts,
including the primary series (which are the lifted graphlets) and complementary
series (which are orthogonal to the primary series). In a way, we will see that
the primary series captures the main structures of the graphs while the comple-
mentary series reflect the “noise” toward the convergence. Before we proceed,
some clarifications are in order.
• The notion of orthogonality refers to the usual inner product unless we
specify other modified inner products such as the µ-product 〈·, ·〉µ or the
µn-product. Sometimes, it is more elegant to use eigenfunctions that are
orthogonal under the µ-norm. However, when we are dealing with a finite
graph Gn in a graph sequence, we sometimes wish to use only what we
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know about the finite graph Gn and perhaps the existence of the limit
without the knowledge of the behavior of the limit (such as µ). In such
cases, we will use the usual inner product.
• The universal bases are for approximating the eigenfunctions of the nor-
malized Laplacian of Gn. In a graph Gn, its Laplace operator ∆n =
I − D−1n An is not symmetric in general since the left and right eigen-
functions are not necessarily the same. The universal basis is used for
approximating the eigenfunctions of the normalized Lapalcian
Ln = I −D
−1/2
n AnD
−1/2
n ,
which is equivalent to ∆n and is symmetric. Thus, L has orthogonal
eigenfunctions.
3.1 Dense graphlets
Suppose we have a sequence of dense graphsGn, for n = 1, 2, . . ., with vol(Gn) =
2|E(Gn)| = cnn
2 where the cn converge to a constant c > 0. In this case, the
µ-norm is equivalent to other norms such as the cut-norm and subgraph-norm
in [9]. By using the regularity lemma, the graphlets G(Ω,∆) of a dense graph
sequence is of a finite type. In other words, there is a graph H on h vertices
where h is a constant (independent of n) such that Ω = ΩH is taken to be a
partition of [0, 1] into h intervals of the same length. Let ϕ1, . . . , ϕh denote the
eigenfunctions of H .
For n = hm and m ∈ Z, we will describe a basis for a graph Gn. The
primary eigenfunctions can be written as
φ
(n)
j (v) = ϕj(⌈v/m⌉) where v ∈ {1, 2, . . . , n} and j = 1, . . . , h,
while the complementary eigenfunctions consist of n− h = (m− 1)h eigenfunc-
tions as follows: For 1 ≤ a ≤ h, 1 ≤ b ≤ m− 1,
φ
(n)
a,b (a
′m+ b′) =
{
e2piibb
′/m if a′ + 1 = a,
0 otherwise.
3.2 Quasi-random graphlets
Originally, quasi-randomness is an equivalent class of graph properties that are
shared by random graphs (see [19]). In the language of graph limits, quasi-
random graph properties with edge density 1/2 can be described as a graph
sequence Gn, for n = 1, 2, . . ., converging to graphlets G(Ω,∆) where Ω = [0, 1]
and ∆(x, y) = 1/2, for x 6= y and µ(x) = µ(y) for all x, y. Compared with
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the original equivalent quasi-random properties for Gn (included in parenthe-
ses), the quasi-random graphlets with edge density 1/2 satisfies the following
equivalent statements for the graph sequence Gn where n = 1, 2, . . ..
(1) The graph sequence Gn converges to graphlets G(Ω,∆) in the spectral dis-
tance.
(The eigenvalue property: The adjacency matrix of Gn on n vertices
has one eigenvalue n/2 + o(n) with all other eigenvalues o(n). )
(2) The graph sequence Gn converges to graphlets G(Ω,∆) in the cut-distance.
(The discrepancy property: For any two subsets S and T of the vertex
set of Gn, there are |S| · |T |/2+o(n
2) ordered pairs (u, v) with u ∈ S, v ∈ T
and {u, v} being an edge of Gn. )
(3) The graph sequence Gn converges to graphlets G(Ω,∆) in the C4-count-
distance.
(The co-degree property: For all but o(n2) pairs of vertices u and v
in Gn, u and v have n/4 + o(n) common neighbors.)
(The trace property: The trace of the adjacency matrix to the 4th power
is n4/16 + o(n4).)
(4) The graph sequence Gn converges to graphlets G(Ω,∆) in the subgraph-
count-distance.
(The subgraph-property: For fixed k ≥ 4 and for any H on k vertices
and l edges, the number of occurrence of H as subgraphs in Gn is n
k/2l+
o(nk).)
(5) The graph sequenceGn converges to graphlets G(Ω,∆) in the homomorphism-
distance.
(The induced-subgraph-property: For fixed k ≥ 4 and for any H on
k vertices, the number of occurrence of H as induced subgraphs in Gn is
nk/2(
k
2) + o(nk). )
For a quasi-random graph sequence, the primary graphlets for Gn consists of
the all 1’s vector 1 and the complementary ones are irrelevant in the sense that
they can be any arbitrarily chosen orthogonal functions since all eigenvalues
except for one approach zero. In other words, ∆ as the limit of Gn only has one
nontrivial eigenfunction.
The generalization of quasi-randomness to sparse graphs and to graphs with
general degree distributions [17, 18] can also be described in the framework of
graphlets. In the previous work on quasi-random graphs with given degree dis-
tributions, the results are not as strong since additional conditions are required
in order to overcome various difficulties [17, 18]. By using graph limits, such
obstacles and additional conditions can be removed. In Section 5, we will give
a complete characterization for quasi-random graphlets with any given general
degree distribution which include the sparse cases.
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3.3 Bipartite quasi-random graphlets
A bipartite quasi-random graphlets G(Ω,∆) can be described as follows: Ω is
be partitioned into two parts A and B while W (x, y) is equal to some constant
ρ if (x ∈ A, y ∈ B) or (x ∈ B, y ∈ A), and 0 otherwise. There are two nontrivial
eigenvalues of I − ∆, namely, 1 and −1. The eigenfuction φ0 associated with
eigenvalue 1 assumes the value φ0(x) = 1/
√
µ(A) for x ∈ A and φ0(y) =
1/
√
µ(B) for y ∈ B. The eigenfunction φ1 associated with eigenvalue −1 is
defined by φ1(x) = 1/
√
µ(A) for x ∈ A and φ1(y) = −1/
√
µ(B) for y ∈ B.
The bipartite version of quasi-random graphs is useful in the proof of the reg-
ularity lemma [44]. Bipartite quasi-random graphlets, as well as quasi-random
graphlets, serve as the basic building blocks for general types of graphlets. More
on this will be given in Sections 7 and 8.
3.4 Graphlets of bounded rank
A quasi-random sequence is a graph sequence which converges to a graphlets of
rank 1 as we will see in this section. We will further consider the generalization
of graph sequences which converge to a graphlets of rank k. This will be further
examined in Sections 7 and 8.
4 The spectral distance and the discrepancy dis-
tance
4.1 The cut distance and the discrepancy distance
In previous studies of graph limits, a so-called cut metric that is often used for
which the distance of two graphs G and H which share the same set of vertices
V is measured by the following (see [9, 30]).
cut(G,H) =
1
|V |2
sup
S,T⊆V
|EG(S, T )− EH(S, T )| (28)
where EG(S, T ) denotes the number of ordered pairs (u, v) where u is in S, v is
in T and {u, v} is an edge in G.
We will define a discrepancy distance which is similar to but different from
the above cut distance. For two graphs G and H on the same vertex set V , the
discrepancy distance, denoted by disc(G,H) is defined as follows:
disc(G,H) = sup
S,T⊆V
∣∣∣∣∣ EG(S, T )√volG(S)volG(T ) −
EH(S, T )√
volH(S)volH(T )
∣∣∣∣∣ . (29)
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We remark that the only difference between the cut distance and the discrepancy
distance is in the normalizing factor which will be useful in the proof later.
For two graphs Gm and Gn with m and n vertices respectively, we use the
labeling maps θn and ηn to map [0, 1] to the vertices of Gm and Gn, respectively.
We define the measures µm and µn on [0, 1] using the degree sequences of Gm
and Gn repectively, as in Section 2.2. From the definitions and substitutions,
we can write:
EGn(S, T ) = vol(Gn)〈χS , (I −∆n)χT 〉µn,θn . (30)
Therefore the discrepancy distance in (29) can be written in the following general
format:
disc(Gm, Gn)
= inf
θm∈Fm,ηn∈Fn
sup
S,T⊆[0,1]
∣∣∣∣∣〈χS , (I −∆m)χT 〉µm,θn√µm(S)µm(T ) −
〈χS , (I −∆n)χT 〉µn,ηn√
µn(S)µn(T )
∣∣∣∣∣
(31)
where S, T range over all integrable subsets of [0, 1]. We can rewrite (30) as
follows.
EGn(S, T ) = vol(Gn)
∫
x∈Ω
χS(x)
(
(I −∆n)χT
)
(x)µn(x). (32)
Alternatively, EGn(S, T ) was previously expressed (see [38]) as follows:
EGn(S, T ) = n
2
∫
x∈S
∫
y∈T
W (x, y) ds dt (33)
The two formulations (32) and (33) look quite different but are of the same
form when the graphs involved are regular. However, the format in (33) seems
hard to extend to general graph sequences with smaller edge density.
Although the above definition in (31) seems complicated, it can be simplified
when the degree sequences converge. Then, µm and µn are to be approximated
by the measure µ of the graph limit. In such cases, we define
discµ(Gm, Gn)
= inf
θm∈Fm,ηn∈Fn
sup
S,T⊆[0,1]
∣∣∣∣∣ 〈χS , (I −∆m)χT 〉µ,θm√µ(S)µ(T ) − 〈χS , (I −∆n)χT 〉µ,ηn√µ(S)µ(T )
∣∣∣∣∣
= sup
S,T⊆[0,1]
1√
µ(S)µ(T )
|〈χS , (∆m −∆n)χT 〉µ| . (34)
where S, T range over all integrable subsets of [0, 1] and we suppress the labelings
θ, η which achieve the infininum.
We will show that the convergence using the spectral distance defined under
the µ-norm is equivalent to the convergence using the discrepancy distance in
Section 4.
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4.2 The equivalence of convergence using spectral distance
and the discrepancy distance
We will prove the following theorem concerning the equivalence of the conver-
gences under the spectral distance (as in (19)) and the discrepancy distance (as
in (31)). The result holds without any density restriction on the graph sequence.
The proof extends similar techniques in Bilu and Linial [5] and [7, 11] for regular
or random-like graphs to graph sequences of general degree distributions.
Theorem 2. Suppose the degree distributions µn, of a graph sequence Gn, for
n = 1, 2, . . ., converges to µ. The following statements are equivalent:
(1) The graph sequence Gn converges under the spectral distance.
(2) The graph sequence Gn converges under the disc-distance.
Proof. Suppose that for a given ǫ > 0, there exists an N > 1/ǫ such that for
n > N , we have
‖µn − µ‖1 < ǫ.
The proof for (1) ⇒ (2) is rather straightforward and can be shown as follows:
Suppose (1) holds and we have, for m,n > N , ‖µm−µ‖1 < ǫ, ‖µn−µ‖1 < ǫ
and ‖∆m −∆n‖µ < ǫ. (Here we omit the labeling maps θm, θn to simplify the
notation.) Then,
disc(Gm, Gn) = sup
S,T⊆[0,1]
∣∣∣∣∣〈χS , (I −∆m)χT 〉µm√µm(S)µm(T ) −
〈χS , (I −∆n)χT 〉µn√
µn(S)µn(T )
∣∣∣∣∣
≤ sup
S,T⊆[0,1]
1√
µ(S)µ(T )
|〈χS , (∆m −∆n)χT 〉µ|+ 4ǫ
= sup
S,T⊆[0,1]
1
‖χS‖µ‖χT ‖µ
|〈χS , (∆m −∆n)χT 〉µ|+ 4ǫ
≤ ‖∆m −∆n‖µ + 4ǫ
≤ 5ǫ.
To prove (2) ⇒ (1), we assume that for M = ∆n −∆m
|〈χS ,MχT 〉µ| ≤ ǫ
√
µ(S)µ(T ) (35)
for some ǫ > 0 for any two integrable subsets S, T ⊆ [0, 1]. It is enough to show
that for any two integrable functions f, g : [0, 1]→ R, we have
|〈f,Mg〉µ| ≤ 20ǫ log(1/ǫ)‖f‖µ‖g‖µ (36)
provided ǫ < .02.
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The proof of (36) follows a sequence of claims.
Claim 1: For an integrable function f defined on [0, 1] with ‖f‖µ = 1, for any
ǫ > 0, there exists an N(ǫ) such that for any n > N(ǫ) there is a function h
defined on [0, 1] satisfying :
(1) ‖h‖µ ≤ 1,
(2) ‖f − h‖µ ≤ 1/4 + ǫ,
(3) The value h(y) in the interval ((j − 1)/n, j/n] is a constant hj and hj is of
the form (45 )
j for integers j.
Proof of Claim 1: Since f is integrable, for a given ǫ, we can approximate ‖f‖2µ
by a function f¯ , with f¯(x) = fj in ((j − 1)/n, j/n], such that∣∣∣∣
∫ 1
0
(f − f¯)2(x)µ(x)
∣∣∣∣ < ǫ.
For f¯ = (fj)1≤j≤mn, we define h = (hj)1≤j≤mn as follows. If fj = 0, we set
hj = 0. Suppose fj 6= 0, there is a unique integer k so that (4/5)
k < |fj| ≤
(4/5)k−1. We set hj = sign(f)(
4
5 )
k where sign(fj) = 1 if fj is positive and −1
otherwise. Then
0 < |fj − hj | ≤ (
4
5
)k−1 − (
4
5
)k =
1
4
(
4
5
)k <
1
4
|fj|,
which implies ‖f−h‖2µ ≤ ǫ+
∑
j
∫ 1
0 |fj−hj |
2µ(x) ≤ ǫ+ 116
∑
t |fj |
2µ(x) = 116+ǫ.
Claim 1 is proved.
Claim 2: Suppose there are functions f ′, g′ satifying ‖M‖µ = |〈f
′,Mg′〉µ| and
‖f ′‖µ = ‖g
′‖µ = 1. If f, g are functions such that ‖f‖µ, ‖g‖µ ≤ 1 and ‖f
′ −
f‖µ ≤ 1/4 + ǫ,‖g
′ − g‖µ ≤ 1/4 + ǫ, then
‖M‖µ ≤ (2 + 4ǫ)|〈f,Mg〉µ|. (37)
Claim 2 can be proved by using Claim 1 as follows:
‖M‖µ = |〈f
′,Mg′〉µ|
≤ |〈f,Mg〉µ|+ |〈f
′ − f,Mg〉µ|+ |〈f
′,M(g′ − g)〉µ|
≤ |〈f,Mg〉µ|+
(2
4
+ 2ǫ
)
‖M‖µ.
This implies ‖M‖µ ≤ (2 + 4ǫ)|〈f,Mg〉µ|, as desired.
From Claims 1 and 2, we can upper bound ‖M‖µ to within a multiplicative
factor of 2+4ǫ by bounding of |〈f,Mg〉µ| with f, g of the following form: Namely,
f =
∑
t(
4
5 )
tf (t), where the f (t) denotes the indicator function of {x : f¯(x) =
(45 )
t}. Similarly we write g =
∑
t(
4
5 )
tg(t), where the g(t) denotes the indicator
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function of {y : g¯(y) = (45 )
t}. Now we choose κ = log4/5 ǫ and we consider
|〈f,Mg〉µ| ≤
∑
s,t
(
4
5
)s+t
∣∣∣〈f (s),Mg(t)〉µ∣∣∣
≤
∑
|s−t|≤κ
(
4
5
)s+t
∣∣∣〈f (s),Mg(t)〉µ∣∣∣
+
∑
s
(
4
5
)2s+κ
∑
t
∣∣∣〈f (s),Mg(t)〉µ∣∣∣
+
∑
t
(
4
5
)2t+κ
∑
s
∣∣∣〈f (s),Mg(t)〉µ∣∣∣
= X + Y + Z.
We now bound the three terms separately. For a function f , we denote µ(f) =
µ(supp(f)) to be the measure of the support of f . Using the assumption (35)
for (0, 1)-vectors and the fact that f (s)’s are orthogonal (as well as the g(t)’s),
we have
X =
∑
|s−t|≤κ
(
4
5
)s+t
∣∣∣〈f (s),Mg(t)〉µ∣∣∣
≤ ǫ
∑
|s−t|≤κ
(
4
5
)s+t
√
µ(f (s))µ(g(t))
≤
ǫ
2
∑
|s−t|≤κ
(
(
4
5
)2sµ(f (s)) + (
4
5
)2tµ(g(t))
)
≤
ǫ(2κ+ 1)
2
(∑
s
(
4
5
)2sµ(f (s)) +
∑
t
(
4
5
)2tµ(g(t))
)
≤ ǫ(2κ+ 1),
since each term can appear at most 2κ+1 times. For the second term we have,
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by using Lemmas 3, the following:
Y ≤
∑
s
(
4
5
)2s+κ
∑
t
∣∣∣〈f (s),Mg(t)〉µ∣∣∣
≤ (
4
5
)κ
∑
s
(
4
5
)2s〈f (s), |(∆m −∆n)
∑
t
g(t)|〉µ
≤ (
4
5
)κ
∑
s
(
4
5
)2s〈f (s), (∆m +∆n)1〉µ
≤ 2(
4
5
)κ
∑
s
(
4
5
)2s〈f (s),1〉µ
≤ 2(
4
5
)κ
∑
s
µ(f (s))
≤ 2(
4
5
)κ
The third term can be bounded in a similar way. Together, we have
‖M‖µ ≤ (2 + 4ǫ)
(
ǫ(2κ+ 1) + 4(
4
5
)κ)
≤ (2 + 4ǫ)
(
ǫ(2
log(1/ǫ)
log 5/4
+ 1) + 4ǫ
)
≤
4 + 8ǫ
log(5/4)
ǫ log(1/ǫ) + 8ǫ
≤ 20ǫ log(1/ǫ)
since 4log 5/4 ≈ 17.93 and ǫ < .02. This completes the proof of the theorem.
5 Quasi-random graphlets with general degree
distributions – graphlets of rank 1
We consider a graph sequence that consists of quasi-random graphs with de-
gree distributions converging to some general degree distribution. We will give
characterizations for a quasi-random graph sequence by stating a number of
equivalent properties. Although the proof is mainly by summarizing previous
known facts, the format of graph limits helps in simplifying the previous various
statements for quasi-random graphs with general degree distributions including
the cases for sparse graphs.
Theorem 3. The following statements are equivalent for a graph sequence Gn,
where n = 1, 2, . . . .
(i) Gn’s form a quasi-random sequence with degree distribution converging to
µ.
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(ii) The graph sequence Gn = (Vn,∆n) converges to the graphlets G = (Ω,∆)
where Ω is a measure space with measure µ and I −∆ is of rank 1, i.e.,
I −∆ has one nontrivial eigenvalue 1. (Equivalently, for each n, In−∆n
has all eigenvalue o(1) with the exception of one eigenvalue 1.)
(iii) The graph sequence Gn = (Vn,∆n) converges to the graphlets G = (Ω,∆)
where Ω is a measure space with measure µ and the Laplace operator ∆
on Ω satisfies∫
x∈Ω
f(x)
(
(I −∆)g
)
(x)µ(x) =
∫
x∈Ω
f(x)µ(x)
∫
x∈Ω
g(x)µ(x)
for any integrable f, g : Ω→ R.
(iv) The degree distribution µn of Gn converges to µ and
‖D−1/2n
(
An −
DnJDn
vol(Gn)
)
D−1/2n ‖ = o(1)
where An and Dn denote the adjacency matrix and diagonal degree matrix
of Gn, respectively. Here ‖ · ‖ denotes the usual spectral norm (in L2) and
J denotes the all 1’s matrix.
(v) There exists a sequence ǫn which approaches 0 as n goes to infinity such
that Gn satisfies the property P (ǫn), namely, that the degree distribution
µn converges to µ and for all S, T ⊆ Vn
P (ǫn) :
∣∣∣∣E(S, T )− vol(S)vol(T )vol(Gn)
∣∣∣∣ ≤ ǫn√vol(S)vol(T ) (38)
where E(S, T ) =
∑
s∈S,t∈T A(s, t).
Remark 13. Before proceeding to prove Theorem 3, we note that a sequence
of random graphs with degree distribution µn converging to µ is an example
satisfying the above properties almost surely. Here we use random graph model
Gd for a given degree sequence d = (dv)v∈G defined by choosing {u, v} as an
edge with probability dudv/
∑
s ds for any two vertices u and v, (see [20]).
Remark 14. The above list of equivalent properties does not include the mea-
surement of counting subgraphs. Indeed, the problem of enumerating subgraphs
in a sparse graph can be inherently difficult because, for example, a random
graph G(n, p) with p = o(n−1/2) contains very few four cycles. Consequently,
the error bounds could be proportionally quite large.
Instead of counting C4, we can consider an even cycle C2k or the trace of
(2k)th power, leading to the following condition:
(vi) For some constant k (depending only on the degree sequence), a graph
sequence Gn satisfies ∣∣Trace(I −∆n)k − 1∣∣ = o(1).
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Remark 15. Suppose that in a graph Gn, all eigenvalues of I −∆n except for
eigenvalue 1 are strictly smaller than 1. Then as k goes to infinity, the trace of
the kth power of I − ∆ approaches 1. How should (vi) be modified in a way
that it can be an equivalent property to (i) through (v) ? We will leave this as
an intriguing question.
Question 1. Is (vi) equivalent to (i) through (v) for some constant k depending
only on Ω?
Remark 16. It is easily checked that (vi) implies (ii). For the case of dense
graphs, the reverse direction holds [19]. For general graphs, to prove (ii) →
(vi) involves the spectral distribution. For example, for a regular graph on n
vertices and degree d, a necessary condition for (vi) to hold is that ndk/2 ≤ ǫn.
In particular, if the spectrum of the graph satisfies the semi-circle law, then
this necessarily condition is also sufficient. For a general graph, the necessary
condition should be replaced by nd¯k/2 ≤ ǫn where d¯ is the second order average
degree, namely, d¯ =
∑
v d
2
v/
∑
v dv. Nevertheless, there are quasi-random graphs
that satisfy (ii) but require k much larger than 2 logn/ log d¯. For example, we
can take the product of a quasi-random graph Gp and a complete graph Kq
which is formed by replacing each vertex of Gp with a copy of Kq and replacing
each edge in Gp by a complete bipartite graph Kq,q.
Question 2. A subgraph F is said to be forcing if when the number of oc-
currence of F in a graph G is close to (say, within a multiplicative factor of
1+ ǫ) what is expected in a random graph with the same degree sequence, then
all subgraphs with a bounded number k of vertices (where ǫ depends on k) oc-
cur in G close to the expected values in a random graph with the same degree
sequence. A natural problem is to determine subgraphs which are forcing for
quasi-random graphs with general degree sequences.
Proof of Theorem 3: We will show (i)⇒ (v)⇒ (iv)⇒ (iii)⇒ (ii)⇒ (i).
We note that (i) ⇒ (v) follows from the implications of quasi-randomness
for graphs with general degree distributions [18]. Also, (v)⇒ (iv) follows from
the fact that (iv) is one of the equivalent quasi-random properties.
To see (iv) ⇔ (iii), we note that the Laplace operator ∆n of Gn satisfies,
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for any f, g : V (Gn)→ R,∣∣∣∣
∫
x
f(x)(I −∆n)g(x)µn(x)−
∫
x
f(x)µn(x)
∫
x
g(x)µn(x)
∣∣∣∣
= |〈f, (I −∆n)g〉µn − 〈f,1〉µn〈g,1〉µn |
=
∣∣∣∣∣
∑
u∈Vn
f(u)Ang(u)
vol(Gn)
−
∑
u∈Vn
f(u)µn(u)
∑
v∈Vn
g(v)µn(v)
∣∣∣∣∣
=
∣∣∣∣f ′D−1/2n
(
An −
DnJDn
vol(Gn)
)
D−1/2n g
′
∣∣∣∣
where f ′ = D
1/2
n f/vol(Gn) and g
′ = D
1/2
n g/vol(Gn). To prove (iii)⇒ (iv), we
have from (iii),∣∣∣∣
∫
x
f(x)(I −∆)g(x)µn(x)−
∫
x
f(x)µn(x)
∫
x
g(x)µn(x)
∣∣∣∣
≤ ‖D−1/2
(
An −
DnJDn
vol(Gn)
)
D−1/2‖ · ‖f ′‖ · ‖g′‖
≤ ǫn‖f
′‖‖g′‖
= ǫn
√∫
f2(x)µn(x)
∫
g2(x)µn(x).
Since µn converges to µ and ǫn goes to 0 as n approaches infinity, (iv) ⇒ (iii)
is proved. The other direction can be proved in a similar way.
(iii) ⇒ (ii) follows from the fact that I − ∆ is of rank 1. All adjacency
matrices An are close to a rank 1 matrix and therefore Ω is of rank 1.
To prove that (ii) ⇒ (i), we use the fact that for any graph the Laplace
operator is a sum of projections of eigenspaces. If ∆ is of rank 1, there is only
one main eigenspace of dimension 1 (associated with the Perron vector) for the
normalized adjacency matrix.
6 Bipartite quasi-random graphlets with gen-
eral degree distributions
We consider the graph limit of a graph sequence consisting of bipartite quasi-
random graphs with degree distributions converging to some general degree
distribution. The characterizations for a bipartite quasi-random graph sequence
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are similar but different from those of quasi-random graphs. Because of the role
that bipartite quasi-random graphlets plays in general graphlets, we will state a
number of equivalent properties. The proof is quite similar to that for Theorem
3 and will be omitted.
Theorem 4. The following statements are equivalent for a graph sequence Gn,
where n = 1, 2, . . ..
(i) Gn’s form a bipartite quasi-random sequence with degree distribution con-
verging to µ.
(ii) The graph sequence Gn = (Vn,∆n), converges to the graphlets G = (Ω,∆)
where Ω is a measure space with measure µ and and I−∆ has two nontriv-
ial eigenvalues 1 and −1. Namely, for each n, I −∆n has all eigenvalues
o(1) with exceptions of two eigenvalues 1 and −1.
(iii) The graph sequence Gn converges to the graphlets G = (Ω,∆) where Ω is
a measure space with measure µ. For some X ⊂ Ω, the Laplace operator
∆ satisfies∫
x∈Ω
f(x)(I −∆)g(x)µ(x)
=
∫
x∈X
f(x)µ(x)
∫
x∈X¯
g(x)µ(x) +
∫
x∈X¯
f(x)µ(x)
∫
x∈X
g(x)µ(x)
for any f, g : Ω→ R where X¯ denotes the complement of X.
(iv) The degree distribution µnof Gn converges to µ and
‖D−1/2n
(
An −
Dn(JX,X¯ + JX¯,X)Dn
vol(Gn)
)
D−1/2n ‖ = o(1)
where JX,X¯(x, y) = 1 if (x ∈ X and y ∈ X¯) and 0 otherwise.
(v) There exist X ⊂ Ω and a sequence ǫn which approaches 0 as n goes to
infinity such that the bipartite graphs Gn satisfies the property that the
degree distribution µn converges to µ and for all S, T ⊆ Vn∣∣∣∣∣E(S, T )−
(
vol(S ∩X)vol(T ∩ X¯) + vol(S ∩ X¯)vol(T ∩X)
)
vol(Gn)
∣∣∣∣∣
≤ ǫn
√
vol(S)vol(T )
where E(S, T ) =
∑
s∈S,t∈T A(s, t).
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7 Graphlets with rank 2
It is quite natural to generalize rank 1 graphlets to graphlets of higher ranks.
The case of rank 2 graphlets is particularly of interest, for example, in the sense
for identifying two ‘communities’ in one massive graph. For two graphs with
the same vertex set, the union of two graphs G1 = (V,E1) and G2 = (V,E2) has
the edge set E = E1 ∪ E2 and with edge weight w(u, v) = w1(u, v) + w2(u, v)
if wi denotes the edge weights in Gi. We will prove the following theorem for
graphlets of rank 2.
Theorem 5. The following statements are equivalent for a graph sequence Gn,
where n = 1, 2, . . .. Here we assume that all Gn’s are connected.
(i) The graph sequence Gn = (Vn,∆n) converges to graphlets G(Ω,∆) and I−∆
has two nontrivial eigenvalues 1 and ρ ∈ (0, 1). Namely, or each n, I − ∆n
has all eigenvalues o(1) with the exception of two eigenvalue 1 and ρn where ρn
converges to ρ.
(ii) The graph sequence Gn converges to the graphlets G = (Ω,∆) which is the
union of two quasi-random graphlets (of rank 1).
(iii) The graph sequence Gn converges to the graphlets G = (Ω,∆) where Ω is a
measure space with measure µ where µ = αµ1 + (1 − α)µ2 for some α ∈ [0, 1]
and the Laplace operator ∆ on Ω satisfies∫
x
f(x)(I −∆)g(x)µ(x)
= α
∫
Ω
f(x)µ1(x)
∫
Ω
g(x)µ1(x) + (1− α)
∫
Ω
f(x)µ2(x)
∫
Ω
g(x)µ2(x)
for any f, g : Ω→ R.
(iv) The degree sequence (dv)v∈V of Gn can be decomposed as dv = d
′
v+d
′′
v with
d′v ≥ 0 and d
′′
v ≥ 0. The adjacency matrix An of Gn satisfies:
‖D−1/2n
(
An −
D′nJD
′
n
vol(G′n)
−
D′′nJD
′′
n
vol(G′′n)
)
D−1/2n ‖ = o(1)
where vol(G′n) =
∑
v d
′
v and vol(G
′′
n) =
∑
v d
′′
v .
(v) There exists a sequence ǫn which approaches 0 as n goes to infinity such
that the degree sequence (dv)v∈V of Gn can be decomposed as dv = d
′
v + d
′′
v with
d′v ≥ 0 and d
′′
v ≥ 0. Furthermore, for all S, T ⊆ Vn∣∣∣∣En(S, T )− vol′(S)vol′(T )vol(G′n) −
vol′′(S)vol′′(T )
vol(G′′n)
∣∣∣∣ ≤ ǫn√vol(S)vol(T ).
Before we proceed to prove Theorem 5, we first prove several key facts that
will be used in the proof.
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Lemma 4. Suppose that integers dv, d
′
v and d
′′
v , for v in V satisfy dv = d
′
v + d
′′
v
and d′v, d
′′
v ≥ 0. Let D, D
′ and D′′ denote the diagonal matrices with diagonal
entries dv, d
′
v and d
′′
v , respectively. Then the matrix X defined by
X = D−1/2
(
D′JD′
vol(G′)
+
D′′JD′′
vol(G′′)
)
D−1/2
has two nonzero eigenvalues 1 and η satisfying
η = 1−
(∑
v
d′vd
′′
v
dv
)(
vol(G)
vol(G′)vol(G′′)
)
.
The eigenvector ξ which is associated with eigenvalue η can be written as
ξ = D−1/2
(
D′
vol(G′)
−
D′′
vol(G′′)
)
1.
Proof. The lemma will follow from the following two claims.
Claim 1: φ0 = D
1/21/
√
vol(G) is an eigenvector of X andM = D−1/2AD−1/2.
Proof of Claim 1: Following the definition of M , φ0 is an eigenvector of M . We
can directly verify that φ0 is also an eigenvector of X as follows:
Xφ0 = D
−1/2
(
D′JD′
vol(G′)
+
D′′JD′′
vol(G′′)
)
1√
vol(G)
= D−1/2 (D′ +D′′)
1√
vol(G)
= D−1/2
D1√
vol(G)
=
D1/21√
vol(G)
.
Claim 2: η is an eigenvalue of X with the associated eigenvector ξ.
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Proof of Claim 2: We consider
Xξ = D−1/2
(
D′JD′
vol(G′)
+
D′′JD′′
vol(G′′)
)
D−1
(
D′1
vol(G′)
−
D′′1
vol(G′′)
)
= D−1/2
(
D′1
vol(G′)
·
1∗D′D−1D′1
vol(G′)
−
D′1
vol(G′)
·
1∗D′D−1D”1
vol(G′′)
)
+D−1/2
(
D′′1
vol(G′′)
·
1∗D′′D−1D′1
vol(G′)
−
D′′1
vol(G′′)
·
1∗D′′D−1D′′1
vol(G′′)
)
= D−1/2
D′1
vol(G′)
(
1∗D′D−1(D −D′′)1
vol(G′)
−
1∗D′D−1D′′1
vol(G′′)
)
+D−1/2
D′′1
vol(G′′)
(
1∗D′′D−1D′1
vol(G′)
−
1∗D′′D−1(D −D′)1
vol(G′′)
)
= D−1/2
(
D′1
vol(G′)
−
D′′1
vol(G′′)
)(
1− 1∗D′D−1D′′1
(
1
vol(G′)
+
1
vol(G′′)
))
= η ξ
as claimed.
Since X has rank 2 (i.e., it is the sum of two rank one matrices), and we
have shown that X has eigenvalues 1, η, then the rest of the eigenvalues are
0.
We now apply Lemma 4 using the fact that the normalized adjacency matrix
M = D−1/2AD−1/2 has eigenvalues 1 and ρ = 1− λ1. Together with Theorem
3, we have the following:
Theorem 6. Suppose G is the union of two graphs G′ and G′′with degree se-
quences (d′v) and (d
′′
v ) respectively. Assume both G
′ and G′′ satisfy the quasi-
random property P (ǫ/2) (where P is one of the equivalent quasi-random prop-
erties in Theorem 3). Suppose the normalized Laplacian of G has eigenvalues
λi = 1− ρi, for i = 0, 1, . . . , n− 1 with associated orthonormal eigenvectors φi.
Then we have:
1. ρ0 = 1,
2. ρ1 satisfies
−ǫ < 1− ρ1 −
(∑
v
d′vd
′′
v
dv
)(
vol(G)
vol(G′)vol(G′′)
)
< ǫ
3. |ρi| ≤ ǫ for i > 1.
4. The eigenvector φ1 associated with λ1 can be written as
φ1 = D
−1/2
(
D′1
vol(G′)
−
D′′1
vol(G′′)
)
+ r
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with ‖r‖ ≤ ǫ, where D′ and D′′ denote the diagonal degree matrices of G′
and G′′, respectively.
Theorem 7. Suppose a graphlets G = (Ω,∆) is the union of two graphlets
G = G1 ∪ G2 and Gi are quasi-random graphlets. Then I −∆ has two nontrivial
eigenvalues 1 and η where 0 < η < 1 satisfies
1− η =
∫
Ω
µ1(x)µ2(x)
µ(x)
= 〈
µ1
µ
,
µ2
µ
〉µ,
where µi denotes the measure on Ωi.
Proof. The proof follows immediately from Lemma 4 by substituting µ1(v) =
d′(v)/vol(G′) and µ2(v) = d
′′(v)/vol(G′′) in Lemma 4 and Theorem 6 before
taking limit as n goes to infinity.
In the other direction, we prove the following:
Theorem 8. Suppose that the normalized adjacency matrix of a graph G has
two nontrivial positive eigenvalues 1 and ρ and the other eigenvalues satisfy
|ρi| ≤ ǫ for 2 ≤ i ≤ n− 1. Then for each vertex v, the degree dv can be written
as dv = d
′
v+d
′′
v , with d
′
v, d
′′
v ≥ 0, so that for any subset S of vertices, the number
E(S) of ordered pairs (u, v), with u, v ∈ S and {u, v} ∈ E, satisfies∣∣∣∣E(S)− vol′(S)2vol′(G) − vol
′′(S)2
vol′′(G)
∣∣∣∣ ≤ 2ǫvol(S)
where vol′(S) =
∑
v∈S d
′
v and vol
′′(S) =
∑
v∈S d
′′
v .
Proof. Let φi, 0 ≤ i ≤ n−1, denote the eigenvectors of the normalized adjacency
matrix of G. Let φ0 and φ1 denote the eigenfunctions associated with ρ0 = 1
and ρ1.
Since G is connected, the eigenvector φ0 associated with eigenvalue ρ0 = 1
of MG can be written as φ0 = D
1/21/
√
vol(G) as seen in [13]. The second
largest eigenvalue ρ1 is strictly between 0 and 1 because of the connectivity
of G. Before we proceed to analyze the eigenvector φ1 associated with ρ1, we
consider the following two vectors which depend on a value α to be specified
later.
f1 = αD1−D
1/2φ1
√
ρ1α(1− α)vol(G)
f2 = (1− α)D1+D
1/2φ1
√
ρ1α(1 − α)vol(G) (39)
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It is easy to verify that f1 and f2 satisfy the following:
f1 + f2 = D1 (40)
1 ⊥
(
f1
α
−
f2
1− α
)
(41)∑
v
f1(v) = αvol(G),
∑
v
f2(v) = (1− α)vol(G).
In particular, by considering 〈f1, D
−1f2〉, we see that α satisfies
1− ρ1 =
1
α(1− α)vol(G)
∑
v
f1(v)f2(v)
dv
. (42)
and we have
φ1 =
√
α(1 − α)
ρ1vol(G)
D−1/2
(
f1
α
−
f2
1− α
)
.
Claim A:
φ0φ
∗
0 + ρ1φ1φ
∗
1 =
D−1/2f1f
∗
1D
−1/2
αvol(G)
+
D−1/2f2f
∗
2D
−1/2
(1− α)vol(G)
.
Proof of Claim A:
From (39), we have
D−1/2f1f
∗
1D
−1/2
αvol(G)
= α
D1/2JD1/2
vol(G)
+ (1− α)ρ1φ1φ
∗
1.
Similarly, we have
D−1/2f2f
∗
2D
−1/2
(1− α)vol(G)
= (1− α)
D1/2JD1/2
vol(G)
+ αρ1φ1φ
∗
1.
Combining the above two equalities, Claim A is proved.
Now, we define two subsets X and Y satisfying
X = {x : f1(x) < 0} =
{
x : d1/2x ≤ φ1(x)
√
(1− α)vol(G)
α
}
Y = {y : f2(y) < 0} =
{
y : d1/2y < −φ1(y)
√
αvol(G)
1− α
}
.
Clearly X and Y are disjoint.
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Note that when α decreases, the volume of X decreases and the volume of
Y increases. If α = 1, X consists of all v with φ1(v) ≥ 0 and Y is empty. For
α = 0, Y consists of all u with φ1(u) < 0 and X is empty. We choose α so that∑
x∈X
|f1(x)| =
∑
y∈Y
|f2(y)|. (43)
Here we use the convention that a subset X ′ of X means that there are values
γv in {0, 1}, associated each vertex in X with the exception of one vertex with
a fractional γv and the size of X
′ is the sum of all γvs.
Now, for each vertex v, we define d′v and d
′′
v as follows:
d′v =


f1(v) if v 6∈ X ∪ Y,
0 if v ∈ X,
dv if v ∈ Y.
(44)
Also, we define d′′v = dv − d
′
v.
Claim B: ∑
v
d′v = αvol(G)
∑
v
d′′v = (1 − α)vol(G)
Proof of Claim B: We note that∑
v
d′v − αvol(G) =
∑
v
d′(v)−
∑
v
f1(v)
=
∑
v∈X∪Y
(d′v − f1(v))
=
∑
x∈X
|f1(x)| +
∑
y∈Y
(dy − f1(y))
=
∑
x∈X
|f1(x)| +
∑
y∈Y
f2(y)
=
∑
x∈X
|f1(x)| −
∑
y∈Y
|f2(y)|
= 0.
The second equality can be proved in a similar way that completes the proof of
Claim B.
For a subset S of vertices, let χS denote the characteristic function of S
34
defined by χS(x) = 1 if x in S and 0 otherwise. We consider
0 ≤ χ∗XD
1/2MD1/2χY
≤ χ∗XD
1/2(φ0φ
∗
0 + ρ1φ1φ
∗
1)D
1/2χY + ǫ‖D
1/2χX‖ ‖D
1/2χY ‖
=
χ∗Xf1f
∗
1χY
αvol(G)
+
χ∗Xf2f
∗
2χY
(1 − α)vol(G)
+ ǫ
√
vol(X)vol(Y ). (45)
From the definition, we have χ∗Xf1 < 0, χ
∗
Y f1 > 0, χ
∗
Xf2 > 0 and χ
∗
Y f2 < 0.
This implies
ǫ
√
vol(X)vol(Y ) ≥ −
χ∗Xf1f
∗
1χY
αvol(G)
−
χ∗Xf2f
∗
2χY
(1− α)vol(G)
=
∣∣∣∣χ∗Xf1f∗1χYαvol(G)
∣∣∣∣+
∣∣∣∣ χ∗Xf2f∗2χY(1− α)vol(G)
∣∣∣∣
=
|f∗1χX |(vol(Y )− f
∗
2χY )
αvol(G)
+
|f∗2χY |(vol(X)− f
∗
1χX)
(1− α)vol(G)
=
|f∗1χX |(vol(Y ) + |f
∗
2χY |)
αvol(G)
+
|f∗2χY |(vol(X) + |f
∗
1χX |)
(1− α)vol(G)
≥
|f∗1χX |
vol(G)
(vol(Y )
α
+
vol(X)
1− α
)
(46)
by using (39) and (40). Now, we have
vol(Y )
α
+
vol(X)
1− α
= α
(√
vol(Y )
α
)2
+ (1− α)
(√
vol(X)
1− α
)2
≥
(√
vol(X) +
√
vol(Y )
)2
≥ 4
√
vol(X)vol(Y ) (47)
by using the Cauchy-Schwarz inequality. Combining (46) and (47), we have
|f∗1χX | = |f
∗
2χY | ≤
ǫ
4
vol(G). (48)
Now we consider
R = A−
D′JD′∑
v d
′
v
−
D′′JD′′∑
v d
′′
v
.
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Then, for f = χS , the characteristic function of the subset S, we have
〈f,Rf〉 = f∗D1/2MD1/2f −
f∗D′JD′f∑
v d
′
v
−
f∗D′′JD′′f∑
v d
′′
v
≤ f∗D1/2(φ0φ
∗
0 + ρ1φ1φ
∗
1)D
1/2f
−
f∗D′JD′f∑
v d
′
v
−
f∗D′′JD′′f∑
v d
′′
v
+ 2ǫ‖D1/2f‖2
≤
f∗f1f
∗
1 f
αvol(G)
+
f∗f2f
∗
2 f
(1− α)vol(G)
−
f∗D′JD′f∑
v d
′
v
−
f∗D′′JD′′f∑
v d
′′
v
+ 2ǫvol(S)
≤
(f∗f1)
2 − (f∗d′)2
αvol(G)
+
(f∗f2)
2 − (f∗d′′)2
(1− α)vol(G)
+ 2ǫvol(S).
where d′ and d′′ are the degree vectors with entries d′v and d
′′
v , respectively.
Since f = χS , we have
(f∗f1)
2 − (f∗d′)2
αvol(G)
≤
2
∑
v∈S∩X |f1(v)|vol
′(S) +
∑
v∈S∩X |f1(v)|
2
αvol(G)
≤ 3ǫvol(S)
Similar inequalities hold for f2 and d
′′. Thus, we have
〈f,Rf〉 ≤ 8ǫvol(S)
The proof of Theorem 8 is complete.
Theorem 9. Suppose G = (Ω,∆) is a graphlets and I −∆ has two nontrivial
eigenvalues 1 and ρ with 0 < ρ < 1. Then there is a value α ∈ [0, 1] such that
(i) Ω = Ω1 ∪ Ω2 where µ(Ω1) = α and µ(Ω2) = 1− α,
(ii) Ωi has a measure µi satisfying
µ1(x) = µ(x) +
√
αρ
1− α
µ(x)ϕ1(x),
µ2(x) = µ(x) −
√
(1− α)ρ
α
µ(x)ϕ1(x),
where ϕ1 is the eigenvector, with ‖ϕ1‖µ = 1, associated with ρ.
The proof of Theorem 9 follows from the proof in Theorem 8 and Lemma 4.
Thus, we have (i)⇔ (ii).
Proof of Theorem 5: We note that in the statement of Theorem 5, the implica-
tions (ii)⇔ (iv)⇔ (v) follow from the definitions and Lemma 4. It suffices to
prove (i)⇔ (ii) and (iii)⇔ (iv).
The implication (ii) ⇒ (i) is proved in Theorem 6, and Theorems 8 and 9
implies (i)⇒ (ii).
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To see that (iii)⇔ (iv), we note that if in a graph Gn in the graph sequence,
the degree sequence dx can be written as dv = d
′
v + d
′′
v for all v ∈ V (Gn) where
d′v, d
′′
v ≥ 0, then by defining µ
(n)
1 (v) = d
′
v/
∑
v d
′
v, µ
(n)
2 (v) = d
′′
v/
∑
v d
′′
v and
α =
∑
v d
′
v/
∑
v dv, we have µn = µ
(n)
1 +µ
(n)
2 . Furthermore, we can use the fact
that ∫
x
f(x)(I −∆n)g(x)µn(x) =
1
vol(Gn)
〈f, (I −∆n)g〉µn
and 〈f,1〉
µ
(n)
1
〈g,1〉
µ
(n)
1
=
∑
u∈Vn
f(u)µ
(n)
1 (u)
∑
v∈Vn
g(v)µ
(n)
2 (v)
=
fD′nJD
′′
ng
vol(Gn)2
.
The equivalence of (iii) and (iv) follows from substitutions using the above two
equations and applying Theorem 3. Theorem 5 is proved.
For graphlets of rank 2, there can be a negative eigenvalue −ρ of I −∆ in
addition to the eigenvalue 1. For example, bipartite quasi-random graphlets
have eigenvalues 1 and −1 for I −∆. In general, can such graphlets be charac-
terized as the union of a quasi-random graphlet and a bipartite quasi-random
graphlets? To this question, the answer is negative. It is not hard to construct
examples of a graphlets having three nontrivial eigenvalues which is the union of
a quasi-random graphlets and a bipartite quasi-random graphlets. With addi-
tional restrictions on degree distributions and edge density, the three eigenvalues
can collapse into two eigenvalues. It is possible to apply similar methods as in
the proof of Theorem 8 to derive the necessary and sufficient conditions for such
cases but we will not delve into the details here.
8 Graphlets of rank k
In this section, we examine graphlets of rank k for some given positive integer k.
It would be desirable to derive some general characterizations for graphlets of
rank k, for example, similar to Theorem 5. However, for k ≥ 3, the situation is
more complicated. Some of the methods for the case of k = 2 can be extended
but some techniques in the proof of Theorem 5 do not. Here we state a few
useful facts about graphlets of rank k and leave some discussion in the last
section.
Lemma 5. Suppose D is the diagonal degree matrix of a graph G. Suppose that
for all v in V , dv =
∑k
i=1 di(v), for di(v) ≥ 0, 1 ≤ i ≤ k. Let Di denote the
diagonal matrices with diagonal entries Di(v, v) = di(v). Then the matrix X
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defined by
X = D−1/2
(
k∑
i=1
DiJDi
voli(G)
)
D−1/2
has k nonzero eigenvalues ηi where ηi are eigenvalues of a k × k matrix M
defined by
M(i, j) =
∑
v
di(v)dj(v)
dv
.
Furthermore, the eigenvector ξi for X which is associated with eigenvalue ηi can
be written as
ξi(v) =
k∑
j=1
ψi(j)
dj(v)d
−1/2
v
volj(G)
where ψi are eigenvectors of M associated with eigenvalues ηi.
Proof. The proof of Lemma 5 is by straightforward verification. Under the
assumption that ϕjM = ηjϕi for 1 ≤ i ≤ k, it suffices to check that ξiX = ηiξ
for ξi. The proof is done by direct substitution and will be omitted.
Theorem 10. If a graphlets G(Ω,∆) is the union of k quasi-random graphlets,
then the Laplace operator ∆ satisfies the property that I − ∆ has k nontrivial
positive eigenvalues.
The proof of Theorem 10 follows immediately from Lemma 5.
Several questions follow the above theorem. If I −∆ has k eigenvalues that
are not necessarily positive, is it possible to find a decomposition into a number
of quasi-random graphlets or bipartite quasi-random graphlets? Under what
additional conditions can such decompositions exist? If they exist, are they
unique? Numerous additional questions can be asked here.
9 Concluding remarks
In this paper, we have merely scatched the surface of the study of graphlets.
Numerous questions remain, some of which we mention here.
(1) In this paper, we mainly study quasi-random graphlets and graphlets of fi-
nite rank (which are basically ‘sums’ of quasi-random graphlets). It will be quite
essential to understand other families of graph sequences, such as the graph se-
quences of paths, cycles, trees, grids, planar graphs, etc. In this paper, we define
the spectral distance between two graphs as the spectral norm of the ‘difference’
of the associated Laplacians. In a subsequent paper, we consider a generalized
version of spectral distance for considering large families of graphlets.
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(2) We here use [0, 1] as the labels for the graphlets and the measure µ of the
graphlets depends on the Lebesgue measure on [0, 1]. To fully understand the
geometry of graphlets derived from general graph sequences, it seems essential
to consider general measurable spaces as labeling spaces. For example, for graph
sequences Cn × Cn, it works better to use [0, 1] × [0, 1] as the labeling space,
instead.
(3) In this paper we relate the spectral distance to the previously studied cut-
distance by showing the equivalence of the two distance measures for graph
sequences of any degree distribution. It will be of interest to find and to relate
to other distances. For example, will some nontrivial subgraph count measures
be implied by the spectral distance (see the questions and remarks mentioned
in Section 5)?
(4) In the study of complex graphs motivated by numerous real-world networks,
random graphs are often utilized for analyzing various models of networks. In-
stead of using the classical Erdo˝s-Re´nyi model, for which graphs have the same
expected degree for every vertex, the graphs under consideration usually have
prescribed degree distributions, such as a power law degree distribution. For
example, for a given expected degree sequence w = (dv), for v ∈ V , a random
graph G(w) has edges between u and v with probability pdudv, for some scaling
constant (see [20]). Such random graphs are basically quasi-random of positive
rank one. Nevertheless, realistic networks often are clustered or have uneven
distributions. A natural problem of interest is to identify the clusters or ‘local
communities’. The study of graphlets of rank two or higher can be regarded
as extensions of the previous models. Indeed, the geometry of the graphlets
can be used to illustrate the limiting behavior of large complex networks. In
the other direction, network properties that are ubiquitous in many examples
of real-world graphs can be a rich source for new directions in graphlets.
(5) Although we consider undirected graphs here, some of these questions can
be extended to directed graphs. In this paper, we focus on the spectral distance
of graphs but for directed graphs the spectral gaps can be exponentially small
and any diffusion process on directed graphs can have very different behavior.
The treatment for directed graphs will need to take these considerations into
account. Many questions remains.
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