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 In the area of machine learning performance analysis is the major task in 
order to get a better performance both in training and testing model.  
In addition, performance analysis of machine learning techniques helps to 
identify how the machine is performing on the given input and also to find 
any improvements needed to make on the learning model. Feed-forward 
neural network (FFNN) has different area of applications, but the epoch 
convergences of the network differs from the usage of transfer function.  
In this study, to build the model for classification and moisture prediction of 
soil, rectified linear units (ReLU), Sigmoid, hyperbolic tangent (Tanh) and 
Gaussian transfer function of feed-forward neural network had been  
analyzed to identify an appropriate transfer function. Color, texture, shape 
and brisk local feature descriptor are used as a feature vector of FFNN in  
the input layer and 4 hidden layers were considered in this study. In each 
hidden layer 26 neurons are used. From the experiment, Gaussian transfer 
function outperforms than ReLU, sigmoid and tanh transfer function. But the 
convergence rate of Gaussian transfer function took more epoch than ReLU, 
Sigmoid and tanh. 
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1. INTRODUCTION  
Agricultural production has been highly dependent on natural resources for centuries. According to 
FAO, soil quality maintenance is important for agricultural annual cropping, environmental and economic 
sustainability. In related, a gradual turn down in soil quality has a negetive impact on plant growth and 
annual or seasonal, grain quality, production costs and finally it leads to risk of soil erosion [1]. The field of 
Computer vision and digital image processing (DIP) is continuously evolving and is finding many 
applications in several fields. Soil classification and moisture level prediction is an important aspect of 
geotechnical engineering which has been given a great amount of attention since the past few years. Vision 
data in geosciences particularly soil classification and moisture level prediction are commonly used. In order 
to use, it require processing and measurement schemes that range from small microscopic scales to large 
remote sensing scales. They focused mainly to the first category and specifically in images of thin soil 
sections. In [2], the authors stated that soil micro morphology in related to soil science, is the description, 
interpretation, and measurement of components, features, and fabrics in soils at a microscopic level. Besides, 
in the paper the author has focused on texture analysis and segmentation techniques of the given soil type.  
The technology of image processing advancement is gradually finding applications in different 
problem domains like in the areas of agriculture, health and others which needs to be supported by computer 
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vision. In the areas of machine learning, human operator efforts are being replaced with automated systems, 
this is due to, as human operations are usually inconsistent and non efficient. Automated systems in most 
cases are faster and more precise than the traditional human efforts. However, there are some basic 
infrastructures that must necessarily be in place in automation [3].  
In [4], due to sensor nodes have decreased in size and are much cheaper, it can be appliecd in  
the emergence of many new civilian applications from environment monitoring to vehicular and body sensor 
networks. Inspites the authors have used sensor for monitoring environments and achieved promising result. 
They didn’t shown the effects on transfer function in related with soil classiofication and and moisture 
prediction. In addition, the authors stated in [5], sensor-based technologies can be applied in construction 
safty management. But there is still a gap of model to identify a better transfer function for classification of 
soil and moisture predeiction. 
A study conducted by [6] to estimate soil crack for moisture analysis, from the experiment 72.7% is 
archived. In the study, they have used texture and color as a feature vector and support vector machine to 
estimate crack. Even though, they achieved 72.7%, kerenel function of SVM had not been experimented to 
increase the performance. According to [7], they stated that to avoid agricultural product both quality and 
quantity loss, soil characteristics identification and classification is crutial task.  
 Soil characterization and classification using computer vision & sensor network approach has been 
studied. In their study the authors have used Gravity Analog Soil Moisture Sensor with arduino-uno and 
image processing as techniques to achieve the objective [8]. But, there is a gap to identify suitable learning 
function of neural network for better convergence and accuracy. 
In [9], the authors have used computer vision for limestone rock-type classification using 
probabilistic neural network. In this paper, a computer vision based rock type classification system is 
proposed without human intervention using the probabilistic neural network (PNN). In this research paper  
the authors are used the color histogram features as an input. In the paper the color image histogram based 
features includes weighted mean, skewness and kurtosis features are extracted for all three color space red, 
green, and blue. In this paper, a total nine features are used as input for the PNN classification model.  
Then they found out the error rate for identification is below 6%. In [10], the authors have presented soil 
image segmentation and texture analysis using computer vision approach. The author proposed joint image 
segmentation methods for soil images and feature measurements.  
Soil texture classification algorithm using RGB characteristics of soil images has been done.  
The authors found that soil texture has traditionally been determined in the laboratory using pipette and 
hydrometer methods that require a considerable amount of time, labor, and expense. In the paper, soil texture 
classification using RGB histograms was investigated to achieve the goal of the study. In this paper, when 
soils were classified using USDA soil texture classification, the laboratory method and image processing 
method produced the same results for 48% of the samples [11]. In [12], the authors have shown that detection 
of soil pore structure using an image segmentation approach. In this study, a density based clustering method 
on tomography sections of soil is considered. 
In [13], the authors have studied determination of Soil pH by using Digital Image Processing 
Technique. In Agriculture sector the parameters like quantity and quality of product are the important 
measures from the farmers’ point of view. The soil is recognized as one of the most valuable natural resource 
whose soil pH property used to describe the degree of acidity or basicity which affects nutrient availability 
and ultimately plant growth.  
 Image texture analysis and neural networks for characterization of uniform soils are studied. 
Supervised back-propagation neural network is used for this study. The authors have tested neural network 
with considerable accuracy [14]. Here, there is a gap to tune the learning function of neural network for 
analyzing the performance of the model. 
In [15], the authors presented “Testing of Agriculture Soil by Digital Image Processing”. This paper 
helps to determine the amount of fertilizer and pH of soil that must be applied. 80 soil samples their pH value 
tested in government soil testing Lab are considered in this study. In their work, when the software is tested 
the software gives 60-70% accuracy.  
Wavelet analysis of soil reflectance for the characterization of soil properties has been studied.  
The authors have used Wavelet analysis, hyper spectral near-infrared (NIR) and mid-infrared (MIR) 
reflectance spectra of soil material to characterize the given soil [16]. In [17], the authors have used a novel 
method for 2-D Agricultural soil roughness characterization based on a laser scanning technique” presented 
laser profiler the determination of agricultural soil roughness. When tested with the RMS height S and 
correlation length L in 1 m x 0,3 m parcels with a 20-30% error in heights and 1- 10% error in horizontal lengths. 
The application of image processing and analysis in plant root systems in soil has been done using 
imageJ plat form. ImageJ is a java version that is used to perform image analysis. The authors have used 
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x-ray tomography 3D images [18]. In [19], they studied detection of soil liquefaction areas in case of Kantou 
region of Japan. In this paper, multi-temporal PALSAR coherence data is considered.  
According to [20], moisture content in soil is one of the main component which plays important role 
in yield of crops. In this paper the authors focused on software development for soil moisture assessment. 
The main objective of the authors was to turn the manual process to a software application using image 
processing technique. Image of the soil with different moisture content are collected and preprocessed to 
remove the noise of source image. The authors have used color and texture feature vector as an input in soil 
moisture assessment software.  
In [21], the authors stated that the farmers are suffering from the lack of rains and scarcity of water. 
In this paper, the main objective was to provide an automatic irrigation system thereby saving time, money 
and power of the farmer. In this work moisture sensors are considered anad installed on the field. Whenever 
there is a change in water content of soil these sensors sense the change gives an interrupt signal to 
the micro-controller For capturing the images, the phone camera is used and after processing the captured 
image the PH value of the soil is determined and accordingly crops or plants are suggested that can be grown 
in that field. 
In [22], the authors focused on an urban road materials vision system using narrow band near 
infrared imaging. This paper proposed imaging indexes evaluation from experiment results to identify those 
urban road materials. The proposed multi-spectral imaging indexes were able to show the potential to classify 
the selected urban road materials, another approach may need to clearly distinguish between concrete  
and aggregates.  
Data mining approach for soil moisture prediction has been studied. In this paper, the authors have 
used five different algorithms i.e. KNN, SVM, Logistic regression neural network and rule induction.  
Form the experiment the authors have found that KNN has a better performance than SVM and  
neural network [22]. 
In [23], they present an artificial neural network framework for predicting earth block performance 
prediction. In their study, they stated that earth block performance depends heavily on the qualities of soil 
used and it is important to identify the qualities of soil. But in this paper they have not seen soil classification 
and moisture level prediction. 
In [24], the authors have pointed that the application of data mining towards to learning and 
classifying agricultural soil types. In their study, they have used naïve bayes, J48 and JRip techniques for 
classification of soil and predicting of PH values. Finally, form the experiment they have found that JRip has 
better performance than the other data mining techniques.  
The combined approach of SOM and KNN for classifying agricultural soil has been studied.  
In the study, the authors have used color and texture feature vectors. From the experiment they achieved 
79.8% result when SOM and KNN are used [25].  
In [26], in this study, they have used Artificial neural network for predicting soil types. During their 
work a database consists of 120 soil samples which were collected from Shahrekord, Chahar Mahal and 
Bakhtiari province. Finally they have tested their model using neural network. The neural network used in 
this study has an input layer, an output layer and a hidden layer. The input layer consists of 7 variables and 
the output layer has only one parameter for predicting soil type and the hidden layer has 15 neurons.  
The number of nodes in the hidden layer was determined by trial and error. 
In [27], they conducted a study related with moisture and organic matter prediction based on NIR 
reflectance sensor. In the study, the authors used SOM (self organizing map) for learning the pattern and 
prediction. From the experiment they have found that Standard errors of prediction for organic matter and 
soil moisture were 0.62 and 5.31%, respectively. 
In [28], they studied the application of machine learning techniques in soil classification.  
They consider only three type of soil (sand, clay, peat) and for machine learning side the authors have 
considered Artificial neural network (ANN), Decision tree (DT) and support vector machine (SVM) and 
WEKA software is used for classifying to their Corresponding class. From the experiment the authors have 
shown that ANN is better than DT and SVM. This study is limited in three classes and still there is a gap to 
show the moisture level.  
Prediction of rainfall using image processing” the authors have used digital cloud images to predict 
rainfall. From this paper they stated that it is better to predict rainfall from digital cloud images rather than 
satellite images based on the cost factors and security issues. They have used wavelet and Cloud Mask 
Algorithm to capture the image for clustering K- means is used [29].  
In [30], they studied about soil classification and quantitatively predict the temperature and moisture 
of the soil based on satellite image. In this research paper the authors have used 3 types of soils from  
the satellite. For classification and moisture prediction BPNN and LM were used. From the experiment they 
concluded that neural networks can be used as a paradigm in soil classification as well as in predicting  
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the quantity of soil moisture and temperature accurately, using remotely sensed microwave data, and thus 
helps achieve a proper crop management. 
Detection of nutritional deficiencies in plants has been researched in [31]. In the paper they have 
used color and shape as feature vector and as a classifier KNN, SVM and deep learning has been considered. 
In [32], the authors have proposed soil characterization and classification using computer vision & sensor 
network approach. BPNN has been used as a classifier and from the experiment they have got 89.7%.  
The application of Back Propagation Neural Network to wards to breast cancer and lung cancer has been 
studied in [33]. In their work to enhance the accuracy of the classifer, genetic algorithms was used and  
a better result has been achieved. 
In the area of machine learning performance analysis is the major task in order to get a better 
performance both in training and testing model. In addition, performance analysis of machine learning 
techniques helps to determine how the machine is performing and whether any improvments needed to made. 
Artificial neural network can be applied in different areas of sector but, their speed of learning and network 
complexity may differ from transfer function. The neural networks may learn patterns, but the inner ability to 
learn quickly the given pattern requires flexible transfer functions that are suitable for the problem to be 
solved. Different techniques have been proposed related with soil classification and moisture 
characterization. However, according to the litratures and to the best of our knowledge, no research has been 
conducted related to the performance analysis of transfer function in Ethiopian soil classification and 
moisture level prediction. Therefore, the main goal of this study is to find the suitable transfer function for 
Ethiopian Soil classification and moisture level prediction. In this study, rectified linear units (ReLU), 
sigmoid, Gaussian and hyperbolic tangent (tanh) transfer functions are tested to achieve the objective of this research.  
 
 
2. MODEL DESIGN  
As shown in Figure 1 soil classification and moisture level prediction model consists of three basic 





Figure 1. Model design (adopted from [8]) 
 
 
2.1.  Image acquisition 
In computer vision, image acquisition is the first part. In this study we used smart phone camera to 
the images in the form of JPEG (Joint Photographers Expert Groups) file format. In addition, 256 by 256 
images size is considered for this study. The total of 6 group of soil and each having 90 images are 
considered for this study. That is, form these 540 images were captured at different places of Amhara regions 
of Ethiopia. 
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2.2.  Image preprocessing 
Image processing is a technique that manipulates images in various ways to enhance image quality. 
In prreprocessing stage takes raw image as input and produce enhanced image as an output. In this study, 
there are different preprocessing algorithms used for image resizing, equalization, and noise removal. 
Histogram equalization, resising and noise filtering steps are performed so as to get the enhanced image.  
 
2.3.  Eature extraction and performance evaluation  
Form enhanced image color features are extracted and from gray scale image texture and brisk local 
feature descriptor feature vectors are extracted. Once the representing features are extracted modeling of feed 
forward neural network had been done. In network modeling ReLU, sigmoid, tanh and gaussian transfer 
function had been used as a parameter for analyzing the performance. Finally, the performance of 
feed-forward neural network are tested. As shown Figure 2 the images are collected in day and night time to 





Figure 2. Sample images of soil classification 
 
 
3. RESULTS AND DISCUSSIONS  
An artificial neural network consists of three layers: the input layer (I), the hidden layer (H), and  
the output layer (O). The input layer relies on as many neurons as input features. Input neurons just propagate 
input features to the hidden layer and the hidden layers process the input data. If there are errors while 
processing or learning patterns the errors are propagated to the hidden layers and computed again. Finally if 
the network is converged, the output is generated.  
As indicated in Figure 3, the network needs color, texture, and brisk local feature as an input vector 
of the combined feature vectors and 4 hidden layes. In the hidden layers 26 neurons are used. The hidden 
layer has 26 neurons. This number was picked by trial and error methods, if the network has trouble of 
learning capabilities, and then neurons can be added to this layer. There is a significant change when we 
increase the number of hidden layers neurons until 21, 24 and 26 but there is no change when the number of 
hidden layer neurons increases above 26. In the output layers 9 neurons are considered to classify soils as 
Clay, Clay Sand, Silt Sand, Peat, Clay peat and moisture prediction as wet, dry and water. The next 
experiment is finding suitable transfer function for FFNN.  
To achieve the goal of this study, the experimental scenario is conducted by considering the four 
transfer function of FFNN. In sigmoid transfer function, it maps the input to a value between 0 and 1. 
Besides, the sigmoid’s natural threshold is 0.5, meaning that any input that maps to a value above 0.5 will be 
considered as 1. The training time to converge the network as well as the accuracy while considering sigmoid 
function is lower than the other due to the range of transfer function. Since the range to map the input to is 
between -1 and 1 a better result has been achieve when tanh function is considered. Here, as shown in  
Figure 4, both the confergence rate and accuracy are better that sigmoid. In ReLU, there is a positive bias in  
the network for the layers in FFNN, as the mean activation is larger than zero. From the experiment we 
noticed that ReLU has better convergence and accuracy than sigmoid and tanh transfer function. In Gaussian 
transfer function the output is interpreted based on the degree of membership which contains a continuous 
degree of membership. The main reason that Gaussian transfer function has a better result is, it contains  
the continuous value for the 6 types of soil. The degree of membership of soil type 0 (clay soil) is between 0 
and 1; for soil type 1(clay sand) the degree of membership is between 1 and 2. When you see this the degree 
of membership is continuous and contains wider range. Finally from the experiment 97.4 % accuracy is 
achieved. But, it has lower convergence rate than ReLU.  
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The aim of this research paper is to identify suitable transfer function for classification and moisture 
level prediction using FFNN. In this paper, papametrs of FFNN are tested and the accuracy of the system is 
presented and the results of FFNN were discussed. The work can also be seen in depth and researched to 
analyze the other learninig function and using different machine learning techniques like deep learning in 
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