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数式を入力します。 
 
研究成果の概要（和文）：強力なソルバーの普及により，様々な大規模最適化問題が短時間で解
けるようになった．しかし，非線形最適化問題に関しては，特に凸性が仮定されない場合，こ
の恩恵に浴しているとはいいがたい．この研究では，ほとんどすべての非線形最適化問題が凸
集合上で凹関数を最小化する問題のクラスに帰着されることに着目し，このクラスの問題を解
くためのいくつかの確定的アルゴリズムを開発した．それらのいずれもが最適解に収束するこ
とを理論的に証明し，さらにコンピュータ上でも現実的な時間で終了することを確認した． 
 
研究成果の概要（英文）：Due to powerful solvers, a variety of large-scale optimization 
problems can be solved in a small amount of time.  Nonlinear optimization problems are, 
however, excluded from this benefit, especially when the convexity is not assumed.  In this 
research, we paid attention to the fact that almost all nonlinear optimization problems can 
be formulated into a class of problems of minimizing a concave function over a convex set, 
and developed some deterministic algorithms for solving it.  We verified that each of them 
converges in theory to an optimal solution, and that it actually terminates in a practical 
amount of time on a computer. 
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１．研究開始当初の背景 
 かつては夢想もできなかった計算環境の
高性能化に伴い，最適化アルゴリズムは飛躍
的な発展を遂げ，今や平均・分散なみに様々
な分野で日常的に使われるようになった．し
かし，注意したいのは，これまでのアルゴリ
ズム開発が専ら「素直な」問題に対する先行
技術の洗練に主眼を置いてきた点で，「手に
負えない」問題は放置されたままといって過
言でない． 
 「素直な」問題と「手に負えない」問題を
峻別する理論的な拠り所は時間計算量であ
る．この解析は前者の問題クラス P に対して
驚くほど便利で，時間計算量さえわかれば大 
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規模な問題例を実際に解くまでもなく，必要
な計算時間をほぼ正確に予測することがで
きる．ところが，「手に負えない」クラスの
NP 困難な問題に対しては，あまりにも悲観的
な計算時間が予測されるだけで，予測の的中
する問題例が無視しうるほど少なく，そのほ
とんどが素直に解けてしまうことすら稀で
ない．本研究の対象である非線形最適化問題
も「手に負えない」NP困難なクラスに属する
が，ランダムに生成した問題例を既存のアル
ゴリズムで処理した場合，絶望的な計算時間
がかかるのは 10 題中わずか 1, 2 題のことに
過ぎない． 
 さて，このような特徴をもつ「手に負えな
い」非線形最適化問題を解くため，これまで
に用いられてきたアプローチは 2 つある．1
つは，個々の問題例ごとに「素直な」特殊構
造を見つけ，それを利用したテーラーメイド
のアルゴリズムを設計する方法である．1990
年代から研究代表者や Konno，Tuy，Benson
らは，この方法で各種の非線形最適化の問題
例に対して経験的に効率のよいアルゴリズ
ムを開発している．もう 1 つの方法は，実時
間性の高い発見的アルゴリズムの利用で，最
適化を実務に応用する現場では広く行なわ
れているが，残念ながら得られる解に最適性
の保証はもちろん，精度の保証すら期待でき
ない． 
 
２．研究の目的 
 本研究が非線形最適化問題に対して用い
るアプローチは，問題例の構造に依存しない
汎用の厳密なアルゴリズムによるもので，こ
のアルゴリズムに用いる主なサブルーチン
は列挙と局所探索の 2 つである．非線形最適
化問題の大域的最適解は，局所解のいずれか
であるので，その数が問題サイズの指数オー
ダに達したとしても，結局のところ局所解を
すべて列挙してしまえば必ず求めることが
できる．時間計算量の観点からは極めて愚直
な方法であるが，前述したように多くの問題
例が列挙法によって妥当な計算時間のうち
に解けてしまう可能性は高い．しかも計算環
境の飛躍的な性能向上により，単純な実装で
もかなりの効果を期待することができる．本
研究では，列挙と局所探索を精緻に実装し，
実質的にすべての非線形最適化問題の現実
的な解決にチャレンジする．開発するアルゴ
リズムは，局所最適解の中から大域的に最適
なものを所与の精度で有限時間のうちに生
成するだけでなく，必要な空間計算量をでき
るだけ小さく抑えることを最大の特徴とし
ている． 
 
３．研究の方法 
 大域的最適化に関するこれまでの研究か
ら，2 階連続微分可能な関数は２つの凸関数
の差として表せることが知られている．この
ことは，実質的にすべての非線形最適化問題
が次の凹最小化問題を解くことによって解
決できることを意味している： 
(P) 
最小化 𝑓(𝒙) 
条 件 𝒙 ∈ 𝐷. 
ここで𝑓は凹関数，𝐷は凸集合を表すが，簡単
のため，適当な大きさの行列𝑨とベクトル
𝒃 によって次のように凸多面体で与えられる
ものとする： 
𝐷 = {𝒙 ∈ ℝ𝑛|𝑨𝒙 ≤ 𝒃}. 
問題(P)を解くためのアルゴリズムとして，単
体分割法と錐分割法の 2種類の列挙法を主に
構築したが，以下では錐分割法のメカニズム
を紹介する． 
 
(1) D.c.実行可能性問題 
 関数𝑓の実数𝛼に対する上位レベル集合を 
𝐶(𝛼) = {𝒙 ∈ ℝ𝑛|𝑓(𝒙) ≥ 𝛼} 
と表すことにする．D.c.（difference of two 
convex set）実行可能性問題とは，所与の許
容誤差𝜀 ≥ 0に対して次のように記述される： 
(DC): 点𝒙 ∈ 𝐷 ∖ 𝐶(𝛼)があればそれを求め，
なければ𝐷 ⊂ 𝐶(𝛼 − 𝜀)であることを示せ． 
凹最小化問題(P)の大域的最適解𝒙∗は，次のよ
うな二段階法により， (DC)を繰り返し解く
ことによって誤差𝜀の精度で求めることがで
きる： 
問題(P)の初期実行可能解を𝒛1 ∈ 𝐷とし，
𝑖 ← 1とする． 
[第 1 段階] 𝒛𝑖から出発し，𝐷の端点から𝑓の
極小点𝒙𝑖を見つける．（𝑓(𝒙𝑖) ≤ 𝑓(𝒛𝑖)が成り
立ち，𝒙𝑖に隣接するすべての頂点𝒙に対し
ても𝑓(𝒙𝑖) ≤ 𝑓(𝒙)が成り立つ．） 
[第 2 段階] 問題(DC)を𝛼 = 𝑓(𝒙𝑖)に対して
解く．もしも𝐷 ⊂ 𝐶(𝛼 − 𝜀)ならば，𝒙∗ ← 𝒙𝑖
として終了．そうでなければ，𝑓(𝒛) <  𝑓(𝒙𝑖)
を満たす実行可能解𝒛 ∈ 𝐷が得られるので，
𝒛𝑖+1 ← 𝒛，𝑖 ← 𝑖 + 1として第 1 段階へ． 
２つの段階を繰り返すことで𝑓(𝒙𝑖+1) < 𝑓(𝒙𝑖)
を満たす端点列{𝑥𝑖}が生成されるが，多面体
の端点は有限個なので，この方法も有限回の
繰り返しで終了する． 
 
(2) 錐分割法 
 上述の二段階法で，𝛾 =  𝛼 − 𝜀に対して
𝑓(𝒗) > 𝛾を満たす𝐷の端点𝒗を見つけること
は難しくない．凸多面体𝐷を定義するシステ
ムが，𝒙 =  𝒗において次のように分割される
ものとしよう： 
𝑩𝒗 =  𝒃𝐵 ,    𝑵𝒗 <  𝒃𝑁 . 
ここで 
𝛬 = {𝒙 ∈ ℝ𝑛 | 𝑩𝒙 ≤ 𝒃𝐵} 
𝛭 = {𝒙 ∈ ℝ𝑛 | 𝑵𝒙 ≤ 𝒃𝑁} 
と定義すれば 
𝐷 =  𝛭 ∩ 𝛬 
が成り立ち，端点𝒗の非退化を仮定すれば𝒗は
𝛭の内点になる．説明を簡単にするため，
𝒗 = 𝟎としよう．錐𝛭の方向ベクトル𝒅1, … , 𝒅𝑛
に対して 
𝒒𝑗 =  ext(𝒅𝑗)  ≡  𝜃𝑗𝒅𝑗 ,    𝑗 = 1, … , 𝑛, 
を𝒅𝑗の𝛾拡張といい，𝜃𝑗は以下で与えられる： 
𝜃𝑗 =  sup{𝜃 | 𝑓(𝜃𝒅𝑗)  ≥  𝛾}. 
この𝛾拡張を用いれば， 
𝑸 = [𝒒1, … , 𝒒𝑛] ∈  ℝ
𝑛×𝑛 
として𝛬を次のように表すことができる： 
𝛬  =  con(𝑸) 
 ≡ {𝒙 ∈ ℝ𝑛 | 𝒙 =  ∑ 𝒒𝑗𝜆𝑗
𝑛
𝑗=1
, 𝝀 ≥ 𝟎}. 
ベクトル𝒒𝑗は線形独立であり，𝑸が正則なの
で，次の半空間𝐺は一意に定まる： 
𝐺 = {𝒙 ∈ ℝ𝑛 | 𝒆𝑸−1𝒙 ≤ 1}. 
また，𝐺 ∩ 𝛬は単体で，その端点𝒒𝑗，𝟎はすべ
て凸集合𝐶(𝛾)に含まれるので，次の包含関係
が成立する： 
𝐺 ∩ 𝛬 ⊂ 𝐶(𝛾). 
したがって，𝛭 ∩ 𝛬が𝐺の部分集合ならば 
𝐷 =  𝛭 ∩ 𝛬 ⊂  𝐺 ∩ 𝛬 ⊂ 𝐶(𝛾) = 𝐶(𝛼 − 𝜀) 
が成り立ち，(DC)は解けたと結論できる．以
上の操作を限定操作とよぶ． 
 もしも𝛭 ∩ 𝛬が𝐺の部分集合でなければ点
𝒙 ∈ 𝐷 ∖ 𝐶(𝛼)が見つかるか，あるいは𝛬を分割
して再調査する必要がある．後者の場合，
Λ ∖ {𝟎}から適当な方向ベクトル𝒖を選択し，
𝒖 =  ∑ 𝜆𝑗
𝑛
𝑗=1 𝒒𝑗 を 満 た す 𝝀 ≥ 𝟎 に 対 し て
𝐽 = {𝑗 |𝜆𝑗 > 0}とすれば，𝛬は |𝐽| 個の錐 
𝛬𝑗 =  con(𝑸𝑗),    𝑗 ∈ 𝐽, 
に分割され，𝑸𝑗は以下で与えられる： 
𝑸𝑗 = [𝒒1, … , 𝒒𝑗−1, ext(𝒖), 𝒒𝑗+1, … , 𝑞𝑛]. 
この結果， 
int(𝛬𝑖) ∩  int(𝛬𝑗) =  ∅, 𝑖 ≠ 𝑗 
𝛬 = ∪𝑗 ∈𝐽 𝛬
𝑗   
が成り立つが，この操作を分枝操作とよぶ．
こうして錐𝛬から生成される各𝛬𝑗に対し，再
び限定操作と分枝操作を実行する． 
 
４．研究成果 
 錐分割法が有限回で終了しなければ，次の
ような入れ子状の錐列が生成される： 
𝛬 =  𝛬1  ⊃ ⋯  ⊃  𝛬𝑘  ⊃  𝛬𝑘+1  ⊃ ⋯. 
ここで，𝛬𝑘+1は𝛬𝑘を𝒖
𝑘の方向に沿って分割し
て得られたものとする．各𝑘に対して𝛬𝑘は正
則行列𝑸𝑘よって 
𝛬𝑘 =  con(𝑸𝑘) 
のように張られる錐で，𝑸𝑘の各列𝒒𝑗
𝑘は𝐶(𝛾)の
境界上の点である．前節で述べた通り， 
𝐺𝑘 = {𝒙 ∈ ℝ
𝑛 | 𝒆𝑸𝒌
−𝟏𝒙 ≤ 1} 
に対して𝑀 ∩ 𝛬𝑘  ⊂  𝐺𝑘ならば 𝑀 ∩ 𝛬𝑘  ⊂ 𝐶(𝛾)
が成り立つ．その結果，錐𝛬𝑘に(DC)の解は含
まれないことが分かって以降の調査対象か
ら𝛬𝑘を除外できる．この限定操作は,次の補
助問題を解くことによって実行できる： 
(P𝑘) 
最大化 𝒆𝑸𝒌
−𝟏𝒙 
条 件 𝒙 ∈ 𝑀 ∩ 𝛬𝑘. 
問題(P𝑘 )の最適解𝝎
𝑘は，等価な線形計画問
題： 
(PL) 
最大化 𝒆𝝀 
条 件 𝑵𝑸𝑘𝝀 ≤  𝒃𝑁 ,   𝝀 ≥ 𝟎 
を解くことで，その最適解𝝀𝑘から𝝎𝑘 =  𝑸𝑘𝝀
𝑘
のように与えられる．この𝝀𝑘から次の集合を
定義する： 
𝛬𝑘
+ = {𝒙 ∈ ℝ𝑛 | 𝒙 =  ∑ 𝒒𝑗
𝒌𝜆𝒋
𝑗∈𝐽𝑘
, 𝝀 ≥ 𝟎} 
𝐽𝑘 = {𝑗 | 𝜆𝑗
𝑘 > 0}. 
また，𝒖𝑘方向の射線と𝐺𝑘の境界との交点を𝒚
𝑘
で表すことにする． 
 
(1) 研究の主な成果 
① 𝜔細分規則に基づく錐分割法の収束性 
 問題(PL)の双対問題は 
(DL) 
最小化 𝝁𝒃𝑁 
条 件 𝝁𝑵𝑸𝑘  ≥  𝒆,   𝝁 ≥ 𝟎 
であるが，この問題の最適解𝝁𝑘に対して 
∥ 𝝁𝑘𝑵 ∥ ≤ 𝐿,    𝑘 = 1, 2, …, 
を満たす定数𝐿が存在する．このことを用い
て次の定理を証明するとこができる： 
定理 1. 錐列{𝛬𝑘}では，𝒖
𝑘 ∈ 𝛬𝑘
+に沿って𝛬𝑘を
分割し，𝛬𝑘+1が得られているものとする．こ
のとき，次の等式が成り立つ： 
lim inf𝑘→+∞  ∥ ext(𝒖
𝑘) −  𝒚𝑘 ∥ = 0. 
□ 
明らかに𝝎𝑘 ∈ 𝛬𝑘
+であるので，通常の𝜔細分規
則に基づく錐分割法の収束は定理 1の系とし
て導かれる： 
系 2．錐列{𝛬𝑘}では，𝒖
𝑘 =  𝝎𝑘に沿って𝛬𝑘を
分割し，𝛬𝑘+1が得られているものとする．こ
のとき，{𝒚𝑘}には𝑓(𝒚0) =  𝛾を満たす集積点
𝒚0 ∈ 𝐶(𝛾)が存在する．         □ 
 
② 𝜔二分に基づく錐分割法の提案 
 錐𝛬𝑘の分割を𝒖
𝑘 =  𝝎𝑘に沿って行う𝜔細分
規則に従えば，最悪の場合，𝛬𝑘は𝑛個もの錐 
に分割されるため，アルゴリズムの収束前に
組合せ的な爆発が起こり，問題(DC)が正しく
解けない可能性がある．そこで，関数𝑓が狭
義凹関数であることを仮定し，新たな錐分割
規則を提案する． 
 集合𝐽𝑘に含まれる任意の添字対{𝑖, 𝑗}に対し， 
𝒚𝑖𝑗
𝒌 = (𝜆𝑖
𝑘𝒒𝑖
𝑘 + 𝜆𝑗
𝑘𝒒𝑗
𝑘) (⁄ 𝜆𝑖
𝑘 + 𝜆𝑗
𝑘) 
とし，線分[𝒒𝑖
𝑘 , 𝒚𝑖𝑗
𝒌 ]と[𝒚𝑖𝑗
𝒌 , 𝒒𝑗
𝑘]の短い方の長さ 
𝛿𝑖𝑗
𝑘 =  ∥ 𝒒𝑖
𝑘 − 𝒒𝑗
𝑘 ∥  min{𝜆𝑖
𝑘 , 𝜆𝑗
𝑘} (𝜆𝑖
𝑘 + 𝜆𝑗
𝑘)⁄  
を求める．錐𝛬𝑘の分割方向𝒖
𝑘は，𝒚𝑖𝑗
𝒌 の中で𝛿𝑖𝑗
𝑘
が最大のもの，つまり 
{𝑠, 𝑡} ∈ arg max{𝛿𝑖𝑗
𝑘  |{𝑖, 𝑗} ∈ 𝐽𝑘} 
によって定まる𝒚𝑠𝑡
𝑘 を用いる．実際に𝒖𝑘 =  𝒚𝑠𝑡
𝑘
に沿って𝛬𝑘を分割すると 
𝛬𝑘
𝑗 =  con(𝑸𝑘
𝑗 ),   𝑗 = 𝑠, 𝑡, 
の２つに分割され，行列𝑸𝑘
𝑗は以下で与えられ
る： 
𝑸𝑘
𝑗 = [𝒒1
𝑘 , … , 𝒒𝑗−1
𝑘 , ext(𝒚𝑠𝑡
𝑘 ), 𝒒𝑗+1
𝑘 , … , 𝒒𝑛
𝑘 ]. 
 この𝜔二分規則に従う錐分割法の収束性は，
いくつかの補題を用いて以下のように示す
ことができる： 
定理 3．許容誤差を𝜀 = 0とする．このとき，
𝜔二分規則に従う錐分割法が終了すれば，点
𝒛 ∈ 𝐷 ∖ 𝐶(𝛼)が生成されるか，𝐷 ⊂ 𝐶(𝛼 − 𝜀)で
あることが示される．終了しなければ，点列
{𝝎𝑘}には𝑓(𝝎0) =  𝛼を満たす集積点𝝎0 ∈ 𝐷
が存在する．             □ 
系 4．許容誤差が𝜀 > 0ならば，𝜔二分規則に
従う錐分割法は有限回の反復で終了し，点
𝒛 ∈ 𝐷 ∖ 𝐶(𝛼)が生成されるか，𝐷 ⊂ 𝐶(𝛼 − 𝜀)で
あることが示される．         □ 
 
(2) 成果の位置づけとインパクト 
 錐分割規則として𝜔細分を用いたときのア
ルゴリズムの収束性は，98 年に Jaumard と
Meyer，99 年には Locatelli によって証明さ
れている．したがって，(1)の①に紹介した結
果は決して新しいものではない．Jaumard と
Meyer，Locatelli よりも 10 年ほど前に Tuy
は，任意の𝑘に対して(P𝑘 )の収益ベクトル
𝒆𝑸𝒌
−𝟏のノルムを上から抑える定数が存在す
れば錐分割法が収束することを証明してい
る．Tuy は，この条件を満たす錐列{𝛬𝑘}を非
退化列と名づけたが，残念ながら𝜔細分規則
によって生成される{𝛬𝑘}が非退化かどうかは
未だ解決されていない課題である．本研究で
は，(P𝑘)が問題 
最大化 𝝁𝑘𝑵𝒙 
条 件 𝒙 ∈ 𝑀 ∩ 𝛬𝑘 
に等価なこと，この収益ベクトル𝝁𝑘𝑵のノル
ムを上から抑える定数が存在することを証
明し，{𝛬𝑘}が非退化性に準ずる性質を満たす
ことを明らかにした．さらに，この準非退化
性から錐分割法が𝜔細分よりも緩やかな条件
のもとでも収束することも示した．これは，
未解決な課題を含む Tuyの証明を完全なもの
に修正する結果であり，𝜔細分の拡張の可能
性まで示唆している．実際，(1)の②で説明し
た𝜔二分は拡張の具体例となっている．収束
が保証される錐分割規則は，これまで𝜔細分
と単純な二等分しか知られていなかった．し
たがって， 𝜔二分が新たに収束分割規則に加
えられたことは学術的に大きな意義がある．
また，𝜔細分と違って１回の分枝操作で２つ
の錐しか生成されないため，空間計算量で𝜔
細分にまさるだけでなく，𝝎𝑘の情報を錐分割
に活用できるため，単純な二等分よりもはる
かに優れた計算効率が実現されることも計
算実験から明らかになっている． 
 
(3) 今後の展望 
 本研究では，ここまで説明した錐分割法の
ほか，単体分割法でも凹最小化問題 (P)の大
域的最適解の生成を試み，錐分割法と同様な
結果を導いている．しかし，錐分割法の場合
と違って，生成される解𝒙∗が所与の許容誤差
𝜎 >  0に対して 
𝑨𝒙∗ ≤ 𝒃 + 𝜎𝒆 
を満たすことだけが保証される𝜎実行可能解
にすぎないという弱点を有している．これを
改善し，真の実行可能解が生成されるように
することが近々の課題である．また，この研
究で提案した𝜔二分と従来の𝜔細分を補間す
る収束分割規則に関してもアイデアがあり，
錐分割法，単体分割法への実装の準備を現在
進めている． 
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