To generate a triangle of unit perimeter, break a stick of length 1 in two places at random, with the condition that triangle inequalities are satisfied. Is there a similarly natural method for generating triangles of unit area? Study of a product (rather than a sum) of random lengths is facilitated by closure of multiplication within the lognormal family of distributions. Our (necessarily incomplete) answers to the question each draw upon this property.
Abstract.
To generate a triangle of unit perimeter, break a stick of length 1 in two places at random, with the condition that triangle inequalities are satisfied. Is there a similarly natural method for generating triangles of unit area? Study of a product (rather than a sum) of random lengths is facilitated by closure of multiplication within the lognormal family of distributions. Our (necessarily incomplete) answers to the question each draw upon this property.
We denote triangle sides by a, b, c and opposite angles by α, β, γ. The following formulas for area: will be used (out of many possibilities [1] ). Also, linear area-preserving transformations R 2 → R 2 constitute the group SL 2 (R) of all real 2×2 matrices with determinant 1. Every such matrix possesses a unique representation as [2] cos(θ) − sin(θ) sin(θ) cos(θ) r 0 0 1/r 1 s 0 1 where 0 ≤ θ < 2π, r > 0 and s ∈ R. We will use only the center matrix M r (with r and 1/r on the diagonal) in this paper. Incorporating the right matrix (with s in the off-diagonal corner) is left for future research.
Right Triangles
Assuming γ = π/2, the sides a, b must satisfy the constraint a b = 2. Given a, it is clear that b, c are completely determined and, given α, we have β = π/2 − α. From ln(a) + ln(b) = ln (2) it becomes reasonable to adopt the model ln(a) ∼ Normal with moments
For convenience, we set σ = 1 always. From the Law of Sines,
thus the density function for α is
for 0 < α < π/2. Let x = ln (tan(α)) /2, then α = arctan (e 2x ) and
therefore the moments become
No closed-form expression for the mean square of α is known. 
Isosceles Triangles The equilateral triangle T with vertices
is centered at (0, 0) and has area 1. Images of T under M r for r > 0 encompass all unit area triangles satisfying the constraint a = b. It is reasonable to adopt the model r ∼ Lognormal − 1 2 , 1 so that E(M r ) is the identity matrix. Clearly
are the sides and consequently c ∼ Lognormal
In Section 4, we calculate the density function for a to be
Thus the moments of a are E (a) = 3.9753634096801809039980060...,
No closed-form expression for the mean of a is known. We have not attempted to find any densities or moments for corresponding angles.
3. Arbitrary Triangles A disappointing aspect of the preceding two sections is the lack of any bivariate densities or cross-correlations. We shall now remedy this situation, but a disadvantage of our third model is its artificiality.
The ln(2) to each component. The density of (u, v) is thus a folded bivariate normal: (2) . Let a = e u and b = e v , then the bivariate density of (a, b) is
for a b ≥ 2. Integrating on b from 2/a to infinity, we obtain the univariate density of a: 
gives E (c) ≈ 5.483, which unfortunately demonstrates how artificial this model is. We wish ideally for E (c) to be equal to both E (a) and E (b), since there is no reason for one side to be preferred over the other two. An alternative approach would involve the orthogonal projection of Σ into the plane c − a = 0 (rather than c = 0), which may provide the desired symmetry. Our goal of generating unit-area triangles analogously to unit-perimeter triangles -"throwing paint" rather than breaking a stick -remains elusive [3] . A final comment concerning Section 2 & Section 4 in [4] (based partly on [5] ) is in order. If the lengths of the three pieces (from randomly breaking the stick twice) instead are a 2 , b 2 , c 2 and all triangle inequalities are satisfied, then area has density function 96x over [0,
]. An even simpler outcome emerges if the lengths of the two pieces (from breaking the stick just once) are a 2 , b 2 and angle γ is taken to be Uniform[0, π]. Area in this case is distributed according to Uniform[0, 1/4]. We wonder whether some elementary modifications of either case might lead to insight necessary to answer our question.
Details of Calculation
We seek the distribution of the sum of a random variable x ∼ Lognormal(µ, σ 2 ) and its reciprocal 1/x ∼ Lognormal(−µ, σ 2 ). Solving the equation
for x in terms of y, we obtain two positive values 
it follows that the density function for y:
Consider now z = √ y, for which y = z 2 and
the density function for z is 
(found via u − 1/2 = ln(x)) does not seem to help. The arguments provided here can be extended to find the density function of w = x 2 /κ + κ/x 2 for any κ > 0: does not seem to help. For reasons of brevity, we omit proof of the general formula. Much more relevant material can be found at [6] , including experimental computer runs that aided theoretical discussion here.
Addendum
Continuing a thought raised at the end of Section 3, define a new coordinate system a,b,c via a 45
• -rotation:
then the orthogonal projection of Σ into the planec = 0 is the region bounded (away from the origin) by 2ã 2 −b 2 b 2 = 16.
We note that the boundary is well-approximated, for largeã, byb = √ 2ã from above andb = 2 √ 2/ã from below. Ideas for natural random sampling of 2ã 2 −b 2 b 2 ≥ 16, akin to a b ≥ 2 earlier, would be welcome.
