Reliability For A Bivariate Gamma Distribution by Saralees Nadarajah & Samuel Kotz
c   Heldermann Verlag Economic Quality Control
ISSN 0940-5151 Vol 20(2005), No. 1, 111 – 119
Reliability For A Bivariate Gamma Distribution
Saralees Nadarajah and Samuel Kotz
Abstract: In the area of stress-strength models there has been a large amount of work as
regards estimation of the reliability R =P r ( X<Y). The algebraic form for R =P r ( X<Y)
has been worked out for the vast majority of the well-known distributions when X and Y
are independent random variables belonging to the same univariate family. In this paper, we
consider forms of R when (X,Y) follow a bivariate distribution with dependence between X
and Y . In particular, we derive explicit expressions for R when the joint distribution is bivariate
gamma. The calculations involve the use of special functions.
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1 Introduction
Bivariate gamma distributions arise as tractable “life time” models in many areas, includ-
ing life testing and telecommunications. In the context of reliability the stress–strength
model describes the life of a component which has a random strength Y and is subjected
to random stress X. The component fails at the instant that the stress applied to it ex-
ceeds the strength and the component will function satisfactorily whenever Y> X .T h u s
R =P r ( X<Y) is a measure of component reliability. It has many applications especially
in engineering concepts such as structures, deterioration of rocket motors, static fatigue
of ceramic components, fatigue failure of aircraft structures and the aging of concrete
pressure vessels. Some examples are:
• If X represents the maximum chamber pressure generated by ignition of a solid pro-
pellant and Y represents the strength of the rocket chamber then R is the probability
of successful ﬁring of the engine.
• If X represents the diameter of a shaft and Y represents the diameter of a bearing
that is to be mounted on the shaft then R is the probability that the bearing ﬁts
without interference.
• Let Y and X be the remission times of two chemicals when they are administered
to two kinds of mechanical systems. Inferences about R presents a comparison of
the eﬀectiveness of the two chemicals.
• The receptor of a communication system operates only if it is stimulated by a source
where magnitude Y is greater than a random lower threshold X for the system. In
this case R is the probability that the receptor operates.112 Saralees Nadarajah and Samuel Kotz
• If X and Y are future observations on the stability of an engineering design then
R would be predictive probability that X is less than Y . Similarly, if X and Y
represent lifetimes of two electronic devices then R is the probability that one fails
before the other.
• If Y represents the distance of a pyrotechnic igniter from its adjacent pellet and
X represents its ignition distance then R is probability that the igniter succeeds to
bridge the gap in the pyrotechnic chain.
Because of these applications, the calculation and the estimation of R =P r ( X<Y )
is important for the class of bivariate gamma distributions. The calculation of R has
been extensively investigated in the literature when X and Y are independent random
variables belonging to the same univariate family of distributions. The algebraic form
for R has been worked out for the majority of the well-known distributions, including
Normal, uniform, exponential, gamma, beta, extreme value, Weibull, Laplace, logistic
and the Pareto distributions (Nadarajah, 2002, 2003a, 2003b, 2004a, 2004b; Nadarajah
and Kotz, 2003). In this paper, we calculate R when X and Y are correlated gamma
random variables with the joint pdf
f (x,y)=Kx
α−1y
β−1e
−(ax+by+cxy) (1)
for x>0, y>0, a>0, b>0, c>0, α>0a n dβ>0, where K = K(a,b,c,α,β)i st h e
normalizing constant given by
1
K
= b
α−βc
−αΓ(α)Γ(β)Ψ

α,α − β +1 ,
ab
c

(2)
where Ψ denotes the Kummer function deﬁned by
Ψ(a,b,x)=
1
Γ(a)
∞ 
0
t
a−1(1 + t)
b−a−1e
−ztdt (3)
This is known as the conditionally speciﬁed bivariate gamma distribution (see, for ex-
ample, Arnold and Strauss (1988) and Kotz et al (2000)). It has received applications
in areas such as cross-over trials, ﬂood frequency analysis, life testing and precipitation
modeling.
We derive various formulas for R for general and particular cases. Our calculations of R
make use of the complementary incomplete gamma function deﬁned by
Γ(a,x)=
∞ 
x
t
a−1e
−tdt (4)
and the exponential integral function deﬁned by
Ei(n,x)=
∞ 
1
t
−ne−xtdt (5)Reliability For A Bivariate Gamma Distribution 113
The properties of these special functions being used can be found in Prudnikov et al.
(1986) and Gradshteyn and Ryzhik (2000).
2 Expressions for R
For the distribution given by (1), the form of R can be derived as:
R =
∞ 
0
∞ 
x
f(x,y)dydx
= K
∞ 
0
x
α−1e
−ax
∞ 
x
y
β−1e
−(b+cx)ydydx
= K
∞ 
0
x
α−1e
−ax
(b + cx)
β
∞ 
(b+cx)x
z
β−1e
−zdzdx
= K
∞ 
0
x
α−1e
−axΓ(β,(b + cx)x)
(b + cx)
β dx (6)
where the transformation z =( b + cx)y has been applied. The integral in (6) cannot be
simpliﬁed further in its general form. However, if β is an integer then using the identity
Γ(n,z)=( n − 1)!e
−z
n−1 
m=0
zk
k!
(7)
one can rewrite (6) as
R = K(β − 1)!
∞ 
0
x
α−1e
−ax
(b + cx)
βe
−(b+cx)x
β−1 
l=0
(b + cx)lxl
l!
dx
= K(β − 1)!
β−1 
l=0
I(l)
l!
(8)
where I(l) denotes the integral
I(l)=
∞ 
0
(b + cx)
l−βx
l+α−1e
−(ax+bx+cx2)dx (9)
Again, this integral cannot be simpliﬁed further unless α is also an integer. If this is
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I(l)=
e
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2
2
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m
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(−b)
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where
J(m,l)=
∞ 
b
y
m−β+le
− 1
c(y+ a−b
2 )
2
dy (11)
The integral J(m,l) can be easily calculated. Three cases need to be considered:
1. If m = β − l then
J(m,l)=
√
πc
	
1 − Φ

a + b
√
2c


(12)
where Φ(·) denotes the cdf of the standard normal distribution.
2. If m>β− l then – by transforming z =

y + a−b
2
2 –o n eo b t a i n s
J(m,l)=
1
2
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(13)
which is a ﬁnite sum of incomplete gamma functions.
3. If m<β− l then the same transformation as above yieldsReliability For A Bivariate Gamma Distribution 115
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which is an inﬁnite sum of incomplete gamma functions.
Combining (8) to (14), the reliability R can be expressed as an inﬁnite sum of incomplete
gamma functions for integer values of α and β and general a, b and c. However, if a = b
then one can express R as a ﬁnite sum of incomplete gamma functions. This follows
because if a = b then J(m,l) reduces to
J(m,l)=
c1+
m−β
2
2
∞ 
a2/c
z
(m−β)/2e
−zdz
=
c1+
m−β
2
2
Γ

1+
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2
,
a2
c

(15)
(after substituting z =
y2
c ) and, combining (15) with (8) to (10), one obtains
R =
K(β − 1)!e
a2
c
2(−a)1−αcα+
β
2 −1
β−1 
l=0
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m=0
(−a)
l−m
l!c
l−m/2
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m
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Γ

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2
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c
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(16)
a ﬁnite sum of incomplete gamma functions.
Using special properties of the incomplete gamma function, one can show that R takes
the closed form expressions:
R = K
√
πe
a2
c c
− 3
2Φ

−

2a2
c

−
K
2

− c + a

e
a2
c c
−2Ei

1,
a2
c

(17)
for α =1a n dβ =2 .
R = −K
√
π

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2 − c
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− 7
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−
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c

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
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
e
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
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c

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
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2

a
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for α =1a n dβ =3 .
R = −K
√
π

12c
2 − 12ac +6a
2 − c

e
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c c
− 9
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
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c

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c
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2
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3 +6ac
2 − 3a
2c + a
3

e
a2
c a
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c

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2
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a
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for α =1a n dβ =4 .
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K
√
π
3

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c
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c

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3
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c

−
K
3

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5
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4

c
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for α =2a n dβ =3 .
R = K
√
π

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K
2
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−4 (21)
for α =2a n dβ =4 .
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√
π

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c c
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a
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R = −
K
√
π
3

96c
4a − 96a
2c
3 + 144c
4 +4 8a
3c
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4c + 144a
2c
2
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3 +4 a
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2
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c

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
6c
2 − 8ac +5a
2
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c
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K
2

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4
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e
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c

+
K
6

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2 +3a
2c
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5
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6
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c
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for α =3a n dβ =4 .
R = −
K
√
π
2

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c
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K
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3 +6ac
2 − 3a
2c + a
3

e
a2
c c
−6Ei

2,
a2
c

+
K
2

− 24c
3a+36a
2c
2−24a
3c+3ac
2+10a
4+a
2c−5a
2c

a
−1c
−6 (24)
for α =3a n dβ =5 .
R =
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√
π
6

192a
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−
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2
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2
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a
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and
R = −
K
√
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6

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4c
2 +8 a
7
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3c
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5
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e
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c c
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c
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+
K
2

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2c
2 +3 5 a
4 +2 4 c
4 − 96c
3a − 80a
3c

e
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c c
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
1,
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c

+
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2
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e
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c c
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c

+
K
6

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2+96a
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2c
4−744a
3c
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6c+4a
7
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3c
2+12a
2c
3+66a
3c
2+3ac
3+36ac
4−72a
2c
3

a
−1c
−9 (26)
for α =4a n dβ = 5. Because a = b, the expression for R for (α,β)=( a,b)i st h es a m e
as that for (α,β)=( b,a). If both a = b and α = β then it is easy to see that R = 1
2.
Acknowledgments
The authors are grateful to Professor Marianna Pensky (University of Central Florida,
USA) for introducing them to this area of research.
References
[1] Arnold, B. C. and Strauss, D. (1988): Bivariate distributions with exponential
conditionals. Journal of the American Statistical Association, 83, 522–527.
[2] Gradshteyn, I. S. and Ryzhik, I. M. (2000): Tables of Integrals, Series, and Prod-
ucts. San Diego: Academic Press.
[3] Kotz, S., Balakrishnan, N. and Johnson, N. L. (2000): Continuous Multivariate
Distributions, volume 1: Models and Applications (second edition). New York:
John Wiley and Sons.
[4] Nadarajah, S. (2002): Reliability for beta models. Serdica Mathematical Journal,
28, 1001–1016.
[5] Nadarajah, S. (2003): Reliability for extreme value distributions. Mathematical
and Computer Modelling, 37, 915–922.
[6] Nadarajah, S. (2003). Reliability for lifetime distributions. Mathematical and Com-
puter Modelling, 37, 683–688.
[7] Nadarajah, S. (2004a): Reliability for Laplace distributions. Mathematical Prob-
lems in Engineering,t oa p p e a r .Reliability For A Bivariate Gamma Distribution 119
[8] Nadarajah, S. (2004): Reliability for Logistic distributions. Engineering Simula-
tion,t oa p p e a r .
[9] Nadarajah, S. and Kotz, S. (2003): Reliability for Pareto models. Metron, LXI,
191–204.
[10] Prudnikov, A. P., Brychkov, Y. A. and Marichev, O. I. (1986): Integrals and Series
(Volumes 1, 2 and 3). Amsterdam: Gordon and Breach Science Publishers.
Saralees Nadarajah
Department of Statistics
University of Nebraska
Lincoln, NE 68583
USA
Samuel Kotz
Department of Engineering Management and Systems Engineering
The George Washington University
Washington, D.C. 20052
USA