The goal of this research is to optimize multigrid methods for higher order accurate space-time discontinuous Galerkin discretizations. The main analysis tool is discrete Fourier analysis of two-and three-level multigrid algorithms. This gives the spectral radius of the error transformation operator which predicts the asymptotic rate of convergence of the multigrid algorithm. In the optimization process we therefore choose to minimize the spectral radius of the error transformation operator. We specifically consider optimizing h-multigrid methods with explicit RungeKutta type smoothers for second and third order accurate space-time discontinuous Galerkin finite element discretizations of the 2D advection-diffusion equation. The optimized schemes are compared with current h-multigrid techniques employing Runge-Kutta type smoothers. Also, the efficiency of h-, p-and hp-multigrid methods for solving the Euler equations of gas dynamics with a higher order accurate space-time DG method is investigated.
Introduction
Space-time discontinuous Galerkin (DG) discretizations of time-dependent partial differential equations result in a system of (non)-linear algebraic equations which can be solved efficiently with multigrid methods. In this paper we will discuss the optimization of multigrid techniques for higher order accurate space-time DG discretizations describing advection dominated flows. This research is a continuation of [3, 7] where we presented a multigrid algorithm in combination with a pseudo-time integration method for second order accurate space-time DG discretizations of the compressible Euler and Navier-Stokes equations. The main benefits of this multigrid algorithm are that no large global linear system needs to be solved and, through the use of Runge-Kutta type smoothers, the locality of the DG discretization is preserved. The algorithm is easy to implement and parallelize, even on locally refined meshes, and insensitive to initial conditions. For higher order accurate space-time DG discretizations the multigrid performance was, however, not satisfactory. The objective of this paper is to discuss improvements in the computational performance of space-time DG discretizations when higher order polynomial basis functions are used. The main tool to analyze the multigrid performance is three-level discrete Fourier analysis. This analysis tool is used to optimize the multigrid performance by minimizing the spectral radius of the multigrid error transformation operator. In particular, the focus will be on searching for better coefficients in the multigrid smoothing operator. More detailed information on the multigrid algorithms and the analysis techniques used in this paper can be found in e.g. [1, 6, 10, 11] .
The outline of this paper is as follows. After a brief introduction in Section 2 on the multigrid error transformation operator, a summary of the discrete Fourier analysis of the multigrid algorithm will be given in Section 3. Next, we discuss the optimization of the multigrid algorithm in Section 4. Results of the optimization process will be given in Section 5 as well as a comparison in efficiency between h-, p-and hp-multigrid methods. Finally, conclusions are drawn in Section 6.
Multigrid error transformation operator
The main goal of the multigrid algorithm is to iteratively solve in an efficient way a system of (non)-linear algebraic equations L h v h = f h on a mesh M h , with L h a linear or non-linear discretization operator and f h a given righthand side. In the hmultigrid method we use a finite sequence N c of increasingly coarser meshes M nh , n ∈ {1, · · · , N c } to generate approximations to the original problem. In addition, the data on the different meshes are connected with restriction operators R mh nh : M nh → M mh and prolongation operators P nh mh : M mh → M nh , with 1 ≤ n < m ≤ N c . On these meshes a set of auxiliary problems is solved M nh , 1 < n ≤ N c , namely L nh v nh = f nh , in order to accelerate convergence. For non-linear problems we use the Full Approximation Scheme (FAS), see e.g. [6] , but in the analysis of the multigrid performance we only consider linear problems.
In order to understand the performance of the multigrid algorithm we need to consider the multigrid error transformation operator. Given an initial error e A h , the error e D h after one full multigrid cycle with three grid levels is given by the relation
and
Here, S nh and I nh are, respectively, the smoothing and identity operator on the mesh M nh , ν i , i = 1, · · · , 4, the number of pre-and post-smoothing iterations and γ c the cycle index. In the multigrid analysis and computations we will also consider the effect of solving the algebraic system on the coarsest mesh approximately using ν c smoother iterations instead of using an exact inverse. Next to h-multigrid also pmultigrid methods are possible in which on a single mesh coarser approximations are obtained by using lower order discretizations. Of course, combinations of both techniques are possible resulting in hp-multigrid methods.
3 Three-level multigrid analysis
Discrete Fourier analysis
Consider the infinite mesh G h , which is defined as
where |k| = max{|k 1 |, |k 2 |}. In the theoretical analysis we only consider linear problems, where the linear systems on the various meshes are described using stencil notation
with stencil coefficients l n,k ∈ R m k ×m k and finite index sets J n ⊂ Z 2 describing the stencil. The restriction operators R mh nh , prolongation operators P nh mh and smoothing operators S nh with 1 ≤ n < m ≤ N c are also expressed using stencil notation, see e.g. [6, 10, 11] .
On the infinite mesh G h , we define for x ∈ G h the continuous Fourier modes with frequency θ = (θ 1 , θ 2 ) ∈ R 2 as φ h (θ , x) := e iθ ·x/h with θ ·x/h := θ 1 x 1 /h 1 + θ 2 x 2 /h 2 , h ∈ (R + ) 2 and i = √ −1. We also define the space of bounded infinite grid functions by 
with x/h := (x 1 /h 1 , x 2 /h 2 ) = j ∈ Z 2 , and inverse transformation
see e.g. [1] . Due to aliasing, Fourier components with |θ | := max{|θ 1 |, |θ 2 |} ≥ π are not visible on G h . These modes coincide with e iθ ·x/h , where θ =θ (mod 2π). Hence, the Fourier space F := span e iθ ·x/h | θ ∈ Θ = [−π, π) 2 , x ∈ G h contains any bounded infinite grid function.
Three-grid Fourier analysis
For the three-grid Fourier analysis we define the Fourier harmonics F 4h (θ ) as
Note that we have 16 coupled Fourier harmonics, all related to θ 00 00 . In the transition from G 2h to G 4h the modes θ β = θ 0 β are not visible due to aliasing. The error e D h after one iteration of a three-grid multigrid cycle is determined
h e A h , with e A h the initial error and M 3g h the three-level multigrid error transformation operator defined by (1) .
The properties of the error transformation operator can be investigated using discrete Fourier analysis. For this purpose we introduce the following matrices
where diag refers to a diagonal matrix consisting of m × m blocks with m ∈ N. The Fourier symbol of the linear operator L nh is equal to L nh (θ ) = ∑ k∈J n l n,k e iθ ·k . Similar expressions can be derived for the Fourier symbols of the restriction operator R mh nh (θ ), the prolongation operator P nh mh (θ ) and the smoothing operator S nh (θ ) on the various mesh levels. For more details, see e.g. [1, 6, 11] . We also introduce the matrices
The discrete Fourier transform of the error transformation operator for a three-level
(9) with I 3g the 16m × 16m identity matrix and θ ∈ Θ 4h \Ψ 3g , where Ψ 3g is defined as
We still need to obtain an explicit expression for U 3g (θ ; γ c ) ∈ C 4m×4m . On the mesh G 2h the modes θ α β reduce after the restriction operator to modes 2θ 0 β , hence using the result of a two-level analysis the coarse grid error transformation operator is equal to
with I 2g the 4m × 4m identity matrix and θ β ∈ Θ 2h : 
The spectral radius of the error transformation operator gives a prediction of the asymptotic rate of convergence of the multigrid method. This asymptotic convergence is expressed in terms of the asymptotic convergence factor per cycle, which is equal to µ = sup
with ρ is the spectral radius. A requirement for convergence of the multigrid algorithm is that the spectral radius satisfies the condition µ < 1. By minimizing the spectral radius of the three-level multigrid error transformation operator (9), we obtain optimized multigrid algorithms.
Optimizing multigrid for space-time DG discretizations
The theory of the previous sections holds for general linear discretizations and smoothing operators, but in this paper we are specifically interested in designing optimized multigrid methods for higher order accurate space-time DG discretizations. For the optimization, we will consider the 2D advection-diffusion equation as model problem
where we assume that the advection velocity a ∈ R 2 and diffusion matrixĀ ∈ (R + ) 2 are constant, withĀ 11 = ν x ,Ā 22 = ν y andĀ 12 =Ā 21 = 0. We do not discuss the details of the space-time DG discretization for the advection-diffusion equation, but refer to [3, 5] for more details. In the multigrid optimization we consider a uniform space-time mesh with elements ∆t × ∆ x × ∆ y and periodic boundary conditions. The discretization depends on the following dimensionless numbers:
in which h = ∆ x √ 1 + AR 2 and a = a 2 x + a 2 y . Furthermore, we introduce the flow angle γ f low with respect to the x-axis so that a x = cos(γ f low )a and a y = sin(γ f low )a.
Pseudo-time integration and Runge-Kutta methods
The system of algebraic equations resulting from the space-time DG discretization of the 2D advection-diffusion equation can be represented as
withû n the expansion coefficients of a polynomial approximation of u and n refers to the time index. To solve the system of coupled equations for the expansion coefficientsû n in (12), a pseudo time derivative is added to the system [7] :
which is integrated to steady-state in pseudo-time. At steady state,û n =û * . For the pseudo-time integration we introduce the dimensionless number λ = ∆ τ/∆t and use the pseudo-time CFL number, defined as CFL τ = λCFL. To solve (13) we consider N-stage Runge-Kutta methods. For notational purposes, we set L (V * ; u n−1 ) = L (V * ). InitializeV 0 =û n−1 . Then, an N-stage Runge-Kutta scheme is given by:
withû * =V N . We see that there are a number of free parameters in the RungeKutta smoother. The smoother is therefore a good candidate for optimization. We will minimize the spectral radius (10) by optimizing the parameters α and β . In this paper only 5-stage Runge-Kutta schemes are considered for which we require that they are second order accurate in pseudo-time. This requirement gives constraints on the α coefficients. The β coefficients serve as the Melson correction to improve stability for small values of λ ∼ = 1, see Melson et al. [4] .
Optimization results
We now provide some examples of the optimization of the Runge-Kutta (RK) smoothers for multigrid. We distinguish between diagonal RK schemes (dRK5) and full RK schemes (fRK5) in which all coefficients α j+1,l , with 1 ≤ l ≤ j ≤ N, are nonzero. We present optimized RK coefficients for the second (p = 1) and third (p = 2) order accurate space-time DG discretizations of the 2D advection-diffusion equation. For this we use the optimization procedures fminsearch and fmincon, available in Matlab. As constraint in the fmincon procedure, we require that both the spectral radius of the smoother and the three-level multigrid error transformation operator are less than 1. The optimization was performed for advection dominated steady flows in which we fix the Reynolds numbers Re x = Re y = 100 and the CFL number as CFL = 100. We also set the flow angle γ f low = π/4, the aspect ratio AR = 1 and the number of pre-and post-smoothing steps ν 1 = ν 2 = 1. On the coarsest grid, we use four smoother steps instead of an exact inverse. Furthermore, γ = 1. As initial guess in the optimization procedure, we use the EXI RK method [7] for the optimized dRK5 scheme. We then use the dRK5 scheme as initial guess to obtain the fRK5 scheme. The optimized coefficients and spectral radii of the smoother ρ S and the 3-level multigrid operator ρ MG are given in Table 1 . As a comparison, we also give the spectral radius of the 3-level multigrid operator with EXI-RK smoother, ρ EXI−MG when using the given parameters. We see that for these parameters the multigrid algorithm with the EXI smoother is very unstable, while good convergence can be achieved with our optimized schemes.
Testing multigrid performance
In this section we test the multigrid performance. We start in Section 5.1 by comparing the optimized h-multigrid algorithms of the previous sections to the original EXI-EXV h-multigrid method [3] . For this we consider the 2D advection-diffusion equation. In Section 5.2 we consider a more complex test case in which we solve the Euler equations for inviscid flow over an NACA0012 airfoil. We will compare the performance of h-multigrid with p-and hp-multigrid.
The 2D advection-diffusion equation
In order to demonstrate the performance of the optimized algorithms we consider (11) on Ω = (0, 1) 2 with initial condition u(x, y, 0) = 1 − 1 2 (x + y) and boundary condition u(x, y,t) = g(x, y). Here g(x, y) equals at the domain boundary the exact steady state solution of (11) given by:
In the discretization we use a Shishkin mesh [3] which is suitable for dealing with boundary layers. The parameters in the test cases are the following: we consider a mesh with 32 × 32 elements, one physical time step, with ∆t = 100, a = √ 2, ν x = ν y = 0.01 and a flow angle γ f low = π/4. used a local pseudo-time scaling to deal with viscous flows [9] . For the multigrid computations we use ν i = 1, i = 1, 2, 3, 4 and γ = 1. On the coarsest mesh we investigate the effect of using ν C = 4 smoother iterations or solving the discrete system exactly.
In Figures 1 and 2 , we show the convergence results of the different smoothers for 3-level multigrid. We see that in all cases a big improvement is obtained with the optimized Runge-Kutta smoothers over the original EXI-EXV smoother. For a second order accurate space-time DG discretization the number of multigrid cycles to obtain 4 orders of reduction in the residual is reduced from 3283 to 371. For the third order accurate DG discretization the number of multigrid cycles reduces from 21254 to 184. Furthermore, comparing dRK5 with fRK5, we see that the differences for a second order accurate space-time DG discretization is negligible. For a third order accurate space-time DG discretization this difference is, however, significant. Using more Runge-Kutta coefficients enlarges the possibilities to optimize the smoother. The effect of solving the equations on the coarsest mesh with high accuracy is very large. Without this the multigrid convergence significantly slows down after a rapid initial decrease of the residual. In particular, for nonlinear problems it is tempting to solve the algebraic system on the coarsest mesh only approximately, because otherwise a global Newton solver is required. The effect of accurately solving the algebraic equations for the linear advection-diffusion equation on the coarsest mesh is, however, non-negligible.
Work units L / L0

The Euler equations
We now compare the performance of an h-multigrid method with p-and hpmultigrid. Since the difference between EXI and the optimized RK smoothers for the Euler equations is small we will only show the EXI results. As test case we consider 2D steady subsonic flow around a NACA0012 airfoil with an angle of attack of α = 2 • and far-field Mach number Ma = 0.5 (MTC1 test case). Since this test case is a steady-state flow problem, we consider a space-time DG discretization which is only first-order accurate in time but third-order accurate in space. The grid around the airfoil has 448 × 64 elements.
For single-grid, p-and hp-multigrid computations we used a pseudo-time CFL number of CFL τ = 1.6, while for h-multigrid CFL τ = 0.8. Larger pseudo-time CFL numbers for h-multigrid resulted in unstable calculations. For the p-multigrid method we solve the lowest order problem approximately taking ν C = 20. For the hand hp-multigrid methods we solve the coarsest grid problem approximately, also taking ν C = 20. Furthermore, for the h-multigrid method, we also solve the coarse grid problem exactly using a matrix-free Newton method. In all cases, 5 pre-and post-smoothing steps were taken on each multigrid level. The Mach contours are given in Figure 3 while the convergence history plot is given in Figure 4 .
We see that h-multigrid performs the worst while p-and hp-multigrid converge six orders in approximately the same amount of work units. We, however, had to take a twice as small CFL τ number in the h-multigrid calculation compared to the other calculations. Furthermore, we see that after the high-frequency error modes have been smoothed, h-multigrid efficiency quickly deteriorates. A possible reason for this could be that the coarse-grid problem of the h-multigrid algorithm is not solved well with respect to the characteristic components, see [12] . We also see that there is hardly any difference in solving the coarse grid equations exactly with the Newton method or approximately by performing ν C smoothing steps. This in contrary to the results obtained in Section 5.1, where we saw a large improvement when the coarse grid problem was solved exactly.
Regarding the hp-multigrid, where we first start with p-multigrid and continue at the lowest polynomial order with h-multigrid, we see that initially there is a significant improvement in reduction of the residual compared to the single-grid computation, but in the asymptotic regime single-grid and hp-multigrid have approximately the same residual reduction per work unit. The reason for this behavior is unclear yet. For the p-multigrid method, initial convergence is significantly faster than for the single-grid computations, but in the asymptotic regime also a comparable convergence history is obtained.
Conclusions
Using discrete Fourier analysis, we have analyzed two-and three-level multigrid algorithms for the solution of linear algebraic systems originating from higher order accurate space-time DG discretizations. For the 2D advection-diffusion equation we have shown that by minimizing the spectral radius of the multigrid error transformation operator, a significant improvement in the multigrid performance can be achieved. The algorithms have been tested on a 2D problem containing boundary layers, where the optimized Runge-Kutta smoothers show a significant improvement compared to the original EXI-EXV Runge-Kutta smoother discussed in [2, 3] . 
