We consider the problem of coordinating robots moving on a network. Each robot is autonomous and needs to visit various sites of the network at various times. The sequence of destinations for each robot changes dynamically and unpredictably. Recently, Onn and Tennenholtz showed that the problem can be solved by introducing a social law on the network, which, once obeyed by all robots, enables each to move to any desired destination without collisions and regardless of the actions of other robots, needing neither central coordination nor mutual communication. This social law can be derived from a suitably defined routing of the graph underlying the network. Here, we study the complexity of routing. We provide an effective characterization of 2-routable graphs, and by establishing a correspondence between hypergraph coloring and graph routing, we show that computing or approximating an optimal routing is generally hard. We also discuss routing in planar graphs, which often underlie robotic networks and show that the correspondence between coloring and routing together with the Four Color Theorem guarantee the existence of small and effectively computable routings in bipartite planar graphs of small radius. The complexity of routing arbitrary planar graphs remains open.
INTRODUCTION
We consider the fundamental problem of coordination of robots moving on a network. Each robot is autonomous and needs to visit various sites of the network at which it desires to perform various tasks at various times. The sequence of destinations each robot needs to visit changes dynamically or stochastically and may be hard or impossible to predict. The robots need to move on the network to whatever sites they desire at any time without conflicts or collisions with other robots. Variations of this problem for other types of multiagent systems arise in many other contexts such as communication networks, internet information retrieval, and simulated and optimization networks (see, e.g., [4, 5, 7, 10, 18] and further references therein).
Two methods for coordination that receive much attention in the literature are the centralized approach (see, e.g., [5, 17] ) and the distributed approach (see, e.g., [7, 18] ). In the centralized approach, coordination is maintained by a central controller: This involves complex and heavy optimization procedures, and difficulties may arise in the presence of dynamic and stochastic arrival of tasks. In the distributed approach, robots need to communicate with and observe one another: This involves issues such as negotiations and communication protocols and, in the context of robots, may require complex physical sensing and communication machinery.
Here, we take the social-law approach (cf. [4, 11] ), which, in a sense, interpolates between the centralized and distributed approaches. The general idea is simple: A system of social laws is enforced on the network that, once obeyed by all robots, allows each robot to devise a motion plan that will take it to any desired destination without collisions regardless of its present location and the routes of the other robots. Thus, such a system of laws yields coordination in a simple way: Each robot devises its own plans according to its desires, the network structure, and the social law restrictions and does not need to communicate with or sense the other robots.
It may be surprising that such a system of social laws exists, but, as shown by Onn-Tennenholtz in [14] , indeed it does and can be derived from a suitably defined routing of the graph underlying the network. We now define this notion of routing and demonstrate how it yields a system of social laws that provides the desired coordination of robots moving on the network.
Let the network consist of its underlying graph G ϭ (V, E) together with a positive length ␦(e) for each edge e ʰ E. We distinguish one vertex s ʰ V (which may represent the source through which robots initially enter the network) and consider labelings r : V 3 N of vertices of G by nonnegative integers such that s is the only vertex labeled 0. For each such labeling r, we define the orientation of G by r to be the directed graph G r with vertex set V obtained from G by removing every edge whose two vertices have the same label, orienting each edge connecting s and a vertex v of maximal label r(v) ϭ max(r) from v to s, and orienting every other edge from the vertex with smaller label to the one with larger label. The labeling r is called a routing of G if the orientation G r is strongly connected. Figure 1 shows a routing of the 3-cube (left) and the resulting orientation (right).
Let r be a routing of the underlying graph G of the network, let k :ϭ max(r) be its maximal label, let R be the number of robots to be routed on the network, and set D :ϭ 1 ϩ max{0, R Ϫ k}. From the routing, we determine a permissible velocity (e) on each arc e of the orientation G r as follows: For each arc (v, s) oriented from a vertex v with maximal label r(v) ϭ max(r) ϭ k to s, set (v, s) :ϭ [␦(v, s)]/D, and for each arc (u, v) oriented from a vertex u to a vertex v with a larger label, set
The system of social laws derived from the routing r is now clear: Robots must move on the network only on arcs of the orientation G r in the specified directions and velocities. The system is initialized by inserting the robots into the network through the distinguished vertex s at one time unit difference between one another. Once a robot enters the network, it constantly moves (without stopping) while obeying the laws. To move from its present location site u to its next desired site v, a robot simply chooses any directed path from u to v on the strongly connected G r and follows it while obeying the specified velocities on the way. This will take it to the new site within no more than max(r) time units. As shown in [14] , no collisions will occur no matter what the various sequences of destinations visited by the various robots are. Thus, routing provides a solution of the coordination problem. Figure 1 (left). For R Յ 5 robots, the derived social laws which consist of the orientation G r and the arc velocities (e) are also indicated in Figure 1 (right).
A routing r is called a k-routing if it has maximal label max(r) ϭ k. Under the social laws derived from a krouting, it may take a robot k time units to move from one site to the next. It is therefore desirable to find an optimal k-routing-one with the smallest possible maximal label k. In small fixed networks, such an optimal routing may be found as a preprocessing step once and for all, even by an exhaustive search over all routings; then, the social laws are determined, yielding coordination on the network no matter how complex the sequences of sites visited by robots are. However, if the network is large or changes over time (due to failure of communication lines, maintenance of tracks, network expansion, and so on), then it may be necessary to repeatedly recompute a good routing. This raises the issue of the complexity of routing and the search for efficient algorithms for finding optimal or approximately optimal routings.
In what follows, we study this aspect of routing. In Section 2, we establish some basic properties of routing and provide (Theorem 2.5) a simple characterization of graphs admitting a 2-routing and an efficient procedure for finding an optimal 2-routing in graphs admitting one. By contrast, in Section 3, by establishing a correspondence between p-colorings of hypergraphs and (2p Ϫ 1)-routings of suitable graphs (Theorem 3.1), we show that, in general, the problem of finding or approximating an optimal routing is hard. We show (see Section 3 for the precise statements) These results do not exclude, however, the possibility of optimizing or approximating routing for restricted classes of graphs. A particularly important such class, which indeed often provides the underlying graph of robotic networks, is that of planar graphs. In Section 4, we briefly discuss planar graphs and show (Theorem 4.1) that the correspondence between routing and coloring together with the Four Color Theorem guarantee the existence of small routings in bipartite planar graphs of small radius. However, the complexity of routing arbitrary planar graphs and the question of whether planar graphs always admit routings that can be bounded in terms of their radius only remain important and challenging (see Section 4).
More generally, it is plausible that such bounds and efficient algorithms for finding small routings can be devised for graphs of d-dimensional polytopes (planar graphs are the graphs of 3-dimensional polytopes; see [13] for an effective proof). Such graphs have nice connectivity and expansion properties and are very suitable for communication networks. For instance, the graph of the d-dimensional cube (see Fig. 1 for d ϭ 3) has radius d and it can be shown, by induction on d, that it admits a (2d Ϫ 1)-routing (which is optimal by Proposition 2.2 below).
Since a k-routing can be viewed as a k-partition of the vertices (according to their label) with certain properties, the routing problem can be captured within the vector partitioning framework studied in the recent series of papers [1, 2, 9, 12] . If a fixed bound on k can be guaranteed on graphs of d-polytopes with a bounded radius, then the methods of vector partitioning may be applicable and lead to efficient routing algorithms; this is a subject for future exploration.
The social-law methodology for coordination is conceptually simple, natural, and particularly suitable for complex and unpredictable behavior on the part of the coordinated agents. We believe that it is important and interesting to further investigate and develop this methodology for robotic networks as well as for other environments where the need for coordination arises.
BASIC PROPERTIES OF ROUTING
In this section, we discuss some basic properties of routing which will be used later. In particular, we provide the characterization of 2-routable graphs.
As mentioned earlier, we shall always have a distinguished vertex s, to be the only one labeled r(s) ϭ 0. It is easy to see that if a graph has a cut vertex except possibly s then it is not routable, so we will assume that our graphs do not have such vertices; any 2-connected graph meets this assumption. We will also assume that our graphs have at least three vertices. Thus, we introduce the following terminology used throughout: An s-graph is a triple G ϭ (V, E, s) with s ʰ V and (V, E) a graph with at least three vertices and with no cut vertex except possibly s. The routing number (G) of an s-graph G is the smallest k for which G is k-routable [i.e., admits a routing r with max(r) ϭ k]. We begin with the following alternative description of routing (see also [14] ):
Proposition 2.1. Let r be a labeling of the vertices of an s-graph G with s the only vertex labeled 0. Then, r is a routing of G if and only if the orientation G r has neither a source nor a sink.
Proof. Let r be a vertex labeling of an s-graph G with r Ϫ1 (0) ϭ {s} and max(r) ϭ k. If r is a routing, then G r is strongly connected by definition and, hence, contains neither a source nor a sink. Conversely, suppose that G r contains neither a source nor a sink and consider any vertex v s. Since no vertex is a sink, a dipath starting at v can be traced forward, along which labels increase to k and then to 0. Since no vertex is a source, a dipath terminating at v can be traced backward, along which labels decrease to 0. Thus, for any pair u, v of vertices, there is a dipath from u to v consisting of a dipath from u to s and a dipath from s to v; hence, G r is strongly connected.
Next, we provide a simple (and generally not tight) lower bound on the routing number of a graph in terms of its radius. Recall that the distance between two vertices in a graph is the smallest number of edges in any path between them (length of a shortest path). Define the radius of an s-graph to be the largest distance (G) of any vertex from s. We have the following bound: Proposition 2.2 may give the impression that the routing number is closely related to the radius and that s-graphs in which every vertex shares with s some short cycle may admit small routings. However, this is not at all the case and the upper bound above is usually far from being tight. In fact, as we now show, the routing number is unbounded in terms of the radius: For every n, there is an s-graph G with radius (G) ϭ 2 in which every vertex shares with s some cycle of length 4, but with routing number (G) ϭ 2n Ϫ 1. In the following example and later on, bipartite s-graphs play an important role. A bipartite s-graph will be denoted by a quadruple G ϭ (S, T, E, s), where S T is the bipartition of the vertex set of G and with s lying in S. Example 2.3. Pick any n. Let G ϭ (S, T, E, s) be the bipartite s-graph constructed from the complete graph K n by subdividing each edge of K n and adding a new vertex s which is adjacent to every original vertex of K n . Then, (G) ϭ 2 and it can be shown that (G) ϭ 2n Ϫ 1. Figure 2 depicts the graph G for n ϭ 4 with S ϭ {s, ab, ac, ad, bc, bd, cd}, T ϭ {a, b, c, d}, and E consisting of all n(n Ϫ 1) ϭ 12 edges {x, xy} and all n ϭ 4 edges {s, x}, along with an optimal 7-routing.
A k-routing r is reduced if every vertex v s with r(v) Ͻ k and at least one vertex v with r(v) ϭ k has a neighbor u with r(u) ϭ r(v) Ϫ 1. Thus, if r is a reduced routing, then the label of no vertex can be decreased without changing the orientation G r . Any given routing of an s-graph can be efficiently reduced without increasing its maximal label by decrementing the labels of vertices one at a time until the above conditions of a reduced routing are met. Reduced routings in bipartite s-graphs have the following nice and useful parity property:
Lemma 2.4. Let r be any reduced k-routing of a bipartite s-graph G. Then, r(v) is even for all v ʰ S and r(v) is odd for all v ʰ T. In particular, k is odd and the routing number (G) is odd.
Proof. Let G be any bipartite s-graph. Consider any reduced routing r of G and let G r be the resulting orientation. Suppose, to the contrary, there is a vertex v with label r(v) Ͻ k of the wrong parity and pick such v with smallest possible r(v). Clearly, v s as r(s) ϭ 0 has the correct parity. Since r is reduced, v has a neighbor u with r(u) ϭ r(v) Ϫ 1. Since r(u) Ͻ r(v), the choice of v implies that r(u) is of correct parity. Since G is bipartite, v and u are on opposite sides of the bipartition. But r(v) and r(u) are of opposite parity as well, implying that r(v) is also of correct parity, contradicting the choice of v. We conclude that every vertex label satisfying r(v) Ͻ k is of correct parity. Now, since r is a routing, each vertex labeled by the highest label k must be a neighbor of s, and, hence, must lie in T. It therefore remains to prove that k is odd. Since r is reduced, at least one vertex v with r(v) ϭ k has a neighbor u with r(u) ϭ r(v) Ϫ 1. Then, u ʰ S and r(u) Ͻ k is of the correct parity just as established above and, hence, is even, implying that k is odd.
We conclude this section with the following characterization of s-graphs G of smallest possible routing number (G) ϭ 2 (clearly, any s-graph is neither 0-routable nor 1-routable):
Theorem 2.5. An s-graph is 2-routable if and only if s is a dominating vertex. Moreover, a 2-routing of a 2-routable s-graph can be found in polynomial time.
Proof. First, suppose that (G) ϭ 2. By Proposition 2.2, we have 2(G) Ϫ 1 Յ (G) ϭ 2 and, hence, (G) ϭ 1, implying that s is a dominating vertex.
Conversely, suppose that s is a dominating vertex of G. Define a vertex labeling r as follows: (1) (2), it follows that (3) will be applied until all vertices are labeled.
We claim that r is a 2-routing of G. First, consider any u labeled r(u) ϭ 1 in (2). At least one of its neighbors v s will be labeled r(v) ϭ 3 Ϫ r(u) ϭ 2 in (3). This shows that max(r) ϭ 2 and that u, as well as s, is neither a source nor a sink in the orientation G r . Next, consider any vertex v labeled by r(u) ϭ 3 Ϫ r(w) in (3). Then, either r(v) ϭ 1, in which case its neighbors s, w have the labels 0, 2 and G r includes the arcs (s, v), (v, w), or r(v) ϭ 2, in which case they have the labels 0, 1 and G r includes the arcs (w, v), (v, s) . In either case, it follows that v is neither a source nor a sink in the orientation G r . Proposition 2.1 now implies that r is indeed a 2-routing of G. Clearly, the above procedure for constructing r is polynomial time.
THE COMPLEXITY OF ROUTING
We now determine the computational complexity, for every fixed k, of deciding whether a given s-graph is kroutable. We also show that the corresponding approximation problem is hard.
We make use of the properties established in the previous section together with a generalization of the construction of Example 2.3, which we now describe. Recall that a hypergraph is a pair H ϭ (V, Ᏺ) with V a finite set of vertices, and Ᏺ ʕ 2 V , a collection of subsets of V called hyperedges. If Ᏺ ʕ ( 2 V ) consists of 2-subsets only, then H is simply a graph with edge set Ᏺ. A nonempty hypergraph is admissible if each vertex is in at least one hyperedge and each hyperedge contains at least two vertices. With each admissible hypergraph H ϭ (V, Ᏺ), we associate a bipartite s-graph G(H) :ϭ G ϭ (S, T, E, s) as follows: The set S consists of the hyperedges of H together with a new distinguished vertex s; the set T consists of the vertices of H; and the set E consists of all edges {v, F} with v ʰ F ʰ Ᏺ and all edges {s, v} with v ʰ V. More formally, S :ϭ Ᏺ {s}, T :ϭ V, and E :ϭ {{v, F} : v ʰ F ʰ Ᏺ} {{s, v} : v ʰ V}. Since H is admissible, its associated G(H) has at least three vertices and no cut vertex except possibly s and, hence, is an s-graph.
The construction applies, in particular, to graphs H: The s-graph in Example 2.3 (see Fig. 2 ) is precisely the G(H) associated with the complete graph
Graphs with radius ϭ 2 but routing number ϭ 2n Ϫ 1; case of n ϭ 4.
But we do need the construction in its full generality-for hypergraphs and not only graphs-to obtain the NP-completeness of deciding k-routability already for k ϭ 3, which is best possible (for k ϭ 2, the problem is easy by the characterization of 2-routable s-graphs in Theorem 2.5).
Note that the radius of any associated s-graph G(H) satisfies (G(H)) ϭ 2. We next establish a connection between colorings of admissible hypergraphs and routings of their associated s-graphs. A p-coloring of a hypergraph H ϭ (V, Ᏺ) is a labeling c : V 3 N of its vertices by at most p distinct nonnegative integers, under which no hyperedge is monochromatic, that is, such that ͉c(V)͉ Յ p and ͉c(F)͉ Ն 2 for all F ʰ Ᏺ. The chromatic number (H) of H is the smallest p for which H is p-colorable. For graphs H, these notions reduce to the usual ones. The following theorem is the key to the determination of the complexity of routing: We show that r satisfies the conditions of Proposition 2.1 with k :ϭ 2p Ϫ 1 and, hence, is a k-routing of G. First, s is the only vertex labeled 0 by the construction of r. Next, we show that every vertex is neither a source nor a sink in the orientation G r . Consider any F ʰ Ᏺ and let u :ϭ min(F) and v :ϭ max(F). Since c is a coloring, the hyperedge F contains two vertices in V colored differently and so c(u) Ͻ c(v). Therefore, the value r(F) :ϭ 1 2 (c(u) ϩ c(v)) assigned in (2), which is integer, satisfies c(u) Ͻ r(F) Ͻ c(v). Thus, u ʰ T will get the label r(u) :ϭ c(u) in (3), whereas the label of v ʰ T will be assigned either in (3) or in (4) and will therefore satisfy r(v) Ն c(v). We find that r(u) ϭ c(u) Ͻ r(F) Ͻ c(v) Յ r(v); hence, F is neither a source nor a sink in G r . Now, consider any v ʰ T. If its label is assigned in (3), then it has a neighbor F ʰ Ᏺ ʚ S which satisfies r(F) Ͼ c(v) ϭ r(v); hence, v is not a sink and the arc (s, v) is incoming; hence, it is not a source either. If its label is assigned in (4), then r(v) ϭ k, so the arc (v, s) is outgoing; hence, v is not a sink and any neighbor F ʰ Ᏺ ʚ S of v satisfies r(F) Ͻ r(v). Since H is admissible, v has at least one such neighbor; hence, v is not a source either. So, every vertex other than s is neither a source nor a sink. Now, H is admissible, and so it has at least one hyperedge F ʰ Ᏺ; the label of u :ϭ min(F) will be assigned in (3) to be r(u) :ϭ c(u) Ͻ r(F) Յ k; hence, the arc (s, v) is in G r and s is not a sink. On the other hand, let max(c) be the maximal color of any vertex in V and pick v ʰ V with c(v) ϭ max(c); then, v will be assigned the label r(v) ϭ k ϭ max(r) in (4) and so the arc (v, s) is in G r and s is not a source either.
Theorem 3.1. Let H be any admissible hypergraph and let G(H) be its associated s-graph. Then, H is p-colorable if and only if G(H) is (2p
Conversely, suppose that a (2p Ϫ 1)-routing r of G is given, which we may and do assume is reduced. (k ϩ 1). Obviously, deciding k-routability is in NP. We reduce the problem of deciding hypergraph p-colorability, shown by Lovász (cf. [6] ) to be hard for NP for each fixed p Ն 2, to ours. Let H be a given hypergraph, which we may and do assume is admissible, and let G :ϭ G(H) be its (polynomial time constructible) associated s-graph, which is bipartite with radius ϭ 2. By Theorem 3.1, H is p-colorable if and only if G is (2p Ϫ 1)-routable. By Lemma 2.4, G is k-routable if and only if it is m-routable, where m is the largest odd integer with m Յ k, which is precisely m ϭ 2p Ϫ 1. Thus, H is p-colorable if and only if G is k-routable. ( (G) ϩ 1) , where G ϭ G(H) is its associated s-graph. However, 2-colorability of graphs is polynomial time decidable, and so, as mentioned earlier, the consideration of hypergraphs is essential for the tightest conclusion of Theorem 3.2: that for k ϭ 3.
We conclude this section by showing that the corresponding approximation problem is hard. Here, we do make use of the specialization of Theorem 3.1 to graphs, together with a result of Bellare et al. [3] . Let f be a real-valued function on the nonnegative integers. An f(n)-approximation routing algorithm is one that, for all sufficiently large n, given any s-graph G on n vertices, produces a routing r with max(r) Յ f(n) ⅐ (G). An f(n)-approximation color-ing algorithm is similarly defined. We have the following nonapproximability statement: Proof. Fix ⑀ Ͼ 0; let ␦ :ϭ 2⑀. Assume that P NP but that, indirectly, a polynomial time (n 1/14Ϫ⑀ )-approximation routing algorithm ALG for bipartite s-graphs of radius ϭ 2 exists. We show that this leads to a polynomial time (n 1/7Ϫ␦ )-approximation coloring algorithm, contradicting [3] .
Let H ϭ (V, Ᏺ) be a graph of sufficiently large order n Ն 2, which we may and do assume is admissible. Let G :ϭ G(H) ϭ (S, T, E, s) be its associated s-graph, and let m :ϭ ͉S͉ ϩ ͉T͉ Յ n 2 be the number of vertices of G. Apply the algorithm ALG to G and obtain, in polynomial time, a krouting r of G with k Յ (m 1/14Ϫ⑀ ) ⅐ (G). Reducing r (in polynomial time) if necessary, we assume, as we may by Lemma 2.4, that k is odd. Let p :ϭ hence, p Յ (n 1/7Ϫ␦ ) ⅐ (H). Therefore, the above coloring algorithm derived from ALG is a polynomial time (n 1/7Ϫ␦ )-approximation coloring algorithm, giving the claimed contradiction.
CONCLUDING REMARKS ON ROUTING PLANAR GRAPHS
Theorems 3.2 and 3.3 show that routing is a hard problem already for bipartite s-graphs with fixed small radius ϭ 2, and Example 2.3 shows that such graphs can have an arbitrarily large routing number . However, if such graphs are planar (drawable in the real plane), which is often the case for graphs underlying robotic networks, then, as an outcome of the Four Color Theorem for planar graphs [15] , their routing number can be bounded by a small constant and a routing meeting this bound can be found in polynomial time. We have the following statement: Theorem 4.1. Let G be any bipartite s-graph with radius (G) ϭ 2. Then,
