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The progressive blooming of silicon photonics technology (SiP) has indicated that op-
tical interconnects may substitute the electrical wires for data movement over short dis-
tances in the future. Silicon Photonics platform has been the subject of intensive research
for more than a decade now [175] and its prospects continue to emerge as it enjoys the
maturity of CMOS manufacturing industry [5]. SiP foundries all over the world [102] and
particularly in the US (AIM Photonics) have been developing reliable photonic design kits
(PDKs) that include fundamental SiP building blocks such as wavelength selective mod-
ulators and tunable filters. Microring resonators (MRR) are hailed as the most compact
devices that can perform both modulation and demodulation in a wavelength division
multiplexed (WDM) transceiver design [14, 106]. Although the use of WDM can reduce
the number of fibers carrying data, it also makes the design of transceivers challenging
[97]. It is probably acceptable to achieve compactness at the expense of somewhat higher
transceiver cost and power consumption. Nevertheless, these two metrics should remain
close to their roadmap values [220] for Datacom applications. An increase of an order of
magnitude is clearly not acceptable. For example costs relative to bandwidth for an op-
tical link in a data center interconnect will have to decrease from the current $5/Gbps
down to <$1/Gbps [8, 1]. Additionally, the transceiver itself must remain compact.
The optical properties of SiP devices are subject to various design considerations, oper-
ation conditions, and optimization procedures. In this thesis, the general goal is to develop
mathematical models that can accurately describe the thermo-optical and electro-optical
behavior of individual SiP devices and then use these models to perform optimization on
the parameters of such devices to maximize the capabilities of photonic links or photonic
switch fabrics for datacom applications.
In Chapter 1, Introduction, we first provide an overview of the current state of the
optical transceivers for data centers and datacom applications. Four main categories for
optical interfaces (Pluggable transceivers, On-board optics, Co-packaged optics, mono-
lithic integration) are briefly discussed. The structure of a silicon photonic link is also
briefly introduced. Then the direction is shifted towards optical switching technologies
where various technologies such as free space MEMS, liquid crystal on silicon (LCOS),
SOA-based switches, and silicon-based switches are explored.
In Chapter 2, Silicon PhotonicWaveguides, we present an extensive study of the silicon-
on-insulator (SOI) waveguides that are the basic building blocks of all of the SiP devices.
The dispersion of Si and SiO2 ismodeledwith Sellmiere equation for thewavelength range
1500–1600 nm and then is used to calculate the TE and TM modes of a 2D slab waveg-
uide. There are two reasons that 2D waveguides are studied: first, the modes of these
waveguides have closed form solutions and the modes of 3D waveguides can be approx-
imated from 2D waveguides based on the effective index method [202]. Second, when
the coupling of waveguides is studied and the concept of curvature function of coupling
is developed, the coupled modes of 2D waveguides are used to show that this approach
has some inherent small error due to the discretization of the nonuniform coupling. This
chapter finishes by describing the coefficients of the sensitivity of optical modes of the
waveguides to the geometrical and material parameters. Perturbation theory is briefly
presented as a way to analytically examine the impact of small perturbations on the ef-
fective index of the modes.
In Chapter 3, Compact Modeling Approach, the concept of scattering matrix of a multi-
port silicon photonic device is presented. The elements of the S-matrix are complex num-
bers that describe the amplitude and phase relationships of the optical modes in the input
and output ports. Based on the scattering matrix modeling of silicon photonics devices,
twomethods of solving photonic circuits are developed: the first one is based on the itera-
tion for linear circuits. The second approach is based on the construction of an equivalent
signal flow graph (SFG) for the circuit. We show that the SFG approach is very efficient
for circuits involving microring resonator structures. Not only SFG can provide the so-
lution for the transmission, it also provides the signal paths and the closed-form solution
based on the Mason’s graph formula. We also show how the SFG method can be utilized
to formulate the backscattering effects inside a ring resonator.
In Chapter 4, Scalability of Silicon Photonic Switch Fabrics, we develop the models for
electro-optic Mach-Zehnder switch elements (2  2). For the electro-optic properties,
the empirical Soref’s equations [174] are used to characterize how the loss and index of
silicon changes when the charge carrier density is changed. We then use our photonic
circuit solver based on the iteration method to find accurate result of light propagation
in large-scale switch topologies (e.g. 4  4, and 8  8). The concept of advanced path
mapping based on physical layer evaluation of the switch fabric is introduced and used
to develop the optimum routing tables for 4 4 and 8 8 Benes switch topologies.
In Chapter 5, Design space of Microring Resonators, we introduce the concept of cur-
vature function of coupling to mathematically characterize the coupling coefficient of a
ring resonator to a waveguide as a function of the geometrical parameters (ring radius,
coupling gap, width and height of waveguides) and the wavelength. Extensive 2D and
3D FDTD simulations are carried out to validate our modeling approach. Experimental
demonstration are also used to not only further validate our modeling of coupling, but
also to extract an empirical power-law model for the bending loss of the ring resonators
as a function the radius. By combining these models, we for the first time present a full
characterization of the design space of microring resonators. Moreover, the value of this
discussion will be further apparent when the scalability of a silicon photonic link is stud-
ied. We will show that the FSR of the rings determines the optical bandwidth but it also
impacts the properties of the ring resonators.
In Chapter 6, Thermo-optic Efficiency of Microheaters, we develop analytical models
for the thermo-optic properties of SiP waveguides. For the thermo-optic properties, the
concept of thermal impulse response is mathematically developed for integrated micro-
heaters [22]. The thermal impulse response is a key function that determines the tradeoff
between heating efficiency and heating speed (thermal bandwidth), as well as allows us
to predict the pulse-width-modulation (PWM) optical response of the heater-waveguide
system. One of the motivations behind this study was to find the highest possible effi-
ciency for thermal tuning of microring resonators to use it in the evaluation of the energy
consumption of a photonic link. The results indicate 2 nm/mW which is in agreement
with the trends that we see in the literature.
In Chapter 7, Crosstalk Penalty, we theoretically and experimentally investigate the
optical crosstalk effects in microring-based silicon photonic interconnects. Both inter-
channel crosstalk and intra-channel crosstalk are investigated and approximate equations
are developed for their corresponding power penalties. Inclusion of the inter-channel
crosstalk is an important part of our final analysis of a silicon photonic link.
In Chapter 8, Scalability of Silicon Photonic Links, we present the analysis of a WDM
silicon photonics point-to-point link based onmicroring modulators and microring wave-
length filters. Our approach is based on the power penalty analysis of non-return-to-zero
(NRZ) signals and Gaussian noise statistics [21, 14]. All the necessary equations for the
optical power penalty calculations are presented for microringmodulators and filters. The
first part of the analysis is based on various ideal assumptions which lead to a maximum
capacity of 2.1 Tb/s for the link. The second part of the analysis is carried out with more
realistic assumptions on the photonic elements in the link, culminating in a maximum
throughput of 800 Gb/s. We also provide estimations of the energy/bit metric of such
links based on the optimized models of electronic circuits in 65 nm CMOS technology.
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The ever increasing growth of cloud-computing is driving the need for data compute and
storage resources available at any time. Because the exact location where data is stored,
computations are performed, and resources are located does not matter anymore, the
trend has been to gather many servers within the same location to benefit from economies
of scale [68], resulting in very large data centers with hundreds of thousands of servers.
The emergence of these large scale data centers has given rise to important engineering
requirements and maintenance, including the need to keep the servers up and running
with minimal human intervention, the need to prevent irrecoverable data losses, and the
need to adequately exhaust the heat generated by hundreds of thousands of servers.
These huge data centers also require tailored data center interconnects (DCI) that can
ensure proper connectivity and stable communication of the servers with each other and
with the Internet [156, 171, 193]. Because the reach of a standard 10 Gbps interconnect
over copper cable is limited to 10 m (see Fig. 1.1), large scale data centers adopted opti-
cal transmission technologies during the transition from 1 Gbps to 10 Gbps link data rate
between 2007 and 2010 [216]. In 2007, Google introduced optical communication in its
data centers in the form of 10 Gbps VCSEL and Multi-Mode fiber based SFP transceivers
for reaches up to 200 m (Fig. 1.1). As the intensity of traffic generated by servers doubles
every year, transitions from 10 Gbps to 40 Gbps, from 40 Gbps to 100 Gbps, and from 100
Gbps to even higher rates have been predicted early on [89]. In 2017, 40 Gbps Ethernet
based interconnects have already been deployed in production data centers. 100 Gbps




Figure 1.1: Plot of data rate (Gb/s) per lane vs. reach (m) for different data center inter-
connect (DCI) technologies [228] (pictures taken from Internet).
tion data centers. 400 Gbps equipment is expected to emerge in the near future [216]. Data
center servers will require even higher bitrates to connect their compute capabilities with
their peers and the external world [159], especially with the adoption of machine-learning
algorithms. Application examples of these algorithms include voice assistants such as Ap-
ple Siri, Google Assistant, and Amazon Alexa, as well as face identification applications in
social networks. In addition to expanded bandwidths, optical equipment with improved
energy efficiency and compactness is also expected [43].
Data center operators are eager to see interconnects able to handle more than one
hundred thousand of servers at Terabit/s bitrates. However, these operators require fu-
ture high capacity DCI to comply with strict dollar and power budgets. Specifically, costs
relative to bandwidth for a linkwill have to decrease from the current$5-per-Gbps down
to<$1-per-Gbps to maintain the cost of the entire interconnect stable while performance
is scaled up. Data center power consumption is also a matter of great concern. Not only is
delivering more than 100MW challenging for data center operators (in particular in terms
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Table 1.1: Breakdown of roadmap targets for the power and cost efficiency of intercon-
nects in data centers (Year 2016) [1].
Interconnect Distance Energy per bit Cost (per Gbps)
Inter-DC 1–100 km <10 pJ/bit <$1000
Rack-to-rack 1 m–2 km < 1 pJ/bit <$100
Board-to-board 0.3–1 m < 1 pJ/bit <$10
Module-to-module 5–30 cm < 0:5 pJ/bit <$5
Chip-to-chip 1–5 cm < 0:1 pJ/bit <$1
Core-to-core <1 cm < 0:01 pJ/bit <$0.01
of grid accessibility and reliability) [159], operators must be responsive to increased pub-
lic concerns about climate change and environmental issues and the ultimate ecological
footprint of data center activities. Future DCI will thus be expected to carry more data
while consuming less – the energy dissipated while transmitting a single bit over a link
will have to be reduced to 1 pJ from several tens of pJ today [1, 47, 159]. This requires
better provisioning of the available communication bandwidth within a data center net-
work [201] as well as improvements to the established technologies that enable photonic
communication links in the network.
1.1 Optics for Datacom
The wide adoption of optical data movement in data centers is contingent upon
transceivers that enable efficient electrical-to-optical and optical-to-electrical conversions
at each node of the network, as well as optical switches that allow for redirection of op-
tical signal flow from one node to another. Although optical transceivers have already
established the path for commercialization, optical switching remains primarily a research
topic. The emerging technologies that will satisfy the required performance for DCI need
to first prove their value in terms of the energy efficiency (measured in pJ/bit ormW/Gbps)
and the cost per bit ($/Gbps) and meet the roadmap targets. The breakdown of roadmap
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targets for these two parameters for DCI are summarized in table 1.1 [1].
1.2 Optical Transceivers
Optical transceivers for datacom need to satisfy different performance requirements com-
pared to their telecom counterparts [61, 47]. Traditional telecom systems put a high em-
phasis at the end points of the links (e.g. advanced modulation formats [204] at the trans-
mitter, and adoption of DSP at the receiver) to maximize the spectral efficiency (in terms
of bits/hz) of long-reach links where fiber is costly. In a data center, however, short-
reach fiber is rather abundant at a low cost and spectral efficiency is sacrificed (e.g. adop-
tion of simplest optical amplitude modulation formats) for lower power and cost effective
transceivers that can provide low latency. Compatibility and interoperability of different
vendors’ proprietary equipment in a data center is also an important factor to keep the
cost of the interconnect at bay [47]. The evolution of optical technologies for data centers
can be categorized based on the way the optical interfaces are implemented as shown in
Fig. 1.2. The following briefly summarizes these optical interfaces:
Pluggable Transceivers
The first type of optical interface is active optical cables (AOC) and pluggable transceivers
[216, 47] (Fig. 1.2a). AOCs are used for short-range (5–20 m) data communication
and interconnect applications while pluggable transceivers are commonly designed for
a longer reach (100 m). AOC/pluggable units consist of fiber optic transceiver and
control modules. Compared with direct attach copper cable (DAC) for data transmis-
sion, AOC/pluggable transceivers provide more advantages, such as lighter weight, lower
power consumption, lower interconnection loss, and electromagnetic interference immu-
nity. Figure 1.3 plots the evolution of pluggable transceivers over time [216]. The early
generation of these transceivers (2007) was designed for 10 Gb/s two-level amplitude sig-
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Figure 1.2: (a) Optical interface for AOCs and pluggable transceivers. (b) Optical interface
for board-mounted assembly. (c) Co-packaged optics with electronics (2.5D integration on
an interposer). (d) Monolithic integration of optics and electronics. (bottom) schematics
of electronics and optics for each optical interface [78].
naling (on-off keying) and direct detection, utilizing only one optical carrier (850 nm for
a mulit-mode fiber (MMF) and 1300 nm for a single mode fiber (SMF)). The second gener-
ation (2010) was designed for 40 Gb/s signaling in the form of QSFP (Quad Small Form-
factor Pluggable). By utilizing space division multiplexing for VCSEL/MMF and coarse
WDM technology for SMF, this generation introduced four optical lanes each operating
at 10 Gb/s. The third generation (2014) is designed for 100 Gb/s operation in a QSFP28
packaging. It has a 4-lane, retimed 25Gb/s I/O electrical interface and supports up to 3.5
W power dissipation (35 pJ/bit) with standard cooling. The emerging generation of plug-
gable transceivers (2017) for data centers is envisioned to operate at 400 Gb/s by utilizing
four-level amplitude signaling (PAM4) with 10 W of power dissipation (25 pJ/bit).
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Figure 1.3: Evolution of optical pluggable transceivers over time [216] in terms of speed,
power dissipation handling, and number of data lanes.
On-board Optics
The next step from pluggable transceivers is board-mounted optical assembly (Fig. 1.2b).
Mid-board optics are not pluggable; they are mounted on the host printed circuit board
(PCB) and are commonly used today on core routers and some switches. For this type of
interface very short host PCB traces allow for low power dissipation and transfer of high-
speed electrical signaling (25 Gb/s) from the electronic IC to the optics. The consortium
for on-board optics (COBO) [222] has been formed by Microsoft, Cisco, Intel, Finisar,
Mellanox, and other vendors to develop specifications and standards for on-board optical
modules that mainly target the reduction of power requirements in network switches and
server adapters.
Co-packaged Optics
In order to further bring down the cost of optical transceivers and boost their reliability,
higher level of integration is required. Figure 1.2c depicts the case in which the opti-
cal interface is co-packaged with the electronic integrated circuit (IC). Commonly used
methods are wire-bonding and flip-chip bonding. This method of integration is referred
to as the 2.5D integration [192] in which the optical die and electronic die are separately
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mounted on a chip carrier or an interposer. In the co-packaged approach, the electronic IC
is typically fabricated in an advanced CMOS node (e.g. 28 nm) through CMOS foundries
while the optical chip (e.g. based on silicon photonics [185]) is fabricated in a different
process through silicon photonic foundries [102]. In 2013, PETRA demonstrated a sili-
con optical interposer with 20 Gbps data links summing up to 30 Tbps/cm2 of bandwidth
density [190, 191].
Integrated Optics
Compared to the co-packaged optics, monolithic integration of electronics and photonics
promises themost cost effective solution ($0.1/Gbps) due to the fact that both the CMOS
and silicon-based photonic devices are fabricated simultaneously through the same pro-
cess and there is no need for an additional interposer. Such monolithic integration has
been demonstrated by IBM in 2012 [9] in 90 nm CMOS node and in 2015 by UC Berke-
ley [181] in a 45 nm CMOS SOI process where all the photonic elements were designed
according to the native CMOS process rules (a “zero-change” design). The latter demon-
stration included 70 million transistors (processor and 1 MB of memory) and 850 photonic
elements.
Anatomy of a silicon photonic link
A photonic link is by definition equipped with a transmit unit (Tx) and a receive unit (Rx).
The link architecture based on an integrated photonic platform such as Silicon Photonics
can be envisaged as the ones presented in Fig. 1.4 [14, 18]. The Tx requires input optical
power in the form of serialized/combined optical wavelengths. Each wavelength provides
one channel of optical data. One convenient solution is to use a multi-wavelength laser
source such as a comb laser source [38]. The optical power is then injected into the Tx





Figure 1.4: (a) Structure of a single- photonic link with a microring modulator at the
transmitter and no spectral filtering at the receiver. (b) Anatomy of a WDM link based
on microring resonators. Multiplexing of wavelengths is easily achieved due to the
wavelength-selective nature of microrings [18]. Spectral filtering is required at the re-
ceiver to select individual channels.
unavoidable. Grating couplers with more than 75% coupling efficiency [195] and less than
4 dB loss [101] have already been demonstrated.
The architecture in Fig. 1.4b consists of cascaded microring modulators. Each modu-
lator is designated to a specific wavelength through thermo-optic tuning of its resonance
[22], while modulating light through fast charge-carrier-based electro-optic effects in sili-
con [155]. The output data streams of all modulators are combined and multiplexed inside
the bus waveguide and extracted from the Tx unit into a carrier fiber through another op-
tical coupler. As can be seen in Fig. 1.4b, multiplexing of optical channels in a transmitter
architecture based on microring modulators is achieved at no additional cost because of
the wavelength-selective property of such resonators.
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The Rx unit is equipped with a wavelength demultiplexer since WDM scheme is used.
Light from each channel, accompanied by optical crosstalk [15], is incident on a photodi-
ode, which is then converted to electrical current. The electrical current is converted to
electrical voltage signal and amplified and finally deserialized to recover each individual
electrical data stream. Although inclusion of a clock-and-data recovery (CDR) module is
a common choice for the Rx units, forwarded clock schemes have also been proposed for
microring-based links [67].
To protect devices from reflections, or allow a fiber to be used in a bidirectional mode,
isolators and circulators may be additionally inserted along the link. To compensate for
low photodiode sensitivities, losses or impairments, a semiconductor optical amplifier
(SOA) booster may be inserted before the photodiode.
1.3 Optical Switching
The need for high-capacity interconnects also imposes challenges in terms of switching.
Currently, the majority of switching operations in data centers are being carried out by
electronic packet routers. These routers, generally implemented as a custom-designed
circuit (ASIC: application specific integrated circuit), receive streams of data packets over
N input lanes. Among these packets, those routed to the same destination are marshaled
and sent to one of the N output links. As data rates of transmission links connected
to these routers increase, the switching capacity of the router must grow as well. A 32
port router accepting links at 100 Gbps must for instance be able to let up to 3.2 Tbps
transit through it. A transition to 200 Gbps links obliges the router capacity to scale to
6.4 Tbps. However, with the observed end of Dennard scaling (MOSFET scaling [223]),
which states that as transistors get smaller their power density stays constant (so that the
power use stays in proportion with area), router chip scaling becomes more challenging.
The proportion of data center power and cost budgets consumed by the electronic routers
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and swtiches are thus expected to grow. To mitigate this trend, alternative switching
techniques such as optical switching technologies have been investigated. The primary
attraction of the optical switching is the elimination of the transceivers, allowing the data
to proceed all optically through the switch fabric rather than requiring the energy and
component costs of optical to electrical and then electrical to optical conversions. The use
of optical switches, although very promising in terms of energy savings, requires mod-
ifications to the data center architecture. A primary challenge in the optically switched
architecture is the lack of commercial or near-commercial random access optical memory
and optical buffering which inevitably results in instances of packet drop due to traffic
contention in the network. Optical switches thus cannot be considered as a one-to-one
replacement for electronic packet switches.
Optical switching technologies
Various technologies can enable spatial or wavelength-selective optical switches, includ-
ing micro-electromechanical systems (MEMS), liquid crystals on silicon (LCOS), semi-
conductor optical amplifiers (SOA), Mach-Zehnder interferometers (MZI) [108, 19] and
micro-ring resonators (MRR) [130]. The choice of the optical switch for a particular ap-
plication (e.g. in a data center) is ultimately driven by metrics such as cost-per-port and
optical power penalties. The reconfiguration speed of the switch is often presented as an
important metric. The following is a brief overview of optical switching technologies:
Free space MEMS optical switches
Free space MEMS-based optical switches are the most common and mature free space
switching devices. The MEMS spatial switches are realized in both two-dimensional (2D)
and three-dimensional (3D) configurations, as shown in Fig. 1.5 [46]. The 2D MEMS
switches are implemented in the crossbar topology and operate digitally as the mirror
position is bi-stable. 3D MEMS switches have been proposed to support very large-scale
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optical cross-connect devices. This type of device is assembled by using 2D input and
output fiber arrays with collimators. Two stages of independent 2D micro-mirror arrays
are used to steer the optical beams in three dimensions, which requires micro-mirrors
implemented with a two-axis tilting structure.
Figure 1.5: Crossbar structure of (a) 2D and (b) 3D free space MEMS [46].
LCOS-based optical switches
The light modulating properties of liquid crystal (LC) material has been explored for both
amplitude modulation and phase modulation. The variation of optical properties, such
as polarization and refractive index, can be adjusted by applying voltages across the LC
material to change the certain relative orientation of molecules. Liquid crystal on silicon
(LCOS) combines the light modulating feature of LC material and the advanced CMOS
technology [25] (see Fig. 1.6).
SOA-based optical switches
Integrated switch fabrics based on semiconductor optical amplifiers (SOA) have been
mainly implemented in the broadcast-and-select and wavelength-selective configurations
[176]. Each input-to-output path can be gated by one SOA element that compensates for
the optical losses while its high ON/OFF extinction ratio ensures excellent crosstalk sup-
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Figure 1.6: Schematic of an LCOS-based wavelength selective optical switch [25].
pression (Fig. 1.7). Broadcast-and-select topology scales with the square of the number
of switch elements.
Figure 1.7: Image of an 8  8 SOA-based wavelength-selective integrated switch fabric
[176].
Silicon-based optical switches
Large port count, i.e. large radix, switches in bulk optics based on MEMS are being com-
mercialized already. However, to deploy optical switching at large scale, for example to
enable bandwidth steering in a Dragonfly topology [201], more integrated, thus cheaper,
optical switches are necessary. The silicon photonics platform has proven a worthy op-
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tion in terms of performance, but overall in terms of integration, with a fast growth over
the last decade [185]. Today, individual broadband silicon photonic switches based on
Mach-Zehnder interferometers have been fabricated, tested, and shown to provide fast
switching speeds (nano-second). Calo et al. [36] provided a detailed analysis of design
and analysis of 22 silicon-based electro-optic Mach-Zehnder switch (MZS), concluding
that an insertion loss of 1.1 dB, a crosstalk level of -15 dB with an optical bandwidth of
60 nm is achievable. In 2015, Dupuis et al. [59] from IBM revisited the concept of 2  2
MZS in silicon photonic platform (Fig. 1.8). Leveraging IBM’s 90 nm CMOS platform, and
optimizing their design for minimal loss and crosstalk, this group proved that insertion
loss of 1 dB and crosstalk of -23 dB with an optical bandwidth 45 nm and 4 nsec switching
time is possible. Later that year, the same group further introduced these 22MZS as the
enabling technologies for fast and scalable silicon photonic switches by demonstrating a
4  4 switch based on 2  2 switches [58]. Other researchers have strived to scale up
the port count of larger numbers. For example, in 2016, Lu et al. [108] demonstrated a
1616 non-blocking switch based on Benes topology with a total footprint of 40 mm2 .
The measured loss and crosstalk in the “cross” state of the 2 2MZS were 0.1 dB and -30
dB over a wavelength range of 30nm. In the “bar” state the numbers degraded to 1 dB and
-18 dB, respectively.
Microring resonators (MRRs) have also been investigated in the silicon photonic plat-
form for the design and fabrication of wavelength selective silicon switches. Ring-based
switch fabrics have mostly been exploited as cascading 1 2 or 2 2 switching elements
in classic topologies, such as Cross-bar and Benes. Figure 1.9 is an example of an 8  8
Benes topology based on 2  2 MRRs. Each switch element has a bar state where both
rings are dropping the signals and has a cross state in which both rings are detuning so
that they are not dropping the optical signals that are passing by.
Silicon-based switch fabrics have also been designed and fabricated based on the ver-
tical coupling of MEMS-actuated waveguides. Such a design has the potential to enable
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Figure 1.8: The 2 2Mach-Zehnder switch design from IBM [59] showing the schematic
of the switch with the electro-optic phase shifters and the thermo-optic phase shifters.
Figure 1.9: Schematic of an 8  8 microring based silicon photonic switch fabric [130].
The switch is based on Benes topology.
very low-loss crossbar switch topologies as demonstrated in Fig. 1.10a by UC Berkeley
[165] for a 64  64 switch. Figure 1.10b shows one of the switching elements where the





Figure 1.10: (a) 4 4 silicon-based MEMS switch based on vertically coupled waveguides
[165]. (b) Schematic of the switch element as the cross connect. (c) Schematic of the
switch element as the through connect.
shows the switch element where the vertical coupling is not activated and the input light
goes through with very little coupling interference.
1.4 Focus of this thesis
Seeing that Silicon Photonics can provide optical interconnects in the form of optical
links (transceivers) and photonic switch fabrics, this thesis aims at investigating the phys-
ical layer performance of these interconnects from the device level (e.g. optical modes,
physical length, couplings) up to the interconnect level (e.g. system metrics such as loss,
15
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crosstalk, spectral distortion of optical data).
For the photonic switch fabrics, the focus is on answering two important questions:
1. How does inserting a silicon photonic switch fabric in a network would impact
the optical power budget requirements? To answer this, we build-up worst-case
performance graphs for 44 and 88 switches with electro-optic Mach-Zehnder
elements.
2. How should a control plane configure the photonic switch to allow specific routings
of optical data while ensuring a uniform performance for all the input-output paths
of the switch and avoiding worst-cases? To answer this, we propose a method-
ology to build up routing tables for 44 and 88 Benes switches. The answer to
this questions is becoming progressively important as larger scale switches (1616
[108] and 3232 [149]) are being developed and demonstrated.
For a silicon photonic link, the focus is on finding two important metrics:
1. Themaximum capacity that a link can offer based onmicroring resonators. In order
to do so, we implement an optimization procedure based on all the possible impacts
of the physical layer parameters on the power penalty of the link. To accomplish
this, in various chapters of this thesis we explore the design space of microrings
and investigate optical crosstalk.
2. Approximations for the energy consumption (pJ/bit) of the link.
For a network designer, the results of these two studies are the key to finding the right
network architecture, i.e. the number of photonic links between nodes, and/or designing
flexible networks by utilizing photonic switches [201] based on the traffic pattern and the
required communication bandwidths of the network.
Throughout this thesis, a strong emphasis is put on the rigorous mathematical deriva-




In this chapter we discuss the fundamental guiding structures in silicon photonics (SiP)
platform. These are rectangular waveguides that can confine light within the sub-
wavelength dimensions due to the high index contrast (HIC) that is provided in this plat-
form [202]. The two main materials used are Silicon (Si) and Silicon dioxide (Silica - SiO2)
which typically exhibit some level of material dispersion (refractive index depends on
wavelength) over the wavelength region of interest (typically from 1.2m to 2m).
The linear dispersive behavior is modeled by Lorentz harmonic oscillations. At  =
1.55m, the refractive index of silicon is about 3.4777 and the refractive index of silica is
about 1.444. These numbers are based on the widely used Sellmier model for the material
dispersion given by the following equation:












where  is in m units. For silicon material, the coefficients are A1 = 10.6684293, A2 =
0.0030434748, A3 = 1.54133408,B1 = 0.301516485 m,B2 = 1.13475115 m,B3 = 1104 m.
For the silica material, the coefficients areA1 = 0.6961663,A2 = 0.4079426,A3 = 0.8974794,
B1 = 0.0684043 m, B2 = 0.1162414 m, B3 = 9.896161 m [161]. These coefficients are
also tabulated in table 2.1. Figure 2.1b and 2.1c show the material dispersion for silicon
and silica in the optical wavelengths (1.25m – 1.65m), respectively. As can be seen
on these plots, silicon exhibits 1.3% change which in most accurate designs cannot be
ignored. On the contrary, silica shows only a change of 0.3% which is mostly neglected.
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(a)	 (b)	 (c)	(a) (b)
Figure 2.1: (a) Plot of index of Silicon as a function of wavelength. 1.3% variation is
observed. (b) Plot of index of Silica as a function of wavelength. Only 0.3% variation is
observed. Therefore, index of Silica can be considered constant.
2.1 Kramers-Kronig Relations
The complex wave-vector of a plane wave in a material is given by K =    j/2 where
 is the phase propagation constant and  is the absorption coefficient of material for the
optical power. In other terms, the optical power of the wave inside the material decays
according to the following equation:
P (z) = P (0) exp( z): (2.2)
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The complex refractive index of material is represented by n  j. Therefore:











where  is the optical wavelength given by  = c/f . For a physical material, the dielectric
constant "(t) and the refractive index n(t) = p"(t) must be causal, meaning that these
values should be zero for t < 0. It is then easy to see that we can write the following
n(t) = n(t) sign(t): (2.5)
Taking the Fourier transform of both sides of this equation reveals that
n(f)  j(f) = (n(f)  j(f))~ 1
jf
(2.6)
where ~ is the convolution operator. Comparing the real part of the right and left hands
of this equation gives the following relations between the frequency dependent n(f) and
(f) [163]:
n(f) =  (f)~ 1
f
; (f) = n(f)~ 1
f
: (2.7)
By substituting (f) = 4/(c/f) (f), the relation between refractive index n(f) and
absorption coefficient (f) is reached as








f   f 0

(2.8)
where PV indicates the Cauchy principal value of the integral [122]. This integral has two
singularities at f 0 = 0 and f 0 = f . The first singularity can be eliminated by breaking the
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integral in two parts: (0;1) and ( 1; 0). Since n(t) is a real function of time, its Fourier
transform must have a Hermition symmetry. Therefore, n(f) is an even function of f [i.e.
n(f) = n( f)] and (f) is an odd function of f [i.e. ( f) =  (f)]. Noting that (f)














f   f 0  
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It is well known that the presence of charge-carriers in crystalline silicon affects its
optical properties [174]. Commonly, active devices exploit this by either injecting carriers
into an undoped region or by removing (depleting) charge-carriers from a doped region.
It is difficult to directly measure material index changes due to injection or depletion,
but there are experimental data in the literature for the absorption of doped bulk silicon
wafers. Equivalence is assumed between charge-carrier absorption introduced through
injection and through doping. By subtracting the absorption spectrum of undoped silicon
from the absorption spectra of doped silicon, spectra for the change in absorption due to
the introduction of charge-carriers can be obtained [174]. By rewriting this integral in











where h!/2 is the photon energy. If the number of carriers introduced through doping
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is N , the change in absorption due to charge-carriers is
(!;N) = (!;N)  (!; 0); (2.12)
and consequently the change in the refractive index is given by
n(!) = n(!;N)  n(!; 0): (2.13)
2.2 Types of 3D Silicon Waveguides
The silicon waveguides are the fundamental elements to be studied. The most important
property that we are interested in is the optical mode and the effective index of that mode.
The dispersion of the waveguide is related to the dependence of the effective index of the
waveguide mode on the wavelength. Figure 2.2 shows the two most common types of the
silicon waveguides based on the silicon-on-insulator (SOI) technology. Fig. 2.2a is usually
referred to as the strip waveguide. The core material is silicon and the surrounding is the
oxide (SiO2). The width of the waveguide is denoted by w and the height is denoted by h.
Fig. 2.2b is the curved version of the strip waveguide with a radius of curvature denoted
by R. Due to the high index contrast between core and its surrounding, the bent radius
can be as small as 1.5m with small optical loss [208]. Fig. 2.2c is referred to as the rib
(ridge) waveguide. This structure consists of a rectangular geometry sitting on top of a
thin silicon slab. The height of the slab is denoted by hslab which is typically in the range of
50 nm–100 nm. Both of these waveguide designs can confine light within the boundaries
of the silicon region. Note that since the index contrast between the silicon and silica is
high, the confinement is possible for such small dimensions. Typical dimensions of these
waveguides are 400–500 nm (width)  220 nm (height). Due to the standard fabrication
processes that have been developed by silicon foundries for silicon photonics technology
[102], the height of the waveguide is kept at a constant value such as 220 nm and the
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Figure 2.2: Three structures of rectangular waveguides in SiP platform. (a) Rectangular
Strip waveguide. The width is denoted by w and the height of the waveguide is denoted
by h. (b) Bent (curved) strip waveguide. Radius of curvature is denoted by R and could
be as small as 4 m with not much radiation loss. (c) Rib waveguide. The height of the
waveguide is denoted by hwg and the height of the slab is denoted by hslab.
designer does not have the freedom to change it arbitrarily.
A mode of the waveguide is defined as a non-zero (non-trivial) solution of Maxwell’s
equations that has an exponential decay outside the boundaries of the rectangular silicon




(neff   jeff) (2.14)
where neff is the effective index of the optical mode of the waveguide and eff accounts
for the propagation extinction (related to the optical loss) along the waveguide. If a plane
wave propagates in free space, then neff = 1 and eff  0. However, the waveguide bound-
aries and the wavelength-dependence of the refractive index of both silicon and silica
cause the effective index of a waveguide mode to be higher than the free space. Since the
waveguide has two dimensions in its cross-section, w for width and h for height, we are
interested in seeing how changing these dimensions will affect the effective index of the
mode (waveguide dispersion). The height of the waveguide is typically constrained by
the fabrication to 220 nm (Si on top of SiO2 – SOI platform), hence we only examine the
effect of w on the effective index. In order to do this, we use COMSOL multiphysics soft-
ware and perform mode solver analysis. We draw the cross-section of the waveguide as
shown in Fig. 2.3a and define the Si and SiO2 regions. Thenwe need to define the meshing
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Figure 2.3: COMSOLmode analysis of silicon strip waveguide. (a) Physical structure with
fine mesh for the core. (b) Mode profiles of the fundamental mode (TE00). (c) Effective
index of the fundamental mode for strip waveguide with h = 220 nm and w = 400, 450,
500 nm. (d) Group index of the optical mode for three different cases.
condition. Inasmuch as we know the waveguide mode is mostly within the boundaries
of the waveguide core, we define an extremely fine mesh for inside the waveguide and
a coarse mesh for outside the waveguide. Then the mode solver is setup to find the fun-
damental mode (the mode with the highest eigen value, i.e. effective index). The electric
and magnetic profiles of this mode are shown in Fig. 2.3b. The electric field has a long
tail outside the waveguide in the horizontal direction, whereas the magnetic field has a
tail in the vertical direction.
Due to the dispersion of silicon, the effective index has a dependence on the wave-
length. We calculate and plot the effective index of the fundamental mode of the waveg-
uide for w = 400 nm, 450 nm, 500 nm in Fig. 2.3c. As can be observed, increasing the
width of the waveguide will increase the effective index, and increasing the wavelength
will decrease the effective index. Due to the time consuming nature of the Finite Element
simulations and to build a standard model for the waveguide, we choose the 450 nm220
nm cross-section as the standard dimension for the strip waveguide and fit a forth-order
polynomial to the calculated effective index of the fundamental mode over the wavelength
range of 1.5 m–1.6 m. The polynomial is given by
neff(m) = A4(m)4 + A3(m)3 + A2(m)2 + A1(m) + A0 (2.15)
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where A4 = 0.3391437655, A3 = -1.954733, A2 = 4.155727848, A1 = -5.089414343, A0 =
5.585688163 and the wavelength is in m unit.
Next, we use the calculated effective index to find the group index of the optical mode
inside the waveguide. Group index is a relatively important parameter that describes the
speed at which the envelop of light propagates inside the waveguide. This parameter is




(!  neff(!)) = neff(!) + !dneff(!)
d!
; (2.16)
and considering the equivalence of !/d! =  /d, we can rewrite the above equation
in terms of wavelength:
ng = neff()   dneff()
d
: (2.17)
Based on the fourth-order polynomial expansion for the effective index, the group index
is calculated as:
ng(m) = A0   A2(m)2   2A3(m)3   3A4(m)4: (2.18)
We evaluate the group index for the threewaveguidewidths presented in Fig. 2.3c and plot
them in Fig. 2.3d. Note that for the fundamental opticalmode of thewaveguide dneff/d <
0. At the telecomm wavelength 1.55m, the group index for the three cases is about 4.39,
4.29, and 4.19, respectively. As can be seen, because of the high index contrast and high
confinement of the optical mode, the group index is much higher than the effective index
of the optical mode. This means that using neff in place of ng for approximation purposes
may lead to large errors and better to be avoided as much as possible [105].
To further explain the implications of the group velocity vg and group index ng, con-
sider the following cases:
• An electric field is launched at the input of the waveguide (defined as z = 0 along
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the z-axis of the waveguide).
Assume that this electric field only excites the fundamental mode of the waveguide and
for simplicity we ignore the role of mode profile on the propagation behavior. At the
input of the waveguide the field is characterized as:
E1(0; t) = E0e
j!1t + C:C: (2.19)
where C.C. denotes the complex conjugate term. The response of the Maxwell’s equa-
tions to this harmonic excitation at frequency ! is a propagating field with a propagation
constant denoted by (!) = neff(!)  2/. At each location inside the waveguide, the
field is therefore given by:
E1(z; t) = E0e
 j(!1)zej!1t + C:C: (2.20)
where  denotes the linear attenuation of the field along the waveguide. In other words,
the relation between the input and output fields can be given by:
E1(z; t) = E1(0; t  !1
(!1)
) (2.21)








• A narrow-band pulse is launched at the input of the waveguide (defined as z = 0).
This case is shown in Fig. 2.4a.
In this case, the time dependence of the electric field at the input of the waveguide can be
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Figure 2.4: (a) Schematic of propagation of a single pulse in a silicon waveguide. The
delay in the envelope of electric field and the broadening of the pulse in the time domain
are described by the group velocity and dispersion of the waveguide. (b) Schematic of
propagation of two optical pulses at different carrier wavelengths. The relative delaytg
is related to the group velocity dispersion of the waveguide.
described as the amplitude modulation of the carrier frequency:
E2(0; t) = A(0; t)e
j!1t + C:C: (2.23)
Since the input excitation consists of multiple frequencies, a Fourier decomposition is




~A(0; !)ej!tej!1td!/2 + C:C: (2.24)
where we note that due the narrow-band nature of the amplitude j!j  !1. The linear




~A(0; !)e j(!+!1)zej(!+!1)td!/2 + C:C: (2.25)
and to the first order approximation, (!+!1) can be expanded by a Taylor series. There-
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fore
(! + !1)  (!1) + d
d!
 ! = (!1) + 1
vg(!1)
 ! (2.26)
where vg is called the group velocity. By substituting this approximation, the electric field
at the output is given by
E2(z; t)  A(0; t  z
vg
) ej!1(t z/vphase) + C:C: (2.27)
The interpretation of this result is that the amplitude modulation of the input gets a delay
equal to z/vg and the phase of the carrier gets a delay equal to z/vphase. In other words,
the envelope of the mode travels at the group velocity, while the carrier travels at the
phase velocity. Therefore, as shown in Fig. 2.4a, the difference between t0 and t1 is equal
to the group delay. As shown in Fig. 2.4b, two pulses with different wavelengths come
out with a delay due to the wavelength-dependence of group velocity.
Note that this equation for the propagation of narrow-band pulse only holds as long as
the group velocity is almost constant (frequency independent) over the bandwidth of the
pulse. If the bandwidth of excitation pulse is large such that this assumption is no longer
valid, we can add one more correction term to the Taylor expansion of the propagation
constant (!):
(! + !1)  0 + 1  ! + 1/2 2  !2 (2.28)
where 0 = (!1), 1 = d/d!, and 2 = d2/d!2 calculated at !1. Using this approxi-
mation, the electric field at a position along the waveguide is estimated as:




~A(0; !)ej!(t z/vg(!))d!/2 + C:C: (2.29)
where the phase velocity is vphase = !/0, and the frequency dependent group velocity
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1 + 1/2 2  ! : (2.30)
Note that the unit of 1 is s/m and unit of 2 is s2/m. This expression implies that different
frequency components of the input pulse travel at different velocities. This phenomenon
is called group velocity dispersion and results in the broadening of the pulse. For example
as shown in Fig. 2.4a, if the input pulse has a width of t1, the output pulse has a width
oft2 > t1. To put this under more perspective, we approximate the input pulse as an







2/22 ) ~A(0; !) = e j!t0  e 2!2/2: (2.31)
which shows that the Fourier transform of the Gaussian pulse is a Gaussian distribution.
The 90% width in the time domain and the frequency domain are given by
t1(90%)   ; !1(90%)  1

: (2.32)
The result of the propagation integral for the Gaussian pulse can then be straightforwardly
calculated as










If we assume that 2z << 2, the pulse is further approximated as








Based on this equation, we see that the peak of the pulse gets a delay equal to 1z or
equivalently we can say that the peak comes out of the waveguide at the time instance
t2 = t1+1z. The other observation is that the 90% width of the pulse has been increased
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to








The interpretation of this equation is that the width of the pulse has increased due to the
2 term. Note that the sign of 2 does not matter and whether it is positive or negative,
the width of the pulse will increase. The approximate amount of the increase in the pulse







For a case where the dispersion is severe such that j2zj >> 2, the pulse broadening is
then approximated as
t2(90%) t1(90%)  j2jz !1(90%): (2.37)
The dispersion coefficient of the waveguide [211] is defined based on this equation
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and the following equality holds:
t2  t1  jD j  jD! !j  jDf f j (2.41)
and the amount of pulse broadening can be calculated based on wavelength or frequency
bandwidth of the pulse.
2.3 2D Dielectric Slab Waveguides
Although two-dimensional waveguides are not practical, they hold a special place in un-
derstanding the modes of three-dimensional waveguides. Therefore, we start by analyz-
ing the modes of 2D waveguides. The cross-section of a two dimensional dielectric slab
waveguide is shown in Fig. 2.5a. This waveguide consists of three layers: the lower layer
is called the substrate layer. The middle layer is called the core layer in which most of the
light is propagating all the time. The upper layer is called the cladding layer. In order to
guide light through the core in the z-direction, the index of the core should be larger than
the substrate and the cladding layer. The ray optics perspective is that the rays of light
must undergo total internal reflection in the core-substrate and core-cladding interfaces
in order to remain in the core layer all the time. The typical index profile of the dielectric
slab waveguide is given by
n(x) =
8>>>>>><>>>>>>:
ncladding for x > w
ncore for 0 < x < w
nsubstrate for x < 0
(2.42)
which is schematically plotted in Fig. 2.5b. Note that for this type of 2D waveguide, the
propagation is assumed to be in the z direction, and the material interfaces are in the
x direction. The structure is assumed to be exactly the same in the y and z direction.
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Figure 2.5: (a) Cross-section of the 2D dielectric slab waveguide. The width of the waveg-
uide is assumed to bew and the propagation of thewave is assumed to be in the z direction.
(b) Index profile of the dielectric slab waveguide.
Therefore, if a wave is propagating in the yz plane, we can always rotate the coordinate
axes such that the direction of propagation is aligned with the z direction.
The classic way to analyze the wave propagation in the dielectric slab waveguide is
through the source-free Maxwell’s equations:
r E =  @B
@t
(2.43)
r  D = 0 (2.44)
r H = @D
@t
(2.45)
r  B = 0 (2.46)
where the material is assumed non-magnetic B = 0H and the material response is re-
flected into the polarization dipoleD = 0E+P = 0n2(x)E. Combining the curl equations
will lead to the well-known wave equation for the electric field
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which applies in each of the three layers separately with the simplification of r  E = 0.





Another aspect of the 2D structure is the symmetry in the y and z direction, therefore we
can conveniently assume that @/@y = 0. With this assumption, the first curl equation







































A close inspection of these two sets of equations reveals that the coupling of electric and
magnetic fields’ components can be described by two distinct set of equations:
• Transverse Electric (TEz) modes
These are the modes for which the electric field has no component in the direction of
propagation, i.e. Ez = 0. For these modes only the field components Ey, Hx and Hz are
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Now we consider the harmonic solutions such as
Ey(x; z; t) = E(x) e
 jz ej!t + C:C: (2.58)
where E(x) is the field mode profile along the x direction due to the index discontinuity





2   2)E(x) = 0 (2.59)
where k0 = !p00 = !/c0 = 2/0 is the free-space wavenumber and  = k0neff is





2   2 (2.60)
if k0n >  and defined as
kx =  j
q
2   k20n2 (2.61)
if k0n < . The solution for E(x) would be a possible combination of two propagating
waves in x^ directions:
E(x) = E+ e
 jkxx + E  ejkxx: (2.62)
The transverse impedance of the mode is defined as the ratio between the transverse com-
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and the longitudinal impedance of the mode is defined as the ratio between the electric











where neff = /k0 and nx = kx/k0.
A mode of the waveguide can be viewed as a resonance condition of the electric and
magnetic fields that are transverse (tangential) to the discontinuity interfaces. For the TEz
modes, these components are Ey andHz . Since the boundary conditions associated with
Maxwell’s equations require that these two components be continuous along each inter-
face, we can construct a resonant transmission line model for dielectric slab waveguide
[see Fig. 2.6a] based on the longitudinal components of the k-vector and the longitudinal
impedance as depicted in Fig. 2.6b. From the circuit theory, the resonant condition is






where the input impedance can be calculated by referring the clad impedance through
the core layer:
Zin = Zcorelong 
Zcladlong + jZ
core
long  tan(kcorex w)
Zcorelong + jZ
clad
long  tan(kcorex w)
: (2.66)














































Figure 2.6: (a) 2D dielectric slab waveguide with the discontinuity in the x direction.
(b) Equivalent resonant longitudinal transmission line model for the modes of the slab
waveguide. kx and Zlong can be calculated for both TEz and TMz modes.




U + j tan(kcorex w)
1 + jU tan(kcorex w)

= 0: (2.68)
Since both D and U are pure imaginary and kcorex is real, the mode equation becomes:




which in general applies to both TE and TM modes.
For TEz modes, if we define
ksubsx =  jsubs =  jk0
q
n2eff   n2subs (2.70)
kcladx =  jclad =  jk0
q
n2eff   n2clad (2.71)
the mode equation becomes [128]:
TE modes: tan(kcorex w) =
kcorex (subs + clad)
(kcorex )
2   subs  clad ; (2.72)
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Figure 2.7: (Left) Cross-section of the 2D silicon slab waveguide. (Right) Contours of the
V parameters as a function of width of the slab and the wavelength over the 1500nm–
1600nm range. V parameter varies from 4 to 9.
or equivalently [140]:











wherem = 0; 1; 2; : : : indicates the mode order. The unknown parameter in this equation
is the effective index neff and all the parameters can be expressed in terms of the index of
materials and the effective index. This equation has discrete solutions for each combina-
tion of wavelength and width of the waveguide. These solutions refer to the fundamental
mode TE0 and higher order modes (TE1, TE2, …). It can be shown that the modes can










where nhigh is the higher index between the substrate and the cladding material. Figure
2.7 shows the silicon slab and plots the contours of V as a function of wavelength and
width. It is almost always assumed that the index of substrate is higher than the index
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Cut off 
(a)	 (b)	 (c)	
Figure 2.8: Analysis of the 2D dielectric slab waveguide for TE modes with symmetric
profile. (a) Normalized effective index as a function of V . The cutoff point of the second
mode is given by V = . (b) Field profile for the first three TE modes.
of cladding. Since in general the substrate material and the cladding material are not the





Based on the normalized parameters, it is easy to show that:









and therefore the TE mode equation is written as
V
p















W = 700 nm
Analytic
Figure 2.9: Effective index of the fundamental TE mode of the 2D dielectric slab waveg-
uide SiO2|Si|SiO2 calculated by COMSOL (circles) and analytic equation (solid) at 1550nm
wavelength as a function of slab width. The field profiles are given for w = 700 nm.
and the cutoff of the mth order mode is given by





A mode solver was then implemented to solve the TE mode equation of the slab
waveguide. This mode solver can find all the TE modes and calculate effective index
and normalized mode index. The results of the mode analysis for TE0, TE1, TE2 and TE3
modes of a 500 nm wide waveguide whose core is silicon and substrate and cladding are
silica are shown in Fig. 2.8a. The transverse component of the electric field is calculated
for the first three modes and plotted in Fig. 2.8b. The effective index of the slab waveguide
as a function of its width is calculated in Fig. 2.9 and compared against COMSOL mode
solver, showing the exact agreement between the two. As expected, a wider waveguide
results in a stronger confinement and a higher effective index.
• Transverse Magnetic (TMz) modes
These are the modes for which the magnetic field has no component in the direction of
propagation, i.e. Hz = 0. For these modes only the field components Hy, Ex and Ez are
38
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Similar to the TEz modes, we can define the transverse impedance of the harmonic mode






















As can be seen, in the case of TM modes, the index of materials also directly appears in
the impedance equations. The resonant mode condition can be written from the general
































2   subs/n2subs  clad/n2clad
(2.87)
or equivalently:
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Cut off 
(a)	 (b)	 (c)	
Figure 2.10: Analysis of the 2D dielectric slab waveguide for TM modes. (a) Normalized
effective index as a function of V . (b) Field profile for the first three TM modes.










A mode solver was implemented to find all the TM modes and calculate the effective
index and normalized mode index. The results of the mode analysis for TM0, TM1, and
TM2 modes of a 500 nm wide waveguide whose core is silicon and substrate and cladding
are silica are shown in Fig. 2.10a. The transverse component of the magnetic field, Hy, is
calculated for the first three modes and plotted in Fig. 2.10b.
Formulation of the Transfer Matrix Method
Although the equivalent resonant transmission line circuit was used to analyze the modes
of the 2D dielectric slab waveguide, another convenient way of dealing with propagation
of light in layeredmedia (especially for the case of two coupled slab waveguides) is the use
of transfer matrix method. Such transfer matrix describes the evolution of the amplitude
of tangential components of the electric field and magnetic field to the material interface.
Consider the situation of a material interface at x = X as shown in Fig. 2.11. Since the
40








x = X 
Figure 2.11: The interface of two materials. The normal direction of the interface is as-
sumed to be x.
interface is in the x direction, we can freely choose a coordinate system such that the wave
vector k of the light lies within the xz plane. Therefore, any dependence and variation in
the y direction can be ignored, i.e. @/@y = 0. As we showed for the dielectric waveguide,
this simplifying assumption leads to two distinct set of modes that relate components of
the electric and magnetic fields together, namely TE modes and TM modes. The transfer
matrix is defined to relate the amplitudes of forward (propagating in +x^ direction) and
backward (propagating in  x^ direction) tangential components of electric or magnetic







• TE modes of the interface
The equations for the TE modes involve the field components (Ey; Hx; Hz) and are given
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The solution forEy includes a propagating component in the z direction and two possible
propagating components in the +x and  x directions, therefore:
Ey(x; z) = (A+e
 jkxx + A ejkxx)e jkzz (2.94)
where k2x + k2z = k20n2 in each side of the interface. The tangential component of the
magnetic field Hz is then given by:
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and we notice that
det(M) =   2kx
!0
: (2.99)
Note that kz = k0n sin  should be the same on both sides of the interface for all the
forward and backward waves due to the boundary conditions of Maxwell’s equations.
This leads to the famous Snell’s law for reflection and refraction angles:
Material 1: sin(i) = sin(r)! i = r (2.100)
Material 2: n1 sin(i) = n2 sin(t) (2.101)
Now it is easy to see that the relation between amplitudes of the forward and backward












Q1!2(x = X) =
 M(2)(X) 1 M(1)(X) (2.103)
and in the same way, we can write:
Q2!1(x = X) =
 M(1)(X) 1 M(2)(X): (2.104)
The transfer matrix can be utilized to investigate the reflection and transmission of light
at the interface. The angles of reflection and refraction obey Snell’s law. The amount of
power that has been reflected, i.e. reflectance, and has been transmitted, i.e. transmittance
can be calculated based on the following steps:
• Step1: Writing the matrix equation for the forward and backward waves in both
materials at the interface:
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Figure 2.12: Analysis of reflection and refraction at the Si/SiO2 interface. It is assumed
that the light is incident on the interface inside the Si material. (a) Angle of refraction,
t as a function of angle of incidence, i. Total internal reflection happens at 25 degrees.










• Step2: Finding the reflection based on the knowledge that there is no backward













• Step 3: Calculating transmittance:






It can be easily shown that the reflectance and transmittance coefficients obtained above
are identical to the ones given by Fresnel’s equations [161], when the substitution kx =
k cos() and kz = k sin() is used. To prove this, we explicitly calculate the transfer
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We see that  coefficients are basically the inverse of the longitudinal impedance of the
waves. Now the reflection coefficient is given by





 e j2k(1)x X (2.111)
or equivalently
jR1!2j2 =




n1 cos(i)  n2 cos(t)n1 cos(i) + n2 cos(t)
2 : (2.112)
The transmission coefficient is given by













 ejkxX : (2.113)
As an example, we use the transfer matrix to analyze the Si/SiO2 interface. If the light is
incident inside the Si material, at some angle we expect to see the total internal reflection.








)  25: (2.114)
45
Chapter 2. Silicon Photonics Waveguides
Fig. 2.12a shows the transmitted angle as a function of incidence angle. As can be seen,
after the total internal point, the transmitted angle becomes complex. Fig. 2.12b shows
the calculated reflectance and transmittance as a function of the incidence angle.
• TM modes of the interface
The analysis of the interaction of TMmodes at the interface can be performed very similar



















and therefore, the magnetic field component Hy is the one that the transfer matrix is






























Figure 2.13: Transfer matrix method for TM modes. (a) Calculation of angle of refraction
as a function of incidence angle. (b) Calculation of reflectance and transmittance as a














The transfer matrix Q is given by
Q1!2(x = X) =
 M(2)(X) 1 M(1)(X) (2.123)
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As can be seen the format of the Q matrix is exactly the same for both the TE and TM
modes with the right definition of  factors. The reflection coefficient of the magnetic
field is then given by
jR1!2j2 =
TM1   TM2TM1 + TM2
2 = n1 cos(t)  n2 cos(i)n1 cos(t) + n2 cos(i)
2 (2.126)
which exhibits a zero at an incidence angle called the Brewster angle calculated as
B + t =

2






The Brewster angle always occurs before the total internal reflection. As shown in Fig.
2.13a for Si/SiO2 interface at 1550 nm wavelength, the Snell’s law is still exactly the same
for the TM modes just as the TE modes. In other words, Snell’s law does not depends on
the polarization. Fig. 2.13b shows the reflectance and transmittance for the TM modes.
The incidence angle at which the reflection becomes zero is the Brewster angle ( 22).
2.4 Analytic Method for 3D Waveguides
In practice, the structure of a fabricated silicon waveguide has boundaries in both x and
y directions as shown in Fig. 2.14a. Therefore, a real waveguide cannot be simply treated
as a 2D structure. However, an approximation can be made if the index profile of the
waveguide is viewed as the one shown in Fig. 2.14b [128]. The four regions at the corners
are ruled out of the index profile with the assumption that the light does not exist in
those regions. This leads to the analysis of the effective index method [202] in which the
48
Chapter 2. Silicon Photonics Waveguides
Helmholtz equation is separately solved for both x and y direction with the solutions of
the following type:
Region I: cos(kxx) cos(kyy) (2.128)
Region II: exp(lx) cos(kyy) (2.129)
Region III: exp( rx) cos(kyy) (2.130)
Region IV: cos(kxx) exp( cly) (2.131)
Region V: cos(kxx) exp(sy) (2.132)
However, such solutions cannot satisfy the boundary conditions at all the four boundaries
for both electric field and magnetic field. Therefore, the boundary condition for either E
field or H field is satisfied in order to find the kx and ky values. The effective index can









The kx factor can be approximated by analyzing the 2D slab waveguide whose boundaries
are in the x direction:
k20n
2
core = (k0neff, x)
2 + k2x (2.134)
and similarly ky can be approximated by analyzing the 2D slab waveguide whose bound-
aries are in the y direction:
k20n
2
core = (k0neff, y)
2 + k2y: (2.135)
By combining these equations, the effective index of the 3D waveguide can be approxi-
mated based on the effective indices of two 2D dielectric slabs in the x and y directions:
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Figure 2.14: Schematic of 3D strip waveguide. (a) Core is Si and surrounding is SiO2. (b)
Decomposition of index profile into x and y directions for the effective index [128].
neff 
q
n2eff, x + n
2
eff, y   n2core: (2.136)
Throughout the rest of this section, we always assume that the core material is Si and the
surrounding is SiO2.
3D Strip Waveguide
The strip waveguide is a rectangular waveguide whose core is Si which is completely
surrounded by SiO2. The schematic of the 3D strip waveguide is shown in Fig. 2.14a.
Figure 2.14b demonstrates the decomposition of the index profile in both x and y direction
[128].
• quasi-TEz Modes of the 3D Strip Waveguide
Since the boundary conditions at all four boundaries cannot be satisfied with either TEz or
TMz waves, in general the modes of a strip waveguides are hybrid. However, for a class of
modes the Ez component is much weaker than the Ex and Ey components, while theHz
component is comparable toHx orHy. This class of modes is called quasi-TEz since these
modes resemble TE modes. As shown in Fig. 2.15, the process of estimating the effective
index of the optical mode for the strip waveguide consists of breaking the strip waveguide
into two slab waveguides in the x and y directions. For the case of TEz modes, it can be
50











n2e↵, x + n
2








Figure 2.15: Process of the effective index method for the 3D strip waveguide. The 2D
index profile of the cross-section is approximately decomposed into two 1D index pro-
files. SlabX has its boundaries in the x direction, while SlabY has its boundaries in the y
direction.
shown that satisfying the boundary conditions of E-field in the x direction results in an
eigen mode equation for the TM modes of a slab of width w, and satisfying the boundary
conditions in the y direction results in an eigen mode equation for the TE modes of a slab
of width h [202]. By finding the neff, x and neff, y in both directions, the effective index of
the mode can be estimated.
SlabX) TM mode! neff, x ! kx (2.137)
SlabY) TE mode! neff, y ! ky (2.138)
We performed a finite element solution of the fundamental TEz mode of the standard
strip waveguide with dimensions 450 nm  220 nm in COMSOL and the comparison
with the approximate analytic mode solver are shown in Fig. 2.16a. As can be observed,
the results of our analytic method are very close to the results of finite element analysis.
In fact, the error is less than 0.5%. Next, the wavelength was set to 1550 nm and the
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width of the waveguide was varied from 300 nm up to 1000 nm while monitoring the
effective index of the fundamental TE00 mode. The results of comparison between the
analytic mode solver and COMSOL are presented in Fig. 2.16b. A very good agreement
is observed, further confirming that the underlying assumption of the mode being quasi-
TE is correct. The mode analysis of the rectangular waveguide was also performed in
Lumerical MODE software with 5 nm grid resolution. Figure 2.16c compares the results of
Lumerical with the analytic approach for the fundamental TE00 mode. A good agreement
is again observed. Figure 2.16d shows the comparison of group index.
Next, we sweep the width and the height of the waveguide over 300 nm–1000 nm and
100 nm–300 nm, respectively and find the effective index. Fig. 2.17 shows the contours as
a result of this sweeping. The highlighted area is the region of operation for the typical
silicon waveguides whose effective index is between 2.2 and 2.5. Figure 2.18 shows the
developed graphical interface for the implemented analytic mode solver fo silicon strip
waveguides. The effective index and group index are calculated based on the wavelength,
width, and height of the waveguide. Finally, Fig. 2.19a shows the electric and magnetic
field profiles of the TE00 mode of the rectangular strip waveguide.
• quasi-TMz Modes of the 3D Strip Waveguide
For this class of modes, theHz component is ignored compared toHx andHy components,
whileEz cannot be ignored compared to eitherEx orEy. The approximate analytic mode
analysis results in the breakdown of the strip waveguide in SlabX and SlabY. In this case,
SlabX has a width of w and neff, x comes from the TE modes of the SlabX, while SlabY has
a width of h and neff, y comes from the TM modes of the SlabY. The effective index of the
quasi-TMz modes can then be calculated based on these two parameters.
SlabX) TE mode! neff, x ! kx (2.139)
SlabY) TM mode! neff, y ! ky (2.140)
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Figure 2.16: Analysis of quasi-TE mode of the Strip Waveguide. (a) Effective index as a
function of wavelength. Good agreement between COMSOL and analytic mode solver is
observed. (b) neff as a function of waveguide width w at 1550nm wavelength. Very good
agreement is observed. (c) Comparison of the effective index analysis from Lumerical
MODE software (circles) and the analytic approach (solid line). (d) Comparison of group
index. The error rate is higher than the effective index.
Figure 2.19a shows the transverse components of the electric and magnetic fields (Ex, Ey,
Hx,Hy) for the fundamental quasi-TE mode (TE00) for the strip waveguide. It is observed
that the optical power is mainly carried by Ex and Hy components. Figure 2.19b shows
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Typical range of operation at 1550nm 
Figure 2.17: Contours of the effective index of the fundamental TE00 mode of the strip
waveguide as a function of width and height.
Figure 2.18: Developed graphical interface for calculating the effective index and group
index of the silicon strip waveguides.
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Figure 2.19: (a) field profile for the fundamental quasi-TE00 mode of the strip waveguide.
Power is carried by Ex and Hy components. (b) Effective index of the first two TE and
TM modes of the strip waveguide as a function of waveguide width. More details of the
mode cross-over point is presented in [202].
the effective index of TE00, TE10, TM00 and TM10 as a function of width of the waveguide
for h = 220 nm. These curves are calculated by the analytic approach.
Sensitivity Parameters of Strip Waveguide
It can be conferred from the presented analytic method that any change in the width of the
waveguide,w, or height of the waveguide, h, or index of silicon nsi, or index of silica, nsio2 ,
can cause a change in the effective index of the mode inside the waveguide at a particular
wavelength. Assume that  is an external factor (e.g. temperature) that somehow affects
























where the first factor of each term on the right side of this equation determines the sen-
sitivity of the optical mode to that parameter. For the standard strip waveguide with the
dimensions 450 nm  220 nm, we can use the analytic method and COMSOL to estimate
these factors for the fundamental quasi-TE mode. The results are plotted in Fig. 2.20.
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Figure 2.20: Sensitivity of the fundamental quasi-TE00 mode of the strip waveguide. (a)
Sensitivity to the change in width. (b) Sensitivity to the change in height. (c) Sensitivity
to the change in silicon index. (d) Sensitivity to the change in Silica index.
As can be seen, a linear behavior is observed with good agreement between the analytic










 0:0022 nm 1 (2.144)
TE00 : @neff
@h
 0:0039 nm 1 (2.145)
which clearly shows that sensitivity of the optical mode is highly dependent on the index
of core (silicon). As will be discussed in later chapters, this gives the motivation to alter
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the properties of the optical signal that is traveling down the waveguide by manipulating
its core index. Thermo-optic (TO) effects and electro-optic (EO) effects will be discussed
separately. Inspection of Fig. 2.20 shows that there is a noticeable error between the
analytic approach and COMSOL for the impact of the cladding index. However, this may
not be an issue because EO effects usually don’t impact the cladding and TO effects have
an extremely weak on the cladding. Typically, the perturbations of cladding index can be
ignored in the calculations.
3D Rib Waveguide
The rib (ridge) waveguide is similar to the strip waveguide with the addition of a thin
silicon slab below the main rectangular core. The structure of a rib waveguide is shown
in Fig. 2.21a. The width of the core is w, the height of the core is hwg and the height of
the slab is hslab. The modes of the rib waveguide are similarly classified into quasi-TE and
quasi-TMmodes, with the fundamental mode as quasi-TE00 mode. The field profile of this
















Figure 2.21: (a) Schematic of the 3D Rib waveguide. The rectangular core has a height of
hwg and the slab height is denoted by hslab. (b) Field profile of the transverse components
of quasi-TE00 mode of the rib waveguide.
• quasi-TEz Modes of the 3D Rib Waveguide
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Similar to the stripwaveguide, since the boundary conditions at all four boundaries cannot
be satisfied with either TEz or TMz waves, in general the modes of a rib waveguide are
hybrid. However, for a class of modes the Ez component is much weaker than the Ex
and Ey components, while the Hz component is comparable to Hx or Hy. This class of
modes is called quasi-TEz since these modes resemble TE modes. As shown in Fig. 2.22,
the process of estimating the effective index of the optical mode for the rib waveguide
consists of breaking the rib waveguide into two slab waveguides in the x and y directions.
For the case of TEz modes, satisfying the boundary conditions of E-field in the x direction
approximately results in an eigen mode equation for the TM modes of a slab of width w
with a core of Si and substrate and cladding layers with an effective index of the TE mode
of the side slab of width hslab. In the same way, satisfying the boundary conditions in the
y direction results in an eigen mode equation for the TE modes of a slab of width hwg .
By finding the neff, x and neff, y in both directions, the effective index of the mode can be
estimated.
SlabX) TM mode! neff, x ! kx (2.146)
SlabY) TE mode! neff, y ! ky (2.147)
We use this analytic approach to estimate the effective index of the fundamental quasi-
TE00 mode of the rib waveguide with the dimensions of 450 nm  220 nm  50 nm as
a function of wavelength. The results and comparison with COMSOL are shown in Fig.
2.23a. The maximum error is less than 3%, which indicates a reasonable agreement. The
almost constant error over the entire wavelength range is indicative of the fact that the
error is most likely not due to the waveguide or material dispersion.
Next, the width of the rib waveguide is swept from 300nm to 1000nm while other pa-
rameters and the wavelength are fixed. The comparison with COMSOL results are shown
in Fig. 2.23b. One possible explanation for the increase of error as the width decreases is
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Rib WG à slab X + slab Y
Figure 2.22: Process of the effective index method for the 3D Rib waveguide. The 2D
index profile of the cross-section is approximately decomposed into two 1D index pro-
files. SlabX has its boundaries in the x direction, while SlabY has its boundaries in the y
direction. Note the subtle difference in the SlabX in this case with the case for the strip
waveguide.
that this analytic approach underestimates the impact of cladding index, which gets worse
for smaller widths since it results in less confinement of light inside the silicon core.
• quasi-TMz Modes of the 3D Rib Waveguide
Similar to the quasi-TE modes of the Rib waveguide, we can estimate the effective index
of the quasi-TM modes of the Rib waveguide by finding the TE modes of the SlabX and
TM modes of the SlabY:
SlabX) TE mode! neff, x ! kx (2.148)
SlabY) TM mode! neff, y ! ky (2.149)
Figure 2.24a shows the results of the mode analysis for the quasi-TE modes as a function
of width at 1550 nm wavelength. The cut-off point of each mode is where the effective
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450nm X 220nmX50nm l = 1550 nm
(a) (b)
Figure 2.23: Analysis of the fundamental quasi-TE00 mode of the Ridge waveguide. (a)
Effective index as a function of wavelength. (b) Effective index as a function of width.
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TM00 TM10 TM20 SiO2
Cut-off
(a) (b)
Figure 2.24: (a) Analysis of the effective index of the quasi-TEmodes of the Rib waveguide.
Up to 500nm of width is single mode operation. (b) Effective index of the quasi-TMmodes
of the rib waveguide.
index of the mode is lass than the index of SiO2. It can be seen that the fundamental TE00
mode is well above cut-off even if the width of the waveguide is 200 nm. At 450 nmwidth,
the TE10 is weakly guiding, therefore the TE00 mode is the main guiding mode. Figure
2.24b shows the cut-off of the quasi-TM modes of the rib waveguide. It can be seen that
up to 500 nm of width, only the TM00 mode is above cut-off. Therefore, for a standard
450 nm width rib waveguide, the control of launched polarization is necessary to ensure
single mode and polarization operation.
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Sensitivity Parameters of Rib Waveguide
Similar to the case for the rectangular strip waveguide, we consider the fundamental
quasi-TE mode of the rib waveguide with the dimensions of 450 nm  220 nm  50 nm
and add some variations to the parameters of the waveguide and see how the effective
index changes. Note that we set the variation of width and height to about 5 nm which




 1:1261 (COMSOL: 1:0237) (2.150)
TE00 : @neff
@nsio2
 0:2056 (COMSOL: 0:2514) (2.151)
TE00 : @neff
@w
 0:002 nm 1 (COMSOL: 0:0016 nm 1) (2.152)
TE00 : @neff
@hwg
 0:0039 nm 1 (COMSOL: 0:0031 nm 1) (2.153)
TE00 : @neff
@hslab
 0:0012 nm 1 (COMSOL: 0:002 nm 1) (2.154)
which shows that the sensitivity is strongest for the core (silicon) index. The sensitivity
to the height of the rectangular core is higher than the sensitivity to the width, while the
mode has the least sensitivity to the height of the slab.
2.5 Perturbation Theory for Waveguides
Although we directly calculated the sensitivity of the optical mode using a mode solver
approach, it is also possible to apply the perturbation theory to find the change in the
wave vector of the optical mode [63]. This change can be obtained from the complex







2)E  E +(!)H  H] dx dy
2
RR Re[Et  Ht ]:^z dx dy (2.155)
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for a waveguide whose materials exhibit dispersion (n is the refractive index of material).







[nnE  E] dx dyRR Re[Et  Ht ]:^z dx dy : (2.156)
Using this approximate equation, we can find the sensitivity of the optical mode to the







sinsi E  E] dx dyRR Re[Et  Ht ]:^z dx dy : (2.157)
By some simple manipulation and using the definition of the group index of the mode as



















Note that ng is the group index of the optical mode whereas nsig is the group index of
silicon material.  core is related to the confinement of the optical modal energy density






si nsig E  E

dx dyRR 




where nMg refers to the group index of material in either core or cladding region. Clearly,
0 <  core < 1. If we ignore the dispersion of the materials (e.g. nsi = 3:477 and nsig =
3:605, hence nsi  nsig . The error is even less for SiO2), then  core is exactly the fraction
of the modal energy density inside the core. If we further define the confinement of the
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intensity of electric field inside the core as
 E =
RR
core E  Edx dyRR E  Edx dy =
RR
core E  Edx dyRR
core E  Edx dy +
RR
clad E  Edx dy
(2.161)
then we see that
 core =
nsi nsig  E
nsi nsig  E + n
sio2 nsio2g (1   E)
: (2.162)
Similarly, the modal energy confinement factor of the cladding can be written as
 clad =
nsio2 nsio2g (1   E)
nsi nsig  E + n
sio2 nsio2g (1   E)
: (2.163)
and as expected we have  core +  clad = 1. Note that the definition of these confinement
factors is different from the definition of the power confinement factor of a waveguide.













For example, for the quasi-TE00 mode of a 450220 nm Strip waveguide, the E-field in-
tensity confinement factor of the core at  = 1550 nm is about 0.57 (i.e.  E  0:57—this
number is obtained from Lumerical Mode package), the group index of silicon is about
3.605, the group index of silica is 1.462, and the group index of the optical mode is about














which is very close to the results of Fig. 2.20c. Note that for this waveguide, the con-
finement factor of optical power is 0.766 which is different from the sensitivity factor of
the optical mode. The change in the effective loss factor of the optical mode eff can be
estimated the same way in the presence of material loss (M ) using the perturbation
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theory. To do so, assume that the loss of the silicon core is changed by si. This means
that the index of silicon now gets an imaginary change
nsi !  j 
4
si (2.166)
































This result can also be obtained simply by applying the Kramers-Kronig (KK) relations
which is a direct result of the causality of the material and the waveguide. Noting that
the Kramers-Kronig relations are linear transformations, we can write:























and since KK [nsi] = si and KK [nsio2 ] = sio2 , the same result is reached.
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2.6 Summary of the Chapter
In this chapter, the main properties of the silicon photonic waveguides, namely the ef-
fective index and group index of the optical modes, were described and models were pre-
sented to estimate their values. The sensitivity of the optical mode to the dimensions
of the waveguide and the change in the material index (silicon core and silica cladding)
were derived for strip and ridge waveguides. These sensitivity parameters will play an
important role in analyzing the thermo-optic and electro-optic response of the optical
mode inside the waveguide. This is the topic of the next chapters. The transfer matrix of
the interface between two dielectric materials was derived for both TE and TM polariza-




Compact Modeling of Silicon Photonic Circuits
Abstract– In this chapter, we present compact models for the basic building blocks for the
silicon photonic circuits made with the SOI waveguides. The effective index of the optical
mode can be obtained based on a prior mode analysis and the port-to-port transfer functions
are characterized based on the evolution of amplitude and phase of light. Two circuit solver
methods based on iteration and signal flow graph (SFG) are presented for calculating the
transfer function of complex structures. A variational optimization approach is presented
for designing the optimal waveguide bends (e.g. 90-degree and 180-degree bends) in silicon
photonic platform. It is mathematically proved that the ratio between the loss of an optimal
bend and the loss of a circular bend has a lower bound of 0.865.
Since the propagation of light in photonic elements is governed by Maxwell’s equa-
tions, the most accurate way of obtaining the transfer function of a photonic circuit is to
perform a 3D numerical solution of Maxwell’s equations. Methods such as finite differ-
ence time domain (FDTD) allow direct solution of Maxwell’s equations; however, such
solutions are typically inefficient and computationally demanding when applied to large-
scale photonic circuits. To reduce the computation demands of analyzing a photonic cir-
cuit compact models [77] can be used for each individual photonic element and a circuit
solver can be used to simulate the propagation of light in the circuit [173].
Such compact modeling approach requires two main ingredients:
• A library of compact models for basic photonic building blocks [178].
As shown in Fig. 3.1, passive silicon photonic devices can be realized with elementary
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Figure 3.1: Schematic of basic building blocks of passive silicon photonic devices, includ-
ing waveguides, couplers and power splitters/combiners.
components such as straight or bentwaveguides, directional couplers, and power splitters.
Active components can be realized by embedding thermo-optic or electro-optic phase
shifters in waveguides. For example, in the case of a Mach-Zehnder modulator (MZM),
a phase shifter is embedded in a straight waveguide that comprises an arm of the MZM.
In the case of a microring modulator, a phase shifter is embedded in a circularly curved
waveguide that comprises part of the ring.
• A circuit solver that models the propagation of light.
A photonic circuit can be built by connecting the ports of elementary building blocks. A
photonic circuit solver is then required to model the flow of light (amplitude and phase)
from a given port to another port. The basic idea is to use the scattering matrix of each
elementary block and combine them to find the scattering parameter of the given port-
to-port connection. In this chapter, two methods are presented to model the flow of light
in a photonic interconnect:
The first method is based on iteration in which the amplitude and phase of light at
each port is updated repeatedly until a steady solution (hence convergence) is achieved.
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As we will see, this method is very efficient in cases a unidirectional propagation of light
is assumed. For example, in a Mach-Zehnder switch fabric, the flow of light is typically
from one input port to an output port only in one direction.
The secondmethod is based on the complex signal flow graph (SFG) approach in which
a closed-form solution can be obtained for the transfer matrix using Mason’s graph for-
mula. This method is particularly efficient in circuits that include feedback loops. first-
order and higher-order microring resonators are examples of this kind.
3.1 Elementary building blocks
Here, we list the passive elementary building blocks that are typically used in silicon
photonic circuits. These elements are shown in Fig. 3.1.
Straight Waveguide
Straight waveguides are characterized by an ideal rectangular cross-section. The width
and height of the silicon core surrounded by SiO2 cladding in conjunction with the wave-
length of operation determine the effective index of the optical mode. The fundamental
mode of such rectangular waveguides is the quasi-TE00 mode. For a waveguide of length
l, the scattering matrix is given by
Swg =





where neff is the effective index of the optical mode. L is the linear optical loss of the
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where  is the absorption coefficient (in units of 1/m). Commonly, loss (or the absorption
coefficient) of optical waveguides is expressed in units of dB/cm and is mainly tied to
the roughness of the sidewalls of the waveguides. The conversion between “dB/cm” and
“1/m” and “1/cm” is given by:
(1/m) = 100(1/cm)
(1/m) = 23(dB/cm)
(1/cm) = 0:23(dB/cm): (3.3)
Similarly, we can write:
(dB/m) = 100(dB/cm)
(dB/cm) = 0:04343(1/m)
(dB/m) = 4:343(1/m): (3.4)
In order to prove the relation between “dB/cm” and “1/m” units, we can directly use the
definition:
LdB =  10 log10(exp( (1/m)l)) = (1/m) l  (10 log10(e)) (3.5)
and since 10 log
10
(e) = 4.393, the loss in dB per unit length is given by
LdB/l = (dB/m) = 4:393(1/m) (3.6)
and finally by noting that 1/4.393 = 0.2303, the other equations are derived as well.
In the scattering matrix modeling, the output waves of the ports are linearly related
to the input waves of the ports through the scattering matrix. In the case of a straight
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Figure 3.2: Scattering matrix of a straight waveguide. The output waves are related to the
input waves through the scattering matrix.










Note that the reflection at each port of the waveguide is assumed negligible in Eq. (3.1)
(i.e. S11 = 0 and S22 = 0). Although studies have shown that reflections exist in silicon
waveguides due to the roughness-induced backscattering [124], for simplicity we assume
that there is no reflection at each port. Since a photonic circuit solver takes into account
the entire scattering matrix, the assumption of no reflection will not in general impact the
circuit solver.
Curved (bent) Waveguide
Similar to the straight waveguide, a curved waveguide (typically circularly curved) can
be characterized by the scattering matrix
Scwg =





where l = R. Here, R is the radius of curvature and  is the angle of curvature. Figure
3.3 shows the schematic of a circular waveguide and the scattering matrix description of
the waves.
The loss of a curved waveguide generally consists of sidewall roughness scattering
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Figure 3.3: Schematic of a circularly curved waveguide. The output waves are related to
the input waves through the scattering matrix.
(similar to a straight waveguide) and an additional part reflecting the radiation loss due
to the curvature of the waveguide. For a differential length of the curved waveguide, the
loss factor (in dB) can be written as
L(dB) = [R(s)](dB/cm)s = [R()](dB/cm)R[] d (3.9)
where R[s] is the local radius of curvature and s = R[] d is the length of the differ-










For example, in the case of a circularly shaped waveguide, the radius of curvature is con-
stant and independent of the location, thereforeR[] = R0 and[R()] = [R] and hence
the average loss in dB/cm is equal to the local loss in dB/cm, i.e. 0 = [R]. Typically, the
radiation loss of a waveguide decreases as its radius of curvature increases. For circularly
bent waveguide, the loss factor can be modeled either with an exponential function of
radius or an inverse power law relation. A power-law relation for the loss can take the
following form:
[R](dB/cm) = aR
 b + c (3.11)
where a, b, and c are positive constants. With this model, the average loss factor in
“dB/cm” for a curved waveguide of any shape can be derived from Eq. (3.10).
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Figure 3.4: (a) Structure of a circular ring resonator and an elliptical ring resonator. (b)
Comparison of estimated loss (in dB) for a ring with 5m radius and an ellipse. (c) Com-
parison of the radius of curvature between a circular ring and an elliptical ring.
If a curved waveguide is parametrized such that x = x(t) and y = y(t), then the
radius of curvature is given by
R(t) =
(x02 + y02)3/2
jx0 y00   y0 x00j ; (3.12)





Finally, the differential length of the curve is given by
s =
p
x02 + y02 dt =
p
1 + (dy/dx)2 dx: (3.14)
As an example, we examine the loss of a circular ring and an elliptical ring as shown
in Fig. 3.4a. The bend loss model as a function of radius of curvature is constructed based
on the measurements of a circular ring resonator. The parameters used are a = 2096:3,
b = 2:9123, c  0 for the strip waveguides with dimensions 400nm220nm [16], and R
in Eq. (3.11) is given in m. Figure 3.4b shows the loss of the curved waveguides (in dB)
as a function of its curvature angle. It is seen that the ellipse whose major axis is 5m and
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Figure 3.5: (a) 90 degree Bezier bend (0 < B < 1). (b) 180 degree Bezier bend.
minor axis is 3m exhibits higher loss than a circularly curved waveguide. The reason is
the variation of the radius of curvature of the ellipse at different points. As shown in Fig.
3.4, the radius of curvature varies in the range of 2m–8m for the ellipse, whereas it has
a constant value of 5m for the circular ring.
• Bezier curves vs. Circular curves
Bezier curves have been shown to provide less bending loss for silicon photonic waveg-
uides, hence being a better choice for high quality factor race-track resonators [26, 30,
114, 115]. A Bezier curve is generally described by
P(t) = (1  t)3 P0 + 3(1  t)2t P1 + 3(1  t)t2 P2 + t3 P3 (3.15)
where t is the curve parameter (0  t  1). P(t) = (x(t); y(t)) is the trajectory of the
Bezier curvewhich clearly passes through the points P0 and P3. Typically, the Bezier curve
does not pass through P1 and P2. These two points are used to determine the directionality
of the curve. The first derivative of the Bezier curve is given by
P0(t) = 3(1  t)2 (P1   P0) + 6(1  t)t (P2   P1) + 3t2 (P3   P2) (3.16)
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Figure 3.6: (a) Plot of 180-degree Bezier curves for R = 5m and various d values (in m).
(b) Radius of curvature for the Bezier curves in part a. (c) Minimization of propagation
loss (in dB) of the Bezier curves by changing the d parameter when R is set to 5m. It
is seen that at d = 8.4044, the loss is minimum and less than a fully circular 180-degree
bend. (d) Plot of the optimal Bezier curve compared to the fully circular bend. X and Y
axes are in m units.
and the second derivative is given by
P00(t) = 6(1  t) (P2   2P1 + P0) + 6t (P3   2P2 + P1): (3.17)
Figure 3.5a shows an example of a 90 degree Bezier curve that passes through (0,0)
and (R;R) points. This curve has a dimensionless parameterB that varies between 0 and
1. For this curve: P0 = (0; 0), P1 = (R(1 B); 0) , P2 = (R;RB), P3 = (R;R).
Figure 3.5b shows an example of a 180 degree Bezier curve that passes through (0,0)
and (0; 2R) points. This curve has a parameter d that has a length dimension. For this
curve: P0 = (0; 0), P1 = (d; 0) , P2 = (d; 2R), P3 = (0; 2R). Since the 180-degree curve
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is an important part of designing a race-track resonator, we examine this type of bends
in more details. As an example, we assume that R = 5m and try to find the value of d
that minimizes the loss of the Bezier bend. Figure 3.6a plots Bezier bends for R = 5m
and various d values. In Fig. 3.6b we calculate and plot the radius of curvature (m) at
any point along the Bezier curves. It is seen that when d  8, the minimum value of the
radius of curvature is close to 5m. This means that we expect to see a minimum point
around 8m. As shown in Fig. 3.6c, there is indeed a minimum for the loss at d = 8.4044
which is lower than the circular bend. The value for the loss of this Bezier curve is about
0.0273 dB, whereas for the circular bend the loss value is about 0.03034 dB. To compare
the shape of the two bends, we plot the XY diagrams in Fig. 3.6d. Clearly, the optimum
Bezier curve has a wider spread than the circular bend because dopt = 8.4044 m.
• A variational approach for minimizing the loss of 180-degree bends
Observing that a Bezier bend can lead to a lower propagation loss than a circular bend,
we try to find a symmetric curve y = y(x) such that it minimizes the propagation loss of
a 180-degree bend. This curve is shown in Fig. 3.7a. The curve must pass through two
given points P0 = ( R; d) and P1 = (R; d) where R is given but d is to be determined.
By combining Eq. (3.13) and Eq. (3.14) and assuming that the constant part of the loss





jy00jb (1 + y02)(1 3b)/2 dx (3.18)
where a and b are parameters of the loss model. A change of variable y0 = f(x) and the
assumption that y00  0 over the range of integration leads to
J [f ] = a
Z R
 R
(f 0)b(1 + f 2)(1 3b)/2 dx: (3.19)
Here, J [f ] is the functional associated with the loss of the bend (in dB units). The objective
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(a) (b)
Figure 3.7: (a) Characteristics of the sought-after optimal curve. (b) Plot of the function
h(x; ) = x HyperGeometric2F1(0:5; ; 1:5; x2).
is find a function f(x) such that it minimizes the loss function J [f ]. The sought-after f(x)
function is a function at which the variation of the loss functional defined by
J [f ] =
d
d
J [f + ]at =0 (3.20)
is equal to zero J [f ] = 0. According to Euler-Lagrange equation, if a functional is defined
by
J [f ] =
Z x2
x1
L(x; f; f 0) dx (3.21)










Therefore, the function f(x) that minimizes the loss functional of the bend must satisfy
this equation when L = (f 0)b(1 + f 2)(1 3b)/2. The partial derivatives are calculated as:
@L
@f
= (1  3b) f (1 + f 2) (1+3b)/2 (f 0)b
@L
@f 0
= b (f 0)b 1 (1 + f 2)(1 3b)/2 : (3.23)
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The end result is the following differential equation





f 02 f = 0 (3.24)
or equivalently





y00 2 y0 = 0 (3.25)
As expected, the parameter b in the loss model is the only parameter that defines the
shape of the curve. Note that f(x) = y0. This equation is a nonlinear ODE that can be
solved numerically.
Application of Beltrami identity for the variation of loss functional: This iden-
tity is a simplified version of Euler-Lagrange identity in Eq. (3.22) which applied in
cases that the integrand of function in Eq. (3.21) does not explicitly depend on x, i.e.

























which leads to the Beltrami identity
L  f 0 @L
@f 0
= C0 (3.28)
where C0 is a constant. By substituting Eq. (3.23) into this equation and some simplifica-
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(1 + f 2)(3b 1)/2b: (3.29)
Considering that b > 1, the factorC0 must be a negative factor. By definingA = (C0/(1 
b))1 b and refactoring, we have
df
(1 + f 2)(3b 1)/2b
= Adx: (3.30)
In order to determine the factor A, we take the integral of both sides of this equation. For
the right side, the integral goes from 0 to some point x between 0 and R. Subsequently,









The left hand side has a closed-form expression in terms of the “HyperGeometric2F1”
function:
h(f ; ) = f  HyperGeometric2F1(0:5; ; 1:5; f 2) = Ax (3.32)
where  = (3b  1)/2b and the “HyperGeometric2F1” function is defined as





(1  t x)a dt (3.33)
and  (x) is the gamma function. A plot of the function h(f ; ) as a function of f is given
in Fig. 3.7b. As can be seen, this function has a horizontal asymptote for f ! 1 which
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For the loss model in Eq. (3.11) with b  2:9123, the numerical value for the limit of the




Quite interestingly, using the value of A and Eq. (3.29) in the loss functional J [f ] in Eq.
(3.19), the total propagation loss (in dB) of the optimal 180-degree bend is simply given
by
min(J [f ]) = aAb (2R) (3.36)
which can be easily compared to the loss of a 180-degree circular bend:
Optimal Loss (dB)












 0:896 : (3.37)
This shows that the loss of the optimal 180-degree bend is 90% of the loss of a circular
180-degree bend that passes through P0 and P1 points in Fig. 3.7a. In order to find the
optimal bend y = y(x), we take the following steps:
• Step1: solve the following differential equation:
df
dx
= A (1 + f 2)(3b 1)/2b (3.38)
using the initial condition f(0) = 0 and the value of A from Eq. (3.34).





to find the y(x) in the 0 < x < R interval. Note that y( x) = y(x) due to the
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Figure 3.8: (a) Plot of limf!1 h (f ; ) as a function of . (b) Plot of the ratio of the loss
of the optimal 180-degree bend to the circular bend as a function of b. (c) Comparison of
the optimal 180-degree curve with the circular and Bezier curves.





As an example, we calculate and plot the optimal 180-degree bend for R = 5m and
compare it against the circular bend and Bezier bend. Figure 3.8a plots the values of
limf!1 h (f ; ). Figure 3.8b plots the ratio of the optimal loss to the circular loss a func-
tion of loss model parameter b. It is seen that as the parameter b increases, the loss ratio
in Eq. (3.37) becomes smaller. However, there is a lower bound for the ratio as b ! 1.
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To prove this, we start by noting that the function p() = limf!1 h(f ; ) has an exact
value of 1 at  = 1:5, i.e. p(1:5) = 1, therefore the limit in Eq. (3.37) is in the form of
(! 1+)(!1) which has an ambiguity that needs to be removed. In order to remove this
ambiguity, we first perform a first-order expansion of p() at  = 1:5:
p() = lim
f!1
h(f ; )  p(1:5) + @P
@
(   1:5) (3.41)





















the lower bound is given by
Optimal Loss (dB)













Finally, fig. 3.8 compares the optimal 180-degree bend against the circular and Bezier
bends. It is seen that Bezier bend provides a very close-to-optimal solution. In this ex-
ample, the loss of the optimal 180-degree bend is about 0.02718 dB and the loss of the
Bezier bend is about 0.0273 dB, both of which are smaller than the loss of the circular
bend (0.03034 dB).
Directional coupler and power splitter
Optical power bounces back and forth between two silicon waveguides when put at close
proximity to each other (typically at a distance less than 500 nm). This is due to the
existence of the optical supermodes in the coupling region [161]. Assuming that the two
81
Chapter 3. Compact Modeling of Silicon Photonic Circuits










where t and  are in general complex numbers that satisfy a lossless splitting of power,
i.e. jtj2 + jj2  1. Figure 3.9 shows the structure of a directional coupler (DC) and the
transfer matrix of coupling from the input ports 4 and 1 to the output ports 3 and 2. The
scattering matrix of the directional coupler is then given by
SDC =
266666664
r t  j jx
t r jx  j
 j jx r t
jx  j t r
377777775
: (3.46)
Note that typically we assume that there is no reflection at each port (i.e. r = Sii = 0)
which is in general a good assumption. However, there can be some back-coupling from
each port to its adjacent port (e.g. from port 1 to port 4) which can be of high importance
in high quality resonators [94]. The parameter x in the scatteringmatrix accounts for such
back-coupling. If the coupler structure is considered lossless, then jtj2+jj2+jxj2+jrj2 =
1 and the scattering matrix should be a unitary matrix (each two rows or columns are
orthogonal to each other). With this fact, we can find r and x in terms of t and  as:
x = t
r




1  (t2 + 2)
t2 + 2
: (3.47)
Therefore, in an ideal directional coupler with t2 = 0:5 and 2 = 0:5, we should have
x = 0 and r = 0. If some amount of optical loss is associated with the coupler, then we
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Eout1
<latexit sha1_base64=" J+tuadPuqkIvCMEKfKs9DBAERJA=">AAAB8HicbVDLSg NBEOyNrxhfUY9eBoPgKeyKoMegCB4jmIcka5idzCZD5 rHMzAphyVd48aCIVz/Hm3/jJNmDJhY0FFXddHdFCWfG +v63V1hZXVvfKG6WtrZ3dvfK+wdNo1JNaIMornQ7woZy JmnDMstpO9EUi4jTVjS6nvqtJ6oNU/LejhMaCjyQLGY EWyc93PSCx0yldtIrV/yqPwNaJkFOKpCj3it/dfuKpI JKSzg2phP4iQ0zrC0jnE5K3dTQBJMRHtCOoxILasJsdv AEnTilj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14nt fFlmDGZpJZKMl8UpxxZhabfoz7TlFg+dgQTzdytiAyx xsS6jEouhGDx5WXSPKsGfjW4O6/UrvI4inAEx3AKAVxA DW6hDg0gIOAZXuHN096L9+59zFsLXj5zCH/gff4Atuu QVw==</latexit><latexit sha1_base64=" J+tuadPuqkIvCMEKfKs9DBAERJA=">AAAB8HicbVDLSg NBEOyNrxhfUY9eBoPgKeyKoMegCB4jmIcka5idzCZD5 rHMzAphyVd48aCIVz/Hm3/jJNmDJhY0FFXddHdFCWfG +v63V1hZXVvfKG6WtrZ3dvfK+wdNo1JNaIMornQ7woZy JmnDMstpO9EUi4jTVjS6nvqtJ6oNU/LejhMaCjyQLGY EWyc93PSCx0yldtIrV/yqPwNaJkFOKpCj3it/dfuKpI JKSzg2phP4iQ0zrC0jnE5K3dTQBJMRHtCOoxILasJsdv AEnTilj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14nt fFlmDGZpJZKMl8UpxxZhabfoz7TlFg+dgQTzdytiAyx xsS6jEouhGDx5WXSPKsGfjW4O6/UrvI4inAEx3AKAVxA DW6hDg0gIOAZXuHN096L9+59zFsLXj5zCH/gff4Atuu QVw==</latexit><latexit sha1_base64=" J+tuadPuqkIvCMEKfKs9DBAERJA=">AAAB8HicbVDLSg NBEOyNrxhfUY9eBoPgKeyKoMegCB4jmIcka5idzCZD5 rHMzAphyVd48aCIVz/Hm3/jJNmDJhY0FFXddHdFCWfG +v63V1hZXVvfKG6WtrZ3dvfK+wdNo1JNaIMornQ7woZy JmnDMstpO9EUi4jTVjS6nvqtJ6oNU/LejhMaCjyQLGY EWyc93PSCx0yldtIrV/yqPwNaJkFOKpCj3it/dfuKpI JKSzg2phP4iQ0zrC0jnE5K3dTQBJMRHtCOoxILasJsdv AEnTilj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14nt fFlmDGZpJZKMl8UpxxZhabfoz7TlFg+dgQTzdytiAyx xsS6jEouhGDx5WXSPKsGfjW4O6/UrvI4inAEx3AKAVxA DW6hDg0gIOAZXuHN096L9+59zFsLXj5zCH/gff4Atuu QVw==</latexit><latexit sha1_base64=" J+tuadPuqkIvCMEKfKs9DBAERJA=">AAAB8HicbVDLSg NBEOyNrxhfUY9eBoPgKeyKoMegCB4jmIcka5idzCZD5 rHMzAphyVd48aCIVz/Hm3/jJNmDJhY0FFXddHdFCWfG +v63V1hZXVvfKG6WtrZ3dvfK+wdNo1JNaIMornQ7woZy JmnDMstpO9EUi4jTVjS6nvqtJ6oNU/LejhMaCjyQLGY EWyc93PSCx0yldtIrV/yqPwNaJkFOKpCj3it/dfuKpI JKSzg2phP4iQ0zrC0jnE5K3dTQBJMRHtCOoxILasJsdv AEnTilj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14nt fFlmDGZpJZKMl8UpxxZhabfoz7TlFg+dgQTzdytiAyx xsS6jEouhGDx5WXSPKsGfjW4O6/UrvI4inAEx3AKAVxA DW6hDg0gIOAZXuHN096L9+59zFsLXj5zCH/gff4Atuu QVw==</latexit>
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Ein2<latexit sha1_base64="RYSwKU8RrFLLIMaXp3vxCG30TIM=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclZk i6LIogssK9gHtWDLpnTY0kxmTjFCG/oQbF4q49Xfc+Tem7Sy09UDgcM695J4TJIJr47rfzsrq2vrGZmGruL2zu7dfOjhs6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0PfVbT6g0j+W9GSfoR3QgecgZNVZq3/SqDxmXk16p7FbcG cgy8XJShhz1Xumr249ZGqE0TFCtO56bGD+jynAmcFLsphoTykZ0gB1LJY1Q+9ns3gk5tUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n9dJTXjp2zxJalCy+UdhKoiJyTQ86XOFzIixJZQpbm8lbEgVZcZWVLQleIuRl0mzWvHcin d3Xq5d5XUU4BhO4Aw8uIAa3EIdGsBAwDO8wpvz6Lw4787HfHTFyXeO4A+czx/M1o/N</latexit><latexit sha1_base64="RYSwKU8RrFLLIMaXp3vxCG30TIM=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclZk i6LIogssK9gHtWDLpnTY0kxmTjFCG/oQbF4q49Xfc+Tem7Sy09UDgcM695J4TJIJr47rfzsrq2vrGZmGruL2zu7dfOjhs6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0PfVbT6g0j+W9GSfoR3QgecgZNVZq3/SqDxmXk16p7FbcG cgy8XJShhz1Xumr249ZGqE0TFCtO56bGD+jynAmcFLsphoTykZ0gB1LJY1Q+9ns3gk5tUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n9dJTXjp2zxJalCy+UdhKoiJyTQ86XOFzIixJZQpbm8lbEgVZcZWVLQleIuRl0mzWvHcin d3Xq5d5XUU4BhO4Aw8uIAa3EIdGsBAwDO8wpvz6Lw4787HfHTFyXeO4A+czx/M1o/N</latexit><latexit sha1_base64="RYSwKU8RrFLLIMaXp3vxCG30TIM=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclZk i6LIogssK9gHtWDLpnTY0kxmTjFCG/oQbF4q49Xfc+Tem7Sy09UDgcM695J4TJIJr47rfzsrq2vrGZmGruL2zu7dfOjhs6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0PfVbT6g0j+W9GSfoR3QgecgZNVZq3/SqDxmXk16p7FbcG cgy8XJShhz1Xumr249ZGqE0TFCtO56bGD+jynAmcFLsphoTykZ0gB1LJY1Q+9ns3gk5tUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n9dJTXjp2zxJalCy+UdhKoiJyTQ86XOFzIixJZQpbm8lbEgVZcZWVLQleIuRl0mzWvHcin d3Xq5d5XUU4BhO4Aw8uIAa3EIdGsBAwDO8wpvz6Lw4787HfHTFyXeO4A+czx/M1o/N</latexit><latexit sha1_base64="RYSwKU8RrFLLIMaXp3vxCG30TIM=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclZk i6LIogssK9gHtWDLpnTY0kxmTjFCG/oQbF4q49Xfc+Tem7Sy09UDgcM695J4TJIJr47rfzsrq2vrGZmGruL2zu7dfOjhs6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0PfVbT6g0j+W9GSfoR3QgecgZNVZq3/SqDxmXk16p7FbcG cgy8XJShhz1Xumr249ZGqE0TFCtO56bGD+jynAmcFLsphoTykZ0gB1LJY1Q+9ns3gk5tUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n9dJTXjp2zxJalCy+UdhKoiJyTQ86XOFzIixJZQpbm8lbEgVZcZWVLQleIuRl0mzWvHcin d3Xq5d5XUU4BhO4Aw8uIAa3EIdGsBAwDO8wpvz6Lw4787HfHTFyXeO4A+czx/M1o/N</latexit>Eout2
<latexit sha1_base64="LX5VMt5FzW87l8cWpIOibf PY3po=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DEogscI5iHJGmYns8mQeSwzs0JY8hVePCji1c/x5t8 4SfagiQUNRVU33V1Rwpmxvv/trayurW9sFraK2zu7e/ulg8OmUakmtEEUV7odYUM5k7RhmeW0nWiKRcRpKxpdT /3WE9WGKXlvxwkNBR5IFjOCrZMebnrVx0yldtIrlf2KPwNaJkFOypCj3it9dfuKpIJKSzg2phP4iQ0zrC0jnE6K 3dTQBJMRHtCOoxILasJsdvAEnTqlj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmDGZpJZKMl8UpxxZhab foz7TlFg+dgQTzdytiAyxxsS6jIouhGDx5WXSrFYCvxLcnZdrV3kcBTiGEziDAC6gBrdQhwYQEPAMr/Dmae/Fe /c+5q0rXj5zBH/gff4AuHWQWA==</latexit><latexit sha1_base64="LX5VMt5FzW87l8cWpIOibf PY3po=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DEogscI5iHJGmYns8mQeSwzs0JY8hVePCji1c/x5t8 4SfagiQUNRVU33V1Rwpmxvv/trayurW9sFraK2zu7e/ulg8OmUakmtEEUV7odYUM5k7RhmeW0nWiKRcRpKxpdT /3WE9WGKXlvxwkNBR5IFjOCrZMebnrVx0yldtIrlf2KPwNaJkFOypCj3it9dfuKpIJKSzg2phP4iQ0zrC0jnE6K 3dTQBJMRHtCOoxILasJsdvAEnTqlj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmDGZpJZKMl8UpxxZhab foz7TlFg+dgQTzdytiAyxxsS6jIouhGDx5WXSrFYCvxLcnZdrV3kcBTiGEziDAC6gBrdQhwYQEPAMr/Dmae/Fe /c+5q0rXj5zBH/gff4AuHWQWA==</latexit><latexit sha1_base64="LX5VMt5FzW87l8cWpIOibf PY3po=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DEogscI5iHJGmYns8mQeSwzs0JY8hVePCji1c/x5t8 4SfagiQUNRVU33V1Rwpmxvv/trayurW9sFraK2zu7e/ulg8OmUakmtEEUV7odYUM5k7RhmeW0nWiKRcRpKxpdT /3WE9WGKXlvxwkNBR5IFjOCrZMebnrVx0yldtIrlf2KPwNaJkFOypCj3it9dfuKpIJKSzg2phP4iQ0zrC0jnE6K 3dTQBJMRHtCOoxILasJsdvAEnTqlj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmDGZpJZKMl8UpxxZhab foz7TlFg+dgQTzdytiAyxxsS6jIouhGDx5WXSrFYCvxLcnZdrV3kcBTiGEziDAC6gBrdQhwYQEPAMr/Dmae/Fe /c+5q0rXj5zBH/gff4AuHWQWA==</latexit><latexit sha1_base64="LX5VMt5FzW87l8cWpIOibf PY3po=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DEogscI5iHJGmYns8mQeSwzs0JY8hVePCji1c/x5t8 4SfagiQUNRVU33V1Rwpmxvv/trayurW9sFraK2zu7e/ulg8OmUakmtEEUV7odYUM5k7RhmeW0nWiKRcRpKxpdT /3WE9WGKXlvxwkNBR5IFjOCrZMebnrVx0yldtIrlf2KPwNaJkFOypCj3it9dfuKpIJKSzg2phP4iQ0zrC0jnE6K 3dTQBJMRHtCOoxILasJsdvAEnTqlj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmDGZpJZKMl8UpxxZhab foz7TlFg+dgQTzdytiAyxxsS6jIouhGDx5WXSrFYCvxLcnZdrV3kcBTiGEziDAC6gBrdQhwYQEPAMr/Dmae/Fe /c+5q0rXj5zBH/gff4AuHWQWA==</latexit>
Ein3
<latexit sha1_base64="p2LVIHydaCZwJp6bUH3O0R5 yZSY=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclRkVdFkUwWUF+4B2LJn0ThuayYxJRihDf8KNC0Xc+jvu/BvTdh baeiBwOOdecs8JEsG1cd1vZ2l5ZXVtvbBR3Nza3tkt7e03dJwqhnUWi1i1AqpRcIl1w43AVqKQRoHAZjC8nvjNJ1S ax/LejBL0I9qXPOSMGiu1brpnDxmX426p7FbcKcgi8XJShhy1bumr04tZGqE0TFCt256bGD+jynAmcFzspBoTyoa 0j21LJY1Q+9n03jE5tkqPhLGyTxoyVX9vZDTSehQFdjKiZqDnvYn4n9dOTXjp2zxJalCy2UdhKoiJySQ86XGFzIiR JZQpbm8lbEAVZcZWVLQlePORF0njtOK5Fe/uvFy9yusowCEcwQl4cAFVuIUa1IGBgGd4hTfn0Xlx3p2P2eiSk+8cw B84nz/OX4/O</latexit><latexit sha1_base64="p2LVIHydaCZwJp6bUH3O0R5 yZSY=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclRkVdFkUwWUF+4B2LJn0ThuayYxJRihDf8KNC0Xc+jvu/BvTdh baeiBwOOdecs8JEsG1cd1vZ2l5ZXVtvbBR3Nza3tkt7e03dJwqhnUWi1i1AqpRcIl1w43AVqKQRoHAZjC8nvjNJ1S ax/LejBL0I9qXPOSMGiu1brpnDxmX426p7FbcKcgi8XJShhy1bumr04tZGqE0TFCt256bGD+jynAmcFzspBoTyoa 0j21LJY1Q+9n03jE5tkqPhLGyTxoyVX9vZDTSehQFdjKiZqDnvYn4n9dOTXjp2zxJalCy2UdhKoiJySQ86XGFzIiR JZQpbm8lbEAVZcZWVLQlePORF0njtOK5Fe/uvFy9yusowCEcwQl4cAFVuIUa1IGBgGd4hTfn0Xlx3p2P2eiSk+8cw B84nz/OX4/O</latexit><latexit sha1_base64="p2LVIHydaCZwJp6bUH3O0R5 yZSY=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclRkVdFkUwWUF+4B2LJn0ThuayYxJRihDf8KNC0Xc+jvu/BvTdh baeiBwOOdecs8JEsG1cd1vZ2l5ZXVtvbBR3Nza3tkt7e03dJwqhnUWi1i1AqpRcIl1w43AVqKQRoHAZjC8nvjNJ1S ax/LejBL0I9qXPOSMGiu1brpnDxmX426p7FbcKcgi8XJShhy1bumr04tZGqE0TFCt256bGD+jynAmcFzspBoTyoa 0j21LJY1Q+9n03jE5tkqPhLGyTxoyVX9vZDTSehQFdjKiZqDnvYn4n9dOTXjp2zxJalCy2UdhKoiJySQ86XGFzIiR JZQpbm8lbEAVZcZWVLQlePORF0njtOK5Fe/uvFy9yusowCEcwQl4cAFVuIUa1IGBgGd4hTfn0Xlx3p2P2eiSk+8cw B84nz/OX4/O</latexit><latexit sha1_base64="p2LVIHydaCZwJp6bUH3O0R5 yZSY=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclRkVdFkUwWUF+4B2LJn0ThuayYxJRihDf8KNC0Xc+jvu/BvTdh baeiBwOOdecs8JEsG1cd1vZ2l5ZXVtvbBR3Nza3tkt7e03dJwqhnUWi1i1AqpRcIl1w43AVqKQRoHAZjC8nvjNJ1S ax/LejBL0I9qXPOSMGiu1brpnDxmX426p7FbcKcgi8XJShhy1bumr04tZGqE0TFCt256bGD+jynAmcFzspBoTyoa 0j21LJY1Q+9n03jE5tkqPhLGyTxoyVX9vZDTSehQFdjKiZqDnvYn4n9dOTXjp2zxJalCy2UdhKoiJySQ86XGFzIiR JZQpbm8lbEAVZcZWVLQlePORF0njtOK5Fe/uvFy9yusowCEcwQl4cAFVuIUa1IGBgGd4hTfn0Xlx3p2P2eiSk+8cw B84nz/OX4/O</latexit> Eout3
<latexit sha1_base64="VrXT25QaoV0HWyitoyW793bu+W0=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hV0 V9BgUwWME85BkDbOT2WTIPJaZWSEs+QovHhTx6ud482+cJHvQxIKGoqqb7q4o4cxY3//2lpZXVtfWCxvFza3tnd3S3n7DqFQTWieKK92KsKGcSVq3zHLaSjTFIuK0GQ2vJ37ziWrDlLy3o4SGAvclixnB1kkPN92zx0yldtwtlf2KP wVaJEFOypCj1i19dXqKpIJKSzg2ph34iQ0zrC0jnI6LndTQBJMh7tO2oxILasJsevAYHTulh2KlXUmLpurviQwLY0Yicp0C24GZ9ybif147tfFlmDGZpJZKMlsUpxxZhSbfox7TlFg+cgQTzdytiAywxsS6jIouhGD+5UXSOK0Efi W4Oy9Xr/I4CnAIR3ACAVxAFW6hBnUgIOAZXuHN096L9+59zFqXvHzmAP7A+/wBuf+QWQ==</latexit><latexit sha1_base64="VrXT25QaoV0HWyitoyW793bu+W0=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hV0 V9BgUwWME85BkDbOT2WTIPJaZWSEs+QovHhTx6ud482+cJHvQxIKGoqqb7q4o4cxY3//2lpZXVtfWCxvFza3tnd3S3n7DqFQTWieKK92KsKGcSVq3zHLaSjTFIuK0GQ2vJ37ziWrDlLy3o4SGAvclixnB1kkPN92zx0yldtwtlf2KP wVaJEFOypCj1i19dXqKpIJKSzg2ph34iQ0zrC0jnI6LndTQBJMh7tO2oxILasJsevAYHTulh2KlXUmLpurviQwLY0Yicp0C24GZ9ybif147tfFlmDGZpJZKMlsUpxxZhSbfox7TlFg+cgQTzdytiAywxsS6jIouhGD+5UXSOK0Efi W4Oy9Xr/I4CnAIR3ACAVxAFW6hBnUgIOAZXuHN096L9+59zFqXvHzmAP7A+/wBuf+QWQ==</latexit><latexit sha1_base64="VrXT25QaoV0HWyitoyW793bu+W0=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hV0 V9BgUwWME85BkDbOT2WTIPJaZWSEs+QovHhTx6ud482+cJHvQxIKGoqqb7q4o4cxY3//2lpZXVtfWCxvFza3tnd3S3n7DqFQTWieKK92KsKGcSVq3zHLaSjTFIuK0GQ2vJ37ziWrDlLy3o4SGAvclixnB1kkPN92zx0yldtwtlf2KP wVaJEFOypCj1i19dXqKpIJKSzg2ph34iQ0zrC0jnI6LndTQBJMh7tO2oxILasJsevAYHTulh2KlXUmLpurviQwLY0Yicp0C24GZ9ybif147tfFlmDGZpJZKMlsUpxxZhSbfox7TlFg+cgQTzdytiAywxsS6jIouhGD+5UXSOK0Efi W4Oy9Xr/I4CnAIR3ACAVxAFW6hBnUgIOAZXuHN096L9+59zFqXvHzmAP7A+/wBuf+QWQ==</latexit><latexit sha1_base64="VrXT25QaoV0HWyitoyW793bu+W0=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hV0 V9BgUwWME85BkDbOT2WTIPJaZWSEs+QovHhTx6ud482+cJHvQxIKGoqqb7q4o4cxY3//2lpZXVtfWCxvFza3tnd3S3n7DqFQTWieKK92KsKGcSVq3zHLaSjTFIuK0GQ2vJ37ziWrDlLy3o4SGAvclixnB1kkPN92zx0yldtwtlf2KP wVaJEFOypCj1i19dXqKpIJKSzg2ph34iQ0zrC0jnI6LndTQBJMh7tO2oxILasJsevAYHTulh2KlXUmLpurviQwLY0Yicp0C24GZ9ybif147tfFlmDGZpJZKMlsUpxxZhSbfox7TlFg+cgQTzdytiAywxsS6jIouhGD+5UXSOK0Efi W4Oy9Xr/I4CnAIR3ACAVxAFW6hBnUgIOAZXuHN096L9+59zFqXvHzmAP7A+/wBuf+QWQ==</latexit>
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Coupler	(DC)	
Figure 3.9: Structure of a directional coupler (DC) and input and output waves. The trans-
fer matrix of coupling from ports 4 and 1 to ports 3 and 2 is shown.
can write
jtj2 + jj2 + jxj2 + jrj2 = Pout
Pin
= loss factor: (3.48)
For example, in a directional coupler with 0.5 dB loss we have t2+2+x2+r2 = 0:89. By
default, we assume that the directional couplers are ideal and there is no back-coupling
(jxj  0) or loss in the coupler. Finally, we point out that for a 3dB coupler with no loss











which means there is a 90 phase shift between the two output waves. The dependence of
t and  on the physical parameters (length), optical modes and wavelength is established
later in this thesis.
Waveguide crossing
When two silicon waveguides intersect with each other, a waveguide crossing is formed.
Such crossing is considered as a discontinuity in the index profile along the path of the op-
tical mode, hence outward radiation of optical power (loss) and leakage to the other paths
(crosstalk) is inevitable. Low loss and low crosstalk crossings can be achieved by care-
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Chapter 3. Compact Modeling of Silicon Photonic Circuits
Ein1<latexit sha1_base64 ="v0d+k3uQtGp0wRips/OH+54qIQ0=">AAAB73 icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiCC4r 2Ae0Y8mkd9rQTGZMMkIZ+hNuXCji1t9x59+YtrP Q1gOBwzn3kntOkAiujet+O4WV1bX1jeJmaWt7Z 3evvH/Q1HGqGDZYLGLVDqhGwSU2DDcC24lCGgU CW8Hoeuq3nlBpHst7M07Qj+hA8pAzaqzUvul5Dx mXk1654lbdGcgy8XJSgRz1Xvmr249ZGqE0TFCt O56bGD+jynAmcFLqphoTykZ0gB1LJY1Q+9ns3g k5sUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n 9dJTXjp2zxJalCy+UdhKoiJyTQ86XOFzIixJZQ pbm8lbEgVZcZWVLIleIuRl0nzrOq5Ve/uvFK7y usowhEcwyl4cAE1uIU6NICBgGd4hTfn0Xlx3p2P +WjByXcO4Q+czx/LTY/M</latexit><latexit sha1_base64 ="v0d+k3uQtGp0wRips/OH+54qIQ0=">AAAB73 icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiCC4r 2Ae0Y8mkd9rQTGZMMkIZ+hNuXCji1t9x59+YtrP Q1gOBwzn3kntOkAiujet+O4WV1bX1jeJmaWt7Z 3evvH/Q1HGqGDZYLGLVDqhGwSU2DDcC24lCGgU CW8Hoeuq3nlBpHst7M07Qj+hA8pAzaqzUvul5Dx mXk1654lbdGcgy8XJSgRz1Xvmr249ZGqE0TFCt O56bGD+jynAmcFLqphoTykZ0gB1LJY1Q+9ns3g k5sUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n 9dJTXjp2zxJalCy+UdhKoiJyTQ86XOFzIixJZQ pbm8lbEgVZcZWVLIleIuRl0nzrOq5Ve/uvFK7y usowhEcwyl4cAE1uIU6NICBgGd4hTfn0Xlx3p2P +WjByXcO4Q+czx/LTY/M</latexit><latexit sha1_base64 ="v0d+k3uQtGp0wRips/OH+54qIQ0=">AAAB73 icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiCC4r 2Ae0Y8mkd9rQTGZMMkIZ+hNuXCji1t9x59+YtrP Q1gOBwzn3kntOkAiujet+O4WV1bX1jeJmaWt7Z 3evvH/Q1HGqGDZYLGLVDqhGwSU2DDcC24lCGgU CW8Hoeuq3nlBpHst7M07Qj+hA8pAzaqzUvul5Dx mXk1654lbdGcgy8XJSgRz1Xvmr249ZGqE0TFCt O56bGD+jynAmcFLqphoTykZ0gB1LJY1Q+9ns3g k5sUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n 9dJTXjp2zxJalCy+UdhKoiJyTQ86XOFzIixJZQ pbm8lbEgVZcZWVLIleIuRl0nzrOq5Ve/uvFK7y usowhEcwyl4cAE1uIU6NICBgGd4hTfn0Xlx3p2P +WjByXcO4Q+czx/LTY/M</latexit><latexit sha1_base64 ="v0d+k3uQtGp0wRips/OH+54qIQ0=">AAAB73 icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiCC4r 2Ae0Y8mkd9rQTGZMMkIZ+hNuXCji1t9x59+YtrP Q1gOBwzn3kntOkAiujet+O4WV1bX1jeJmaWt7Z 3evvH/Q1HGqGDZYLGLVDqhGwSU2DDcC24lCGgU CW8Hoeuq3nlBpHst7M07Qj+hA8pAzaqzUvul5Dx mXk1654lbdGcgy8XJSgRz1Xvmr249ZGqE0TFCt O56bGD+jynAmcFLqphoTykZ0gB1LJY1Q+9ns3g k5sUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n 9dJTXjp2zxJalCy+UdhKoiJyTQ86XOFzIixJZQ pbm8lbEgVZcZWVLIleIuRl0nzrOq5Ve/uvFK7y usowhEcwyl4cAE1uIU6NICBgGd4hTfn0Xlx3p2P +WjByXcO4Q+czx/LTY/M</latexit>
Eout1
<latexit sha1_base 64="J+tuadPuqkIvCMEKfKs9DBAERJA=">AA AB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoM egCB4jmIcka5idzCZD5rHMzAphyVd48aCIV z/Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hZX VvfKG6WtrZ3dvfK+wdNo1JNaIMornQ7woZy JmnDMstpO9EUi4jTVjS6nvqtJ6oNU/LejhMa CjyQLGYEWyc93PSCx0yldtIrV/yqPwNaJkFO KpCj3it/dfuKpIJKSzg2phP4iQ0zrC0jnE5 K3dTQBJMRHtCOoxILasJsdvAEnTilj2KlXUm LZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmD GZpJZKMl8UpxxZhabfoz7TlFg+dgQTzdytiA yxxsS6jEouhGDx5WXSPKsGfjW4O6/UrvI4in AEx3AKAVxADW6hDg0gIOAZXuHN096L9+59z FsLXj5zCH/gff4AtuuQVw==</latexit><latexit sha1_base 64="J+tuadPuqkIvCMEKfKs9DBAERJA=">AA AB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoM egCB4jmIcka5idzCZD5rHMzAphyVd48aCIV z/Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hZX VvfKG6WtrZ3dvfK+wdNo1JNaIMornQ7woZy JmnDMstpO9EUi4jTVjS6nvqtJ6oNU/LejhMa CjyQLGYEWyc93PSCx0yldtIrV/yqPwNaJkFO KpCj3it/dfuKpIJKSzg2phP4iQ0zrC0jnE5 K3dTQBJMRHtCOoxILasJsdvAEnTilj2KlXUm LZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmD GZpJZKMl8UpxxZhabfoz7TlFg+dgQTzdytiA yxxsS6jEouhGDx5WXSPKsGfjW4O6/UrvI4in AEx3AKAVxADW6hDg0gIOAZXuHN096L9+59z FsLXj5zCH/gff4AtuuQVw==</latexit><latexit sha1_base 64="J+tuadPuqkIvCMEKfKs9DBAERJA=">AA AB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoM egCB4jmIcka5idzCZD5rHMzAphyVd48aCIV z/Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hZX VvfKG6WtrZ3dvfK+wdNo1JNaIMornQ7woZy JmnDMstpO9EUi4jTVjS6nvqtJ6oNU/LejhMa CjyQLGYEWyc93PSCx0yldtIrV/yqPwNaJkFO KpCj3it/dfuKpIJKSzg2phP4iQ0zrC0jnE5 K3dTQBJMRHtCOoxILasJsdvAEnTilj2KlXUm LZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmD GZpJZKMl8UpxxZhabfoz7TlFg+dgQTzdytiA yxxsS6jEouhGDx5WXSPKsGfjW4O6/UrvI4in AEx3AKAVxADW6hDg0gIOAZXuHN096L9+59z FsLXj5zCH/gff4AtuuQVw==</latexit><latexit sha1_base 64="J+tuadPuqkIvCMEKfKs9DBAERJA=">AA AB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoM egCB4jmIcka5idzCZD5rHMzAphyVd48aCIV z/Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hZX VvfKG6WtrZ3dvfK+wdNo1JNaIMornQ7woZy JmnDMstpO9EUi4jTVjS6nvqtJ6oNU/LejhMa CjyQLGYEWyc93PSCx0yldtIrV/yqPwNaJkFO KpCj3it/dfuKpIJKSzg2phP4iQ0zrC0jnE5 K3dTQBJMRHtCOoxILasJsdvAEnTilj2KlXUm LZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmD GZpJZKMl8UpxxZhabfoz7TlFg+dgQTzdytiA yxxsS6jEouhGDx5WXSPKsGfjW4O6/UrvI4in AEx3AKAVxADW6hDg0gIOAZXuHN096L9+59z FsLXj5zCH/gff4AtuuQVw==</latexit>
Ein2
<latexit sha1_base64="RYSwKU8RrFLLIM aXp3vxCG30TIM=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclZki6LIogssK9gHtWDLpnTY 0kxmTjFCG/oQbF4q49Xfc+Tem7Sy09UDgcM695J4TJIJr47rfzsrq2vrGZmGruL2zu7dfOjh s6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0PfVbT6g0j+W9GSfoR3QgecgZNVZq3/SqDx mXk16p7FbcGcgy8XJShhz1Xumr249ZGqE0TFCtO56bGD+jynAmcFLsphoTykZ0gB1LJY1Q+ 9ns3gk5tUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n9dJTXjp2zxJalCy+UdhKoiJyTQ8 6XOFzIixJZQpbm8lbEgVZcZWVLQleIuRl0mzWvHcind3Xq5d5XUU4BhO4Aw8uIAa3EIdGsB AwDO8wpvz6Lw4787HfHTFyXeO4A+czx/M1o/N</latexit><latexit sha1_base64="RYSwKU8RrFLLIM aXp3vxCG30TIM=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclZki6LIogssK9gHtWDLpnTY 0kxmTjFCG/oQbF4q49Xfc+Tem7Sy09UDgcM695J4TJIJr47rfzsrq2vrGZmGruL2zu7dfOjh s6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0PfVbT6g0j+W9GSfoR3QgecgZNVZq3/SqDx mXk16p7FbcGcgy8XJShhz1Xumr249ZGqE0TFCtO56bGD+jynAmcFLsphoTykZ0gB1LJY1Q+ 9ns3gk5tUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n9dJTXjp2zxJalCy+UdhKoiJyTQ8 6XOFzIixJZQpbm8lbEgVZcZWVLQleIuRl0mzWvHcind3Xq5d5XUU4BhO4Aw8uIAa3EIdGsB AwDO8wpvz6Lw4787HfHTFyXeO4A+czx/M1o/N</latexit><latexit sha1_base64="RYSwKU8RrFLLIM aXp3vxCG30TIM=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclZki6LIogssK9gHtWDLpnTY 0kxmTjFCG/oQbF4q49Xfc+Tem7Sy09UDgcM695J4TJIJr47rfzsrq2vrGZmGruL2zu7dfOjh s6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0PfVbT6g0j+W9GSfoR3QgecgZNVZq3/SqDx mXk16p7FbcGcgy8XJShhz1Xumr249ZGqE0TFCtO56bGD+jynAmcFLsphoTykZ0gB1LJY1Q+ 9ns3gk5tUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n9dJTXjp2zxJalCy+UdhKoiJyTQ8 6XOFzIixJZQpbm8lbEgVZcZWVLQleIuRl0mzWvHcind3Xq5d5XUU4BhO4Aw8uIAa3EIdGsB AwDO8wpvz6Lw4787HfHTFyXeO4A+czx/M1o/N</latexit><latexit sha1_base64="RYSwKU8RrFLLIM aXp3vxCG30TIM=">AAAB73icbVDLSgMxFL3js9ZX1aWbYBFclZki6LIogssK9gHtWDLpnTY 0kxmTjFCG/oQbF4q49Xfc+Tem7Sy09UDgcM695J4TJIJr47rfzsrq2vrGZmGruL2zu7dfOjh s6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0PfVbT6g0j+W9GSfoR3QgecgZNVZq3/SqDx mXk16p7FbcGcgy8XJShhz1Xumr249ZGqE0TFCtO56bGD+jynAmcFLsphoTykZ0gB1LJY1Q+ 9ns3gk5tUqfhLGyTxoyU39vZDTSehwFdjKiZqgXvan4n9dJTXjp2zxJalCy+UdhKoiJyTQ8 6XOFzIixJZQpbm8lbEgVZcZWVLQleIuRl0mzWvHcind3Xq5d5XUU4BhO4Aw8uIAa3EIdGsB AwDO8wpvz6Lw4787HfHTFyXeO4A+czx/M1o/N</latexit>
Eout2
<latexit sha1_base64="LX5VMt5FzW87l8 cWpIOibfPY3po=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DEogscI5iHJGmYns8m QeSwzs0JY8hVePCji1c/x5t84SfagiQUNRVU33V1Rwpmxvv/trayurW9sFraK2zu7e/ulg8O mUakmtEEUV7odYUM5k7RhmeW0nWiKRcRpKxpdT/3WE9WGKXlvxwkNBR5IFjOCrZMebnrVx0 yldtIrlf2KPwNaJkFOypCj3it9dfuKpIJKSzg2phP4iQ0zrC0jnE6K3dTQBJMRHtCOoxILa sJsdvAEnTqlj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmDGZpJZKMl8UpxxZhabf oz7TlFg+dgQTzdytiAyxxsS6jIouhGDx5WXSrFYCvxLcnZdrV3kcBTiGEziDAC6gBrdQhwY QEPAMr/Dmae/Fe/c+5q0rXj5zBH/gff4AuHWQWA==</latexit><latexit sha1_base64="LX5VMt5FzW87l8 cWpIOibfPY3po=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DEogscI5iHJGmYns8m QeSwzs0JY8hVePCji1c/x5t84SfagiQUNRVU33V1Rwpmxvv/trayurW9sFraK2zu7e/ulg8O mUakmtEEUV7odYUM5k7RhmeW0nWiKRcRpKxpdT/3WE9WGKXlvxwkNBR5IFjOCrZMebnrVx0 yldtIrlf2KPwNaJkFOypCj3it9dfuKpIJKSzg2phP4iQ0zrC0jnE6K3dTQBJMRHtCOoxILa sJsdvAEnTqlj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmDGZpJZKMl8UpxxZhabf oz7TlFg+dgQTzdytiAyxxsS6jIouhGDx5WXSrFYCvxLcnZdrV3kcBTiGEziDAC6gBrdQhwY QEPAMr/Dmae/Fe/c+5q0rXj5zBH/gff4AuHWQWA==</latexit><latexit sha1_base64="LX5VMt5FzW87l8 cWpIOibfPY3po=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DEogscI5iHJGmYns8m QeSwzs0JY8hVePCji1c/x5t84SfagiQUNRVU33V1Rwpmxvv/trayurW9sFraK2zu7e/ulg8O mUakmtEEUV7odYUM5k7RhmeW0nWiKRcRpKxpdT/3WE9WGKXlvxwkNBR5IFjOCrZMebnrVx0 yldtIrlf2KPwNaJkFOypCj3it9dfuKpIJKSzg2phP4iQ0zrC0jnE6K3dTQBJMRHtCOoxILa sJsdvAEnTqlj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmDGZpJZKMl8UpxxZhabf oz7TlFg+dgQTzdytiAyxxsS6jIouhGDx5WXSrFYCvxLcnZdrV3kcBTiGEziDAC6gBrdQhwY QEPAMr/Dmae/Fe/c+5q0rXj5zBH/gff4AuHWQWA==</latexit><latexit sha1_base64="LX5VMt5FzW87l8 cWpIOibfPY3po=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DEogscI5iHJGmYns8m QeSwzs0JY8hVePCji1c/x5t84SfagiQUNRVU33V1Rwpmxvv/trayurW9sFraK2zu7e/ulg8O mUakmtEEUV7odYUM5k7RhmeW0nWiKRcRpKxpdT/3WE9WGKXlvxwkNBR5IFjOCrZMebnrVx0 yldtIrlf2KPwNaJkFOypCj3it9dfuKpIJKSzg2phP4iQ0zrC0jnE6K3dTQBJMRHtCOoxILa sJsdvAEnTqlj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14ntfFlmDGZpJZKMl8UpxxZhabf oz7TlFg+dgQTzdytiAyxxsS6jIouhGDx5WXSrFYCvxLcnZdrV3kcBTiGEziDAC6gBrdQhwY QEPAMr/Dmae/Fe/c+5q0rXj5zBH/gff4AuHWQWA==</latexit>
Ein3
<latexit sha1_base64="p2LVIHydaCZwJp6bUH3O0R5yZSY=">AAAB73icbVDLSgMxFL3js 9ZX1aWbYBFclRkVdFkUwWUF+4B2LJn0ThuayYxJRihDf8KNC0Xc+jvu/BvTdhbaeiBwOOdecs8JEsG1cd1vZ2l5ZXVtvbBR3Nza3tkt7e03dJwqhnUWi1i1AqpRcIl1w43AVqKQRoHAZjC8nvj NJ1Sax/LejBL0I9qXPOSMGiu1brpnDxmX426p7FbcKcgi8XJShhy1bumr04tZGqE0TFCt256bGD+jynAmcFzspBoTyoa0j21LJY1Q+9n03jE5tkqPhLGyTxoyVX9vZDTSehQFdjKiZqDnvYn4n 9dOTXjp2zxJalCy2UdhKoiJySQ86XGFzIiRJZQpbm8lbEAVZcZWVLQlePORF0njtOK5Fe/uvFy9yusowCEcwQl4cAFVuIUa1IGBgGd4hTfn0Xlx3p2P2eiSk+8cwB84nz/OX4/O</latexit><latexit sha1_base64="p2LVIHydaCZwJp6bUH3O0R5yZSY=">AAAB73icbVDLSgMxFL3js 9ZX1aWbYBFclRkVdFkUwWUF+4B2LJn0ThuayYxJRihDf8KNC0Xc+jvu/BvTdhbaeiBwOOdecs8JEsG1cd1vZ2l5ZXVtvbBR3Nza3tkt7e03dJwqhnUWi1i1AqpRcIl1w43AVqKQRoHAZjC8nvj NJ1Sax/LejBL0I9qXPOSMGiu1brpnDxmX426p7FbcKcgi8XJShhy1bumr04tZGqE0TFCt256bGD+jynAmcFzspBoTyoa0j21LJY1Q+9n03jE5tkqPhLGyTxoyVX9vZDTSehQFdjKiZqDnvYn4n 9dOTXjp2zxJalCy2UdhKoiJySQ86XGFzIiRJZQpbm8lbEAVZcZWVLQlePORF0njtOK5Fe/uvFy9yusowCEcwQl4cAFVuIUa1IGBgGd4hTfn0Xlx3p2P2eiSk+8cwB84nz/OX4/O</latexit><latexit sha1_base64="p2LVIHydaCZwJp6bUH3O0R5yZSY=">AAAB73icbVDLSgMxFL3js 9ZX1aWbYBFclRkVdFkUwWUF+4B2LJn0ThuayYxJRihDf8KNC0Xc+jvu/BvTdhbaeiBwOOdecs8JEsG1cd1vZ2l5ZXVtvbBR3Nza3tkt7e03dJwqhnUWi1i1AqpRcIl1w43AVqKQRoHAZjC8nvj NJ1Sax/LejBL0I9qXPOSMGiu1brpnDxmX426p7FbcKcgi8XJShhy1bumr04tZGqE0TFCt256bGD+jynAmcFzspBoTyoa0j21LJY1Q+9n03jE5tkqPhLGyTxoyVX9vZDTSehQFdjKiZqDnvYn4n 9dOTXjp2zxJalCy2UdhKoiJySQ86XGFzIiRJZQpbm8lbEAVZcZWVLQlePORF0njtOK5Fe/uvFy9yusowCEcwQl4cAFVuIUa1IGBgGd4hTfn0Xlx3p2P2eiSk+8cwB84nz/OX4/O</latexit><latexit sha1_base64="p2LVIHydaCZwJp6bUH3O0R5yZSY=">AAAB73icbVDLSgMxFL3js 9ZX1aWbYBFclRkVdFkUwWUF+4B2LJn0ThuayYxJRihDf8KNC0Xc+jvu/BvTdhbaeiBwOOdecs8JEsG1cd1vZ2l5ZXVtvbBR3Nza3tkt7e03dJwqhnUWi1i1AqpRcIl1w43AVqKQRoHAZjC8nvj NJ1Sax/LejBL0I9qXPOSMGiu1brpnDxmX426p7FbcKcgi8XJShhy1bumr04tZGqE0TFCt256bGD+jynAmcFzspBoTyoa0j21LJY1Q+9n03jE5tkqPhLGyTxoyVX9vZDTSehQFdjKiZqDnvYn4n 9dOTXjp2zxJalCy2UdhKoiJySQ86XGFzIiRJZQpbm8lbEAVZcZWVLQlePORF0njtOK5Fe/uvFy9yusowCEcwQl4cAFVuIUa1IGBgGd4hTfn0Xlx3p2P2eiSk+8cwB84nz/OX4/O</latexit>
Eout3
<latexit sha1_base64="VrXT25QaoV0HWyitoyW793bu+W0=">AAAB8HicbVDLSgNBEOz1 GeMr6tHLYBA8hV0V9BgUwWME85BkDbOT2WTIPJaZWSEs+QovHhTx6ud482+cJHvQxIKGoqqb7q4o4cxY3//2lpZXVtfWCxvFza3tnd3S3n7DqFQTWieKK92KsKGcSVq3zHLaSjTFIuK0GQ 2vJ37ziWrDlLy3o4SGAvclixnB1kkPN92zx0yldtwtlf2KPwVaJEFOypCj1i19dXqKpIJKSzg2ph34iQ0zrC0jnI6LndTQBJMh7tO2oxILasJsevAYHTulh2KlXUmLpurviQwLY0Yicp0C2 4GZ9ybif147tfFlmDGZpJZKMlsUpxxZhSbfox7TlFg+cgQTzdytiAywxsS6jIouhGD+5UXSOK0EfiW4Oy9Xr/I4CnAIR3ACAVxAFW6hBnUgIOAZXuHN096L9+59zFqXvHzmAP7A+/wBuf+ QWQ==</latexit><latexit sha1_base64="VrXT25QaoV0HWyitoyW793bu+W0=">AAAB8HicbVDLSgNBEOz1 GeMr6tHLYBA8hV0V9BgUwWME85BkDbOT2WTIPJaZWSEs+QovHhTx6ud482+cJHvQxIKGoqqb7q4o4cxY3//2lpZXVtfWCxvFza3tnd3S3n7DqFQTWieKK92KsKGcSVq3zHLaSjTFIuK0GQ 2vJ37ziWrDlLy3o4SGAvclixnB1kkPN92zx0yldtwtlf2KPwVaJEFOypCj1i19dXqKpIJKSzg2ph34iQ0zrC0jnI6LndTQBJMh7tO2oxILasJsevAYHTulh2KlXUmLpurviQwLY0Yicp0C2 4GZ9ybif147tfFlmDGZpJZKMlsUpxxZhSbfox7TlFg+cgQTzdytiAywxsS6jIouhGD+5UXSOK0EfiW4Oy9Xr/I4CnAIR3ACAVxAFW6hBnUgIOAZXuHN096L9+59zFqXvHzmAP7A+/wBuf+ QWQ==</latexit><latexit sha1_base64="VrXT25QaoV0HWyitoyW793bu+W0=">AAAB8HicbVDLSgNBEOz1 GeMr6tHLYBA8hV0V9BgUwWME85BkDbOT2WTIPJaZWSEs+QovHhTx6ud482+cJHvQxIKGoqqb7q4o4cxY3//2lpZXVtfWCxvFza3tnd3S3n7DqFQTWieKK92KsKGcSVq3zHLaSjTFIuK0GQ 2vJ37ziWrDlLy3o4SGAvclixnB1kkPN92zx0yldtwtlf2KPwVaJEFOypCj1i19dXqKpIJKSzg2ph34iQ0zrC0jnI6LndTQBJMh7tO2oxILasJsevAYHTulh2KlXUmLpurviQwLY0Yicp0C2 4GZ9ybif147tfFlmDGZpJZKMlsUpxxZhSbfox7TlFg+cgQTzdytiAywxsS6jIouhGD+5UXSOK0EfiW4Oy9Xr/I4CnAIR3ACAVxAFW6hBnUgIOAZXuHN096L9+59zFqXvHzmAP7A+/wBuf+ QWQ==</latexit><latexit sha1_base64="VrXT25QaoV0HWyitoyW793bu+W0=">AAAB8HicbVDLSgNBEOz1 GeMr6tHLYBA8hV0V9BgUwWME85BkDbOT2WTIPJaZWSEs+QovHhTx6ud482+cJHvQxIKGoqqb7q4o4cxY3//2lpZXVtfWCxvFza3tnd3S3n7DqFQTWieKK92KsKGcSVq3zHLaSjTFIuK0GQ 2vJ37ziWrDlLy3o4SGAvclixnB1kkPN92zx0yldtwtlf2KPwVaJEFOypCj1i19dXqKpIJKSzg2ph34iQ0zrC0jnI6LndTQBJMh7tO2oxILasJsevAYHTulh2KlXUmLpurviQwLY0Yicp0C2 4GZ9ybif147tfFlmDGZpJZKMlsUpxxZhSbfox7TlFg+cgQTzdytiAywxsS6jIouhGD+5UXSOK0EfiW4Oy9Xr/I4CnAIR3ACAVxAFW6hBnUgIOAZXuHN096L9+59zFqXvHzmAP7A+/wBuf+ QWQ==</latexit>
Ein4
<latexit sha1_base64="jtBhuAqolHE7bf hOaCRsd9tRSOs=">AAAB73icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiCC4r2Ae0Y8mkd9r QTGZMMkIZ+hNuXCji1t9x59+YtrPQ1gOBwzn3kntOkAiujet+O4WV1bX1jeJmaWt7Z3evvH/ Q1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoeuq3nlBpHst7M07Qj+hA8pAzaqzUvumdP2 RcTnrlilt1ZyDLxMtJBXLUe+Wvbj9maYTSMEG17nhuYvyMKsOZwEmpm2pMKBvRAXYslTRC7 WezeyfkxCp9EsbKPmnITP29kdFI63EU2MmImqFe9Kbif14nNeGlb/MkqUHJ5h+FqSAmJtPw pM8VMiPGllCmuL2VsCFVlBlbUcmW4C1GXibNs6rnVr2780rtKq+jCEdwDKfgwQXU4Bbq0AA GAp7hFd6cR+fFeXc+5qMFJ985hD9wPn8Az+iPzw==</latexit><latexit sha1_base64="jtBhuAqolHE7bf hOaCRsd9tRSOs=">AAAB73icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiCC4r2Ae0Y8mkd9r QTGZMMkIZ+hNuXCji1t9x59+YtrPQ1gOBwzn3kntOkAiujet+O4WV1bX1jeJmaWt7Z3evvH/ Q1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoeuq3nlBpHst7M07Qj+hA8pAzaqzUvumdP2 RcTnrlilt1ZyDLxMtJBXLUe+Wvbj9maYTSMEG17nhuYvyMKsOZwEmpm2pMKBvRAXYslTRC7 WezeyfkxCp9EsbKPmnITP29kdFI63EU2MmImqFe9Kbif14nNeGlb/MkqUHJ5h+FqSAmJtPw pM8VMiPGllCmuL2VsCFVlBlbUcmW4C1GXibNs6rnVr2780rtKq+jCEdwDKfgwQXU4Bbq0AA GAp7hFd6cR+fFeXc+5qMFJ985hD9wPn8Az+iPzw==</latexit><latexit sha1_base64="jtBhuAqolHE7bf hOaCRsd9tRSOs=">AAAB73icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiCC4r2Ae0Y8mkd9r QTGZMMkIZ+hNuXCji1t9x59+YtrPQ1gOBwzn3kntOkAiujet+O4WV1bX1jeJmaWt7Z3evvH/ Q1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoeuq3nlBpHst7M07Qj+hA8pAzaqzUvumdP2 RcTnrlilt1ZyDLxMtJBXLUe+Wvbj9maYTSMEG17nhuYvyMKsOZwEmpm2pMKBvRAXYslTRC7 WezeyfkxCp9EsbKPmnITP29kdFI63EU2MmImqFe9Kbif14nNeGlb/MkqUHJ5h+FqSAmJtPw pM8VMiPGllCmuL2VsCFVlBlbUcmW4C1GXibNs6rnVr2780rtKq+jCEdwDKfgwQXU4Bbq0AA GAp7hFd6cR+fFeXc+5qMFJ985hD9wPn8Az+iPzw==</latexit><latexit sha1_base64="jtBhuAqolHE7bf hOaCRsd9tRSOs=">AAAB73icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuiCC4r2Ae0Y8mkd9r QTGZMMkIZ+hNuXCji1t9x59+YtrPQ1gOBwzn3kntOkAiujet+O4WV1bX1jeJmaWt7Z3evvH/ Q1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoeuq3nlBpHst7M07Qj+hA8pAzaqzUvumdP2 RcTnrlilt1ZyDLxMtJBXLUe+Wvbj9maYTSMEG17nhuYvyMKsOZwEmpm2pMKBvRAXYslTRC7 WezeyfkxCp9EsbKPmnITP29kdFI63EU2MmImqFe9Kbif14nNeGlb/MkqUHJ5h+FqSAmJtPw pM8VMiPGllCmuL2VsCFVlBlbUcmW4C1GXibNs6rnVr2780rtKq+jCEdwDKfgwQXU4Bbq0AA GAp7hFd6cR+fFeXc+5qMFJ985hD9wPn8Az+iPzw==</latexit>
Eout4









Figure 3.10: Schematic of a waveguide crossing. It is seen that the electric fields of
crosstalk leakage have opposite direction for the TE0 mode of the waveguides.
fully engineering the shape of the crossing region such that the optical mode experiences
a smooth transition (Fig. 3.10). This is usually accomplished by tapering the waveguides
near the crossing region [32, 110, 37, 111]. Ma et al. [111] have shown an optimization
approach leading to 0.03 dB of optical loss and -37 dB of crosstalk. The scattering matrix
of the crossing is then given by
SX =
266666664
r jx t  jx
jx r  jx t
t  jx r jx
 jx t jx r
377777775
(3.50)
for the quasi-TE mode of the waveguides. The reason that the crosstalk terms in each row
have opposite signs is shown in Fig. 3.10. In this matrix, t2 and x2 represent the fraction
of optical power going through (e.g. from port 1 to port 3 or from port 2 to port 4 in
Fig. 3.10), and optical crosstalk (e.g. from port 1 to port 2 or from port 1 to port 4 in Fig.
3.10). If we assume that the radiation loss is negligible and consider a lossless crossing,
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the relation between the parameters are given by
r = 1  t
x =
p
t(1  t) : (3.51)
This equation shows that in a lossless crossing, the reflection at each port cannot be zero.
In practice, however, a smooth expansion of the optical mode at each port allows for
almost no reflection. In order to resolve this issue, we can introduce a virtual port as a
fifth port in the compact model of the crossing. For simplicity, here we assume that the
reflection at each port is negligible, r  0, hence t2 + 2x2 < 1 due to the radiation loss.
For a given through loss, the worst-case of crosstalk is found from x2max = 0:5(1  t2). For
example, in a crossing with 0.03 dB of through loss, the worst-case of crosstalk is about
-24.6 dB.
Y-Junction
Similar to the waveguide crossings, a Y-junction exhibits radiation loss due to the sharp
discontinuity in the index profile [12, 200]. Zhang et al. have developed an optimization
method based on particle swarm optimization for silicon-based Y-junctions that mini-
mizes the radiation loss [212]. The radiation loss can be accounted for in the compact
model of the junction using a virtual port as shown in Fig. 3.11 [153]. If we assume that
there is no reflection in port 1 and the there is no radiation loss when port 1 is excited,
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Figure 3.11: Schematic of a Y-junction structurewith a virtual port to account for radiation
loss.
which means there the power splitting ratio cannot be exactly the same from port 1 to
port 2 and port 3. The imbalance in the power splitting ratio is given by the parameter :
power splitting ratio = 1  
1 + 
: (3.53)
For an ideal Y-junction the power splitting ratio is equal to 1, hence  = 0.
3.2 Photonic circuit solver
A photonic circuit solver is required to find the transfer function of light in complex
circuits. The circuit solver takes the scattering matrices of all the elements in the circuit as
well as the connection of ports (i.e. which port is connected to which port) and finds the
sought after transfer function. In this thesis, two general circuit solvers are considered:
Iteration method
For any photonic circuit made of linear photonic elements, it is possible to find the overall
transfer function from one input port to one output port through iteration. This is due to
the principle of superposition in linear circuits. To implement this method, a given port
is excited in the first step of iteration cycle and then is set to zero in the next steps (this
is very important). This allows the light to propagate through the structure. The total
wave at each port in each iteration step is the sum of all the previous waves at that port.
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Figure 3.12: Illustration of finding the transfer function using the iteration method. (a)-(e)
show step 1 through step 5 of the iterations with a complete convergence of the result.
Typically, the convergence is achieved within a few iteration cycles if a uni-directional
propagation of light is considered.
To illustrate this approach, consider the photonic circuit shown in Fig. 3.12a made
of two identical Y-junctions and two straight waveguides with different lengths. In the
beginning, all the input and output waves in all the ports are initialized to zero. The goal
is to find the transfer function from the left input to the right output port. In the first step,
an excitation equal to 1 is put in port 1 of the left Y-junction (Fig. 3.12a). In the step 2,
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Figure 3.13: Calculated transfer functions for the propagation of light from left input to
the right output based on the iteration method.
the excitation is propagated through the first Y-junction and the port 2 and port 3 of the
Y-junction are updated to new values. The excitation is set to zero at the end of this step
(Fig. 3.12b). In the step 3, the output ports of the two straight waveguides are updated
to the new values and the zero input has now propagated to the port 2 and port 3 of the
Y-junction (Fig. 3.12c). In the step 4, the output of the second Y-junction is updated with
the new value and other ports are updated with zero (Fig. 3.12d). This value is saved and
will be added to the values from next steps. In the step 5, the output is updated with a
zero value (Fig. 3.12d). This means that the value of the output is not changing and the
propagation is complete and a full convergence of the solution is reached.
The value of the wave at each port is basically the sum of the values of all the steps.
In other words, the superposition of Fig. 3.12a-e will result in Fig. 3.13 which gives the
transfer function fro the left input to any of the ports in the circuit. In this example, the






exp( j1) + 1  
2
exp( j2) (3.54)










where  = 2   1. This is the general equation of a Mach-Zehnder interferometer
under imbalanced power splitting [203].
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Signal flow graph method
Signal flow graph is a mathematical method for calculating the transfer function from
one node to another in a directional graph. In this approach, each photonic element
is translated into a directional graph based on its scattering matrix. Then, the transfer


















LiLjLkLr      (3.57)
and
•  = the determinant of the graph
• I = input-node variable
• O = output-node variable
• T = complete gain between I and O
• N = total number of forward paths between I and O
• Gk = path gain of the kth forward path between I and O
• Li = loop gain of each closed loop in the system
• LiLj = product of the loop gains of any two non-touching loops (no common nodes)
• LiLjLk = product of the loop gains of any three pairwise non-touching loops. Same
definition applies for higher order terms as well.
• k = the cofactor value of  for the kth forward path, with the loops touching the
kth forward path removed.
Basically, in this method first we find all the loops and their associated gain in the graph
to calculate the determinant of the graph. Then we find all the forward paths and their
gain and their associated cofactors k and finally we find the transfer function.
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Figure 3.14: Decomposition of the add-drop ring structure into an interconnection of
elementary building blocks and formation of its equivalent signal flow graph (SFG). The
calculated spectrumof a 5mringwith 10 dB/cmpropagation lossmade of 400nm220nm
strip waveguides.
To illustrate the implemented SFG solver, we examine the transfer function of an add-
drop structure as shown in Fig. 3.14. The add-drop filter can be constructed as a photonic
circuit using the elementary building blocks (couplers and curved waveguides). The goal
is to find the transfer function from port 1 to port 4, therefore a signal flow graph is
constructed as shown in Fig. 3.14. There SFG solver first finds all the loops in the graph
which is only one loop in this case constructed fromnodes “DC1.N3”, “DC2.N2”, “DC2.N1”,
“DC1.N4” whose gain is
L1 = tin tout
p
L exp( j) (3.58)
where L is the round trip power attenuation of the ring. Therefore, the determinant of
the graph is calculated as  = 1   L1. Then the SFG solver finds all the forward paths
from port 1 to port 4 which is only one path in this case: “DC1.N1”, “DC1.N3”, “DC2.N2”,
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“DC2.N4” whose path gain is
G1 = ( jin)(L0:25 exp( j/2))( jout) (3.59)
and since this path is touching the only loop in the graph, its cofactor is calculated by
removing all the terms that includeL1 from the determinant of the graph. Hence,1 = 1.









which is exactly the transfer function of the drop path of an add-drop ring. Using the
developed mode solver, the power transfer function (in dB units) is calculated and plotted
in Fig. 3.14 for a 5m ring with 10 dB/cm of propagation loss made of 400nm220nm
strip waveguides.
Note that in general the signal flow graph approach can provide good computation
efficiency (the closest efficiency compared to having a closed-form equation) because it
only needs to solve the graph once (to find the paths and determinant of the graph). Then
for each wavelength, the main computation is performing multiplications and divisions
in Eq. (3.60). Unfortunately, this is not the case for the iteration method in which the
complete iteration procedure must be performed for each wavelength.
Modeling of backscattering in ring resonators
As an application of the SFG method, we examine the contradirectional coupling of two
optical modes inside a ring resonator. This can occur due to the backscattering inside the
resonator as shown in Fig. 3.15. Based on the analysis presented by Little et al. [104],
we assume that the randomness of the scattering from the sidewalls of the ring resonator
has no spatial preference. Therefore, the cumulative impact of the back-reflections inside
the ring can be lumped at one location along the ring. We then built a signal flow graph
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Figure 3.15: Signal flow graphmodel of contradirectional coupling inside a ring resonator.
that mutually couples the original counter clockwise (CCW) wave inside the ring to the
back scattered clockwise (CW) wave. The signal flow graph essentially has two counter
directional SFGs that are coupled to each other through the reflectance coefficients ‚jr1
and ‚jr2. If the scattering loss is given as s (considered in units of 1/m) and assumed
to be the same for coupling in both directions (CW and CCW) inside the ring, then the
following relations should hold:
jr1j = jr2j = r
jt1j = jt2j = t
t2 + r2 = exp( 2Rs) = Ls  1 : (3.61)
If we assume that the shift of the original resonance of the ring (in the absence of backscat-
tering) is negligible, we can consider t1 and t2 to be real numbers. The splitting of reso-
nance happens due to the fact that r 6= 0 and whether the right peak or the left peak is
the stronger is determined by the cumulative phase shift, s, due to the reflectance (i.e.
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There are two forward paths in the graph from input I1 to the drop O4. By defining
p0 = ( jin)( jout)L0:25i exp( j/2) (3.62)
the two forward paths gain are given by
p1 = t1 p0
p2 = ( jr1)( jr2) p0G =  r1r2Gp0 (3.63)
where G is the loop gain of the ring: G = tintout
p
Li exp( j).
• Loops and graph determinant
There are three loops in the signal flow graph. Ring loop for the CCW wave (left part of
SFG):
L1 = t1G (3.64)
and the ring loop for the CW wave (right part of SFG):
L2 = t2G (3.65)
and the loop between the left and right parts of SFG:
L3 = ( jr1)( jr2)GG =  r1r2G2: (3.66)
Graph determinant is given by
 = 1  (L1 + L2 + L3) + L1L2 = 1  (t1 + t2)G+ (r1r2 + t1t2)G2 (3.67)
since only L1 and L2 loops are not touching each other.
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Figure 3.16: Example of calculating the drop spectrum of a ring resonator with backscat-
tering for r = 0:01 and various accumulated scattering phase.
• Cofactors of the forward paths
The cofactors of the two forward paths are given by
1 = 1  L2 = 1  t2G
2 = 1 (3.68)
• Transfer function








t1   (r1r2 + t1t2)G
1  (t1 + t2)G+ (r1r2 + t1t2)G2

(3.69)
It can be seen that if there is no backscattering in the ring, then t1 = t2 = 1 and r1 =
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which is exactly the result of Eq. (3.60). Examples of this transfer function are plotted
in Fig. 3.16 for the backscattering strength of 0.01 (i.e. r1 = r2 = 0:01) and various
accumulated scattering phase. The sign of the scattering phase determines which pick is
higher and s = 0 corresponds to the case of the symmetric splitting.
3.3 Temporal Coupled Mode Theory (tCMT)
The equations for the coupling of microring resonators can be simplified for cases that the
coupling of the rings to the waveguides is weak, i.e. 2  1, and the intrinsic loss of the
ring is also very low, i.e. L = exp( 2R)  1. With these assumptions the following
first order approximations hold:
t = 1  t =
p
1  2  1  1
2
2 ) t  1
2
2
L = 1  L  1  2R) L  2R (3.71)
All-pass configuration
For an all-pass configuration, the transfer function from the input port to the output port




where  is the round-trip phase of the ring, which can be expanded to the first order at












Here, ! = !   !0 is the frequency deviation from the resonance, and vg is the group
velocity of the optical mode inside the waveguide. Clearly, the coefficient of ! is the
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group delay of one round-trip of the optical mode which is equal to the inverse of the free


















which can be simplified using the first order approximations of t and L:
t pLp
L












 (1  (1  t)(1  L
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+ t : (3.76)
Finally, the transfer function is given by













































The photon lifetime of the cavity, p is defined as the time constant with which the optical
power is decaying inside the cavity. Since 1/ = 1/i + 1/c describes the decay time
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Similar approximations can be made for the transfer function of the add-drop configura-







jg ! + t1 + t2 + L/2
(3.82)















































These equations can also be derived independently from the conservation of energy in
the ring-waveguide system.
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3.4 Summary of the Chapter
In this chapter, compact models of elementary building blocks of silicon photonic circuits
were presented based on the scattering matrix. We presented a variational optimization
approach for bent waveguides and proved that optimal bends can provide lower than their
circular counterparts. It was also shown that a lower bound exists for the ratio of the op-
timal bend loss (in dB) to that of a circular bend and the exact value of this lower bound
was calculated to be 0.865256. Finally, two methods for analyzing complex photonic cir-
cuits. The first method was based on iteration due to the superposition principle in linear
systems. This method was shown to be very efficient when a uni-directional propagation
of light is considered. The second method was based on the theory of directional graphs
which proved to give the closed-form solution with minimal computational burden. As an
example, the signal flow graph method was used to model the contradirectinal coupling
of light inside a ring resonator.
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Optimal Routing Tables for Silicon Photonic Switch Fabrics
Abstract– In this chapter, the analysis of scalability of silicon photonic switch fabrics based
on 22 Mach-Zehnder switch (MZS) elements is presented. In particular, Benes topology is
studied. It is shown that such switch topologies usually offer multiple switch configurations
for a particular input-output port mapping. The idea is to choose the best possible switch con-
figuration for each routing mapping based on the physical layer performance (loss, crosstalk)
of photonic elements.
Demand for high communication bandwidth at low cost, e.g. in ultra-large scale com-
puting systems [160], has led to the deployment of photonic links side-by-side of elec-
tronics. On one hand, the distance-independence and wavelength-division-multiplexing
features of photonics together deliver high bandwidth for transmission; on the other hand,
electronic, potentially high-radix packet switches provide for switching needs. The two
realms of photonics and electronics are bridged via electrical-to-optical (E/O) and O/E di-
rect conversions, necessary at every hop. Such conversions can be avoided if electronic
switches are replaced by reconfigurable electro-optical switches. One option to realize
such optical switches, of arbitrary radix, is to cascade and interconnect (potentially nu-
merous) elementary 22 switches [59, 108, 149]. Silicon photonics is an excellent platform
for fabrication of such architectures due to its compatibility with CMOS technology and
capability to scale to large component counts. 22 switch elements (SE) based on Mach-
Zehnder interferometers (MZI) [59, 60] or microring resonators (MRR) [129, 27, 41] have
been proposed and extensively studied in this platform. Mach-Zehnder switches (MZS),
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although requiring a large footprint to reduce the required switching voltage, have the
significant advantage of permitting broadband operation, contrary to MRR.
The cascading of elementary switches makes large scale designs extremely sensitive to
characteristics of single 22 elements. In this chapter, we take advantage of our physical
layer modeling approach to analyze the performance of an electro-optic 22 MZS. Based
on this initial result, we characterize the optical losses and crosstalk performances (worst-
case) of 44 and 88 Benes switching topologies. We show that waveguide crossings play
an important role in the propagation of crosstalk through the switch fabric, especially for
the largest port counts. The worst-case power penalty of each topology is summarized
into a graph representation of the switch as the result of this study [19].
Furthermore, we use our modeling platform to automatically generate generic path-
mapping schemes for silicon integrated switch fabrics [42]. The bounds of path-mapping
variations are for the first time defined for Benes topology and the particular routing with
equalized path-dependent power penalties is selected for each permutation. Quantitative
analysis on an 88 electro-optic Benes switch is presented by a representative case of
equal permutation. Results indicate that this advanced path-mapping approach improves
the worst-path power penalty by 6 dB and achieves a root mean square error (RMSE) of
less than 0.3 dB for all 8 paths routing through the switch [40].
4.1 Characteristics of Benes Topology
The N  N (N = 2m and m  1) Benes topology corresponds to the Clos architecture
with two banks of 22 elements forming the input and output stages, while the inner
layer is implemented using two smaller Clos networks recursively, as shown by Fig. 4.1.
An N  N Benes switch requires N/2 (= 2m 1) rows of 22 elements and 2log2N   1
stages (= 2m 1), summing up to a total ofN log
2
N N/2 number (= 2m 1(2m 1)) of
22 elements. Therefore the total number of ways that a Benes switch can be configured
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Figure 4.1: Schematic of anN N Benes topology. This shows how theN N switch is
recursively constructed using two N/2N/2 switches.
is 2(N log2N N/2) since each 22 element can be configured in either “Bar” or “Cross” state.
For example, an 8x8 switch requires 20 switch elements which leads to 220 (=1048576)
ways that the switch can be configured. On the other hand, an N N switch fabric can
map the N input ports to the N output ports in only N ! (=N(N   1)(N   2)    1) ways
which is typically much lower than the number of switch configurations. This means that
multiple switch configurations can provide the same mapping of input ports to the output
ports.
For any given input-to-output mapping permutation, the upper bound of path-
mapping variations is reached when the outputs of each layer share the same 22 switch-
ing element as their corresponding inputs. This is because the state of 22 switching
elements in the outer left column (input stage in Fig. 4.1), with a total number of N/2
(=2m 1) switching elements, can all be set independently while the configuration of the
output stage is predetermined by the chosen mapping and the configuration of the pre-
vious stages of the switch. Considering the recursive construction of the Benes topology
and assuming the number of configurations forN N Benes is Cm, a recursive equation
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thus exists as
Cm (upper) = 22m 1  C2m 1 (4.1)
for the upper bound of the configuration repetitions of a given input-output permutation.
In order to solve this recursive equation, we define Cm = 2am and take the log2() of both
sides of the equation:
am(upper) = 2 am 1 + 2m 1 (4.2)
with the initial conditions a1 = 0 and a2 = 2. The initial condition a1 = 0 is due to the fact
that a 22 Benes switch is basically a simple switch element which only has one configu-
ration for a given input-output mapping (either in Bar or Cross state). Therefore, C1 = 1
and log2C1 = 0. With the same reasoning, it is easy to see that the maximum number
of switch configurations for a given mapping in a 44 Benes is 4, hence C2(upper) = 4
and a2(upper) = 2. The solution of Eq. (4.2) for am has the format am = Am 2m where
A1 = 0 and A2 = 1, hence:














am(upper) = (m  1) 2m 1 ; Cm(upper) = 2(m 1)2m 1 (4.4)
This means that in a 44 Benes switch (m = 2), an input-output port mapping can cor-
respond to a maximum number of 4 different switch configurations, and in an 88 Benes
switch (m = 3), this number is increased to 256 different configurations.
It is also possible to find a lower bound on the number of switch configurations for
a given input-output mapping. Referring back to Fig. 4.1, we see that there are cases in
which the input stage and the output stage must have a particular configuration or its
complement (i.e. all the Bar switches go to Cross and all the Cross switches go to Bar).
This happens if all the input pairs from different switch elements in the input stage are
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Figure 4.2: Two possible configuration of the input stage and output stage of an 88 Benes
topology for the input-output mapping (1, 2, 3, 4, 5, 6, 7, 8)!(1, 3, 2, 5, 7, 6, 4, 8).
routed to the same switch element in the output stage. For example, consider the input-
output mapping (1, 2, 3, 4, 5, 6, 7, 8)!(1, 3, 2, 5, 7, 6, 4, 8) as shown in Fig. 4.2. Since the
inputs of each switch element in the input stage are routed to different switch elements in
the output stage, there are two possible configurations (given in Fig. 4.2a and 4.2b) for the
input and output stages. Therefore, the recursive equation for the minimal configuration
states is given by
Cm(lower) = 2 C2m 1 (4.5)
with the initial conditions C1 = 1 and C2 = 2. The change of variable Cm = 2am in this
case leads to
am(lower) = 2 am 1 + 1 : (4.6)
The general format of the solution to this recursive equation is am = A 2m+B. It is easy
to see that B =  1 to satisfy the equation and A = 1/2 to satisfy the initial condition
a1 = 0. Therefore
am(lower) = 2m 1   1 ; Cm(lower) = 2(2m 1 1) (4.7)
This means that in a 44 Benes switch (m = 2), an input-output port mapping can cor-
respond to a minimum number of 2 different switch configurations, and in an 88 Benes
switch (m = 3), this number is increased to 8 different configurations.
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Figure 4.3: A photonic circuit representing the 22 Mach-Zehnder switch element.
4.2 Modeling of 22 MZS Elements
The structure of a 22 Mach-Zehnder switch element is shown in Fig. 4.3. We assume
that the input and output power splitters are made of directional couplers and the length
of the two arms is the same. For simplicity, we assume that only one arm is equipped
with a high-speed carrier-based electro-optic (EO) phase shifter and the switch element
is used in the single-arm drive mode. We also assume that the device is made of 450220
nm strip waveguides and the phase shifter is made of 450220nm ridge waveguide with
a 50 nm slab. It is further assumed that the propagation loss of the waveguides is about 2
dB/cm and the directional couplers are ideal 3dB splitters at  = 1550 nm with 0.1 dB of
additional loss.
Transfer function
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where 1 and 2 are the phase shifts of each arm and L1 and L2 are the power attenuation















































where 1 = 1/t1 and 2 = 2/t2 denote the imbalance in the power dividers (couplers),
L = L2/L1 is the imbalance in the loss of the two arms, and  = 2   1 is the im-
balance in the propagation phase of the two arms. Note that in writing these equations,
“wg1” is taken as the reference path, hence the terms outside the parenthesis are the for-
ward propagation through “wg1” from the input port to the output port. Assuming that
the two power splitters (DC1 and DC2) in Fig. 4.3 are identical, we have t1 = t2 = t and
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Finally, we also assume that the power splitters have a perfect 50/50 splitting ratio, hence











































With these assumptions, it can be seen that T11 =  T22 (thru) and T12 = T21 (cross). The
thru and cross power transfer functions are given by





















Clearly, the thru transmission has a minimum and the cross transmission has a maximum
at  = 0 (“Cross” state of the switch). Similarly, the thru transmission has a maximum
and the cross transmission has a minimum at  =  (“Bar” state of the switch). There-
fore, the optimum switching performance is achieved when the phase shifter in wg2 adds
an extra  phase shift.
Electro-Optic phase shifter
A symmetrical carrier-injection PIN diode is considered in the lower arm of the 22 MZS
element. Based on the applied voltage and change of carrier density (N = P in units
of cm 3), the index of refraction and loss (in units of cm 1) of the silicon core change
through the empirical equations of plasma dispersion effect [174, 155] in silicon at 1550
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8:8 10 22N + 8:5 10 18(P )0:8
si = 8:5 10 18N + 6 10 18P (4.14)
where N = P is assumed. The effective index of the optical mode and the effective
loss factor of the optical mode are then calculated based on the sensitivity factor of the
















si  1:1si (4.15)
where we assumed the approximate value of @nneff/@nsi  1:1 for a 450220 nm strip or













where l is the length of the arm. Since the phase shifter is driven to provide 0 or  phase
shift, the transfer functions of the switch are given by
• CROSS state:  = 0 and L = 1. Therefore the insertion loss and crosstalk
values are given by
XTalk: jT11j2 = 0
IL: jT21j2 = 4L14 (4.18)
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which shows there is no crosstalk leakage.
• BAR state:  =  and L = exp( effl). Therefore the insertion loss and
crosstalk values are given by












which shows that there is some crosstalk leakage.
The switching extinction defined as the ratio between jT11j2 and jT21j2 in this case only
depends onpL. For any given length of theMach-Zehnder’s arms, the loss and crosstalk
levels (in dB) of the Bar state are determined by the si that corresponds to a  phase
shift. We set the length of the arms to 300 m to keep it short enough and then build
the photonic circuit model of the MZS as shown in Fig. 4.3. The transfer functions are
found using the iteration-based circuit solver which only requires 4 iteration steps for
complete convergence (because of unidirectional propagation of light). The length and
gap of the 3dB power splitters are set to 12.3 m and 200 nm and an additional loss of 0.1
dB is associated with each splitter, resulting in 2  0:4891 and t2  0:48776. Figure 4.4
plots the thru and cross transmission of the designed MZS element as a function of the
excess loss of the phase shifter. The switch is in the cross state for  = 0 and is in the
bar state for  = 10:81 cm 1.
The main point is the significant difference in the insertion loss and crosstalk level
of the switch in Bar and Cross state, which can greatly impact the performance of the
switch. Since, the MZS shows better performance in the cross state, it is better to have
more 22 MZS elements in the cross state when configuring a large scale switch fabric.
This is the idea behind optimal routing tables for silicon photonic switch fabrics.
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Figure 4.4: Characterization of loss and crosstalk for Bar and Cross states of 2x2 MZS
element. The length of each arm of Mach-Zehnder is set to 300 m.
Wavelength dependence
Since the performance of 3dB power splitters based on directional couplers depends on the
wavelength of operation, the imbalance of splitting happens when wavelength is changed
from 1550 nm. As shown in Fig. 4.5a, a directional coupler based on 450220 nm strip
waveguides has a 50/50 splitting at 1550 nm for l = 12:3mwhen the coupling gap is set to
200 nm. However, Fig. 4.5b shows that the splitting of power strongly diverges from 50/50
as the wavelength is changed. Therefore, it is very important to see how the insertion loss
and the crosstalk of the 22 MZS element change as a function of wavelength. To do so,
the wavelength is swept and the photonic circuit solver is run for each wavelength. The
result of the calculations for the cross state are shown in Fig. 4.5c and for the bar state
are shown in Fig. 4.5d.
The interesting observation is that the performance of the switch in the Bar state is
almost independent of the wavelength and the insertion loss in the cross state is also
nearly independent of the wavelength. However, XTalk leakage in the cross state heavily
depends on the wavelength. Typically, -20 dB is defined as the reference for the XTalk.
Therefore, the MZS element presented here has a -20 dB crosstalk bandwidth of about
29.63 nm.
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Figure 4.5: Wavelength dependence of the MZS element. (a) Power splitting ratio of the
3dB coupler as a function of coupler length at  = 1550 nm. (b) Dependence of the power
splitting coefficients of the 3dB coupler on wavelength. (c) Dependence of the IL and
XTalk of the switch on wavelength in the cross state. (d) Dependence of the IL and XTalk
of the switch on wavelength in the bar state.
4.3 44 Benes Switch Fabric
A 44 Benes topology is constructed using six 22 MZS elements as shown in Fig. 4.6.
There are three stages each consisting of two MZS elements. A passive waveguide shuffle
is between successive stages. We assume that the switch stages are about 100 m apart.
For each waveguide crossing, we assume a thru loss of 0:03 dB and a crosstalk of 37 dB
[111].
In order to analyze the port-to-port performance of this switch fabric, we first con-
struct the photonic circuit of each passive shuffle and then connect then to the photonic
circuits of all the 22 MZS elements. Finally, since the unidirectional propagation of light
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Figure 4.6: Structure of a 44 Benes switch.
is considered, the iteration-based photonic circuit solver is used.
Worst-case Performance Graph
We perform an exhaustive enumeration of all the 64 different switch configurations and
find the input-output value of the transmission. 0 dBm of optical power is put in each
input port and all the 64 configurations are swept and for each case we find all the output
powers. Then we sort the values of optical power at each output port and plot them with
their corresponding switch configurations. For example, Fig. 4.7 shows the sorted output
powers at output ports 1 and 2 when input port 1 is excited with 0 dBm (note that the x-
axis is not the same in the two plots). The high values of these plots are IL, corresponding
to the switch configurations that allow the input port 1 go to that output port. A big jump
is observed indicating the amount of optical crosstalk at each output port. Note that our
presentation of switch configuration on the x-axis of these two plots is in the format of
X1X2jX3X4jX5X6 which represents the state of the switches in each stage or column
(i.e. X1 corresponds to SW1,X2 corresponds to SW4,X3 corresponds to SW2, and so on).
The edge of the first big jump in each plot of Fig. 4.7 indicates the switch configura-
tions that lead to the worst-case of insertion loss and crosstalk. By exciting all the four
input ports (one at a time) and identifying the worst cases, the 44 Benes switch can be
represented by a worst-case performance graph as shown in Fig. 4.8a. Such worst-case
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Figure 4.7: Example of exhaustive enumeration of all the 64 switch configurations for 44
Benes topology when input port 1 is excited with 0 dBm of optical power.
representation is particularly useful when trying to design an optical link with a photonic
switch in it. For example, by inspecting the worst-case graph we can conclude that the
maximum loss for routing input port 1 to the output port 1 is about 3.06 dB and the max-
imum possible crosstalk leakage is the sum of the leakages from input ports 2, 3 and 4.
Therefore, the worst crosstalk at output port 1 is about -18.4 dB. Since the performance
of each 22 MZS depends on the wavelength, the worst-case graph changes with the
wavelength as well. As an example, Fig. 4.8b shows the spectra of input 1 to output 1
transmission for all the 64 possible switch configurations. It is seen that crosstalk leakage
can significantly increase for wavelengths away from 1550 nm.
If switch topologies other than Benes are considered, the main change occurs in the
structure of the passive shuffle stages, and the parameters of the 22 MZS elements and
the waveguide crossings generally remain unchanged. This means that the light propa-
gation inside the switch fabric based on iteration method should be evaluated with the
corresponding models for the passive shuffle stages.
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Figure 4.8: (a) Construction of worst-case performance graph for a 44 Benes topology.
(b) Transmission spectra of input port 1 to output port 1 for all the 64 switch configura-
tions. Worst-case of loss and crosstalk are also marked.
Optimal Routing Table
Due to the repetition of switch configurations for a given input-output port mapping of
the switch, we can choose a switch configuration that has the best performance. The first
step is find the input-output mapping that corresponds to a given switch configuration.






where SWi22 and SWj22 are the transition matrices of the two 22 switch elements in








for both bar and cross states. The transition matrix of the passive shuffle for the 44
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Figure 4.9: Definition of transition matrices for each switch stage and passive shuffle.
Benes is given by
X44 =
266666664
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
377777775
(4.22)
and finally, the input-output transition matrix of the switch is given by
T44 = C3 X2 C2 X1 C1 : (4.23)
In order to find out which output port corresponds for example to the input port 1, we
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BB|CB|BB: [1,2,3,4]à[3,2,1,4] CC|BC|CC: [1,2,3,4]à[3,2,1,4] 
(b) (c)
Figure 4.10: (a) Average power penalty plus the RMSE value for all the 24 input-output
mappings and 64 switch configurations. It is seen that for each mapping, there is a par-
ticular configuration that provides the lowest value which is taken as the optimal rout-
















where only one of the yi’s is nonzero and the rest are zero, indicating the corresponding
output port.
In order to find the optimal routing strategy for each input-output mapping
(1,2,3,4)!(x1; x2; x3; x4), we first perform an exhaustive enumeration of all the 64 switch
configurations and for each switch configuration we find its corresponding mapping. For
each configuration, we find the individual input-output path power penalties by combin-
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Figure 4.11: Optimal routing table for 44 electro-optic Benes topology.
ing the loss of that path and the crosstalk leakage from other paths. We then define the













(PPi   PPavg)2 (4.25)
forN = 4. We then define a figure of merit (FOM) as the sum of average power penalty of
the switch configuration and its RMSE. Since it is desirable for all the paths to have more
or less the same power penalty, for each input-output mapping we choose the switch
configuration that corresponds to the minimum value for FOM. Figure 4.10a shows the
calculated FOM for all the 24 possible mappings and 64 possible switch configurations. It
is seen that some mappings have 4 repetitions while other have 2 repetitions. For each
mapping, there is one switch configuration that provides theminimum FOM. For example,
consider the mapping (1,2,3,4)!(3,2,1,4). In this mapping the input 1 is routed to output 3,
input 2 is routed to output 2, input 3 is routed to output 1, and input 4 is routed to output
4. There are two possible switch configurations that allow this mapping as shown in Fig.
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Figure 4.12: Experimental demonstration of optimal routing table for 44 electro-optic
Benes topology. (a) Schematic drawing of the switch layout. (b) Measured output power
of all the 16 input-output combinations for all 64 switch configurations. (c) Comparison
of the port-to-port penalty for optimal routing and worst-case routing.
4.10b and Fig. 4.10c. The difference between FOM for these two cases is more than 1.5
dB. This shows that an optimal choice of the switch configuration can save a significant
amount of optical power penalty. Figure 4.11 shows the optimal routing table for all the
24 input-output permutations.
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Experimental Demonstration of Routing Table
In order to experimentally demonstrate the impact of the physical layer performance of
the switch fabric on its optimal routing choice, we used a 44 Benes switch. A schematic
drawing of the actual layout of this switch is shown in Fig. 4.12a. Each Mach-Zehnder
switch element in this silicon photonic chip is equipped with a thermo-optic phase tuner
and electro-optic phase shifter in both arms. We chose use each MZS in the single-arm
operation.
An input laser source was put at each input port and the optical power was mea-
sured at each output port for all the four input ports and 64 switch configurations. Figure
4.12b shows all the 4464 (= 1024) collected data points, indicating both path loss and
crosstalk leakage. The total accumulated loss of the input and output coupling of light
to/from the silicon chip is estimated to be about 11 dB. Based on these measurements, the
power penalty of each input-output path was calculated and then plotted for the worst-
case and the best case of the path mapping according to Fig. 4.10a. As expected, the
optimal routing table provides the best uniformity of the four path penalties in each map-
ping. A difference of 8.8 dB is observed in our measurements for the worst path penalty
with and without the routing table. This simply means that just by using optimal routing
table the dynamic range requirements of optical power at the output ports of the switch
is reduced by 8.8 dB.
4.4 88 Benes Switch Fabric
Similar to the 44 Benes, the goal is to investigate the impact of the physical layer perfor-
mance on the path mappings. An 88 Benes topology and the transition matrix of each
passive shuffling stage is shown in Fig. 4.13. This Benes topology has 20 MZS elements
which results in 220 (= 1048576) switch configurations. A given input-output mapping
such as (1,2,3,4,5,6,7,8)!(1,2,3,4,5,6,7,8) in this topology has 256 switch configurations
118


























































1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
377777777775
266666666664
1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
377777777775
266666666664
1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0







X4 = (X1)t 
Figure 4.13: Schematic of an 88 Benes topology. Transition matrix of each passive shuf-
fling is also shown.
associated with it. Therefore, it is important to determine which one of these 256 config-
urations provide the best performance.
As shown in Fig. 4.14a, the RMSE of the path power penalties for each configu-
ration corresponding to the (1,2,3,4,5,6,7,8)!(1,2,3,4,5,6,7,8) mapping is calculated [40].
The minimum RMSE is chosen as the optimal routing for this mapping since it equal-
izes the power penalty of all the input-output paths. The minimum RMSE of this map-
ping corresponds to the CCCCjCCCCjBBBBjCCCCjBBBB configuration as shown in Fig.
4.14b. On the other hand, the maximum RMSE for this mapping corresponds to the
CCCBjCCCBjBBBBjCCCBjCCCB configuration as shown in Fig. 4.14c. Clearly, the min-
imum RMSE provides a good uniformity for all the eight input-output paths whereas the
maximum RMSE leads to one path having a much higher penalty that the others. This
example again signifies the fact that we can take advantage of the element of repetition
in large scale silicon photonic switch fabrics to build up an optimal routing table based
on the physical layer performance of the switch.
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Minimum RMSE case Maximum RMSE case 
6 dB 
CCCC|CCCC|BBBB|CCCC|CCCC CCCB|CCCB|BBBB|CCCB|CCCB 
Equalized Path Penalty 3 dB 
(b) (c)
Figure 4.14: (a) Plot of RMSE of the input-output path power penalties for the
(1,2,3,4,5,6,7,8)!(1,2,3,4,5,6,7,8) mapping. (b) Minimum RMSE configuration. (c) Maxi-
mum RMSE configuration [40].
4.5 Summary of the Chapter
In this chapter, the physical layer performance of silicon photonic switch fabrics based
on Benes topology and Mach-Zehnder switch elements was discussed. The loss and first-
order (as well as higher-order and multi-path) crosstalk were evaluated in a switch fabric
by propagating the light inside the structure using the iteration method. We showed that
large scale switches provide a repetition in terms of the number of switch configurations
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that correspond to a particular input-output mapping. It was also demonstrated that an
optimal routing table with fairly equalized path power penalties can be constructed based
on the physical layer performance of the switch fabric.
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Chapter 5
Design Space Exploration of Microring Resonators
Abstract–In this chapter, two models are introduced to characterize the design space of mi-
croring resonators in silicon photonics platform. The first model aims at predicting how the
optical mode coupling present at the interface between a ring and a waveguide is affected by
geometrical parameters, namely the ring-waveguide distance and ring radius. The concept
of the curvature function of coupling is proposed to evaluate the impact of the nonuniform
coupling region on the coupling coefficients. The second model relates the optical loss experi-
mentally observable in the ring to its diameter. We then exemplify how our method can ease
the selection of ring design parameters under certain constraints for WDM applications.
5.1 Ring Resonator Modeling
The most accurate and complete way to explore the design space of ring resonators (i.e.
estimation of the coupling strength and radiation loss) is by means of brute-force full-
wave methods, such as three-dimensional finite-difference-time-domain (3D FDTD) [96,
116, 26] or finite-element method (FEM) [84, 138]. As shown in Fig. 5.1, such numeri-
cal simulations do not include any intermediate steps and once setup, they can directly
calculate the desired parameters. Although attractive for simulating structures of limited
complexity, these methods are based on time-consuming calculation procedures, which
render them rather ineffective when applied to complex structures such as higher-order
MRR filters [113, 146]. Even for a simple MRR structure, the coupling strength between
the ring and the bus waveguides depends on multiple parameters, namely the width and
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height of waveguides, radius of the ring, the wavelength of operation, and the gap be-
tween the ring and the waveguide. This complexity makes the design space exploration of
MRRs by means of FDTD or FEM simulations particularly cumbersome.
Alternatively, the design space of MRRs can be explored by means of abstract compact
models. A ring of the radius R can be defined by a loss coefficient  in units of cm 1 or
dB/cm (hence a round-trip loss of L = exp( 2R1/cm) or LdB = 2RdB/cm, and one (all-
pass configuration), two (first-order add-drop configuration), or even more (higher-order
add-drop configuration [146]) through and cross coupling coefficient(s) (t and  – unitless
parameters) describing the coupling strength of the electric and magnetic fields inside
the ring with the adjacent waveguide(s). As long as the coupling between the ring and
waveguides is assumed lossless, the relation 2 + t2 = 1 holds, hence knowing only one of
the two parameters is sufficient. These models are key to understand the dynamics of the
resonant behavior [105], and to quickly seize the principles at play for a large-scale system.
However, they do not capture the relationships between the physical dimensions of the
structure, the fabrication-induced effects, and the coefficients used. As further discussed
by Nikdast et al. [128], Le Maitre et al. [90], and Lu et al. [109] fabrication-induced
effects are of major importance when a structure as compact as a MRR is considered.
Compact models agnostic to the physical dimensions of the structure are thus insufficient
to clearly assess the capabilities of MRRs for silicon photonic interconnects in practice.
This motivates us to establish accurate yet efficient models to bridge the gap between abstract
compact models, time-consuming full-wave simulations, and the fabrication aspects of MRRs
for silicon-on-insulator (SOI) platform. The resulting models allow us to sweep a design
space corresponding to different wavelengths, ring radii, and coupling gap sizes. For each
considered ring, we calculate various figures of merit and exclude the designs failing to
fulfill a set of minimal requirements. Finally, by considering the remaining “realm of
feasibility”, we derive conclusions on MRR capabilities.
As shown in Fig. 5.1, our proposed approach for estimating coupling coefficients re-
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Figure 5.1: Comparison between the numerical method and our proposed analytical
method for estimating the coupling between a ring and a waveguide. A fully numeri-
cal approach requires only one step while our analytical approach requires intermediate
steps for calculating optical modes. In return, the analytical approach provides closed-
form solutions for the coupling coefficients.
quires some intermediate steps for calculating the optical modes of the waveguides [see
Fig. 5.1]. This can be realized by building a waveguide cross-section specific database
of effective indices inside an isolated waveguide (for different wavelengths), as well as
inside a coupled pair of waveguides (for different wavelengths and gaps).
5.2 Coupling of 2D Dielectric Slab Waveguides
In order to find the coupled modes of two dielectric slab waveguides, we can take use of
the transfer matrix method for interfaces. We start by considering the case where the
two waveguides are identical, i.e. they have the same width and are made of the same
dielectric materials. Consider the two waveguides of width w placed at a distance g from
each other as depicted in Fig. 5.2. In order for the optical modes to establish a strong
coupling, the condition of Phase Matching must be satisfied. This means that the coupled
supermodes are formed from the identical modes of the twowaveguides. For example, the
TE0 mode of the left waveguide can only coupled to the TE0 mode of the right waveguide.
This interaction is either a “positive” coupling in which an even mode is formed or is a
“negative” coupling in which an odd symmetry is formed in the field profile.
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1	 2	 3	 4	 5	
Figure 5.2: (left) Even supermode of two identical dielectric slab waveguide. A perfect
symmetry is observed in the field profile. (right) Odd supermode of two identical waveg-
uides.
Since there are four interfaces in this structure, the overall transfer matrix is written
as
Q1!5 = Q4!5(x = g + 2w) Q3!4(x = g + w) Q2!3(x = w)
Q1!2(x = 0) (5.1)




375) jq22j = 0 (5.2)
Note that polarization of the mode is included in the type of the transfer matrix to be
used (i.e. TE interface matrix or TM interface matrix). After finding the effective index
of the optical coupled mode, the field profiles can be easily obtained from the transfer
matrix of each interface. If the modal index of the even mode is used, the field profile
is automatically calculated to have an even distribution. If the modal index of the odd
mode is used, the field profile will end up with an odd distribution. Figure 5.3a shows the
calculated effective modal index for the even and odd TE0 modes of a 450 nm silicon slab
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Figure 5.3: (a) Calculation of the even and odd effective indices of two identical silicon slab
waveguides with w = 450 nm and g = 300 nm. The index of a single isolated waveguide
is also plotted as a reference. (b) TE0 mode profile of the isolated waveguide. (c) Even
supermode of two identical waveguides. (d) Odd supermode of two identical waveguides.
waveguidewith a gap size of 300 nm. As can be seen, when the gap is too large (> 600 nm),
the effective indices of both even and odd modes approach the index of a single isolated
waveguide. This means that there is no coupling between the two waveguides. Figure
5.3b shows the Ey component of the TE0 mode of an isolated slab waveguide. Figure 5.3c
shows the calculated mode profile of the coupling by using the effective index of the even
supermode. As can be seen, the field profile has a perfect even symmetry. Likewise, Fig.
5.3d shows the calculated field profile of the coupled mode based on the effective index of
the odd mode. In this case, a perfect asymmetry is observed.
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5.3 Coupling of 3D Silicon Waveguides
Unlike 2D dielectric slab waveguides, the 3D strip waveguides and ridge waveguides do
not have closed-form solutions for the effective indices of the supermodes. Although it
is possible expand the approximate effective index method to the coupled waveguides,
it fails to provide accurate enough solutions for the coupled modes. Therefore, we used
COMSOL to create a database of the effective indices of the even and odd supermodes (for
400220 nm, 450220 nm, and 500220 nm strip waveguides) in order to deliver an even
and odd index for any gap and wavelength using interpolation. To populate this database,
the coupling gap distance separating the coupled straight waveguides is swept from 50
nm to 1000 nm (on a step of 5 nm) while the wavelength is swept from 1500 nm to 1600
nm on the step of 2.5 nm. Figure 5.4a shows the simulated mode profiles for 450220 nm
strip waveguides in COMSOL. Figure 5.4b shows the effective index of the even and odd
modes as function of wavelength for 200nm gap and Fig. 5.4c shows the effective index
as function of gap for 1550nm wavelength.
5.4 Transfer Matrix of Coupling
Now we consider a directional coupler structure as shown in Fig. 5.5. Region 1 on the left
side indicates the optical mode for z < 0 given by
	L(x; y; z) = a1(z)	1(x; y) exp( j1z) + a2(z)	2(x; y) exp( j2z) (5.3)
where	1(x; y) and	2(x; y) are the individual modes (typically the electric field) of each
waveguide and a1(z) and a2(z) correspond to the amplitudes. Region 2 in the middle indi-
cates the coupling region in which the optical mode can be expressed as the superposition
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Figure 5.4: (a) Schematic of a ring resonator with two coupling waveguides. The cross-
section of single strip and coupled strip waveguides and the mode profiles from COMSOL
are also shown. (b) Effective index of even and odd supermodes as function of wavelength
for 450220 strip waveguide. (c) Effective index as function of gap.
of the even, 	e, and odd, 	o, coupled supermodes:
	C(x; y; z) = Ae	e(x; y) exp( jez) + Ao	o(x; y) exp( joz): (5.4)
Finally, region 3 on the right side indicates the optical mode for z > l given by
	R(x; y; z) = a1(z)	1(x; y) exp( j1(z   l))
+a2(z)	2(x; y) exp( j2(z   l)): (5.5)
Note that the reference of the phase fronts is set at z = 0, i.e. the beginning of the coupling
section.
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Figure 5.5: Structure of a directional coupler made of two straight waveguide in a very
close proximity in the yz-plane. No coupling is assumed in region 1 and region 3.
In order to find the transfer matrix of this directional coupler that relates the amplitudes
of the optical modes in regions 1 and 3, boundary conditions at z = 0 and z = l must be
satisfied. Applying the boundary condition at z = 0 results in
a1(0)	1(x; y) + a2(0)	2(x; y) = Ae	e(x; y) + Ao	o(x; y): (5.6)























Chapter 5. Design Space Exploration of Microring Resonators
Similarly, applying the boundary condition at z = l results in
0B@Ae
Ao









Combining these equations finally leads to the transfer matrix of the directional coupler:
0B@a1(l)
a2(l)




The transfer matrix of the coupling region is therefore defined as
T = M 1 EM: (5.13)
It is easy to verify that the normalization of the even and odd supermodes, i.e. < 	ej	e >
and < 	oj	o > does not matter for the entries of this transfer matrix. To see this, first
we introduce an abbreviation notation for the inner products:
Ixy < 	xj	y > (5.14)
where x and y index can be “e” or “o” or “1” or “2”. With this notation, the M and M 1







1CA ; M 1 = IeeIoo
Ie1Io2   Ie2Io1
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Therefore, the elements of the T matrix are given by
T11 =
1
Ie1Io2   Ie2Io1 (Ie1Io2Ee   Ie2Io1Eo) (5.16)
T12 =
1
Ie1Io2   Ie2Io1 (Ie2Io2(Ee   Eo)) (5.17)
T21 =
1
Ie1Io2   Ie2Io1 ( Ie1Io1(Ee   Eo)) (5.18)
T22 =
1
Ie1Io2   Ie2Io1 ( Ie2Io1Ee + Ie1Io2Eo) (5.19)
which are completely independent of Iee and Ioo elements. Here, Ee = exp( jel) and
Eo = exp( jol). Therefore, we set the initial normalization of the even and odd super-
modes to unity, i.e.
Iee =< 	ej	e >= 1 ; Ioo =< 	oj	o >= 1 : (5.20)
Note that the off-diagonal elements T21 and T12 can be simplified according to
Ee   Eo = exp( j+l) ( 2j) sin( l) (5.21)
where
+ = (e + o)/2; (5.22)
  = (e   o)/2: (5.23)
For the case of the coupling of two identical waveguides, by considering the optical mode
profiles plotted on Fig. 5.5, the following relations can be concluded:
Ie1 =< 	ej	1 >< 	ej	2 >= Ie2  Ie (5.24)
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Io1 =< 	oj	1 > Io    < 	oj	2 >=  Io2: (5.25)
This leads to the transfer matrix elements given by
T11 =
1
 2IeIo ( IeIo)(Ee + Eo) =
1
2
(Ee + Eo) (5.26)
T12 =
1
 2IeIo ( IeIo)(Ee   Eo) =
1
2
(Ee   Eo) (5.27)
T21 =
1
 2IeIo ( IeIo)(Ee   Eo) =
1
2
(Ee   Eo) (5.28)
T22 =
1
 2IeIo ( IeIo)(Ee + Eo) =
1
2
(Ee + Eo) (5.29)
which results in the following transfer matrix:
M 1 EM = exp( j+l)
0B@ cos( l)  j sin( l)
 j sin( l) cos( l)
1CA : (5.30)
Note that the exact value of Ie and Io is not important in this case as long as the assump-
tions Ie1 = Ie2 and Io1 = Io2 hold. This is a very good assumption for coupling of identical
waveguides.
5.5 Formulation of Coupled Mode Theory
Considering the general form of the transfer matrix of coupling given by
T = M 1 EM = exp   j(M 1BM)l (5.31)
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where B is the diagonal matrix of the even and odd propagation constants, it is clear that









for the region 0 < z < l. Here,M 1BM is a constant matrix whose entries are given by
(M 1BM)11 = 1
Ie1Io2   Ie2Io1 (Ie1Io2e   Ie2Io1o) (5.33)
(M 1BM)12 = 1
Ie1Io2   Ie2Io1 (Ie2Io2(e   o)) (5.34)
(M 1BM)21 = 1
Ie1Io2   Ie2Io1 ( Ie1Io1(e   o)) (5.35)
(M 1BM)22 = 1
Ie1Io2   Ie2Io1 ( Ie2Io1e + Ie1Io2o) (5.36)
Therefore, the entries of theM 1BM matrix are resembling the propagation constants. If
the two waveguides are identical, then this matrix simplifies to
M 1BM =
0B@(e + o)/2 (e   o)/2





in which + and   are defined as before. This differential equation shows that the am-
plitude of the waves inside each waveguide is coupled to the amplitude of the wave in
the other waveguide. This is another interpretation of the supermodes that exist in the
coupling region. This coupling equation can be also rigorously derived from Maxwell’s
equations using the perturbation theory.
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Figure 5.6: Examples of common cases of nonuniform coupling between two waveguides.
(a) Coupling of a circular waveguide to a straight waveguide. (b) Mixed coupling of a
circular-straight waveguide to a straight waveguide. (c) Coupling of two circular waveg-
uides.
5.6 Nonuniform Coupling: Introduction of the Curvature
Function
Now we consider a case where the coupling region between the two waveguides is not
uniform along the direction of propagation (i.e. along the z direction). This is a common
case in structures where bent waveguides are involved. Typical examples are the coupling
of a ring resonator to a straight waveguide (Fig. 5.6a), or a race-track configuration (Fig.
5.6b), or coupling of two ring resonators to each other (Fig. 5.6c), .
In order to calculate the coupling coefficients in these structures, we propose the fol-
lowing steps:
• Step 1: Discretize the nonuniform coupling region between the two waveguides
into very small intervals. The coupling in each small interval can be considered as
a uniform coupling whose transfer matrix is readily available.
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• Step 2: The total transfer matrix is obtained by cascading the transfer matrices of all
the small intervals. The accuracy of the result increases as the number of intervals
is increased.
• Step 3: The summation over all the small intervals can be turned into a Riemann
Sum and in the limit into an integral form.
Considering a rectangular cross-section for the silicon waveguides (e.g. 450220 nm), we
intend to capture the dependence of the cross and through coupling coefficients ( and t)
on the ring radius and the gap size separating a ring structure from the waveguide. For
the case of coupling of two identical waveguides, these coefficients are defined based on
the transfer matrix of coupling:






Therefore t = cos( l) and  = sin( l). Although it is obvious that  has a strong
dependence on the minimum gap separating the ring from the bus (denoted by d in Fig.
5.6a), which is typically described by an exponential fitting, its dependence on the radius
is not clear at first glance. Figure 5.7a demonstrates the impact of radius and the coupling
gap (minimum distance between the ring and the waveguide) on the ring-waveguide elec-
tric field coupling coefficients. The colored area around each ring indicates the decaying
tail of the optical mode inside the ring. Although this tail is infinite in practice, for the
sake of the example, let us assume that no coupling occurs beyond the colored region. The
first and second structures have the same gap distance, but the larger radius of the ring in
the first structure results in a longer coupling region (interaction region between ring and
waveguide denoted by double-arrow). A larger coupling region then leads to a larger cross
coupling coefficient (). The second and third structures have the same radius, but the
smaller gap in the third one results in a larger coupling region, hence stronger coupling.
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Figure 5.7: (a) Effect of ring radius and minimum coupling gap size on the thru and
cross coupling coefficients of the ring-bus structure. (b) Example of discretization of the
nonuniform coupling between twowaveguides. In this example, the coupling of a circular
waveguide to a straight waveguide is shown.
As shown in Fig. 5.7b, the coupling gap along the coupling region, g(z), can be esti-
mated by the following equation:
g(z) = d+ (R + w/2) 
p
(R + w/2)2   z2 (5.39)
where R is the radius of the ring (center to midpoint), w is the width of the ring, d is the
minimum gap distance between the ring and the waveguide, and z is the distance relative
to the point where the coupling gap is at its minimum (for this particular structure it is
in the middle). Note that g(0) = d, and g(R + w/2) = d + (R + w/2). Assuming that
the coupling is only significant within a distance D ( 1 m), the length of the coupling
region is thus Zmax   Zmin = 2 Zmax (as Zmin =  Zmax due to the symmetry), with
Zmax =
p
(D   d)(2(R + w/2)  (D   d)): (5.40)
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It is clear that unlike a directional coupler made of two straight waveguides where the
coupling region is uniform, due to the curvature of the ring structure, the coupling region
formed between the ring and the waveguide is nonuniform. To properly capture the
through and cross coupling coefficients of the structure (t and ), this non-uniformity
must be taken into account.
To this aim, consider a uniform discretization of the non-uniform region into N very
small intervals of size z = (Zmax   Zmin)/N in the z direction, as shown in Fig. 5.7b.
The gap distance corresponding to each position on the z-axis (i.e. zi, i = 1; 2; : : : ; N ),
denoted by gi, can be obtained from Eq. (5.39). Assuming the ith interval extends from
zi 1 to zi, its corresponding gap can be estimated by gi = g((zi 1+ zi)/2). Small intervals
permit to consider a uniform coupling within each interval. We then write the transfer































In these equations, neven[gi] and nodd[gi] are the effective indices of the even and odd su-
permodes as a function of the gap distance gi at a given wavelength. For an identical pair
of coupled waveguides, these functions can be fitted by exponential curves as a function
of gap size, and thus written as
nE  neff + aE exp( Eg) (5.43)
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Figure 5.8: (a) Exponential fitting to the effective index of even and odd supermodes of
two strip waveguides. (b) Example of convergence of the discretization method for kappa
(450220 nm strip waveguide,  = 1550nm, R = 5 m, gap = 150 nm).
for the even mode, and
nO  neff   aO exp( Og) (5.44)
for the odd mode. An example of exponential fitting is shown in Fig. 5.8a. neff is the
effective index of the optical mode of each waveguide in the absence of coupling.
The full impact of the coupling region can then be evaluated by cascading the intervals,
thus by multiplying the transfer matrices of all the intervals. The resulting global transfer
matrix T = TN  TN 1  : : : T2  T1, has the same form as Eq. (5.41) and is given by
T = exp( j+)




















Therefore coupling coefficients (t and ) are obtained simply by inspecting the ele-
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ments of T matrix in Eq. (5.45), i.e. t = cos( ) and  = sin( ). Figure 5.8b shows an
example of the evaluation of kappa as function of number of intervals used in the dis-
cretization. It is seen that the convergence is fast and a stable solution is found after 20
intervals. In the limit where N ! 1, the summation in these equations turns into an
integral sincez ! 0. Using the two exponential fittings of nE and nO we can then turn










where Zmin = Zmax due to the symmetry. In order to calculate the integral, the gap must
be expressed as a function of z. It is easier to use polar coordinates where
z = (R + w/2) sin(); (5.48)
g(z) = d+ (R + w/2)(1  cos()); (5.49)
zmax = (R + w/2) sin(0); (5.50)
and 0 is the angle that corresponds to the maximum coupling distance between the ring
and the waveguide. It can be calculated by
0 = cos 1

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where we defined xE;O = E;O(R + w/2). The two integrals in the above equations are
values of the function F (x; ) defined by
F (x; ) =
Z 
0
exp( x(1  cos )) cos  d: (5.53)
Finally, we note that in the limit the coupling between the ring and the waveguide can go
all the way to the side edges of the ring, i.e. D ! d+R+w/2which results in 0 ! /2.















where aE , aO, E , O are the parameters of the fitted exponential curves of Eq. (5.43) and
(5.44), which are independent of the shape of the coupling region. We define B(x) as the




exp ( x(1  cos )) cos  d (5.55)
for the ring-waveguide structure in Fig. 5.7. Equation (5.55) has a closed-form solution
given by
B(x) =  x exp( x) [I1(x) + L 1(x)] (5.56)
in which I1(x) is the modified Bessel function of the first kind of order 1 and L 1(x) is the
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modified Struve function of the first kind of order -1. Based on the asymptotic behavior
of I1(x) and L 1(x) functions for large x:
I1(x)  exp(x)p
2x
; L 1(x)  I1(x) (5.57)




The parameters of function B(x) in Eq. (5.56), and therefore in Eq. (5.58) are given by
xE = E(R + w/2) and xO = O(R + w/2). Noting finally that since in general the
argument of sin(: : : ) function in Eq. (5.54) is small for coupling of ring to the waveguide,












Equation (5.54) is sufficient to fulfill our initial goal of evaluating  as a function of radius
and gap. It is worth noting that radius only appears in the B(x) function in Eq. (5.54).
In fact, the effect of the non-uniform coupling is solely captured by B(x), and the four
parameters aE , aO, E , O do not depend on the shape of the coupling region. For ex-
ample, if a uniform coupling of length L and gap d between two straight waveguides is
considered, B(x) = x is obtained where xE;O = E;OL.
A summary of commonly used coupling structures and their curvature functions is
presented in Fig. 5.9.
5.7 Model vs. FDTD for 2D Structures
We now aim at validating Eq. (5.54) against finite-difference time-domain (FDTD) simu-
lations. We set up a 2D FDTD simulation of 450 nm wide slab waveguides with 10 nm
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Figure 5.9: Summary of the curvature function of the coupling for different structures
including uniform and circular coupling regions.
grid resolution in Lumerical FDTD, in order to numerically evaluate the coupling coeffi-
cients (t and ) of the ring-waveguide structure. Fig. 5.10a shows the simulated structure
consisting of a straight waveguide and half of a ring resonator. Perfectly matched layers
(PML) boundary conditions are applied for the unidirectional transmission. Power moni-
tors are placed at the input and output ports of the bus waveguide, as well as the coupling
port. For the 2D example of 5 m radius at 1550 nm wavelength, the coefficients of the
model in Eq. (5.54) are extracted by a nonlinear least mean square error curve fitting as
aE = 0:141188, aO = 0:092605, E = 0:012756 nm 1, O = 0:010761 nm 1, therefore
xE = 66:65, and xO = 56:2254. Fig. 5.10b shows a plot of the curvature function B(x)
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as a function of x. Figure 5.10c plots Eq. (5.54) against the results of 2D FDTD with 5 nm
mesh size forR = 5 m based on the extracted parameters of the modes and the curvature
function. A maximum error of 3% is observed for 50 nm gap size while the error is pro-
gressively decreasing as the gap size is increased. This further advocates the validity of
















Figure 5.10: (a) FDTD simulation consisting of a straight waveguide and a half-circle ring.
(b) Numerical evaluation of the circular curvature function B(x) given in Eq. (5.54). (c)
Comparison of results from model and 2D FDTD for R = 5 m, w = 450 nm and various
coupling gaps.
5.8 Model vs. FDTD for 3D Structures
Next, we examine our analytical approach for a 3D case where the rings and waveguides
are all made of silicon strip waveguides with 450220 nm cross-section. The modes of
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Table 5.1: Parameters of the coupling model for the fundamental quasi-TE00 mode of
silicon strip waveguides at  = 1550 nm.
Parameter 400220 450220 500220
aE 0.242422 0.177967 0.132273
aO 0.077526 0.049910 0.033840
E 0.010687 0.011898 0.012783
O 0.006129 0.006601 0.006911
a single waveguide and the supermodes of two coupled waveguides are calculated from
COMSOL software as discussed for two identical waveguides. For this example, the pa-
rameters of the model are extracted as aE = 0:177967, aO = 0:049910, E = 0:011898
nm 1, O = 0:006601 nm 1, xE = 62:1671, xO = 34:49 forR = 5 m at  = 1550 nm, and
then the curvature coefficients are calculated as B(xE) = 19:64, and B(xO) = 14:57. Ta-
ble 1 summarizes the parameters of themodel for 400220 nm, 450220 nm, and 500220
nm strip waveguides at  = 1550 nm. It is seen that aE and aO have a stronger dependence
on the width of the waveguide than E and O. Figure 5.11(a) shows the result of esti-
mating t and  with Eq. (5.54) at 1550 nm wavelength for 5 m, 10 m, and 20 m radii.
As can be observed, the curvature of the coupling region (i.e. the radius of the ring) has a
noticeable effect on the coupling coefficients. Figure 5.11(b) plots the contours of kappa
(cross coupling) as a function of gap and radius of the ring. Even though they approach a
vertical line for very large radii, these contours are clearly non-vertical for smaller radii,
demonstrating the significant effect of the radius on the coupling strength in that regime.
Next, we perform a series of 3D FDTD simulations with 10 nm grid size with Lumer-
ical FDTD software [224]. To show the effect of three main physical parameters of the
structure, i.e. gap, radius, and width of the waveguide, the wavelength of operation was
set to the fixed value of 1550 nm. The structure in the simulations is the 3D version of
the one shown in Fig. 5.10a. First, the cross-section of the waveguide was set to 400220
nm and then the FDTD simulations were performed by sweeping the gap size from 50 nm
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Figure 5.11: (a) Coupling coefficients ( and t) as a function of coupling gap at 1550 nm
with three different radii. (b) Contours of  for various gap sizes and radii at 1550 nm.




























































































Figure 5.12: (a) Comparison of predicted ring-waveguide coupling coefficients (solid lines)
and the 3D FDTD simulations (circled dotted) for R = 5 m and w = 400 nm. (b) R = 10
m and w = 400 nm. (c) R = 5 m and w = 450 nm. (d) R = 10 m and w = 450 nm.
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Figure 5.13: (a) Dependence of coupling coefficients on the radius of the ring for gap =
100 nm and w = 400 nm. The proposed model accurately captures the effect of radius as
it closely resembles the results of full-wave 3D FDTD simulations. (b) Dependence of the
kappa on the wavelength for R = 5m, w = 400 nm, and gap = 100 nm.
to 400 nm on the step size of 50 nm for various radii. Fig. 5.12a and Fig. 5.12b show the
dependence of  and t as a function of gap size for R = 5 m and R =10 m, respectively.
A good agreement is observed between our analytical model and 3D FDTD results. As
expected, a larger radius results in a stronger coupling between the ring and waveguide,
hence a larger value for . Next, the cross-section of the waveguide was set to 450220
nm and the simulations were performed again. Fig. 5.12c and Fig. 5.12d depict the results
for R = 5 m and R = 10 m, respectively. Compared to Fig. 5.12a and Fig. 5.12b it is
seen that both the model and FDTD predict a weaker coupling as the width of the waveg-
uide increases. This is due to the fact that the fundamental optical mode inside a wider
waveguide has a higher effective index, hence it is more confined within the silicon core
and its exponential tail outside the core is shorter.
Finally, to demonstrate the effect of radius on the coupling strength, we set the gap
size to 100 nm and swept the radius from 3 m to 15 m. The results are shown in Fig.
5.13a for both FDTD and our model. A very good agreement is observed indicating that
our proposed model in Eq. (5.54) fully captures the effect of physical parameters on the
coupling strength. Since radius only appears in the curvature functionB(x) in Eq. (5.54),
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the concluded rule-of-thumb is that ring-waveguide coupling coefficient scales up as the
square-root of the radius. For example, increasing the radius by a factor of two (e.g. going
from 5 m to 10 m) while maintaining the same gap size and waveguide dimensions will
increase the kappa by a factor of p2. This can be easily verified in Fig. 5.13a.
The dependence of kappa on the wavelength is also investigated in Fig. 5.13b for a
450220 nm strip waveguide with R = 5 m and gap = 100 nm. It shows that the dis-
cretization approach and the FDTD results closely match each other. It is seen that kappa
exhibits an increasing trend with waveguide. This is expected because the confinement of
optical modes decreases with an increase of wavelength (i.e. dneff/d < 0), which leads to
stronger coupling between waveguides. Moreover, we see that the error between FDTD
and analytic approach is almost constant over the entire wavelength range of interest.
This may be indicative of the fact that the error is not due to the waveguide or material
dispersion and is most likely arises from the discretization procedure.
5.9 Model vs. Experimental Results
After validating our model of ring-waveguide coupling against full-wave FDTD simula-
tions, three batches of test structures based on add-drop configurations were designed
and fabricated through AIM Photonics [226] multi-project wafer run. The waveguides
were chosen to be 400220 nm strip waveguides since a 400 nm width will provide the
strongest coupling coefficients. We used the “gdspy” open source library [221] to create
the layout of the test structures. The first batch of structures have radii of 5 mwhile the
second and third batches are designed with 7.5 m and 10 m radii. Each batch includes
five symmetric add-drop structures (i.e. input gap size = drop gap size) set to 100 nm, 150
nm, 200 nm, 250 nm, and 300 nm. Figure 5.14 shows the GDS layout of the first batch
with 5 m radius. TE-polarized vertical grating couplers were used to couple the light in
and out of the silicon chip (Note that the rings are designed for TE polarization). Each
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Figure 5.14: Layout of fabricated silicon rings through AIM Photonics MPW run (2016).
This figure shows symmetric add-drop structures with 5 m radius and gap sizes varying
from 100 nm to 300 nm in 50 nm steps. The layout also shows the TE-polarized vertical
grating couplers used for coupling light in and out. Each add-drop ring is connected to
three grating couplers in this design.
add-drop structure is connected to three grating couplers for monitoring both the through
spectral response and the drop spectral response.
The through and drop transmissions responses for the add-drop structure are given
by [31]
TR =














where L is the round-trip optical power attenuation inside the ring, tin and tdrp are the
through coefficient of the input coupling region and the drop coupling region (t2in,drp =
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Figure 5.15: (a) Comparison of the predicted coupling coefficient () of the ring-waveguide
(solid line), the 3D FDTD simulations (dotted circle), and the extracted values by fitting
to the Lorentzian response of the drop port of measured spectra. It can be seen that the
model has a good agreement with the measurements. (b) Comparison of the measured
spectra and the fitted Lorentzian for cases (A), (B), (C), and (D).The last three cases exhibit
very good fit.
1  2in,drp), and  is the relative phase shift with respect to the target resonance:
    FSRnm  2 (5.61)






The minimum through power (TRmin) and the maximum drop power (DRmax) is obtained
by setting  = 0 whereas the maximum through power (TRmax) and the minimum drop
power (DRmin) at FSR/2 distance from the resonance is obtained by setting  = . Finally,
the half-power bandwidth (full width at half maximum) of the drop spectrum is given by












Note that due to the symmetry of all the test structures, it is assumed that tin = tdrp and
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Figure 5.16: Comparison of extracted ring-waveguide coupling with the analytical model
and FDTD for (a) 7.5 m radius, and (b) 10 m radius. As the radius increases, the coupling
coefficient increases.
in = drp.
In order to extract the coupling of ring-waveguide, we use the drop transmission and
perform a least mean square fitting of Eq. (5.60b) to the measured spectra. Note that in
general determining the state of the ring resonator (under-coupled or over-coupled) is not
possible without having knowledge of the phase response of the resonator. As pointed
out in [120], this leads to an ambiguity in distinguishing between through coupling co-
efficients and the round-trip loss for all-pass structures (a ring coupled to a single bus
waveguide). However, since the test structures were designed to have equal input and drop
coupling gaps, the ring resonators will never reach the critical coupling state and should stay
under-coupled for any given gap size. The following steps were taken to uniquely extract
the coupling coefficients:
• Step 1: extract the FSR and 3dB bandwidth of the spectrum by fitting the normalized
drop spectrum to the normalized measured spectrum (least-squares fitting).
• Step 2: use the extracted bandwidth to find the parameter  = t2pL from Eq. (5.63).
• Step 3: use the measured drop loss at the resonance to establish another relation
between t and L.
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• Step 4: solve the two found equations to uniquely determine t, , and L.
Fig. 5.15a shows the extracted ring-waveguide coupling coefficients for 5 m radius batch.
Fig. 5.15b depicts the quality of the spectral fitting to the measured spectra for cases (A),
(B), (C), and (D). It is seen that in case (A) the measured spectrum is not smooth around the
resonance while in cases (B), (C), and (D) the measured spectra are reasonably smooth.
One possible explanation is the strong scattering of light due to the roughness of the
sidewalls of the ring in the coupling region between the ring and the waveguide when
the gap is 100 nm. The extracted coupling coefficients for these four cases are very close
to what our model and 3D FDTD predicts. However, in case (E), corresponding to a gap
of 300 nm, the extracted value (  0:16) exhibits a noticeable error when compared to
the predicted values (  0:1).
As mentioned earlier, the curvature function in Eq. (5.54) includes the impact of the
radius on the coupling coefficients. The predictions of the model show that larger radii
will result in a stronger cross coupling between the ring and the waveguide. To verify this,
the result of the extraction of kappa for R = 7.5 m and R = 10 m from our fabricated
devices are plotted and compared against the predictions of the model and FDTD in Fig.
5.16a and Fig. 5.16b, respectively. For any given coupling gap size, the larger radius clearly
provides a stronger coupling coefficient between the ring and the waveguides.
Impact of Back Scattering Inside the Ring
Figure 5.17a depicts the drop spectrum measured in the (E) case (300 nm gap) of Fig.
5.15a. As known in the literature [104], themeasured spectrum indicates a clear resonance
splitting with two peaks when the coupling of the ring to the adjacent waveguide is weak.
The red curve on this figure is the fitted spectrum based on Eq. 5.60b. Although our fitting
procedure appears to be able to decently estimate the 3dB bandwidth of the measured
spectrum, it clearly fails to provide a good overall match.
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Figure 5.17: (a) Comparison of spectral fitting (solid red) to the measured spectrum (solid
blue) for R = 5 m and gap = 300 nm. A clear splitting of resonance is observed. (b)
Modeling the backscattering inside the ring by including a lumped reflector. (c) Com-
parison of the spectral fitting with lumped reflector to the measured spectrum. A very
good agreement is observed. (d) Close-up on a small region around the resonance. A
symmetric splitting of resonance is observed.
The phenomenon of resonance splitting in microring resonators has been investigated
in the literature and its origins have typically been associated with the roughness of the
sidewalls of the ring [104, 93, 123, 124] and possible polarization errors. Recently, the
presence of the coupling section has been highlighted as a contributor of reflection in
rings with smaller gaps [94]. Such roughness causes backscattering of the optical mode
that is circulating in one direction inside the ring. The backscattering results in the excita-
tion of a degenerate optical mode circulating in the opposite direction inside the ring. The
work presented in [94] has formulated a correction on Eq. (5.60b) to include the backscat-
tering effects based on the temporal coupled mode theory, while the work in [104] has
proposed an interpretation based on a lumped reflectivity inside the ring. In [94] asym-
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metric heights of the split resonances were linked to additional reflections in the coupling
section. However, in our data the prevalence of symmetric split resonances was observed.
Therefore, we choose to model the backscattering effects by a lumped reflector. Fig. 5.17b
shows an abstract representation of the structure to which we assimilate the ring. It con-
sists of two lossless directional couplers (DC1 and DC2), two curved waveguides of equal
length (Cwg1 and Cwg2) and a lumped reflector (LR) of null length with reflectivity r.
Considering this compact model, the scattering parameter from the input port (port 1) to
the drop port (port 4) is given by
S41 =
  12L0:25 exp( j/2) t O
1  2tO +O2 (5.64)
where  is the round-trip phase inside the ring, O is the loop gain of the ring given by
O = t1t2
p
L exp( j) =  exp( j): (5.65)
1; 2; t1; t2 are the coefficients of the input and output couplers (DC1 and DC2) and L is
the round-trip power attenuation inside the ring without a reflector. The splitting of the
resonance into two peaks can be characterized by defining t = cos(t) and then
t O



















Eq. (5.66) is given as the sum of two Lorentzian terms:
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where A = FSR/ and !0 is the original 3 dB bandwidth of the ring without the
reflector. The frequencies of the two peaks are given by




The coupling coefficients (t and ) of the directional couplers and the field reflectivity r
of the lumped reflector were then subject to a least mean square fitting to the measured
spectrum shown in Fig. 5.17a. The result of the curve fitting is shown in Fig. 5.17c, which
exhibits an almost perfect fit to themeasured spectrum. With this correction, the coupling
coefficient is now estimated to be   0:12, which is much closer to the predicted value
of 0.1. Fig. 5.17d presents a close-up of the fitting result indicating the clear symmetric
splitting of the resonance. The backscattering reflectively was extracted to be r = 0.0124.
This is well aligned with the conclusion made by Little et al. [104] that when r  2, a
clear resonance splitting is observed.
5.10 Modeling the Optical Loss of the Ring
The second compact model relates the loss inflicted to signals transiting inside the MRR to
its size. The loss of the optical mode inside the ring has three contributors: 1) Loss due to
the material absorption and surface state absorption, 2) scattering, mainly due to sidewall
roughness and 3) radiation loss due to the curvature of the ring. The first contributor
applies to any waveguide and is independent of the MRR radius. The last contributor
radiation loss, in contrast, is widely characterized by the waveguide bending (and for this
reason called bending loss). Scattering loss, finally, is present in straight waveguides but
can be exacerbated in bent ones as the optical mode is shifted closer to the waveguide
boundaries. Radiation loss has been extensively studied from a theoretical perspective
[85, 157]. Numerical FDTD models have also been used to express the bending loss as a
function of the ring radius [26, 82, 95]. However, none of these approaches can directly
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Figure 5.18: Bending loss of ring resonators as a function of radius based on the simula-
tions and measurements presented in [82] and measurements presented in this work.
relate to fabrication defects, which play a major role in defining scattering losses.
Acknowledging that a method taking into account fabrication related imperfections
is hard to construct, we consider the bending loss as a fabrication-platform dependent
relationship, to be obtained experimentally and fitted. Such experimental measurements
of the ring loss (compared to the loss of a straight waveguide) have been recently reported
in [82]. We fitted these measurements with a power law
[dB/cm] = a (Rm)
 b + c (5.70)
whereR is the ring radius (in micron units) and a, b and c are constant parameters. Hence,
we assume the bending loss to be infinite for null radius and a constant for infinite radius
(i.e. rectilinear waveguide). As shown in Fig. 5.18, the fit agrees reasonably well with two
sets of measurements, one provided by authors of [82] (with parameters a = 4.5323108
and b = 9.0334, c  0), the other collected from our fabricated structures (with parameters
a = 2096.3, b = 2.9123, and c = 0). The power law fit is also in good agreement with
FDTD simulations realized in [82] (with parameters a = 1.1452109 and b = 10.1848, c =
0). As indicated in [82], an additional radius-independent propagation loss must be added
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to the bending loss to include the effects of material absorption and standard sidewall
roughness. Our baseline compact model for ring loss (black curve in Fig. 5.18) considers
the aforementioned a and b values, plus a constant loss of c = 2 dB/cm [4]. Note that the
rings studied in [82] are made of ridge waveguides with 90 nm of slab thickness while the
rings in this work are made of strip waveguides.
5.11 Design Space for Add-Drop Filters
Add-Drop ring structures can serve as wavelength selective filters and demultiplexers for
WDM-based optical links [14]. The design space for each individual ring can be con-
structed as shown in the plots of Fig. 5.19. The main assumptions that we apply are that
the ring is made of 450220 nm strip waveguides and is operating at critical coupling.
This condition is satisfied when t2in = L t2drp. For the loss of the ring, we use the power-
law model that fits the measured ring losses in Fig. 5.18. Satisfaction of critical coupling
condition requires that drp < in, and hence the drop gap (output gap) should be slightly
bigger than the input gap. We take the output gap as the independent variable and find
the input gap such that the critical coupling condition is held.
Since the design space depends on the loss of the ring, we consider two cases one of
which is for the loss model fitted to measured data in [82] and the other one is for the loss
model fitted to the data from our own measurements.
Figure 5.19 shows the exploration of the design space for the first case. Fig. 5.19a
shows the contours of drop insertion loss at the resonance. By limiting the insertion loss
of the drop path to better than 1 dB, the design space is divided such that a larger radius
is accompanied by a larger gap size. Figure 5.19b describes the spectral attenuation of the
drop path at FSR/2 detuning from the resonance. This is also describing the extinction of
each resonance in the spectrum. We set the requirement for the extinction of resonance
to be better than -30 dB to provide at least -20 dB crosstalk suppression in a WDM link
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(c) (d)
Figure 5.19: Characterization of design space for microring Add-drop filters based on strip
waveguides and the baseline loss model [82]. (a) Contours of attenuation at the resonance.
The white area corresponds to less than 1 dB attenuation. (b) Contours of attenuation at
half FSR. White area corresponds to attenuation better than 30 dB. (c) Contours of 3 dB
optical bandwidth. White area corresponds to a bandwidth greater than 10 GHz and less
than 50 GHz. (d) Overall design space of add-drop ring filters.
[15]. Therefore, the left side of the design space is grayed out in Fig. 5.19b. Figure 5.19c
shows the 3dB optical bandwidth of the drop filter. Considering a minimum signaling
rate of 10Gbps-per- for a WDM-based link, we require that the bandwidth of the filter
be greater than 10 GHz yet less than 50 GHz, and gray out the undesired regions. Finally,
we demand that each add-drop ring filter should provide a minimum FSR of 10 nm to
allow at least 1010Gbps channels spaced 1 nm apart from each other. This sets the
upper-bound of radius to about 10 m. The combination of all these constraints results in
a design space, shown in Fig. 5.19d, limiting the radius to 7 m – 10 m and the output
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(a) (b)
(c) (d)
Figure 5.20: Characterization of design space for microring Add-drop filters based on
strip waveguides and the loss model from our direct measurements. (a) Contours of drop
attenuation at the resonance. The white area corresponds to less than 1 dB attenuation.
(b) Contours of attenuation at half FSR. White area corresponds to attenuation better than
30 dB. (c) Contours of 3 dB optical bandwidth. White area corresponds to a bandwidth
greater than 10 GHz and less than 50 GHz. (d) Overall design space of add-drop ring
filters.
gap to 150 nm – 210 nm. The ideal design point is shown with a red circle on Fig. 5.19d.
This point is at the center of the design space corresponding to a radius of about 9 m
and output gap of 180 nm. This choice of design point will to some extend be immune to
variations on the radius and gap size since the variations on the width of the waveguides
are typically within 5 nm [90].
Fig. 5.20 shows the exploration of the design space for the second case. Same condi-
tions are applied to constrain the design space in Fig. 5.20a for the drop loss at resonance,
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Fig. 5.20b for the extinction of resonance, and Fig. 5.20c for the 3 dB optical bandwidth
of the ring. Fig. 5.20d shows the optimal design space for this case. Compared to the
previous case, smaller radii (down to 5 m) are supported in the design space. The opti-
mal design point in Fig. 5.20d is characterized by 8.6 m radius and an output gap of 178
nm. As can be seen, the optimal point in this case is very close to the previous case even
though the loss models were quite different for small radii.
5.12 Other Types of Coupling
As we pointed out, Eq. (5.54) can be viewed as a general equation that can estimate the
coupling between two identical waveguides with any arbitrary coupling region. The cur-
vature and nonuniformity of the coupling region is entirely lumped inside the curvature
function B(x). Here we extend the analysis of the ring-waveguide coupling to provide
the curvature function B(x) for different types of coupling structures.
Two Straight Waveguides
For two identical straight waveguides of length L coupled to each other (Fig. 5.9), the gap
is constant
g(z) = d (5.71)
and the curvature function is given by
B(x) = x (5.72)
where xE;O = E;OL.
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Directional Coupler with S-bends
S-bends are usually used to bring two straight waveguides close to each other in the cou-
pling region and then taking them away from each other (Fig. 5.9). S-bends are paramet-
rically defined by a cosine function




where 0 < t < 1 is the parameter of the curve, H is the horizontal offset of the S-bend
and V is the vertical offset. In this case, the gap is given by
g(z) =
8>><>>:
d jzj  L/2
d+ V (1  cos( jzj L/2
H
)) L/2  jzj  L/2 +H
(5.74)









where xE;O = E;OL. Here, I0(x) is the modified Bessel function of the first kind of order
zero.
Ring-Ring Coupling
In the case of two identical ring resonators coupled to each other as shown in Fig. 5.9, the
curvature function is given by
BRing-Ring(x) = 0:5BRing-wg(2x) (5.76)
where xE;O = E;O(R + w/2). It can be easily verified that the B(x) function for ring-
ring coupling is always smaller than the B(x) function for the ring-waveguide coupling.
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Figure 5.21: (a) Plot of the ring-waveguide power coupling (2RW ) for 400220 nm strip
waveguides and 5m radius. Solid blue curve is estimated from our model and circles are
from a 3D FDTD simulation (RSoft). (b) Plot of the ring-ring power coupling coefficient
(2RR) for 400220 nm strip waveguides and 5m radius. Solid blue curve is estimated
from our model and circles are from a 3D FDTD simulation (RSoft). The ratio between
case (a) and case (b) is close to 2 as predicted by our model.
More precisely, based on the approximation of BRing-wg(x) 
p






for large values of x. Considering that aE; aO; E; O in Eq. (5.54) do not depend on the
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To show this, we performed an FDTD simulation in RSoft software [225] for 400220 nm
strip waveguides and 5 m radius of curvature. The calculated power couplings (2) are
plotted in Fig. 5.21. A good agreement is observed.
Race-track ring structure




d jzj  L/2
d+ (R + w/2)(1  cos ) L/2  jzj
(5.79)





where xE;O = E;O(R + w/2). Note that in general, the curvature function of the race-
track structure can be written as a superposition of the curvature functions of waveguide-
waveguide and ring-waveguide structures
BRace-track = Bwg-wg(xwg) +BRing-wg(xring) (5.81)
where xwg = L and xring = (R + w/2) for even and odd modes.
Ring resonator with circularly shaped bus waveguide
In this case as shown in Fig. 5.9, the bus waveguide has a circular part around the ring
over an angle of 0 (shown in Fig. 5.22a). This makes the coupling region approximately
a uniform region whose gap function is g(z) = d and the curvature function is given by
B(x)  xwhere xE;O = E;O(R+w/2+d/2). Figure 5.22b shows a comparison between
the coupling of a ring resonator to a straight waveguide and the coupling of a ring to a
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Figure 5.22: (a) Transforming the straight bus waveguide into a circular bus. (b) Compar-
ison of ring-waveguide coupling between the case where the bus waveguide is straight
and the case where the bus waveguide is circular with the coupling region angle set to 30
degree, 45 degree, and 90 degree. It can be seen that the circular bus provides stronger
coupling under similar conditions (same radius and gap size).
circularly shaped waveguide (based on 400220 nm strip waveguides and a radius of 5
m).
5.13 Summary of the Chapter
We introduced compact models for coupling coefficients and bending loss of ring res-
onators in SOI platform. The model for coupling coefficients was first validated by full-
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wave 3D FDTD simulations and then through direct measurements of spectral response
of fabricated devices. The model for loss established a power-law relation between the
loss of the ring and its radius. It was shown that this model can be reasonably well fitted
to the measurements and simulated bending loss of ring resonators.
The proposed compact models were used to characterize a realistic design space for
ring resonators that are performing as add-drop demultiplexers in WDM applications. It
was concluded that the design space for add-drop ring filters results in a range of radii
from 5 m to 10 m and gap sizes from 120 nm to 210 nm. The center point of the design
space was chosen as the optimal design point whose radius is about 9 m, output gap is
about 180 nm, and is operating at critical coupling. This design will provide better than 30
dB of extinction for the resonance, a drop loss less than 0.5 dB and a resonance bandwidth
of about 20 GHz, with an FSR greater than 10 nm.
164
Chapter 6
Thermo-Optic Efficiency and Thermal Rectification of
Integrated Heaters
Abstract– In this chapter, we characterize the thermo-optic efficiency and transient thermal
response of integrated microheaters and develop models for silicon photonic devices equipped
with such heating elements. To demonstrate the usefulness and practicality of the proposed
models, we investigate pulse width modulation (PWM) drive scheme for microheaters and ex-
perimentally demonstrate its use in stabilizingmicroring resonators by digital driving signals
(two-level voltage). Requirements on the drive frequency and duty cycle of the PWM signal
are discussed based on the accurately modeled thermal frequency response of the heater-ring
system.
Thermal effects significantly change the optical behavior of silicon photonic devices
due to the strong thermo-optic coefficient of silicon material (dnSi/dT = 1.810 4 K 1)
[87]. This high thermo-optic susceptibility, on one hand, can be an opportunity as it
allows for effective manipulation of the light in thermo-optic modulators [126, 64, 196]
and optical switches [182, 95, 107], for example. On the other hand, for very narrow-band
optical devices such as ring resonator filters, thermal susceptibility is detrimental, and
requires accurate monitoring and control of the temperature to obtain desired behavior
and performance [65, 218, 112, 133, 136]. For example, the resonant frequency of a silicon
ring resonator is shifted by 9 Ghz (0.07 nm) for each degree Kelvin change in the
temperature of the waveguide [118, 139]. A single degree of temperature variation is
therefore sufficient to create significant spectral distortion of on-off keying (OOK) signals
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for dense wavelength-division multiplexing (DWDM) systems that employ add-drop ring
filters at the receiver [15, 17, 181].
Different mechanisms of thermal control and compensation have been proposed to
improve tolerance of narrow bandwidth devices to ambient temperature variations. The
use of polymer cladding that counteracts the thermo-optic effect of silicon has been pro-
posed [69]; however, this approach requires a specific width of the waveguide (306 nm
[133]) and some post fabrication processes that are not CMOS compatible. Polymers have
also been used in the design of low-power thermo-optic switches [131]. The most popu-
lar solution leverages active thermal control and consists of sending an electrical current
through external but closely integrated metallic [11] or doped-silicon based micro-heaters
to induce ohmic heating [139]. Fabrication constraints require metallic heaters to be lo-
cated above the waveguide and doped-silicon heaters to be located next to the waveguide.
In both cases, the generated heat diffuses mainly through the silica (SiO2) cladding layer
to reach the silicon waveguide [118, 131]. Solutions where the waveguide itself is turned
into a heater by tapering it to a wider width and doping it locally have also been pro-
posed in [198, 49], and [199]. An approach consisting of a PN-doped waveguide driven
with a reversed voltage to its breakdown to produce Ohmic heat right inside it has also
been proposed by Li et al. [100]. Heat diffusion by means of external heaters, however,
permits a separation between the design of the waveguide (choice of optical mode and
polarization) and the design of the heating element.
Designs based on external heaters must take into account the fact that heat diffu-
sion is not instantaneous – it takes time for the heat to propagate from the heater to the
waveguide. Moreover, the heat might reach the waveguide at different strengths and dif-
ferent delays. The optical operation of the photonic device depends, therefore, on the
frequencies of the electrical excitation signal applied to the heater. Understanding this
transient thermal response is crucial to finely adjust and efficiently counter-balance the
thermal noise that impacts the response of silicon photonic devices. Current discussion
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of transient thermal response is reduced to experimental considerations, specifically a
posteriori characterizations of rise and fall times (the time required for the temperature
of the waveguide to evolve from 10% to 90% and 90% to 10% of its asymptotic values, re-
spectively), while the stationary thermal response is straightforward to model accurately
[197]. Observing the importance of thermal stabilization in the total power budget of a
photonic link [18], we conclude that the understanding of thermal effects in silicon pho-
tonics platform deserves careful study.
Micro-heaters are generally incorporated into a feedback control loop that identifies
the required heater driving conditions [66]. These control loops have been implemented
with analog circuits and dithering signals in the work of Padmaraju et al. [134, 137] show-
ing wide thermal ranges. Unfortunately, solutions based on analog signaling are suscep-
tible to electrical noise as well as thermal noise and have limited flexibility, unlike digital
control loops that provide a more robust and, if required, programmable signaling option
[35]. Digital-to-analog converters with 16-bit or more inputs [66] can be used to convert
the discrete digital output into a continuous voltage for the heater with sufficient accu-
racy. This approach, however, is not applicable in cases where a large number of heaters
must be driven simultaneously [24]. A scalable solution investigated by Aguinaldo et al.
in 2014 [2], Zecevic et al. in 2015 [210], and recently improved upon by Mansuura et al.
[119], proposes digital pulse width modulation (PWM) signaling to drive the heaters, an
approach that eliminates the need for DACs. In this design, the limited thermal band-
width of the heater-waveguide system acts as a rectifying low-pass filter, resulting in the
net effect of the PWM excitation signal resembling that of a DC voltage excitation. In this
approach, frequency and duty cycle of the PWM excitation must be carefully examined.
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6.1 Thermal Sensitivity of Silicon Waveguides
Temperature can affect the phase of optical mode inside the waveguide by changing the
effective index of the mode. A small change in the effective index is related to the change




where dneff/dT is the sensitivity of the optical mode to the temperature. Since the sensi-
tivity of the optical mode to the waveguide parameters is already known, it is sufficient
to know how to the temperature affects the parameters of the waveguide.
• Linear Thermal Expansion
Temperature affects the physical dimensions of the waveguide by linearly expanding
them:
Linear Thermal Expansion: L  @L
@T
T: (6.2)
The linear thermal expansion describes the relative expansion sensitivity of a material in
vacuum to the temperature:
L
L
 T ) L  L0(1 + T ): (6.3)
In general, since the silicon core of a waveguide is surrounded by silica, the expansion of
the width and height of the core is a function of linear thermal expansion of both silicon
and silica. These values in room temperature (27C, 300K) are given by
Silicon: dLsi/L
dT
= si  2:6 10 6 K 1 (6.4)
Fused Silica: dLsio2/L
dT
= sio2  5:6 10 7 K 1: (6.5)
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Since the thermal expansion of silicon is stronger than silica, we assume that the ther-




 siT ; h
h
 siT (6.6)
• Change of Material Index
The index of silicon and silica can change due to the change in temperature. The thermo-




 1:8 10 4 K 1 (6.7)
Silica: dnsio2
dT
 8:66 10 6 K 1 (6.8)
which indicates that the change in the index of silicon is two orders of magnitude stronger
than then change in the index of silica. This is expected because silicon is a semiconductor
material while silica is an insulator.
• Change of Effective index
The thermo-optic effect of themode inside the waveguide (consider a strip waveguide) can




























 si  w; (6.10)
dh
dT
 si  h: (6.11)
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Almost Linear Behavior 
Figure 6.1: Thermo-Optic analysis of quasi-TE00 mode of the strip waveguide. (a)neff as
a function of temperature. The original waveguide is assumed to be at room temperature.
(b) Thermo-optic sensitivity of the strip waveguide as a function of temperature.
For the standard strip waveguide with dimensions 450 nm220 nm, the thermo-optic




+(0:2269)(8:66 10 6) + (0:0022)(2:6 10 6  450)





 2:1 10 4 K 1: (6.13)
Next, we change the temperature of a 450 nm220 nm strip waveguide and find the ef-
fective index of the mode as shown in Fig. 6.1a. The slope of the neff versus T is
the thermo-optic sensitivity of the optical mode. Figure 6.1b shows that the thermo-optic
sensitivity of the mode is almost constant over a wide range of temperature.
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Figure 6.2: (a) Structure of strip waveguide with a metallic heater situated at a distance
d above it. (b) V-I characteristic of the resistive heater. The nonlinear behavior is ob-
served. (c) Schematic of heat generation at the heater and its distribution in the cladding.
Dimensions are not necessarily to scale.
6.2 Heater-Waveguide System
The schematic of a strip waveguide with a micro-heater situated at a distance d above it
is shown in Fig. 6.2a. By applying a voltage to the heater, V (t), and running electrical
current, I(t), through it ohmic power P (t) = V (t) I(t) is dissipated by the heater, and
results in a rise of the heater temperature (TH ).
Heater Thermal Response
We are interested in expressing the temperature rise TH as a function of the applied
voltage V (t). We first note that would the resistance of the heater R stay constant, the
power dissipated would be strictly a quadratic function of the voltage as I(t) = V (t)/R
and thus P (t) = V 2(t)/R. However, as the heater temperature increases, the resistivity
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of the heater increases according to R = Rlinear(1 + HTH ) and therefore
V
I
= R(V )  Rlinear(1 + HTH(V )) (6.14)
where H is the temperature coefficient of the resistance of the heater, which is usually
on the order of 10 3. The value of H for some metals are given by
Nickel: H = 5:866 10 3 K 1
Iron: H = 5:671 10 3 K 1
Tungsten: H = 4:403 10 3 K 1
Aluminum: H = 4:308 10 3 K 1
Copper: H = 4:041 10 3 K 1
Silver: H = 3:819 10 3 K 1
Platinum: H = 3:729 10 3 K 1
Gold: H = 3:715 10 3 K 1
Zinc: H = 3:847 10 3 K 1
Here, Rlinear is the resistivity of the heater at low voltage and R(V ) is the resistivity
after the steady-state for self-heating is reached. The increased resistivity leads in turn to
a decrease of the current and dissipated ohmic power. The self-heating situation of the
heater finally regulates itself at a steady sate of temperature and supplied current. We
assume that the self-heating of heater is almost instantaneous, i.e. the resistivity of the
heater instantaneously changes with a change in the applied voltage. In that case, the
rate of generating ohmic energy is equal to the rate with which heat is escaping from the
boundaries of the heater. Therefore
PH(t)   
I
ksio2rT  n^ dS (6.15)
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where ksio2 = 1.38W/(m.K) is the thermal conductivity of SiO2. Schafft [162] andHida et al.
[75] have shown that solving the Laplace equation for the temperature distribution in SiO2
at the steady-state results in a linear relation between ohmic power and the temperature
at the heater surface PH(t) = eqTH(t). In the case of metallic heater shown in Fig.
6.2a the eq factor is given by









where LH is the length of heater, and Y0 is the distance from heater to the Si substrate.
Combining this with the thermal dependence of the resistivity,R =Rlinear(1+H TH(t)),
results in the following equation for the temperature of the heater:
TH(t) =
1
eqRlinear(1 + H TH(t))
V 2(t): (6.17)















The result of such self-heating phenomenon is a nonlinear DC voltage-current character-









Note that if H ! 0 then Kv ! 0, and Eq. (6.18) and (6.20) reduce to the simple forms
for a linear resistance. Fig. 6.2b shows an example of experimentally measured V-I data
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points (blue circles) along with an expected linear V-I curve (dashed red line). By fitting
Eq. (6.20) to themeasured data points, we find out that with parametersRlinear = 161
 and
Kv = 0.6 V 2, the model matches the measurements quite well. Fig. 6.2c schematically
depicts the heat distribution after the self-heating of heater is reached.
6.3 Waveguide Thermal Impulse Response
Once we know how the heater temperature is affected by the voltage applied to it, we
analyze how this temperature change propagates to the waveguide. We first note that
performing a full analysis of the heater-waveguide system generally requires a 3D nu-















where SiO2 = 8.710 7 m2/s is the thermal diffusivity of silica. However, by assuming
that i) the structure is uniform in the z-direction (cross-section is in the xy-plane) and, ii)
the width of the heater is large enough compared to the width of waveguide (wH  wwg)
and/or the width of the heater is large enough compared to the distance from waveguide
(wH  d), we can reduce this equation to only one direction (assumed to be y-direction).
If the heater is situated at y = 0 and waveguide is situated at y =  d as shown in Fig. 6.3,








In order to solve this problem, we first apply a Fourier transform in the time domain
T (y; t) =
Z 1
 1
~T (y; !)ej!td!/2 ! @
2 ~T
@y2
= j!/sio2 ~T (6.23)
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Figure 6.3: Approximation of extending the boundaries to the infinity and considering
only 1D heat propagation in the y direction.










and since we are considering propagation of heat in the  y direction, only one of the
signs is acceptable. Therefore
k(!) =
8>><>>:
k+(!) for ! > 0
k (!) for ! < 0
(6.25)
where












It can be seen that k (!) = k+(!) or in other words k( !) = k(!). The solution in the
frequency domain is then given by
~T (y; !) = C(!) ek(!)y (6.28)
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in which C(!) can be determined by the initial conditions. The solution in the time do-
main is




which can be written as the convolution of two functions as










In order to find C(t), we apply the boundary condition at y = 0 which corresponds to
the change of temperature of the heater as a function of timeT (0; t) = TH(t). On the
other hand, we can see that I(0; t) = (t). Therefore
I(y = 0; t) = (t) (6.33)
C(t) = TH(t) (6.34)
and
for y < 0 : T (y; t) = TH(t)~ I(y; t): (6.35)
The function I(y; t) can thus be interpreted as the impulse response of the propagation
of the heat from the heater to the surrounding. The change of temperature of the silicon
waveguide is calculated by substituting y =  d:
T ( d; t) = TH(t)~ I( d; t); (6.36)
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and hence
Twg(t) = TH(t)~ Iwg(t); (6.37)





























and is zero for t < 0. To show this, we consider the initial condition problem for the heat
equation given by
8>>>>>><>>>>>>:
(@t   @yy)u(y; t) = 0
u(y = 0; t) = (t) : boundary condition
u(y; t = 0) = 0
(6.40)
The goal here is to use Laplace transform to calculate the solution. If u(y; t) is the solution,




u(y; t) e stdt (6.41)







= sU(y; s)  u(y; 0): (6.42)
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Now we apply the Laplace transform to the heat equation and keep one of the solutions
for the y > 0 region:





Clearly U(0; s) is the Laplace transform of u(0; t), hence U(0; s) = 1. Finally, we need to
perform the inverse Laplace transform:





where  is chosen such that the integral contour is on the right side of all the singularities
of U(y; s). In this particular case, U(y; s) does not have any singularities, therefore we









and a chagne of variable z = pt s results in












Note that the domain of integral can be remapped to  j1 ! j1 after the change of
variable z = pt s because the integrand is zero at any point x0 j1. Finally, the change
of variable w = z   y/2p t and then the change of variable w = j will yield the











By setting y = d and defining f0 = SiO2/(d2), function Iwg(t) is obtained. We call f0 as
the thermal frequency of the system (note that the units of f0 is 1/sec or Hz). For example,
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f3dB Easy to  
measure 
Hard to  
measure 
Figure 6.4: Block diagram of related parameters of the heater and the waveguide in order
to estimate the transient thermo-optic response of the waveguide. Through V-I character-
istic of heaterTH(t) is estimated and through the thermal frequency response,Twg(t)
is calculated.
if d = 1 m and SiO2 = 8.710 7 m2/s, then f0 is about 275 kHz. Fig. 6.4 shows a plot dia-
gram of the inter-relations and the procedure to estimate the transient thermal behavior
of heater-waveguide system. Although direct measurement of the temperature is hard,
Eq. (6.18) combined with Eq. (6.39) provides an approximation of how the temperature is
changing at the heater and at the waveguide. Fig. 6.5a plots the impulse response calcu-
lated from Eq. (6.39) for f0 = 30 kHz. Based on Eq. (6.39) one can see that the peak of the
thermal impulse response occurs at tpeak = 1/(6f0). Fig. 6.5b plots the thermal frequency
response of the system for f0 = 30 kHz based on Eq. (6.38). As can be seen, the behavior
of the system resembles that of a lowpass filter whose 3dB bandwidth is approximately
15 kHz. In cases where the assumption wH  d causes a significant error on the thermal
impulse response, a correction term can be added to Eq. (6.39) [23].
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B)f0 = 30 kHz
(a) (b)
Figure 6.5: (a) Plot of impulse response function for f0 = 30 kHz. (b) Plot of thermal
frequency response of the heater-waveguide system for f0 = 30 kHz.
Effect of a Thermal Wall on the Thermal Impulse Response
Even though Eq. (6.37) and Eq. (6.39) enable us to predict the temperature of a waveguide
surrounded by a heater to which a prescribed voltage is applied, for the complete analy-
sis, the model needs to take into account thermal obstacles at the immediate waveguide
proximity. We thus now consider the case in which there is a thermal wall in the direction
of heat diffusion such that the temperature of the wall is almost constant at all times, and
thus perfectly absorbs and pipes out the incurring heat. For example, in the case of the
metallic heater as shown in Fig. 6.6, the boundary between the buried oxide (BOX) layer
and silicon substrate can typically be considered as a thermal wall [29, 162] due to the fact
that the thermal diffusivity of silicon (substrate) is two orders of magnitude stronger than
silica (BOX layer). Since temperature is continuous across the boundary, the change of
temperature of the substrate at the boundary should be very small. In order to incorpo-
rate the effect of such hit sink into the equations, we start with the heat transfer equation
and take the Fourier transform:
T (y; t) =
Z 1
 1
~T (y; !)ej!td!/2 ! @
2 ~T
@y2
= j!/sio2 ~T (6.48)
180




























Figure 6.6: (left) Cross-section of the SOI waveguide. (right) Approximate 1D model for
the heat-transfer in the  y^ direction. The heat-sink denotes the boundary at which the
temperature is not changed at all times.
and the solution in the frequency domain now consists of both forward and backward
terms:
~T (y; !) = C(!)ek(!)y +D(!)e k(!)y (6.49)
which should satisfy the boundary condition at y =  Y0:
~T (y =  Y0; !) = 0! ~T (y; !) = C(!)ek(!)y
 
1  e 2k(!)(y+Y0) (6.50)
and taking the inverse Fourier transform will yield





1  e 2k(!)(y+Y0) ej!td!/2 (6.51)
which can be written in terms of time-domain convolution:
T (y; t) = C(t)~ I(y; t) (6.52)
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where I(y; t) is the thermal impulse response of the system. At y = 0, the boundary
condition is given by
T (0; t) = TH(t)! ~TH(!) = C(!)
 
1  e 2k(!)Y0 (6.53)








This integral can be expressed in the time domain as the following convolution
Twg(t) = TH(t)~ Iwg(t) (6.55)










or equivalently, the frequency response of the waveguide is given by:
~Iwg(f) = exp( k(f))





where  = Y0/d > 1, and





and f0 is defined as before (f0 = SiO2/(d2)). Parameter  represents the ratio of the
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f0 = 30 kHz, n = 3
















Figure 6.7: (a) Plot of impulse response in the presence of a thermal wall for f0 = 30 kHz
and  = 3. (b) Plot of thermal frequency response in the presence of a thermal wall.
and the low frequency response (f ! 0) is given by ( 1)/. It can be seen that setting 
=1will result in Eq. (6.38) and Eq. (6.39). As a comparison, the thermal impulse response
and frequency response based on Eq. (6.57) for f0 = 30 kHz and  = 3 are calculated and
plotted in Fig. 6.7a and 6.7b, respectively. Eq. (6.57) exhibits a flatter low frequency
response compared to Eq. (6.38).
Since the parameter  is proportional to the distance from the thermal wall, increasing
 is equivalent to increasing the thickness of BOX layer in Fig. 6.6, which results in a
decrease of thermal bandwidth according to Eq. (6.59) and an increase in the rise/fall
time of the step response. This is in agreement with the numerical results presented in
[11].
The 3dB thermal bandwidth of the heater-waveguide system depends on f0 and 
parameters, therefore, knowing only f3dB will not uniquely determine f0 and . For a
given value of f3dB, reducing  on the f3dB contour given by Eq. (6.59) will reduce f0 and
make the frequency response sharper so that higher frequencies get more suppressed. In
order to uniquely determine f0 and , we can also define another frequency bandwidth
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Knowledge of both f3dB and f7dB will uniquely determine the thermal frequency response.
As the first example, the 3dB and 7dB thermal bandwidths of a metallic heater in
Atabaki et al. [11] are given as 132 kHz and 284.5 kHz, respectively. The contours of
these two bandwidths are plotted in Fig. 6.8a as functions of f0 and . The intersection
of the two curves determines f0 = 30 kHz and  = 1.325. A comparison of the normalized
frequency response from Atabaki et al. [11] and our proposed model given in Eq. (6.57)
is plotted in Fig. 6.8b.
As the second example, the 3dB and 7dB thermal bandwidths of a doped-silicon heater
in Harris et al. [70] are given by 130 kHz and 500 kHz, respectively. Contours of these
two frequencies are plotted in Fig. 6.8c with an intersection occurring at f0 = 141.6 kHz
and  = 4.262. Fig. 6.8d plots our proposed frequency model (normalized) against the
measurements presented in [70]. A good agreement is again observed. Note that the
intersection of 3dB and 7dB contours occurs at lower values of f0 and  in Fig. 6.8a,
whereas in Fig. 6.8c it occurs at large values of f0 and . This means that the thermal
frequency response of the first example is sharper than the second example.
6.4 Thermo-Optic Transient Response of Waveguide
Thechange in thewaveguide temperaturewill cause an instantaneous change in the phase













for a 450 nm220 nm strip waveguide. L is the length of the waveguide exposed to the
thermal effects and  is the wavelength of light.
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f3dB = 132 kHz
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f0 = 141.6 kHz,  = 4.262
Harris et al.
(c) (d)
Figure 6.8: (a) Contours of 3dB (blue curve) and 7dB (red curve) thermal bandwidth of
a metallic heater given in [11]. The intersection provides the values of f0 and . (b)
Comparison of frequency response in [11] (red circles) and our proposed model (solid) by
matching 3dB and 7dB bandwidths. A good agreement is observed. (c) Contours of 3dB
and 7dB bandwidth of a doped-silicon heater given in [70]. (d) Comparison of measured
frequency response from [70] and our proposed model.
6.5 Verification with Finite Element Method
In this section, COMSOL, a finite element analysis tool is used to estimate the transient
thermal response of heater-waveguide system. The width and height of the heater are set
to 5 m and 0.2 m, respectively. The silicon waveguide is situated 1 m below the heater
and the space between them is filled with silica. The boundaries of the simulation area are
located 10 m from each edge of the heater and are set to thermal insulation boundary
condition. The initial values are set to zero and the heat flow is modeled by setting the
temperature of heater as a function of voltage according to Eq. (6.18) with parametersKv
= 0.6 V 2 and H = 4.510 3 K 1. Note that the choice of metal for the heater affects H
and Rlinear parameters (and hence Kv) even if all the heaters have the same geometrical
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design. However, the goal here is to show how the temperature of the waveguide changes
as a function of temperature of the heater. Therefore, the boundaries of the heater are set
to a fixed temperature according to Eq. (6.18).
Thermal Impulse Response
In order to find the transient shape of the thermal impulse response, a very short pulsed
voltage (50 nsec duration) with 1V amplitude is applied to the heater. This will set the
temperature of the heater to 29.5 K during the 50 nsec period. Then the heat transfer
equation is solved. Fig. 6.9a shows the temperature distribution at the time when the
temperature of the waveguide is at its peak. Fig. 6.9b shows the comparison between
the analytic model (solid) with 132 kHz of 3dB thermal bandwidth and the result from
COMSOL (dotted). A good agreement is observed.
Step Response
The step response can be calculated from the thermal impulse response using Eq. (6.37).
If a step voltage is applied to the heater at t = 0, its temperature response is also a step













! du =  4f0 u2dt! Iwg(t)     1

 4pf0 u3/2 e u (6.63)
and therefore Z t
0
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now we use another change of variable


















Using this definition, the integral of the thermal impulse response is given by
Z t
0
Iwg(x)dx     1









and therefore the impulse response of temperature is









Note that erfc(0) = 1 and erfc(1) = 0. Based on this solution, we can easily estimate
the 10% to 90% rise time of the system. Using the change of variable u = 1/(4f0t) and
the fact that (   1)/ TH(0+) is the final value of the waveguide response, we can
write:
erfc(pu0:1) = 0:1! pu0:1 = 1:162! u0:1 = 1:3525
erfc(pu0:9) = 0:9! pu0:9 = 0:087! u0:9 = 0:0079: (6.69)










































































Figure 6.9: (a) Structure of metallic heater and silicon waveguide in COMSOL simulations.
The width of the heater is set to 5 m and the waveguide is 1 m below the heater. (b)
Analytic (solid) and COMSOL results (dotted) of a 50 nsec pulse excitation of the heater.
(c) Step response of the waveguide temperature. (d) Sinusoidal response of the waveguide
for a 100 kHz excitation of the heater.
As an example, if the 3dB bandwidth is about 132 kHz and  ! 1, the rise time is
approximated to be 36 sec.
We applied a 0V to 1V step voltage to the heater in COMSOL and calculated the step
response. The result is shown in Fig. 6.9c (dotted) along with the predicted analytic model
(solid). Since the boundaries are set at 10 m distance from the heater,  = 10 is set in Eq.
(6.68). A good agreement is observed between the results.
Steady-State Sinusoidal Response
Now we assume that the heater is excited by a sinusoidal voltage biased with a large DC
part, VH(t) = V0 + Vi sin(!it) where !i = 2fi. Due to nonlinear nature of Eq. (6.18), all
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the harmonics are presented in the temperature change of the heater. However, as long
as the AC amplitude is small, we can only include the DC and first harmonic. Therefore
TH(t)  T dcH + T acH sin(!it) and the waveguide temperature response is Twg(t) 


















Fig. 6.9d shows an example of analytic calculation (solid) and COMSOL simulation (dot-
ted) of sinusoidal response with parameters fi = 100 kHz, V0 = 1V, and Vi = 0.1V. The
delay between the sinusoidal excitation and the waveguide thermal response is estimated
to be 0.96 sec in this example which agrees well with the COMSOL result. Figure 6.10
shows the developed graphical interface based on the mathematical model for calculating
the step response of the heater-waveguide system.
6.6 Pulse Width Modulation and Thermal Rectification
The lowpass filtering nature of the thermal impulse response of the heater waveguide
system causes the system to not react to very high frequencies. Considering the analysis
of sinusoidal respond in the previous section, if the frequency of the excitation voltage
is too high then its effect will be almost completely suppressed. This fact brings up the
question if it is possible to drive the heater that requires an analog signal with a digital
pulse-shaped signal to get any arbitrary step response. Assume a periodic square signal
with pulse amplitude Vi, frequency fi = 1/Ti, and duty cycle D = i/Ti is applied to the
heater. This voltage will trigger a thermal response at the heater as plotted in Fig. 6.11a.
The amplitude of the resulting thermal pulse, Ti, is given by Eq. (6.18). Figure 6.11b
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Figure 6.10: A developed graphical interface for calculating the thermo-optic step re-
sponse of the heater-waveguide system.
describes how the low-pass system will interpret this thermal excitation as a step excita-
tion if the frequency and duty cycle are properly adjusted. To prove this, we look at the









Each component of this harmonic series excites a corresponding harmonic of the
waveguide temperature with different amplitudes and time delays. In order for this series
to result in a step response, we should ensure that all the harmonics (except for the DC
component) are adequately attenuated. In this case, the DC component of the waveguide
temperature is T dcwg = (   1)/  DTi (see Eq. 6.71a) which is a linear function of
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Fourier 
series 
Actual excitation Equivalent excitation 
Duty cycle 
(a) (b)































D = 0.2 D = 0.5 D = 0.8
f3dB = 50 kHz, fPWM = 4MHz
(c) (d)
Figure 6.11: (a) PWM temperature of the heater that consists of periodic pulses with peak-
to-peak amplitude denoted by Ti. (b) Equivalent thermal step drive of the heater based
on the PWMdrive. The amplitude of the step drive isT0 =DTi. (c) Plot of the required
frequency for PWM signal based on the duty cycle. The relative attenuation of the first
harmonic (i.e. ripples) is set to 0.01. (d)Thermal response of waveguide for three different
duty cycles.












where A denotes the desired relative attenuation of the first harmonic. This yields the
following lower-bound on the frequency of the PWM signal based in its duty cycle, D,
and ripple suppression level, A:







   1 sinc(D)
2
: (6.74)
Fig. 6.11c plots this lower bound as a function of duty cycle for the relative attenuation
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of first harmonic set to A = 0.01 and three cases where the 3dB thermal bandwidth of
the system is set to 50 kHz, 100 kHz, and 150 kHz, respectively, and  = 1. Thermal
parameters of heater are set toKv = 0.6 V 2, and H = 4.510 3 K 1. The required PWM
frequency rises as the duty cycle decreases and the maximum frequency occurs atD = 0.
Figure 6.11d plots the thermal response of the waveguide for three different duty cycles
with 4 MHz drive frequency and 50 kHz thermal bandwidth. As can be seen, the thermal
response of the waveguide is very close to that of a step excitation.
PWMThermo-Optic Response of Microring Resonators
Two common structures of microring resonators are the “all-pass” in which one waveg-
uide is coupled to the ring, and the “add-drop” configuration in which two waveguides
are coupled to the ring. For an “all-pass” configuration the Lorentzian transmission spec-
trum [105] at the output port is given by P (x) = 1   A/(1 + x2) and for an “add-drop”
configuration the spectrum at the drop port is given by P (x) = A/(1 + x2), where A de-
termines the extinction ratio of resonance and x is the normalized deviation of the input
laser from the resonance wavelength given by x = (2/3dB) (input   res). A change











Due to the Lorentzian lineshape, the behavior of the output optical power depends on
the input wavelength. As shown in Fig. 6.12a, if the input wavelength is set close to the
resonance of the ring then the change in optical power is linearly related to the change
in waveguide temperature. However, if the input wavelength is tuned exactly to the res-
onance as shown in Fig. 6.12b, the optical power has a quadratic dependence on the
temperature of the waveguide. This can be confirmed by noting that the first derivative
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DP ~ Dl2 ~ (DTwg)2
(a) (b)
Figure 6.12: (a) Region of linear small-signal thermo-optic response of the microring res-
onator. In this region, the change in optical power is linearly proportional to the change
in the temperature of waveguide. (b) Region of nonlinear small-signal thermo-optic re-
sponse of microring resonator. In this region, the change in optical power has a quadratic
dependence on the change in temperature.
of P (x) with respect to x is zero at x = 0. If a PWM signal is applied to the heater and
the ring is working in the linear regime, then the amplitude of the first harmonic on the
optical output is proportional toD sinc(D)j~Iwg(fi)j and therefore Eq. (6.73) that describes
the ripples on the temperature also applies for the optical power. On the other hand, if
the ring is working in the quadratic regime then the steady-state DC level of the out-
put power is proportional to D2T 2i j~Iwg(f = 0)j2 and the strength of the first harmonic

















which can be used to determine the required PWM frequency based on the duty cycle. For
example, if  = 3 and f0 = 30 kHz, a duty cycle of 50% requires at least a PWM frequency
of 1.21 MHz for more than 99% suppression of thermal ripples. A more detailed treatment
of the first harmonic of the Lorentzian response is provided in [23]. The peak-to-peak
voltage of the PWM control signal and its duty cycle will ultimately determine the tuning
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range of the resonance. Note that the absolute amplitude of the first harmonic of the
optical power is dependent on the peak-to-peak voltage of the heater and therefore a
larger peak-to-peak voltage will in general require a higher PWM frequency to keep the
amplitude of the first harmonic below a certain value. However, in Eq. (6.73) and Eq.
(6.76) we define the suppression of the first harmonic as the relative error with respect to
the DC value which is independent of the peak-to-peak voltage.
6.7 Thermo-Optic Efficiency of Microrings
Based on the developed models for the thermal response, the thermo-optic tuning effi-
ciency of the resonance of a microring resonator can be derived by combining Eq. (6.18),



















showing a constant value. Therefore, the relation betweenres and PH is a linear behav-
ior. Here,N is a factor that describes what fraction of the circumference of the microring
is exposed to the heat (0 < N < 1). If the entire ring is exposed to heat, then N = 1.
Equation (6.77) is useful in determining the upper limit on the thermo-optic efficiency
of integrated microheaters. As shown in Table 6.1, assuming that for the three types
of heaters (metallic, externally doped, internally doped), the ring is made of 450220
strip waveguides, we can see that optimistic values for the thermo-optic parameters lead
to thermo-optic efficiencies in the range of 1–1.9 nm/mW. By further tweaking the de-
sign parameters, it may be possible to increase the efficiency of microring tuning up to 2
nm/mW. However, going beyond 2 nm/mW seems to be very hard to achieve. In order to put
these efficiency numbers into perspective, a survey of published microrings with heaters
is presented in Table 6.2.
We now look at the trade-offs between the heating speed (3dB thermal bandwidth) of
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Table 6.1: Optimistic evaluation of thermo-optic efficiency of microrings with three dif-
ferent types of integrated heaters.
Type Metallic Doped (external) Doped (internal)
Waveguide Strip 450220 Strip 450220 Strip 450220
Mode TE00 TE00 TE00
resonance (nm) 1550 1550 1550
neff 2.35 2.35 2.35
ng 4.393 4.393 4.393
dneff/dT (K 1) 2:1 10 4 2:1 10 4 2:1 10 4
N 1 0.9 0.5
  3  10 large
H (K 1) 5 10 3 3 10 3 3 10 3
Kv 0.5 0.3 0.6
Rlinear (k
) 1 1 1
eff. (nm/mW) 1.23 1.5 1.853
Table 6.2: Survey of thermo-optic efficiency (nm/mW) of published microring structures
with integrated heaters.
Structure Heater Efficiency Reference Year
Filter External 0.13 Amatya et al. [6] 2007
Filter External 0.26 Qiu et al. [150] 2011
Modulator External 0.32 Zheng et al. [213] 2014
Modulator External 0.38 DeRose et al. [48] 2014
Filter Internal 1.08 Su et al. [177] 2015
Modulator Internal 1.14 Timurdogan et al. [186] 2014
Modulator Internal 1.14 Zortman et al. [219] 2012
Filter Internal 1.23 Sun et al. [180] 2016
Modulator Internal 1.71 Timurdogan et al. [188] 2013
Filter Internal 1.78 Timurdogan et al. [187] 2012
Filter Internal 1.81 Watts et al. [198] 2009
a microring and the heating efficiency (thermo-optic shift of resonance) for a metallic mi-
croheater. There are four main physical parameters of the heater-ring structure involved
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Figure 6.13: (a) breakdown of the relation between thermal variables and the physical
parameters of the heater-ring system. For V-I of the heater, L refers to the length of the
heater while for it refers to the length of the silicon waveguide exposed to the heat. (b)
Plot of normalized 3dB thermal bandwidth as a function of . The minimum point occurs
at  = 1.606. (c) Contours of required mW ohmic power for one FSR shift of resonance of
a microring.
in the design space as shown in Fig. 6.13a: width of the heater, wH , vertical distance of
heater from ring, d, vertical distance of heater from silicon substrate, Y0, and the length
of heater, L. Note that here we assume the thickness of heater is fixed and is not subject
to variation and optimization. There are four thermal parameters two of which (Kv, R
)
are specifically for the heater and the other two (f0, ) are for the thermal response of the
microring. Finally, there are four functions that are subject to variation and optimization.
In order to see the trade-offs between thermal speed and efficiency, we consider f0
196
Chapter 6. Thermo-Optic Efficiency and Thermal Rectification of Integrated Heaters
and  as the main optimization parameters. Using Eq. (6.77) and (6.16) it can be shown












    1p
f0/fw + 0:88 
(6.78)
where we defined fw = sio2/( w2H). If we assume that the heater covers the entire mi-
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and hence a trade-off exists. Since for the application of thermal tuning of a microring,
heating efficiency is in general more important than the thermal speed, we give the pri-
ority to a larger  and smaller f0. Next, we see that the plot of f3dB as shown in Fig. 6.13b







Therefore, in order to ensure that the 3dB bandwidth is at least 100 kHz regardless of the
position of waveguide, the condition Y0 < 4.46 mmust be satisfied. Finally, we calculate
the contours of the required ohmic power (mW) to tune the resonance to a full FSR and
plot them in Fig. 6.13c as a function of  and wH/d. The power for tuning the resonance
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over a full FSR range is given by




f0/fw + 0:88 
   1 : (6.83)
which shows that the contours of constant PH are lines in the (,w/d) plane. Considering
that small ring resonators with radii on the order of 5m or smaller (FSR > 20 nm) are
desirable for dense WDM photonic links [14, 18], we put an upper bound of 30 mW on
the tuning power to ensure a tuning efficiency of at least 0.67 nm/mW. We also put the
constraint that wH/d > 5 to make sure the heat diffusion from heater to waveguide is
uniform enough such that the 1D equations hold. The desired region based on these
constraints is highlighted in Fig. 6.13c indicating that  > 4 must be satisfied which
results in the condition d < 1.2 m.
6.8 Experimental Demonstrations
In this section, we present the experimental results on the thermo-optic response of mi-
croring resonators and show that the thermo-optic models presented in the previous sec-
tions agree well with the experimental results. As a practical example, we further present
the use of the thermal models for controllingmicroring resonators with PWM signals. For
completeness, we consider two separate devices equipped with integrated micro-heaters:
the first one is an “all-pass” configuration and the second one is an “add-drop” configura-
tion.
Device 1: All-Pass Ring Resonator
The band-stop or notch tunable silicon ring filter was designed by Analog Photonics [227]
as part of the AIM Photonics [226] process design kit (PDK) and fabricated through a
multi-project wafer (MPW) run. The tuning is achieved by an integrated silicon resistor
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Figure 6.14: (a) A picture of the exact layout of the all-pass ring from the designed GDS
file. (b) Schematic of the “all-pass” microring configuration. (c) Measured (red circles)
and Modeled DC characteristic of the heater. Extracted parameters are Rlinear = 850 

andKv = 0.2 V 2. (d) Stationary thermo-optic response of the microring as a function of
heater voltage. A linear fit indicates a thermo-optic efficiency of 1 nm/mW. (e) Stationary
thermo-optic response as a function of heater voltage.
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Figure 6.15: Measured spectra of the all-pass microring structure under various bias volt-
ages applied to the heater.
that acts as a joule heater. The resistor is formed by doping the silicon and placed away
from the optical mode and contacts to ensure a low optical loss and a high thermal tuning
efficiency (external heater). This device has a resonance at  = 1540.2 nm. A picture of
the designed GDS file is shown in Fig. 6.14a. A schematic of this structure is shown in
Fig. 6.14b. The DC measured V-I characteristic of the integrated heater is shown in Fig.
6.14c (red circles) along with the linear fit shown with dotted line. The linear resistance
is estimated to be Rlinear = 850 
 and Kv is set to 0.2 so that Eq. (6.20) matches the mea-
surements as shown in Fig. 6.14c with the solid curve. Next, we examined the stationary
thermo-optic response of the microring by tuning the laser wavelength to the resonance
while sweeping the heater voltage from 0V to 2V and measuring the shift of resonance as
shown in Fig. 6.15. The results are plotted in Fig. 6.14d as a function of heater power (in
mW units) and in Fig. 6.14e as a function of heater voltage. A linear curve has been fitted
to the data indicating a thermo-optic efficiency of 1 nm/mW.
In order to characterize the transient response, we applied a small-signal sinusoidal
voltage with enough DC bias such that it always stays positive, and measured the peak-
to-peak amplitude of the optical output after being converted to electrical voltage by a
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photodiode. Due to the presence of a DC component in the heater voltage, the output
optical power is linearly proportional to the temperature of waveguide in the small-signal
approximation. The frequency of the applied voltage was swept from 5 kHz to about 150
kHz and both the amplitude and phase delay of the output were measured. Figure 6.16a
shows the normalized measured amplitudes (red circles) in dB units and Fig. 6.16b shows
the measured phase delays in radian units. We fitted the frequency response model of
Eq. (6.57) to the 3dB and 7dB measured bandwidths by setting f0 = 30 kHz and  = 2.223,
and then plotted the normalized amplitude and phase delay in Fig. 6.16a and Fig. 6.16b
with solid curves. A good agreement is observed validating our frequency model. The
3dB thermal bandwidth is estimated to be 50 kHz. Based on the measured 1 nm/mW
thermal efficiency, H is extracted from Eq. (6.77) to be 1.710 3 K 1 and then used to
calculate the shift of resonance as a function of heater voltage. The results are plotted as
a solid curve in Fig. 6.14e, which agree well with the measurements. Fig. 6.16c shows
an example of the measured heater voltage and output voltage at 60 kHz. The time delay
between the peaks of the two signals is observed to be 3.8 sec, which is very close to
the estimated value of 3.7513 sec from Eq. (6.71c). Based on Eq. (6.75), we estimate the
thermal sensitivity of the resonance to be res/Twg = 0.073 nm/K or 9.07 GHz/K.
Next, we performed a time-domain small-signal measurement (Vpp = 100 mV) of the
thermo-optic ripples due to the PWM drive of the heater. The definition of the peak-
to-peak ripple amplitude is shown in Fig. 6.17a. As the frequency of the PWM drive
increases, the ripples of the optical output get closer to a sinusoidal behavior. We applied
a 150 kHz PWM signal to the heater andmeasured the amplitudes of the optical ripples for
20%, 40%, 50%, 60%, and 80% duty cycles. The measured ripple amplitudes are normalized
to their maximum value and plotted in Fig. 6.17b as a function of duty cycle. Since the
input laser is tuned to the resonance, the quadratic behavior of thermo-optic response [see
Fig. 6.12b] is in effect. If we assume that the ripples are mainly due to the first harmonic
of the thermal response considering the small-signal voltage applied to the heater, the
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Figure 6.16: (a) Normalized amplitude thermal frequency response. The model fits the
measurements by setting f0 = 30 kHz and  = 2.223. The 3dB thermal bandwidth is 50
kHz. (b) Phase delay of the thermal frequency response. (c) Measured heater voltage and
output optical power (after photodiode) at 60 kHz. The time delay between the peaks is
about 3.8 sec.
normalized behavior of optical ripple amplitude as a function of duty cycle is given by
1:73D sin(D) based on the previous analysis. The maximum amplitude of the ripples
is predicted to happen at 65% duty cycle. This curve is plotted in Fig. 6.17b which has
a good agreement with the measured data. Note that the asymmetric behavior around
50% is due to the quadratic optical response of the microring. If the laser was set to the
linear region of the Lorentzian curve, the ripple amplitudewould have behaved symmetric
around 50% duty cycle.
Device 2: Add-Drop Ring Resonator
The second device is an “add-drop” configuration equipped with integrated doped-silicon
micro-heater (internal heater) as schematically shown in Fig. 6.18a. This device has a
resonance at 1545.8 nm and the optical 3dB bandwidth of this resonance is about 0.7 nm
[66].
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Figure 6.17: (a) Example of ripples on the waveguide thermal response to the PWM exci-
tation of the heater. (b) Comparison of measured (squares) normalized ripple amplitudes
for 150 kHz small signal PWM drive of heater as a function of duty cycle. Solid curve
shows the ripple amplitude based on the first harmonic of the thermo-optic response. A
good agreement is observed.
First, the DC V-I characteristic of the heater was measured and plotted in Fig. 6.18b.
The extracted parameters areKv = 0.6 V 2 and Rlinear = 161 
. Then we applied DC volt-
ages from 0V to 4V in 0.2V steps to the heater and measured the shift of resonance. The
results are plotted in Fig. 6.18c and 6.18d. The heating efficiency is approximated to be
0.266 nm/mW based on the linear fit in Fig. 6.18c. We measured the 1dB thermal band-
width of the structure to be about 40 kHz and 3dB thermal bandwidth to be about 350
kHz by tuning the input single- laser to the resonance and modulating the DC voltage
by a small signal sinusoidal voltage and monitoring the peak-to-peak amplitude of the
sinusoidal optical power at the drop port. Based on Eq. (6.57) the contours of 1dB and
3dB thermal bandwidth are plotted in Fig. 6.19a as a function of f0 and . The intersection
of these two contours yields f0 = 723.122 kHz and  = 203. A comparison of the measured
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Figure 6.18: (a) Schematic of “add-drop” configuration with micro-heater. (b) Measured
DC V-I characteristic of the heater. (c) Measured stationary thermo-optic response of the
microring as a function of heater power. The heating efficiency is about 0.266 nm/mW.
(d) Measured stationary thermo-optic response of the microring as a function of heater
voltage.
thermal frequency response (red circles) and the fitted model (solid blue curve) is plotted
in Fig. 6.19b indicating a good agreement. Finally, by substituting the extracted parame-
ters in Eq. (6.77), H is estimated to be 6.610 3 K 1 and the thermal sensitivity of the
resonance is estimated to be 0.0729 nm/K or 9.05 GHz/K.
Next, we examined the PWM response of this structure. In order to experimentally
determine the minimum PWM drive frequency, we injected a broadband laser source in
the input port andmonitored the spectral response of the drop port as the PWM frequency
increased [see Fig. 6.20]. As an example, a PWM signal with 2V peak-to-peak and 50%
duty cycle was applied. We tracked the resonance shift for upper and lower thermal ripple
amplitudes by increasing the PWM frequency. The two branches are plotted in Fig. 6.21a.
When the frequency of the PWM drive is low, the upper and lower ripples are close to
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Figure 6.19: (a) Contours of 1 dB and 3dB thermal bandwidth to extract f0 and . (b)
















Figure 6.20: Experimental setup for PWM excitation of integrated microheater. The SiP
chip is mounted on top of a testing socket that is soldered on a printed circuit board. A
broad-band source is injected and the response is monitored with a spectrum analyzer
through grating couplers. PWM control signal to the heater is applied through SMA
connectors on the board [66].
0V and 2V; hence the shift of the resonance is close to its DC response. This is shown
in Fig. 6.21b by markers “A” and “B”. As the frequency of the PWM increases, the two
branches get closer and closer to each other in the wavelength domain. This corresponds
to a smaller peak-to-peak ripple in the time domain as shown in Fig. 6.21c by markers
“C” and “D”. Finally, at about 4 MHz of the drive frequency the two branches collide and
a completely rectified thermo-optic response is achieved.
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Figure 6.21: (a) Experimental measurement of the steady-state resonance wavelength of
the add-drop ring resonator for upper and lower PWM ripple levels with 2V peak-to-
peak and 50% duty cycle. The increase of the PWM frequency will bring the two branches
closer together until they collide at about 4 MHZ. This indicates an experimental way to
determine the minimum PWM frequency for a stable thermal response. (b) Large ripple
levels due to the low frequency of PWM drive. (c) Small ripples due to the high frequency
of PWM drive.
6.9 Summary of the Chapter
In this chapter, a compact modeling approach for characterizing the stationary and tran-
sient thermo-optic responses of microring resonators was presented. We showed that
both temperature and electrical current of the resistive heater have a nonlinear depen-
dence on the voltage applied to the heater. We also showed that our analytic models for
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DC response and frequency response agree well with our experimental measurements.
A key parameter discussed in this chapter was the thermal impulse response of the
heater-waveguide system that relates the change of temperature of the heater to the
change of temperature of the waveguide. We showed how the 3dB thermal bandwidth
of the system depends on physical parameters such as the distance between the heater
and waveguide (inverse square relation), and we verified the good fit of the frequency
model with experimental results in both amplitude and phase.
Finally, we characterized the thermal rectifying behavior of the microring systems for
PWM excitation of the heater. The peak-to-peak amplitude of the optical ripples were
estimated based on the first harmonic of the thermo-optic response. We showed that our
estimations for the PWM response agree with the measurements in both the time domain
and wavelength domain.
The results of this chapter can be utilized to estimated the performance of integrated
heaters in terms of thermal efficiency and speed, especially when metallic heaters are
concerned. Furthermore, in the case of PWM signaling for thermal tuning of microring
resonators [210] or switching of Mach-Zehnder interferometers [119], the required am-
plitude and frequency of the signal can be predetermined based on our proposed model
for thermal frequency response of a heater-waveguide system.
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Crosstalk Penalty in Microring-Based Silicon Photonic
Interconnects
Abstract– In this chapter, We examine inter-channel and intra-channel crosstalk power
penalties between WDM channels for microring-based silicon photonic interconnects. We
first propose a model that relates the crosstalk power penalty to the interfering signals power,
the extinction ratio of the non-return-to-zero on-off keying (NRZ-OOK) modulated “victim”
channel, and finally the bit-error-ratio (BER) that the power penalty is referenced to. As for
inter-channel crosstalk, the proposed model agrees well with the experimental measurements.
We leverage this model to quantify crosstalk induced power penalties in a microring based
WDM receiver. We also propose an optimization procedure to equilibrate the power penalty
across channels. We then compare our model with intra-channel crosstalk measurements,
where two NRZ channels are at the same wavelength and are simultaneously routed to dif-
ferent paths by two cascaded ring resonators. We remark that intra-channel crosstalk is very
sensitive to the data rate of NRZ channels.
In high-capacity WDM links, channels tend to correlate and imprint negative effects
on each other [204]. Various factors such as strong spectral overlap of adjacent channels
and polarization mode dispersion [204, 55, 127] can contribute to such impairments of
an optical link. These crosstalk effects are especially prominent where microrings are
employed to add or drop individual channels to or from a WDM signal (Inter-channel
crosstalk) [145, 80, 53, 170], or to actively switch and spatially route several channels of
the same wavelength (intra-channel crosstalk) [81, 83, 172]. In all of these situations,
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Figure 7.1: Examples of the BER power penalty extraction from the measurements. (a)
The back-to-back case (B2B) and the device under test (DUT) case are almost parallel. (b)
B2B case and the DUT case are not in parallel.
optical crosstalk tends to distort and close the eye diagram of the non-return-to-zero on-
off keying (NRZ-OOK) modulated channel and affect the performance of the link in terms
of bit error ratio (BER).
The effect of the crosstalk in an optical link can be experimentally quantified by com-
paring BER curves measured with andwithout the crosstalk at the receiver. The difference
between the two curves then reveals the power penalty associated with the crosstalk ef-
fect [81, 80, 83]. Typically, if the signal impairment is related to optical loss or spectral
filtering the back-to-back (B2B) measurement and the device under test (DUT) measure-
ment are almost parallel curves indicating the nature of power penalty is independent
of the noise in the system. This is shown in Fig. 7.1a. However, crosstalk impairments
contribute to the noise, therefore the power penalty varies from one BER level to another.
This is shown in Fig. 7.1b where the two BER lines are not in parallel.
In general, predicting the impact of the crosstalk noise through signal modeling and
statistical analysis is less straightforward, and although several studies in the past have
proposed different ways of estimating the inter-channel crosstalk power penalties [55,
164, 184, 54, 152], none are well suited for MRR based WDM links with high-speed mod-
ulation and/or high channel density. Recent analytical studies on the crosstalk in MRR-
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based links have shown the potential impact of the crosstalk effect on the performance of
the photonic networks-on-chips (NoCs) [56, 57, 207], but these studies disregard the role
of the modulation speed on the severity of the crosstalk effect.
Being able to correctly estimate crosstalk is critical not only to ensure proper func-
tioning of projected WDM links, but also to guarantee low power consumption, since
unaccounted crosstalk can oblige the initial laser power to rise, which is clearly detri-
mental to power consumption. Therefore, our objective in this paper is to thoroughly
capture the effect MRRs (and their Lorentzian filter response) have on crosstalk, and to
express these effects in power penalty terms.
One difficulty in detailed mathematical modeling of crosstalk effects stems from the
fact that, at the receiver, the main optical signal (the victim) and all crosstalk signals
(the aggressors) go through a square-law detector; a nonlinear operation. As a result,
photocurrents corresponding to the main signal, and the crosstalk fluctuations may ex-
perience a rather strong cross-correlation with each other, even if the crosstalk and main
signals are not correlated at any point along the optical path. Therefore, a thorough anal-
ysis should not only include the impact of the “aggressor” channel on a “victim” channel,
but also the impact of the intermodulation products between any pair of channels on
the “victim” channel [205, 152]. This demands for estimation of joint probability density
function (pdf) of all crosstalk channels.
Provided that a rigorous and computationally intensive statistical analysis may not
be of much practical use for system designers, especially when dealing with dense WDM
links, we aim in this chapter at introducing a lighter weight formulation to estimate the
impact of crosstalk on microring-based links. Our approach is based on recognizing the
fluctuations introduced by crosstalk on the victim channel as Gaussian noise that accom-
panies the NRZ-OOK channel, and determining the BER as a function of the signal-to-
noise ratio. Although crosstalk effects for optical filters have been studied for Gaussian-
like transmission spectrum [183], the spectral response of microring filters tends to devi-
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ate from a perfect Gaussian shape and conforms to a Lorentzian shape. We specifically
include this behavior in our study. The model proposed here shows good agreement with
various measurements of the inter-channel crosstalk power penalty for microring res-
onators. We also use our analytical model to investigate how the speed of modulation
and the bandwidth of ring resonators contribute to the crosstalk power penalty.
7.1 Inter-Channel and Intra-Channel Crosstalk
Multiplexing/Demultiplexing (Mux/DeMux) of optical channels can be done in the wave-
length domain or space dimensions. The former is the concept of WDM and the latter is
related to the spatial routing of optical wavelengths (spatial switching or space division
multiplexing). Figure 7.2a shows an example of wavelength domain DeMux, where an ar-
ray of microrings performs demultiplexing on the WDM input. Each ring drops a specific
wavelength (channel), but also collects some residual power from neighboring channels.
This is both due to the Lorentzian shaped filtering response of the ring whose transitions
are not sharp, and to the potentially very broad spectrum of modulated signals. An ex-
ample of three channels is shown in Fig. 7.3a where the spectrum of the middle channel
(characteristic of NRZ-OOK modulations) is almost fully dropped while the two adjacent
channels have some residual power leaking into the drop port as well. Since this type of
residual power is, in this case, not at the same wavelength as the main dropped channel,
we refer to it as the inter-channel crosstalk. It is worth noting that the part of this crosstalk
resulting from imperfect filtering of ring resonators can be filtered out later, before the
photodiode, with an optical filter offering sharper response, or after the photodiode with
an electrical filter.
On the other hand, in space multiplexing, distinct segments of an optical transmis-
sion medium are used by two or more channels. This results in intra-channel crosstalk
if the same wavelength is used over neighboring segments (in addition to inter-channel
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Figure 7.2: (a) Schematic of inter-channel crosstalk between two NRZ-OOK WDM chan-
nels. The residual power of the 2 channel causes crosstalk power penalty at the drop
port of the 1 ring. (b) and (c) schematic of intra-channel crosstalk between two iden-
tical NRZ-OOK channels when ADD and DROP operations are performed. The leakage
of the DROP channel to the through port of the ADD channel causes power penalty. (d)
Conversion of the optical field into the photocurrent by an ideal square-law detector.
crosstalk if multiple wavelengths are used). Situations involving intra-channel crosstalk
are illustrated in Fig. 7.2b, where one single ring routes two channels simultaneously [99]
and in Fig. 7.2c where two separate rings route each channel separately [81]. Ideally, there
should be no leakage of power from each channel to the other in Fig. 7.2c, but the non-
idealistic Lorentzian-shaped filtering response of the ring makes some leakage of power
inevitable. The power spectrum of two channels and their leaked distorted spectrum at
both through and drop ports are schematically shown in Fig. 7.3b. To mathematically
estimate the power penalty associated with this leakage, we compare the expressions of
BER for two cases, without and with the crosstalk noise. The power penalty is the dif-
ference in the optical power required to compensate for the crosstalk effect and maintain
the same BER level.
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(a)
(b)
Figure 7.3: (a) Illustration of inter-channel crosstalk with three NRZ-OOK channels. The
residual powers in both the drop port and the through port are not on the samewavelength
as the dropped or passed channels. (b) Illustration of the intra-channel crosstalk where
some power leaks due to the imperfect spatial switching functionality of the ring. Since
the spectrum of the leaked channel is severely distorted by the ring, the residual power
can be considered effectively as noise.
7.2 Estimation of Inter-Channel Crosstalk
Analytical Modeling Approach
We consider a WDM receiver composed of an array of ring resonators. Each ring acts
as a demultiplexer for a single wavelength. Once demultiplexed, the main signal and all
the inter-channel crosstalk signals directly go through the square-law detector (shown in
Fig. 7.2d) and add to the photocurrent. The total electric field at the input of the first ring
in Fig. 7.2a from the main channel, named E0(t), and all the crosstalk channels, Ei(t) [i
= 1, 2, : : : , N], can be written as Ein(t) = E0(t) exp(j!0t) + E1(t) exp(j!1t + 1(t)) +
E2(t) exp(j!2t+2(t))+  +EN(t) exp(j!N t+N(t))where i(t) accounts for possible
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temporal phase difference between ith crosstalk channel and the main channel [152]. The
total average spectral optical power (and the photocurrent) at the drop port of the ring
tuned to the main channel (!0) is

















i j P avi P
av
j < cos(!ijt+ij(t)) >t (7.1)
where< ::: >tmeans averaging over time. The first term is the spectral power of themain
(“victim”) channel. The second term is the sum of spectral powers from all the crosstalk
channels. i’s refer to the average attenuation of the Lorentzian tail of the drop path of
the ring for the ith NRZ channel, which can be calculated based on the power spectral
density of the NRZ modulation [13]. The third term in Eq. (7.1) accounts for the beat-
ing of each crosstalk channel against the main channel and the last term refers to the
beating of crosstalk channels against each other. Since the photodiode directly converts
optical power into electrical current, the high frequency variations of the input light will
be suppressed by the limited bandwidth of the photodiode (PIN diode) and the electronic
front-end of the receiver. Hence, for the case of inter-channel crosstalk, if the spacing
between channels is large enough, both!i = !i   !0 and!ij = !i   !j will be large
enough (e.g. > 100 GHz) and the time average of cos(: : : ) function results in zero. The
only remaining term that reflects the crosstalk effect is the second term, meaning that
as long as the frequency spectra of the base-band signals fall within the electrical band-
width of the receiver, each crosstalk channel directly contributes some optical power at
the receiver. Since we are considering the inter-channel crosstalk as a negative side effect
of imperfect filtering of ring resonators, in the simplest modeling approach this crosstalk
power is considered to entirely add up to the thermal and electrical shot noise fluctuations
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at the receiver. It is also assumed that the square-law detector does not contribute any
noise to the signals.
The thermodynamic processes that are involved in generating noise at the receiver
are random in nature (hence thermal noise is presumably characterized by an additive
Gaussian noise). The crosstalk mechanism, in contrast, is not purely random due to the
deterministic response of the ring filter and photodetector. However, if the NRZ-OOK is
generated by a sequence of purely random ‘0’ and ‘1’ bits with equal probabilities, and the
strength of the crosstalk power is low enough (i.e. all i’s are small enough in Eq. (7.1)),
we may regard the inter-channel crosstalk power as a quasi-random phenomenon with a
relatively white (wideband) behavior. By making this assumption, i.e. considering sim-
ple Gaussian distribution for the total (thermal + shot + crosstalk) noise at the receiver,
the BER of the NRZ-OOK modulation is now given by the complementary error function
whose argument is called theQ-parameter [151]. The expressions forQ-parameter with-
out the crosstalk effect (QBER) and with the crosstalk (Q0BER) for a receiver with optimal




; Q0BER = R
PA   PB
n;A + n;B + n;XTalk
(7.2)
where PA and PB are the optical power of high and low levels of the modulated electric
field,R is the responsivity of the photodiode, n;A and n;B are the standard deviations of
theGaussian distribution of the high and lowphotocurrents, and n;crosstalk is the standard
deviation of the crosstalk noise current. With these two expressions, the Q-penalty (or
power penalty) resulting from the crosstalk, defined as the extra power factor required to
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Using Eq. (7.2), the original noise at the receiver (in the absence of crosstalk) is given by
n;A + n;B  R r   1
r + 1
 PA + PB
QBER
; (7.4)
where r is the extinction ratio of the NRZ-OOK modulation defined as r = PA/PB (note
that r > 1). To evaluate n;crosstalk, we consider the spectral power of the NRZ crosstalk
channel that we denote by P avcrosstalk. Since the perturbing photocurrent generated by
the crosstalk power is proportional to the spectral power of the NRZ crosstalk channel,
i.e. Icrosstalk  RP avcrosstalk, and the variance (strength) of the crosstalk electrical noise
current at the receiver is given by 2n;crosstalk =< I2crosstalk >, we assume that n;crosstalk 
RP avcrosstalk. By combining these relations with Eq. (7.3) and replacing (PA + PB) = 2P avNRZ ,
power penalty takes the following form:











In this equation the power penalty mainly depends on the ratio P avcrosstalk/P avNRZ , which is
indicative of the relative strength of the spectral crosstalk power that reaches the victim
channel. Furthermore, the power penalty also depends on the QBER which takes the ap-
proximate value of 6 for BER = 10 9 and 7 for BER = 10 12. For the same crosstalk power,
dependence on QBER means that power penalty is higher for a lower BER (e.g. power
penalty at 10 12 is larger than at 10 9). This is congruent with the observation that in the
experimental measurements the BER curves are not in parallel (i.e. power penalty varies
if the reference BER is changed) [81, 80, 83]. Finally, the dependence of power penalty
on the extinction ratio and the fact that (r + 1)/(r   1) > 1 shows that NRZ channels
with lower extinction ratio (i.e. a more closed eye) are more prone to crosstalk effects and
exhibit higher penalties.
In order to capture the full impact of the inter-channel crosstalk in a WDM receiver
based on a demultiplexing array of rings, we first need to evaluate the strength of all
216
Chapter 7. Crosstalk Penalty in Microring-Based Silicon Photonic Interconnects
signals contributing toPcrosstalk, i.e. the second term of Eq. (7.1). Figure 7.4a illustrates the
general case of an array ofN rings employed at the receiver of a silicon photonic link [73,
215]. The input is a WDM light with N wavelengths such that 1 > 2 > 3 >    > N
(or equivalently f1 < f2 < f3 <    < fN ). Using the approximate Lorentzian lineshape
of the through and drop paths of each ring, the fraction of crosstalk power present at the






















where the product in brackets signifies the filtering effect (limited bandwidth) of the
through path of cascaded rings from 1 to i   1. Note that for the first ring, this prod-
uct does not exist and the value of the term inside the bracket should be set to unity. This
integral is evaluated numerically for a large array of rings. In Eq. (7.6), F = f/rb is the
frequency normalized to the bit rate, F = f/rb is the frequency spacing between adja-
cent channels normalized to the bit rate (hence fi fj = (i j)f for a uniform grid), and
i = FWHMi/(2rb) is the 3dB bandwidth of the ith ring normalized to the bandwidth of the
NRZ modulation (assuming all the incoming channels have the same bit rate). Finally, the
total crosstalk power at the ith drop port is




which is then introduced into Eq. (7.5). The appearance of the rb in  i;j coefficients under-
scores the impact of the modulation rate in our crosstalk modeling approach; a fact that has
been generally disregarded in previous studies of crosstalk for micro-rings [56, 57, 207].
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(a)
(b)
Figure 7.4: (a) An array of microring demultiplexers at the receiver of a silicon photonic
link. (b) Experimental setup for measuring the BER curves of inter-channel crosstalk
between two cascaded rings with various channel spacings. Tunable laser sources (TSL)
are used to control the channel spacing.
Comparison with Measurements
Now we compare our model for inter-channel crosstalk against the experimental data.
The experiment is carried out with only two cascaded rings (as illustrated in Fig. 7.2a).
The radius of the both fabricated silicon rings is 8 m in a silicon-on-insulator platform
with a waveguide height of 220 nm and a slab thickness of 90 nm1. Wavelength tuning is
accomplished via thermal tuning by integrating doped resistive regions in the silicon ring
(internal heater). The measured spectra of the fabricated devices have been presented
in [81, 80, 83], showing a full-width-at-half-maximum bandwidth of approximately 30
GHz. The free spectral range (FSR) of the rings was measured to be around 12.4 nm.
The experimental setup for the inter-channel crosstalk is presented in Fig. 7.4b. Two
separate pulse pattern generators (PPGs) with 231   1 pseudo random binary sequences
1This device was designed, fabricated, tested and measured at the University of British Columbia,
Canada.
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at 25Gb/s were employed to drive two LiNbO3 Mach-Zehnder modulators (MZMs) for
NRZ-OOK modulation. The optical power in both channels was kept on the same level
by adjusting the output power of the two tunable lasers. The modulated signals were
combined using a simple 3dB coupler. This WDM signal creation results in no tangible
inter-modulation crosstalk. The optical signal at the drop port of the ring (device-under-
test, DUT) was amplified and then filtered using an optical tunable filter (OTF). A variable
optical attenuator (VOA) controlled the received power at the photo-detector (PD). The
bit-error-rate (BER) of the drop port of the first ring (Ch1) and the second ring (Ch2)
was measured for different channel spacings. A few of the measured BER curves are
presented in Fig. 7.5a (channel spacings 112.5 Ghz, 75 Ghz, 50 Ghz, 37.5 Ghz). Here,
Ch1 is the “victim” and Ch2 is considered the “aggressor”. To support the assumption of
crosstalk behaving as Gaussian noise at the receiver, we fit a Gaussian BER curve (BER
 1/2 erfc(QBER/
p
2)) to the measured data. The fitted curves are presented as dotted
black curves in Fig. 7.5a where they agree well with the measurements (colored markers).
A graphical interfacewas developed to perform the power penalty extraction. An example
of this interface (for the case with the crosstalk channel at 75 Ghz spacing) is shown in
Fig. 7.6.
For a given channel spacing, the power penalty is extracted by performing a Gaussian
extrapolation of the measured BER for Ch1 and finding the received power that corre-
sponds to a BER of 10 12 (QBER  7) with and without the presence of Ch2 (i.e. the
aggressor). This will ensure that the estimated power penalty at the drop port of each
ring is mainly due to the crosstalk and not due to any spectral distortions of the victim
channel (Ch1) [13, 20]. The results are presented in Fig. 7.5b as red circles. The solid blue
curve represents the calculated power penalty from the combination of Eq. (7.5), (7.6),
and (7.7). The extinction ratio of the referenced NRZ-OOK channel at the drop port of
the rings was measured to be about 9 dB (hence r  8 and (r + 1)/(r   1)  1:23). A
good agreement is observed between the measurements and the model, indicating that a
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(a) (b)
(c) (d)
Figure 7.5: (a) Measured BER curves (markers) and Gaussian fitting (dotted curves) for
inter-channel crosstalk between two WDM channels. (b) Comparison of the measure-
ments (circles) and the model (solid) for inter-channel crosstalk. (c) Illustration of the
drop spectrum of the two DeMux rings with highlighted 3dB drop bandwidths. (d) Com-
parison of the model and measurements for the crosstalk power penalty as a function of
the adjacent channel isolation due to the Lorentzian tail of the spectrum of the rings.
minimum channel spacing of 80 GHz is essential to keep the crosstalk penalty for the first
ring below 1 dB (for this 25 Gb/s case).
Since the two ring filters have the same Lorentzian spectra (although tuned to dif-
ferent wavelengths), another possible way of expressing the power penalty is based on
the attenuation of the crosstalk channel due the Lorentzian tail of the drop path response,
which is typically referred to as the channel suppression or channel isolation. A schematic
plot of the Lorentzian responses of the two isolated ring filters tuned to Ch1 and Ch2 is
shown in Fig. 7.5c indicating the FWHM and channel isolation. The Lorentzian response
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Figure 7.6: A developed interface for extracting BER power penalty from the isolated
channel and the crosstalk case.
can be written as




FWHM (f   f0)
2 (7.8)
where q0 corresponds to the insertion loss of the drop path [IL =  10 log10(q0)] at the
resonance frequency (f0). We calculate the crosstalk power penalty versus channel iso-
lation both from the model and the actual measured spectra of the ring resonators. The
results are plotted in Fig. 7.5d where a good agreement is again observed between them.
A minimum channel spacing of 80 GHz (1 dB power penalty) in this case corresponds to
a minimum channel suppression of 15 dB. This value mainly depends on the 3dB optical
bandwidth of the microring resonators.
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100 100
(a) (b)
Figure 7.7: (a) Estimation of crosstalk power penalty for an array of 16 cascaded rings.
Each ring has a bandwidth of 30 GHz and the incoming WDM channels are at 25 Gb/s. It
is clear that the spacing between channels plays an important role in the crosstalk power
penalty. (b) Same as (a) but each curve is normalized to its maximum value.
7.3 Optimization of Demultiplexing Array
Crosstalk Estimation
We now show how the crosstalk model can be used for optimizing a ring-based demulti-
plexing array. In the case of two cascaded rings, the first ring always experiences a higher
crosstalk penalty than the second ring. However, our model shows that this is not always
the case if the number of channels is large. As an example, we use the parameters of
the devices under test in the previous section to investigate an array of 16 cascaded ring
resonators. As discussed in [81], the choice of 16 wavelengths comes from the FSR of the
rings (12.4 nm) and the requirement of about 100 GHz spacing between channels to keep
the crosstalk penalty at a low level (< 0:5 dB).
Fig. 7.7a shows the estimated crosstalk penalty at the drop port of each ring for two
channel spacings (50 GHz and 100 GHz). As can be clearly observed, neither the first nor
the last ring experiences the worst-case of crosstalk. The general shape can be explained
by two facts:
1. Channels located on the sides of the spectrum are less affected as they receive
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crosstalk from one side only. This premium then vanishes progressively as more
central channels are considered.
2. Because signals are progressively dropped, crosstalk penalty is lower for the last
channels than for the first ones.
We also note that for 100 GHz channel spacing, the crosstalk distribution over the entire
array is almost flat and is maintained below 2 dB (max 1.6 dB). Such flat distribution is
desirable since it guarantees a uniform BER performance for all the channels. In contrast,
when a much narrower channel spacing of 50 GHz is used, the central channels experi-
ence a significantly higher level of crosstalk compared to the side channels, which leads to
a non-flat distribution of crosstalk. This is illustrated in Fig. 7.7b, where each curve is nor-
malized to its maximum value (dB/dB). It is worth noting that for this particular example,
the model indicates a minimum spacing of 120 GHz (1 nm) between channels in order
to keep the maximum crosstalk penalty below 1 dB. This is a more stringent requirement
compared to the case of two rings. More generally, this analysis shows how our newly
proposed model can be used to investigate the effect of the various design parameters on
the scalability of the MRR link in terms of the number of wavelengths that can be utilized
while maintaining the power penalty below a certain level.
Crosstalk Equilibration
The observations of Fig. 7.7 led us to examine the effect of reshuffling the resonance
wavelengths of the rings in the array shown in Fig. 7.4a, i.e. the ith ring is tuned to the
incoming j instead of i. An example is illustrated in Fig. 7.8 where 6 channels are
present at the receiver (channel spacing = 100 GHz). The worst-case (obtained through
exhaustive enumeration) of the crosstalk happens if the first ring is tuned to the middle
channel, i.e. the first ring maximally captures the signals of not-yet-filtered neighboring
channels. In this case, the distribution of the crosstalk penalty has a maximum of 2 dB at
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Figure 7.8: An example of how reshuffling the resonances of the ring array will help to
reduce/flatten the crosstalk penalty distribution over the entire array of 6 rings. For the
red curve, the first ring is tuned to 3, second ring is tuned to 5 and so forth. For the blue
curve, the first ring is tuned to 6, the second ring is tuned to 1 and so forth. The solid
green curve is for the default ordered case. The spacing between channels in all cases is
set to 100 GHz.
the first ring and a minimum of 0.3 dB at the fifth ring. On the other hand, and logically,
if the resonances are reshuffled such that channels at the extremities of the Lorentzian
spectrum of the ring are filtered first as shown for the blue case in the inset of Fig. 7.8,
the distribution of the crosstalk penalty shows a flatter distribution than the red curve
and an improvement of 0.8 dB penalty is achieved in terms of worst-case over the entire
array (without changing the spacing between channels). A slight improvement is also
achieved compared to the default ordered case (i.e. R1! 1, R2! 2, R3! 3, R4!
4, R5! 5, R6! 6) plotted as a solid green curve. This analysis can be also extended
into investigating the benefits of a non-uniform spacing (a flex grid) for the demux array.
7.4 Estimation of Intra-Channel Crosstalk
In this section, we compare our crosstalk model based on Eq. (7.5) with the intra-channel
crosstalk data recorded by using two cascaded rings (Fig. 7.2c) that simultaneously add
and drop (switch) signals at the same wavelength. The block diagram of the experimental
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setup for recording eye diagram and BER measurements for the intra-channel crosstalk is
presented in Fig. 7.9a. Eye diagrams obtained for the intra-channel crosstalk in a single-
ring structure (Fig. 7.2b) and two cascaded rings (Fig. 7.2c) at 20 Gb/s data rate, are
shown in Figs. 7.9b and 7.9c, respectively. As expected, single-ring switch exhibits far
severe crosstalk than the two cascaded rings. The BER curves for the cascaded rings were
measured for data rates from 10 Gb/s to 25 Gb/s as presented in Fig. 7.9d. For each
data rate, we extracted the intra-channel crosstalk penalty for ADD-DROP operation by
taking the difference between the extrapolated powers (with Gaussian fitting) required
to maintain a BER of 10 12 for ADD-only (reference case) and simultaneous ADD-DROP
operations. The results for this double-ring structure are plotted in Fig. 7.9e as red circles.
To approximate the intra-channel crosstalk power penalty associated with a ring acting
as a spatial switch, as shown in Fig. 7.2b and Fig. 7.2c, the power of the interfering
signal(s) P avXTalk must be identified. This power is the spectral power that does not get
coupled into the ring and remains in the waveguide. P avXTalk depends on two parameters:
first, the rejection ratio of the through path of the ring resonator, which we denote by
t0 (e.g. t0 = 0.01 for 20 dB rejection, and t0 = 0 for critically coupled rings); second, the
ratio of the 3-dB rejection bandwidth of ring resonator to the bandwidth of the NRZ-OOK
modulation, which we denote by  = FWHM/(2rb), where rb is the bit rate. With these
two parameters, the spectral crosstalk power of the single-ring structure in Fig. 7.2b can
be written as P avXTalk  P avNRZ(1  (1  t0) ) where
 = 1  1  exp( 2)
2
: (7.9)
 is a factor that reflects the filtering of the spectrum of an NRZ-OOK modulated channel
by a Lorentzian filter [13]. By directly inserting Eq. (7.9) into Eq. (7.5), the crosstalk
power penalty associated with BER = 10 12 for a single microring switch can be evaluated.
Similar calculation can be performed to evaluate the crosstalk penalty of two cascaded
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microrings. The result is presented in Fig. 7.9e by a solid blue curve. Although the model
matches the measurements for up to 20 Gb/s (which corresponds to about 4 dB penalty), it
underestimates the penalty at higher data rates. As can be seen from the measurements,
the power penalty sharply goes up around 25 Gb/s data rate ( 7 dB penalty) while the
model predicts a threshold of 31 Gb/s for 7 dB penalty. One possible explanation for
deviation of themodel from themeasurements of intra-channel crosstalk is that themodel
does not take the third and forth terms of Eq. (7.1) into account. These two terms describe
the crosstalk in terms of the degree of coherence between themain signal and the crosstalk
power. The reason is the unknown (or hard to predict) statistics of the coherence of the
beating terms in Eq. (7.1). Considering full coherence between the crosstalk and the signal
in Eq. (7.1) will lead to significant overestimation of the power penalty even for the low
data rates.
Another way of modeling the intra-channel crosstalk penalty is based on the closure
of the eye diagram (a worst-case analysis) [151]. In this case, instead of considering the
crosstalk power as a noise mechanism, we estimate how the crosstalk signals distort the
eye diagram of the NRZ-OOK modulation for ‘0’ and ‘1’ bits. The power penalty for the
crosstalk is then given by









where i is the crosstalk power ratio from the ith channel. This equation is calculated
and plotted in Fig. 7.9e as a solid green curve. As a comparison, this model shows less
consistency with the measurements than Eq. (7.5) in which the crosstalk power is treated
as noise.
Both the eye-closure approach and our noise-based approach fail to correctly predict
the measured crosstalk penalty at high data-rates. However, we observe that Eq. (7.5)
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Figure 7.9: (a) Experimental setup for measuring BER curves and recording eye diagrams
of the intra-channel crosstalk between twoNRZ-OOK channels with the samewavelength.
(b) Eye diagram for a single-ring structure at 20 Gb/s. (c) Eye diagram for a double-ring
structure at 20 Gb/s. (d) BER curves with Gaussian extrapolation for 10 12 at 25 Gb/s
data rate. (e) Measured intra-channel crosstalk penalty (red circles) and the estimation of
penalty based on the model (solid blue curve) for two cascaded rings.
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with its parameters modified as










falls in good agreement with the measurement data (plotted in Fig. 7.9e as a dotted black
curve). The derivation of Eq. (7.11) starts with the observation that the inter-channel
crosstalk model (Eq. 7.5) accounts very well for the intra-channel crosstalk penalty when
the data rate is low (see Fig. 7.9e); however, it tends to underestimate the penalty when
the crosstalk becomes strong. Starting with the argument of the log10(…) in Eq. (5.41)
and using the fact that 1  0:5x  p1  x for small x, and 1  0:5x > p1  x for large
x, we conclude that replacing 1   0:5x in Eq. (7.5) with p1  x will lead to almost the
same penalty when the crosstalk is weak and lead to a larger penalty when the crosstalk
is strong. This assumption transforms Eq. (7.5) into the following equation as an approx-
imation for the intra-channel crosstalk










Finally, we notice that introducing a factor of 0.72 in the argument of log10(…) function
will lead to a better fit to the measured data presented in Fig. 7.9e.
Hence, we posit that Eq. (7.11) can be taken as a useful model for estimating the
intra-channel crosstalk in microring-based Mux/DeMux structures. To make a compar-
ison between Eq. (7.5) and Eq. (7.11) for the intra-channel crosstalk, the two equations
are calculated for one and two cascaded rings (Fig. 7.2b and 7.2c). The curves are pre-
sented in Fig. 7.10. Solid curves correspond to Eq. (7.5) and dotted curves correspond
to Eq. (7.11). As before, we assume that the through port rejection ratio of rings is 20
dB and the extinction ratio of channels at the drop port of the rings is about 9 dB such
that (r + 1)/(r   1)  1:23. These numbers are from the measured spectra of the rings
described in [81]. It can be seen that the crosstalk is very severe for single-ring structure
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and in order to successfully switch the two channels to the other waveguides, the FWHM
bandwidth of the ring must be far more than 4 times the data rate (i.e.  = FWHM/(2rb)>
2), which corresponds to a power penalty of 2.4 dB. If one considers ring resonators with
a bandwidth of 30 GHz, as the ones we considered in the previous section, this limits the
NRZ-OOK rate to 7.5 Gb/s (upper x-axis in Fig. 7.10). In contrast, if two rings are uti-
lized (Fig. 7.2c), the filtering effect is accumulated, intra-channel crosstalk is reduced, and
higher bit-rates can be allowed (or, equivalently requirements on the rings’ FWHM band-
width can be relaxed). This has been also reported by Gambini et al. for both bus and ring
on-chip architectures [62]. Inspection of the plots presented in this figure further reveals
that the model predicts a forbidden region for each structure. For example, the forbidden
region of the single-ring structure based on Eq. (7.5) is marked in Fig. 7.10 with a black
arrow. If data rate is too high or the rejection bandwidth of the rings is too small that
the  factor falls within this forbidden region, the power penalty is considered infinite,
meaning that the eye diagram of the optical signal is severely if not totally impaired due
to the crosstalk fluctuations. From the solid curves in Fig. 7.10 (underestimation of the
intra-channel crosstalk) we can see that the forbidden region of the single-ring structure
is above 18 Gb/s data rate. Hence, at 20 Gb/s the eye-diagram is severely influenced by
the crosstalk noise as it falls within the forbidden region. Fig. 7.9b agrees well with this
prediction.
7.5 Summary of the Chapter
In this chapter, we presented a modeling approach for estimating the inter-channel
crosstalk power penalty in silicon photonic links with integrated microring add/drop
de/multiplexers. The crosstalk penalty depends on the bandwidth of each ring, spacing
between channels, modulation rate of each channel, and to some extent, is independent
of the characteristics of the photodiode. We used experimental measurements to validate
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Figure 7.10: Estimated intra-channel crosstalk power penalty for the structures of one
(blue) and two (red) cascaded microring resonators. It is assumed that the two channels
are launched with the same power. The upper axis corresponds to the data rate when the
FWHM of the rings is set to 30 GHz.
the proposed model. We also leveraged our model to analyze the crosstalk distribution
across channels when employing a ring-based array of demultiplexers, and observed that
channel reshuffling can be beneficial.
Our approach is less applicable to intra-channel crosstalk modeling, especially at high
rates, due to the unknown statistical behavior of the coherence between crosstalk chan-
nels. However, for low data rates the predictions of the model are reliable and can be used
to estimate the performance of spatial add/drop wavelength switching.
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Scalability of Microring-Based Silicon Photonic Interconnects
Abstract– In this chapter, we present a comprehensive physical layer design and model-
ing platform for silicon photonic interconnects. The platform is based on explicit, closed-
form expressions for optical power penalties, derived for both signal-dependent and signal-
independent noise contexts. We show how the modeling approach is used for the design space
exploration of silicon photonic links and can be leveraged to optimize the wavelength divi-
sion multiplexed (WDM) capacity, evaluate the scalability, and study the sensitivity of the
system to key device parameters. We apply the methodology to the design of microring-based
silicon photonic links, including an evaluation of the impairments associated with cascaded
ring modulators, as well as the spectral distortion and crosstalk effects of demultiplexer ring
arrays for non-return-to-zero (NRZ) on-off keying (OOK) modulated WDM signals.
With the vast rise in parallel multicore architectures, the scalability of computing
performance is increasingly reliant on the availability of high-bandwidth, energy effi-
cient data communications infrastructure. Silicon photonics has attracted considerable
interest [3, 154, 175] as an emerging technology that can offer close integration of CMOS
electronics with optical devices [189, 7]. This technology has the potential for delivering
ultra high bandwidth interconnect solutions that are at the same time energy efficient
and available at low cost. Silicon photonics has been proposed for designing efficient
networks-on-chip [217, 45, 166, 167, 76], for supporting global interconnects for datacen-
ters [130], and high performance computing (HPC) systems [88, 194]. It has been also
presented as an enabling technology for realizing Exascale computing systems (i.e. Su-
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Figure 8.1: Structure of a microring-based silicon photonic link and the associated optical
power penalties.
percomputers capable of realizing 1018 operations per second) [158, 44]. The chip-scale
integration of electronics and photonics may further alleviate the limitations of electronic
chips in terms of I/O pin count [121, 71].
8.1 Optical Power Budget and Power Penalties
Consider a simple chip-to-chip wavelength division multiplexed (WDM) silicon photonic
link as shown in Fig. 8.1. On the transmitter side, cascaded microrings along an on-chip
waveguide modulate the incoming multi-wavelength light generated either separately by
external single- lasers or together by a comb laser source [38]. The incoming wave-
lengths, once imprinted with data, are then transmitted through an optical fiber to a re-
ceiver chip. The receiver chip consists of multiple passive microrings whose resonances
are tuned to channel wavelengths. The total capacity of this link is obtained by multiply-
ing the number of channels (wavelengths) with the modulation bit rate. Intuitively, it is
tempting to maximize the number of wavelengths, N, and/or to choose higher bit rates,
rb, for each channel. This allows for higher utilization of the available spectrum in the
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Figure 8.2: Plot diagram of the optical power budget from the input laser source to the
receiver end of the link.
transmission media. However, as either the number of wavelengths and/or the bit rate
grows, crosstalk and other undesired impairments emerge and eventually prevent reliable
transmission. The total capacity of the link is closely tied to the optical power losses and
impairments that the light experiences over the entire link. Summing up all the power
penalties of the link, PPdB, for a single channel, the following inequality must hold [73]:
PdBmlaser   10 log10N  PdBmsensitivity  PPdBtot: (8.1)
where the first term denotes the optical power per channel assuming that all the input
laser lines have initially the same optical power. Figure 8.2 shows a diagram of how the
optical budget is per channel shrinks due to the optical power penalties along the link.
In general, aggregated optical power Plaser (sum over all wavelengths) must stay be-
low the nonlinear threshold of the silicon waveguides at any point of the link [74, 132].
In contrast, the signal power should stay above the sensitivity of the detectors Psensitivity
(minimum number of photons or equivalently a certain amount of optical power) at the
receive side to establish an error-free transmission link. A typical receiver may have a
sensitivity of -12.7 dBm at 8 Gb/s operation [39], while a good receiver may exhibit a sen-
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sitivity of about -21 dBm at 10 Gb/s [117]. This highly depends on the CMOS technology
used (i.e. 65nm CMOS or 28nm CMOS, etc.) and the type of electronic circuit designed
for the receiver. The difference between lower and higher thresholds (i.e. laser power per
channel minus the sensitivity of the receiver) results in the maximum power budget that
can be exploited. This budget accounts for the power penalty per channel (how much
higher should the signal hit the detector), PPtot, including the optical losses and signal
impairments that cause deterioration on the bit error rate (BER) of the link.
We will show that the power impairments induced by the rings depend on the spacing
between channels, N, which is inversely proportional to the number of wavelengths,
and on the modulation rate rb. Eq. (8.1) is therefore a nonlinear function of N and rb,
and determination of the N  rb product that maximizes the bandwidth directly from
it is intractable. It is however possible to optimize the link, i.e. optimize its constituting
devices, such that PPtot is minimized for different (N , rb) combinations. We proceed to do
this optimization for NRZ-OOK (non-return-to-zero On-Off keying) modulation format.
8.2 Properties of NRZ-OOK Modulation Format
In an NRZ-OOK modulation, the electrical signal is a sequence of logical 0’s and 1’s that
are imprinted on the envelope of the light. Therefore, the envelope electric field (or simply




ak p(t  kTb) (8.2)
where Tb is the bit interval and its inverse (rb = 1/Tb) is the bit rate of the modulation, ak
is the amplitude for 0’s and 1’s bits, and p(t) is the ideal square pulse of unit amplitude
and duration Tb. We denote the high level of E(t) by A and the low level by B as shown
in Fig. 8.3a. Ideally, if the modulation has an infinite extinction ratio (i.e. A2/B2 ! 1),
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then the low level must be zero (B = 0); however, in practice optical modulators produce
a limited extinction ratio. Typical numbers for 10G devices are 8–10 dB of extinction [52].
It is a practical assumption that all bits are equiprobable and the source of information
that generates these bits is a stationary ergodic source. Therefore Prob(ak = A) = Prob(ak
= B) = 0.5.
The average behavior, i.e. statistics, of such modulation is given by the auto-
correlation of the envelope electric field over time. The average power spectral density
of the envelope of modulation is then the Fourier transform of its autocorrelation, which
simplifies to the following equation [147, 79]:
SE(f) = 
2 (f   fc) + 2 1
rb










fc is the optical frequency of the light, and (f   fc) is the Dirac delta function centered
at carrier frequency fc. A plot of this spectrum is presented in Fig. 8.3b. To prove Eq.


















p(t mTb)p(t  nTb + )dt: (8.5)
that corresponds to the optical power. The average auto-correlation function, REE() is
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then the statistical average of this function:
REE() = aman Rpp( + (m  n)Tb) (8.6)
where the first term is the auto-correlation of the discrete sequence:
Raa[k] = amam+k =
8>><>>:
a2m if k = 0






and 2 and  are the variance and average of the twoA andB levels as given by Eq. (8.4).















where~ denotes the convolution, and() is the standard triangle function of amplitude
1 and duration 2. Figure 8.3d shows a plot of Rpp() function. Let us now define the
Fourier transform of this function








and note that Sp(f) is basically the power spectral density of p(t) due to the Parseval’s
theorem:














In the same way, we can define the power spectral density of the discrete sequence am
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Figure 8.3: (a) Envelope electric field of the NRZ-OOK modulation, and (b) its power
spectral density. Extinction ratio is the ratio of the optical power of the high level to the
optical power of the low level of the electric field.
based on the discrete Fourier transform of its auto-correlation function:
Sa(f) = FfRaa[k]g = Ff2 + 2 [k]g = 2
1X
m= 1
(f  m) + 2: (8.11)
Finally, the power spectral density of the electric field is calculated by taking the Fourier









= Sp(f) Sa(Tbf) (8.12)
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sinc2 (m) (f  mrb)
#
+ 2 Sp(f): (8.14)
Since sinc(m) is only non-zero atm = 0, it is seen that Eq. (8.3) is reached.
The power of the modulated signal is given by integrating Eq. (8.3) over all frequen-
cies, yielding




We note that the power of the NRZ-OOK modulation can be decomposed based on the
mean and variance of the envelope electric field. The 2 power is at the center frequency
(represented by the delta function) and the power of the variance (2) is spread over a
spectrum of frequencies (represented by the sinc function). We will leverage Eq. (8.3) to
estimate the power penalty of each optical component along the link.
Bit Error Rate of OOK Modulation
The quality of a digital communication system is characterized by the bit error rate (BER)
[also known as bit error ratio]. Considering the two-level OOK signaling, the receiver
converts the optical power into electrical current and then based on a threshold level (Ith),
a decision is made for the value of each bit in each bit interval. If we assume that signal
noise at the receiver has a Gaussian distribution for both the high and low levels (based
on the central limit theorem1) as shown in Fig. 8.4a, we can mathematically characterize
the probability of error as
BER = Prob(i(t) < Ithj‘1’) Prob(‘1’) + Prob(i(t) > Ithj‘0’) Prob(‘0’): (8.16)
1In probability theory, the central limit theorem (CLT) establishes that, in most situations, when in-
dependent random variables are added, their properly normalized sum tends toward a normal distribution
(informally a “bell curve”) even if the original variables themselves are not normally distributed. The theo-
rem is a key concept in probability theory because it implies that probabilistic and statistical methods that
work for normal distributions can be applicable to many problems involving other types of distributions.
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Figure 8.4: (a) An example of received signal and the threshold level and Gaussian noise
distribution. (b) Plot of BER as a function of QBER.
Since we assume that all bits have the same probability Prob(‘0’) = Prob(‘1’) = 0:5.
Therefore, the probability of error on the ‘1’ bit is given by

























The probability of error for ‘0’ bit is similarly given by
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As can be seen, BER is a function of the decision threshold, Ith. The optimal decision














and solving the quadratic equation. If we take the log of both sides and assume that



























is called the quality factor of the eye diagram of the OOK signal, which is closely related to
signal to noise ratio at the receiver. Figure 8.4b shows a plot of BER as a function ofQBER.
We can see that a BER of 10 9 corresponds to QBER  6 and a BER of 10 12 corresponds
to QBER  7.
Power Penalty Evaluation Based on Signal Statistics
As the modulated light goes through the waveguides, transmission medium, and other
optical devices, the quality of the signal degrades. To evaluate the breadth of the degra-
dation, one approach consists of evaluating the new high and low levels (assumed to be
A0 and B0) when the light reaches the receiver. Alternatively, one can analyze how the
power spectral density experiences distortion due to the non-ideal frequency response
of the link. In other terms, one can evaluate how  and  evolve into 0 and 0. Once
these latter values are known, the power penalty (or Q penalty) associated with the dis-
tortion can be derived using one of the two following models widely used in literature. If
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the receiver is limited by a signal-independent noise (SIN) mechanism (such as thermal
noise) that does not beat against the optical signal, and considering a Gaussian distribu-
tion for the uncertainty of high and low levels, the power penalty to get the same BER
performance and compensate for the signal degradations is estimated as [151]









In contrast, in amplified systems the noise is mainly due to the amplified spontaneous
emission (ASE) and that depends on the intensity of the input light to the amplifier (sig-
nal dependent noise, SDN). Using the model proposed by Downie [54] that relates the






(0/) if 0/0 > 1
 10 log
10
(0/) if 0/0  1
: (8.25)
This equation implies that the power penalty in this case is related to the worst-case de-
crease of  or . If the center frequency loses more power than the spectral frequencies,
then 0/0 > 1 and the power penalty is due to the change in . If the spectrum loses
more power than the center frequency, then 0/0 < 1, and the penalty is due to the
change in . In accordance with Eq. (8.24) and (8.25), two approaches can be taken to
obtain power penalties:
1) Estimate the high and low levels (A0 and B0) first, and then find 0 and 0 using equa-
tions (8.4a) and (8.4b). This is the approach we take for characterizing penalties of ring
modulators.
2) Directly estimate 0 and 0 based on , , and the spectral response of the optical device.
This is the approach we take for the demultiplexing ring filters.
Also note that in this chapter, we mainly consider the SIN model of the power penalty
and assume no amplification in the link. If amplification is to be considered in the receiver,
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Figure 8.5: Characterization of the power penalty of optical OOK modulation.
as it is the case in the experiments against which this work has been compared, Eq. (8.25)
should be employed instead of Eq. (8.24).
8.3 Modulation Power Penalty
Microring resonators are capable of modulating light at very high speeds while operating
at low powers. This property combined with the small footprint of these optical mod-
ulators turn them into very promising candidates for integrated photonics. The physics
behind the operation of such modulators has been well established [96]. Just like all other
practical modulators, microrings are not capable of providing ideal modulation and thus
some impairments and penalties on the optical signal are inevitable. In this section, we
provide a general description of the power penalties that are of the most importance.
As depicted in Fig. 8.5, the electric field envelope of the unmodulated input light has
constant amplitude that we denote by A, and constant power Pin = A2. The modulation
action occurs by shifting of the resonance of the ring as shown in Fig. 8.6. An ideal NRZ-
OOK ring modulator traps the input light depending on whether the data bit is ‘1’ or ‘0’
(shown in Fig. 8.6). The mean and variance of this ideal modulation is  = A/2, and 
= A/2, which gives the average power Pmod = 2 + 2 = A2/2 = Pin/2 (see Fig. 8.5). We
note that  10 log
10
(Pmod/Pin) = 3 dB. As data bits are assumed equiprobable, this means
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obfuscating half of the power. Therefore:
Ideal Modulator: PP = 3 dB : (8.26)
A non-ideal modulation differs from the ideal modulation in the way that the high
level is A0 instead of A (where A0 < A) and the low level is B0 instead of zero, so that
P0mod = 02 + 02 = (A02 + B02)/2 as shown in Fig. 8.5. This causes the power penalty to
grow beyond the 3 dB of an ideal modulation. If the transmission of the ring for bit ‘0’





values of T0 and T1 can be estimated by considering a Lorentzian shape for the resonance
spectrum of the ring [67]. For example, if the Lorentzian spectrum of the modulator is
given by
T (; res;res; t0) =
(2/3dB  (  res))2 + t0
(2/3dB  (  res))2 + 1 (8.27)
then T0 = T (laser; res;res; t0) and T1 = T (laser; 0res;0res; t00), where the prime terms
indicate the change in the resonance and optical bandwidth of the ring due to the free
carrier dispersion (FCD) and free carrier absorption (FCA).
The extinction ratio (ER) of modulation (also known os the optimal modulation am-
plitude or OMA) is the ratio of power of bit ‘1’ to the power of bit ‘0’, i.e. r = A02/B02.
Using equations (8.4a) and (8.4b) again, the mean and variance of the non-ideal modu-
lation levels can be written as 0 = B0(pr + 1)/2, and 0 = B0(pr   1)/2. After some





















These can be inserted in Eq. (8.24) or (8.24), depending on the noise conditions. Consid-
2in particular, by rewriting levels in terms of average modulation powers A = p2Pmod and B0 =p
2P0mod/(r + 1).
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ering a dominant signal-independent noise (SIN) in the system, so Eq. (8.24), the total
modulation power penalty is given by














where the second term is the -3 dB corresponding to the ideal modulation. By eliminating
Pmod and noting that P0mod = (r + 1)A02/2r, the power penalty can be rewritten as


















This formulation is helpful as it permits to distinguish three contributing power penalty
factors. The first term is the power penalty due to the finite extinction ratio (ER) of mod-
ulation (or OMA) as widely used in the literature [96]. The second term is the modulator
insertion loss (IL), defined as the difference between the input power and the power of bit
‘1’. Finally, the third term is the penalty due to the ON-OFF keying nature of the imperfect
modulation. For an ideal modulator (infinite extinction ratio, r ! 1, and no loss), this
last term is 3 dB while the first two terms are reduced to zero. Figure 8.6 provides more
details of the power penalty of microring modulators. Figure 8.7a provides an example
of the spectral response of a microring modulators with an active shift of 0.2 nm. Figure
8.7b shows the calculation of the modulation extinction ratio (i.e. OMA) and the power
penalty of modulator based on Eq. (8.30). Clearly, the best OMA and minimum penelty
requires a good alignment between the laser and the resonance of the modulator.
If a silicon photonic link is dominated by the amplified spontaneous emission (ASE)
noise that beats against the optical signal, the power penalty of modulator is estimated
from Eq. (8.25) by noticing that (0/)>(0/). The result is
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Figure 8.6: (left) Schematic view of a microring modulator. The high-speed electrical
signal is applied to the pn-junction embedded inside the silicon ring. (right) Modulation
of the input laser by shifting the resonance of the ring to create high and low levels of








































Figure 8.7: (a) Spectral response of a microring modulator for 25 GHz of spectral shift. (b)
Estimated OMA and power penalty of the modulator in part a.
The first term in this equation is the power penalty due to the finite extinction ratio of
modulation (which is different from the one in Eq. (8.30)) and the second term represents
the average power loss due to the combination of ON-OFF keying and insertion loss of
modulator.
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Now, we consider several ring modulators mounted on a silicon waveguide, each one
modulating a specific wavelength (as in Fig. 8.1). Cascading all the ring modulators on
a single bus waveguide induces two additional power penalties. The first one to be ac-
counted for is the passive cumulative insertion loss of the laser power of each channel as
it passes by the other rings. If the spacing between wavelengths is small and the number
of modulators is large, this could become a significant loss. The second one is the array-
induced multiplexing crosstalk [135] (also known as intermodulation crosstalk). Multiple
wavelengths of the comb laser pass by each ring, but only one of them gets modulated.
Due to the carrier injection or depletion of the p-n junction of the ring, the spectrum of
the ring is switched between two resonance frequencies as shown in the inset of Fig. 8.8:
f0 (OFF state) and f1 (ON state), where f1 > f0 (blue shift). If this shift (f = f1   f0) is
too large, then the shifted spectrum may capture some of the power of the neighboring
channel that passes by the ring (which then acts as a noise), hence inducing an intermod-
ulation crosstalk. If f represents the channel spacing and f > 0, then a neighboring
channel at f0 + f would suffer higher crosstalk than a neighboring channel at f0   f.
Using the crosstalk model presented in the previous chapter, we reproduce the results of
intermodulation crosstalk reported by Padmaraju et al. [135] for a microring modulator
with Q  6000 at the resonance wavelength 1546.7 nm and q0  0.04. The reproduced
results are plotted in Fig. 8.8 where circles and squares are penalties from experimental
data for f > 0 and f < 0, respectively.
At this point, we have introduced the main ingredients to estimate the total power
penalty induced by a ring-resonator based modulator array. Knowing the parameters Q,
coupling coefficients of ring-waveguides, and loss of each ring, its associated Lorentzian
transform can be obtained, from which stems A0 and B0. These permit to evaluate Eq.
(8.30) or (8.31) as well as the intermodulation crosstalk penalty.
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Figure 8.8: PPMod-Xtalk for two cases: (blue) when the adjacent channel is at a higher fre-
quency (f > 0), (red) when the adjacent channel is at a lower frequency (f < 0). Due
to the unilateral shift of the ring modulator, the first case exhibits higher penalty than the
second case. Measurement data [135] are denoted by circles and squares.
8.4 Microring Demultiplexers
Consider an NRZ-OOKmodulated signal passing throughmicroring resonator based filter
as shown in Fig. 8.9a. The filter has two outputs: the drop port and the through port.
Considering this filter as a linear time independent (LTI) system, it can be characterized by
two spectral responsesHdrop(f) andHthrough(f) that relate the output electric field present
at each port to the input electric field. Knowing that the input power spectral density is
SE(f), we can calculate the output power spectral density as Sout(f) = SE(f) jH(f)j2
at each port [147]. Unless H(f) is constant for all f , which is not realizable with ring
resonators, some degree of spectral distortion will appear. This translates into eye closure
in the time domain as shown in Fig. 8.9b. At the receiver, the received signal is sampled
in each bit interval. We consider this as a reconstruction of the NRZ-OOK signal with
new average high and low levels denoted by A0 and B0, and new statistical mean 0 and
variance 02. Using Eq. (8.3), the change in the mean and variance by going through the
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(a)
(b)
Figure 8.9: (a) Schematic representation of a demux ring filter. The input NRZ modula-
tion is characterized by the mean and variance of its high and low levels. The dropped
signal is a distorted NRZ modulation that can be characterized by newmean and variance
parameters. (b) Comparison between the input NRZ modulation to a filter and its output
response. The output is a signal that effectively has new high and low levels A0 and B0
with different mean and variance than the original signal. This can be seen by inspecting
the eye-diagrams of the input and output optical signals.




















The relation between  and 0 is approximately independent of the shape of the filter since
the power associated with the mean of the two levels is centered at a single frequency. On
the other hand, the relation between  and 0 depends on the shape of the filter, indicating
spectral distortion to the power spectrum of the signal.
Fig. 8.10a shows demux ring resonators at the receive side of aWDM silicon photonics
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Figure 8.10: (a) Graphical view of microring demultiplexers at the receiver. (b) Intrinsic
and coupling decay rates of a ring add-drop filter. (c) Transmission spectrum of the drop
path of a demux ring with the 3-dB bandwidth denoted as FWHM. f is the possible
detuning between the resonance and the channel.
link, where each one is tuned to drop one of the NRZ-OOK modulated channels. Each
ring has an intrinsic loss that corresponds to a decay time-constant denoted by i. The
coupling rates and the coupling decay time constants for the ring-waveguide interactions
are denoted by (1, 1) and (2, 2) for the through and drop paths as depicted in Fig.
8.10b. If the quality factor of the rings is high enough and the coupling of ring-waveguide
is weak, one can employ the equations of the temporal coupled mode theory (tCMT) for
microring resonators [105]. By virtue of the conservation of energy in the ring-waveguide
system, the relation between (1, 1) and (2, 2) is then given as 1;2 
p
2/1;2 and the
drop and through field transfer functions are
Hdrop(
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where 
 = 2(f   f0) is the frequency deviation from the resonance of the ring (f0), and
the time constants  and  0 are given by
1/ = 1/i + 1/2 + 1/1 (8.34a)
1/ 0 = 1/i + 1/2   1/1: (8.34b)
The full width at half maximum of the resonance is calculated as FWHM = 1/( ), and the
quality factor of the resonance is given by Q = f0/FWHM = !0/2. The power transfer
function from the input to the drop port is Hdrop(
)2, which has a Lorentzian lineshape
as depicted in Fig. 8.10c. The main parameters of this function are the resonance fre-
quency of the ring (f0), 3-dB bandwidth (FWHM), and the peak drop power p0 = (12)2.
Considering the Lorentzian function presented in Eq. (8.33a), our first goal is to minimize
the insertion loss (make it as close as possible to 0 dB) of the drop path of the demux ring.
For convenience, we introduce the normalized rate parameters as x = (1/1)/(1/i) and
y = (1/2)/(1/i). For a demux ring, the drop insertion loss is
Hdrop(0)2 = 4xy
(1 + x+ y)2
: (8.35)
This expression is completely symmetric for both x and y. Considering a given value for
y, equating the derivative of the Hdrop(0)2 with respect to x to zero yields xopt = 1 + y
which is exactly the critical coupling condition (input coupling rate is equal to the intrinsic
loss rate plus the output coupling rate) for a ring resonator. Substituting xopt then givesHdrop(0)2 = y/(1 + y) and thus y must be chosen large enough to get as close to 0 dB as
possible. A large y can correspond to a big i which in turn corresponds to a low loss ring.
Substituting for i  2ng/(c loss) where ng is the group index of the mode, loss is the
loss factor (1/m) of the ring (including waveguide loss and bending loss) and c = 3 108
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m/s is the speed of light, the minimum insertion loss of drop path (in dB) is calculated as






where the intrinsic quality factor is Qi = 2ng/(loss0), and 0 is the resonance wave-
length of the ring. This equation suggests that the optimum design for a demux filter is
to have it as low-loss as possible at the critical coupling point. The coupling coefficients
of the electric field between the waveguide and the ring at the input and drop ports of the
demux ring are then estimated as
1 
p
(2Rloss)x ; 2 
p
(2Rloss)y (8.37)
where 2R is the circumference of the ring, loss is the loss factor of the ring expressed in
1/m, and x = 1 + y at the critical coupling point. These coupling coefficients can be used
to estimate the gap distances between the ring and the waveguides.
Once the drop and through shapes of the filter are known, the next step consists of
looking at the impact that the drop path has on the spectrum of an NRZ-OOKmodulation.













in which  = f0/(2Qrb),  = 2Qf/f0, and Re(: : : ) indicates the real part of the complex
number. Here, f denotes any possible detuning between the channel and the resonance
of the demux ring as shown in Fig. 8.10c. To prove this relation, we first note that the
variance of the NRZ-OOK modulation changes by getting dropped by the ring as (0/)2





1 + ((F   F)/)2dF; (8.39)
 = FWHM/(2rb), F = f/rb, and F is the frequency normalized to bit rate. In order to
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F 2((F   F)2 + 2)dF (8.40)
and choosing the appropriate contour in the upper half plane shown in Fig. 8.11 indicates
that there is only one pole at Z0 = F + j inside this contour. The closed-loop integral
is then calculated as
I
1  exp(j2Z)




Obviously, due to the higher-order denominator, the integral over C(1) is zero. The
integral over C(") where " ! 0 on the other hand is not zero and must be calculated.




Z2((Z   F)2 + 2)dZ =
 22
jZ0j2 : (8.42)












which can also be cast as Eq. (8.38).
We note that the first term of Eq. (8.38) is not a function of bit rate, reflecting only
the filtering nature of the device at a distance f from its resonance. If there is no de-
tuning between the channel and the filter, then f = 0,  = 0, and  is reduced to  =
1   (1   exp( 2))/(2). The second term, on the other hand, depends on the bit
rate, highlighting the fact that the bandwidth of the NRZ-OOK signal is a contributor to
the spectral distortion imposed by the ring filter. If modulation speed is low enough, the
second term is negligible compared to the first term.
We proceed to employ Eq. (8.38) to evaluate the power penalty of the filtering action.
252
Chapter 8. Scalability of Microring-Based Silicon Photonic Interconnects
Figure 8.11: Selected contour in the upper half-plane for evaluating the integral of the
spectral distortion penalty. There is a pole at the origin and a pole at Z0 = F + j.
By introducing Eq. (8.33) into equations (8.32a) and (8.32b), we obtain (0/)2  p0/(1 +
2) and (0/)2  p0  . From there, using Eq. (8.24), we have








for a link with signal-independent noise (SIN). The first term in PP is simply the drop
insertion loss of the resonance spectrum of the ring. The second term reflects the inser-
tion loss at the channel wavelength, and the third term reflects the penalty of spectral
distortion due to the filtering. If the link is dominated by a signal-dependent noise (SDN),
power penalty is estimated from Eq. (8.25) as
PPSDNDemux   5 log10(p0)  5 log10() (8.45)
Figure 8.12a shows the measured power penalties (circles) reported by Biberman et al.
[28] at BER = 10-9 for a ring of a bandwidth about 10 GHz and four different bit rates: 5
Gb/s (PP  0.3 dB), 7.5 Gb/s (PP  0.5 dB), 10 Gb/s (PP  0.7 dB), and 12.5 Gb/s (PP 
1.15 dB). The solid curve on this figure is the estimated power penalty up to 60 Gb/s (PP
3.3 dB) with f = 0 (exact tuning between the channel and the ring filter). Although the
model provides a good estimation of the power penalties based on these measured data
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Figure 8.12: (a) Comparison of the estimated spectral distortion (solid curve) and mea-
sured penalties [28] (circles) for various bit rates. (b) Estimation of the penalty due to
small detunings between the resonance of the ring and the channel wavelength. Mea-
surements are taken from [91]. (c) Simulated eye-diagrams of the received signal for 10
Gb/s and 20 Gb/s data rates. (d) Schematic view of two adjacent channels with a fair
amount of spectral overlap.
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points, it will likely provide an underestimation of the power penalties for very high data
rates.
Fig. 8.12b presents the measured penalties (circles) of small detunings (up to 6 GHz)
reported by Lee et al. [91] at BER = 10-9 for a ring resonator with FWHM = 9.6 GHz
(Q  20000) and a bit rate of 10 Gb/s (PP  0.8 dB at zero detuning). The solid curve
represents the estimated BER penalties for a link with signal-dependent noise mechanism
(SDN–Eq. 8.45). The SDN is selected based on the fact that the experiment used optical
amplification to compensate for power loss in the system. Here again, we observe good
agreement between the measurements and calculations. These two comparisons against
measurements let us posit that Eq. (8.38) can serve as a basis for quantifying the rate-
dependent penalties due to sideband truncation of an NRZ-OOK channel.
Figure 8.12c illustrates the effect of the spectral distortion on the eye-diagram of the
received signal for 10 Gb/s and 20 Gb/s data rates. As it can be observed, the eye-diagram
of the 20 Gb/s signal experiences more closure in accordance with higher power penalty.
Besides the spectral distortion of each channel, power penalties also arise in the de-
multiplexing process in the form of crosstalk. Due to the infinite tail of the Lorentzian
resonance and spectral overlap of the channels, capturing and dropping some of the opti-
cal power from adjacent channels is unavoidable, as shown in Fig. 8.12d. We assume that
the worst-case crosstalk happens at the first demux ring in Fig. 8.1, since all the channels
are at their maximum power and none has been dropped yet (considering the discussion
on the crosstalk in the previous chapter). The power that is captured by the Lorentzian
tail of the ring from the spectra of the adjacent channels has a negative impact on the
statistics of the high and low levels at the detector and increases the BER. In order to
compensate for this, the crosstalk effect on the BER is turned into a power penalty.
At this point, we can estimate the worst-case power penalties inflicted by the demux
array. Worst-case of crosstalk happens at the first ring, while the worst-case of waveguide
loss happens for the last ring. Equation (8.44) estimate the impact of truncation while the
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effect of crosstalk is modeled based on the previous chapter. Using these equations and
the ones presented in the previous section for the modulator side, we can proceed to the
next steps, which consist of optimizing the ring parameters for minimum power penalty
and evaluating the ideal link format (N  rb) for maximum bandwidth.
8.5 Scalability of a Microring-Based Silicon Photonic Link
Under Ideal Drive Conditions
In this section, we analyze the scalability of the silicon photonic link with the assump-
tion that the electronic circuitry (i.e. drivers for modulators and the trans-impedance
amplifiers at the receiver) impose no limitations. In other words, we only consider the
limitations that the photonics part of the link impose to fully close the optical power
budget. The following assumptions are then applied:
1. an extreme FSR of 50 nm is possible for the rings (which corresponds to approxi-
mately 4 m diameter of the rings) [208].
2. the FSR and loss of a ring resonator are independent of each other for the purpose
of this optimization. Loss of a ring is similar to loss of a waveguide.
3. modulators can provide any desired shift of resonance and there is no limitation in
terms of driver circuitry.
4. Q-factor of the ring resonators can be set to any desired value.
5. there is no amplifier in the link, thus the link is dominated by a signal-independent
noise mechanism (SIN).
Optimization of Modulator Power Penalty
For the modulators, the parameters subject to optimization areQ-factor of the rings, shift
of the resonance due to the free carrier dispersion, the change of the spectral parameters
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due to the free carrier absorption, and the spacing between channels. First, we calculate
how the shift of the ring resonator, res and the change in the refractive index of the
silicon waveguide, nsi are related to each other:
neff(res) 2R = mres ;
[neff(res +res) + neff] 2R = m (res +res) (8.46)
where neff is the extra change in the effective index of the optical mode due to the free
carrier dispersion. Since m is the same in both of these equations (we are tracking the





neff(res +res) + neff
: (8.47)
If we assume res  res, we can write
neff(res +res)  neff(res) + @neff
@
res (8.48)
and then use the definition of group index ng = neff    @neff/@ to simplify Eq. (8.47)
and reach the following relation:
neff  ng(res) res
res
(8.49)
and finally using the sensitivity coefficients of the optical mode, neff  ( core 
ng/n
si
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for a 450220 nm ridge waveguide with 50 nm of slab height. Finally, the change in the
loss of the ring is estimated by solving
nsi =  10 4





for lateral PIN type modulators. If a lateral PNmodulator (i.e. carrier depletion) is consid-
ered, a mode overlap factor must be included as well [103]. We then proceed to calculate
the effective loss factor of the optical mode as eff  1:1si and then find the new
































 0i   c
 0i + c
2
(8.53)
where i and c are the original intrinsic loss and coupling time constants of themodulator





























Therefore, by starting with Q and t0 and knowing res, we can find Q0 and t00 which
results in calculating the shifted spectrum (see for example Fig. 8.7).
Considering these parameters, trade-offs then should be made between modulator
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Figure 8.13: Estimated modulator penalty for a channel spacing of 1 nm and different res-
onance shifts. If the shift of the resonance is small, then the insertion loss and extinction
ratio penalty are high. On the other hand, if the shift is too big, then the crosstalk penalty
is very high. The optimum shift is about half of the channel spacing.
insertion loss, extinction ratio penalty, ON-OFF keying penalty, cumulative arrayed-
induced insertion loss, and the multiplexing crosstalk. Figure 8.13 shows an example
of calculating the total penalty of the ring modulator for a case where channel spacing is
1 nm (hence 50 rings) and the quality factor is either 6000 (low-Q, solid curve) or 15000
(high-Q, dotted curve). It is assumed that the rings are originally critically coupled to the
waveguide. As this plot indicates, power penalty of a modulator is always higher than 3
dB (which is the penalty of an ideal NRZ-OOK modulator) and the minimum value of the
penalty occurs when the shift of the resonance of the ring is approximately half of the channel
spacing. Unfortunately, such a big shift of the resonance usually requires high peak-to-
peak voltages for the electrical signal that drives the pn-junction of the ring (according to
the formulation presented in [67] and [206]). Consequently, for CMOS-compatible volt-
ages (Vpp  1–2 V [51, 132]), the resonance shift is away from its optimum value and this
leads to higher penalties on the modulators. For example in Fig. 8.13, a shift of about 0.5
nm leads to a penalty of 3.7 dB for Q = 6000 and a shift of 0.07 nm ( 8.5 GHz) leads to
about 9.7 dB penalty. It is important to note that here we make the assumption that the
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ring modulators are driven with pre-emphasized NRZ signals to effectively compensate
for the limited bandwidth of the modulator [209]. Hence, we always consider that the
static ER can be achieved under dynamic drive. With this assumption, higher Q factor
for the ring modulators is more desirable as it reduces the penalty of the modulator for a
fixed amount of resonance shift.
Optimization of Demux Power Penalty
For the ring demultiplexers, the parameters subject to optimization are theQ-factor of the
rings, bit rate of channels, and channel spacing. Trade-offs are then established among
drop insertion loss, spectral distortion, and crosstalk penalties. As an example, Fig. 8.14a
shows the optimized overall penalty of demux rings for 50 channels with 1 nm spacing
between them, various bit rates, and various Q-factors. This penalty is the sum of the
spectral distortion (Eq. 8.44), the cross-talk penalty and ring drop insertion loss. The latter
is function of the intrinsic loss of the ring loss andQ-factor. Note that the intrinsic loss is
not subject to optimization: the minimal value that fabrication can provide should simply
be employed to limit insertion loss. In contrast, the Q-factor can clearly be optimized if
the objective is to minimize the overall power penalty. Looking at Fig 8.14a, one notes
that if the Q of the ring is small, crosstalk has a big impact on the penalty. On the other
hand, if the Q is too high, then the spectral distortion penalty and insertion loss have
higher impacts. Therefore, there is a minimum point for the power penalty at an optimum
Q-factor. The dependence of the optimum penalty and optimum Q on the bit rate is
emphasized on Fig. 8.14a with the dotted black curve showing how the optimum point
behaves as the bit rate increases. This indicates that higher bit rates lead to wider filters
in order to compensate for higher spectral distortion.
In Fig. 8.14b, same optimization is done for the demux rings but with 8 dB/cm of ring
loss [80]. It is clear that in this case, high-Q rings will lead to a high insertion loss. In
Fig. 8.14c we plot the penalty of different bit rates and different number of channels for
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(a) (b)
(c) (d)
Figure 8.14: Optimizing the penalty of demux ring filters by including the insertion loss as
a function ofQ-factor of the ring. (a) Loss factor of the ring is 1 dB/cm and 50 channels. (b)
Loss factor of the ring is 8 dB/cm and 50 channels. (c) Power penalty for different number
of channels and bit rates (loss = 1 dB/cm) when using demux rings with optimized Q.
(d) Optimum penalty and its corresponding Q-factor for an aggregate rate of 1 Tb/s and
different channel rates (loss = 1 dB/cm).
optimally set Q-factors. It is seen that penalty tends to increase as the spacing between
channels decreases. Finally, we perform the optimization on microring demux filter with
the assumption of having a fixed amount of total aggregate rate (1 Tb/s is assumed). In
this case, increasing the number of channels, e.g. from 10 to 100, is accompanied by a
decrease in the modulation speed. The results are shown in Fig. 8.14d where six cases
are clearly marked on the plot. With optimum design of the rings, the penalties result in
a narrow range 1.1 dB–1.35 dB. Meanwhile, the corresponding quality factors can vary
over a wide range from 1800 to 17000.
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Figure 8.15: Calculation of the available optical power at the output of the transmitter and
minimum required power at the input of the receiver. Both calculations reflect the worst-
case. The difference is the available power budget for losses and penalties associated with
fibers, or switches that are placed between transmitter and receiver. The capacity of the
link is estimated to be 1.2 Tb/s. Quality factor of ring modulators is taken to be 12000 and
intrinsic loss factor loss to be 1 dB/cm.
Scalability Analysis
The scalability of a silicon photonic link in terms of the maximum total aggregate rate
depends on the available optical power budget. Based on the characterization of power
penalties for ring modulators at the transmitter and ring demultiplexers at the receiver, it
is possible to maximize the achievable aggregation. For each particular bit-rate, the anal-
ysis is carried out by finding the maximum value ofN such that Eq. (8.1) holds. Some of
the power penalties of the link do not generally depend on the bit-rate of channels or on
the number of channels/channel spacing. Examples include the waveguide propagation
loss ( 1 dB/cm [92]) and chip-to-fiber/fiber-to-chip coupling insertion loss ( 1 dB) [132].
The penalties of the modulators are also approximately independent of bit-rate, but de-
pend on the number of channels due to array-induced insertion loss and inter-modulation
crosstalk. This can be taken as an encouragement to use higher bit-rates at the modula-
tors. However, higher bit-rates limit the sensitivity of the receiver circuitry which, as we
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Figure 8.16: Characterization of the upper bound on the optical power inside the waveg-
uide. The plot shows additional power penalty of the ringmodulator due to the absorption
of optical power (taken from [98]) and its self heating effect.
will see, eventually puts a cap on the maximum achievable bandwidth. Overall, this gives
rise to an interesting design space to explore.
We initiate our explorations by analyzing the scalability of a silicon photonic link as
a function of number of channels for 10 Gb/s NRZ-OOK modulation, as shown in Fig.
8.15. It is assumed that the laser power cannot exceed 5 dBm for each wavelength (after
coupling into the waveguide), but the total amount of the optical power that is injected
into the silicon waveguide is kept below 20 dBm to avoid the nonlinearities of the silicon
waveguide. The upper bound of the optical power per channel is due to the absorption
of the optical power inside the modulators caused mainly by the free carrier absorption
(FCA), especially in depletion-mode modulators, which leads to the self heating [168, 169]
of the rings, drift of the resonance, and a bi-stability cycle in the spectral response of the
resonator [179, 214]. Consequently, the generated eye diagram of the modulator starts to
close and an additional power penalty is imposed on the modulator. As shown in the plot
of Fig. 8.16, the upper bound of the optical power has been experimentally measured by
Li et al. to be about 5 dBm inside a ring modulator [98]. Beyond this value, the power
penalty sharply increases.
In order to mathematically examine the self heating effect of microring resonators,
we first note that if res is the original resonance of the modulator and 0res is the drifted
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resonance due to the absorption of optical power, then








T  2:1 10 4 Tring (8.57)
for a 450220 nm waveguide. As shown in Fig. 8.16, if Pring is the optical power inside
the ring (right after the light is coupled into the ring) at any wavelength, the total ab-
sorbed power is Pabs = (1   L)Pring where L = exp( 2Reff) is the round trip power
attenuation of the ring. Using the SFG method, the relation between the power inside the
ring and inside the waveguide is given by
Pring = Pwg
2
1 + t2 L  2tpL cos (2(laser   0res)/FSR)
(8.58)
where  and t are coupling coefficients of the electric field. In order to find the relation
betweenTring and Pabs, we assume that the ring is sitting on a buried oxide (BOX) layer
of thickness dbox and temperature profile between the ring and the substrate has a linear
gradient. Therefore at the location of the ring we have
@T@n
 = Tring/dbox ) Pabs  ksio2  2(w2 + 2Rw +Rh)Tringdbox (8.59)
wherew = 0:45m and h = 0:22m are the width and height of the ring and ksio2 = 1:38
W/m.K is the thermal conductivity of oxide. Therefore, the heating efficiency coefficient
HT defined by Tring = HT  Pring is given as
HT =
[1  exp( 2Reff)] dbox
2(w2 + 2Rw +Rh)
 1
ksio2
 0:5703 K/mW (8.60)
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Figure 8.17: (a) Bistability of a microring modulator due to the self heating. (b) Deforma-
tion of the optical spectrum due to the self heating of the resonator.
for R = 5m, eff = 20 dB/cm, and dbox = 2m. Finally, the self-heating coefficient of






HT  0:0423 nm/mW (8.61)
for a resonance at 1550 nm. Note that Eq. (8.56) and Eq. (8.58) are coupled to each other
for a given optical power inside the waveguide. It is easy to see that forres  FSR, the
following equation is obtained:
res = H Pwg  A1
1 + A2 (2( res)/FSR)2 (8.62)
where
 = laser   res ; A1 = 
2




(1  tpL)2 : (8.63)
By solving this equation and finding res for a given Pwg at any laser wavelength, the
transmission spectrum of the modulator can be derived and from that the modulation
power penalty under the self heating can be obtained. Figure 8.17a shows an example
of solutions of Eq. (8.62) for Pwg = -15 dBm. In this example, Q  40000 which is a
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rather high value. Figure 8.17b plots the calculated spectrum of the modulator under
different input optical powers. Clearly, the self-heating of the modulators results in a
deformation of the Lorentzian spectrum, and the lower the Q factor is the less sensitive
the modulator becomes to self-heating effect. The upper bound of 5 dBm in Fig. 8.16 has
been achieved with the assumption that an active thermal tuning control loop will keep
the Lorentzian spectrum in alignment with the input laser at all time to correct for thermal
drift. Otherwise, the upper bound of the optical power will be much lower than 5 dBm (it
was measured to be -4.5d Bm in the original experiment [98]).
The sensitivity of the receiver for each channel is set to a value of -15.5 dBm (given by
a rate-dependent model). These assumptions set the limit of the maximum power budget
to 20.5 dB for each 10 Gb/s channel. From the transmitter side, we add up the modulator
penalties (loss, extinction ratio, crosstalk) and the waveguide loss, assuming 1 dB/cm loss
for the silicon waveguide. Since the number of required modulators and demultiplexers is
equal to the number of channels, the length of the waveguides linearly scales up with the
number of channels (the waveguide padding between modulators is set to 100 m and set
to 20 m for demultiplexing filters). Then, we add up the worst-case penalty associated
with the demultiplexers (including worst-case crosstalk and worst-case waveguide loss).
We also account for a total of 2 dB extra margin to compensate possible jitter in clocking
and polarization-dependent losses. In contrast, we do not account for power penalties
related to chromatic dispersion. We assume this last to be negligible for short distance
links with modulation rates< 100 Gb/s. Figure 8.15 shows that at about 120 channels, the
power budget completely closes and thus the scalability of this link for 10 Gb/s channels is
limited to about 1.2 Tb/s. For lower number of channels, there is some budget remaining.
It can be exploited to introduce additional elements in the link (more couplers, switches,
etc.). Alternatively, launching powers per channel can be reduced to limit the power
consumption of the laser.
Next, the dependence of the scalability of the link on the modulation speed is investi-
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Figure 8.18: Estimated sensitivity of the receiver as a function of the modulation data rate
based on a simple RC model. At low data rates, dark current dominates over the noise
current and thus the sensitivity is almost constant, whereas at high data rates the noise
current dominates over the dark current and sensitivity is reduced.
gated. In this case, we still assume the same condition on laser power (maximum 5 dBm
per channel, maximum 20 dBm total), but a bit-rate dependent model for the sensitivity
of the receiver (assuming a Germanium-based PIN detector) is employed. The model for
the sensitivity is simply based on the thermal noise of an RC equivalent circuit for the
receiver as shown in Fig. 8.18. The 3dB bandwidth and the input-referred power spectral














where CPD is the capacitance of the photodiode and RL is the input load resistance of
the receiver. We consider a worst-case of 200 fF for CPD [33], and then calculate the RMS
noise current as a function of the receiver bandwidth:
IRMSnoise = f3dB
p
8kT CPD : (8.65)
Using the definition of the BER for OOK modulation with Gaussian noise at the receiver,
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the sensitivity is defined by the following equation:











where QBER is the argument of the complementary error function (QBER = 7 for BER =
10 12), R is a responsivity [A/W] of the photodiode (assumed 0.7 A/W [34]), ER is the
extinction ratio of input signal (assumed 10 dB as a reference), Idark is the dark current
[mA] (assumed 1 A) and Inoise is the total RMS input-referred noise current [mA] of
the receiver [34, 10, 33, 50, 148, 125]. For simplicity, we also assume that the receiver has
enough bandwidth to accommodate the designated bit rate (BW  DataRate). The noise
current is estimated by setting the 3 dB bandwidth of the RC circuit equal to the data rate
[34]. Figure 8.18 shows a plot of the obtained sensitivity for BER = 10 12. The sensitivity
is dominated by dark current at low data rates, whereas at high data rates is dominated
by the noise current. A sensitivity of -15.5 dBm is then obtained for 10 Gb/s NRZ OOK
modulation.
We identify the highest number of channels supported for each modulation rate up to
120 Gb/s (shown in Fig. 8.19). By evaluating the link format (N rb product), it is found
that a chip-to-chip silicon photonic link, under the considered assumptions, can support
a peak aggregated bandwidth of  2.1 Tb/s, composed of 47 channels at 45 Gb/s. This
corresponds to a channel spacing of 1.06 nm (i.e.  125 GHz) and a modulator spectral
shift of 0.53 nm.
The breakdown of the power penalties in this case includes 5.56 dB for the modulator
array, 1.6 dB for waveguide loss and coupling at the transmitter side, negligible fiber loss
and dispersion effects (considering a short-reach application), 1.2 dB for waveguide loss
and coupling at the receiver, 3.5 dB for the optimized demultiplexing array, and 2 dB for
extra jitter and polarization dependent penalties. The overall power penalty at 45 Gb/s
for 47 channels then sums up to 13.8 dB which is equal to the total power budget per
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Figure 8.19: Plot of estimated maximum capacity of the link based on the power penalties
of the link and the modulation rate of each channel. It is seen that the link can support
up to 2.1 Tb/s at a modulation rate of 45 Gb/s.
wavelength (3.4 dBm laser power for each channel, and -10.4 dBm receiver sensitivity).
Overall, this result is to be considered with care, as the generation and detection of
45 Gb/s electric signal might be problematic and energy consuming. Nevertheless, it is a
good indicator of the general capabilities of microring-based silicon photonic links from
an optical point-of-view.
8.6 Scalability Under Non-Ideal Drive Conditions in 65
nm CMOS
In this section, we improve upon the scalability analysis of the previous section and also
add the energy/bit calculations by consideringmore realistic assumptions on the photonic
and electronic elements. The updated list of assumptions are as follows:
1. a power-law relation is now established between the loss of the rings (in dB/cm
unit) and the radius (in m unit) [16]:
dB/cm  aR b : (8.67)
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Figure 8.20: Schematic of a full-duplex chip-to-chip optical interconnect based on sili-
con photonics. Each is equipped with an optical transceiver interface that can support
wavelength-division-multiplexing (WDM) optical signaling. The receiver includes wave-
length selective filters for demultiplexing.
2. the FSR and loss of a ring resonator are now related to each other through the radius.
Therefore, the optical bandwidth of the link (i.e. FSR) is also subject to optimization.
3. modulators cannot provide any desired shift of resonance. We assume both PIN
and PN modulators are limited to a maximum of 2 nm of spectral shift [206]. PN
modulators are chosen in our analysis.
4. Optimization of demultiplexing filters is now carried out based on radius (more
precisely FSR) and coupling gap. The gap can only vary from 100 nm to 450 nm.
5. a maximum thermal tuning with 2 nm/mW efficiency is possible for both ring mod-
ulators and demultiplexers. The tuning range of resonance is less than 2 nm for both
modulators and filters.
6. the driver and receiver circuits are optimized for 65 nm CMOS technology based on
recent literature [141, 143, 142] for each given data rate. A database of the optimal
power consumption (in mW) is created for the receiver based on not only the data
rate but also the input photoelectric current.
Figure 8.20 shows a general scheme of a uni-directional point-to-point link estab-
lished between two transceivers. Two such links are combined simultaneously to obtain
full-duplex capability. No additional clock-data recovery (CDR) mechanism is considered
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Figure 8.21: Schematic of a unidirectional silicon photonic link. (1) Clock generation
and serialization. (2) High-speed drivers. (3) RC representation of optical modulator and
thermal tuning. (4) Evolution of optical power budget along the link. (5) Key assumptions
for optical devices. (6) Optical sensitivity level of the receiver. (7) Our sensitivity model
as a function of data rate for 65 nm CMOS node. (8) Microring demultiplexing array
with thermal tuning followed by photodetectors. (9) Maximum available optical power
budget. (10) Transimpedance amplifier frontend of the receiver. (11) Deserialization of
the electrical data.
inside the Rx unit in our analysis. It is assumed that clock generators located in the two
transceivers are fed by a common, closely located centralized clock (another possibility is
to synchronize the Rx via a clock forwarding mechanism, with one of the WDM channels
dedicated to clock [67]).
Figure 8.21 shows a summary of all the components that go into our modeling of the
link. The updated model for the sensitivity of the receiver with an optimal design in 65
nm CMOS shows a sensitivity of -22.5 dBm which has a good improvement (7 dB) over
the simplistic RC model. In order to estimate the power consumption of the laser source,
we assume 20% wall-plug efficiency (15% has been mentioned for on-chip hybrid lasers in
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[86, 72], 30% has been considered by Georgas et al. [67]).
Carrier depletion PN modulators
Carrier depletion modulators are formed by embedded a PN junction inside the silicon
waveguide as shown in 8.22a. The depletion region with a lateral with of Lj is formed
due to the balance of positive and negative charges, which also leads to a built-in potential
barrier, Vbi between the p and n regions. The lateral junction length is a function of the








where 0 < s < 1 indicates what fraction of the ring is covered by the PN junction. By
changing the applied reverse voltage from V1 to V2, the total amount of change in the
















The change of charge per unit volume of the waveguide is the change in the charge den-
sities:
N  P   2Vbi 0si
Lj;0w
s f(V2; V1) =  A0 f(V2; V1) (8.70)
where f(V2; V1) is the term in parenthesis in Eq. (8.69). Note that if jV2j > jV1j then
Q < 0 which means that the ring modulator will experience a red shift (due to the
extraction of carriers). The change in the index of silicon can then be written as
nsi  A1 f(V2; V1) (8.71)
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Figure 8.22: (a) Cross section of a carrier depletion PN modulator. (b) DC measurements
of the electro-optic efficiency of a PN modulator (data taken from [206]).
and then the relation between the change in the effective index of the optical mode and











core E  EdS
(8.72)
according to the perturbation theory. The last term is due to the fact that the index profile
of silicon is only changing over the regional change in the junction length. By combining
this equation with Eq. (8.49), the DC characteristic of the modulator (for V1 = 0 and










By fitting this equation to the measured data points in [206] for Vbi  0:7 V, we estimate
a = 0:043055 nm, which constitutes our model for the PN modulators in our analysis.
Note that the radius of the modulator in general does not appear in a coefficient, hence
this model has a weak dependence on the radius.
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Figure 8.23: (a) Schematic of the high-speed driver with the capacitive load of the optical
modulator. (b) Plots of our model for the energy consumption of the high-speed driver as
a function of data rate and driving voltage in 65 nm CMOS node. Cmod = 50 fF.
High-speed Drivers
The high-speed driver provides fast and large output voltage swing to charge and dis-
charge the optical modulator, assumed here to be a ring modulator operated through
carrier depletion mechanism. This is marked by (2) on Fig. 8.21. The driver architecture
is based on cascaded amplifier and buffer stages as shown in Fig. 8.23a. The model for
the energy consumption of the driver is from the optimized design presented in [143] and
is adapted to various capacitive loads and drive voltages based on the following linear
equation:
E  slopeDR + constant (8.74)
whereE is the energy consumption in pJ/bit unit and DR is data rate in Gbit/sec unit. The
slope and constant factors are calculated as



















Chapter 8. Scalability of Microring-Based Silicon Photonic Interconnects
TIA
(a) (b)
Figure 8.24: (a) Schematic of a photodiode followed by a transimpedance amplifier (TIA).
(b) Optimal energy design points of the TIA as a function of data rate at the optical sen-
sitivity level of the receiver.
where VDD = 1.2 V is the supply voltage in 65 nm CMOS, Vmod is the peak-to-peak driving
voltage applied to the optical modulator, Cmod is the equivalent capacitive load of the
modulator in fF unit, and Cref = 50 fF is a reference capacitor that has been used in the
simulations of the driver. A plot of Eq. (8.75) is presented in Fig. 8.23b for Cmod = 50 fF and
three drive swings. We set the modulator capacitance to 65 fF in our analysis, which is the
approximate junction capacitance of the modulator in [206]. Note that the capacitance of
the modulator does not impact the power penalty of the modulator in our analysis.
Receiver
In this analysis, we assume a simple PIN photodiode with a responsivity of 1 A/W and
a speed in excess of 45 GHz [50]. The transimpedance amplifier (TIA) is the electrical
frontend of the receiver. As shown in Fig. 8.24a, the feedback resistance, Rf , converts
the generated photocurrent into a voltage that is fed into the decision circuitry to lift the
signal from a small analog voltage to a full digital signal. We model the consumption
and capability of the TIA using a database of various designs in 65 nm CMOS [144]. The
design that for a given bit-rate and photocurrent (received from the diode) leads to the
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Figure 8.25: Diagram of inter-relations between photonic and electronic elements to es-
timate the aggregated bandwidth and energy consumption of the link.
lowest power consumption is selected. For example, the data points in Fig. 8.24b indicate
the energy consumption of the TIA at the sensitivity level of the receiver for each given
data rate. A plot of the sensitivity values (in dBm) as a function of data rate is marked
by (7) in Fig. 8.21. Compared to the simple RC model of the receiver, the transimpedance
gain and the bandwidth of the receiver are given by






= f3dB,RC  jA0   1j : (8.76)
The output of the TIA stages goes to the decision circuits and deserialization stage if
electrical data are serialized at the Tx.
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(a)
(b) (c)
Figure 8.26: (a) Evaluation of the maximum supported aggregation and the associated
energy consumption for various channel rates. (b) Minimum energy consumption of the
link for given aggregations based on optimum value for the ring radius. (d) Breakdown
of energy consumption.
Scalability Analysis
Based on all the electrical and optical models provided in the previous sections, we per-
form an analysis of the performance of the silicon photonic link. The objective of this
analysis is to find the right combination of N (number of channels) and DR (optical rate
of each channel). Figure 8.25 shows the connection between photonics elements and elec-
trical elements in the simulations in order to calculate the optical power penalties and the
energy/bit metric of the link.
We start by looking for the N  DR product leading to the maximal aggregation
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for any given data rate. Here, we sweep the optical data rate of each channel and the
FSR of the rings from 10 nm to 50 nm, and increase the number of channels until the
available optical power budget is fully utilized. Figure 8.26a plots the results indicating
a maximum possible aggregation of about 765 Gbps at about 17 Gbps channel rate. The
energy consumption associated with each case is also plotted. Note that the minimum
point of the energy curve is not at the maximum point of the aggregation curve. This
further reiterates the fact that designing a silicon photonic link requires certain electrical
and optical tradeoffs.
We then continue by looking for theNDR product leading to the minimal energy
consumption for a given optical aggregation rate for the link. Figure 8.26b shows the
minimal energy for 200 Gbps to 800 Gbps aggregation based on the optimization of the
radius and gaps of the rings. The rings are always set to their critical coupling operation
point. This chart shows that ring radius of about 7m (hence FSR  12.45 nm) leads to
the best energy performance of the link. The breakdown of the energy numbers is plotted
in Fig. 8.26c indicating that the laser consumption becomes critical at higher data rates
while the static thermal tuning has a declining trend.
As expected, the results shown here differ substantially from the ones reported in the
previous section (maximal aggregation rate of 2.1 Tb/s). The main two reasons are the
dependence of the loss of the rings on the radius (hence FSR) and the low electro-optic
efficiency of depletion-basedmodulators (although depletion typemodulators can operate
at higher speeds than their injection type counterparts).
8.7 Discussion
This chapter only focused on the simplest optical modulation format, that is OOK. How-
ever, currently the optical interconnects (especially for datacenters) are moving towards
PAM-4 and higher-order modulation formats. Compared to OOK, PAM-4 signaling will
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save a factor of 2 on the spectral efficiency (in terms bits/hz), hence reducing the inter-
channel spectral crosstalk for WDM signaling. However, PAM-4 suffers from a worse
optical SNR compared to OOK because the four levels are closer to each other and open-
ness of the eyes is smaller than OOK. Overall, we believe that PAM-4 is a viable choice



























Figure 8.27: (a) Block diagram of power penalty evaluation for modulators. (b) block
diagram of power penalty evaluation for demultiplexing filters.
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8.8 Summary of the Chapter
In this chapter, we first presented a rigorous mathematical frameworks for characterizing
the optical power penalties of optical components (modulators, filters, etc.) of a digital
communication link. We then specifically characterized the power penalties of microring-
based modulators and filters, and used the results to show that the scalability of a silicon
photonic link is maximally limited to 2.1 Tb/s under ideal drive conditions (i.e. photon-
ics is assumed to be the bottleneck). We then went further on to include more realistic
assumptions by coupling the loss of the rings to their radius (and hence the FSR) based
on the design space exploration of the SOI microrings presented in the previous chapters.
We also updated the receiver sensitivity model with a database of simulation results for
65 nm CMOS technology, and analyzed the link both in terms of energy efficiency and
maximum throughput.
Figure 8.27a and 8.27b show a summary of the implemented procedure for calculat-
ing the power penalty of a ring-based modulator array and demux array as a function of
link parameters and device parameters. Future work will need to add the impact of the
backscattering and the electrical frequency response (in case the modulators are not lim-
ited by their photon life time) into the power penalty calculations. Although the model
for self-heating and bistability of the modulators was already developed, it has not been
directly included in the power penalty calculations, rather it is used as a limiting factor
on the optical power per channel.
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Conclusions
In conclusion, the studies carried out in this thesis have two major implications:
1. silicon photonic switch fabrics based on the electro-optic phase shifters, although
faster than their thermo-optic counterparts, are limited in their scalability due the
inherent excess loss and crosstalk of the electro-optic operation. However, by tak-
ing advantage of the repetitions in the number of switch configurations, optimal
routing tables can be constructed for moderately low-radix switches. This leads to
various benefits such as avoiding routing paths with high power penalties and also
equalized performance on all the input-output routing paths.
2. silicon photonic links based on microring resonators can provide data aggregations
in the range of 0.5–1 Tb/s at energy efficiencies in the range of 1.5–3 pJ/bit. While
the design space of MRRs is not hard to explore for the optimum designs, significant
amount of engineering effort still needs to accompany that to overcome challenges
such as thermal sensitivity of MRRs, optical absorption and self heating, fabrica-
tion variations, and backscattering effects. The potential of silicon photonics for
monolithic integration with CMOS electronics is driving engineers to find the best
solutions for all the problems that MRRs are facing.
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