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Abstract Most of the energy functions used in nonlinear balancing theory can
be expressed as storage functions in the framework of dissipativity theory. By
defining a framework of discrete-time dissipative systems, this paper presents
existence conditions for their discrete-time energy functions along with algo-
rithms to find them based on dynamic optimization problems. Furthermore,
the important case of the nonlinear discrete-time versions of the controllabil-
ity and observability functions, its properties and algorithms to find them are
presented. These algorithms are illustrated with linear and nonlinear examples.
Keywords Nonlinear systems · Dissipative systems · Discrete-time systems ·
Controllability · Observability
1 Introduction
The study of systematic tools for model reduction of dynamic systems has been
an early topic of interest in the systems and control fields. Model approxima-
tion based on the Hankel norm and the balancing method [4,18] have shown
to be useful tools for model reduction for linear systems. Furthermore, singu-
lar values-based balancing, LQG balancing and H∞ balancing are nowadays
important tools for linear model reduction. With the use of the behavioral
approach, in [30] a general balancing framework for model approximation and
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reduction is provided, which has Lyapunov, LQG, andH∞ as special cases being
valid for linear unstable systems [30]. These developments provide interesting
paradigms for nonlinear generalizations.
In continuous-time nonlinear systems, there has been important progress on
the nonlinear extensions of balancing methods, mainly based on the controlla-
bility and observability functions and their corresponding singular-values [3,23,
24], but also with other energy functions [5] or for particular problems, namely
LQG [26],H∞ [25] or for port-Hamiltonian Systems [15]. The use of the theory
of dissipative systems offers to a certain extent a generalized approach in order
to deal with the variety of energy functions used for nonlinear balancing of con-
tinuous systems [15]. The explicit use of dissipativity theory for the balancing
of linear systems was first presented in [29].
Most of the efforts have been devoted to continuous-time systems. The pro-
totypical case is precisely nonlinear balancing based on the controllability and
observability functions. Roughly speaking, in the procedure presented in [23],
a Hamilton–Jacobi equation and a Lyapunov-like partial differential equation
have to be solved in order to determine the energy functions. Then with the
use of a nonlinear coordinate transformation, the system is represented in
a balanced form. After truncation of the less important dynamic subsystem
and application of an inverse transformation a reduced system is obtained. The
mathematical complexity in solving the partial differential equations associated
to the energy functions has stimulated the search for alternative methods [20].
In this paper some aspects of the discrete-time framework for dissipativity
theory for balancing nonlinear systems are introduced. Such framework relies
on storage functions, in particular the required supply and the available storage,
instead of the controllability and observability functions. Therefore, in order to
find such storage functions, optimization algorithms are proposed. Furthermore,
the energy functions for stable nonlinear discrete-time systems are discussed as
important particular cases, extending the continuous-time theory presented in
[23,24]. Since the determination of such storage functions are a fundamental
condition for nonlinear balancing and model reduction, in this paper attention
is given to computer implementation of the theory. Furthermore, with appli-
cations in mind, some preliminary connections with continuous systems that
are time-discretized are presented. This approach does not assume any linear-
ization procedure at all, contrasting with [28]. In the preliminary work [14] it
was shown that once the energy functions are found, some procedures for the
continuous-time balancing presented in [3,24] can be followed in order to find
a reduced system.
The paper is organized as follows. After fixing the notation used, in Sect. 2,
relationships with time-discretized systems are presented. These concepts allow
us to represent in a different form an optimal control problem that appears in
the following Sect. 3, where several concepts of the discrete-time dissipativity
theory are discussed. One important case of the storage functions presented
in Sect. 3 are the discrete-time energy functions. In Sect. 4, the observability
and controllability functions and their properties are discussed and algorithms
to find them are presented. In order to illustrate these methods, linear and
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nonlinear examples are shown and briefly discussed. Finally, some conclusions
are presented.
Notation: Despite the efforts of several experts [8,16,17], notation for non-
linear discrete-time systems is not standard. The notation in this paper tends
to follow [12,13]. The set of nonnegative and nonpositive integers are denoted
as Z+ def= {0, 1, 2, . . .} and Z− def= {0,−1,−2, . . .}, respectively. Time is denoted
by t ∈ R+ and while T ∈ R+ denotes the endpoint of a certain finite period of
time, T ∈ R+ denotes the sampling time, t = kT , k ∈ Z+. Discrete-time vector
variables are denoted for instance as xk or x(k). A continuous-time function is
expressed as f (t), which is expressed after discretization by the discrete-time
function F(k). Where convenient, for clarity of exposition a function of sev-
eral variables F(xk,uk) may be denoted simply as Fk. Given a function Fk its
inverse function (map) is denoted as F−1k . An optimal input variable at time
k is denoted as vk. Finally, the solution of the system xk+1 = F(xk,uk) at the
interval [k,k + m] with initial condition x(k) = xk and input uk ∈ 2(0,∞) is
denoted by xk+m = φ(k + m,k, xk,u).
2 Some relationships between continuous and discrete-time systems
In this section we begin to study several relations of continuous and discrete-
time systems (and other associated systems that can be derived from them) with
the purpose of simplifying the interpretation of one optimal control problem
that appears in the subsequent Sect. 3.
Consider the following continuous-time nonlinear system
x˙(t) = f (x(t),u(t)), (1)
y(t) = h(x(t)), (2)
where x ∈ Rn are local coordinates for a C∞ state space manifold X , f and h
are C∞, u ∈ U ⊂ Rp and y ∈ Y ⊂ Rq. Assume throughout that u, x and y are
locally square integrable.On the other side, consider the following discrete-time
nonlinear system,
xk+1 = F(xk,uk), (3)
yk = h(xk), k ∈ Z (4)
where uk = (u1, . . . ,up)k ∈ U ⊂ Rp, yk = (y1, . . . , yq)k ∈ Y ⊂ Rq and xk =
(x1, ..., xn)k ∈ Rn are local coordinates for the smooth state space manifold
X . Moreover, F and h are class C∞ in a neighborhood D ⊂ Rn around an
equilibrium point in x = 0 such that F(0, 0) = 0 and h(0) = 0.
In discrete-time systems, evolution in reversed-time implies the invertibility
of the map F(·,u), which is only possible under certain conditions, discussed in
[2] and [8]. Roughly speaking, any discrete-time nonlinear system that is causal
can be described by a generically reversible dynamics [2], and when sampling
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or discretizing a system in the form (1) to obtain (3) the resulting dynamics is
reversible, meaning that the Jacobian matrix [∂F/∂x, ∂F/∂u] is generically non-
singular for all values of x and u, [2,8], and the system is said to be generically
submersive [7].
Some problems in optimal control can be simplified when the time direction
of evolution is reversed, like in the cases discussed in the following Sects. 2 and
3 where we will assume that F(·,u) is a diffeomorphism. If it is the case that the
system (3) results from discretization of the continuous-time system (1) then
this latter assumption is satisfied automatically, [2,8]. There are several publica-
tions regarding the procedures to obtain a discrete-time equivalent of the state
Eq. (1), e.g., [9,10,16]. In particular, the method known as the Taylor–Lie series
discretization [9], yields a system in the form of (3) for k ∈ Z+. The Taylor–Lie
series discrete-time equivalent to (1) is given by

























f (x(t),u(t)), ∀i > 1. (6)
This discretization procedure preserves several analytical properties like equi-
librium and is a generalization of the exponential matrix discretization proce-
dure for linear systems.
When needed, such procedure will be used to establish certain relations
between continuous and time-discretized systems, which allows us to count
with alternative representations of certain time-reversed discrete-time nonlin-
ear optimal control problems in the following sections. An exact discretization
fromEq. (5) is assumed in the sense that the infinite series is considered without
truncation during calculations.
Example 2.1 Consider the linear time invariant, stable, minimal, continuous-
time system
x˙(t) = Ax(t) + Bu(t),
y(t) = Cx(t), (7)
which by the Taylor–Lie method (or by the step-invariant discretization proce-
dure) results in the following discrete-time system
xk+1 = Axk + Buk,
yk = Cxk, (8)
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where u ∈ Rp, y ∈ Rq and x ∈ Rn, A = eAT and B = (∑∞i=1 (A)
i−1T i
i! )B =∫ T
0 e
AsB ds.
In order to distinguish stringently the direction of time evolution through-
out the paper, define the past interval Ip = [−Tp, 0] ∈ R1, Tp > 0 the future
interval If = [0,Tf ] ∈ R1, Tf > 0 and the total interval I = [−Tp,Tf ] ∈ R1,
Tf + Tp = TI > 0. A forward-time evolution is denoted by t ∈ I (a strictly
increasing variable from t0 ∈ I) and a backward-time evolution with τ ∈ I (a
strictly decreasing variable from τ0 ∈ I). A sequence evolving in forward-time
is denoted by k ∈ Z such that −Np ≤ k ≤ Nf from some initial ko ∈ Z and a
backward-time evolution by κ ∈ Z such that −Np ≤ κ ≤ Nf from some initial
κo ∈ Z; Np,Nf ∈ Z+.




w(t) = −f (w(t), v(t)), t ∈ [0,Tp], (9)
which can be obtained by performing two sequential operations on Eq. (1):
Backward-time: By rendering Eq. (1) evolve in regressive time i.e., τ = −t,
x(−τ) = x(t), dx(−τ)/dτ = −dx(t)/dt and u(−τ) = u(t).
Flip-time: By defining w(t) def= x(−τ) and v(t) def= u(−τ).
In the same form an associated discrete-time system can be defined as follows:
Definition 2.2 Assume that departing from k = −Np, the system (3) evolves in
−Np ≤ k ≤ 0. Define an associated system by
wk+1 = F−1(wk, vk+1), 0 ≤ k ≤ Np (10)
which departs from k = 0 and can be obtained by applying two sequential
operations on Eq. (3):
Backward-time: Inverting the map in Eq. (3) replacing the time index by κ and,
evolving, from 0, with the decreasing sequence κ ∈ Z−.
Flip-time: By replacing the time index as k := −κ , 0 ≤ k ≤ Np and (mirrored
with respect to 0) defining wk
def= xκ (thus wk−1 := xκ+1) and vk def= uκ .
The steps detailed in the continuous and discrete-time systems under Defini-
tions 2.1 and 2.2, respectively, involve the realization of a sequence of associated
systems, which are related to each other by a discretization procedure, as shown
in the commutative diagram of Fig. 1.
Remark 2.1 Commutativity of the diagram presented in Fig. 1 depends on the
fact that the discrete-time systems represented there, depart from continu-
ous-time systems and therefore the map F(·,u) is invertible [8]. For practical
applications several ways to obtain the state of the time-discretized system can
be used, including some algorithms of numerical integration.
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Fig. 1 Commutative diagram
Remark 2.2 In particular, the associated system (10) can be found alternatively
by time-discretizing (1) andperforming the operations inDefinition 2.2, or alter-
natively by direct time-discretization of system (9), resulting in the following
system






















f (w(t), v(t)), ∀i > 1, (12)
and defining v(k + 1) as the time discretization of v(t), which circumvents the
inversion of the map F(·,u).
In the next section an optimal control problem will have a simpler solution due
to the tools we have presented in this section. This section concludes with the
linear system example to illustrate these concepts.
Example 2.2 Consider the system (8) in Example 2.1 which by Def. 2.2 it has
an associated system given by
wk+1 = A−1wk − A−1Bvk+1, (13)
sinceA−1B = e−AT ∫ T0 eAsB ds and by defining ξ = T − s, dξ = −ds, it can be
alternatively written in terms of (A,B) as
wk+1 = e−AT wk −
T∫
0
e−AξB dξ vk+1. (14)
Consider now the use of the commutative diagram in Fig.1 along with Remark
2.2. Since the use of Definition 2.1 in system (7) provides us with the continu-
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ous associated system w˙(t) = −Aw(t) − Bv(t), t ≥ 0, the discretization of this
system yields straightforwardly a system in the form of (8) with A = e−AT and
B = − ∫ T0 e−AξB dξ , which is Eq. (14).
3 Discrete-time dissipativity theory and storage functions
In [15] a framework based on dissipativity theory for balancing and nonlinear
model reduction of continuous systems was presented. In this section, such
framework is presented in its discrete-time form along with some results whose
proofs (direct equivalence with the continuous-time, e.g., [27,31]) provide the
way to reinterpret some optimal control problems as dynamic optimization
problems. Some concepts of the discrete-time theory of dissipative systems
have been developed elsewhere [6,12].
The system (3) is said to be dissipative with supply rate r(yk,uk), r : Y ×U →
R, if there exists a nonnegative function S : Rn → R, S(0) = 0 called storage
function such that for all uk ∈ U and all k ∈ Z [12],
S(xk+1, r) − S(xk, r) ≤ r(yk,uk), (15)
which for all k, m ∈ Z, with m ≥ 0 is equivalent to




This latter relation is named the discrete-time dissipation inequality [12,31].
Theorem 3.1 The system (3)–(4) is dissipative with supply rate ra(yk,uk) if and
only if the function called available storage, Sa : X → R+, defined as












ra(yi,ui), i ∈ Z+. (17)
is finite for all x0 ∈ X . In such case Sa(x0, ra) is a storage function such that
Sa(x0, ra) ≤ S(x0, r) for all x0 ∈ X , for any other storage function S(x0, r).
The proof of Theorem 3.1 can be found in the Appendix.
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Lemma 3.1 Assume that there exists the optimal sequence of inputs {ui |i =
0, 1, . . . ,Nf − 1} that fulfills (17). Then




and moreover, it can be found from the limit Sa(x0, ra) = limk→Nf Sa(xk+1, ra)
where Sa(xk+1, ra) is the solution of the following recurrence equation
Sa(xk+1, ra) = Sa(xk, ra) − ra(yk,uk) (19)
with initial condition Sa(x0, ra) = 0.
Proof The simple result of Lemma 3.1 can be shown by solving the iterative
Eq. (19) with the initial condition provided. 	unionsq
Consider the second representation in Eq. (17). With the assumptions of The-
orem 3.1, the optimal control problem (17) can be interpreted as a dynamic
optimization algorithm as follows. Let 	,Nf ∈ Z+ be such that ‖xNf ‖ ≤ 	 for 	
small enough. Assume that Nf is known and that the (closed) set of admissible
inputs {u | u ∈ U} (each u ∈ U being locally square integrable) satisfy the usual
regularity conditions of being convex with nonempty interior. Then Sa(x0, ra) as
given by (17) restricted to system (3)–(4) with boundary conditions xNf = 0 and














with initial inputs {u0 | u0j ∈ U , j = 0, 1, . . . ,Nf − 1} and with Sa(x0, ra) =
ra(h(x0),u0). With the determination of u
, then Sa(xk, ra) = −Sa(xk, ra).
Theorem 3.2 Assume that (3) is reachable fromx∗ ∈ X , then the required supply,
Sr : X → R+, defined as





rr(yi,ui), i ∈ Z−, (22)
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satisfies the dissipation inequality (16). Then (3) is dissipative if and only if
Sr(x0, rr) is finite for all x ∈ X .
The proof of Theorem 3.2 can be found in the Appendix.
The definition of the associated system (10) provides a way to express the
same optimal control problem defining Sr(x, rr) but in forward time, convenient
for the subsequent developments. During the rest of the paper from Theorem
3.2 it will be assumed that x∗−Np = 0.
Remark 3.1 Taking in consideration the system (10) from Definition. 2.2, then
Sr from Eq. (22), may be alternatively expressed as






for wk and vk as in Definition 2.2.
Remark 3.2 v0 does not influence the new state w1 in (10), where it results
w1 = F−1(w0, v1). Therefore the value of v0 which minimizes (23) is v0 = 0 and
thus u0 = 0.
Lemma 3.2 Assume the existence of the optimal sequence v ={vi |i=0, 1, . . .Np}
such that it satisfies (23) and consider the following recursive equation
Sr(wi+1, rr) = Sr(wi, rr) + rr(yi, vi), (24)
for i = 0, 1, 2, . . . and initial condition Sr(w0, rr) = rr(y0, v0). Then Sr(w0, rr) can
be found from the iterative solution of Eq. (24).
Proof Express (23) as,
Sr(w0, rr) = rr(y0, v0) +
Np∑
i=0
rr(yi, vi ), (25)
which may be written as a recurrence equation with the initial condition
Sr(w0, rr) = rr(y0, v0) as consequence of Remark 3.2. By solving iteratively
(24), Sr(w0, rr) can be found as i tends to Np. 	unionsq
Assuming that the conditions of Theorem 3.2 hold, then the approximate solu-
tion of the optimal control problem (22) can be found by a reinterpretation
of the problem as follows. Let 	,Np ∈ Z+ be such that ‖wNp‖ ≤ 	 for 	 small
enough. Assume that Np is known and assume the following regularity con-
dition is satisfied: the (closed) set of admissible inputs {v | v ∈ V} is convex
with nonempty interior. Then Sr(w0, rr) as given by (22) restricted to (10) with
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boundary conditions wNp = 0 and w0 = wk can be posed as the solution of the
following dynamic optimization problem
min
{vi|i=1,...,Np}





wi+1 = F−1(wi, vi+1),




with initial inputs {v0 | v0j ∈ V , j = 1, . . . ,Np} and with Sr(w0, rr) = rr(h(w0), 0),
determining vi .
4 Discrete-time controllability and observability functions
In this section we restrict ourselves to the important case in the context of dis-
sipative systems, with the required supply Sr with supply rate rr = 12uTk uk and
the available storage Sa with supply rate ra = − 12yTk yk.
Definition 4.1 The controllability and observability functions of the system (3)












‖ yk‖2, x0 = x0, uk = 0, k ∈ Z+. (29)
The energy functions (28) and (29) so defined are the discrete-time equiva-
lents of the continuous versions presented in [23]. When these functions are
defined for linear systems like Eq. (8) some known functions result in terms of
Gramians [22].
Corollary 4.1 Consider the system (8). Then Lc and Lo, as defined in Eqs. (28)








with Gramians P = ∑∞k=0 AkBBTAkT and Q =
∑∞
k=0 AkTCTCAk.
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The proof of this result is presented in the examples throughout this section.
Remark 4.1 Assuming that system (3) is dissipative for a supply rate ra =
− 12yTk yk and Nf → ∞, the discrete-time version of the new or generalized








‖ yk‖2, α ≥ 0, k ∈ Z+,
can be considered a particular case of (17) and furthermore can be posed as a
dynamic optimization algorithm in the form of (20) and (21).
During the rest of this section we restrict ourselves to the functions (28) and
(29) resulting from system (3). From now on assume system (3) to be locally
asymptotically stable at x0 = x0 for uk = 0, in a neighborhood D ⊂ Rn.
4.1 Observability function
Since the definition of Lo, Eq. (29) does not define an optimal control prob-
lem, in this subsection a recursive procedure to find the observability function is
provided along with some properties. Also a Lyapunov-like difference equation
analog to that found in [24], is presented.
Lemma 4.1 Consider the following recursive equation
Lo(xi+1) = Lo(xi) + 12h
T[F(xi, 0)]h[F(xi, 0)], (32)
for i = 0, 1, 2 . . . and Lo(x0) = 12hT(x0)h(x0) as initial condition. Then Lo(x0)
can be found from the solution of (32) as follows
Lo(x0) = lim
i→∞ Lo(xi). (33)











for i ∈ Z+. Noting that





hT[F(xi, 0)]h[F(xi, 0)], Nf ∈ Z+
the result is obtained from Eq. (33) when Nf → ∞. 	unionsq
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Example 4.1 Analternative proof of Corollary 4.1 to findLo follows.Use recur-
rent Eq. (32) for the system (8) resulting in the following difference equation











which is Eq. (31).
Definition 4.2 System (3)–(4) is said to be strongly locally observable at x0 if
at x0 ∈ X there is a neighborhood D ⊂ X such that for any x¯ ∈ D, h(F(x¯)) =
h(F(x0)) for k = 0, 1, . . . ,n − 1 implies x¯ = x0 [19]. System (3)–(4) is locally
zero-state detectable in a neighborhood D of x = 0 if for all xk ∈ D, u ≡ 0,
y = h(φ(k, 0, x0, 0)) ≡ 0 implies that limk→∞ φ(k, 0, x0, 0) = 0, k ∈ Z+.
Note that according to the notation used xk = φ(k, 0, x0, 0) = Fk−1 ◦ · · · ◦ F0,
where Fi = F(xi, 0), i ∈ Z+.






h ◦ F1 ◦ F0
...







h ◦ φ(1, 0, x0, 0)
h ◦ φ(2, 0, x0, 0)
...












= n, x0 ∈ X (37)
then the system is strongly locally observable at x0 ∈ X .
Theorem 4.2 If the system (3)–(4) satisfies (37), then the system is locally zero-
state observable at x0.
Proof The output nulling submanifold N ⊂ X (see [21]) associated to the
output map (4) is defined by N = {x|h(x) = 0, x ∈ X }. If the system (3)–(4) is
such that uk = 0 and yk = 0, then any state trajectory evolves onN . Any state in
N is unobservable, since any x ∈ N (with neighborhoodD) is indistinguishable
from another x¯ ∈ D ⊂ N . If the rank condition (37) is satisfied, necessarily
N = {0}, implying x0 = 0. 	unionsq
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The previous conclusion can also be deduced from the discussion in [19]. The
property of zero-state observability is important in order to assert positive
definiteness of the observability function, as can be seen in the following result.
Theorem 4.3 Assume that (3) with F(·, 0) is asymptotically stable on a neigh-
borhood D of x = 0. If the system is zero-state observable and Lo exists and is
smooth on X , then Lo(x0) > 0, ∀ x0 ∈ X , x0 = 0.
Proof Recall Eq. (29), then, if x0 = 0, zero state observability implies that for
some K¯ ∈ Z+\{0} we have h(φ(k¯, 0, x0, 0)) = 0 for some 0 ≤ k¯ < K¯. Therefore,
if x0 = 0, Lo(x0) > 0. 	unionsq
Theorem 4.4 (Existence of Lo) If there exists a convergent
∑∞
k=0 Mk , Mk ∈ R,
such that ‖h(xk)‖22 ≤ Mk for all xk ∈ D, then Lo exists as given by (33) and is a
smooth solution of (32) for all x0 ∈ D.
Proof By Lemma 4.1, Eq. (33) is a solution of (32). Existence of the limit (33)
for all x0 ∈ D is necessary and sufficient for existence of Lo. Since (Rn, ‖ · ‖2)
is a complete normed space, by Weierstrass’M test, the series of functions (34)
converges uniformly and absolutely. 	unionsq
With the tools developed until now, the following result can be proved and
serves to establish the connection with the dissipativity theory concepts pre-
sented in the previous section.
Proposition 4.1 Assume that the observability function Lo exists and is positive
definite. Then Lo as defined in Eq. (29) is a Lyapunov function for system (3)
and furthermore such system is dissipative with storage function Lo and supply
rate 12h
T(xk)h(xk).
Proof The proof uses similar proving techniques to those in [6] and [12] . In
order to show that the difference Lo(xk+1) − Lo(xk) is negative semi-definite






doing the same for xk+1, and taking the difference then
Lo(xk+1) − Lo(xk) = −12h
T(xk)h(xk), (38)
for k ∈ Z+, which is negative semidefinite. As can be seen, the discrete-time
dissipation inequality (15) is preserved and since by assumption Theorem 4.4 is
satisfied, there exists Mi such that Lo is bounded, then by Theorem 3.1, Lo is a
storage function with supply rate 12h
T(xk)h(xk). 	unionsq
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Remark 4.2 Following the terminology used in [23], Eq. (38) can be called the
discrete-time Lyapunov-like equation.
To conclude this subsection, when the assumptions of Proposition 4.1 are com-
pared with those of Theorem 3.1, the asymptotic stability and zero-state observ-
ability of system (3)–(4) seem to be natural additional requirements due to the
assumption of uk = 0 from the definition of Lo. The following subsection deals
with the controllability function for (3)–(4).
4.2 Controllability function
Before determining some properties of the controllability function (28) of (3), it
is useful to transform the definition of Lc into a more adequate representation
with the help of Definition 2.2.
Remark 4.3 Consider the system (10). Then the definition of Lc from Eq. (28),









for w and v defined in (10).
Lemma 4.2 Assume the existence of the optimal sequence v = {vi |i = 0, 1, . . .}
such that it satisfies (39) and consider the following recursive equation





for i = 0, 1, 2, . . . and initial condition Lc(w0) = 0. Then Lc(w0) can be found
from the solution of (40) as follows
Lc(w0) = lim
i→∞ Lc(wi). (41)











which may be written as a recurrence equation with the initial condition
Lc(w0) = 12vT0 v0 = 0 as consequence of Remark 3.2. By solving iteratively
(40), Lc(w0) can be found as i tends to infinity. 	unionsq
As can be seen, Remark 4.3 and Lemma 4.2 are particular cases of Remark 3.1
and Lemma 3.2.
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4.2.1 Properties of Lc
Proposition 4.2 Assume that the system (3) is asymptotically stable on D that
there exists a solution v to (39) and that the limit (41) exists. Then Lc(w0) > 0
for w0 ∈ D, w0 = 0, if and only if the system
wk+1 = F−1(wk, vk+1), k ∈ Z+, (43)
is asymptotically stable on D.
Proof Assume that there exists w0 ∈ D, w0 = 0 such that Lc(w0) = 0. Since
in Eq. (42) this is only possible if all vk+1 = 0, for k = 0, . . . ,∞, the system
(43) is equivalent to the unforced system wk+1 = F−1(wk, 0), for k ∈ Z+, but
this system cannot be stable, since this would imply that the associated system
wκ = F(wκ+1, 0), for κ ∈ Z− is unstable, which contradicts the asymptotic
stability of F. 	unionsq
Proposition 4.3 A necessary existence condition of Lc(wk) in Eq. (40) is that vk















subject to the boundary conditions w(∞) = 0 and w0 = w(0).
Proof In order to find Lc(wk) given by Eq. (39), applying standard tools of the











F−1(wk, vk+1) = λTk ,
∂Hk
∂vk+1
= vTk+1 + λTk+1
∂
∂vk+1
F−1(wk, vk+1) = 0,
from which Eqs. (44) and (45) follow. 	unionsq
As can be observed from Eq. (45), the input vk+1 may appear implicitly. There-
fore, the analytical solution of this problem may be difficult to find in the
nonlinear case. In the Appendix, this optimal control problem is presented in
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a sequential fashion in order to show the structure of this problem. In contrast
for linear systems Eqs. (44) and (45) can be solved explicitely, as can be seen in
the following example.
Example 4.2 An alternative proof of Corollary 4.1 to find Lc is provided here.
Assume the existence of A−1 and consider the system from Def. 2.2 associated
to Eq. (8) and provided in Eq. (13) whose general solution can be expressed as




Using (44) and (45), results in
λk = A−Tλk+1, (48)
vk+1 = BTA−Tλk+1. (49)
Substitution of (49) in (13) yields,
wk+1 = A−1wk − A−1BBTA−Tλk+1. (50)
Solving Eq. (48) explicitly in backward time, results in
λk = (A−T)Np−kλNp . (51)
Then the solution of (50) with input λk+1 given by (51) is
wk = A−kw0 −
k−1∑
i=0
Ai−kBBT(AT)i−Nf λNp . (52)
For wNp = 0, Eq. (52) implies that, w0 = P(AT)−NpλNp where
P = ∑Np−1i=0 AiBBT(AT)i, which can be expressed asλNp = (AT)NpP−1x0, which
in Eq. (51) for λk+1 and this result in Eq. (49), yields vk+1 = BT(AT)kP−1w0
which after substitution in Eq. (40) results in Eq. (30).
Theorem 4.5 (Existence of Lc) Assume that v satisfies Eq. (39) with Lc(w0)
smooth for all x0 ∈ D and such that Eq. (43) is asymptotically stable. Let ‖vi ‖22 ≤
Mi, Mi ∈ R such that ∑∞i=0 Mi converges uniformly and absolutely. Then Lc(w0)
exists as given by (41) and is a smooth solution of (40) for all w0 ∈ D.
Proof By Remark 4.3 existence of Lc(x0) is equivalent to existence of Lc(w0).
By Lemma 4.2, Eq. (41) is a solution of (40). Lc(w0) exists if the series of
functions (41) converges. Since (Rn, ‖ · ‖2) is a complete normed space, by
Weierstrass’ M-Theorem, the series (41) converges uniformly and absolutely.
	unionsq
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The latter results serve to prove the following proposition, which establishes
the connection with the concepts of dissipativity theory of the previous section.
Proposition 4.4 Assume that the conditions of Theorem 4.5 are satisfied, then
the controllability function Lc(w0) as defined in Eq. (39) is a Lyapunov function
for system (10). Furthermore, the system (10) is dissipative and Lc(wk) is also a





Proof That Lc(wk) is a Lyapunov function for (10), can be shown noticing
its nonnegative definitness from Eq. (39). By Proposition 4.2 Lc(w0) > 0 for
w0 ∈ D. In order to show that the difference Lc(wk+1) − Lc(wk) is negative














doing the same for wk+1, and taking the difference yields,





which is negative semidefinite. Since the discrete-time dissipation inequality
(15) is preserved and by Theorem 4.5 Lc(wk) is bounded, then Lc(wk) is a





Some comments about the latter results are pertinent. A comparison of the
assumptions of Proposition 4.4 with those of Theorem 3.2 reveals that asymp-
totic stability of system (3) is a stronger assumption than just dissipativity.
However, the same differences can be observed in the continuous-time case,
see [24,27].
The existence condition of Theorem 4.5 is useful in order to provide solv-
ability conditions for the dynamic optimization problem (26)–(27) restricted to
the supply rate rr = uTk uk, which finally results in the optimization problem of
the following section.
4.2.2 Optimization-based search of vk
Define the finite set {vi|i = 0, . . . ,Np} ⊂ {vi|i = 0, . . .∞} such that Eq. (39) is
satisfied. Then by using a dynamic optimization approach [1], the optimization








with equality constraints wNp = 0 and w0 = wk, which is expressed in the form
of the Mayer problem (see e.g., [1]).
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Assume that the conditions of Theorem 4.5 are satisfied. Let 	,Np ∈ Z+ be
such that ‖wNp‖ ≤ 	 for 	 small enough. Assume that Np is known and the
(closed) set of admissible inputs {v | v ∈ V} is convex with nonempty interior.









wi+1 = F−1(wi, vi+1),




with initial inputs {v0 | v0j ∈ V , j = 1, . . . ,Np} and with Lc(w0) = 0, determining
vi .
A drawback of this approach can be pointed out. Though for an asymptoti-
cally stable systemNp can be approximated to be finite, introducing some error
in the result, the best value ofNp is unknown prior to the nonlinear optimization
process.
4.3 Example: the energy functions of a nonlinear system
In order to illustrate some advantages and limitations of the approach previ-
ously presented, we find the energy functions associated to a simple model of a
series interconnected motor (also known as universal motor).
Whendeparting fromadiscrete-time system, invertibility of the discrete-time
map F(·,uk) is an assumption required for reversed-time evolution. A simple
discrete-time example can be found in [14].
In this example we depart from a continuous-time system and therefore
the map F(·,uk) is a diffeomorphism [2]. In consequence, the controllability
function can be found using Remark 2.1 circumventing the need of explicite-
ly inverting such map. Consider the universal motor depicted in Fig. 2 with






Fig. 2 Universal motor
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Table 1 Specifications of the universal motor
Variable Value Units
Resistance R 2.5 
Inductance (field + armature) (L = Lf + La) 0.08 H
Rotational inertia (J) 10 Kgm2 s/rad2
Angular position(θ) θ ∈ R rad
Angular velocity (ω) (I,ω) ∈ Y rad/s
Current (I) (I,ω) ∈ Y A
Voltage at terminals (Vt) Vt ∈ U V
Rotational damping (B) 0.50 Nms/rad
Constant (torque) (KT ) 0.42 Nm / WbA
Constant (MMF) (Km) 0.42 V s / Wbrad
Constant (field) (Kf ) 0.53 Wb/A
The dynamic behavior of this system may be described by
{
LdIdt = Vt − RI − ζωI,
J dωdt = ζ I2 − Bω,
t ∈ R (57)
with state defined by x = (I,ω), x ∈ X with input Vt and outputs I and ω.
Considering that Km = Kt, define ζ = KtKf . Although this system is locally
accessible it is not controllable, since θ˙ = ω ≥ 0 ∀ x ∈ X . The corresponding
controllability function has a region where Lc = 0 in one half of the state space
with a nonsmooth transition to the other half. While such difficulties are essen-
tially unimportant for the optimization approach, such energy function cannot
be approximated adequately by analytic functions limiting the computer rep-
resentation and manipulation of such functions. For instance for a polynomial
fit the approximation of such energy functions may be unsuccessful. For conve-
nience define a = −RL , b = −ζL , c = ζJ , d = −BJ and e = 1L . By the Taylor–Lie






















a + bω bI
2cI d
] [




+ · · · (58)
with outputs Ik and wk. Following the sequence of steps described in Definition
2.1, the associated system of (57) is in this case,
{
LdIdt = RI + ζωI − Vt,
J dωdt = Bω − ζ I2,
t ∈ R+ (59)
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anddue to the commutativity in thediagramofFig. 1 the associateddiscrete-time




















[−a − bω¯ −bI¯
−2cI¯ −d




+ · · · (60)
where the input is νk = V¯t(k + 1) and the outputs are I¯k and w¯k. In order to
determine Lc and Lo the values of the parameters shown in Table 1 were used.
All the routines and graphics of this example were performed using Matlab.
Observability function Consider the iterative solution of Eq. (32), as i → ∞
for each initial state x0 within the desired region to plot. The resulting observ-
ability function is given in Fig. 3a. It can be seen from the graphic in Fig. 3a that
Lo is more influenced by I than by ω.
Controllability function By using the optimization approach of Sect. 4.2.2
and defining a finite set {vi|i = 1 . . .Np}, the optimization problem stated in
Eq. (55),(56) can be solved for each selected state w of (60) and thus the results
can be plotted resulting in Fig. 3b. The region where Lc = 0 in one half of
the state space which corresponds to the unreachable part where θ˙ = ω ≤ 0
for x ∈ X can be seen from the figure. Also it can be discerned that several
points did not converge to the region where Lc = 0. The Optimization Tool-
box of Matlab was used to find v using an spiraled grid with the purpose of
simplifying the optimization task until an adequate radius is obtained.
5 Conclusions
Dissipativity theory is a general frameworkuseful to establish input-state-output
relationships and with this, to pose several storage functions used in nonlin-
ear balancing. Using properly defined dynamic optimization problems, along
with adequate nonlinear discretization algorithms – including those based on
Taylor–Lie series [9] or numerical integration algorithms – it is possible to
provide a framework to find approximations of such storage functions.
In particular, the discrete-time versions of the controllability and observ-
ability energy functions were discussed. Instead of looking for the solution
of a Hamilton–Jacobi–Isaacs and a Lyapunov-like partial differential equa-
tions as in the continuous-time case, an optimization approach and an iterative
algorithm were proposed to find Lc and Lo, respectively. This approach was
exemplified with linear and nonlinear discrete-time systems. In particular using
this approach on the discrete-time equivalent model of a universal motor the
approximated energy functions were found.
Topics of ongoing research are the further development of the nonlinear
approach of dissipative balancing. Of particular interest for us is the case of
port-Hamiltonian systems since the interactionof portswith the state canbenat-





















































Fig. 3 Energy functions for the universal motor
urally posed in this framework, establishing relations with the physical energy
stored in the system [15].
Appendix
Proofs of Theorems 3.1 and 3.2
Proof (Theorem 3.1). Suppose that Sa(x0, ra) is finite. That Sa(x0, ra) ≥ 0 can
be verified by taking Nf = 0 in (17). Consider the value of Sa(x0, ra) at two
points xk+m and xk located at the trajectory defined by the optimal sequence
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of inputs {ui |i = 0, 1, . . . ,Nf − 1} that satisfy (18), then the difference can be
expressed as Sa(xk+m, ra) − Sa(xk, ra) = ∑k+m−1i=k ra(yi,ui ). In any other sub-




i=k ra(yi,ui ), resulting in
Sa(xk+m, ra) − Sa(xk, ra) ≤ ∑k+m−1i=k ra(yi,ui) satisfying (16). Assume now that
(3)–(4) is dissipative. Then there exist some S(xk, r) ≥ 0 that for any uk satis-
fies (16). Since for xk = x0, we have S(x0, r) + ∑Nfi=0 r(yi,ui) ≥ S(xNf , r) ≥ 0,
which after comparison with (17) it may be seen that S(x0, r) ≥ Sa(x0, ra) ≥ 0
and therefore Sa(x0, ra) must be finite and bounded from above by any other
storage function. 	unionsq
Proof (Theorem 3.2) Consider the value of Sr(x0, rr) at two points xk and
xk+m located at the trajectory defined by the optimal sequence of inputs
{ui |i = −Np, . . . ,−1, 0} that satisfy (22) and departs from x−Np = x∗−Np towards
x0. The difference Sr(xk+m, rr) − Sr(xk, rr) is given by Sr(xk+m, rr) − Sr(xk, rr) =∑k+m
i=k+1 rr(yi,ui ), while for any other suboptimal trajectory
∑k+m
i=k+1 rr(yi,ui) ≥∑k+m
i=k+1 rr(yi,ui ), and therefore Sr(xk+m, rr)−Sr(xk, rr) ≤
∑k+m
i=k+1 rr(yi,ui) satis-
fying (16).At thepoint x∗ the following relationholdsSa(x∗, ra) = supx −Sr(x, rr),
[27]. Since reachability implies the possibility of steering x∗ to x in finite time,
in order to have Sa(x∗, ra) finite, there must exist a bound M for Sr(x, rr) such
that −∞ < M ≤ Sr(x, rr), concluding the proof. 	unionsq
About the structure of vk
In this appended subsection, some difficulties of the optimal control discussed in
Proposition 4.3 are reviewed. In order to study the structure of vk in (44)–(45),
the corresponding boundary value problem is addressed. Some definitions are
useful to simplify notation. A successive composition of functions is denoted as,
F[m,n]
def= Fm ◦Fm+1 ◦ · · · ◦Fn, with F[n,n] def= Fn. With a slight abuse of notation,
F−1i
def= F−1(xi, vi+1).








def= mm+1 · · ·n the successive application of a step var-
iant linear map k for a discrete interval k ∈ [m,n]. Then the solution of (44),
given an initial λNp , with 0 ≤ k ≤ Np can be expressed as, λk = T[k,Np−1]λNp ,
and in consequence the possibly implicit input vk+1 can be obtained from the
following expression,
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vk+1 = ϒTk T[k+1,Np−1]λNp . (63)
Consider the following composition operations for the map F[i,Np]
def= Fi+1 ◦
Fi+2 ◦ · · · ◦ FNp and for the inverse map F−1[i,0] def= F−1i ◦ F−1i−1 ◦ · · · ◦ F−10 .
Then both Eq. (10) and the system wκ = F(wκ+1, vκ+1), κ ∈ Z−, which
evolves in backward-time, can be expressed in terms of equation (63) as,
wκ+1 = F−1(wκ ,ϒTκ T[κ+1,Np−1]λNp), and wκ = F(wκ+1,ϒTκ T[κ+1,Np−1]λNp).
At the boundary for κ = 0, w(0) = w0, w0 = F(w1,ϒT0 T[1,Np−1]λNp) = F[0,Np],
and for κ = Np, wNp = 0,
0 = F−1(wNp−1,ϒTNp−1TNp−1λNp) = F−1[Np,0], (64)
and its inverse map is wNp−1 = F(0,ϒTNp−1TNp−1λNp) = F[Np,Np]. In this last
equation, we have a nonlinear relation betweenwNp−1 and λNp . Notice also that
ϒNp−1 = ϒ(wNp−1, vNp), with vNp inserted possibly in implicit form. In the lin-
ear case this never occurs and it is solvable, see Example 4.2. In the general case
this problem is difficult to solve in closed form. However, as shown throughout
the paper, dynamic optimization algorithms can be used in order to solve it.
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