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a b s t r a c t
A path in a graph is called extendable if it is a proper subpath of another path. A graph is
locally connected if every neighborhood induces a connected subgraph. We show that, for
each graph G of order n, there exists a threshold number s such that every path of order
smaller than s is extendable and there exists a non-extendable path of order t for each
t ∈ {s, . . . , n− 1} if G satisfies any one of the following three conditions:
• the degree sum d(u)+ d(v) ≥ n for any two nonadjacent vertices u and v;
• P4-free and ω(G− S) ≤ |S| for every cut set S of G;
• connected, locally connected, and K1,3-free
where P4 and K1,3 denote a path of order 4 and a complete bipartite graph with 1 and 3
vertices in each color class, respectively.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We generally follow the notation of West [16]. We will only consider graphs with finite order, no loops and no multiple
edges. Let G be a graph with vertex set V and edge set E. The order of G, denoted by |G|, is the number of vertices of G.
A path P of a graph G is called a maximum path if |P| ≥ |Q | for all paths Q in G. There are two different definitions of
maximal paths. A path P is called vertex-maximal if there does not exist a path Q such that V (P) ( V (Q ). A path P is called
edge-maximal if there does not exist a path Q such that E(P) ( E(Q ). Clearly, all vertex-maximal paths are edge-maximal,
but the converse is not true (See Fig. 1). A cycle (resp. path) possessing all vertices of G is called a Hamiltonian cycle (resp.
Hamiltonian path). A graph G is Hamiltonian if it contains a Hamiltonian cycle and traceable if it contains a Hamiltonian path.
In a traceable graph, every vertex-maximal path is a Hamiltonian path while not all edge-maximal paths need be. Many
naturally arising problems regarding edge-maximal paths are nontrivial, but corresponding vertex-maximal problems are
often trivial. In this paper, we will only consider edge-maximal paths and simply call themmaximal paths in the remaining
paper. It is readily seen that the following three statements are equivalent for a path P:
• P is a maximal path.
• P cannot be extended from one of its two end vertices.
• No path containing E(P) as a proper edge subset.
The path spectrum S(G) of a graphG is the set of orders ofmaximal paths ofG, that is, S(G) = {|P| : P is a maximal path of
G}. A set S of positive integers is called a path spectrum if there exists a connected graph G such that S(G) = S. In this case,
we say that G realizes S(G). Note that the condition of connectivity is important. Otherwise, every set of positive integers
can be realized by a set of vertex-disjoint paths, so all sets of positive integers would be path spectra.
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Fig. 1. An edge-maximal path that is not vertex-maximal.
Fig. 2. A traceable graph that is not an SPS-graph.
Connected graphs G with |S(G)| = 1 are investigated by Thomassen [15] and, independently, by Jacobson et al. [10,11].
Jacobson et al. [9] show that all pairs of positive integers are path spectra. For each positive integer k ≥ 3, Chen et al. [2]
show that there are infinitely many k-sets of positive integers that are not path spectra. Chen et al. [1] studied path spectra
for trees.
For any two positive integers a ≤ b, let [a, b] denote the set of all integers between a and b and call it an integer-interval.
We are interested in graphs whose path spectra are integer-intervals. Let G be a graph of order n. For any integer m < n, if
m ∈ S(G), then the results in this paper demonstrate that the probability of m + 1 ∈ S(G) is very high. A graph G of order
n is called a string path spectrum graph (SPS-graph) if there exists a positive integer s such that S(G) = [s, n]. Clearly, all
SPS-graphs are traceable, but the converse is not true (See Fig. 2). The notion of SPS was inspired by a result of Faudree and
Gyárfás [7]: Asymptotically, every directed path of order smaller than 3n/4 in a tournament of order n is endpoint extendable.
We will show that some of the well-known sufficient conditions for a graph G being traceable are also sufficient for a graph
G being SPS-graph, starting with an Ore-type result.
Let G be a graph of order n, let H be a subgraph of G and let v ∈ V (G). The (open) neighborhood and degree of v in
G with restriction to V (H) are defined as NH(v) := {w ∈ V (H) : vw ∈ E(G)} and dH(v) := |NH(v)|, respectively. Let
NH [v] := NH(v) ∪ {v} be the closed neighborhood of v in G with restriction to V (H). For subgraphs H and F of G, let
NH(F) = ∪v∈V (F) NH(v). We omit the subscript when H = G in above notations. Let δ(G) denote the minimum degree
of G and σ2(G) = min{d(u) + d(v) : uv ∉ E(G)}. Dirac [4] showed that if δ(G) ≥ n/2 > 1, then G is Hamiltonian. Ore [14]
relaxed the degree condition by showing that if σ2(G) ≥ n ≥ 3, then G is Hamiltonian. A graph G is path extendable if for
every path P with |P| < |G| there exists a path Q such that |Q | = |P| + 1 and V (P) ⊆ V (Q ). Hendry [8] showed that most
of the known sufficient conditions for a graph G being traceable are also sufficient for a graph G being path extendable. We
prove similar results for SPS-graphs.
Theorem 1. Let G be a graph of order n. If σ2(G) ≥ n, then G is an SPS-graph.
A vertex set X of a graph G is a cut if G − X has more components than G does. A cut X of G is minimal if there does not
exist a cut Y of G such that Y is a proper subset of X . A minimal cut X of G is called a skew-cut if G − X is a union of two
disjoint cliques A and B such that N(x) ⊃ V (B) for each x ∈ X and {NA(x) : x ∈ X} forms a partition of A. Notice that, in the
above definition, d(a)+ d(b) = n− 1 for each a ∈ A and b ∈ B. A graph G is named a skew-joint graph if it has a skew-cut.
An example of a skew-joint graph is shown in Fig. 3.
Since σ2(G) = |G| − 1 for every skew-joint graph G, Theorem 1 follows from the following theorem.
Theorem 2. Let G be a graph of order n. If σ2(G) ≥ n− 1, then G is either an SPS-graph or a skew-joint graph.
Some skew-joint graphs are SPS-graphs while others are not. We believe that it is very difficult to characterize these
skew-joint graphs which are SPS-graphs. In the following, we will discuss path spectra of some special skew-joint graphs.
Let G be a skew-joint graph of order n, and let X , A, and B be defined as in the definition of skew-cut. Let a = |A|, b = |B|,
and s = |X |. Clearly a ≥ s. We will only consider the case that X is an independent set, b ≥ s+ 1 ≥ 4, and |NA(x)| ≥ 3 for
every x ∈ X . Let X = {x1, . . . , xs} such that dA(x1) ≤ · · · ≤ dA(xs). Let ai = dA(xi) for i ∈ [1, s]. We assume that ai ≥ 3 for
all i ≥ 1. Let P be a maximal path and u, v its endpoints. Then the following statements hold.
• If u ∈ A and v ∈ A, then |P| ≥ |N[u] ∪ N[v]| ≥ a+ 1.
• If u ∈ A and v ∈ X , then V (P) ⊇ N[u] ∪N[v] ⊇ A∪ B∪{v}. Since P − v is connected, |V (P)∩X | ≥ 2. So, |P| ≥ a+ b+ 2.
2586 G. Chen et al. / Discrete Mathematics 312 (2012) 2584–2592
Fig. 3. A skew joint graph with |X | = 3.
Fig. 4. Maximal paths connecting u ∈ X and v ∈ X .
Fig. 5. Maximal paths connecting u ∈ B and v ∈ B.
• If u ∈ A and v ∈ B. then V (P) ⊇ N[u] ∪ N[v] = A ∪ X ∪ B = V (G) and |P| = n.
• If u ∈ X and v ∈ X , then V (P) ⊇ NA(u) ∪ NA(v) ∪ B ∪ {u, v} and |P| ≥ a1 + a2 + b+ 4. (Since P − u− v is connected, P
contains a vertex w ∈ X and a vertex z ∈ NA(w).) Moreover, for each ℓ ∈ [a1 + a2 + b + 4, n], there is a maximal path
Q such that |Q | = ℓ, as shown in Fig. 4.
• If u ∈ X and v ∈ B, then V (P) ⊇ NA(u) ∪ X ∪ B and |P| ≥ a1 + s + b + 1. (There exists a vertex w ∈ V (P) ∩ A that is
adjacent to some vertex of X − {u}.)
• If u ∈ B and v ∈ B, then V (P) ⊇ N[u] ∪ N[v] ⊇ X ∪ B, |P| ≥ s + b and |P| ≠ b + s + 1 because {NA(x) : x ∈ X} forms
a partition of A. Moreover, for every ℓ ∈ {s + b} ∪ [s + b + 2, n], there is a maximal path Q [u, v] such that |Q | = ℓ as
shown in Fig. 5.
We conclude that if a1 + a2 ≤ min{s − 4, a − b − 3}, then S(G) = [a1 + a2 + b + 4, n], and if a1 + a2 ≥ s + b, then
S(G) = {s+ b} ∪ [s+ b+ 2, n].
Let G = (V , E) be a graph and X ⊆ V . We let G[X] denote the subgraph of G induced by X and let G− X = G[V − X]. A
subgraph H of G is called an induced subgraph of G if H = G[V (H)]. Given a graph F , a graph G is called F-free if G does not
contain F as an induced subgraph. The toughness of a non-complete graph G is defined as
t(G) := min
 |S|
ω(G− S) : S is a cut of G

,
where ω(G− S) is the number of components of G− S. For a complete graph Kn, define t(Kn) = ∞. A graph G is t-tough if
t(G) ≥ t . Clearly, every Hamiltonian graph is 1-tough. However, the converse is not true. Chvátal [3] conjectured that there
is a universal constant t0 such that all t0-tough graphs are Hamiltonian. Although the conjecture is still open, many results
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have been obtained along this direction. Let P4 denote an arbitrary path of order 4. Jung [12] proved a complicated result on
Hamiltonian graphs, which implies the following result.
Theorem 3 (Jung). If G is a P4-free and 1-tough graph of order n ≥ 3, then G is Hamiltonian.
We will prove a similar result as follows.
Theorem 4. If G is a P4-free and 1-tough graph, then G is an SPS-graph.
A graph G is locally connected if the subgraph induced byN(v) is connected for every v ∈ V (G). Let K1,3 denote a complete
bipartite graph with 1 and 3 vertices in each color class. The following classic result for Hamiltonian graphs involving
forbidden subgraphs is due to Oberly and Sumner [13].
Theorem 5 (Oberly and Sumner). If G is a connected, locally connected, and K1,3-free graph, then G is Hamiltonian.
We obtain a similar result as follows.
Theorem 6. If G is a connected, locally connected, and K1,3-free graph, then G is an SPS-graph.
The proofs of Theorems 2, 4 and 6 will be placed to Sections 2–4, respectively. We present some notations at the end of
this section.
We assume that every cycle or path in this paper has an orientation and write a cycle or path Rwith a given orientation
by
−→
R . For any x ∈ V (R), let x+ and x− denote the successor and predecessor of x along the orientation of R whenever they
exist. Let x++ = (x+)+ and x−− = (x−)− whenever they are well defined. For x, y ∈ V (R), we denote by R[x, y] or x−→R y the
path from x to y on
−→
R . The reverse sequence of x
−→
R y is denoted by y
←−
R x. When R is a cycle or a path, we denote R[x, y]−{x},
R[x, y] − {y} and R[x, y] − {x, y} by R(x, y], R[x, y) and R(x, y), respectively.
A path P is called a (u, v)-path if it is a path from u to v. When writing P := P[u, v], we mean that P is a (u, v)-path with
orientation from u to v. For an S ⊆ V (P), let S+ = {x ∈ V (P) : x− ∈ S} and S− = {x ∈ V (P) : x+ ∈ S}. For an x ∈ V (G), let
N+P (x) = (NP(x))+ and N−P (x) = (NP(x))−.
2. Proof of Theorem 2
Let G = (V , E) be a graph of order n such that σ2(G) ≥ n − 1. Suppose, to the contrary, G is neither an SPS-graph nor a
skew-joint graph. Then, for some integer p and for some vertices u and v, there is a maximal path P := P[u, v] of order p in
G and there is no maximal path of order p+ 1. Since G is traceable, p ≤ n− 2.
It is readily seen that, from the condition σ2(G) ≥ n− 1, G is connected. If the connectivity κ(G) = 1, then G is a union of
two cliqueswith exactly one vertex in common, which in turn shows that G is a skew-joint graph, a contradiction. Therefore,
G is 2-connected. Let H = G− V (P) and h = |V (H)|. Since h+ p = n, the following claim holds.
Claim 1. h ≥ 2.
For i ∈ {1, 2}, let Yi = {y ∈ V (H) : dP(y) ≥ i} and Xi = NP(Yi). Clearly, Y2 ⊆ Y1, X2 ⊆ X1 and X1 = NP(H). Let
X1 = {x1, . . . , xs}, where x1, . . . , xs are listed in the order along−→P . We will show Y2 = ∅ by a sequence of claims.
Since P[u, v] is a maximal path, u, v ∉ X1. By the definition of x1, we have that NH(x−1 ) = ∅. Let y1 ∈ Y1 ⊆ V (H) such
that x1y1 ∈ E. We claim that
N(x−1 ) ∩ N−P (y1) = ∅. (1)
Otherwise, let w ∈ V (P) such that wy1, x−1 w− ∈ E. Then, w ≠ x1. Since x1 is the first vertex of NP(H) on
−→
P , w ∈ P[x+1 , v].
It follows that u
−→
P x−1 w−
←−
P x1y1w
−→
P v is a maximal path of order p+ 1, a contradiction. Therefore, (1) is true, which implies
that
dP(x−1 )+ dP(y1) = |NP(x−1 )| + |N−P (y1)| = |NP(x−1 )

N−P (y1)| ≤ |P| = p.
Since dH(x−1 ) = 0, we have the following inequalities.
n− 1 ≤ d(x−1 )+ d(y1) = dP(x−1 )+ dP(y1)+ dH(x−1 )+ dH(y1) ≤ p+ h− 1 = n− 1.
So there is equality throughout, which in turn shows
NP(x−1 ) = V (P)− N−P (y1) and NH(y1) = V (H)− {y1}. (2)
Consequently,
v, v− ∈ N(x−1 ). (3)
If there was a vertex w ∈ V (P) − {x−1 } such that uw ∈ E and y1w+ ∈ E, we would find a maximal path
x−1
←−
P uw
←−
P x1y1w+
−→
P v of order p + 1, a contradiction. So N(u) ∩ N−P (y1) ⊆ {x−1 }. This plus the fact dH(u) = 0 and
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d(u)+ d(y1) ≥ n− 1 shows that
N[u] − {x−1 } = V (P)− N−P (y1). (4)
Consequently, v, v− ∈ N(u).
Claim 2. x1, xs ∈ X1 − X2.
Proof. Suppose, to the contrary and without loss of generality, x1 ∈ X2. Then, there is a vertex y1 ∈ H such that
NP(y1) = {xj1(= x1), xj2 , . . . , xjk}, where 1 = j1 < · · · < jk ≤ s. Since there is no maximal path of order p + 1 in G,
{y1} ∪ N−P (y1) and {y1} ∪ N+P (y1) are two sets of independent vertices.
For each i ∈ [2, k], we have ux−ji ∉ E by (4). If vx−ji ∈ E, then by (3)
u
−→
P x−1 v
−←−P xjiy1x1
−→
P x−ji v
is a maximal path of order p+ 1, a contradiction. Thus,
x−ji ∉ N(u)

N(v), ∀ i ∈ [2, k]. (5)
Since x−ji ∉ N(y1), x−1 x−−ji ∈ E by (2). Then, Q = u
−→
P x−1 x
−−
ji
←−
P x1y1xji
−→
P v is a maximal path of order p. We claim that
N(P[u, x−1 ]) ∩

V (H)

{x−ji }

= ∅. (6)
Byway of contradiction, assume that (6) is false, then there is a vertexw ∈ V (P[u, x−1 ]) such thatN(w)∩(V (H)∪{x−ji }) ≠ ∅.
Since x1 is the first vertex of P which has a neighbor in H , we have wx−ji ∈ E. By (5), w ≠ u. Thus, w− ∈ V (P[u, x−1 )) ⊆
V (P)− N−P (y1). This together with (2) implies that w−x−1 ∈ E, and hence u
−→
P w−x−1
←−
P wx−ji
←−
P x1y1xji
−→
P v is a maximal path
of order p+ 1, a contradiction. So (6) is true.
Note that Q [u, x−−ji ] = u
−→
P x−1 x
−−
ji
, x−−ji ∈ N(x−ji ) and V (G)− V (Q ) = (V (H)− {y1})∪ {x−ji }. By (6), x−−ji is the first vertex
of Q which has a neighbor in V (G)− V (Q ). Thus, the vertex x−ji plays the same role in G− V (Q ) as y1 does in H , so that
N[x−ji ] ⊇ V (G)− V (Q ) ⊇ V (H)− {y1}, ∀ i ∈ [2, k]. (7)
Recalling that xs is the last vertex of
−→
P which has a neighbor in H , we have xs ≠ x−ji . Let ys ∈ V (H) such that xsys ∈ E. We
consider two cases.
Case 1. ys = y1.
In this case, we have jk = s. Note that←−P [v, u] is a maximal path of order p and N←−P (y1) = {xs(= xjk), xjk−1 , . . . , xj1}. By
an argument similar to that in the proof of (5), we have
x+ji ∉ N(v)

N(u), ∀ i ∈ [1, k− 1]. (8)
It follows from (4) and (8) that x+ji ∈ N−P (y1), and hence
x+ji = x−ji+1 , ∀ i ∈ [1, k− 1].
Therefore, k = s, NP(y1) = {x1, . . . , xs} and P[x1, xs] = x1x−2 x2 · · · x−s xs. Let y be an arbitrary vertex of V (H) − {y1}.
By (7), NP(y) ⊇ {x−2 , . . . , x−s }. Since NP [H] ⊆ V (P[x1, xs]) and NP(y) contains no consecutive vertices of P , we have
NP(y) = {x−2 , . . . , x−s }. This equality togetherwith (4) implies thatN(u)∩N(y) = ∅, and hence d(u)+d(y) = |N(u)∪N(y)| ≤|V (G)− {u, y}| ≤ n− 2, contrary to σ2(G) ≥ n− 1.
Case 2. ys ≠ y1.
By (7), we have N(ys) ⊇ {x−ji : i ∈ [2, k]} ∪ {xs}. Considering the maximal path
←−
P [v, u] and ys, by an argument similar to
that in the proof of (5), we have xj2 ∉ N(v)∪N(u). This together with (4) implies that x+j2 ∈ N(y1), and hence u
−→
P xj2y1x
+
j2
−→
P v
is a maximal path of order p+ 1 in G, a contradiction. This completes the proof of Claim 2. 
Let ys be an arbitrary vertex in NH(xs). Since x1, xs ∈ X1 − X2, y1, ys ∈ Y1 − Y2 and y1 ≠ ys.
Claim 3. Y2 = ∅, i.e. dP(y) ≤ 1 for each y ∈ V (H).
Proof. Suppose, to the contrary, there exists a vertex y ∈ V (H) and two vertices xi, xj ∈ NP(y). Moreover, we assume that
xi is the first vertex in NP(Y2) along the orientation of P . By Claim 2, we have 1 < i < j < s. Since there are no maximal
paths of order p+ 1, x−i , x−j ∉ NP(y) and x−i x−j ∉ E(G). Moreover, by an observation prior to Claim 2, we have uv ∈ E(G). So
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Q := x−i
←−
P uv
←−
P xjyxi
−→
P x−j is a Hamiltonian path in G∗ := G[V (P)∪{y}]. For z ∈ V (Q )−{x−i }, let z−Q denote the predecessor
of z on Q . Define A = {z ∈ V (Q ) : x−i z ∈ E} and B = {z ∈ V (Q ) : z−Q x−j ∈ E}. We claim that
A ∩ B ⊆ {v}. (9)
Otherwise, there exists a vertex z ∈ V (Q ) − {v} such that {x−i z, z−Q x−j } ⊆ E. Then, C := x−i
−→
Q z−Q x
−
j
←−
Q zx−i is a Hamiltonian
cycle in G∗ passing through uv, which implies that C − uv is a maximal path of order p+ 1 in G, a contradiction. Therefore,
(9) is true. It follows from (9) that
dQ (x−i )+ dQ (x−j ) = |A| + |B|
= |A ∪ B| + |A ∩ B|
≤ |V (Q (x−i , x−j ])| + 1
= p+ 1. (10)
On the other hand, since xi is the first vertex in X2 along P , we have x−i ∉ X2. So, NH(x−i ) ∩ NH(x−j ) = ∅. Noting that ys is
well-defined and that xs ∉ X2, we have ys ∉ N(x−i ) ∪ N(x−j ). Recall that x−i , x−j ∉ NP(y) by the observation that there is no
maximal path of order p+ 1 in G. Hence,
dH(x−i )+ dH(x−j ) = |NH(x−i )

NH(x−j )| ≤ |V (H)− {y, ys}| ≤ |H| − 2. (11)
Combining (10) with (11), we get
d(x−i )+ d(x−j ) ≤ (dQ (x−i )+ dQ (x−j ))+ (dH(x−i )+ dH(x−j )) ≤ n− 1.
Since σ2(G) ≥ n− 1, we have d(x−i )+ d(x−j ) = n− 1 and
NH(x−i )

NH(x−j ) = V (H)− {y, ys}. (12)
Thus, y1 ∈ N(x−i ) ∪ N(x−j ). This together with NP(y1) = {x1} implies that x−i = x1. Noting that (12) holds for every
ys ∈ NH(xs), we have NH(xs) = {ys}. Considering P with reversed orientation, we get NH(x1) = {y1}.
For eachw ∈ V (P)− X1, since dP(y1) = 1, then N[w] = V (P). In particular, N[x−1 ] = N[v] = V (P), which in turn shows
that x−1 x
−
j ∈ E and vx1 ∈ E.
If x1v− ∈ E, then u−→P x−1 x−j
←−
P xiyxj
−→
P v−x1v is a maximal path of order p + 1, a contradiction. Thus, x1v− ∉ E. Recalling
that x1 = x−i is not adjacent to x−j , we have NP [x1] ⊆ V (P)− {x−j , v−}. This together with NH(x1) = {y1} and NP(ys) = {xs}
implies that
d(x1)+ d(ys) = dH(x1)+ dP(x1)+ dH(ys)+ dP(ys)
≤ 1+ (p− 3)+ (|H| − 1)+ 1
= n− 2,
contrary to σ2(G) ≥ n− 1. This complete the proof of Claim 3. 
For each y ∈ V (H), since σ2(G) ≥ n− 1 and NH(u) = ∅, we have dP(y) ≥ 1. Thus, dP(y) = 1 for each y ∈ V (H). Applying
σ2(G) ≥ n− 1 again, we get both V (H) and V (P)− NP(H) are cliques, and N[w] = V (P) for each w ∈ V (P)− X1. So G is a
skew-joint graph with skew-cut X1, a contradiction. This complete the proof of Theorem 2. 
3. Theorem 4
3.1. Preamble
In this section, we study P4-free graphs, a well-studied, small family of perfect graphs with a very long history. The
following results were due to Egawa [5] who observed that the first one was proved implicitly by Faudree et al. [6].
Theorem 7 ([5]). Let G be a connected non-complete P4-free graph, and let S be a smallest cut set of G. Then each vertex in S is
adjacent to all vertices in V (G)− S.
Theorem 8 ([5]). Let k be a positive integer and let G be a connected P4-free graph. Then G is K1,k+1-free if and only if α(G) ≤ k.
Given a graph H , let ω(H) denote the number of components of H . If a graph G is traceable, ω(G − B) ≤ |B| + 1 for
each B ⊆ V (G). We call B ⊆ V (G) a cutter if ω(G − B) = |B| + 1. Note that the empty set is a cutter if and only if G is
connected. A cutter B is called maximal if there is no cutter A containing B as a proper subset. For each vertex x ∈ V (G), we
call a Hamiltonian path P with x as one of its end vertices an x-H-path. If G is Hamiltonian, then G contains an x-H-path for
each x ∈ V (G).
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Lemma 1. Let G be a P4-free traceable graph and B be a maximal cutter of G. Then, for every x ∉ B, G contains an x-H-path.
Moreover, if B ≠ ∅, then for any Hamiltonian path P := P[u, v], G contains an x-H-path such that the other end-vertex is either
u or v.
Proof. We proceed by induction on |G|. The result is trivial when |G| = 1. Thus, we assume |G| ≥ 2. Let B be a maximal
cutter of G and x ∈ V (G)− B. If B = ∅, then G is 1-tough. By Theorem 3, G is Hamiltonian. Then, G contains an x-H-path. So
we may assume B ≠ ∅.
Let P := P[u, v] be a Hamiltonian path of G and S be a smallest cut set of G. Since B ≠ ∅, B is a cut set of G and
ω(G − B) = |B| + 1 ≥ |S| + 1. Applying the pigeonhole principle to the components of G − B, we see that there is a
component C of G− B such that V (C) ∩ S = ∅. By Theorem 7, every vertex in S is adjacent to C , implying that S ⊆ B.
Since ω(G − B) = |B| + 1, every vertex set of a component of P − B induces a component of G − B, B does not contain
two consecutive vertices of P and u, v ∉ B. Let s ∈ S ⊂ B. Assume, without loss of generality, x ∈ V (P[u, s]). It is readily
seen that B1 := B ∩ V (P[u, s)) is also a maximal cutter of G1 := G[V (P[u, s))] and P[u, s−] is a Hamiltonian path in G1. By
the induction hypothesis, G1 contains a Hamiltonian path Q := Q [x, y], where y ∈ {u, s−}. It follows from Theorem 7 that
su ∈ E. Thus, ys ∈ E regardless of y = u or y = s−, implying that x−→Q ys−→P v is a desired Hamiltonian path. 
3.2. Proof of Theorem 4
Suppose, to the contrary, there is a P4-free and 1-tough graph G such that G contains amaximal path P := P[u, v] of order
p and G does not contain a maximal path of order p+ 1, for some p ≤ n− 2. Let H be a component in G− V (P).
Claim 4. For each x ∈ V (P), either NH(x) = ∅ or NH(x) = V (H).
Proof. Suppose, to the contrary, there is a vertex x ∈ V (P) such that ∅ ≠ NH(x) ≠ V (H). Clearly, x ≠ u. Moreover, we
assume that |P[u, x]| is minimum subject to the above property. Since H is connected, there is an edge yz ∈ E(H) such that
y ∈ NH(x) and z ∈ V (H) − NH(x). By the minimality of |P[u, x]|, we have NH(x−) = ∅. So x−xyz is an induced P4 of G, a
contradiction. 
Claim 5. For each component H of G− V (P), NP(H) does not contain two consecutive vertices of P.
Proof. Suppose, to the contrary, there are two consecutive vertices x, x+ ∈ NP(H). By Claim 4, N(x) ∩ N(x+) ⊇ V (H).
In particular, x and x+ have a common neighbor y ∈ V (H). So u−→P xyx+−→P v is a maximal path of order p + 1, a
contradiction. 
Further using the P4-free property, we have the following result.
Claim 6. NP(G− V (P)) does not contain two consecutive vertices of P for each maximal path P of order p.
Let NP(H) := {x1, . . . , xs}, where x1, . . . , xs are listed in the order along−→P . Since G is 1-tough, G is 2-connected, so that
s ≥ 2. Since P := P[u, v] is a maximal path, x1 ≠ u and xs ≠ v. For i ∈ [0, s], let
Ai =
V (P[u, x1)), if i = 0
V (P(xi, xi+1)), if 1 ≤ i ≤ s− 1
V (P(xs, v]), if i = s
and Gi = G[Ai]. Let y denote an arbitrary vertex of H in the remainder of the proof. By Claim 4, NP(y) = {x1, . . . , xs}.
Claim 7. For any two integers i ∈ [1, s] and j ∈ [0, s], either N(xi) ⊇ Aj or NAj(xi) = ∅. In particular, N(xi) ⊃ Ai−1 ∪ Ai.
Proof. It suffices to show the first assertion. By way of contradiction, assume that there exist two integers i ∈ [1, s] and
j ∈ [0, s] such that N(xi) ⊉ Aj and NAj(xi) ≠ ∅. Since Gj is connected, there is an edge z1z2 ∈ E(Gj) such that z1 ∈ NAj(xi) and
z2 ∈ Aj − NAj(xi). Then, yxiz1z2 is an induced P4 of G, a contradiction. This completes the proof of Claim 7. 
For each i ∈ [0, s], let Bi be a maximal cutter of Gi and Ci = Ai − Bi. Note that we may have Bi = ∅ for some i. By the
definition of cutter,
ω(G[Ci]) = ω(Gi − Bi) = |Bi| + 1, ∀ i ∈ [0, s]. (13)
Claim 8. For each vi ∈ Ci, there exists a vertex wi ∈ Ai such that Gi contains a Hamiltonian path from vi to wi and
N(vi) ∪ N(wi) ⊆ V (P).
Proof. By Lemma 1, Gi contains a vi-H-path Qi := Qi[vi, wi]. Note that vi, wi ∈ Ai. By Claim 7, xivi ∈ E(G) if i ≠ 0 and
xi+1wi ∈ E(G) if i ≠ s.
If i ≠ 0 and i ≠ s, P∗ = u−→P xivi−→Qiwixi+1−→P v is a maximal path of order p. Note that V (P∗) = V (P). Since
xi, xi+1 ∈ NP∗(H) and N(G − V (P∗)) does not contain two consecutive vertices of P∗, we have vi, wi ∉ N(G − V (P∗)),
and hence N(vi) ∪ N(wi) ⊆ V (P∗) = V (P). So we may assume that i ∈ {0, s}, say, without loss of generality, i = 0.
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Note that P[u, x−1 ] is a Hamiltonian path in G0. If G0 is not 1-tough, by Lemma 1, we can choose Q0 := Q0[v0, w0] such
that w0 ∈ {u, x−1 }. Since P is a maximal path, N(u) ⊆ V (P). Since N(x1) ∩ V (H) ≠ ∅, N(x−1 ) ⊆ V (P) by Claim 6. Thus,
N(w0) ⊆ V (P) regardless w0 = u or w0 = x−1 . This implies that P ′ := w0
←−
Q0v0x1
−→
P v is also a maximal path of order p and
V (P ′) = V (P). Since x1 ∈ N(H), we have N(v0) ⊆ V (P). It follows that Q0 is a desired path. Thus, we may assume that G0 is
1-tough.
By Theorem 3, G0 contains a Hamiltonian cycle C . For each x ∈ V (C), let x−C denote the predecessor of x on C . Note that
u−C ∈ A0. By Claim 7, we have u−C x1 ∈ E(G). So Pu = u
−→
C u−C x1
−→
P v is a maximal path of order p. Since x1 ∈ N(H) and u−C and
x1 are two consecutive vertices along this path, N(u−C ) ⊆ V (Pu) ⊆ V (P). This in turn shows that Pu−C := u
−
C
−→
C u−−C x1
−→
P v is a
maximal path of order p and N(u−−C ) ⊆ V (P). Continuing in this fashion, we have N(x) ⊆ V (P) for all x ∈ V (G0), and hence
Q0 := v0−→C v−0 is a desired path. 
Claim 9. E(Ci, Cj) = ∅ for 0 ≤ i < j ≤ s.
Proof. Suppose, to the contrary, there exist vi ∈ Ci and vj ∈ Cj with 0 ≤ i < j ≤ s such that vivj ∈ E. For each ℓ = i, j, by
Claim 8, there exists a Hamiltonian path Qℓ[vℓ, wℓ] such that N(vℓ) ∪ N(wℓ) ⊆ V (P). Since x1 ∈ NP(H), N(x+1 ) ⊆ V (P) by
Claim 6. Let y be an arbitrary vertex of H . By Claim 4, NP(y) = NP(H) = {x1, . . . , xs}. Set
P ′ =

u
−→
P xiyxj
←−
P xi+1wi
←−
Qi vivj
−→
Qjwjxj+1
−→
P v, if i ≠ 0 and j ≠ s
w0
←−
Q0v0vj
−→
Qjwjxj
←−
P x1yxj+1
−→
P v, if i = 0 and j ≠ s
u
−→
P xiyxs
←−
P xi+1wi
←−
Qi vivs
−→
Qsws, if i ≠ 0 and j = s
x+1
−→
P xsyx1w0
←−
Q0v0vs
−→
Qsws, if i = 0 and j = s.
Clearly, P ′ is a maximal path of order p+ 1, a contradiction. 
Let T = {x1, . . . , xs} ∪ B0 ∪ B1 ∪ · · · ∪ Bs, where Bi is a maximum cutter of Gi for each i ∈ [0, s]. By Claim 9,
ω(G[V (P)− T ]) = ω(G[∪si=0 Ci]) =
s
i=0 ω(G[Ci]). This together with (13) implies that
ω(G[V (P)− T ]) =
s
i=0
(|Bi| + 1) = |T | + 1.
On the other hand, by Claim 8, we have N(V (P)− T ) = N(∪si=0 Ci) ⊆ V (P). Thus,
ω(G− T ) = ω(G[V (P)− T ])+ ω(G− V (P)) ≥ |T | + 2,
which contradicts the assumption that G is 1-tough. This completes the proof of Theorem 4. 
4. Proof of Theorem 6
Suppose, to the contrary, there exists a connected, locally connected, andK1,3-free graphG such thatG contains amaximal
path P = P[u, v] of order p and G does not contain a maximal path of order p + 1, for some integer p. Since G is traceable,
p ≤ n− 2. Let H = G− V (P) and let y be a vertex of H with NP(y) ≠ ∅. Let NP(y) = {x1, . . . , xs}, where x1, . . . , xs are listed
in the order along the orientation of P[u, v]. Choose y so that min {|P[u, x1)|, |P[xs, v]| } achieves the minimum. Assume,
without loss of generality, |P[u, x1]| ≤ |P[xs, v]|. Since P[u, v] is a maximal path, x1 ≠ u and xs ≠ v. Since there is no
maximal path of order p+ 1 in G, {x−1 , . . . , x−s } ∪ {x+1 , . . . , x+s } ∩ NP(y) = ∅.
Since G is K1,3-free, x−i x
+
i ∈ E(G) for i ∈ [1, s]. Let x = x1, A = V (P)− NP(y), and B = V (H) ∪ NP(y).
Claim 10. NH(x−) = ∅ and NP(x−) ∩ NP(y) = {x}.
Proof. The first part of Claim 10 follows from the choice of y. If x−xi ∈ E for some i > 1, u−→P x−xiyx−→P x−i x+i
−→
P v is a maximal
path of order p+ 1, a contradiction. 
Claim 11. Both G[NA(x)] and G[NB(x)] are complete.
Proof. SinceG[NA[x]∪{y}] contains no inducedK1,3, we haveG[NA(x)] is complete. SinceG[NB[x]∪{x−}] contains no induced
K1,3, G[NB(x)] is complete. 
Since G is locally connected, there exist a ∈ NA(x) and b ∈ NB(x) such that ab ∈ E.
Claim 12. b ∉ V (H).
Proof. Suppose, to the contrary, that b ∈ V (H). Then, a ∈ NP(H). Since G is K1,3-free, a−a+ ∈ E. By the choice of y, we have
a ∈ V (P[x+, v]). Since x−, a ∈ NA(x), x−a ∈ E(G) from Claim 11. Then, u−→P x−abx−→P a−a+−→P v is a maximal path of order
p+ 1, a contradiction. 
It follows from Claim 12 that b ∈ NB(x)−V (H) ⊆ NP(y) \ {x}. Thus, b = xi for some i ≥ 2. Since x−x+ ∈ E and x−i x+i ∈ E,
we have x−i , x
+
i ∉ N(x) and x−, x+ ∉ N(xi). Otherwise, for example, xx−i ∈ E, then u
−→
P x−x+
−→
P x−i xyxi
−→
P v is a maximal path
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of order p+1, a contradiction. Since ax ∈ E and ab = axi ∈ E, a ∉ {x−, x+, x−i , x+i }. Since a, x− ∈ NA(x), ax− ∈ E by Claim 11.
We will consider the following two cases to finish the proof.
Case 1. a ≠ u, v.
Since G[{a, a−, a+, x}] is not an induced K1,3, {a−a+, a−x, a+x} ∩ E ≠ ∅. We will derive a contradiction by showing that
G has a u− v path P ′ of order p+ 1 with V (P ′) ⊇ V (P), which is equivalent to that G+ uv contains a cycle C ′ of order p+ 1
with uv ∈ E(C ′) and V (C ′) ⊇ V (P). Set C = P[u, v]u. Then, C is a cycle of order p in G + uv. Then, either a ∈ C(x+, x−i ) or
a ∈ C(x+i , x−). Assume, without loss of generality, that a ∈ C(x+, x−i ) (the case of a ∈ C(x+i , x−) is similar). Let
C ′ =

x−axiyx
−→
C a−a+
−→
C x−i x
+
i
−→
C x− if a−a+ ∈ E,
x−x+
−→
C a−xyxia
−→
C x−i x
+
i
−→
C x− if a−x ∈ E,
x−x+
−→
C axiyxa+
−→
C x−i x
+
i
−→
C x− if a+x ∈ E.
In each case, C ′ is a cycle in G+ uv with uv ∈ E(C ′) and V (C ′) = V (C)∪ {y}. So, C ′ − uv is a maximal path of order p+ 1 in
G, a contradiction.
Case 2. a ∈ {u, v}.
Recall x = x1. From the minimality of |P[u, x1]|, we obtain that N(x−) ⊆ V (P). If a = u, then x−←−P uxiyx−→P x−i x+i
−→
P v is a
maximal path of order p+ 1, a contradiction. Hence, a = v.
Recall x−a ∈ E(G). If N(v−) ⊆ V (P), then u−→P x−vxiyx−→P x−i x+i
−→
P v− is a maximal path of order p + 1. Hence, N(v−) ⊈
V (P). From the minimality of |C[u, x1]|, we have |P[u, x]| ≤ |P[v−, v]|. So, u = x−. This together with Claim 10 implies that
uxi ∉ E. Since u, v ∈ NA(x), by Claim 11, we have uv ∈ E. Note that a ≠ x+i implies that xi ≠ v−. Hence, v, u, xi and v− are
distinct vertices of G. Since G[{v, u, xi, v−}] is not an induced K1,3 and uxi ∉ E, either uv− ∈ E or xiv− ∈ E. Let
P ′ =

uv−
←−
P x+i x
−
i
←−
P xyxiv, if uv− ∈ E,
ux+
−→
P x−i x
+
i
−→
P v−xiyxv, if xiv− ∈ E.
Then, P ′ is a maximal path of order p+ 1, a contradiction. This completes the proof of Theorem 6. 
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