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Abstract
This paper concerns a method of testing equality of distribution of random convex compact sets
and the way how to use the test to distinguish between two realisations of general random sets. The
family of metrics on the space of distributions of random convex compact sets is constructed using
the theory of N-distances and characteristic functions of random convex compact sets. Further,
the approximation of the metrics through its finite dimensional counterparts is proposed, which
lead to a new statistical test for testing equality in distribution of two random convex compact sets.
Then, it is described how to approximate a realisation of a general random set by a union of convex
compact sets, and it is shown how to determine whether two realisations of general random sets
come from the same process using the constructed test. The procedure is justified by an extensive
simulation study.
Keywords: convex compact set, characteristic function, N-distance, non-parametric methods, permutation
test, random set, support function, two-sample problem
1 Introduction
In the last years, planar random sets have been studied from different points of view because of their
widespread applications in biology, material sciences, medicine etc. They can describe and explain
many events, e.g. behaviour of cells in organisms (see [16], [9]), particles in materials (see [8], [21]) or
presence of different plants (see [3], [19]). Therefore it is useful to develop methods for their statistical
analyses.
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1 INTRODUCTION 2
Although it is often beneficial to know the concrete model, there are situations when the knowledge
about the underlying process is not necessary, for example when we want only to compare random
sets based on their realisations like to distinguish between two types of cells based on microscopic
pictures, recognise different tendency of the growth of some plants or trees etc. Basically, it is similar to
classical hypothesis testing, where we can use rank based statistics without specifying strict probability
distributions.
The main aim of this paper is to find a statistical procedure for comparing probability distributions
of two random sets based of comparing their realisations without the knowledge of the distributions
themselves. A procedure is suggested in [6]. It is based on dividing realisations of random sets to
unions of convex compact sets using Voronoi tessellation, whose cells are convex compact (see [1]), and
consequent comparing the support functions of the convex sets using envelope test (see [17]), which
deals with average values of the support functions. In the present paper, we propose a new statistical
test, which does not work with the averages only, but with the distributions themselves. We again focus
on the convex compact sets, because, as mentioned above, we can convert the problem of comparing
general sets to the problem of testing equality of distributions of convex compact sets, which have
more convenient properties than rugged shaped sets. Moreover, the analysis of the convex compact
sets themselves is very useful since they play and important roles in many models. They appear for
example as grains in popular germ-grain model (see [1]). Also the Voronoi diagrams mentioned above
have many applications, for example as a model of different biological structures like cells or bone
micro-architecture. In medical diagnosis, Voronoi diagrams-based models for muscle tissue are used
to detect neuromuscular diseases (see [24]) etc.
In the present paper, the equality in distribution of two random convex compact sets is tested using
non-parametric, distribution-free test based on N-distances (also called kernel tests). Two sample
tests in finite dimensional spaces constructed by using kernels could be found in [12] or [7]. Our
research is focused on construction of the kernel on infinite dimensional space whose finite dimensional
counterparts could be easily evaluated using available information. Here, the characteristic function of
random convex compact set plays an important role. The infinite dimensional analogue of the concept
of the characteristic function, named characteristic functional, was first introduced in [13] for the case
of distributions in Banach space. In some particular cases, the domain of this characteristic functional
could be replaced with more simple one. Characteristic functions of random convex compact sets with
more simple domain is defined in [14], however for our purposes, we slightly modified the definition.
The important property is that this characteristic function connects the distribution of the random
convex compact set with the finite-dimensional distributions of its support function. Just note that
hypothesis testing using difference of empirical characteristics functions and L2 norm appears also in
other fields, e.g. in time series analysis (see [11]).
The present paper is organized as follows. Section 2 summarizes already existing theoretical results
concerning random convex compact sets and their characteristic functions, and basics of N-distance
theory. In Section 3, there is introduced the characteristic function of random convex compact sets.
Section 4 is dedicated to testing the equality of their distributions. In Section 5, the procedure how to
use the test for assessing similarity of general random sets is described, and results of the simulation
study are shown.
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2 Theoretical background
In this section, we provide an overview of existing theory and results that we later use to build an
infinite-dimensional kernel and related tests.
2.1 Convex compact sets
The definitions and results from this subsection can be found in [1] and [25].
Definition 2.1 The set A ⊂ Rd is said to be convex if cx + (1 − c)y ∈ A for all x, y ∈ A and all
0 < c < 1. The set A ⊂ Rd is said to be compact if it is closed and bounded.
By K we denote family of all convex compact sets in Rd.
Definition 2.2 Support function of a convex compact set A is a function h(A, ·) : Rd → R defined by
h(A, u) = sup
x∈A
〈u, x〉, u ∈ Rd.
Since 〈u, ·〉 is a continuous function and the set A is compact, h(A, u) is well defined and supremum
is attained for all u ∈ Rd. Also, it is easy to verify that support function is convex and therefore it is
continuous. Moreover since h(A, λu) = λh(A, u), the support function h(A, ·) is uniquely determined
by its values on Sd−1, where Sd−1 is the unit sphere in Rd. Therefore, we focus on the case when the
domain of h(A, ·) is Sd−1, while we consider the variables u to be the corresponding angles instead of
points in Rd.
For u ∈ Sd−1, the value of h(A, u) represents the signed distance from the origin to the support
plane H(A, u). This distance is positive if both A and the origin lie on the same side of the support
plane, negative if A and the origin are separated by the support plane and equal to zero if the origin
lies in the support plane. Examples of the support functions of a disc and a square are given in Figure
1.
Proposition 2.1 Each non-empty closed convex set in Rd is the intersection of all its supporting
half-spaces H−(A, u) :=
{
x ∈ Rd|〈x, u〉 ≤ h(A, u)} , u ∈ Sd−1.
As follows from Proposition 2.1, each convex compact set is uniquely determined by its support
function.
According to the map ϕ : K → C(Sd−1), ϕ(A) = h(A, ·), K is embedded into a space C(Sd−1) of
continuous real functions on Sd−1.
2.2 Random convex compact set
Let F be the family of closed sets and C the family of compact set of topological space Rd with the
standard topology G.
The Effros σ-algebra B(F) on F is the σ-algebra generated by sets {F ∈ F : F ∩ C 6= 0} for all
C ∈ C.
Definition 2.3 Let (Ω,Σ, P ) be a probability space. Then a random closed set X in Rd is a measurable
mapping from (Ω,Σ) to (F ,B(F)). A random closed set X in Rd with almost surely convex compact
values is called random convex compact set. The distribution PX of a random set X is given by
the relation PX(F ) = P ({ω ∈ Ω : X(ω) ∈ F}) for F ∈ B(F).
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F IGURE 1 Examples of the support function for a disc and a square, respectively, when the domain is￿2 (middle)
andwhen the domain is S1 (right).
Denoting dE the Euclideanmetric on￿d , we can consider Hausdorff metric on F defined by
dH (A,B) = max
￿
sup
x∈A
inf
y∈B dE (x , y ), supy∈B infx∈A dE (x , y )
￿
, A,B ∈ F. (1)
ForA,B ∈ K it holds that
dH (A,B) = sup
u∈Sd−1
|h(A,u) − h(B ,u) | (2)
(Schneider, 2013).
Theorem 2.2 The Effros σ-algebra induced on K coincides with the Borel σ-algebra generated by Hausdorff metric.
For the proof, see Schneider (2013). Further on, let us denote by U Borel σ-algebra on K generated by Hausdorff
metric.
Theorem 2.3 For two random convex compact setsX1 andX2, it holds that
X1 =
(D) X2 ⇔ (h(X1,ui ))i ∈I =(D) (h(X2,ui ))i ∈I
for all finite index sets I and (un )n∈￿ dense subset of Sd−1 .
For the proof of this theorem, reader is referred to Lavie (2000).
Figure 1: Examples of the support function for a disc and a square, respectively, when the domain is
R2 (middle) and when the domain is S1 (right).
Denoting dE the Euclidean metric on Rd, we can consider Hausdorff metric on F defined by
dH(A,B) = max
{
sup
x∈A
inf
y∈B
dE( , , sup
y∈B
inf
x∈A
dE(x, y)
}
, A,B ∈ F .
A,B ∈ K it holds that
dH(A,B) = sup
u∈Sd−1
|h(A, u)− h(B, u)| , (2)
see [25].
Theorem 2.1 The Effros σ-algebra induced on K coincides with the Borel σ-algebra generated by
Hausdorff metric.
For the proof, see [25].
Further on, let us denote by U Borel σ-algebra on K generated by Hausdorff metric.
Theorem 2.2 For two random convex compact sets X1 and X2, it holds that
X1 =
(D) X2 ⇔ (h(X1, ui))i∈I =(D) (h(X2, ui))i∈I
for all finite index sets I and (un)n∈N dense subset of Sd−1.
For the proof of this theorem, reader is referred to [14].
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2.3 Random continuous functions on Sd−1 and associated σ-algebras
Since the space of the support functions of the convex compact sets forms a subset of C(Sd−1), it is
useful to focus on random continuous functions on Sd−1 as a space where all the support function of the
random convex compact sets lie. In this context, it is natural to considered C(Sd−1) as a metric space
with supremum metrics dH(h1, h2) = sup
u∈Sd−1
|h1(u)− h2(u)|. Denote B(C(Sd−1)) the Borel σ-algebra
generated by topology induced by dh.
Definition 2.4 Let (Ω,Σ, P ) be a probability space. A random continuous function X on Sd−1, X :
Ω→ C(Sd−1), is a measurable mapping from (Ω,Σ) to (C(Sd−1),B(C(Sd−1)).
Note that from Theorem 2.1 and relation (2), it follows that according to the map ϕ : K → C(Sd−1),
ϕ(A) = h(A, ·), (K,B(F)∩K) is isomorphically embedded into a space (C(Sd−1),B(C(Sd−1))), so we
can identify the notion of random convex compact sets with the notion of its random support function
viewed as a random continuous function on Sd−1.
Let us further investigate the σ-algebra B(C(Sd−1)). We define B as the smallest σ-algebra con-
taining all measurable cylinder sets which are the sets of the form
{A ∈ K : (h(u1), . . . , h(uk)) ∈ B1 × . . .×Bk} (3)
for arbitrary u1, . . . , uk ∈ Sd−1 and B1, . . . , Bk ∈ B(R). Thus, this σ-algebra can be also called the
σ-algebra of finite-dimensional distributions as the cylinder sets exactly correspond to the distributions
of support function evaluated at the finitely many angles.
Proposition 2.2 For any D dense countable subset of Sd−1, σ-algebra B is generated by the family
of the sets of the form (3) for arbitrary u1, . . . , uk ∈ D and B1, . . . , Bk ∈ B(R).
Proposition 2.3 It holds that B(C(Sd−1)) = B.
For the proofs see e.g. [5].
2.4 Fourier-Stieltjes transform of finite signed measure on (Rd,B(Rd))
In this section, we present the notion of the Fourier-Stieltjes transform of a finite signed measure on
(Rd,B(Rd)).
Definition 2.5 Let ν be a finite signed measure on (Rd,B(Rd)). The Fourier-Stieltjes transform of ν
is the function νˆ : Rd → C defined by
νˆ(t) =
∫
Rd
exp (i 〈t, x〉)ν(dx).
Theorem 2.3 (Uniqueness theorem) Let ν1 and ν2 be finite signed measures on (Rd,B(Rd)). It
holds that
ν1 = ν2 ⇐⇒ νˆ1 = νˆ2.
For the proof, see [2].
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2.5 Basics of N-distances
In this subsection, we present a class of distances on the space of the distributions of random elements
on arbitrary non-empty set X . The class is constructed using positive or negative definite kernels. We
call them N-distances. For all definitions, propositions and proofs in this subsection, see [12] or [23].
Definition 2.6 Let X be a non-empty set. A map K : X × X → C is called positive definite kernel
if for any n ∈ N, arbitrary c1, ..., cn ∈ C and arbitrary x1, ..., xn ∈ X it holds that
n∑
i=1
n∑
j=1
K(xi, xj)cic¯j ≥ 0.
Definition 2.7 Let X be a nonempty set. A map L : X ×X → C is called negative definite kernel if
for any n ∈ N, arbitrary c1, ..., cn ∈ C such that
∑n
i=1 ci = 0 and arbitrary x1, ..., xn ∈ X it holds that
n∑
i=1
n∑
j=1
L(xi, xj)cic¯j ≤ 0. (4)
Proposition 2.4 A function K : X × X → C is positive definite kernel if and only if there exists a
family {fi}i∈I of complex-valued functions such that
∑
i |fi(x)|2 <∞ for all x ∈ X and
K(x, y) =
∑
i
fi(x)f¯i(y), x, y ∈ X .
Proposition 2.5 If K : X × X → C is a positive definite kernel, then
L(x, y) = K(x, x) +K(y, y)− 2K(x, y), x, y ∈ X
is negative definite kernel such that L(x, y) = L(y, x) and L(x, x) = 0.
In the sequel, we suppose that X is a metric space. We denote U the Borel σ-algebra with respect
to the topology induced by the metric. Consider negative definite kernels on X which are continuous,
symmetric and real-valued. Denote by P the set of all probability measures on (X ,U). Suppose that
L is a real continuous function, and denote PL the set of all measures µ ∈ P for which the integral∫
X
∫
X L(x, y)dµ(x)dµ(y) exists.
Proposition 2.6 Let L be a real continuous function on X × X under the condition L(x, y) =
L(y, x), x, y ∈ X . The inequality
2
∫
X
∫
X
L(x, y)dµ(x)dν(y)−
∫
X
∫
X
L(x, y)dµ(x)dµ(y)−
∫
X
∫
X
L(x, y)dν(x)dν(y) ≥ 0 (5)
holds for all µ, ν ∈ PL if and only if L is a negative definite kernel.
Definition 2.8 Let Q be a probability measure on X and c be a function on X such that ∫X c(x)dQ(x) =
0. Then L is called strongly negative definite kernel if for any measure Q,∫
X
∫
X
L(x, y)c(x)c(y)dQ(x)dQ(y) = 0
implies c(x) = 0 Q-almost everywhere.
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Proposition 2.7 Let L(x, y) = L(y, x). Then (5) holds for all measures µ, ν ∈ PL with equality in
the case µ = ν only, if and only if L is a strongly negative definite kernel.
Let us now give few examples of the strongly negative kernels.
Example 2.1 Strongly negative definite kernels on Rd :
• Euclidean distance kernel: Le(x, y) = ‖x− y‖r , where 0 < r < 2,
• Gaussian kernel: Lg(x, y) = 1− 12 exp
(−12(x− y)τV (x− y))
• Cauchy kernel: Lc(x, y) = 1− 12 11+(x−y)τV (x−y) ,
where V stands for d−dimensional covariance matrix.
Example 2.2 Let X be a separable Hilbert space. Assume that f(x) is real characteristic functional
of an infinitely divisible measure on X . Then L(x, y) = − log f(x−y) is a negative definite kernel. We
know that
L(x− y) = 1
2
(B(x− y), x− y)−
∫
X
(
ei〈x−y,t〉 − 1− i 〈x− y, t〉
1 + ‖t‖2
)
1 + ‖t‖2
‖t‖2 dθ(t),
where B is the kernel operator and θ is a finite measure for which θ({0}) = 0. If supp θ = X , then L
is strongly negative definite kernel on X .
Theorem 2.4 Let L be a strongly negative definite kernel on X ×X satisfying L(x, y) = L(y, x) and
L(x, x) = 0 for all x, y ∈ X . Let N : PL × PL → R be defined by
N (µ, ν) = 2
∫
X
∫
X
L(x, y)dµ(x)dν(y)−
∫
X
∫
X
L(x, y)dµ(x)dµ(y)−
∫
X
∫
X
L(x, y)dν(x)dν(y).
Then N = N 1/2 is a distance on PL.
3 Characteristic function of random convex compact sets
3.1 Space l0
Let l0 denote the space of all real sequences with finite number of non-zero elements (terms). Since
the space l0 plays an important role as domain of characteristic function of random convex compact
set (or more general, Fourier-Stiljes transformation of finite signed measure on (K,B(F) ∩ K)), we
describe here a topology and the associated (Borel) measure on l0. It is used in further investigating
and application of the properties of these characteristic functions. Less formally, l0 can be seen as
∪Rn and it can be topologised by strict inductive limit of Rn with standard topology. An advantage of
strict inductive limit topology is that it induces the same topology on Rn if we consider it as a subset
of l0. The following definitions and basic properties of strict inductive limit topologies are taken from
[10] and [20].
Definition 3.1 Let {Xn}n∈N be increasing sequence of locally convex topological spaces such that each
Xn is a subspace of Xn+1 and X = ∪Xn is a vector space. For each n ∈ N, let ιn : Xn → X
be canonical injection of Xn into X. Strict inductive limit topology on X is the finest locally convex
topology in which all ιn are continuous.
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Strict inductive limit topology induces the original topology on each of the component spaces Xn [20].
Proposition 3.1 Let (X, T ) be inductive limit of Hausdorff spaces (Xn, Tn) in which the origin has
neighbourhood relatively compact in (Xn+1, Tn+1).
1. A set U is open in (X, T ) if and only if U ∩Xn is open in (Xn, Tn) for each n.
2. Let U be open in (X, T ). A map h of U into topological space if continuous for the topology of
(X, T ) if and only if, for each n, h|U∩Xn is continuous for the topology of (Xn, Tn).
For the proof, see [10].
For our purposes, we define a linear mapping (canonical injection) ιk1,...,kn : Rn → l0 by
ιk1,...,kn(x1, . . . , xn) = t such as tki = xi, i = 1, . . . , n, and tj = 0 if j 6= k1, . . . , kn. Note that
this mapping is canonical injection from Rd to l0. Since l0 = ∪∞n=1ι1,...,n(Rn), we can consider it to
be a topological vector space with the topology of the strict inductive limit of (Rn, Tn), where Tn
stands for standard topology generated by Euclidean norm in Rn. Denote this topology by T . From
Proposition 3.1, it follows that U ∈ T if and only if ι−11,...,n(U) is open in Rn for every n ∈ N, and
moreover f : l0 → R is continuous if and only if f ◦ ι1,...,n is continuous for every n ∈ N.
Let B(T ) = σ(T ) be a Borel σ-algebra generated by T . In the following proposition, we provide
characterization of B(T )−measurable sets.
Proposition 3.2 For A ⊆ l0, it holds that A ∈ B(T ) if and only if for every n ∈ N, ι−11,...,n(A) ∈ B(Rn).
Proof. Denote G =
{
A ⊆ l0 : for every n ∈ N, ι−11,...,n(A) ∈ B(Rn)
}
. Let us prove that B(T ) = G.
First, we show B(T ) ⊆ G.
• Note that G is σ-algebra, since
– l0 ∈ G,
– if A ∈ G then for every n ∈ N, we have ι−11,...,n(A) ∈ B(Rn), so
(
ι−11,...,n(A)
)c
= ι−11,...,n(A
c) ∈
B(Rn) from which it follows that Ac ∈ G,
– if (Ak)k∈N ⊂ G then for every k, n ∈ N ι−11,...,n(Ak) ∈ B(Rn), so ∪∞k=1ι−11,...,n(Ak) = ι−11,...,n(∪∞k=1Ak) ∈
B(Rn) from which it follows that ∪∞k=1Ak ∈ G.
• T ⊆ G.
Therefore B(T ) = σ(T ) ⊆ G.
Now, let us show that G ⊆ F . Note that for A ⊂ l0, it holds that
A = A ∩ l0 = ∪∞n=1 (A ∩ ι1,...,n(Rn)) = ∪∞n=1ι1,...,n(ι−11,...,n(A)).
If A ∈ G, then ι−11,...,n(A) ∈ B(Rn). Thus ι1,...,n(ι−11,...,n(A)) ∈ ι1,...,n(B(Rn)) = σ(T ∩ ι1,...,n(Rn)) ⊂ B(T ).
Since B(T ) is σ-algebra, it holds that A ∈ B(T ).
Note that ιk1,...,kn are continuous and therefore it is B(T )−measurable as ιk1,...,kn = ι1,...,kn◦tk1,...,kn ,
where tk1,...,kn : Rn → Rkn is continuous mapping defined by tk1,...,kn(x1, . . . , xn) = (y1, . . . , ykn), where
yj = xi if j = ki and yj = 0 otherwise.
3 CHARACTERISTIC FUNCTION OF RANDOM CONVEX COMPACT SETS 9
Now, we define a class of measures on (l0,B(T )) that are used in the sequel. Let µg : B(T )→ [0,∞]
be defined by
µg(A) = lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∫
ι−1k1,...,ki (A)
g ◦ ιk1,...,kidλi, (6)
where λi is the Lebesgue measure on Ri and g : l0 → [0,∞〉 is an arbitrary function such that g◦ιk1,...,ki
is integrable with respect to the i-dimensional Lebesgue measure for all i ∈ N and all {k1, . . . , ki} ⊂ N.
Let us show that µ : B(T ) → [0,∞] is a measure on (l0,B(T )). It is sufficient to show that µ is
σ-additive. For an arbitrary sequence {Aj}j∈N of disjoint sets from F , it holds that
µg(∪∞k=1Aj) = limn→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∫
ι−1k1,...,ki (∪
∞
k=1Aj)
g ◦ ιk1,...,kidλi
= lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∞∑
j=1
∫
ι−1k1,...,ki (Aj)
g ◦ ιk1,...,kidλi =
∞∑
j=1
µg(Aj).
Proposition 3.3 If f : l0 → R+ is an arbitrary B(T )−measurable function, then∫
l0
fdµg = lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∫
Ri
f ◦ ιk1,...,kig ◦ ιk1,...,kidλi,
where λi is the i−dimensional Lebesgue measure.
Proof. Let f = χB for B ∈ B(T ). Then∫
fdµg =
∫
χBdµg = µg(B) = lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∫
ι−1k1,...,ki (B)
g ◦ ιk1,...,kidλi
= lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∫
Ri
χι−1k1,...,ki (B)
g ◦ ιk1,...,kidλi
= lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{k1,...,kn}
∫
Ri
χB ◦ ιk1,...,kig ◦ ιk1,...,kidλi
= lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∫
Ri
f ◦ ιk1,...,kig ◦ ιk1,...,kidλi
If f is simple B(T )−measurable, i.e. f = ∑Jj=1 ajχBj , where a1, . . . , aJ ∈ R and B1, . . . , Bj ∈ B(T )
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are mutually disjoint sets, then it holds that
∫
fdµg =
J∑
j=1
aj
∫
χBjdµg =
J∑
j=1
aj
 lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∫
Ri
χBj◦ιk1,...,kig ◦ ιk1,...,kidλi

= lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{k1,...,kn}
∫
Ri
(
J∑
j=1
ajχBj◦ιk1,...,ki )g ◦ ιk1,...,kidλi
= lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∫
Ri
f ◦ ιk1,...,kig ◦ ιk1,...,kidλi.
If f is an arbitrary non negative B(T )−measurable function, then there exists a non decreasing se-
quence {fj}j∈N of simple functions such that f(t) = limj→∞ fj(t), t ∈ l0. Then from the Lebesgue theorem
of monotone convergence, we get∫
fdµ = lim
j→∞
fjdµ = lim
j→∞
lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∫
Ri
fj ◦ ιk1,...,kig ◦ ιk1,...,kidλi
= lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∫
Ri
lim
j→∞
fj ◦ ιk1,...,kig ◦ ιk1,...,kidλi
= lim
n→∞
n∑
i=1
∑
{k1,...,ki}⊆{1,...,n}
∫
Ri
f ◦ ιk1,...,kig ◦ ιk1,...,kidλi.
We conclude this section by two examples of σ-finite measure on (l0,B(T )) of the form defined by
the relation (6).
Example 3.1 If An = ι1,...,n(Rn), i.e. An is set of all sequences that have only non-zero elements at
the first n positions, then {An} is increasing and ∪An = l0. Let
g(t) = exp
(
−
∞∑
n=1
|ti| /wi
)
,
where {wi}i∈N is an arbitrary sequence of non negative real numbers. It is easy to see that
µg(An) =
n∑
i=1
∑
{i1,...,ik}⊆{1,...,n}
wi1 · · ·wik <∞
and
µg(l0) = lim
n→∞µg(An) =∞.
Thus the measure µg is σ-finite and suppµg = l0, since µg(U) > 0 for every U ∈ T .
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Example 3.2 Denote cr = pi
r+1
2 /Γ
(
r+1
2
)
. For 0 < r < 2, let
h(t) = cr
( ∞∑
n=1
t2n
)− r+1
2
.
Define An,m = ι1,...,n (Bn(0,m)Bn(0, 1/m)) , where Bn(0,m) denotes the open ball in Rn with the
centre in the origin and the radius m. It holds that l0 = ∪n∈N ∪m∈N An,m ∪ {0} and µh(An,m) < ∞,
so again, the measure µh is σ-finite and suppµh = l0 as µh(U) > 0 for every U ∈ T .
3.2 Fourier-Stieltjes transform of finite signed measure on (K,U)
This section introduces the Fourier-Stieltjes transform of a finite signed measure on (K,U).
Definition 3.2 Let ν be a finite signed measure on (K,U) and {uj : j ∈ N} be a countable dense subset
of Sd−1. The Fourier-Stieltjes transform of ν is the function νˆ : l0 → C defined by
νˆ(t) =
∫
K
e
i
∞∑
j=1
tjh(A,uj)
dν(A).
If ν is a probability measure, then its Fourier-Stieltjes transformation is called characteristic function
of the measure ν.
Theorem 3.1 (Uniqueness theorem) Let ν1 and ν2 be a finite signed measures on (K,U). It holds
that
ν1 = ν2 ⇐⇒ νˆ1 = νˆ2.
Proof. It is sufficient to show that νˆ = 0 if and only if ν = 0. If ν = 0, then it is obvious that νˆ = 0.
Let us show the converse. For arbitrary set of indices I = {j1, . . . , jn} ⊂ N, let
νI(B) = ν({A ∈ K : (h(A, uj1), . . . , h(A, ujn)) ∈ B}), B ∈ B(Rn).
It is obvious that νI is finite signed measure on (Rn,B(Rn)).
For t ∈ Rn, let t′ = ιj1,...,jn(t) ∈ l0. Since νˆI(t) = νˆ(t′) = 0 holds, it follows from Theorem 2.3 that
νI = 0. Since the algebra of the sets {A ∈ K : (h(A, uj1), . . . , h(A, ujn)) ∈ B} generates σ-algebra U
and ν({A ∈ K : (h(A, uj1), . . . , h(A, ujn)) ∈ B}) = 0, we get ν = 0.
4 Test of equality in distribution of random convex compact sets
Consider two groups of random convex compact sets, where each group is coming from the same
distribution. In this section, we introduce two approaches for testing the equality of the distributions
of these two groups using the theory from the previous sections.
The tests are based on N-distances. First, in Section 4.1, we introduce theoretical results used
in the construction of the tests, more precisely, we construct the class of N-distances on the space
of distributions of random convex compact sets in order to create the test statistics. In Section 4.2,
we deal with evaluation of N-distance part based on available information from the sample. Finally
in Section 4.3, we present two general procedures for formulating distribution free two-sample tests
based on N-distances (see[12]).
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4.1 N-distance on distributions of random convex compact sets
Let {un}n∈N be a countable dense subset of the unit sphere Sd−1 ⊂ Rd. For A ∈ K and t ∈ l0, we
define ϕt : K → C for arbitrary t ∈ l0 as
ϕt(A) = exp
(
i
∞∑
n=1
tnh(A, un)
)
.
The values of ϕt(A) are always finite since the number of non-zero terms in the sum is finite so the
value of the sum is finite. For t ∈ l0, we define Kt : K ×K → C by
Kt(A,B) =
1
2
ϕt(A)ϕt(B), (7)
Proposition 2.4 shows that Kt is positive definite kernel. From Proposition 2.5, it follows that the
function Lt : K ×K → C defined by
Lt(A,B) = Kt(A,A) +Kt(B,B)−Kt(A,B)−Kt(B,A) = 1
2
|ϕt(A)− ϕt(B)|2
=
1
2
∣∣∣∣∣exp
(
i
∞∑
n=1
tnh(B, un)
)∣∣∣∣∣
2 ∣∣∣∣∣1− exp
(
i
∞∑
n=1
tn(h(A, un)− h(B, un))
)∣∣∣∣∣
2
=
1
2
(
1− cos
( ∞∑
n=1
tn (h(A, un)− h(B, un))
))2
+
1
2
sin2
( ∞∑
n=1
tn(h(A, un)− h(B, un))
)
= 1− cos
( ∞∑
n=1
tn(h(A, un)− h(B, un))
)
.
is a negative definite kernel on K. Obviously, it holds that
Lt(A,B) = 0 ∀t ∈ l0 ⇔ A = B.
The following theorem introduces the generalised version of N-distance that is allowed to take
infinite values and whose domain is the whole P .
Theorem 4.1 Let µ be a σ-finite measure on l0 with suppµ = l0 and (An)n∈N a sequence of sets in
l0 such that l0 = ∪n∈NAn, An ⊂ An+1 and µ(An) <∞ for all n ∈ N. Define function N : P ×P → R
by
N (ν1, ν2) = lim
n→∞
(
2
∫
K
∫
K
∫
An
Lt(A,B)dµ(t)dν1(x)dν2(y)−
∫
K
∫
K
∫
An
Lt(A,B)dµ(t)dν1(x)dν1(y)
−
∫
K
∫
K
∫
An
Lt(A,B)dµ(t)dν2(x)dν2(y)
)
.
Then N = N 1/2 is a metric on the space P of all distributions of random convex compact sets.
Proof. Since the measure µ is σ-finite, there exists a sequence of the sets An ⊂ l0 such that
l0 = ∪n∈NAn, An ⊂ An+1 and µ(An) <∞ for all n ∈ N. Let us define
Ln(A,B) =
∫
An
Lt(A,B)dµ(t). (8)
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It holds that L(A,B) = lim
n→∞Ln(A,B). Note that 0 ≤ Lt(A,B) ≤ 4 for all t ∈ l0. It implies that
0 ≤ Ln(A,B) ≤ 4µ(An) <∞ for all n ∈ N and so PLn = P for all n ∈ N.
Further, we define Nn : P × P → R by
Nn(ν1, ν2) = 2
∫
K
∫
K
Ln(A,B)dν1(A)dν2(B)−
∫
K
∫
K
Ln(A,B)dν1(A)dν1(B) (9)
−
∫
K
∫
K
Ln(A,B)dν2(A)dν2(B).
Since the difference Ln+1(x, y)−Ln(x, y) is a negative definite kernel as an integral of negative definite
kernels, it follows from Proposition 2.7 that Nn(ν1, ν2) ≤ Nn+1(ν1, ν2). It is easy to see that
N (ν1, ν2) = lim
n→∞Nn(ν1, ν2) (10)
and it follows that N is well defined as a limit of non decreasing sequence. It holds that
Nn(ν1, ν2) =
∫
An
|νˆ1 − νˆ2|2 dµ,
so
N (ν1, ν2) =
∫
l0
|νˆ1 − νˆ2|2 dµ,
and from this relation, it follows that N = N 1/2 is a distance on the set P of all probability measures
on (K,U).
Let A and B be random convex compact sets with the distributions νA and νB, respectively. De-
note νˆAk1,...,kj and νˆ
B
k1,...,kj
characteristic functions of random vectors
(h(A, uk1), . . . , h(A, ukj )) and (h(B, uk1), . . . , h(B, ukj )), respectively. If we consider the measure
µ to be µg defined by the relation (6) and An = ι1,...,n(Rn), it is obvious that
Nn(νA, νB) =
n∑
j=1
∑
{k1,...,kj}⊆{1,...,n}
∫
Rj
∣∣∣νˆAk1,...,kj − νˆBk1,...,kj ∣∣∣2 g ◦ ιk1,...,kjdλj . (11)
SoNn(νA, νB) = 0 implies that all finite dimensional distributions of random vectors (hA(u1), . . . , hA(un))
and (hB(u1), . . . , hB(un)) are equal, and N (νA, νB) = 0 implies equality in distribution of the support
functions seen as two random processes on Sd−1.
4.2 Approximation of N-distance based on sample
Here we give a proposal how to calculate truncated version of N-distance introduced in Theorem 4.1
using the support functions from realisations of convex compact sets evaluated at finite set of directions
u1, . . . , un ∈ Sd−1, n ∈ N.
From the relations (9) and (10), it follows that the mentioned N-distance can be expressed as a
limit of integrals of negative definite kernel Ln, n ∈ N defined by (8). Suppose that the measure µ on
l0 takes the form of µg defined by relation (6) and that An = ι1,...,n(Rn), n ∈ N. Let A and B be two
realisations of random convex compact sets, and suppose we know the values of their support functions
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h(A, u1), . . . , h(A, un) and h(B, u1), . . . , h(B, un), respectively. From Proposition 3.3, we have that Ln
is of the form
Ln(A,B) =
n∑
j=1
∑
{k1,...,kj}⊆{1,...,n}
∫
Rj
(
1− cos
(
j∑
l=1
akltl
))
g ◦ ιk1,...,kjdt1 . . . dtj , (12)
where aj = h(A, uj)− h(B, uj) for j = 1, . . . , n. For n ∈ N and 1 ≤ D ≤ n, we define L(n,D)(A,B) as
further approximation of Ln(A,B) from (12) as
L(n,D)(A,B) =
D∑
j=1
∑
{k1,...,kj}⊆{1,...,n}
∫
Rj
(
1− cos
(
j∑
l=1
akltl
))
g ◦ ιk1,...,kjdt1 . . . dtj , (13)
where aj = h(A, uj)− h(B, uj) for j = 1, . . . , n. Now, we define
N(n,D)(ν1, ν2) = 2
∫
K
∫
K
Ln(A,B)dν1(A)dν2(B)−
∫
K
∫
K
Ln(A,B)dν1(A)dν1(B) (14)
−
∫
K
∫
K
Ln(A,B)dν2(A)dν2(B)
as a approximation of N-distance based on information available.
The value of D was introduced in order to reduce the difficulty and the time-consumption of
calculations, and moreover, it allows to choose the depth of investigating the dependence structure of A
andB as (11) implies equality of finite dimensional distributions for dimensions less or equal toD. Note
that D = n corresponds to testing equality of distributions of random vectors (h(A, u1), . . . , h(A, un))
and (h(B, u1), . . . , h(B, un)).
There is a lot of possibilities how to choose the weight functions g : l0 → R. In the following
two examples, we present evaluation of L(n,D) from (15), where the functions g’s are taken from the
examples 3.1 and 3.2.
Example 4.1 Consider the function g from Example 3.1. The following lemma helps us to calculate
the integrals in (12) by recursion.
Lemma 4.1 Let a1, . . . , an be an arbitrary sequence of real numbers and w1, . . . , wn be an arbitrary
sequence of positive real numbers. Define
Ic(k) =
∞∫
0
. . .
∞∫
0
cos
 k∑
j=1
ajtj
 exp
− k∑
j=1
(tj/wj)
 dt1 . . . dtk
and
Is(k) =
∞∫
0
. . .
∞∫
0
sin
 k∑
j=1
ajtj
 exp
− k∑
j=1
(tj/wj)
 dt1 . . . dtk.
It holds that
Ic(1) =
1
1 + (w1a1)2
, Is(1) =
w21a1
1 + (w1a1)2
and [
Ic(k)
Is(k)
]
= (wk/(1 + (wkak)
2))
[
1 −wkak
wkak 1
] [
Ic(k − 1)
Is(k − 1)
]
.
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Proof. This Lemma is direct consequence of the fact that
∞∫
0
cos(b+ at) exp(−t/w)dt = w(cos(b)− wa sin(b))/(1 + w2a2),
∞∫
0
sin(b+ at) exp(−t/w)dt = w(aw cos(b) + sin(b))/(1 + w2a2).
Example 4.2 Consider the function h from Example 3.2. Then for 0 < r < 2,
L(n,D)(A,B) =
D∑
j=1
∑
{k1,...,kj}⊆{1,...,n}
(
j∑
l=1
(h(A, ukl)− h(B, ukl))2
)r/2
, (15)
as ‖x‖ = cr
∫
(1− cos (〈t, x〉)) / ‖t‖r+1 dt, where x, t ∈ Rn and ‖·‖ is the Euclidean norm.
4.3 Empirical estimates and test of equality in distribution
In this section, we show minor modifications of two standard approaches for testing equality in distri-
bution of random elements using N-distances (see[12]) for our case of random convex compact sets.
Suppose we have m1 support functions h
(1)
1 , . . . , h
(1)
m1 of realisations A1, . . . ,Am1 from the random
convex compact set A with the distribution ν1 and m2 support functions h
(2)
1 , . . . , h
(2)
m2 of realisations
B1, . . . ,Bm2 from the random convex compact set B with the distribution ν2, all of them evaluated
in n different directions u1, . . . , un ∈ Sd−1. We want to test whether the samples come from the
same distribution without any assumption on their distributions, so we are addressing so called two-
sample problem. We test more general null hypothesis H0 : finite dimensional distributions of random
vectors (h(A, u1), . . . , h(A, un)) and (h(B, u1), . . . , h(B, un)) are equal for dimensions less or equal to
D, 1 ≤ D ≤ n, against the alternative hypothesis HA : the distributions are not the same.
Let L(n,D) be a negative definite kernel on K×K defined by (13) and N(n,D) is introduced in (14).
When the samples are of the same size m = m1 = m2, the first approach is to split each of those two
samples randomly into three sub-samples A′,A′′,A′′′ and B′,B′′,B′′′, respectively, of the size m/3
(assuming it is an integer) and define two independent samples of random variables U1, . . . , Um/3 and
V1, . . . , Vm/3 by
Ui = L(n,D)(A′i,B′i)− L(n,D)(A′i,A′′i ),
Vi = L(n,D)(B′′i ,B′′′i )− L(n,D)(A′′′i ,B′′′i ),
i = 1, . . . ,m/3. Under the null hypothesis these two samples of random variables are equally dis-
tributed while under the alternative hypothesis they are not equally distributed since EU − EV =
Nn,D(µ, ν) 6= 0. Now, a common univariate two sample tests can be used, for example the Kolmogorov-
Smirnov test (see [15]) or the Anderson-Darling test (see [22]), denoted as KS and AD in the sequel.
For small values of m (m < 120), the loss of information caused by splitting the files to the size
m/3 leads to the situation where the use of asymptotic statistics for the Kolmogorov-Smirnov test is
not recommended. In the case of smaller m or in the case of m1 6= m2, it is better to use permutation
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version of the test. It means that first, we evaluate the empirical unbiased U-statistics estimate (see
[26]) of the square of N(n,D)
Nˆ(n,D) =
2
m1m2
m1∑
i=1
m2∑
j=1
L(n,D)(Ai,Bj)−
1
m1(m1 − 1)
m1∑
i=1
m1∑
j=1
L(n,D)(Ai,Aj)
− 1
m2(m2 − 1)
m2∑
i=1
m2∑
j=1
L(n,D)(Bi,Bj).
Then we choose the number of permutations s (about 1000 is recommended), and s times, we permute
the considered 1, . . . ,m1 + m2 sets. Consequently we split them back into two samples of the length
m1 and m2, respectively, and for each of the permutations, we calculate Nˆ (i)(n,D), i = 1, . . . , s. Under
the null hypothesis, the permutations do not modify the distribution of random variable N. If the
distributions of the two samples differ, we expect that after the permutations, the value of N-distance
is smaller. Thus, we define
p =
#
{
i : Nˆ (i)(n,D) ≥ Nˆ(n,D)
}
+ 1
s+ 1
which is the estimate of the probability that under the null hypothesis, the N-distance is larger than
its measured value. For a given significance level α ∈ [0, 1] , we reject the null hypothesis if p ≤ α,
otherwise the null hypothesis is not rejected.
Note that in both proposed test, kernel L(n,D) could be replaced by an arbitrary strongly negative
definite kernel on Rn, e.g. the ones from Example 2.1, which would lead to standard kernel test for
equality in distribution of random vectors.
5 Assessing similarity of general random sets
In this section, we show how to use the test for equality of distribution of the convex compact sets for
assessing similarity of realisations of general random sets.
5.1 Two-realisation problem
Suppose that we have two realisations of random sets. The aim is to decide whether they come from
the same underlying process. It is based on comparing their inner structure, which can be considered
as a union of convex compact sets. The approach is as follows.
1. Approximate each of the realisations by a union of convex compact sets with disjoint interiors
in the following way:
(a) cover each of the realisations by discs with the same radii so that the disc centres form a
Poisson disc sample process (see [4]),
(b) construct the Voronoi tessellation over the disc centres (see [1]),
(c) the cells of the Voronoi tessellation intersected with the covering discs form the division of
the realisation approximation by unions of convex compact sets.
2. From each of the tessellations over the disc union, randomly sample a given number of cells.
(note that they are convex compact).
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F IGURE 2 Steps of testing equality in distribution of random sets when having two realisations only.
3. Apply the test described in Section 4.3. The obtained p-value is themeasure of similarity of the realisations.
For better imagination, the procedure is graphically shown in Figure 2. Note that the radius of covering discs
in step 1. must be the same for both realisations. It is chosen so that the approximation of both the realisations is
precise enough, i.e. we take the smaller of the optimal radii derived for the realisations. More details concerning the
approximation can be found in Gotovac et al. (2016).
5.2 | Simulation study
In our simulation study, we consider three different random set models. The first one is a random-disc Booleanmodel
(Chiu et al., 2013), where the centres of discs form a Poisson point process and discs radii are independent on each other
aswell as on the disc centres. The second process is a disc processwhose discs form clusters, thereforewe call it a cluster
process in the sequel. The third process is called repulsive process since the discs tend to be separated from each other.
The realisations of the cluster and repulsive process are obtained by the simulations of Quermass-interaction process
with suitably chosen parameters (Møller andHelisová, 2008). Examples of the realisations of these three processes
together with their approximations described in Section 5.1 are shown in Figure 3. We consider 400 realisations of the
Booleanmodel, cluster process and repulsive process, respectively, and apply the test using 200 and 200 realisations of
the same processes as well as 200 and 200 realisations of different processes. Thus, we have six different combinations
of 200 pairs in the study.
Figure 2: Steps of testing equality in distribution of random sets when having two realisations only.
3. Apply the test described in Section 4.3. The obtained p-value is the measure of similarity of the
realisations.
For better imaginati , the procedure is gr phically shown in Figure 2. Note that the radius of
cover g discs in st p 1. ust be the same for bot realisations. It is chosen so that the ppr ximation
of both the realisations is pr cise en ugh, i.e. we tak the smaller of he optimal radii d ived for the
realis tions. More details concerning the approximation can be found in [6].
5.2 Simulation study
In our simulation study, we consider three different random set models. The first one is a random-disc
Boolean model (see [1]), where the centres of discs form a Poisson point process and discs radii are
independent on each other as well as on the disc centres. The second process is a disc process whose
discs form cl s ers, therefore we call it a cluster process in t e sequ l. The third process is called
repulsive process sinc the discs tend to be separated from each othe . Th realisations of the cluster
and repulsive process are obtained by the imulation of Quermass-interac ion proc ss with uitably
chosen parameters (see [18]). Examples of the realisations of these three processes together with their
approximations described in Section 5.1 are shown i Figure 3. We consider 400 realisations of the
Boolean model, cluster process and repulsive process, respectively, and apply the test using 200 and
200 realisations of the same processes as well as 200 and 200 realisations of different processes. Thus,
we have six different combinations of 200 pairs in the study.
We plot the original images in resolution 400×400 pixels, then the optimal radii are R = 5 pixels
for the repulsive process, R = 7 pixels for the Boolean model and R = 13 pixels for the cluster process.
It means that when we compare two realisations of the cluster processes, we use the radius R = 13,
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F IGURE 3 Examples of realisations of the cluster process, the Booleanmodel and the repulsive process, and their
approximations used for testing.
We plot the original images in resolution 400×400 pixels, then the optimal radii are R = 5 pixels for the repulsive
process, R = 7 pixels for the Booleanmodel and R = 13 pixels for the cluster process. It means that whenwe compare
two realisations of the cluster processes, we use the radius R = 13, when we compare a realisation of the cluster
processes and a realisation of the Booleanmodel, we use R = 7, andwhenwe compare realisations of the cluster process
and the repulsive process, we use R = 5. Analogously, we use R = 7 for comparing two Booleanmodels and R = 5 for
comparing the Booleanmodel and the repulsive process as well as for comparing two repulsive processes.
From the approximating tessellations, we randomly samplem non-neighbouring cells whose support functions are
evaluated in the angles ui =
2π
n i , i = 0, . . . , n − 1 for a given n ∈ ￿, andwe apply tests from Section 4.3 using different
negative definite kernels on￿n ×￿n applied on n-dimensional vectors of discretised support functions. Here, n = 10
because computation of kernels are time consuming andwider simulation study showed that larger n does not give any
improvement in the test powers. The size of the sample of cells ism = 100 for the permutation test while we use s = 999
permutations, andm = 300 for the test involving KS and AD. As strongly negative definite kernels, we use the Euclidean
distance kernel with r = 1, the Gaussian kernel withV = 10I (I is the identity matrix) and the Cauchy kernel withV = I
from Example 2.11, further the kernel from Example 4.2, where D = 3 andwi = 1, and the kernel from Example 4.4,
whereD = 3 and r = 1. The histograms of p-values obtained from permutation test are plotted in Figure 4, and p-values
for the test using KS and AD are plotted in Figure 5. In all cases, we can observe that comparing realisations of the same
processes, the p-values are approximately uniformly distributed. It means that the test finds the cells to be identically
distributed, so the realisations are similar enough. On the other hand, when assessing similarity of different processes,
Figure 3: Examples of realisations of the cluster process, the Boolean model and the repulsive process,
and their approximations used for testing.
when we compare a realisation of the cluster processes and a realisation of the Boolean model, we
use R = 7, and when we compare realisations of the cluster process and the repulsive process, we use
R = 5. Analogously, we use R = 7 for comparing two Boolean models and R = 5 for comparing the
Boolean model and the repulsive process as well as for comparing two repulsive processes.
From the approximating tessellations, we randomly samplem non-neighbouring cells whose support
functions are evaluated in the angles ui = 2pin i, i = 0, . . . , n− 1 for a given n ∈ N, and we apply tests
from Section 4.3 using different negative definite kernels on Rn×Rn applied on n-dimensional vectors
of discretised support functions. Here, n = 10 because computation of kernels are time consuming and
wider simulation study showed that larger n does not give any improvement in the test powers. The
size of the sample of cells is m = 100 for the permutation test while we use s = 999 permutations, and
m = 300 for the test involving KS and AD. As strongly negative definite kernels, we use the Euclidean
distance kernel with r = 1, the Gaussian kernel with V = 10I (I is the identity matrix) and the
Cauchy kernel with V = I from Example 2.1, further the kernel from Example 4.1, where D = 3 and
wi = 1, and the kernel from Example 4.2, where D = 3 and r = 1. The histograms of p-values obtained
from permutation test are plotted in Figure 4, and p-values for the test using KS and AD are plotted
in Figure 5. In all cases, we can observe that comparing realisations of the same processes, the p-
values are approximately uniformly distributed. It means that the test finds the cells to be identically
distributed, so the realisations are similar enough. On the other hand, when assessing similarity of
different processes, the p-values are very close to zero, so the hypothesis of identical distribution of the
cells is significantly often rejected, thus we can conclude that the similarity measure is very low, i.e.
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the original sets are not similar. Finally, in Figure 6, it is seen that the new kernels give larger test
power in both test procedures. Moreover, all permutation versions of kernel tests have larger power
than envelope tests used in [6], while the versions of kernel tests using KS and AD test show less power
than envelope tests.
6 Conclusion
We have constructed the class ofN-distances on the space of the distribution of random convex compact
sets represented by random continuous functions on the unit sphere. The obtained N-distances are
used for testing the equality in distribution of random convex compact sets. Two different testing
procedures have been proposed. Further, the method for evaluating a truncated version of the strongly
negative definite kernel used in the testing procedure is introduced, which allows to choose the depth of
dependence structure. A large rank of testing density functions is proposed. Moreover, when observed
the sets from different directions, different weights can be given to the directions. All these options
make the test very flexible, so it allows to test hypotheses sensitive to different aspects. Finally, the
extensive simulation study including comparison of test powers was performed with very satisfactory
results. Thus, we can conclude that we have obtained a convenient test for equality of distributions of
random convex compact sets. Note that although it was primarily constructed for distinguish between
random sets, there is a wider field of applications, for example comparing random continuous functions
on compact domains or time series, the p-values obtained from the two-realisation test can be used as
a similarity measure between two realisations of random sets in several machine learning algorithms
etc. Possible applications and corresponding modifications of the introduced methods are topics of
the future research.
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F IGURE 4 Histograms of p-values of permutation version of test based onN-distances using kernel introduced in
Example 4.2 (the first column), Example 4.4 (the second column), Cauchy kernel (the third column), Euclidean distance
kernel (the fourth column) and Gaussian kernel (the fifth column) from Example 2.11 for testing all pairs of simulated
processes, i.e. Boolean-cluster (the first row), Boolean-repulsive (the second row), cluster-repulsive (the third row),
Boolean-Boolean (the forth row), cluster-cluster (the fifth row) and repulsive-repulsive (the sixth row). In each case,
200 pairs of realisations are usedwith number of sampled cellsm = 100, the number of permutations is s = 999.
Figure 4: Histograms of p-values of permutation version of test based on N-distances using kernel
introduced in Example 4.1 (the first column), Example 4.2 (the second column), Cauchy kernel (the
third column), Euclidean distance kernel (the fourth column) and Gaussian kernel (the fifth column)
from Example 2.1 for testing all pairs of simulated processes, i.e. Boolean-cluster (the first row),
Boolean-repulsive (the second row), cluster-repulsive (the third row), Boolean-Boolean (the forth
row), cluster-cluster (the fifth row) and repulsive-repulsive (the sixth row). In each case, 200 pairs of
realisations are used with number of sampled cells m = 100, the number of permutations is s = 999.
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F IGURE 5 Histograms of p-values when using version of test based onN-distances where KS and AD are involved
using kernel introduced in Example 4.2 (the first column), Example 4.4 (the second column), Cauchy kernel (the third
column), Euclidean distance kernel (the fourth column) and Gaussian kernel (the fifth column) from Example 2.11 for
testing all pairs of simulated processes, i.e. Boolean-cluster (upper left), Boolean-repulsive (upper middle),
cluster-repulsive (upper right), Boolean-Boolean (lower left), cluster-cluster (lowermiddle) and repulsive-repulsive
(lower right). In each case, 200 pairs of realisations are usedwith number of sampled cellsm = 300.
Figure 5: Histograms of p-values when using version of test based onN-distances where KS and AD are
involved using kernel introduced in Example 4.1 (the first column), Example 4.2 (the second column),
Cauchy kernel (the third column), Euclidean distance kernel (the fourth column) and Gaussian kernel
(the fifth column) from Example 2.1 for testing all pairs of simulated processes, i.e. Boolean-cluster
(upper left), Boolean-r pulsive (upper middle), cluster-rep lsive (upper right), Boolean-Boolean (lower
left), cluster-cluster (lower middle) and repulsive-repulsive (lower right). In each case, 200 pairs of
realisations are used with number of sampled cells m = 300.
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F IGURE 6 Power of the tests for different cell sample sizesm and employing different tests when comparing
Boolean vs repulsivemodel (left), Boolean vs cluster model (middle) and cluster vs repulsivemodel (left). The
significance level was chosen α = 0.05. We compare the permutation versions of the tests based onN-distances and
envelope tests (upper) and tests based onN-distances and KS and AD test (lower).
Figure 6: Power of the tests for different cell sample sizes m and employing different tests when
comparing Boolean vs repulsive model (left), Boolean vs cluster model (middle) and cluster vs repulsive
model (left). The significance level was chosen α = 0.05. We compare the permutation versions of the
tests based on N-distances and envelope tests (upper) and tests based on N-distances and KS and AD
test (lower).
