Classification of patient samples is an important aspect of cancer diagnosis and treatment. The support vector machine (SVM) has been successfully applied to microarray cancer diagnosis problems. However, one weakness of the SVM is that given a tumor sample, it only predicts a cancer class label but does not provide any estimate of the underlying probability. We propose penalized logistic regression (PLR) as an alternative to the SVM for the microarray cancer diagnosis problem. We show that when using the same set of genes, PLR and the SVM perform similarly in cancer classification, but PLR has the advantage of additionally providing an estimate of the underlying probability. Often a primary goal in microarray cancer diagnosis is to identify the genes responsible for the classification, rather than class prediction. We consider two gene selection methods in this paper, univariate ranking (UR) and recursive feature elimination (RFE). Empirical results indicate that PLR combined with RFE tends to select fewer genes than other methods and also performs well in both cross-validation and test samples. A fast algorithm for solving PLR is also described.
INTRODUCTION
Classification of patient samples is an important aspect of cancer diagnosis and treatment. Conventional diagnosis of cancer has been based on examination of the morphological appearance of stained tissue specimens under light microscopy. However, this method is subjective and depends on highly trained pathologists. Microarrays offer hope that cancer classification can be objective and highly accurate, providing clinicians with the information to choose the most appropriate forms of treatment. See Golub et al. (1999) , Khan et al. (2001) , Lee and Lee (2002) , Ramaswamy et al. (2001) , Tibshirani et al. (2002) and references therein for recent work.
The support vector machine (SVM) is one of the methods that has been successfully applied to the cancer diagnosis problem in previous studies (Lee and Lee, 2002; Mukherjee et al., 1999; Ramaswamy et al., 2001) . In two-class classification, the linear SVM fits a model f ( x) = b 0 + The classification decision is then made according to sign [ f ( x) ]. However, one weakness of the SVM is that it only estimates sign[ p( x) − 1/2], while the probability p( x) is often of interest itself, where p( x) = P(C = 1|X = x) is the conditional probability of a point being in class 1 given X = x. In going from two-class to multi-class classification, the one-vs-rest scheme is often used: given K classes, the problem is divided into a series of K one-vs-rest problems, and each one-vs-rest problem is addressed by a different class-specific SVM classifier (e.g. 'class 1' vs. 'not class 1'); then a new sample takes the class of the classifier with the largest real valued output c = argmax k=1,...K f k , where f k is the real valued output of the kth SVM classifier. Recently, Lee and Lee (2002) extends the two-class SVM to the multiclass case in a more direct way and estimates argmax k P(C = k|X = x) directly, but it still lacks the estimates of P(C = k|X = x) themselves.
In this paper, we use penalized logistic regression (PLR) classifier to address the cancer diagnosis problem. The motivation for the use of PLR is pointed out in Zhu and Hastie (2002) . PLR not only performs as well as the SVM in two-class classification, but can also naturally be generalized to the multi-class case. Furthermore, PLR provides an estimate of the underlying class probabilities p ( x) .
Maximum likelihood and the Newton-Raphson algorithm is the traditional way to solve PLR numerically. However, the computation is prohibitive when the number of variables is large. We use a transformation trick to make the computation feasible, but the computational cost can still be high. To further reduce the computation, we use a sequential minimal optimization (SMO) algorithm (Platt, 1998) to solve PLR in this paper. This method was first proposed in Keerthi et al. (2002) for two-class classification; we generalize it to the multi-class case.
Besides predicting the correct cancer class for a given tumor sample, another challenge in microarray cancer diagnosis is to identify the relevant genes which contribute most to the classification. We consider two feature (gene) selection methods in this paper, univariate ranking (UR) (Dudoit et al., 2002; , and recursive feature elimination (RFE) (Guyon et al., 2002) , and compare their performance when used with both PLR and the SVM on three cancer diagnosis data sets.
Our analysis of these data sets indicates that PLR and the SVM perform similarly when combined with either univariate ranking or recursive feature elimination; the recursive feature elimination method seems to perform better than the univariate ranking method; PLR tends to select fewer genes than the SVM. Overall, PLR with recursive feature elimination seems to perform the best in both predicting the cancer class and reducing the redundant genes.
The formulation of PLR is given in Section 2. In Section 3, we describe the two gene selection methods, UR and RFE. In Section 4, we apply both PLR and the SVM to three microarray cancer data sets. How to solve PLR using the SMO algorithm is described in the Appendix.
PENALIZED LOGISTIC REGRESSION
In standard K -class classification problems, we are given a set of training data (
. . x i p ) T , the output c i is qualitative and assumes values in a finite set {1, 2, . . . , K }. We wish to find a classification rule from the training data, so that when given a new input x, we can assign a class label k from {1, 2, . . . , K } to it. Usually it is assumed that the training data are an independently and identically distributed sample from an unknown probability distribution P(X, C). The conditional probability of a point being in class k given X = x is denoted as p k ( x) = P(C = k|X = x). The Bayes classification rule is given by
PLR formulation
The logistic regression model arises from the desire to model the conditional probabilities of the K classes via linear functions in x, while at the same time ensuring that they sum to one and remain in [0, 1] . The model has the form
, . . .
, where
Logistic regression models are usually fit by maximum likelihood. Since p k ( x) completely specifies the conditional probabilities, the multinomial distribution is appropriate. Given the training set (
With expression arrays, it is typical that p n (e.g. n = 35, p = 7000). The consequent implications on the logistic regression model are:
• The classes are usually linearly separable.
• The log-likelihood achieves a maximum of 0.
• The parameters b k j are not uniquely defined, and indeed many will be infinite.
To avoid this problem, we consider the quadratically-regularized negative log-likelihood (see Hastie et al. (2001) for motivation):
where y i is a binary K -vector that re-codes the response c i , with values all zero except a 1 in position k if the class is k, and f (
It can be shown that in this quadratically-regularized model, the constraint (2.3) is not necessary any more, for at the minimum of (2.4),
In the microarray cancer diagnosis problem, x i j denotes the expression for gene j = 1, 2, . . . , p and sample i = 1, 2, . . . , n. Since p is often very large (in the thousands), minimizing (2.4) directly is computationally prohibitive. To reduce the computation, we notice that the score equation of (2.4) is given by
where X n× p is a matrix with x i j as the (i, j)th element, y k is a n × 1 vector containing y ik , i = 1, . . . , n, and p k is also a n × 1 vector containing p k ( x k ), i = 1, . . . , n. The score equation (2.5)-(2.6) indicates that b k is in the row space of X n× p , or equivalently b k can be written as
Let the Euclidean inner product
Then f k ( x) which minimizes H also has the form
Thus (2.4) becomes
The PLR model is fit by finding the a ik that minimize (2.10), then the b k j can be obtained using (2.7). The number of parameters is reduced from the ( p + 1)K of (2.4) ( pK b k j and K b k0 ) to the (n + 1)K of (2.10) (nK a ik and K b k0 ), making the computations feasible for reasonably small n.
In two-class classification (i.e. K = 2), we showed in Rosset et al. (2002) that if the training data are separable, then as λ → 0, the probability estimates p k ( x) → {0, 1} and the classification boundary given by PLR converges to that of the SVM. Therefore, like the SVM, PLR can also be viewed as a technique for fitting a maximum margin classifier.
Computational issues
Since (2.10) is convex, it is natural to use the Newton-Raphson method to minimize H . In order to guarantee convergence, suitable bisection steps can be combined with the Newton-Raphson iterations. Operational details can be found in Zhu and Hastie (2002) . The drawback of the Newton-Raphson method is that in each iteration, an nK × nK matrix needs to be inverted. Although this can be approximated by a one-step Gauss-Seidel or Jacobian approach (reducing the computation to inverting K n × n matrices), the computational cost is still high when n or K is large.
Recently Keerthi et al. (2002) proposed a dual algorithm for two-class PLR which avoids inverting huge matrices. It follows the spirit of the popular sequential minimal optimization (SMO) algorithm (Platt, 1998) . Preliminary computational experiments show that the algorithm is robust and fast. Keerthi et al. (2002) describes the algorithm for two-class classification; we have generalized it to the multi-class case. A detailed description of the multi-class case algorithm is given in the Appendix.
FEATURE SELECTION
Besides predicting the correct cancer class for a given tumor sample, another challenge in microarray cancer diagnosis is to identify the relevant genes which contribute most to the classification. In this section, we describe two feature (gene) selection methods.
Univariate ranking
Several proposals have been made for ranking genes in terms of their classification performance. Golub et al. (1999) first introduced a ranking criterion for each gene in two-class classification. The criterion is defined as
j indicate the average and standard deviation of the gene expression levels of gene j for all samples of class k. Later on Dudoit et al. (2002) used the ratio of between-to within-sum-of-squares of each gene for the multi-class case:
wherex j is the overall mean expression levels of gene j, n k is the number of training samples belonging to class k, and σ j is the pooled within-class standard deviation for gene j:
The idea is to rank the genes according to the value of ρ j , and then use the largest m as features in the PLR model. m would then be regarded as a nuisance parameter that has to be determined.
Recently, Tibshirani et al. (2002) proposed the shrunken centroids method for classification. Their soft thresholding approach uses shrinkage and gene selection, integrated into a naive Bayes classifier. It also effectively uses univariate gene selection, based on t-statistics for each gene of each class.
These criteria all implicitly assume orthogonality among the features (genes), because each ρ j is computed with information about a single gene and does not take into account mutual information between genes. Guyon et al. (2002) described another gene selection method based on recursive feature elimination (RFE). At each step of the iterative procedure, a classifier is fitted with all the current features, a ranking criterion is computed for each feature, and the feature with the smallest ranking criterion is removed. A commonly used ranking criterion is defined as
Recursive feature elimination
where P is a loss function calculated on the training data, and b j is the coefficient corresponding to feature j. P j roughly approximates the sensitivity of P to feature j. For the mean-squared-error classifier (P = y − b T x 2 ) and linear SVMs, P j = b 2 j x j 2 which is similar to a t-statistic, where x j is the n-vector of sample values for gene j. Assuming that the values of each feature have similar ranges, P j = b 2 j is also often used. For computational reasons, it may be more efficient to remove a large number of features at a time, at the expense of possibly degrading the classification performance.
RESULTS
In this section, we fit both PLR and the SVM models to three cancer diagnosis microarray data sets. We use the two feature selection methods in Section 3 to reduce the number of genes. For the univariate ranking method (UR), we first use (3.1) to compute a ranking (in the descending order of ρ j ) of all the genes. Then we employ an iterative procedure that goes as the following: we start with fitting both PLR and the SVM models using all the genes, then we remove 10% of the genes in the model that are at the bottom of the ranking, we refit the models with the remaining genes, and iterate. For the recursive feature elimination (RFE) with PLR, at each step of the iteration, we fit the model as in (2.1) and (2.8):
and eliminate the genes with the overall smallest 10% b 2 k j values. So at each step we may eliminate different number of genes for different k. For the SVM RFE, since we use the one-vs-rest scheme as described in Section 1, the b 2 k j are not comparable for different k, hence at each step, we remove the genes with the smallest 10% b 2 k j values for each class k. The number of genes in the final model is selected by cross-validation and the performance of the final model is evaluated on test samples. Ranking genes (lambda = 1/1024) (With 2308 Genes/Class) Before applying PLR, we standardize each sample as is usually done in microarray studies, e.g. Dudoit et al. (2002) and Guyon et al. (2002) , so the mean and standard deviation of the expression levels of each sample are 0 and 1 respectively.
Choosing λ
The regularization parameter λ in (2.4) and (2.10) is chosen by cross-validation without gene selection. The cross-validated deviance is used as the criterion. For example, Figure 1 shows the result for the SRBCT data. The SRBCT data are described in more detail in Section 4.3. The minimum cross-validated deviance corresponds to λ = 1/1024, hence λ = 1/1024 is chosen as the regularization parameter. The right panel of Figure 1 plots the values of ranking criterion for each gene of each class based on (3.2) for PLR model. The chosen λ = 1/1024 is used and all the genes are in the model. We can see the distribution of the ranking criterion values is highly skewed: most of the genes are clustered in the bottom (with small ranking criterion values), only a few are scattered in the top (with large ranking criterion values). This indicates that most of the genes are redundant genes for the classification. The points with red circles correspond to the genes selected by PLR RFE, which is going to be described in Section 4.3. For comparison, we set the regularization parameter for the SVM models the same as that for the PLR models.
Leukemia data
This data set consists of 38 training samples and 34 test samples of two types of acute leukemias, acute myeloid leukemia (AML) and acute lymphoblastic leukemia (ALL) . Each sample is a vector of 7129 genes. 10-fold cross-validation and λ = 1/16 are used.
The results are plotted in Figure 2 and summarized in Table 1 . Notice that for UR, the rankings of genes only depend on the gene expression levels and do not depend on the fitted model, so PLR and the SVM use the same set of genes at each step. However in the RFE, the b 2 k j values depend on the fitted model, so that at each step, PLR and the SVM remove different genes. In the upper part of Figure 2 Use UR we can see that when using the same set of genes (i.e. using the UR), PLR and the SVM give similar classification results, which agrees with the findings of Rosset et al. (2002) and Zhu and Hastie (2002) . The minimum cross-validation error for PLR occurs at 135 genes and 60 genes in the UR and the RFE respectively. To obtain a more manageable set of genes, we sacrifice one more cross-validation error (which only increases the cross-validation error from 1 to 2 in both the UR and the RFE) and this yields 16 genes and 26 genes. The estimated probabilities from the PLR model of the test samples are plotted in the lower part of Figure 2 . The ones with red circles are the misclassified test samples. Apart from the misclassified one, most other samples have good separation between the two classes (i.e. the estimated probability is close to either 1 or 0).
SRBCT data
This data set consists of microarray experiments of small round blue cell tumors (SRBCT) of childhood cancer (Khan et al., 2001) . The tumors are classified as Burkitt lymphoma (BL), Ewing sarcoma (EWS), neuroblastoma (NB), or rhabdomyosarcoma (RMS). A total of 63 training samples and 25 test samples are provided. Five of the test samples are actually non-SRBCT. Each sample consists of expression measurements on 2308 genes. 10-fold cross-validation and λ = 1/1024 are used.
The results are plotted in Figure 3 and summarized in Table 2 . As with the leukemia data, we observe that when using the same set of genes (i.e. using the UR), PLR and the SVM give similar classification results, while using the RFE, PLR tends to reduce more genes than the SVM. The PLR model choose 14 genes for using the UR and 8 genes for using the RFE. The estimated probabilities from the PLR model of the test samples are plotted in the lower part of Figure 3 . The test error is zero. The ones with violet circles are the maximum estimated probabilities of the five non-SRBCT test samples. Apart from these five samples, most other samples have good separation.
Ramaswamy data
This data set was described in detail by Ramaswamy et al. (2001) . It consists of 144 training tumor samples and 54 test tumor samples, spanning 14 common tumor classes that account for 80% of new cancer diagnoses in the US. Among these 54 test samples, 8 are metastatic samples. There are 16 063 genes for each sample. 8-fold cross-validation and λ = 1/4 are used.
The results are plotted in Figures 4 and 5 and summarized in Table 3 . The prediction results for this data set are not as good as for the other two data sets. This may be due to the relatively large number of cancer classes (K = 14), making it harder to distinguish between classes.
It is worth noting that all four methods choose a large number of genes when compared to the other two data sets, but the RFE method chooses far fewer genes than the UR method. The estimated probabilities of the test samples are plotted in Figure 5 . The ones with black circles are the misclassified test samples and the ones with violet circles are the misclassified metastatic test samples. The maximum probabilities of many of these misclassified samples are not far away from their second highest probabilities. We can also see that the breast, renal and pancreas tumor samples are the most difficult samples for classification.
Discussion
PLR with RFE found 26 genes that distinguished AML from ALL with a lower error rate than the methods employed in Golub et al. (1999) and Tibshirani et al. (2002) . The results of Golub et al. (1999) and Tibshirani et al. (2002) are summarized in Table 4 . Our list of 26 genes includes myeloperoxidase and barely missed terminal deoxynucleotidyl transferase. These two genes were not identified in Golub et al. (1999) but are known to be excellent markers for AML and ALL, respectively (Tibshirani et al., 2002) .
In the SRBCT data set, PLR using RFE found two genes for each class, hence a total of eight genes were identified. This result seems far superior to that of the neural network method of Khan et al. (2001) , which required 96 genes to obtain zero test error (Table 5) . Of our eight genes, seven were also found by the neural network method, except for 'cold shock domain protein A'. Comparing our eight genes to the 43 genes found in Tibshirani et al. (2002) , the eight genes are all in the list of Tibshirani et al. (2002) . This may imply that the simple linear model used by PLR captures the interactions among genes better than the shrunken centroids model. The Ramaswamy data set has 14 classes. PLR using RFE identified 294 genes. Given the relatively large number of classes (K = 14) and the large number of original genes ( p = 16 063), this is a sizable reduction. The biological meanings of the genes that were identified need further investigation. Note that Ramaswamy et al. (2001) utilized all 16 063 genes in their study to achieve an error rate (12/54). The tendency that PLR selects fewer genes than the SVM for the studied data sets may be understood heuristically. For the microarray cancer diagnosis problems under study, the training sets are usually linearly separable down to just a few genes. Therefore the solution of the SVM is rather insensitive to the value of the regularization parameter λ in (1.1). Actually when λ is small enough (λ = 1/128 is usually adequate), the solution of the SVM will be the same for different λ values, which indicates that the regularization does not have much of an effect. This is not the case for PLR. Regularization always shrinks the coefficients b k j , no matter what the value of λ is, and makes the irrelevant genes more likely to be removed. This can be also understood from a fundamental difference between the SVM and PLR. As pointed out in Section 1, the SVM estimates sign[ p( x) − 1/2] asymptotically, hence f ( x) is close to −1 or 1, and PLR estimates the logit of probabilities, hence f ( x) is in the range of −∞ and ∞. Therefore, the shrinkage of PLR seems to be more effective.
Although PLR provides an estimate of the class probability, we need to be cautious when using these probability estimates. In the above numerical results, we observe that the misclassified test samples tend to have smaller estimated class probabilities than the correctly classified test samples (see Figures 2 and  5 ). However, a probability estimate close to 1 does not mean we can be sure about the classification. For example, in Figure 3 , we would have expected that the five non-SRBCT samples have relatively small probability estimates (some indeed do), since they do not belong to any of the four tumor classes; but some of these samples have received probability estimates very close to 1. In some sense, estimating the class probability is more difficult than doing classification itself. For example, if we know the true class probability, then we can do classification optimally, but the reverse is not true.
It is also worth noting that, in our paper, the regularization parameter λ is chosen without gene selection. Hence it may not be the optimal regularization when we reduce the number of genes. To search for the optimal regularization parameter λ, we need to consider a much bigger set of possible models, and the number of all possible models grows exponentially fast as the number of iterations increases, which incurs extremely high computational cost. Our approach is a simplified search that reduces the computational cost: i.e. the number of models we consider grows linearly as the number of iterations increases. An improvement to our approach might be the following: start with a regularization parameter λ chosen using all the genes, reduce the number of genes, then search for a better regularization parameter using the remaining genes and iterate. We leave this as an open issue that we will investigate in our future work.
CONCLUSION
We have proposed penalized logistic regression (PLR) for the microarray cancer diagnosis problem. The empirical results on three data sets show that when using the same set of genes, PLR and the SVM perform similarly in classification, but in addition PLR provides an estimate of the underlying probability. When using the recursive feature (gene) elimination method to select relevant genes for cancer classification, PLR tends to reduce more genes than the SVM. The Lagrangian for this problem is:
where a ik and a 0 are the Lagrangian multipliers. Therefore the KKT optimality conditions are given by
which allow us to express b k and ξ ik as functions of a ik :
Here we enforce Once the dual problem is solved for a ik , the primal variables b k and ξ ik can be obtained using (A.8) and (A.9).
To solve (A.11), we first replace a i K with − K −1 k=1 a ik , hence (A.11) becomes Now we can write down the optimality conditions for (A.14). The Lagrangian for (A.14) is theñ
Then the KKT conditions for (A.14) are Find t * which minimizes the dual D (A.14). (B3) Update a r +1 according to (A.22)-(A.24) . Go back to step (B2).
Notice that the step (B2) is a univariate optimization problem, and updating formulae can be used to calculate F ik and D.
