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This research revolves around the civil liberties issue of attainment of insight into 
digital surveillance. Thanks to recurring news headlines featuring Wikileaks, GCHQ, 
Edward Snowden, Russian hacking, Cambridge Analytica, and fake news, public 
discourse around privacy, surveillance, and trust has been nurtured. Experts in this 
discourse argue that digital-surveillance by both business and state should be a 
concern to individuals and that they should have an insight into what is happening to 
the data they generate. 
This research is grounded in work as an I.T. professional working in the higher 
education domain. The thesis describes activities that provide an insight into data 
analysis practices and documents the journey of understanding how these activities 
can become an intervention that makes technology politically 'real'.  Using a critical 
realist perspective, the researcher is able to identify phenomena and aspects of the 
problem domain, recontextualising them to produce new models of understanding. 
Among the outputs of this research are repeatable strategies for running activities to 
develop the understanding of digital surveillance. During the development of these 
strategies, it was found that an approach of merely teaching how openly available 
statistical methods work does not appear to engage the vast majority of learners. The 
thesis puts forward a type of intervention where freely available statistical methods 
are applied to community-created data from the digital-commons. 
The new models of understanding and intervention strategies can form the basis of 
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Abduction/Abductive Reasoning Generate higher levels of abstraction, done by 
interpretation of concepts identified during Analytical Resolutions (Danermark, 
Ekstrom, Karlsson. 2001, p223). The processes take place in the creation of 
Theoretical Redescriptions. 
Analytical Resolutions Stage two of Critical Realist research, as formalised by 
Explaining Society. Dissolve the descriptions (from descriptions stage) into 
components and layout the relationships between these components. 
Analysis of digital footprints model Conceptual model created through the 
research, created through the Theoretical Redescription/Abduction stage 
API Application Programming Interface. Standardised procedures for interacting with 
a computer program or software to obtain data or functionality. 
Causal Mechanism see mechanism 
Computer Coding Writing a set of instructions in a programming language to get 
the computer to perform a task. Much of the coding in this thesis is related to the 
extraction of data, or the performing of statistical methods upon data 
Conceptual model Model in which conceptualisation of relationships between 
concepts is mapped. (Sayer 2010, p50) 
Context Realistic Evaluation uses the term Context to describe the social system, 
environmental, and human factors with an influence on behaviour.  
Contextualisations Stage five of Critical Realist research, as formalised by 
Explaining Society. Investigation of the relationships between context, structures 
and mechanisms. 
Context-Intervention-Mechanism-Outcome Configuration (CIMOc) An extension 
to Realistic Evaluations CMO logic, where interventions are also described. A logic 
configuration that describes context, intervention, mechanisms and outcome.  
Critical Realism  A philosophy of science best described as a “series of philosophical 
positions emerging from a broad alliance of social theorists and researchers” (Archer,  
2016, p1). 




Data-relationship Relationship between business and individual. In these 
relationships, individual and organisations are connected through the generation of 
personal data which is analysed, often findings of this analysis are used in attempts 
to generate more data. 
Digital footprint The harvesting of vast amounts data because modern 
communications technology captures huge quantities of data about its usage Users 
interactions with technology leave behind digital ‘footprints’ that can be analysed to 
obtain an understanding of their patterns of behaviour (Kleinberg, 2007). 
Deductive Reasoning “To derive logically valid conclusions from given premises.” 
(Danermark, Ekstrom, Karlsson 2001, p103).  Strictly analytical. 
Descriptions Stage one of Critical Realist research, as formalised by Explaining 
Society. The making of exploratory descriptions of the events, situations and activities 
using, historical narratives existing concepts, discussions and empirical studies. 
Enabling Layers The middle layers (2 and 3) of the Analysis of digital footprints 
model. Concerned with making theories and transactions digital-ready for analysis, 
as well as undertaking the analysis itself  
Events  Events are caused by mechanisms. A series of mechanisms 
bring about an event. Events may or may not be experienced. Some events may not 
be experienced. 
Human Understanding Layers The uppermost layers (4 and 5) of the Analysis of 
digital footprints model. Concerned with the representation of information and human 
actions are performed based upon these representations 
Inductive reasoning “To see similarities in a number of observations. What is 
common for a number of observed entities.” (Danermark, Ekstrom, Karlsson, 2001, 
p103).   
Inference The process that is undertaken when reaching a conclusion. Critical 
Realism’s enforces different types of inference, in different stages of research, 
Intervention Theory A CIMOc that describes how an intervention may work. 
Describes the context of those affected by the intervention, the intervention itself, the 
mechanisms that are triggered and the outcomes of these mechanisms. These are 
not yet backed by data and hypothesise how an intervention may work. Also called 
Programme Theory by Pawson and Tilley. 
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Intervention Specification A CIMO that describes how an intervention works. 
Describes the context of those affected by the intervention, the intervention itself, the 
mechanisms that are triggered, and the outcomes of these mechanisms. Unlike 
Intervention theories, Intervention specifications must be backed by data. In this 
research an intervention specification is put forward at the end of each cycle. Also 
called Policy Specifications in Realistic Evaluation texts. Also called Programme 
specification by Pawson and Tilley. 
Mechanism What makes something happen (Danermark, Ekstrom, Karlsson. 
2001, p37). Sometimes referred to as Causal Mechanism 
Layered Model A type of model or theory that order relationships between 
observations  
Outcome The Realistic Evaluation Framework, with its focus on policies uses 
outcome to talk about outcomes of a policy as being events (See events).  
Practitioner Activities  The activities that are undertaken by the researcher as an 
Educational Technologist. In these activities, participants are given open access to 
statistical and data extraction tools. The Realistic Evaluation cycles in this research 
group them by strategy design. 
Realism “The view that entities exist independently of being perceived or 
independently of our theories about them” (Phillips, 1987, p 205). 
Realistic Evaluation Methodology for evaluating social programme. Used by the 
research to evaluate and improve practitioner activities used to give insight into data-
driven organisations 
Representation of Information The way information, obtained by the statistical 
analysis of data, is represented. This could be through, ideas, concepts or reports 
that have. It is also the name of the fourth layer of the Analysis of digital footprints 
model.   
Retroduction From description and analysis of concrete phenomena to reconstruct 
the basic conditions for these phenomena to be what they are. By way of 
abstraction, thought operations and counterfactual thinking to argue towards 
transfactual conditions. (Danermark, Ekstrom, Karlsson,  2001, p103)  Stage four of 




Shop Talk Trusted peers, colleagues, advisors, mentor, experts, or friends are 
approached to discuss the research to help them “articulate what is going on” 
(Saldana, 2016, p231). 
Theory and Behaviour Layer The bottommost layer (layer 1) of the Analysis of 
digital footprints model. Concerned with human behaviour that can be captured 
digitally, as well as statistical theories that can analyse this behaviour 
Thematic coding Qualitative analysis which involves identifying passages that can 
be group by a common theme 
Theoretical Redescription Stage three of Critical Realist research, as formalised by 
Explaining Society. Generate higher levels of abstraction and layout how properties 
are connected (a model or theory) 
















Chapter 1: Introduction 
 Background 
Over the past 15 years, I have worked in various Computer Science related roles 
within the Higher Education sector. During this time, I have been fortunate enough to 
work from employment within higher education institutions themselves1 and also from 
the outside, interfacing with HE institutions as a self-employed consultant in a co-
operative LLP2. I have experienced the juggling of many related roles that have had 
many labels attached to them, including lecturer, software developer, data analyst, 
business intelligence officer, and researcher. Through these roles, I would describe 
myself as a practitioner in Educational Technology. 
Having such varied computing-based roles throughout my career has exposed me to 
a wide variety of computer programming techniques. I am someone who likes to 
‘tinker’ with these techniques, particularly by writing computer software to get 
computers to do new, exciting and unusual things. Working in the higher education 
sector has allowed me to try out these computer programming techniques in various 
unique educational settings. 
As an Educational Technologist, I regularly run activities to introduce colleagues, 
students, and friends to new or experimental computer programming techniques. I 
run these activities primarily because I think it is a good thing to share them and hope 
to spark a conversation on how the programming techniques may be useful in 
different educational circumstances. I find these activities are a technological 
equivalent to what a musician may call a ‘jam session’. Participants bring a mix of 
resources, including their ideas, problems, knowledge, and backgrounds. During the 
workshops, I attempt to tweak the technical solutions to each user or group’s own 
needs. As is the case with new technology, these jam sessions could often produce 
more questions than answers, but the conversations are always productive.  
These workshops were the starting point of this research, in my original research 
proposal3, which has since changed, the following research question was asked: 
“Can we harness the playfulness of technology to encourage users to reflect on 
their methods of practice?” 
 
1 The University of Bolton (http://www.bolton.ac.uk) and The University of Liverpool 
(http://www.liverpool.ac.uk) 
2 Cetis LLP (http://cetis.org.uk) 




Exploring this question, I developed an interest in a particular type of activity. In these 
activities, I attempted to give students access to statistical methods to analyse their 
patterns of behaviour online.  
The reason for equipping students with such statistical methods was to provide them 
with the ability to gain insight into their informal learning patterns. It was hoped that 
by understanding what they were doing online, they would identify and articulate 
areas in which they were learning skills outside of the classroom.  
The work presented in this thesis found its roots in these activities; activities to aid 
learners with skills in the capture, ownership, and understanding of their patterns of 
behaviour. These activities took advantage of advances in technology emerging from 
what this research has come to know as  ‘open-source communities’. Due to these 
communities, there has been a rapid increase in the number of data-extraction and 
statistical methods available to software developers; these methods are free to 
inspect, use, and modify.  The deployment strategies for these activities have 
evolved, firstly due to immediate challenges in my practice, secondly, due to my 
increasing awareness and interest in issues that face citizens.  
Initially, the activities all followed the same pattern:  
• There was a context of learners who were not currently exploring their 
informal learning while undertaking their professional duties; they may not 
even be aware that learning occurs informally.  
• There was an intervention; this was an activity, deployed by myself, that 
showed ways in which students could examine the activities they were 
undertaking online by extracting their digital footprints4 and applying statistical 
methods to them. These interventions were made possible by the rise of easily 
implementable open-source statistical methods in programming languages 
• The intervention intended to trigger causal mechanisms, resulting in the 
learner gaining the ability to analyse their digital footprints and gain an insight 
into their online learning 
• There was an intended outcome. That empowers the learner to take 
ownership of learning activities by giving them an insight into the things they 
do when learning and the resources they use. This insight may allow them to 
 
4 Digital footprints are created by interactions with technology that leave behind digital versions 
of ‘footprints’, these can be analysed to obtain an understanding of their patterns of behaviour. 
Expanded further within the literature review 
12 
 
demonstrate their learning to the institution for assessment or use it for 
personal development to help refine their learning activities.  
The theorised context, mechanism and outcomes behind these activities are shown 
in Table 1-1 using a format known as a context-intervention-mechanism-outcome 
configuration (CIMOc)5.  
Context Interventions Mechanisms Intended 
Outcomes 
Learners within the 
HE system. 
Learners use 










The learner can explore digital 
footprints through undertaking 
practitioner pre-created 
activities or by using learned 
techniques. 
 
The learners gain the ability to 
do statistical analysis on their 
digital footprints. Giving them an 
insight into their patterns of 













evidence to submit 
to HE institution for 
accreditation 
 
Table 1-1 Original intention behind giving accessible statistical methods to learners in the HE 
System 
However, on reflection on the undertaking of the activities, an additional outcome 
became apparent. To demonstrate the new, unexpected outcome, Table 1-2 shows 
a new CIMO configuration. This configuration has the addition of new and unexpected 
mechanisms and outcomes that were identified. An unexpected mechanism that 
emerged was a seemingly deeper understanding of the potential of data extraction 
and its subsequent analysis, resulting in a new outcome of the user having an insight 
into the methods used by data-driven6 organisations.  
Learners commented that they did not know that certain techniques were possible 
and expressed surprise at the extent to which their digital footprints could be 
analysed. The led to new and interesting discussions around their privacy and how 
their potential patterns of behaviour may change based upon this newly acquired 
knowledge. 
 
5 Context, Intervention, Mechanism, Outcome Configurations (CIMOc) are a part of the 
methodology used by this thesis to describe activities, programmes of work or interventions in 
a theory backed manner. Its approach is to describe ‘what works for whom and how’.  The 
rational for this is explored further in the thesis methodology. They should be read from left to 
right as such: ‘In this context, this intervention will cause the following mechanisms, leading 
to these different outcomes”. More information can be found in subchapter 3.4.1.4.1 




Context interventions Mechanisms Outcome patterns 
Learners within 






pairs the learner 
with statistical 
methods to analyse 
the learner’s digital 
footprints. 





activities or by using 
learned techniques. 
 
The learners gain the 
ability to do statistical 
analysis on their digital 
footprints. Giving them 
an insight into their 
patterns of informal 
learning.  
The learner identifies subjects 
they are learning about. 
 
The learner identifies resources 
they regularly use 
 
The learner identifies additional 
evidence to submit to HE 




Mechanism)   
A deeper 
understanding of the 
potential of data 
extraction and its 
subsequent analysis, 
(Unexpected Outcome)  
The learner has insight into the 
methods used by data-driven 
organisations 
 
The learner engages in 
discussion around data privacy 
and potential changes in 
patterns of behaviour 
Table 1-2 Original intention behind giving accessible statistical methods to learners in the HE 
System with unexpected mechanisms and outcomes 
During these activities, many learners did respond positively to the ability to analyse 
their patterns of informal learning; but conversations in these activities became 
primarily about institutions and governments having access to the kinds of statistical 
methods I was showing them. 
Over time, while undertaking these types of activities with different groups of people, 
I felt that the conversations within the workshop activities were perhaps invoked not 
just due to the activity, but also because of trends and conversations that were 
happening in parallel in broader society. I was interested in how my activities were 
aiding their understanding of broader societal issues. 
Users of the activities seemed to be approaching them with the vague knowledge that 
they were generating digital footprints, which are analysed and used by data-driven 
organisations, without really understanding the practicalities of this analysis. During 
informal conversations with the users of the activities, it seemed that this insight 
primarily seemed to be due to a string of revelations regarding government analysis 
of personal data. Also, a turbulent political environment was leading to accusations 
that data-driven organisations and third parties were analysing social data to control 
society or ‘meddle’ in political affairs. In a similar way to my activities with learners, 
this was prompting broader societal discussion around the types of data being 
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collected by data-driven organisations, the types of statistical analysis that could be 
applied to this data. Users undertaking my activities seemed to be ‘joining the dots’, 
realising that these privacy-related things they had seen on the news were being 
demonstrated to them.  
Over the period that I was doing these activities, the freely available software tools 
and methods used in my experiments increased in both availability and accessibility. 
As a result, there was an uptake in the usage of them in other domains. For example, 
the growth of open-source analytical tools and easy access to data was leading to 
the emergence of ‘hacker journalists’, where open source technologies are 
augmented with journalist skills to discover information that may previously have been 
difficult to attain. This application of statistical methods to data available led to high 
profile examples of journalism where open source methods and available data 
sources were able to uncover findings where other journalists and state officials could 
not. A now-famous example of open-source journalists is that of those who 
discovered Russian poisoners' identities, in what is known as the “Skripal Novichok” 
case, before the U.K. police could. Users of my activities seemed to be aware that 
access to these techniques was becoming easier, but they had not yet had hands-on 
experience of them. 
As the conversations around my activities started to revolve more around the civil 
liberties of users of communications technology, there was a change in the direction 
of my activities; a new aim was to give statistical skills to provide an insight into digital 
privacy matters. 
The research within this thesis documents my approach to creating activities based 
on open-source software to give insight into the undertaking of data extraction and 
analysis undertaken by data-driven organisations. It builds upon the practitioner work 
described in this introduction but uses research frameworks to think about this work 
purposefully.  
Ultimately, this work is an evolution of my practitioner ‘jam sessions’ into a more 
conscious program of activities that helps citizens increase their awareness and 
understanding of the way data is used.  By taking a realist perspective, I have also 
been able to triangulate the critical features of the problem domain and convey these 
features in conceptual models.  
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 The domain of data privacy  
While the original CIMOc previously described practitioner activities that intended to 
give learners access to openly available statistical methods, this research aims to 
further explore the proposed unintended mechanisms and outcomes of these 
activities in the second CIMOc. The research describes the potential of using openly 
available data extraction and statistical methods to gain insight into the undertakings 
of data-driven organisations.  
The shift in my focus from insights into methods of practice into the domain of data 
analysis and privacy has been a challenging one. Data analysis and privacy issues 
make an interesting domain because of their fast-moving nature and broad scope, 
but they are challenging because it is difficult to define their boundaries and 
continuously evolving properties.  
As I started to research this unfamiliar domain, I carried out several activities where I 
would equip users of technology with statistical tools to help them gain an insight into 
the undertakings of data-driven organisations. These activities became a series of 
different interventions, grouped into different cycles depending upon their intent, each 
cycle building upon findings from the last. The cycles of interventions provide unique 
opportunities for research, but it is challenging to observe and analyse a field while 
remaining within it. To demonstrate this to the reader, Figure 1-1 shows significant 
developments and revelations in the domain of data analysis since I started running 
practitioner activities and undertaking the academic research described within this 
thesis.  
 




Registration of study took place over six years, and as seen in the timeline Figure 1-
1, many social and technical revelations have occurred during this time of registration, 
which has continuously shaped the problem domain, having a knock-on effect on my 
research and design of activities. 
To explore this continuously changing problem domain, I have used a Realist 
perspective to examine both my activities and related literature to triangulate key 
features of the domain. These key features were expressed as conceptual models 
and were created using a framework entitled Explaining Society, a research 
framework that provides steps for the creation and validation of explanatory theories 
or models. Using the Explaining Society framework, I was able to create models that 
explained how the many properties of the problem domain interacted. Based on these 
models, I modified my practitioner activities to fit the purpose of giving users of 
communications technology insight into communications technology. Data from these 
activities is used to validate the previously created models and to put forward theory 
backed interventions that will give users of communications technology insight into 
data-drive.  
 Phases of work 
Figure 1.2 shows a diagram outlining the workflow for this research, which takes a 
Critical Realist approach to undertake social science research. Critical Realist 
researchers do not have a single homogeneous approach to research. However, this 
research follows the framework laid out within Explaining Society: Critical Realism in 
the Social Sciences (Danermark, Ekstrom, Karlsson 2001).  The Explaining Society 
framework has a focus on what it calls Explanatory Theory Building to build models 
to describe the problem and the phenomena that enables it. 
This framework has five phases of work; each phase, and how it fits into the flow of 
this research, is represented in Figure 1.2 as a ‘lane’, with the research processes 
undertaken within each step displayed within it. These phases are fleshed out within 




Figure 1-2 Workflow of the research. 
The first three stages are: 
1. Descriptions7 of observations, taken from a literature review, practitioner 
activities and survey data 
2. Analytics Resolutions. The previous descriptions are broken down into 
components that are of relevance to the research.  
3. Theoretical Redescription of components. The components are turned into 
a series of theoretical models and intervention theories. 
The final two phases refine the models 
4. Retroduction takes place through analysis of data collected to test the 
theories and intervention theory. This includes data generated from the 
practitioner activities and other research activities such as surveys and 
reflections with critical friends are used to refine the intervention theory. 
5. Contextualisation The different contexts of deploying the intervention are 
explored to understand what works for whom and when. 
Crucially for this research, where the domain is changing and not well defined, the 
first three stages of Critical Realist research are concerned with understanding and 
refining the problem domain, moving from detailed descriptions to higher levels of 
 
7 Throughout the thesis, bold will be used when referring to stages of the Explaining Society 
framework to emphasise the fact that a stage is being refered to. 
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abstraction. These abstractions allow for a shared understanding of the problem 
domain to be modelled and a proposal of how the observed mechanisms from the 
practitioner activities might work. 
The final two stages do what Critical Realist researchers often describe as ‘bringing 
data to the theory’. Primarily this done here by using a Critical Realist evaluation 
methodology entitled Realistic Evaluation (Pawson and Tilley 1997). Following the 
Realistic Evaluation methodology, data is collected from the practitioner activities and 
analysed to inform the theoretical models and intervention theory further. 
Research is undertaken with critical friends to understand the data from practitioner 
activities. At the heart of Realism is the idea that science is an ongoing and iterative 
process in which researchers improve models describing their world (Aronson, J., 
Harré, R. and Way, E. 1995, p50). This research with critical friends is described in 
the thesis but also published in conferences proceedings and peer-reviewed journals 
to share with the wider community. 
When referred to in the thesis, the stages of work are highlighted in bold.  Each 
chapter starts with a short description that guides the reader through the stages by 
explaining which stage is taking place within that chapter. If confused about the 
purpose of the stage under discussion, the reader may wish to refer to the description 
of stages in Chapter 3: Methodology. 
Since this work crosses the boundaries of many disciplines, and there are many 
Critical Realist and Explain Society framework terms, a glossary can be found at the 
beginning of the thesis. 
 Problem, aims and objectives 
The research's problem, aim and objectives are shown in Table 1-3. Since this 
research is exploratory in nature, these are described in more detail at the end of the 
literature review, where components identified are used to explain the problem and 
rationale behind the intervention. The objectives are based upon the Explaining 







Research Breakdown Description 
Problem Users of communications technology do not have a good 
understanding of the data relationships between themselves 
and the data-driven organisations that analyse their behaviour, 
and it is unknown how to give them this understanding. 
 
Aim To put forward a theory-backed intervention that will give users 
of technology insight into the types of analysis that are taking 
place on data they generate through their use of technology. 
Objectives Objective 1: Describe: the situation of the problem domain so 
that it can be articulated and the areas for research can be 
identified 
 
Objective 2: Theorise: Through the Identification and 
specification of properties of the problem domain, theorise an 
intervention approach. 
 
Objective 3: Refine: Bring ‘the data to the theory’ and ‘theory 
to the data’. Refine theories and models 
 
Objective 4: Conceptualise: Conceptualise the findings as a 
theory-backed intervention. 
Table 1-3 The research problem, aim, rationale and objectives 
 
 Reflections 
This thesis is structured to follow the Critical Realist stages as described in Explaining 
Society. However, in reality, there was a lot of ‘back and forth‘ between these stages. 
Much of this to and fro occurred because, as a practitioner, I am continually 
discovering new things regarding my practice, which needed to be incorporated into 
the research. In the thesis, it is sometimes difficult to articulate the extent to which my 
practice and research stages are entwined. As a researcher, I learn new methods to 
incorporate into my practitioner work, and feedback from my practitioner work informs 
my research. By structuring the thesis around the Critical Realist stages rather than 
reflective cycles, reflection on practice is sometimes lost in the text. To help 
compensate for this, reflective sections are found at the end of Chapter 2: literature 




Chapter 2: Literature Review 
 Strategy 
Explanatory social science using a Critical Realist approach usually starts in the 
concrete (Danermark, B., Ekstrom and Karlsson, p130). This thesis begins by 
describing a research problem that is not yet well defined; instead, it is a space 
identified through work as a practitioner. Within the Explaining Society approach used 
in this research, the purpose of the literature review is to provide descriptions of 
different aspects of the research problem so that the problem domain can be better 
defined in theories and models. It casts a ‘large net’ so that the problem can be viewed 
from many angles by the various persons and entities involved. The problem domain 
is situated at the crossroads of many subject areas, including:  
 
This first half of this chapter takes an exploratory look at the domain through the 
undertaking of a literature review. Through this literature review, the researcher 
gains an understanding of the many issues pertaining to the problem domain. In 
the second half of this chapter, the researcher creates ‘components’, that identifies 
the parts of the domain in which they want to confine themselves. Relationships 
between these components are explored to describe the research problem, aim 
and rationale. The objective of the research in this chapter is to make observations, 
see similarities, and draw some conclusions about the things we wish to research. 
Two stages of Critical Realist research, as described in Explaining Society 
(Danermark, B., Ekstrom and Karlsson, 2001, p131), are undertaken in this chapter. 
These stages are Descriptions (the literature review) and Analytical Resolutions 
(the creation of the components).  
As a practitioner on a journey to understand and respond to a problem, this chapter 
has helped to both flesh out the problem and the practitioner's relationship to it. As 










• The techniques used in data analysis and how insight can be gained into them 
(computer science)  
• The effects of data analysis on individuals and the public (social science) 
• The rights of the public to understand this analysis (civil liberties) 
• The possibilities of gaining insight into data analysis (education/leaner 
theories). 
Some of these subject areas are easier to address in a literature review than others, 
as many of the organisations within the domain, such as the states and businesses 
themselves, may not benefit from making information publicly available. Moreover, 
many of the subjects may be relatively new or continuously evolving. 
The Critical Realist approach remedies the difficulties of a poorly defined problem 
domain by asking researchers to cast a broad net at the beginning of a research 
review. The approach also encourages researchers to look at the historical context of 
the problem, as well as the researcher's own interactions with the problem domain. 
Here, in the undertaking of this approach, a literature collection strategy put forward 
by Research Design (Creshaw, 2009) is incorporated in the making of Descriptions. 
This strategy revolves around searching for related topics and subtopics in academic 
repositories and libraries for relevant literature to be included. For this review, in line 
with Critical Realist recommendations, the scope is broadened to contain items be 
typically outside traditional academic publishing. These items are termed ‘grey 
literature’, such as recent potential related revelations, technologies, or political 
movements that may not be found in academic repositories. This chapter starts with 
a broad review of the history of data surveillance before branching off into more 
detailed accounts of subjects that the history touches upon. 
After the making of Descriptions, Components are derived from them in the 
Analytical Resolutions stage. Analytical Resolution is a stage in Explaining 
Society where the researcher must confine themselves to specific components that 
may be worth study (Danermark, Ekstrom, Karlsson 2001, p31). Analytics 
resolutions can be found within the final subchapter of the literature review; they are 
categorised as belonging to one of three types, drawn from the ontological position of 
Critical Realism, which is discussed further in the methodology. They are: 
• Structures: Conditions that may cause events given some input 
• Interventions: Actions undertaken by an organisation, person, or group of 
people with intent to generate an event. Not to be confused with interventions 
made by the author as practitioner activities. 
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• Events: Observable phenomenon within the problem domain 
 Areas of description 
The review’s subject areas are identified using a Critical Realist and Research Design 
approach, starting with the historical position and branching out over the course of 
both the research and practitioner activities. Not all descriptions within the thesis are 
found within the literature review, as some are found within Chapter 4: Practitioner 
activities and later within Chapter 7: Additional data collection. The subject areas 
found in the literature are described here. 
2.2.1 Historic narrative  
As suggested by the framework, the literature review starts with historical 
descriptions. These descriptions are those regarding the history of data collection and 
analysis. These historical descriptions help to ‘set the scene’ and frame the following 
work. This section is split into two. The first offers a historical look at collection and 
analysis by government state, while the second looks are more recent analysis 
undertaken by businesses. 
This initial historical survey of documented examples finds that the concepts of state 
surveillance and business intelligence are not new while demonstrating how 
communications technologies and advances in software are developing at an 
unprecedented rate, making the current state of the domain very fast-moving and 
hard to define.  
2.2.2 The practicalities of collection and analysis 
Here the review looks at the practices that enable data-driven organisations to 
analyse the habits of individuals. During this look, it is found that the methods can 
split into two types, those concerned with the capture of data and those concerned 
with the data’s analysis. The descriptions of collection techniques are made in the 
literature review, but it is challenging to make descriptions of analysis techniques 
when it is unknown what they are. However, an insight into analysis techniques has 
been made during the practitioner activities and can be found in chapter 4’s case 
studies and desk research. 
2.2.3 Impact of modern surveillance 
After a literature review of data collection and analysis history, the review turns to 
work exploring how modern data collection and analysis have affected society. Since 
revelations are continually being made, there may be details of value outside of 
academic literature. For this reason, a wide net is cast to include non-academic 
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sources that still show substantial evidence of societal changes; for example, 
changes in the law are included in this section.  
This review is taken from two angles, first by examining the literature related to public 
opinion on surveillance and data collection, how this is expressed, and how states 
and businesses respond to this public expression by looking at the effects of data-
relationships on individuals and society. Second, by examining the academic 
literature on the impact of analysis on both individuals and broader society. 
2.2.4 The commodification of data 
During the review of the literature, it became apparent that both data itself and insight 
from the analysis were a product that could be commodified and sold. While examples 
of state surveillance and sales of business products dominate the historical 
introduction, the literature showed that data was also collected for other ways to profit. 
This subchapter also branches out to explore other uses of collected data. 
2.2.5 Open source communities 
In the software development community, the term “open-source” is used as shorthand 
for “open-source software”, a term describing the publishing of programming code so 
that it gives other users of the code have the right to use it for multiple purposes (St. 
Amant and Still, 2007). Open-source software is used extensively by the practitioner 
activities discussed in this thesis, to give users access to statistical techniques and 
methods to examine their digital footprints. However, open-source is not solely about 
software, but also about the motivations of people to do things for reasons other than 
monetary gain. 
During the literature review, It became apparent that the meaning of open-source has 
expanded outside of the software development community to mean more than just a 
way of publishing computer code, but also to encompass doing things for ‘greater 
good’. In this section, the literature review looks at these drivers for open-source 
software to gain insight into why open source methods that allow access to methods 
and techniques similar to data-driven organisations to see if that their creation is 
sustainable. Second, the literature review looks at the recent phenomena of open-
source movements, movements that do things for the greater good, often using open-
source software in its activities. Finally, there is a look at some of the outputs 
produced by ‘greater good’ movements that use open-source software. 
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2.2.6 Education, Pedagogy, and Politics 
This work aims to equip users with insight to understand the data relationships that 
exist between them and data-driven organisations. The research has its roots in 
activities with learners that the author has undertaken as a practitioner. While some 
inspiration for the practitioner has come from ‘wanting to do the right thing’, the 
researcher is also inspired by many politicians, academics and practitioners; this 
section explores those who have inspired the research. 
While the research presented in this thesis does not directly investigate politics or the 
philosophy of education, the work is still grounded in these areas. The literature 
review has three brief areas of review to describe this grounding; these areas are 
political influences. Pedagogical influences and other similar work carried out in a 
similar vein. 
2.2.7  Contemporary discourse on data studies 
The literature review explores other studies of data and criticisms that are of 
relevance to the research. In particular, it looks at critical data studies, where the 
objectivity of data is called in scrutiny. Furthermore, the place of Critical Realism in IT 
is explored. While the research does not get drawn into the philosophical debates 
regarding Critical Realism, it is important to explore Critical Realist approaches to the 
domain. 
 Historical Narrative 
2.3.1 Data collection and analysis by the state or country 
Data collection and its subsequent analysis by the state is not a phenomenon new to 
modern-day society. Particularly in the U.K., there are well-documented examples of 
data collection and its subsequent analysis throughout history. A short chronological 
history exploring these examples and the reasoning behind the actions taken by 
organisations to collect and analyse individuals’ data gives an insight into the 
evolution of the collection and analysis, and the changing relationship between 
organisation and individual. This history also exemplifies the aspects of data 
gathering that are not exclusive to, nor exclusively caused by, digital technologies. 
Documented evidence of early historical acts of data collection concentrates on the 
state wanting to observe individuals through the collection of data. In Britain, the 
earliest example often cited is The Domesday Book, an inventory completed by King 
William in 1086 of land ownership, which in itself was not statistical (Kendall, 1960). 
This inventory, unlike more recently revealed examples of data collection, explored 
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later in the review, was not untaken in secret, and no tricks were used to obfuscate 
or confuse the data collection process. The purpose of keeping such an inventory 
was to keep track of the fiscal rights of the king, and to prepare for raising funds to 
defend the land if needed; that is, to keep track of assets that could be taxed. Royal 
collection of data to raise funds in the 11th century was not the only surveillance that 
took place openly. Edward Higgs (Higgs, 2001) details the development of English 
surveillance and highlights other milestones of data collection, such as Royal courts 
in the twelfth century collecting data on property rights in land and fines against them 
(Public Record Office 1963). There are also multiple examples of the Tudors 
collecting and analysing data, Higgs pointing to examples such as the Poor Law 
where Parish records were used to pay dole to the needy and encourage the able 
bodied to work (Slack 1988) and to the birth of the Church of England that started 
registering baptisms, marriages and burials (Elton 1972). 
There are also some, though fewer, examples of early data collection and analysis 
without knowledge from the public. An early well-documented example of surveillance 
undertaken in secret happened in the 17th century. In 1655, the Lord Protector of the 
Commonwealth, Oliver Cromwell, appointed John Thurloe to be Post Office 
postmaster. As postmaster, Thurloe was tasked with identifying Royalists through 
intercepting and letters communicating between suspect citizens (Hobman 1961). 
Thurloe’s techniques as Post Office Postmaster went beyond merely reading mail but 
also included copying mail and identifying false addresses (Well, 2014). This 
introduces new elements over the Domesday book example. 
The first element is that the hijacking of communications services is able to collect 
data without the communicating parties being aware that this has taken place. This is 
of concern to the thesis, the idea that of individuals not understanding the data they 
generate through communications methods, and how this is then analysed by 
institutions. In this example, the hijacking of communications data is undertaken in 
secret using the postal service. Technologically the postal service in 1655 is more 
straightforward than the many modern communications devices, but later in this 
literature review, instances are shown, where the speed and complexity of current 
communications services are leveraged to collect data. 
The early example of collection through communications technology is primarily 
interested in the communications content, the contents of the letter itself. This is an 
important finding to note, as a change in communications technology has had radical 
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effects on the way that the state can collect data from individuals in modern society 
and the information they are interested in.  
Higgins points out that these historical British examples may seem familiar. In modern 
Britain, the central state also collects data in a similar manner to the Crown, collecting 
taxes for defence, for provision of welfare, prevention of crime, identification of 
citizens, and protection of property rights (Higgs, 2001). However, he points to John 
Hall’s comparison between medieval and modern Europe (Hall 1985a; Hall 1985b: 
137–9) to show that these data collection exercises have evolved. Hall discusses how 
medieval and early-modern monarchs did not have a powerful state bureaucracy to 
collect this data but ruled instead by symbiotic relationships with powerful elites.  
More recently, the state has not needed symbolic relationships with powerful local 
elites, and very little was known about either the amount of data collected or the 
techniques used by governments until revelations of mass government surveillance 
were made by the Washington Post and Guardian in 2013 (Greenwald et al., 2013). 
These revelations gave an insight into the types of data that were collected and how 
they were gathered. Of note in these leaks was that the data itself was digital, 
generated by electronic communications devices, and the types of data that were of 
interest to the state had evolved. For example, content within letters sent by Royalists 
in the 17th Century was used as evidence of intent, whereas much of the data 
described by the recent leaks were not just important because of communication 
content (e.g., the contents of the letter), but quite often the data was generated as a 
by-product of communications-related activity. The revelations showed that recent 
government surveillance programs were not only interested in the body of the 
communication that was collected, but also data about the communications data, 
called ‘metadata’ (Robinson, 2014), i.e. ‘data about data’.  
The harvesting of vast amounts of this metadata is possible because modern 
communications technology captures huge quantities of data about its usage 
(Kleinberg 2007). User’s interactions with technology leave behind ‘digital footprints’ 
that can be analysed to obtain an understanding of their patterns of behaviour. For 
example, the data reveals what they are interested in, the people that they interact 
with and the tools they use to complete tasks. This gives a rich dataset of the user, 
which by using advanced statistical data mining techniques, will be used to create a 
profile of them. Meanwhile, the user may not even be aware of these digital footprints 
they are leaving. Communications devices themselves can often be identified by a 
combination of attributes that make them uniqueness such as the state of the battery 
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life (Hern 2016) or by the uniqueness of web browser configurations (Eckersley 2010) 
to allow organisations to track users by the device they are using.  
2.3.2 Data collection and analysis by businesses  
This literature review has so far highlighted state involvement in the collection and 
analysis of data generated by individuals by highlighting examples by the state in U.K. 
history. The focus now shifts to the way that businesses and other non-state 
organisations collect and analyse data, and some import differences are highlighted. 
Examples of data analysis from businesses and related organisations start much later 
than the Doomsday Book and often have a different focus. Examples show that while 
states are often interested in harvesting our data in secret, businesses often want to 
encourage individuals to generate more data and are open about doing so. In their 
attempts to do so, businesses create data-relationships between themselves and 
their customers. In these relationships, individual and organisations are connected 
through the generation of personal data, which is analysed. Often findings of this 
analysis are used in attempts to generate more data. 
A widely documented example of a data-relationship showing data collection and 
profiling is the Tesco ClubCard. Devised towards the end of the twentieth century, the 
ClubCard uses data generated by shoppers, which includes many statistics such as 
past purchases, purchase location, shopper sex and age. The data is then used to 
create an environment tailored for them (Rowley 2005). This tailored environment 
promotes items that the supermarket thinks, based on their data analysis, will be likely 
to be purchased by the consumer. This customised environment comes to the user 
at the cost of the supermarket having access to stats about their purchase that can 
be analysed and compared against other shoppers. Unlike the examples of state 
surveillance, this is not done in secret and comes with some incentive for the 
individual. Surveys showed that ClubCard owners felt that the returns they got for 
handing over their data for analysis were worth it, with one research survey showing 
that 85 per cent of Clubcard owners rated the Clubcard as either “excellent” or 
“satisfactory” in terms of return (Turner et al., 2006). This survey did not take in to 
account how much the recipients knew about data analysis; meaning that although 
ClubCard users felt they were getting a good return on what they received in return 
for their data, they may not actually know what their data is worth since there is a lack 
of research that explicitly asks if users know what data analysis is undertaken in this 
situation, and there is no indication that everybody knows to what extent they are 
being profiled for this reward. 
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Reward schemes such as ClubCard are an example of how data can be extracted 
from users, analysed, and fed back to them. However, these examples use data that 
the individual is freely handing over to the organisation. They are good examples to 
demonstrate how this has evolved so that the data collection techniques include 
digital footprints, the creation of which was discussed earlier. Tesco’s strategy is an 
example of an organisation that has evolved to include communications data. More 
recently, the supermarket made a move to leverage the sheer amount of data 
available via modern communications devices by releasing their own computing 
tablet with an ‘at cost’ price point. The tablet contains Tesco software, which collects 
statistics and footprints regarding its usage, creating an opportunity to expand on the 
ClubCard dataset by merging it with data generated when individuals use the device. 
While no profit is made directly from the tablet, analysts claim that this is a move to 
add to the company’s existing data pool by harvesting the digital footprints of users 
who use the device (Zheng 2015). This is not limited to Tesco hardware as the 
organisation wishes to encourage all users of communications technology they have 
not produced to install their software. Incentives are offered; for example, Tesco offers 
a free coffee to download their coffee app to a mobile cellular device; in turn, users 
spending habits and location are sent to Tesco. In this example, users may be aware 
there is some kind of transaction happening because the reward of a coffee is very 
physical and real. Nevertheless, the fact that the data is being sent to Tesco and how 
it will be stored and analysed may not be evident to the end-user. 
Tesco is not an isolated case of an organisation being driven by data. In 2015 
research firm Gartner found 75% of organisations investing or planning to invest in 
an area of technology know as Big Data (Gartner 2015). While definitions of Big Data 
vary, the one adopted here is given in a Big Data Review by Sagiroglu & Sinanc: 
Big data is a term for massive data sets having large, more varied and complex  
structure with the difficulties of storing, analysing and visualising for further processes or  
results. (Sagiroglu and Sinanc, 2013) 
The collection of data through schemes such as the ClubCard generates large data 
sets, but Big Data methods are not necessarily limited to the collection of new data. 
Organisations can use a growing number of open datasets and merge or link these 
data to that of their own, to help in the organisations' decision-making process. In fact, 
the business models of many organisations are becoming increasingly dependant on 
the analysis of large datasets, particularly datasets made up of individuals digital 
footprints. Joe Deville describes a situation where the British payday loan companies 
do not have the luxury of building up a profile of users, but it still uses between 6000 
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and 8000 ‘data points to build up a profile of anybody applying for a loan. One of these 
payday loan companies, Wonga, claimed that only a few of these data points are 
asked of from the client, while others are available on the net. No information such as 
photo I.D. or proof of address was needed, and Wonga felt confident they could check 
if the lender can pay back (Deville 2013). Wonga was not the only business to build 
the analysis of data footprints into the data model. Companies such as ZestFinance, 
founded by the ex-Chief Innovation Officer at Google, use data footprints to then 
generate the questions it thinks it should ask the user before making any decisions 
about lending them money (Merrill, D.C. et al., 2016). In both these examples, the 
user may not be aware that this decision is based on the analysis of their personal 
footprints. 
A key similarity between historical examples from both state and business is that the 
data is collected and analysed to aid in the operations of the organisation. Anderson 
claims that any organisation that has ‘To have tools, abilities, and a culture that acts 
on data’ can be called ‘data-driven’ (Anderson 2015). 
 The practicalities of data collection and analysis 
2.4.1 Methods of collection: obfuscation of data collection through the 
evolution of devices 
Users of technology often do not know that their data has been collected or even that 
they are generating digital-footprints. This is in part due to the change of technological 
capabilities in items they are familiar with, creating confusion around what is collecting 
data and what is not. Technology is in an era in which everyday objects are designed 
to collect data from the environment (Xia et al., 2012). Communications and sensory 
technologies allow devices to receive and send data to large databases, where the 
data is augmented with data from other devices. Often, these data collection abilities 
are added to existing objects, and from the point of view of the user, the objects have 
not changed in the functionality that they offer, as they still perform the same job as 
they always have. However, to the organisation distributing the object, the object is 
now a rich source of information about the user, their habits and their environment.  
The library card is an example of such an object that has evolved to collect data from 
its user (Jones, 2010). To the user of a modern library card, it has much the same 
function as the library tickets of the 19th century (Nix, 2014) in that it keeps track of 
books borrowed and the date they are due to be returned. However, to the library and 
to the organisation that runs the library, the modern card becomes much more. In 
many libraries, the card also functions as a form of identification, and an early 
30 
 
examined use case examining the advantages of adding identification tracking to 
library cards was at Georgia State University. Since 2002, users of Georgia State 
University Library have been required to swipe their identification cards upon entering 
library buildings. The swipe not only acts as verification, but data associated with the 
visit and visitor is sent to a database (Jones, 2010). This helps to create, maintain 
and augment a database of information about the users that can be analysed and 
acted upon to help position the organisation in relation to the user. The user’s card is 
linked to a unique identifier that can be traced back to the owner of the card. In larger 
organisations, this information may be linked to other information sets allowing a rich 
data source about the user to be generated. 
For the library, the knowledge is not solely limited to books borrowed, as it also 
includes other information collected when the card is used. This might include date-
times that the library has been accessed, times logged on to a computer or even 
programs accessed while at that computer. All this collected information is stored 
against information that was given over by the user at sign up as a condition of 
registration, such as their name, home address, and age. The significance for the 
organisation is that they are then able to query this information very quickly. While it 
might be difficult for a library historically to do much with its information on book 
checkouts, a modern library organisation can answer very complex questions about 
the library user very quickly. To the user of a modern library card, it may have the 
same functionality as the older library ticketing system (i.e. I can use my card to get 
a book), but to the library, it provides a rich source of information about the user and 
their habits. Indeed, the library and the university that funds it may see the collection 
of information as the primary function of the card. 
The library card creates a data relationship between the library and the user, although 
it is not a symmetrical relationship. In this data-relationship, the user is generating 
data that the library, and wider institution, can use to become a more effective 
organisation. The user, however, may have acquired the card to borrow books and, 
in this sense, does not gain from this data aspect of the relationship, other than the 
possibility that the library might act on this information to improve the library 
experience. However, how the library acts on this data is entirely its own decision. 
The library card is an example of a simple device that has evolved to collect data and, 
in the process, creating a data relationship that the user cannot control without losing 
access to the card. This evolution is made possible through advances in technology. 
Evermore, physical objects are evolving to collect different types of data from the 
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environment. One way to do this, in what is referenced as the Internet of Things, adds 
sensors and actuators into physical objects that connect to the Internet. These objects 
generate huge volumes of data ready for analysis (Xia et al., 2012) and are not limited 
to library cards. Other frequently cited devices that have evolved to collect data 
include fridges that monitor groceries (Rothensee, 2008) and cars that monitor speed 
and location (Piao et al., 2005). The relationship between people and tools that 
generate a large amount of data is explored further within the pedagogical aims 
section of the literature review. 
2.4.2 Methods of collection: persuasion through sensed events and social 
pressure 
As discussed earlier, when using technology, users leave behind digital footprints. 
These are traces of the users’ actions that can be obtained and analysed to gain an 
understanding of the user. Mobile phones generate a large digital footprint during their 
usage. The embedded sensors on the phone, such as the accelerometer, digital 
compass, gyroscope, GPS, microphone, and camera (Lane et al., 2010), collect 
physical data about things such as the user’s movement and location. The software 
on the phone also collects data, such as the websites and apps used. Furthermore, 
data inputted into an app may also be collected; for example, information on a users’ 
family or friends may be obtained by giving the app access to social networks. 
Mobile phone apps give opportunities for two-way interaction between organisation 
and user. Data that has been captured and analysed can then be used to attempt to 
persuade the user to perform other tasks. A study as early as 2010 demonstrates and 
discusses a data manipulation paradigm know as people-centric sensing (Kiukkonen, 
Blom and Dousse, 2010), in which the aim was not only to collect continuous data 
about human behaviour through the phone but then make them the consumer in 
‘sensed’ events pushed to them through the phone; creating a positive feedback loop 
of data generation. For example, an application that has access to an information 
network of friends may use this information to encourage users to talk to a friend on 
their birthday or beat their high score in a game. 
Not only is modern technology adding sensory capabilities to everyday objects, but in 
some cases, the functionality of everyday objects is being replaced by modern 
communications technology such as the phone. One example of an object being 
replaced by communications technology is the map. A mobile phone map application 
such as Google Maps offers similar services to a physical map. However, it also 
collects information on the users’ whereabouts and their places of frequent visits. The 
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app collects, analyses and compares this information with other users and sensed 
events can offer alternative suggestions, suggesting alternatives that are in the 
interest of the company providing the app (Google, 2016). 
Another example of persuasion through modern smartphones was in 2006 when 
researchers at Indiana University developed health mobile phone applications that 
exploited ‘social desire’ by collecting, sharing and comparing personal fitness of 
female students through an application (Toscos et al. 2006). By leveraging what the 
app collected about the students’ social status, the development team were able to 
modify their behaviour and lifestyle through sensed events to have an impact on their 
health. This took advantage of both the desire to stay connected to their friends 
through a game-like environment where they wanted to be on par with how well their 
friends were doing. 
The repeating cycle of collecting data to create sensed events which in turn generate 
more data, is a data-relationship between organisation and user of technology. These 
data-relationships created and maintained through communications devices are 
extremely powerful for organisations; not only is it a rich source of data, but it also 
allows the organisation to create these ‘sensed’ events for the user persuade and 
pressure them to act in a certain way (Kiukkonen et al., 2010). Users may not even 
notice that data collection and analysis are taking place, as the object or app is merely 
performing a function that it always has. Users of apps may not even be aware that a 
software event has been created for them and is ‘sensed’. Furthermore, the user can 
find themselves in a situation where they are unable to opt-out of using the phone 
because the costs are considerable if services are cut off. 
2.4.3 Methods of collection: gamification 
The creation of user footprints for analysis is not the only benefit that communications 
devices offer to organisations looking to control markets. Modern communications 
devices such as smartphones provide rich opportunities for interaction through 
software. Combining the information that organisations have about us with 
interactivity afforded by the device, communications devices become potent tools in 
persuading citizens to perform tasks. Often these tasks aid in the collection of data 
for the organisation or persuade the user to act a certain way. 
One popular method of persuasion, often through communication devices that 
involves data collection, analysis, and sensed events, is termed ‘Gamification’. 
Gamification is described as “a service layer of reward; offering game-like 
enticements such as reputation systems with points, badges, levels, and leader 
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boards to encourage users to engage with their product” (Deterding et al. 2011). The 
strategy of gamification involves the addition of game-like mechanics to non-game 
spaces activities, with the aim of changing tor directing the individual’s behaviour. 
While the reward for actions may not be a new concept, gamification goes further by 
taking advantage of communications technology and digital games.  
One survey of the literature discovered that definitions of gamification are somewhat 
skewed, as both companies and academics have definitions heavily focused on 
convincing funding partners to invest in allegedly positive values (Llagostera, 2012). 
A typical corporate description found is as follows: 
At its root, gamification applies the mechanics of gaming to non-game activities to change 
people’s behaviour. When used in a business context, gamification is the process of 
integrating game dynamics (and game mechanics) into a website, business service, online 
community, content portal, or marketing campaign in order to drive participation and 
engagement. (Bunchball, Inc. 2010) 
Bunchball describes gamification as adding mechanics of gaming to non-gaming 
activities, not as creating games themselves. The rhetoric on gamification is skewed 
towards parties who want to drive participation and not towards those who use 
technology, who may not be aware of the role they are playing. Llagostera points out 
that this is commonplace in business rhetoric when its aims are creating a need for a 
new service (Llagostera, 2012). Still, businesses do not consider the morals of 
manipulating users this way. When augmented with data that the organisation has 
already extracted, gamification becomes even extremely powerful, as these game-
like elements of rewards elements can be optimised to play on users’ desires or to 
make them compete against their existing social structures; this is an attempt to use 
data to emotionally drive users to do tasks. For example, once an organisation knows 
our friends and relatives, it can use this data to lead us to compete against them in a 
game-like environment. While comparing us to our friends, organisations may offer 
the ability to ‘beat them’ or equal the playing field in return for the user completing a 
task. Often this task or engagement will involve the extraction of more data, which 
can then be used for further leverage. As well as driving users to complete more tasks 
and engage with the organisation, the game-like design elements create an 
obfuscation for the data-collection. The user may not be explicitly aware that there 
was an emotional element or data collected. 
While many examples of literature show a strong skew towards the positives of 
gamification, there are documented instances of organisations wishing to manipulate 
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users into ‘giving up’ data about themselves either with the promise of rewards or with 
the threat of losing something if they do not create data in a certain way, often through 
play or gameplay environments. In these instances, users of technology often find 
themselves in a game-like environment where they are manipulated into actions by 
receiving positive feedback from the game. This can involve manipulating them into 
exposing up details of friends or feedback of experience. These are sometimes 
referred to as ‘viral mechanisms’ (Meidell 2010) and the products that employ these 
mechanisms as ‘exploitationware’ (Bogost 2011). 
Some literature suggests that gamification is not only a type of obfuscation but a form 
of emotion-driven labour: 
From a negative perspective, this would be a constant state of emotion-driven immaterial 
labour, which critics have equated both to a “gameapocalypse” of completely ubiquitous 
gaming and tracking of performance [Schell 2010b] and to exploitation schemes [Bogost 
2011]. – Llagostera, E. (2012)  
Here, Llagostera is suggesting that the game mechanics are an obfuscation in 
applying emotional strain to individuals to steer them to perform tasks. These tasks 
will naturally generate data, which in turn can be used as further emotional leverage 
for further emotional strain. These game mechanics create a positive feedback loop 
where users are rewarded for completing tasks in the organisation’s interest, such as 
signing into a social network and in the process revealing information about their 
network to the organisation. These mechanics give the organisation more leverage 
for emotion-driven labour since the organisation now knows more about the social 
state of the user. 
In the education system, even before most of the literature on gamification identified 
here, there are examples of information mechanisms being used to create a positive 
feedback loop. In such a loop, students find themselves trapped in a game-like 
environment where the feedback mechanism itself has an effect on the outcome, 
which in turn increases the pressure on students to carry on engaging in that 
environment. An example is that students at the University of Kingston were told that 
low scores on the student satisfaction survey could affect the perceived quality of the 
University (Coughlan 2008). The students are placed in a position where their future 
prospects are harmed if they give anything other than positive feedback; this, in turn, 
encourages other students to join the University, who will also be told the same about 
the survey.  
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 Effects of modern surveillance and data collection and 
analysis 
This section reviews the literature around both the current understanding and public 
opinion of data analysis and digital surveillance, to find what the level of 
understanding currently is and any effects that misunderstanding or gaps in 
knowledge may have at both the level of an individual user of communications 
technology and at the more macro level of society. 
2.5.1 Public opinion on surveillance and data analysis and response from 
business and the state 
In recent years, there has been significant debate around the legality of data 
extraction from users of technology and the morals and ethics of its analysis. A good 
starting point to gauge public opinion is the research that examines changes of 
opinion after the previously discussed revelations of mass government surveillance 
of public data in 2013 (Greenwald et al., 2013). The Washington Post and The 
Guardian simultaneously made revelations that uncovered secret government 
agency analysis of individuals’ data. Further revelations demonstrated that much of 
this data came from the use of communications devices, particularly when accessing 
communications software and systems deployed by large corporations such as 
Facebook, Google, and Apple (Greenwald & Macaskill 2013).  
Since these revelations, many publications have studied and commented on the 
revelations' effects on public opinion. In an article by the Washington Post, made a 
year after Grunewald’s revelations, Craig Timberg (Timberg 2014) demonstrated that 
a public backlash had forced corporations, including but not limited to those implicated 
in the original controversies, to change their privacy policies on notifying users of any 
requests for information from government officials. Timberg claims that the distancing 
of business entities from states is demonstrated by data collected by organisations 
such as the Electronic Frontier Foundation (EFF) group. EFF is a non-profit digital 
rights group that collects yearly statistics and ranks business organisations in terms 
of the way they handle government requests for data and the causes they support. 
The results after the 2013 allegations showed that large corporations changed their 
privacy policy. Furthermore, they increased the degree to which they notify users of 
data demands from governments, disclosed government content removal requests, 
and opposed the inclusion of software backdoors requested by governments 
(Timberg 2014). The polling result may not be entirely objective because although the 
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EFF is a non-profit digital rights group, it may also have a political agenda as the 
group is focused on personal freedoms and reduction of the role of the state. 
Similarly, a U.S-based survey by the Pew Research Center surveyed American adults 
on behaviour changes following the 2013 revelations, two years after the event 
(Madden 2015). This poll showed the scale of the news of the leaks. 87% of 
respondents had heard of the surveillance programs mentioned, and of those who 
were aware, 34% had taken a least one step to shield their information from 
surveillance. 25% of those who were aware had changed their patterns of use on 
technical platforms, either a “great deal” or “a lot”. There are many similar polls, but 
an issue is that these polls do not measure how well users understand what is 
happening to their data when it is collected or how much the user knows about the 
data surveillance itself. These polls do also not take into concern political or social 
context, for example, is a citizen of a country where the Government is known to have 
access to web browsing records, such as the U.K., more concerned or have different 
habits from one that is not. 
There also have been changes at the level of state governance; Jonah Hill explains 
that in the wake of the allegations, many governments considered enacting laws and 
rules that limit the storage, movement, or processing of digital data to specific 
geographies (Hill 2014). Hill explains that sometimes these are a direct result of 
pressure put on states through public opinion and lobbying, particularly in countries 
such as Germany, historically scarred by surveillance tactics' horrors. 
A more direct approach to establishing public opinion on data surveillance is to ask 
individuals themselves. This produces interesting results. On the one hand, 
independent technology polls showed an ongoing trend of rejection of government 
spying and increasing concern about privacy (Pew Spring 2014 Political Typology 
Survey). On the other hand, polls that ask about public safety mechanisms that would 
require data surveillance would make it appear that the public was willing to allow 
government surveillance for the sake of ‘security over privacy’. For example, in 2016, 
the introduction of the Investigatory Powers Act in parliament contained many powers 
that could be used by the state to spy on U.K citizens within the U.K. Some polls 
gauging opinion did not mention the technicalities of the powers. One such was an 
ICM poll that found that 78% of respondents backed blocks on adult websites that 
allowed under-18s to access their content. Furthermore, a strict age verification had 
the backing of 86%. (Gayler 2014); privacy groups such as the Open Rights Group 
were quick to point out that this could require tracking of individual data and that there 
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was no definition of ‘adult website’, perhaps suggesting that users of communications 
technology were willing to support surveillance without fully understanding the 
reasoning. This difference in polls suggests confusion between state security and 
privacy; when asked, users of communications technology display concern over 
government analysis and how it affects their privacy, however, users also show a 
preference to be identified before accessing certain online material. 
The literature discussed above shows an effect on policies resulting from increased 
public interest, but also that these policies did not convince the public, experts or 
commentators, that the issue regarding data privacy was closed, or that 
organisational changes had resolved the issue. Many of the more recent criticisms 
revolve around the issue that users do not know the full extent to which data is 
collected and analysed. In an interview with The Guardian, Edward Snowden, an ex-
agent for the U.S National Security Agency who had made the 2013 revelations, 
claimed that users of technology still do not understand the scope of analysis. 
Snowden suggested that professionals should be encrypting their communications 
and that the general public does not have good insight into how governments are 
obtaining and analysing data (Rusbridger, A., & MacAskill, E. 2014).  
Other issues have been raised around the changes to state policies. Many of the 
changes were not made to appease public backlash but to protect government 
secrets themselves in an era with the increased public interest in privacy matters. 
New Government bills and pilot projects targeted ways to legally collect and analyse 
our data without public knowledge (Grice, A, 2014). A milestone in the U.K in 2016 
when the Investigatory Powers Act was passed that, according to Carlo Silkie (Silkie 
Carlo. 2016), was the achievement of “totalitarian-style surveillance power” under the 
guise of counter-terrorism’. A public backlash led to a petition to parliament with the 
required signatures to receive a response from the government 
Despite documented concerns regarding data privacy issues, there has still been a 
huge uptake in the types of communications devices that generate this data. In the 
two years following the revelations around U.K Government data-surveillance, the 
percentage of the population owning a smartphone rose from 62.2% to 68% 
(Poushter 2015) and ownership during the same time in the U.S saw an even larger 
increase, from 56.4% to 72%.  
2.5.2 The effects of data-relationships and digital surveillance on individuals 
This literature review has highlighted that one way in which organisations collect data 
is through reward schemes, such as in the case of the Tesco ClubCard. There are 
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some dangers to the individual in handing over data to get these returns. More 
recently than Turner’s survey, in 2012, the New York Times ran interviews discussing 
with retailers the details of how they were using patterns of consumption to predict 
what customers are likely to purchase, and how this analysis of patterns led to 
instances of public backlash towards the business themselves (Hill 2012). The article 
demonstrated that the backlash revolved around the treatment of customers in a 
certain way through the predictions they made, and in the process breaching what 
users saw as privacy rights. A story given to Hill to highlight this backlash came from 
Andrew Pole, a statistician from the U.S based supermarket Target, who led a team 
involved in data mining recalled that Target was able to detect if a customer was 
pregnant, and the stage of pregnancy, based on this detection the store would send 
coupons to the customer. After various instances of family members noticing the 
coupons and discovering that family members were pregnant before being told by the 
family, Target was forced to change its policy so that coupons and personalised 
environments followed stricter privacy rules. This study demonstrates that customers 
may not be aware of what can be extrapolated from their data and the privacy issues 
that result from that. 
Also, highlighted in the review were organisations adding data collection to devices 
that at one time, did not collect data, such as the library card. In these circumstances, 
the user cannot ‘opt-out’ of any particular aspect of data collection since it will be a 
pre-requisite of having a card; the library cannot be accessed without the card. While 
the user signed up for a card to access the library, the library uses it for more than 
this purpose, and often the user has to consent to its intelligence data capabilities in 
order to receive the card. In this respect, the library card example is one that 
demonstrates how data-relationships come to be one-sided, since, over time, the data 
collection element has been added to a device that already does a particular job or 
gives a service. The organisation then has the upper hand as they can revoke the 
service the user needs.  
2.5.3 The effects of data-relationships and digital surveillance on society 
Digital surveillance and data-relationships may give social advantages or 
disadvantages to certain types of citizens. With a focus on data-relations, an 
emerging type of surveillance is put identified by Graham and Wood (Graham and 
Wood, 2003). Graham and Wood demonstrate that digital systems allow processes 
to become automated; systems such as CCTV move from systems where human 
operators watch and analyse images to one where algorithms run over the images, 
perhaps comparing faces to those stored in a database of digital footprints. In this 
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particular example, algorithmic surveillance is looking for physical/real-world patterns 
that match the algorithm's instructions, i.e., this face on the CCTV matches that face 
in the database. However, these algorithms could also be looking for patterns in 
subjects' digital footprints that indicate if the subject is going to commit a crime or not. 
Some discussions of this type of digital surveillance claim that digital surveillance 
helps in eradicating corruption and discrimination, Graham and Wood highlight Marx’s 
(Marx, 1995) example of a racist policy officer not being able to arrest every black 
male when an algorithmic surveillance system can categorically decide if a person is 
a culprit. However, this is not a widely held consensus; these algorithms themselves 
have to be written by a human, which in themselves may have particular views or 
opinions. As Henman points out, ‘the perceived objectivity of computers is used to 
validate statistics which support partisan views’ (Henman, 1997). Those digitally 
encoded partisan views may give a disadvantage to citizens who are unfairly 
highlighted by algorithmic surveillance. 
Conversely, those who have an insight into data relationships may also be at an 
advantage because of their ability to ‘game the system’, individuals who have an 
insight into the generation or analysis of data through digital surveillance act 
differently on communications tools to avoid suspicion from the state. For example, 
when the Australian government introduced new data-retention laws in 2015, 
research showed a marked increase in the number of users of communications 
technologies using software or services that would hide some of their digital footprints, 
such as TOR or a VPN (Essential Research, 2015). This research suggests that this 
was not to say that this mass uptake of services was hiding criminal activity but that 
the general public felt a right to privacy. 
Similarly, savvy users of technology may be able to manipulate the way that 
businesses treat them. This review has already demonstrated that supermarkets 
collect data and respond by tailoring the shopper’s experience. This environment is 
generated by algorithms, the algorithm following instructions to generate offers to the 
user. Again, by understanding how their data is analysed, users may respond to this 
by ‘playing the game’. This is similar to how experts suggest that older credit rating 
systems can be boosted by applying for a Credit Card (Experian, 2016). Users who 
want the best deals or preferential treatment from an organisation may purposely 
generate the footprints that organisations can analyse.  
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 The commodification of data  
2.6.1 Commodification 
Earlier in the literature review, it was described how organisations collect digital 
footprints generated by users of communications technologies. It was described how 
these footprints are used by organisations for the purpose of surveillance, to tailor a 
product to individuals, or to manipulate the behaviour of an individual. However, the 
data that is collected about individuals also becomes a product itself, as does the 
ability to apply statistical analysis to this data. This section within the literature review 
looks at how analytics based on data collection and digital footprints are sold as a 
service. 
2.6.2 Data as a service 
Duan et al. in their paper Everything as a Service(XaaS) on the Cloud: Origins, 
Current and Future Trends (Duan et al., 2015), describe a recent trend for 
businesses, to develop IT services within a paradigm referred to as “as a service 
(aaS) ”. AaS is a design paradigm where “service-oriented architecture and design 
supports the development & deployment of software applications as services”. In the 
aaS paradigm, businesses make their software applications available to customers 
on-demand via cloud-based services. 
Some aaS services are deployed to sell data that has collected about individuals or 
information that has been deducted about an individual based upon this data. These 
aaS services are known as “Data as a service”. An example of such an aaS product 
is Google Analytics, which tells WebMasters not just who visited their website but also 
other personal information such as age, location, and interests. 
Dr Shoshana Zuboff researches Data as a Service. In Zuboff’s article Big other: 
Surveillance capitalism and the prospects of an information civilization (Zuboff, 2015), 
she studies the operational assumptions of Google Inc by analysing articles written 
by the companies chief economist Hal Varian. Zuboff identifies four key features that 
arise from transactions that generate digital-footprints, what she terms ‘computer 
moderated transactions’; these are: 
• Data extraction and analysis 
• New contractual forms due to better monitoring 
• Personalization and customization 
• Continuous experiments 
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Zubroff argues that Data as a Service forms the basis of what she describes as 
Surveillance Capitalism (Zuboff, 2019). Zubroff argues that surveillance capitalism, 
through these four features, is removing our self-determination. Zuboff describes 
dispossession by surveillance, an act that has a right to ignore ethical boundaries in 
the quest for knowledge but with the long term goal of changing people's actual 
behaviours at scale. 
2.6.3 The inability to opt-out of data-relationships  
Furthermore, Zuboff’s states that in the ‘quest for knowledge’ data-driven 
organisations can ignore ethical boundaries; with this statement, she is describing a 
scenario where data-driven organisations capture and analyse data under the 
pretence that they are capturing it for the public good, when in fact they are in fact 
using it to change people’s behaviour. While it may be the case that some 
organisations do wish to collect data to use for the public good, the user still cannot 
opt-out. 
One sector in which data may be analysed by an organisation in ‘the quest for 
knowledge’ to provide a public good is the education sector. In 2016, Jisc, a not-for-
profit company supporting FE and HE undertook a review of international Learning 
Analytics practice in Higher Education. In this review, Schlater, Peasgood and Mullan 
describe Learning Analytics as ‘the measurement, collection, analysis and reporting 
of data about the progress of learners and the contexts in which learning takes 
place.‘ (Mullan, Peasgood and Sclater, 2016) 
An issue can be highlighted here regarding data-relationships and how they may be 
non-avoidable. Learning Analytics, as is described, creates a data relationship 
between the institution and the individual. However, those who are in the relationship, 
such as FE students, in a state where FE is often compulsory, do not have any choice 
to not be in the relationship. Zuboff’s ‘ethical boundaries’ are exceptionally worrying 
here. When opting to use a Club Card or even the library, the user has the choice not 
to enter the relationship and not risk the encroaching ethical boundaries. A 16-year-
old entering FE does not have this choice. 
 Open source communities 
The literature review has explored the history of data-driven institutions, and the 
growth of open access to methods and tools similar to those used by such institutions. 
The research aims to make these accessible to users of communications technology 
to give them an insight into what happens to their digital footprint.  To do this, an 
understanding of the environment surrounding the methods tools is essential, and this 
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section of the literature review explores why these tools and technologies are 
becoming open and what the current applications of these open statistical tools are.   
 
 Open-source software8 
Open-source software is described by licensing expert Andrew Laurent as: 
 a type of computer software in which source code is released under a license in which 
the copyright holder grants users the rights to study, change, and distribute the 
software to anyone and for any purpose” (Larent 2008 p4) 
This licensing approach means that software is not only free to use but is, more 
importantly, free to study, change, and distribute. The word ‘free’ is somewhat 
contentious in the open-source software space since somebody does not pay for 
something does not mean they are free to use it in any way they wish, nor does it 
mean they are free to see how it works or change it. Many proponents of open source 
software prefer the word “libre”, meaning “with no restrictions”. 
In the book, The Success of Open Source (Weber, 2004), Weber describes the 
motivations for creating open-source software as less motivated by proprietary profit-
driven control but more motivated by a shared interest in the greater good. Since profit 
is not the driving force of open-source software, there have many attempts to identify 
the drivers the result in the creation of open-source software. These drivers are 
summarised in Governance and Information Technology (Mayer-Schönberger & 
Lazer 2007), where many different drivers are identified as spurring individuals to 
create open-source software. These drivers include career concerns, ego 
gratification, political values, and the desire to solve their problems in a creative way. 
Mayer-Schönberger and Lazer conclude, however, that it is not just individual drivers 
that push forward open-source projects, but economic principles, effective 
coordination mechanisms and software structures that encourage cooperation. This 
wide array of drivers, both in the environment and intrinsic to the developer, suggests 
that there is more to open-source software than just the creation of the software itself. 
Weber agrees, stating, “‘Open source is not a piece of software, and it is not unique 




8 Examples of open-source software to perform data extraction and statistical analysis are 
found in the practitioner activity examples in Chapter 4. 
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 Open-source collaboration 
Webber states that open source is not solely about software, but it is a way of 
organising production. Webber argues there is a distinction between open-source 
software and open-source collaboration, although the two are closely aligned and 
depend upon each other.  
An example of open-source collaboration can be found in the field of investigatory 
journalism. In 2013, Lewis and Usher, in their paper Open source and journalism: 
toward new frameworks for imagining news innovation (Lewis and Usher, 2013), put 
forward a new way to undertake investigatory journalism based on trends emerging 
from the rise in open-source software. 
Lewis and Usher claim that this emerging environment of open-source software 
allows journalists and technologists to collaborate through a shared interest. Lewis 
and Usher describe a history of technology meeting with journalism through examples 
such as blogs, user-generated content, social media but identify that the growth of 
‘computationally derived forms of journalism’ as a new phenomenon derived from the 
following four software areas: visualisation, software applications, news algorithms, 
and other code-based projects. Lewis and Usher describe a person with such a mixer 
of journalistic and technical skill as a ‘hacker-journalist’ (Betancourt, 2009; Minkoff, 
2011; Royal, 2012 cited in Lewis & Usher 2013 p603). 
Recently, there have been high profile instances of investigations and journalists 
prompting open tools and methods of inquiry. One example is British journalist Eliot 
Higgins, whose website Bellingcat publishes civilian-based investigations into 
political, war and crime, using open-source techniques (Bellingcat, 2018). Bellingcat 
has used open-source techniques to uncover government classified information or 
political situations. For example, through open-source techniques and methods, 
Bellingcat provided evidence of Russian involvement in the practice of incendiary 
bombing in Duma, despite being denied by the Russian state (Higgins, 2016). The 
journalists were also able to discover the identity of and identify Russian agents 
accused of poising UK double agent Sergi Skripal (Jopling, 2018). Bellingcat keeps 
crowdsourced and updated documentation on what it believes to be useful open-
source software for journalists (Bellingcat 2018).  
Using and sharing openly available software is also of interest to academics. One 
example is those who want their research to be reproducible, particularly to combat 
issues of recent concerns of irreproducible research in fields such as Psychology 
(Claerbout, 2009). In a process known as reproducible research, research becomes 
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a product where the output is not just information but also the whole computational 
environment that was used to generate research results, such as computer code and 
the environments to run that computer code within them.  
 Education, pedagogy, and politics 
There is a long history of debates around the purpose of education and its role in 
dismantling oppressive power structures and promoting social justice. While the work 
presented in this thesis is rooted in the practitioner activities undertaken by the author 
and is not a research exercise into the philosophy of education or the creation of 
social justice movements, the author acknowledges the influences that draw on 
political and educational influences in trying to equip users of technology with an 
insight into data-relationships.  
2.8.1 Enslavement and emancipation by technology 
There is longstanding academic discourse exploring the relationship between 
technology tools and society, describing why technology should be of political interest 
to civilians. From this literature review, it has become apparent that digital surveillance 
and data-relationships have become processes that have a major effect on the way 
people live their lives. Many academics, scholars, and philosophers have long 
debated a thin line between enslavement and emancipation that is brought through 
technology and the need to take control of the technological processes, production 
methods, and tools that shape our lives.  
20th-century philosopher Ivan Illich is highly influential in the modern discourse on the 
effects of technology on society (Samerski, 2018). Illich’s work focused on 
technological “tools” and put forward a theory that members of modern society have 
a relationship with these tools, which is different from how it has been historically. To 
demonstrate this, Illich points out that only as recently as the twelfth century that 
scholars started to think of tools such as a hammer as an “instrument” as even being 
is separate from the human body. He demonstrates this through Ancient Greek 
understanding of tools and the language they used to describe them.  
He argues that modern-day tools, particularly in the means of production, can remove 
a citizen's use of their own natural abilities, which in turn leads to them being unable 
to understand themselves and connect with others around them, leading to a break 
up of communities (Illich, 1973). Illich argues that alternatively, society could give 
citizens access to the means of production, and teach them skills to use these tools. 
This empowers them to produce things for themselves and their communities. Illich 
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uses the term “conviviality” to describe a force that opposes industrial production. 
Illich describes it as follows: 
 I consider conviviality to be individual freedom realized in personal interdependence and, 
as such, an intrinsic ethical value. I believe that, in any society, as conviviality is reduced 
below a certain level, no amount of industrial productivity can effectively satisfy the needs 
it creates among society’s members (Illich, 1973: p.24). 
That is not to say that Illich is anti-production. Illich maintains that a balance must be 
made between conviviality and industrial production so that citizens can participate in 
the things that shape their daily lives. 
To the degree that a man masters his tools, he can invest the world with his meaning, to 
the degree that he is mastered by his tools, the shape of the tool determines his own self-
image (Illich, 1973: p.21) 
It is known from this literature review that users of communications devices create 
data that is analysed and acted upon in industrial processes. If the capture and 
analysis are considered industrial tools, then Illich’s theories and academic work have 
some implications for this research. There is a need to give citizens the ability to 
master these data collection tools and analysis tools to ‘invest in the world’ and are 
not to be mastered by them. The previously discussed open-source communities may 
be a way to teach a mastery of these tools.  
The theme that Illich discusses is one that is built upon and complemented by many 
other philosophers. Similar academics from the same period as Illich, such as 
Mumford and Marcuse, believe that technology leads to a rise in inequity in power 
structures, often termed technocratic power (Grimes and Feenberg, 2013). While 
these academics are not specifically talking about modern data surveillance 
techniques or modern communication methods, more recent academics draw on the 
themes and arguments of technocratic power struggles and directly relate them to the 
domain of digital tools or even specifically to data analysis.  
Andrew Feenberg argues that when a technology is designed, decisions are made 
that have an effect on society and that when this design decision is hidden from the 
public and ultimately is undemocratic. 
The exclusion of the vast majority from participation in this decision is profoundly 
undemocratic (Feenberg, 1999 p.3). 
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Cathy O’Neal is an academic and mathematician and former finance industry worker, 
her work relates to technocratic power struggles due to data analysis; she argues that 
the statistical models ran on Big Data increases inequity and reinforces it(O’Neil, 
2016). O’Neil argues four features of the statistical methods, which are common: they 
are opaque, unregulated, difficult to contest and easily scalable. 
2.8.2 Educational influences 
The aim of this research is to give individuals an insight into the data relationships 
they have with organisations. In practice, this means teaching new skills or concepts 
to people that may not have experience in the domain of technology or simply may 
not be interested in the details. This section reviews attempts at teaching concepts 
that may be unfamiliar to an audience. A review of all teaching methods and theory 
is out of scope for this research but will look at higher-level approaches taken by 
practitioners in the similar circumstances of teaching concepts or ideas that may 
appear to be beyond the scope or interest of the party. 
 Strategies to give insight or teach new skills 
While this review will not take an in-depth look at educational theories, it will look at 
examples of teaching concepts to new audiences, which challenge and inform 
students in oppressive environments. Furthermore, this review explores examples of 
explaining the dangers behind technological issues and approaches taken to new 
audiences in general. 
In his paper ‘Biliteracy, Empowerment, and Transformative Pedagogy’, Jim Cummins 
at the University of Toronto draws on theory relevant to this thesis to improve the 
academic performance of Latino/Latina students in California by working on their 
biliteracy. While not operating in the same problem space, Cummins’ approach is an 
introduction to theory and approach that is relevant to our problem domain. Cummins 
argues that knowledge of a particular field (biliteracy) is required for the better 
academic performance of the Latina/Latino students. A big theme in this work is 
empowerment, which in the context of Cummins’ refers to the collaborative creation 
of power between student and teacher. This draws on work by Paulo Freire (Freire  
1983), in which Freire discusses empowerment in a pedagogy where interactions 
between educator and student generate power against oppression, These 
interactions are a key aspect of Freire’s theory, and he comments that students must 
learn not only to “read the word,” but also to “read the world” (Freire & Macedo, 1987). 
A similar distinction is made between ‘functional literacy’ and ‘critical literacy in 
Cummings' work.’ The instruction to “read the word,” but also to “read the world” is 
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applicable to us, as having a functional understanding of the data-relationships that 
individuals find themselves in is different from individuals understanding the effects 
of them what it actually means to them and society. 
Cummins’ picks up on Freire’s concept of empowerment and makes it an important 
concept in his work to improve academic performance for the Latino/Latina 
community. Empowerment in Freire’s work comes under a concept that Freire calls 
Banking Education (Freire, 1973). Banking Education is a metaphor to describe 
students as containers, like piggy banks, that can be filled with knowledge. The 
empowerment comes from a different approach of education where Freire sees 
knowledge as the result of a creative process from interactions between educator and 
student, instead of filling the student with knowledge (the ability to read the word) the 
creative process empowers them (read the world). The danger is that not equipping 
them with skills through a creative process gives them a lack of critical thinking, which 
in turn leads to oppression for the student. 
This is very relevant to the situation that has been reviewed in this thesis; the data-
relationships that have reviewed are an oppressive relationship between users of 
technology and organisation, and it is important that any intervention that informs 
users of technology is deployed in such a way that users are not being ‘filled’ with 
information about what statistical methods and data mining can achieve, but instead 
can ‘read the world’ about their environment 
2.8.3 Existing work 
The work in the thesis does not exist in a vacuum, and there are already examples of 
approaches to giving users of communications technology insight into data-
surveillance and data-relationships, as well as work to equip civilians with coding skills 
so they can analysis data themselves. 
 Existing digital rights, data, and privacy work 
In the UK, many organisations attempt to give users of communications technology 
insight into digital rights, their data, and privacy concerns, particularly after the 
Snowden revelations such as Privacy International, Open Rights Group, Big Brother 
Watch (Magee, 2016). These organisations try to raise awareness and educate on 
digital rights, personal data, and the privacy issues that arise from digital footprints. 
These groups generally agree that one of the most significant issues is merely getting 
people to understand the actual problem. Privacy International’s campaign director 
had stated that before the Snowden leaks, “people thought that they [Privacy 
International] were paranoid”. 
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While these organisations give out information to promote privacy issues, an issue is 
that whatever information these privacy organisations uncover and report on, non-
technical readers may not understand the language and issues they are facing. Some 
clever attempts to give non-technical users of communications technology insight into 
data-relationships and data surveillance have come from the artistic community, who 
have attempted to help explain the seriousness of data analysis by use of  
‘performance’. In 2015 a researcher studying the relationship between data and the 
public at Florida State University created an art piece called ‘I know where your cats 
live’ to demonstrate ‘the status quo of personal data usage by startups and 
international megacorps who are riding the wave of decreased privacy for all’ to the 
public who may not understand this relationship’. (Willis, 2014).  
The art piece used computer code to extract metadata from public photo sharing sites. 
Using this metadata, the artist was able to create a world map featuring images of 
cats taken via mobile phones, with the pictures being pinned to the geolocation they 
were taken. Many users of the map found their cat pictures pinned to their homes and 
found themselves asking how they would remove such pictures or stop them from 
going online. The artist’s online performance gave the users an insight into issues of 
metadata that they did not have before, and with a potential influence on their 
subsequent behaviour after viewing the artwork. 
With respect to teaching open-source statistical methods and data extraction 
techniques, there are plentiful resources and approaches to teaching programming 
concepts to learners. However, there is a lack of research finding a link between 
knowledge of these techniques and an insight into data-driven organisations and 
digital surveillance. 
 Contemporary discourse on the study of data 
The literature review has shown that the collection and analysis of data is not a recent 
phenomenon. Still, modern technology has fuelled growth in the amount of data 
created and subsequently analysed.  This rapid growth has led to an evolving 
academic discourse in the study of data (Kitchin and Lauriault, 2014). This section of 
the literature review looks at this modern discourse, highlighting aspects related to 
the research. Much of this recent study reflects on the nature of the data itself. 
Historically, data may have been seen as describing ‘fact’, but modern discourse 
critiques the notion that data is pre-factual and instead argues that the collection, 
processing, and management of data actually is what defines it. This view of data 
states that there is no such thing as ‘raw data’ (Raley 2013), as data is never just 
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‘there’ to be collected, but is always imagined, always produced from something, and 
framed a certain way to reach certain goals and is, therefore, ‘cooked’. These 
contemporary data studies look beyond the technical understanding what our 
understanding of data should be and what the consequences are for society. In going 
beyond the technical and into it’s ‘being’, studies make a call distinguish the material 
phenomena and ideational phenomena of data (Carrigan, 2018). 
A recent key event in the modern study of data can be traced back to Dalton and 
Thatcher (2014),  in which they identify a growing area of data study as “critical data 
studies”.  In this area, studies apply critical social theory to data itself, to explore 
cultural and ethical issues. These critical data studies revolve around the 
phenomenon that the digital landscape is not composed of independent data 
instances. Instead, there is a landscape made up of ‘living’ communicating entities 
undertaking relational processes that ‘do work in the world’ (Kitchin and Dodge 2011). 
These entities are defined as “data assemblages”,  described by Rob Kitchen (2014) 
as “amalgams of systems of thought, forms of knowledge, finance, political 
economies, governmentalities and legalities, materialities and infrastructures, 
practices, organizations and institutions, subjectivities and communities, places, and 
marketplaces” (Kitchin 2014, p.14), The primary concern of these assemblages is that 
they are producing data (Ribes and Jackson 2013), and may be recursive, with data 
assemblages existing to manage data assemblages. The literature so far has 
concentrated on both data-driven organisations and states as having an agenda with 
data that serves their benefits at the expensive of the individual who creates the 
event. The idea of data assemblages suggests that the scope may be broader than 
this, that the lines of ‘good’ and ‘bad’ not being so clear. The amalgams are complex, 
full of many actors with complex and differing aims and objectives. 
This amalgam of systems means that altruistic actions can sometimes come with a 
‘catch’, that those performing the act may be unaware of. Elder Vass (2016) analyses 
the place of digital assemblages in the economy, discussing how they could become 
part of a ‘digital gift economy’ built upon the concept of provisioning. Elder Vass points 
out that a user who donates to Wikipedia, through money or knowledge, is likely to 
be privileged in the first place, having computers, money and time; the giving in this 
altruistic action is only giving to a similar type of person, raising questions of who can 
participate in such a gift economy. 
Critical data studies look at other effects of data on society and what the basis for 
these effects is. The review has looked at digital-surveillance as an action fuelled by 
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data and why that should concern citizens. However, in reality, data issues that should 
be of concern to citizens may be more complex. Rieder and Simon (2016) discuss 
other actions that should be of concern, such as data’s influence on truth in the 
science of governance, highlighting evidence-based policymaking in data-driven 
states. In doing this, Rieder and Simon reinforce the concept that data analysis may 
not be inherently good or bad, but since data is always ‘cooked’, its bias will influence 
societal policymaking in particular ways. Furthermore, even the concept of data can 
have an effect on policymaking; Boyd and Crawford (2012) argue that the idea of ‘Big 
Data’ goes beyond the technological and becomes a “widespread belief that large 
data sets; offer a higher form of intelligence and knowledge that can generate insights 
that were previously impossible. This widespread belief means that citizens may be 
less resistant to evidence-based policymaking, even if, as previously discussed, data 
is never raw and natural, then more data does not necessarily mean better insight. 
As studies shift data research focus away from the material to ideational problems 
surrounding data, researchers look to the social sciences for methods to explore such 
issues. Of significance to this research is the way in which Critical Realism is used, 
how it offers a way to look at the underlying causes of problems involving data, and 
moves away from the technical aspects of data and methods of analysis. Mingers, 
Mutch and Willcocks (2013) look at the previous work of Critical Realists, and 
describe an approach of applying their methods to the domain of IT infrastructure.  
While Mingers, Mutch and Willcocks look at IT systems, rather than the attainment of 
insight into them, they offer guidance on a Critical Realist approach relevant to this 
thesis. They argue that research in IT systems must be over time instead of looking 
at how a system is implemented, and that studies must take a mixed-methods 
approach.  A way to look at context-variations and outcomes over time is to use a 
configurative perspective (Henfridsson and  Bygstadt, 2013)  which offers conjectural 
explanations that can be refined over time. Pawson and Tilley (1997) offer a 
configuration language to do this, used heavily by this research and described further 
in the methodology. 
 Analytical resolutions: findings of the literature review 
As required by the first stage of the Explaining Society framework, the literature 
review has thus far taken an approach in making wide-ranged descriptions of the 
issues and related concepts. The second stage of the framework then moves from 
these descriptions to components of what the research wants to confine the study 
51 
 
too. It does this by requiring that analytical resolutions9 of the previously made 
descriptions are created. The purpose of these analytical resolutions is to clarify 
what the researcher thinks are the essential components of the problem precisely and 
then to layout relationships between them. Moving from descriptions to components 
is part of the research presented in this thesis. Once this has been done, conceptual 
models are created based upon them in a process called Theoretical 
Redescription10, undertaken in Chapter 5. 
Here it should be noted this is not the only chapter where the Description and 
Analytical Resolution stages take place. The thesis revolves around an intervention 
that gives users of technology access to open data manipulation tools. Therefore, it 
is notable that a section describing open data extraction and analysis tools work and 
the effect they have when given to users of technology is missing from the literature 
review.  However, a section on these tools takes place within chapter 4, where case 
studies describing some of the practitioner activities and the insight they were able to 
give to users of technology. This literature review's findings are combined with the 
findings of practitioner activities and expressed as models of the problem domain.  
To aid in the understanding of relationships that exist between components, Analytical 
Resolutions drawn from the literature are described using Critical Realist terminology; 
this is explored further in the methodology and is as follows: 
• As structures of the problem domain. Conditions within the domain that 
cause events given some input 
• As interventions taken by people within the problem domain. These are 
purposeful actions undertaken within the domain to cause an event via some 
form of mechanism 
• As events resulting from the structures and the interventions that take place 
on them 
2.10.1 Analytical Resolutions: structures 
The analytical resolution structures are conditions that cause events to happen, given 
some input.  
There are many reasons why data analysis takes place; these may be psychological, 
economic, or political. However, this research concentrates on the functional 
 
9 A description of analytical resolutions can be found in Chapter 3.3: Demands of critical realist 
research 
10 The creation of conceptual models can be found in Chapter 5: Theoretical Redescriptions 
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structures that allow analysis to occur both by data-driven organisations and open-
source professions. 
There are two simple structures to this problem domain that the research focuses on, 
both revolve around the capture and analysis of data from users of digital 
communications devices. 
 Structure 1: Interactions over modern communications devices leave 
a digital footprint that is encoded digitally 
There is a long history of the interactions of individuals being analysed. Recently, 
however, human interactions have started to be meditated by electronic methods. 
Information about these interactions is captured and analysed. 
Findings from the literature review related to this component: 
• Chapter 2.3 found that as users of communications technology use their 
devices, ‘digital footprints’ are created. 
• Chapter 2.4 found that transactions may take place on data-driven platforms, 
and the details captured by the platform. 
• Chapter 2.4 found that information may be captured through obfuscation. 
Previously ‘passive’ technologies that did not capture information, such as the 
previously discussed library card, are getting equipped with electronic tracking 
capabilities. Furthermore, communications technology is becoming equipped 
with tracking functionality. 
• Chapter 2.4 found that people may give up information through persuasion. 
Humans offer the transaction data up in return for rewards, such as in the 
example of the Tesco Clubcard. Techniques such as Gamification may 
persuade users of communications technology to generate more data about 
themselves. 
 Structure 2: Statistical methods exist that can organise, analyse and 
interpret digital footprints 
There is also a long history of statistical methods used to organise, analyse, and 
interpret data that describes humans' transactions. There is evidence that methods 
can be performed on digital footprints: 
Findings from the literature review related to this component: 
• Chapter 2.3 and 2.4 found that the state and organisations can organise data 
to gain insights into the actions of individuals. 
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• Chapter 2.7 found there are methods to digitally organise, analyse, interpret, 
and present footprints in a digital format provided.  
• Chapter 2.7 found that open-source methods and tools exist that allow access 
to methods to organise, analyse, interpret, and present data in ways that have 
been used to analyse humans' transactions. 
• As a practitioner11, the researcher found that data-driven organisations 
provide data in a format ready to be analysed by these statistical methods 
API’s provided by data-driven organisations such as Facebook and Google 
provide data in a format ready for analysis by tools.  
2.10.2 Analytical Resolution: interventions 
The analytical resolutions identified here are interventions or actions taken by people 
within the problem domain. These are purposeful actions undertaken with the intent 
to cause an event but may also cause unintended events. In this problem domain, 
many interventions are deployed by data-driven organisations that deploy them to 
achieve certain outcomes or goals that involve manipulating users of technology. This 
is not to say that all identified interventions are deployed by data-driven organisations, 
for example, the increase in openly accessible tools is an intervention by communities 
with an open-source agenda that may not be a data-driven organisation. 
At this stage of the thesis, the interventions discussed are interventions by parties in 
the problem domain and not interventions deployed by the author as part of 
practitioner activities.  
 Intervention 1: The state and businesses secretly capture data for 
analysis 
Data-driven organisations secretively capture and analyse data from users of 
communications technology. Being secretive, much of evidence of this intervention 
relies on ‘leaks’ or the expertise of previous employees.  
Findings from the literature review related to this component: 
• Chapter 2.3 showed how the Snowden leaks revealed levels of secrecy in-
state collection and analysis of data. The Snowden leaks revealed many of 
the statistical techniques and methods used by governments to survey the 
population. While a history of state surveillance was widely known, the extent 
 
11 Examples of the practitioner activities, and subsequent are found in Chapter 4 
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of modern surveillance on data generated by users of technology was mostly 
unknown up until these leaks. 
• Chapter 2.3 showed the businesses also undertake secret collection and 
analysis of data.  
 Intervention 2: Products or services target specific individuals due to 
insights gained through analysis of data 
Data-driven businesses use the insights gained through analysis of data to target 
individuals with services or products based on the insights 
Findings from the literature review related to this component: 
• Chapters 2.6 and 2.8 shows how academics and experts have an insight into 
the secret capture and analysis. 
o Experts such as Zuboff are able to analyse articles, such as those 
written by Google’s chief economist, to understand data-driven 
business models revolve around data extraction and analysis. 
o Experts such as O’Neal who have worked in financial industries 
explain how big data and algorithms can lead to decisions that cause 
harm. 
• Chapter 2.5 demonstrated examples of targeted advertisements that give 
insight into targeted advertisements.  
• Chapter 2.4 discussed how ‘sensed events’ can occur when interventions that 
automatically occur when software or services deployed by data-driven 
organisations sense that a user is optimal to receive an event. For example, 
by suggesting products, they may need at a particular time.  
 Intervention 3: Organisations purposefully create positive feedback 
loops in data collection mechanics 
Gamification is used to drive users to perform tasks; the emphasis is on the game-
like aspect of the task, often hiding the real objective to extract data from the user. 
Furthermore, this data is then used to create more scenarios where more data is 
collected. Figure 2-2 shows a casual loop diagram depicting the extraction of data 
from individuals and how data extracted can be used in the process of extracting more 
data. Some examples of this intervention drawn from the literature review are: 
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• Chapter 2.4 discussed how ‘sensed events’ are events triggered through data 
extracted from the individual. The event may encourage them to create more 
data, leading to a pattern of positive feedback, as demonstrated in Figure 2.1. 
• Chapter 2.4 discusses how gamification allows data-driven organisations to 
learn about the individual's social circle and compete against their peers 
through the things they know and analyse from them. Incentives to beat their 
friends can often come at the cost of revealing more data about themselves 
and producing more competitive scenarios between their social circle. 
 
 
Figure 2-1 Positive Feedback 
 
 Intervention 4: Open-source communities create and maintain open 
access to statistical methods and data 
The literature review found that the ability to access and run statistical methods for 
people without a statistical background was getting more accessible due to the 
increase in people and projects creating open-source software. There is an increase 
in how users can access data, either their data or other open data.  
Findings from the literature review related to this Analytical Resolution: 
• Chapter 2.7 demonstrated how technologies exist that give access to a large 
array of statistical methods. The practitioner12 activities show that while it may 
not be known precisely which statistical methods are applied to data by 
organisations and businesses, tools such as R give access to many analytical 
methods that may be similar or comparable. Users do not have to understand 
the statistical methods at a mathematical level, but the open-source nature of 
 
12 Discussed further and demonstrated within Chapter 4 
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such a tool allows other experts to look, validate, and comment on the shared 
methods. 
• Chapter 4’s practitioner's activities demonstrate how technologies exist that 
blur the lines between developer and user. A computer programmer develops 
a program in traditional programming languages and then shows the output 
to the end-user. Tools such as R and Jypter offer the functionality to show 
users sections of the and the code of these sections as they are run. This 
allows users to modify the code or functions and observe the new output 
• Chapter 2.5 discussed how public backlash forced an increase in users having 
some access to their own data saved by data-driven organisations. Due to 
changes in policy, users have some access to data they have generated 
through online portals. For example, users can download their data profile 
from Google’s data checkout or Facebook’s data download tool. This data can 
be accessed, and statistical methods applied to it. 
 Intervention 5: Insights from data is turned in to a commodity 
Insights that corporations gain from data, as well as data itself, becomes something 
that can be bought and sold.  
Findings from the literature review related to this Analytical Resolution: 
• Chapter 2.6 discussed how business paradigms such as aaS sell data as a 
service; this data is made up of insights that have been derived from digital 
footprints. Some academics describe a world of Surveillance Capitalism 
where data extraction and analysis becomes the base of new forms of 
monitoring, personalisation and customisation and continuous experiments. 
 Intervention 6: There is no ‘opt-out’ for digital surveillance or data-
relationships 
Users of communications tools often have no way of ‘opting out’ of being under digital 
surveillance or not partaking in a data-relationship. Findings from the literature review 
related to this Analytical Resolution: 
Findings from the literature review related to this Analytical Resolution: 
• Chapter 2.4 discussed how users of communications technology might have 
no option but to use the facilities that put them in a data-surveillance. For 
example, some citizens may have to use communications tools because they 
have no option; for example, college students who are required by law to be 
in some kind of education may find themselves subject to Learning Analytics. 
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• Chapter 2.3 shows a long history of users of communications technology 
having no option not to be the subject of digital surveillance by the state 
 Intervention 7: Privacy activists give an insight into data-driven 
organisations and digital surveillance 
Other experts and activists already attempt to give users of communications 
technology insight into data-relationships. 
Findings from the literature review related to this Analytical Resolution: 
• Chapter 2.8 demonstrated different ways in which privacy activists aim to give 
insight into data-driven organisations. Organisations such as Open Rights 
Group deliver information to users of technology about breaches of their 
privacy. 
• Chapter 2.8 described how researchers and experts, sometimes unable to 
convey the full extent of privacy issues, use art pieces to explain the issues. 
2.10.3 Analytical Resolution: events 
This section looks at outcomes in the problem domain that arise due to the 
combination of Interventions by data-driven organisations that are made possible due 
to the identified structures. In Realistic Evaluation, described further in the 
methodology, outcomes are an identifiable result from interventions by a policymaker, 
typically the researcher who is creating an intervention. These outcomes are those 
which are observed from the literature review but may not necessarily be intended by 
organisations deploying interventions. 
 Event 1 Users of communications technology do not have a good 
understanding of the data relationships between themselves and the data-
driven organisations that analyse their behaviour. 
 
The first event describes the research problem identified in the introduction; that users 
of communications technology do not have a good understanding of data 
relationships. Findings from the literature review related to this Analytical Resolution: 
• Chapter 2.5 explored the idea that users of technology do not know the full 
extent of the data relationships between them and data-driven organisations; 
this is supported by polling evidence.  
• Chapter 2.8 discussed evidence from existing organisations that privacy 




 Event 2 Users of technology do not know when they are being 
influenced to act a certain way by a data-driven organisation 
The lack of understanding of the data-relationship between them and organisations 
means that users of technology may not even know when they are being pushed to 
act a certain way by data-driven organisations 
Findings from the literature review related to this Analytical Resolution: 
• Chapter 2.4 discusses mechanisms such as gamification that encourage 
users to perform certain actions for rewards, and these tasks are often tied to 
the users' social situations. 
• Chapter 2.3 Sensed events encourage users to use a certain product or 
service when that product or service is going to be most useful. 
 Event 3 An increase in open source collaboration 
Due to the creation of open-source software, different professions are collaborating 
to achieve common goals.  
• Chapter 2.7 described the collaboration between professionals, such as 
journalists or researchers, using open-source software as a driver to achieve 
common goals. 
 Event4 Users of technology can infer the types of analysis taking place 
on their data to various levels of degree 
While users of communications technology may not be privy to the types of analysis 
that takes place by the state or data-driven organisations, there ways in which they 
can infer the different types of analysis that takes place on their data. Findings from 
the literature review related to this component: 
• Chapter 2.3 described how individuals get an insight into what is collected and 
how it is analysed because the organisation uses this information to feedback 
to the customer. For example, a customer who uses their ClubCard at a Tesco 
score has an insight into the fact that their purchases have been collected and 
analysed because they will receive offers on products they may be interested 
in. 
• Chapter 2.4 described how creating a tailored environment for the customer 
gives businesses an advantage over their competitors. So and collecting more 
information becomes a concern for the organisation. This causes 
organisations to deploy software tricks to get the individual to complete tasks 
that will increase their engagement rate and, in turn, generate more data. This 
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leads to a positive feedback loop where the communication with the customer 
can be tailored to better suit the individual based on the more data the 
organisation collects. 
 Event 5: Insight into data-relationships and digital surveillance gives 
advantages to citizens 
Citizens that have an understanding of data-relationships have a social advantage 
over those who do not. Users of technology who have an insight into digital 
surveillance and data-relationships may be able to circumvent the negative societal 
effects that these bring by acting in a certain manner. This puts them at an advantage 
to users of communications technology that do not have this insight. Findings from 
the literature review related to this Analytical Resolution: 
• Chapter 2.4 described how those who understand digital surveillance might 
be able to take measures to bypass it, meaning they more of an ability to keep 
their affairs private than those who don’t. 
• Chapter 2.5 describes how users of technology who have a grasp on the types 
of analysis that takes place are at an advantage to ‘game the system’.  
• Chapter 2.8 describes how an understanding of technological tools that shape 
their lives allows citizens the chance to participate in conversations regarding 
civil liberties. 
 Event 6: Users of technology are influenced to act in certain ways 
Users are nudged to act in specific ways that are of advantage to the data-driven 
organisations. Findings from the literature review related to this Analytical Resolution: 
• Chapter 2.4 discusses mechanisms such as gamification that encourage 
users to perform specific actions for rewards often tied to the users' social 
situations. 
• Chapter 2.3 Sensed events encourage users to use a certain product or 
service when that product or service is going to be most useful. 
 
 Event 7: The one-sidedness of being able to access certain 
technologies leads to inequity in society 
There is a history of researchers, philosophers, and academics exploring the effects 
of technology on society. This research explores data analysis tools that are currently 
out of reach of users of technology with the intent of putting these tools in the hands 
of users of communications technology. Findings from the literature review related to 
this Analytical Resolution: 
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• Chapter 2.8 explored how technology, particularly technology that is designed 
in secrecy, can lead to inequity in society. 
• Chapter 2.8 explored how the ability to use the analysis tools and obtain the 
data is not available to all. 
• Chapter 2.6 described how these tools are used in the commodification of 
data; chapter 2.8 described how giving citizens access to such production 
tools may lead to conviviality. 
 Event 8:: Users of technology have their privacy breached 
Ultimately, users of technology have their privacy breached by the analysis of digital 
footprints by data-driven organisations. Findings from the literature review related to 
this Analytical Resolution: 
• Chapter 2.8 described how organisations such as Privacy International, Open 
Rights Group, and Big Brother Watch raise awareness of privacy issues 
• Chapter 2.3 described how everyday objects are increasingly becoming 
equipped with the ability to capture additional data. Individuals may become 
locked into producing data by choosing a product they did not know generated 
data because they require its continued functionality. 
• Chapter 2.3 described how electronic communications devices allow complex 
two-way communication between data-driven organisations and users of 
technology. Using communications devices, data-driven organisations can 
create ‘Sensed events’. These are experiences that have been created for a 
user based on data collected about them. These sensed events are 
interventions deployed by data-driven organisations with the purpose of 
creating feedback loops direct the users’ attention or behaviour, often leading 
them to give away more data. 
 Event 9: Through insight into tools, citizens can be emancipated 
Citizens can be emancipated by gaining insight into the tools of production that shape 
their lives. 
• Chapter 2.8 describes the thin line between enslavement and emancipation 
brought by technology. Theorists such as Ivan Illich describe how insight into 
the tools of production can bring conviviality to communities, whereas a lack 
of insight can give an advantage to technocratic elites in society 
• Chapter 2.5 describe how citizens can act differently in reaction to algorithms 
that are used by state surveillance  
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• Chapter 2.8 describes how many academics believe the creation of 
technology that affects our lives behind closed doors in undemocratic and that 
understanding the technology is a first step in being able to engage in political 
discussions regarding the technology 
2.10.4 Analytical Resolutions: Complete list from the literature review 
























Analytical Resolutions Descriptions in Literature 
Structure 1: Interactions over modern 
communications devices leave a digital 
footprint that is encoded digitally 




Structure 2: Statistical methods exist that 
can organise, analyse and interpret digital 
footprints 
Chapter 2.4: The practicalities of data collection 
and analysis 
 
Chapter 2.7: Open Source Communities 
Intervention 1: The state and businesses 
secretly capture data capture and 
analysis it 
Chapter 2.3: Historical Narrative 
Intervention 2 Products or services are 
targeted at individuals due to insights 
gained through analysis of data 
Chapter 2.5: Effects of modern surveillance and data 
collection 
 
Chapter 2.6: The inability to opt-out of data-relationships 
 
Chapter 2.8: Education, Pedagogy, and Politics 
Intervention 3: Data-driven organisations 
purposefully create positive feedback 
loops in data collection mechanics 
Chapter 2.4: The practicalities of data collection 
Intervention 4: Open-Source communities 
create and maintain open access to 
statistical methods and data 
Chapter 2.5: Effects of modern surveillance and data 
collection 
 
Chapter 2.7: Open Source Communities 
Intervention 5: Insights from data is turned 
in to a commodity 
Chapter 2.6: The inability to opt-out of data-relationships 
 
Intervention 6: There is no ‘opt-out’ for 
digital surveillance or data-relationships 
Chapter 2.4: The practicalities of data collection and 
analysis 
 
Intervention 7: Privacy activists give an 
insight into data-driven organisations and 
digital surveillance 
Chapter 2.8: Education, Pedagogy, and Politics 
Event 1 Users of communications 
technology do not have a good 
understanding of the data relationships 
between themselves and the data-driven 
organisations that analyses their 
behaviour 
Chapter 2.5: Effects of modern surveillance and data 
collection 
 
Event 2: Users of technology do not know 
when they are being influenced to act a 
certain way by a data-driven organisation 
Chapter 2.3: Historical Narrative 
 
Chapter 2.4:The practicalities of data collection and 
analysis 
 
Event 3: An increase in open-source 
collaboration 
Chapter 2.7: Open Source professions 
Event 4: Users of technology can infer the 
types of analysis taking place on their 
data to various levels of degree 
Chapter 2.7: Open Source professions 
Event 5:  
Insight into data-relationships and digital 
surveillance gives advantages to citizens 
Chapter 2.3: Historical Narrative 
 
 
Chapter 2.4: The practicalities of data collection and 
analysis 
 
Event 6: Users of technology are 
influenced to act in certain ways 
Chapter 2.5: Effects of modern surveillance and data 
collection 
 
Event 7: The one-sidedness of being able 
to technology leads to inequity in society, 
through the rise of technocratic power 
Chapter 2.6: The inability to opt-out of data-relationships 
 
Chapter 2.8: Education, Pedagogy, and Politics 
Event 8: Users of technology have their 
privacy breached 
Chapter 2.8: Education, Pedagogy, and Politics 
Event 9: Through insight into tools, 
citizens can be emancipated 
Chapter 2.8: Education, Pedagogy, and Politics 
Table 2-1 List of Analytical Resolution components and location of description in the thesis 
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2.10.5 Research problem, aim, and rationale 
The Analytical Resolution components in Table 2-1 have been identified as being 
a structure, data-driven intervention, or event. There is a reason for this style of 
identification; within the ontological approach of Critical Realism, there are 
acknowledged relationships between the concepts of structures, mechanisms13 , and 
events. These relationships are described further within Chapter 3: Methodology.  
In this subchapter, some simple relationships between the components described in 
Table 2-1 are made.  These relationships allow the researcher to articulate the 
relationship between the components that lead to the problem, aim, and rationale of 
the research. Realistic Evaluation14 CIMO-like15 configurations are used to describe 
the relationships; These configurations describe which structures, plus which 
interventions lead to which events.  
 Understanding the research problem 
The research problem is as follows: 
Users of communications technology do not have a good understanding of the data 
relationships between themselves and the data-driven organisations that analyse their 
behaviour, and it is unknown how to give them this understanding. 
 
The configuration in Table 2-2 describes the structures and interventions that lead to 










13 Interventions trigger mechanisms 
14 Realistic Evaluation is described further within the Chapter 3: Methodology. 
15 These are CIMO-like because they describe intervention’s that are made by data-driven 
organisations. CIMO configurations in Realistic Evaluation typically describe interventions 
deployed by the researcher doing the research. 
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devices leave a 





exist that can 
organise, analyse 
and interpret digital 
footprints 
Intervention 1: The state and 
businesses secretly capture data 
capture and analysis it  
 
Intervention 2 Products or 
services are targeted at 
individuals due to insights gained 
through analysis of data  
 
Intervention 3: Data-driven 
organisations purposefully create 
positive feedback loops in data 
collection mechanics  
 
Intervention 5: Insights from data 
is turned in to a commodity  
 
Intervention 6: There is no ‘opt-
out’ for digital surveillance or 
data-relationships 
Event 1 Users of communications 
technology do not have a good 
understanding of the data 
relationships between themselves 
and the data-driven organisations 
that analyse their behaviour. 
 
Event 2: Users of technology do 
not necessarily know when they 
are influenced to act a certain way 
by a data-driven organisation 
 
Event 7: The one-sidedness of 
being able to technology leads to 
inequity in society, through the rise 
of technocratic power  
 
Table 2-2 Configuration 1: The problem domain 
The grouping of analytical resolutions in Table 2-2 describes relationships between 
concepts where the relationship between data-driven organisations and users of 
technology is unclear. Users of the technology have their privacy breached, and they 
are influenced to act in specific ways. The one-sidedness of them not having access 
to their data – or methods to analyse it lead to inequity. Lack of understanding of the 
role of communication devices in the creation and maintenance of data relationships 
between organisations and users is a problem because individuals and democratic 
societies secede control of their decision making to commercial organisations and 
security agencies, leading to inequality in society. 
These events are the result of interventions by a series of events by data-driven 
organisations shown in the middle column of Table 2-2. These interventions rely on 
the fact that interactions with communications technology leave digital footprints, and 
methods exist for these digital footprints to be organised and analysed. 
2.9.5.1 Understanding research aims  
The aim of this research is: 
To create a theory-backed intervention that will give users of technology insight into the types 
of analysis that are taking place on data they have generated through their use of technology. 
 
Two configurations of structures, interventions demonstrate how this research aim 
possible. The first configuration demonstrates that insight is possible and how this is 
already evident in the domain. The second shows how activities that demonstrate 
insight, such as the practitioner activities, are technically feasible. 
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Table 2.3 shows the first configuration; this describes how the literature identified that 
citizens could gain insight into analysis that is undertaken by data-driven 
organisations. Users of technology can infer the types of analysis that take place on 
their data, albeit to different degrees. Users of communications technology are able 
to make ‘best guesses’ about what is happening to their data due to the products and 
services that are being targeted at them. This is amplified by the intervention of 
privacy activists and organisations who aim to disseminate information about data 
analysis and digital surveillance. This demonstrates how insight is feasible and 
already takes place in the problem domain. 
Structures  Interventions Events 
Structure 1: Interactions over 
modern communications 
devices leave a digital 
footprint that can be encoded 
digitally 
 
Structure 2: Statistical 
methods exist that can 
organise, analyse and 
interpret digital footprints 
 Intervention 2: Products or services are 
targeted at individuals due to insights 
gained through analysis of data by 
organisations 
 
Intervention 7: Privacy activists give an 
insight into data-driven organisations and 
digital surveillance  
Event 4: Users of 
technology can infer 
the types of analysis 
taking place on their 
data to various levels 
of degree 
Table 2-3 Configuration 2: Users of communications technology can gain insight into data-driven 
organisations 
While the first configuration describes how insight is gained into data-driven 
organisations, the second configuration, in Table 2-4, shows how this may be 
technically possible. 
Table 2-4 shows a configuration of analytical resolutions describing how open source 
communities create and maintain statistical methods, resulting in open-source 
professions. The research plans to use this access to statistical methods and data, 
as provided by open source communities, as the basis of deployed interventions. 
Structures  Interventions Events 
Structure 1: Interactions over 
modern communications 
devices leave a digital 
footprint that is encoded 
digitally  
 
Structure 2: Statistical 
methods exist that can 
organise, analyse and 
interpret digital footprints 
Intervention 4: Open-Source 
communities create and maintain open 
access to statistical methods and data 
Event 3: An increase 
in open-source 
collaboration 
Table 2-4 Configuration 3: Describing how it is currently possible to give insight into the creations and 
analysis of  
 Understanding the rationale  
As a practitioner, the author has anecdotal evidence that giving users of 
communication technology open access to data collection and analysis tools gives 
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them insight into their relationship with data-driven organisations. There is also 
anecdotal evidence that this will lead to new patterns of interaction between the user 
and the data-driven organisation.  
The anecdotal evidence was explored further in the literature review, where the 
rationale for this research was explored within Chapter 2.8: Education, Pedagogy, 
and Politics. It was found that a variety of reasons exist to give users of 
communications technology; these are accumulated in Event 9:  Through insight into 
tools or production, citizens can be empowered. 
Table 2-5 shows the final research problem, aim. The objectives are derived from the 
Explaining Society Framework, described in Chapter 3: Methodology. 
Research Breakdown Description 
Problem Users of communications technology do not have a good 
understanding of the data relationships between themselves and the 
data-driven organisations that analyse their behaviour. 
 
Aim To put forward a theory-backed intervention that will give users of 
technology insight into the types of analysis that are taking place on 
data they generate through their use of technology. 
Objectives Objective 1: Describe: the situation of the problem domain so that it 
can be verbalized and the areas for research can be identified 
 
Objective 2: Theorise: Through the Identification and specification of 
properties of the problem domain, theorise an intervention approach. 
 
Objective 3: Refine: Bring ‘the data to the theory’ and ‘theory to the 
data’. Refine theories and models 
 
Objective 4: Conceptualise: Conceptualise the findings as a theory-
backed intervention. 
 
Table 2-5 The research problem, aim and objectives 
2.10.6 Additional Descriptions and Analytical Resolutions 
An essential subject for the review of literature is the growth in open access to 
statistical methods and data retrieval. As a practitioner, the author has been running 
activities with different users of technology to give them insight into the way data can 
be accessed and analysed. From these activities, some insight into the growth of 
easily accessible statistical methods is gained by the author. It became was clear that 
there is growth in many different areas of data analysis, making it possible for users 
of communications devices to access data analysis techniques similar to those used 
by driven organisations.  
As such, the practitioner activities give a unique insight into statistical methods and 
tools and therefore, a literature review section exploring open statistical tools and 
extraction methods is best not done in isolation but in conjunction with the activities. 
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Chapter 4 describes some of the practitioner activities and creates additional 
analytical resolutions. 
 Key terms and Concepts 
Here, key terms are defined for the research. These key terms build upon definitions 
for them that were found during the literature review by incorporating other findings 
from the analytical resolutions. 
2.11.1 Data-Relationship 
A data-relationship is a relationship between an organisation and an individual. In 
these relationships, the two are connected through data. 
The literature review identified many interventions by data-driven organisations that, 
when combined, create a ‘relationship’ between the organisation and the individual. 
Firstly, the organisation captures data from the individual for analysis16; based on 
analysis, the organisation will produce various outputs. Some of these outputs will be 
targeted back at the user17, starting a positive feedback loop between the two. In this 
feedback loop, the organisation will use the outputs to nudge the user into creating 
more digital footprints to be analysed 18, which in turn gives the organisation more 
data to analyse and create more outputs. There is no ‘opt-out’ to a data relationship 
19. 
2.11.2 Data-Driven Organisation 
Anderson states that data-driven means to have “To have tools, abilities, and a culture 
that acts on data.” (Anderson, 2015). In this research, the concept is expanded, and 
a data-driven organisation is one that has some kind of data-relationship with the 
individuals 
2.11.3 Digital Footprint 
During the literature review, the most common understanding of a digital footprint was 
that users' interactions with technology leave behind digital ‘footprints’ that can be 
analysed to understand their patterns of behaviour (Kleinberg, 2007). However, there 
were also instances in the review where it was highlighted that information about a 
user could be gained even when they did not initiate the interaction  with technology. 
For example, walking through a shopping centre is not an interaction with technology. 
 
16 Intervention 1: The state and businesses secretly capture data for analysis 
17 Intervention 2: Products or services target specific individuals due to insights gained through 
analysis of data  
18 intervention 3: Organisations purposefully create positive feedback loops in data collection 
mechanics 
19 Intervention 6: There is no ‘opt-out’ for digital surveillance or data-relationships 
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Yet, an organisation could get information regarding where the shopper is in a 
shopping centre through means such as CCTV. For this reason, a digital footprint in 
the thesis refers to any information created about an individual through technology, 
not necessarily limited to the individual knowingly interacting with it. 
2.11.4 Digital Surveillance 
Digital surveillance is the act of observation of citizens through the analysis of data. 
The literature review found many instances of the state capturing the communications 
data of individuals, or analysing digital footprints to gain insight20 to gain insight into 
the actions of citizens. The word ‘digital’ is included because it relies on digital data 
to undertake the surveillance. 
 Reflections on the literature review 
This literature review was extremely challenging to write; as the research evolved, I 
uncovered more areas to explore, which led to more areas of description included in 
the literature review. Equally, areas that appeared in this chapter's early drafts were 
not included in the final thesis, as no components were identified from them in chapter 
2.10. The exception to the restriction of the literature review to items that were made 
into components is the subchapter on the modern discourse of the study of data 
(Chapter 2.9), which was included since it influences the research approach and 
methodology. 
It became clear from undertaking the review that the problem area draws on many 
domains and requires insight from experts from various fields. Based on this, I 
decided early in the research to make it as communal as possible, incorporating 
academic reflections with critical friends into the Realistic Evaluation cycles and 
gaining insight from regular users of technology. While the academic insight that 
builds or adds to the literature review is well sign-posted in the thesis, and reflections 
are made and submitted to conferences and journals as part of Realistic Evaluation 
cycles, I found that insight from users of technology was much harder to fit into the 
thesis. Nevertheless, this insight is incorporated in multiple ways, firstly through a 
questionnaire survey, which expands the literature review findings. Secondly, it 
includes the insight of the communities into the design of the activities. The 
questionnaire results were easy to include in the thesis and can be found in Chapter 
7. The users' voice in the creation of practitioner activities was much more subtle, 
particularly in later practitioner activities. The activities revolve around the analysis of 
 
20 Intervention 1: The state and businesses secretly capture data for analysis 
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data that is of interest to the audience. This data was taken from sources that 
communities had created themselves, and they had to be asked for guidance in doing 
so.  
This thesis cannot describe exactly how much guidance each activity incorporated 
from the communities due to sheer scale, but a theme running through the research 
is that users designed their own activities in conjunction with the practitioner. Future 
research could usefully take a more abstract pedagogical look at the way that learners 
can be involved in designing their own learning environments and understanding the 
advantages of doing so. I do briefly touch on this in an academic reflection within 
cycle two, exploring the ‘cybernetic learner’, but in future work, the literature review 
should be expanded to include more pedagogical research in this area. Furthermore, 
the research may want to explore other pedagogical approaches when designing 
future activities. 
There are other literature review aspects to reflect on, particularly around the current 
understanding of data studies and identified data concepts. A concept of interest to 
this research is that of “data assemblages”. Initially, I found the idea of data 
assemblages challenging to understand, but they became clearer by developing 
practitioner activities through the Realistic Evaluation cycles. A particular moment of 
clarity on data assemblages was during the development of strategies in the final 
cycle. When using community-created data as a data source, it became clear that 
data assemblages are not limited to entities such as data-driven organisations and 
states but include any entity that creates information, such as those very communities 
I was working with. During this cycle, I felt that I was learning about social phenomena 
through being engaged with the actors in it, which became a strategy for the third 









Chapter 3: Methodology 
 Purpose 
The purpose of this research is to put forward a theory-backed intervention that will 
give users of technology insight into the types of analysis that may be taking place on 
data they have generated through their use of technology. 
 Approach 
The approach to this research is that of a reflective practitioner, who has identified a 
social problem during their professional practice, and who wishes to think about 
societal issues purposefully. Furthermore, the practitioner wants to create 
explanations of what is happening in this social space, as well as an intervention that 
can provide insight into these issues. The research is also very communal, drawing 
on expertise from a variety of different sources and generating additional academic 
outputs during the lifetime of the study. 
This research does not follow positivist-inspired research approaches. The research 
adheres to a methodological framework set out within Explaining Society (Danermark, 
Ekstrom, Karlsson 2018 3rd ed). The framework is an Explanatory Theory Building 
approach, aiming to create models and theories describing aspects of the problem 
domain while situating the researcher in a position where they can combine an 
exploratory social science approach with data collection in a continuous reflective 
 
This chapter does not undertake any research, and it does not fulfil Critical Realist 
stages; instead, it describes how the stages are implemented within the research. 
While the stages set out in Explaining Society suggest how a Critical Realist 
researcher should undertake their research., Explaining Society does not enforce 
any particular methodologies – although it does offer examples of useful 
methodologies and good practice. This chapter details the methodologies that will 










environment. These models and theories are not descriptions of ‘facts’ but are the 
hypothesised relationships between the phenomena that the researcher identifies. 
This framework is based on Critical Realism, a series of philosophical positions 
emerging from a broad alliance of social theorists and researchers (Archer, 2016 p1). 
It attempts to mix the ‘thinking’ of academia and ‘doing’ of practice, through a series 
of stages. These stages force the researcher to use different modes of inference to 
view the problem from different perspectives.  
The advantages of research built upon Critical Realism are found through both the 
different modes of inference and within its ontological foundations, both of which allow 
the researcher to explore the conditions that make things happen from multiple 
angles, using a mixed-methods approach. However, this focus on philosophic 
foundations also leads a significant criticism, that the emphasis on philosophical 
positions results in a general lack of guidance for practice guidance when undertaking 
research. So, while Critical Realism allows for a wide range of methods based upon 
different inference types, it can also require the researcher to incorporate many 
philosophical stances in their work (Wynn, Williams 2012, p788). 
The research presented in this thesis does not get drawn into the philosophical 
debates around Critical Realism. Instead, it draws upon the framework stages set out 
by Danermark, Ekstrom, Karlsson in Explaining Society. For the practicalities on how 
to operate within the framework, the research sticks to well-used data collection and 
evaluation methods that are proven to be compatible with the framework because 
they either draw on Critical Realism themselves or have been implemented within the 
framework successfully by other researches. 
In particular, this work incorporates textual coding methods, as suggested by the 
framework and expanded upon by Eric Hoddy (Hoddy, 2019), Realistic Evaluation 
methods as put described by Ray Pawson and Nick Tilley (Pawson and Tilley, 1997), 
and various reflective practitioner methods as described by Jasper (Jasper, 2003) 
and Kolb (Kolb, 1984).  
An important aspect of this research is a continuous reflective process with academic 
friends. Critical Realist research encourages researchers to participate with 
academics within the domain they are studying as they develop and test their 




Reflections move from concrete->abstract, abstract->concrete, but progress on this double 
movement is often simultaneous (Danermark, Ekstrom, Karlsson 2001:p37) 
This research goes through this double movement through various reflections on 
practice and other mixed methods, including research, modelling, data analysis, and 
working with experts in different domains. As a result, this thesis presents a wide 
array of work undertaken by the author, which includes ‘practical’ activities such as 
the practitioner activities themselves to ‘academic’ activities such as peer-reviewed 
papers. It is a challenge for the thesis to present this simultaneous double movement 
in such varied work, and while this work is presented to the reader in a particular 
order, this constant double movement takes place, participating in multiple types of 
inference and different views on the problem. 
3.2.1 Critical Realism 
Before outlining the methodology and the framework steps in detail, it is helpful to 
start with a short description of the basic ideas of the scientific philosophy that 
underpins Critical Realism. 
The philosophy of Critical Realism was put forward by Roy Bhasker in 1979 (Bhasker, 
1979), and has since become the underpinning of several well-used scientific 
methods (Creswell, 2014). It has had a long-standing influence in underpinning social 
sciences methodologies, but more recently the philosophy has found uptake in other 
research domains such as Information Systems (Vessey and Vessey, 2009), health 
care (Byng, 2005; Maidment et al., 2017; Risjord, 2019) and economics (Lawson, 
1999).  
This research takes a Critical Realist perspective; in doing so, it stands by some core 
ontological and epistemological premises that are described here. 
1. The Critical Realists ontological premise is that reality exists independent of 
what we know about it. 
Critical Realist research is about uncovering the causal mechanisms that make 
observable things occur.  
The thesis explores the structures of a problem domain; it is these structures that 
with intervention, will cause mechanisms to occur, resulting in observable events. 
If only the events are directly observable, then how does the researcher know 
what the structures and mechanisms are? 
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Critical Realism argues that to explore these structures and mechanisms, 
researchers must go beyond observable cause and effect. This is done by 
building models theorising about the problem or phenomena, describing the 
structures and mechanisms which may cause outcomes. Critical Realists claim 
research is an ongoing process in which the researcher must improve their 
understanding of structures and mechanisms. 
2. The Critical Realists epistemological premise is that the knowledge we acquire 
is shaped by our social and historical knowledge. 
The research involves practitioner reflection and interpretive forms of investigation 
into the problem. What is initially known about the problem domain is known from 
social and historical literature, as explored in Chapter 2: Literature Review, but 
also from the experiences of the researcher as a practitioner undertaking activities 
within the domain, which are described further in chapter 4. Further investigation 
is done via a survey in Chapter 7. 
3. The Critical Realists rationality is based upon making judgements 
The researcher can use logic when evaluating theories and deducing that one is 
more effective than others (Wikgren 2005); this is core to a reflective practitioner’s 
approach of deciding what best practice is.  
A key concept in Critical Realism, which can be seen in the approach of defining the 
problem domain in the literature review, is in its approach to understanding causality. 
Within Critical Realism, causality is to be understood by exploring the mechanisms 
which cause things to occur (Mingers, 2004). This is comparable to other positivist 
scientific philosophies, based on understanding the empirically observed events 
themselves. 
To understand how the philosophy defines a mechanism, we need to go back to its 
ontological premise of reality. Figure 3-1 shows a containment hierarchy of three 
ontological domains identified by Critical Realism. These domains are: 
1. Domain of the Real 
2. Domain of the Actual  
3. Domain of the Empirical.  
Within the Domain of the Empirical are the things that can be observed, it is ‘what we 
know about’. Empiricist scientific philosophers aspire to operate exclusively in this 
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domain (Mingers 2004), Critical Realism does not deny this domain but acknowledges 
two other ontological domains.  
The first of these is the Domain of the Real, a domain that consists of structures and 
mechanisms that when combined, result in the things we observe in the Domain of 
the Empirical. In between the Empirical and Real Domains is the Domain of the 
Actual, consisting of events that are generated by causal mechanisms. However, just 
because an event is possible does not mean that it will always be experienced, as 
the actuality of causal effects relies heavily on context. As such, identifying contexts 
in which a causal mechanism may manifest is also a key element of Critical Realism. 
An important aspect to note here is that the philosophy believes that an event, 
experienced or not, is the result of many mechanisms, and mechanisms can be 
responsible for the triggering of more than one event.  
Baskar describes where mechanisms, events and experiences are located within a 
table reproduced in Table 3-1 
 







 The domain of 
the Real 





Mechanism Yes   
Events Yes Yes  
Experiences Yes Yes Yes 
Table 3-1Mechanisms, Events and Experience in the domains (A realist theory of science, Bhasker, 
1978 p13) 
The methodologies, reflective processes, modelling and other approaches 
undertaken within the thesis are all factor in Critical Realist premises and domain 
ontology. 
3.2.2 Reflective Approach  
While the research is guided by a Critical Realist philosophy and the Explaining 
Society framework, it also revolves around the practice of the researcher as a 
reflective practitioner, as such, it incorporates reflective practitioner methodologies. 
The two approaches are not at odds; Explaining Society is providing concepts, and a 
framework for research, while the reflective practitioner methodologies offer practical 
methods for undertaking research.  
Reflective practice methodologies have roots in the educational theory of the early 
20th century when theorists such as Dewey (Dewey, 1938) explained that “we learn 
by doing and realising what came of what we did”. While the ‘learning by doing’ 
educational roots date back more than 80 years, it has only been in the last three 
decades that they have been realised as methodological strategies to bring this ‘learn 
by doing’ into a workplace. 
 Reflective cycles  
Jasper summarises reflective practice as having three components (Jasper, 2003): 
1. Things (experiences) happen to a person 
2. The reflective processes that enable the person to learn from those 
experiences 
3. The action that results from the new perspectives that are taken 
These three components are summarised as the “ERA”, Experience -> Reflection-> 
Action. Reflective practitioner frameworks are quick to point out that reflectivity should 
not be thought of as a series of separate ERAs. A key figure in the development of 
reflective practitioner methodologies, Kolb, Turned these ERAs into a cycle, termed 
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the experimental learning cycle (Kolb 1984), shown in Figure 3-2. As we can see, this 
is not only a cyclic process, but there is also an additional step, the concept of 
developing and theorising. Kolb draws attention to the need for a process where we 
recall observations and reflect on these observations in some way.  
 
Figure 3-2 Kolb’s experiential learning cycle (Kolb, 1984) 
This research follows a reflective pattern based upon Jasper’s 
experience->reflection->action as described by the Realistic Evaluation evaluation 
methodology. Realistic Evaluation itself is a realist methodology with its roots based 
within the previously discussed Critical Realist Ontology (Pawson and Tilley, 1997). 
Each cycle in Realistic Evaluation is termed a ‘Realist Evaluation cycle’ and is shown 
in Figure 3-3.  
 
Figure 3-3 Realistic Evaluation Cycle (Pawson and Tilley, 1997: p 85), 
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Practitioner reflection sections can be found at the end of the literature review, 
practitioner activities, and conclusions. 
3.2.3 Differences from positivist research 
Some readers may expect to find certain aspects of the positive approach that are 
missing from a Realist approach 
 No Control Groups 
When studying the effects of an intervention, this research uses a Critical Realist 
based methodology entitled Realistic Evaluation. Realistic Evaluation states that 
there should not be randomised control tests. This is because, as described earlier,  
context (Domain of the Real) will affect if an event happens (in the Domain of the 
Actual) and whether or not the event will be experienced (in the Domain of the 
Experienced).  Pedersen, Nielsen and Kines (Pedersen, Nielsen and Kines, 2012) 
describe why control groups are not used when taking a Critical Realist position. 
In real-world interventions, isolation of confounding factors is not possible. Context 
and mechanisms are seen as factors that initiate or trigger the causal relationship. 
Hence, an outcome cannot be seen isolated from context and mechanism 
(Pedersen, Nielsen and Kines, 2012 p3) 
In this thesis, outcomes from interventions are always shown alongside a context and 
intervention or mechanisms.  
 Validation of models and theories  
Critical Realist research views science as an ongoing process of creating concepts 
to understand the mechanisms under study (Creswell, 2014). In this research, these 
concepts manifest themselves as models and theories, which according to Critical 
Realism are “constructions creating imagined relationships between phenomena” 
(Danermark, Ekstrom, Karlsson, 2001, p136), and not the same as positivist research, 
where theories are to “explain and predict facts’. (Sayer, 2010, p45). Critical Realist’s 
view these models and theories as fallible, and require updating or replacing with new 
models and theories. 
Due to this, model validation in Critical Research manifests itself as model refinement. 
Since the Explaining Society expects the researcher to move back and forth between 
stages, constant refinement takes place. For example, the models created in Chapter 
5: Theoretical Redescriptions, were tweaked after input from retroduction in Chapter 
6. Furthermore, the intervention theories created in chapter 6 are supplemented by 




 Stages of Critical Realist research 
In the Critical Realist approach to explanatory social science, the researcher makes 
abstract models of the problem domain. A key concept the of Critical Realist approach 
that is central to the research presented within this thesis is that Critical Realism 
understands science as an ongoing process of creating concepts to understand the 
mechanisms under study (Creswell, 2014).  
This research undertakes various stages of work, formalised in Explaining Society 
(Danermark, Ekstrom, Karlsson p131). The first three stages – Descriptions, 
Analytical Resolutions and Theoretical Redescription are used to produce 
explanatory models before the Realistic Evaluation cycles are undertaken within the 
final two demands. Table 3-2 shows the stages of a Critical Realist project, as put 
described by Danermark, Ekstorm and Karlsson, and how the demands of each stage 
are by this research. 
Formal stage 




Stage Demands Methods Deployed Techniques Mode of 
Inference 
Description Exploratory 
descriptions of the 







Uses a wide array of 
literature. 
 
The purpose is to 
explore and describe 
the problem or issues. 




strategy put forward by 
Research Design 
(Creswell 2009). 
• The exploratory look is 
‘descriptive’, ready to be 
broken down into 
components (analytical 
resolutions). 
















The purpose is to 
confine ourselves to 
what we are interested 
in 
 
• Exploratory descriptions 
are broken down into 
Critical Realist 
components 
• Structures, Mechanisms 
and Events components 
are identified from the 
literature review and 
practitioner activities 
• Where possible the 
relationships between 













Generate higher levels 
of abstraction and 
layout how properties 
are connected (a model 
or theory) 
The creation of higher levels of 
abstraction: 
• Critical realist 
components move up 








The purpose is to 
provide frameworks or 
theory highlighting 
potential mechanisms. 
creation of two 
theoretical models 
• A Layered Model: The 
analysis of digital 
footprints 
• A Theory of “Insights into 
the Analysis of 
Transactions in a 
Society” 




theories of the 
domain. 
 
It is accepted that 
these plausible 
theories are tools 
to understand 
mechanisms and 
change as our 
understanding 
does. 
Retroduction Confront theory with 
data, ask additional 
research questions 
 




• Realistic Evaluation 
Cycles with thematic 
coding 
• Surveys and data 
analysis 
• Collaboration on findings 






sections of the 









Investigation of the 
relationships between 





through the research by 
ordering the structures, 
mechanisms and events 
into Realistic Evaluation 
CIMO configurations. 
 





Table 3-2: Stages of Critical Realist Research (Danermark, Ekstrom, Karlsson p 131), how they are 
employed within this study and the approach to reasoning 
As can be seen within Table 3-2, different modes of inference are used throughout 
the research. This research does not debate the different types of inference but 
follows the guidelines set out within Explaining Society (Danermark, Ekstrom, 
Karlsson p103). The following subchapters highlight when different modes of 
inference are used. 
The five stages of Critical Realist research as put forward by Explaining Society are 
described within this chapter. Figure 3-3 shows the workflow of the thesis, which was 
briefly introduced within chapter 1, and will be described in detail here.  Each lane 
within the diagram is used to represent a stage; within each lane, the chapters and 




Figure 3-4 Workflow of the research 
3.3.1 Modes of inference 
Before describing the stages in detail, it is worth detailing the concept of inference 
and how each stage enforces it. The purpose of the stages is to force the researcher 
to use different types of logic, referred to in Explaining Society as modes of inference. 
These modes of inference are described in Table 3.5. The researcher is continuously 
using different types of reasoning, while the workflow in Figure 3-4 describes the path 
of the research as following on from each other, Explaining Society encourages the 
researcher to go back and forth through the stages, seeing the problem from different 













Description Enforced by Explaining 
Society stage/s 
Induction To see similarities in a number of 
observations. 
 
What is common for a number of observed 
entities.” 
 
(Danermark, Ekstrom, Karlsson 2001, 




Descriptions and Analytical 
Resolutions 
Deduction “To derive logically valid conclusions from 
given premises.” 
(Danermark, Ekstrom, Karlsson 2001, 
p103).   
 
 
“It is strictly analytical.” 
(Danermark, Ekstrom, Karlsson 2001, 
p103).   
 
Descriptions and Analytical 
Resolutions 
Abduction “To interpret and recontextualise 
phenomena within a conceptual framework  
 
What meaning is given to something 
interpreted” 
 
(Danermark, Ekstrom, Karlsson 2001, 
p103).   
 
Theoretical Redescription  
 
Retroduction “By way of abstraction, thought operations 
and counterfactual thinking to argue 
towards transfactual conditions. 
 
What qualities must exist for something to 
be possible.” 
 
(Danermark, Ekstrom, Karlsson 2001, 
p103).   
 
Retroduction 
Table 3-3 Modes of inference enforced by Critical Realism Research 
 
3.3.2 Stage 1: Descriptions 
The purpose of making descriptions is to describe the events, situations, and 
activities in the proposed problem domain.  
Exploring Society explains that exploratory research must begin with concrete 
descriptions (Danermark, Ekstrom, Karlsson. 2001), and while it sets the making of 
them as the first task to be undertaken, it must also be revisited throughout the 
research. Descriptions within Critical Realist research do not have to be limited to 
academic studies. An exploratory approach is advised, suggesting that descriptions 
draw from a wide range of sources, including historical narratives, empirical studies 
and non-academic literature.  
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The suggested approach of drawing on a wide array range of sources is to take the 
Critical Realist position that phenomena may heavily rely on setting and context, and 
causal mechanisms may not be universal. These ‘sometimes observable, sometimes 
not’ events are entitled demi-regularities by many Critical Realist inspired social 
scientists (Dalkin et al., 2015) and are recognised in Bhaskar's multiple domains of 
reality, where unobservable events in the domain of the actual become experiences 
in Domain of the Real.  
This approach of using such a wide range of sources is also useful to this research 
because the problem domain encompasses many subjects and is constantly shifting, 
making it difficult to know where the boundaries of the review should be. Furthermore, 
this wide approach allows the practitioner activities to be included in the descriptions 
phase. 
However, an issue of this wide array of sources is that the approach runs the risk of 
not knowing the boundaries or where to look for information next. To combat this, a 
literature collection strategy put forward by Research Design (Creshaw 2009) was 
incorporated. This strategy revolves around searching for related topics and 
subtopics in academic repositories and libraries and incorporated relevant related 
material.  
As shown in the flow diagram within Figure 3-3, Descriptions in the thesis are found 
in Chapter 2: Literature Review and Chapter 4: Practitioner Activities. Table 3-4 




Historic narrative  
 
Used both to ‘set the scene’ and to give fuel to the Research Design 
methodology of searching for related topics. Gives a historical look at 
collection and analysis by government state, while the and more recent data 
analysis undertaken by businesses. 
The practicalities of 
collection and 
analysis 
Examines the practices that enable data-driven organisations to analyse the 
habits of individuals. Two types of practice are explored, first of which, 
dealing with methods of information collection is found in the literature review. 
Descriptions of modern collection methods take place in the literature review. 
 
The second type of practice is the statistical methods used upon the data that 
is collected. The practitioner activities gave an insight into these activities. 
Descriptions of modern analysis techniques take place in the desk research 
around the practitioner activities. 
Impact of modern 
surveillance 
 
The effect of contemporary surveillance explored from two angles, first by 
examining the literature related to public opinion on surveillance and data 
collection, how this is expressed and how states and businesses respond to 
this public expression and secondly by looking at the effects of data-
relationships on individuals and society. Second, by looking at the literature 
on the effects of analysis on both individuals and society. 
 






Both data and insight from the analysis are commodified and sold as a 
product. 
 
While examples of state surveillance and the promotion of business products 
dominate the historical introduction, the literature showed that data is 
collected and analysed for other types of profit. Here the literature review 




Open source has evolved to mean more than just a way of publishing 
computer code, but also to encompass a way of doing things for ‘greater 
good’. In this section, we first look at these drivers for open-source software 
to gain insight into why open source methods that allow access to methods 
and techniques similar to data-driven organisations to see if that their 
creation is sustainable. Second, we look at the recent phenomena of open-
source movements, movements that do things for the greater good, often 
using open-source software in its activities. We then look at some of the 
outputs produced by ‘greater good’ movements that use open-source 
software, such as reproducible research. 
 
Descriptions of the open-source professions take place in the literature 
review; although the practitioner activities described within chapter 4 are an 




The research is inspired by pedagogical stances which are explored in this 
section. At the core of these descriptions are arguments that technology must 
be made political. 
 
This section describes the educational, pedagogical and political influences 





Part of what is known about the problem domain comes from the experience 
of the practitioner, Experiences in open access to data retrieval and analysis 
capabilities are described here in the context of three practitioner activity 
examples.  
Data Studies The literature review explores other studies of data and criticisms that are of 
relevance to the research. 
Critical Realism This research uses Critical Realism as it’s guiding philosophy. While the 
research does not get drawn into the philosophical debates regarding Critical 
Realism, it is important to explore Critical Realist approachs to the domain. 
Table 3-4 Descriptions in thesis 
3.3.3 Stage 2: Analytical Resolutions 
Having made such a wide range of descriptions, Critical Realist research requires a 
way to select and concentrate on the items that will be the focus of the research. 
Explaining Society explains that 
It is never possible to study the phenomenon in all its different components. Therefore, we 
must, in practice, confine ourselves to study certain components and aspects, but not 
others. (Danermark, Ekstrom, Karlsson 2001, p131) 
To do this, Exploring Society puts forward a procedure for the descriptions to be 
described as components through a stage called Analytical Resolutions. Within this 
research, Analytical Resolution steps are found after the literature review and 
practitioner activities, and the purpose is to dissolve the descriptions into components, 
through generalisations.  
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Generalisations are made using Inductive and deductive logic, and are described by 
Explaining Society as “From a number of observations, draw universally valid 
conclusions about a population” (Danermark, Ekstrom, Karlsson 2001, p103) and “To 
derive logically valid conclusions from given premises.” (Danermark, Ekstrom, 
Karlsson 2001, p103).   
The research does this by turning descriptions into components; components are 
properties described as Structures, Interventions, and Events. There are two reasons 
for this. 
Firstly, Structures, Interventions, Mechanisms and Events are all well-defined Critical 
Realist concepts, used to describe properties of social structures, discussed earlier 
as existing in the Critical Realist ontology. 
• Structures are conditions, in the Critical Realist domain of the real, that cause 
events to happen when given some input.  
• Interventions are actions caused by human agency that will cause the 
structures to realise events. 
• Events are the things that happen from interventions interacting with the 
identified structures; within this thesis, events are equivalent to Outcomes. 
• Mechanisms are what makes something happen, i.e. what makes the event 
happen after an intervention.  
Secondly, since the thesis uses Critical Realist concepts, they are compatible with 
methodologies based upon Critical Realism. Realistic Evaluation, described later in 
this chapter, is an evaluation method for creating theory backed interventions and 
policies. Realistic Evaluation puts forward a method of creating theories called the 
Context-Mechanism-Output (CMOc) configurations. These configurations are 
configurations of concepts that define what it is about an initiative that works, for 
whom and in what circumstances. CMOc’s take structures, mechanisms and event 
properties, as defined by Critical Realism methodologies and arrange them in 
configurations that attempt to explain what structures and mechanisms lead to which 
outputs. 
In some Critical Realist research, including this one, CMOc’s are slightly altered to 
become Context-Intervention-Mechanism-Output configurations (CIMOc). In CIMOc 
configurations, the intervention that causes the mechanisms is also described as part 
of the configuration. 
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It should be noted that the term Intervention, as used by the case of Pawson and 
Tilley, is referring to an intervention that is being deployed by a policymaker, typically 
a policy under review by the researcher. However, this thesis uses CIMOc 
configurations regularly throughout – not only in the evaluation of the researcher's 
policy. For example, within the literature of this thesis, an intervention can be the 
intervention made by the researcher, or by open source communities or data-driven 
organisations. In this thesis, when the term is used, it is also qualified by who is 
making the intervention. The thesis has already used CIMO configurations within the 
thesis, further later in this chapter.  
The Analytical Resolutions stage provides a step in moving the research from 
Descriptions to a theory, which is undertaken in the next stage. As shown in Figure 
3-4, Analytical Resolutions are found after the literature review and practitioner 
activities descriptions, where the descriptions are broken down into realistic 
evaluation compatible components contexts, mechanisms, and events. 
3.3.4 Stage 3: Theoretical Redescription 
After Analytical Resolutions follows Theoretical Redescription. Theoretical 
Redescriptions follow abductive logic, described by Explain Society as “To interpret 
and recontextualise individual phenomena within a conceptual framework or set of 
ideas, To understand something in a new way by observing and interpreting in a new 
conceptual framework” (Danermark, Ekstrom, Karlsson 2001, p103). Within the 
Theoretical Redescription, the previously identified generalisations from the 
Analytical Resolutions must be interpreted and re-described in a new context of 
ideas, exploring different theoretical perspectives of the problem the research wishes 
to explain (Danermark et al. 2002). Explaining Society explains why, according to the 
Critical Realist position, models or theories are required to interpret and describe 
ideas: 
1. In research, we can never understand, analyse, and explain reality (structures 
and mechanisms) without using a theoretical language of concepts 
2. The concepts are constantly being developed 
3. The development of concepts presupposes an (intransitive) reality 
independent of these concepts. The relation between theoretical concepts 
and the properties or objects the concepts are referring to is not unambiguous 
and simple; neither is it arbitrary. All conceptualizations and theories are 
fallible but not equally fallible. 
(Danermark, Ekstrom, Karlsson. 2001; p136), 
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The Critical Realist view is that the things we are trying to identify may not be not 
directly observable, and therefore they can only be understood by the creation of 
concepts, such as models or theories. Explaining Society says the value of creating 
different models gives us  
the ability to switch between theorizing on different levels of abstraction and observations 
of concreate reality, without yielding to arbitrary theorising or to short-sighted observations, 
is in the core of social science working procedures’ (Danermark, Ekstrom, Karlsson. 2001; 
p137). 
However, Critical Realist research also states that while these theories are important, 
we must approach them in an undogmatic way, accepting that they are fallible, 
changeable and that there are other competing models or theories (Danermark, 
Ekstrom, Karlsson. 2001; p138). 
The word theory in the case of the research’s Theoretical Redescription within this 
thesis refers to descriptive theories that conceptualise and explain aspects of social 
society. These redescriptions start with two different models of the problem domain 
that help us to both articulate and identify what it is we wish to explore. 
This is done through the generation of higher levels of abstraction and discussions 
around how the components are connected in these higher levels. Theoretical 
redescription can be found in chapter 5, where two subchapters deal with the 
interpretation of analytical resolutions into theoretical models. These models follow a 
growing trend in Scientific Realist thinking to describe ideas or theories as models. 
Realist scientific philosophers make arguments for models over theories (Aronson, 
Harré and Way, 1995), and Critical Realist researchers try to incorporate models into 
their research. Rijord, who uses middle-range theory techniques within a Critical 
Realist framework, describes what exactly a model is to a Scientific Realist:  
To understand something as a theory (as opposed to a model) is to emphasize its 
representation in propositions: typically laws and definitions. To understand 
something as a model is to emphasize the way it represents different elements of 
a system working together to produce a larger phenomenon. (Rijord 2019)  
In the same vein as Rijord’s description, the purpose of the Theoretical 
Redescriptions is to understand the research undertaken so far as theoretical models. 




Two types of models are put forward; both models are expressed as a type of model 
described by Andrew Sayer as conceptualisation (Sayer 2010) in which relationships 
between new concepts (as identified in the Analytical Resolutions) are described. 
The first model is a ‘Layered Model’, that characterises the phenomena that occur 
when data analysis takes place on digital footprints and describes relationships. This 
first model describes a single occurrence of analysis. The second is a ‘domain model’ 
that conceptualises multiple forms of analysis taking place, and describes the 
mechanisms that occur to give insight into the phenomena. 
It is important to note that in Critical Realist theories and models are regarded as 
“constructions creating imagined relationships between phenomena” (Danermark, 
Ekstrom, Karlsson. 2001; p136), this is unlike positivist research, where theories are 
to “explain and predict facts’. (Sayer 2010 p45) 
 Theoretical Redescription 1: The analysis of digital footprints. An ordering 
model 
The first stage of Theoretical Redescription, within chapter 5.1, and drawing on both 
the analytical resolutions of the practitioner work and literature review, puts forward a 
conceptual model describing how a single instance of data analysis takes place and 
the resulting effects in wider society. The model describes how data analysis must 
draw on theoretical methods, how multiple steps of analysis take place, outputs are 
created, and these outputs may influence actions in society. 
This model draws upon structures put forward while describing the practitioner 
activities but also includes identified social structures and mechanisms that occur 
when data is analysed. It is a conceptual model, like many models put forward in 
fields of computer science but includes steps of a model that span multiple expert 
domains, such as theory, computational steps and social steps.  
This model is described as a layered model. 
 Theoretical Redescription 2: Insights into the Analysis of Transactions in a 
Society. A conceptual model. 
The second stage of Theoretical Redescription, within chapter 5.2, puts forward a 
model building further upon the layered model. This model describes how both 
inspectable and non-inspectable instances of data analysis take place in society. By 
building upon the first model, we can conceptualise how inspectable elements of data 
analysis may give an insight into the non-inspectable ones.  
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Importantly it highlights the hypothesised mechanisms that show an insight into the 
activities of data-driven organisations. This model is described by Sayer as a 
conceptualisation 
 Theoretical Redescription 3: Intervention Theory 
Finally, a theory for an intervention is described. This intervention aims to gives an 
insight into data-driven organisations. It does this by demonstrating inspectable 
aspects of data analysis as part of the intervention. This theory is put forward as a 
CIMOc.  
3.3.5 Stage 4: Retroduction 
After models have been generated within the Theoretical Redescriptions stage, the 
next stage of the framework entitled Retroduction is undertaken.  
The purpose of this stage is to ‘flesh out’, and further explore mechanisms put forward 
by the Theoretical Redescription phase. It does this using Retroductive inference, 
described by Explaining Society as “From description and analysis of concrete 
phenomena to reconstruct the basic condition to be what they are” (Danermark, 
Ekstrom, Karlsson 2001, p103). The idea is to look at observed patterns and think 
about what mechanisms produce them 
In this research, Retroduction is undertaken by analysing data collected from the 
practitioner activities, in the setting of Realistic Evaluation cycles. Practitioner 
activities were running online, and comments and conversations from these activities 
are analysed. Each Realistic Evaluation Cycle has a description and analysis of an 
intervention and the resulting phenomena. Through analysis of the data, the research 
is able to observe the conditions of what is happening. Based on these observations, 
new theories of intervention are described. 
In particular, this research is focused on creating a theory backed intervention to give 
users of communications technology insight into data-driven organisations. It does 
this through exercises that are described by Explaining Society as bringing ‘data to 
the theory’ and bringing ‘theory to data’. However, other research activities are also 
undertaken as part of the retroduction, after each realistic evaluation cycle academic 
‘reflections’ are made with critical friends to ‘bring theory to the data’. 
Furthermore, a questionnaire is prepared to make predictions about changes in 
behaviour that may occur due to the insight that is gained from the intervention. 
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3.3.6 Stage 5: Contextualisations 
The final stage of a Critical Realist is the investigation between structures and 
mechanisms. Exploring what is it about the context that makes an intervention work 
or not work and what are the main mechanisms are that happen when an intervention 
is deployed. 
This stage does not have its own chapter, as contextualisation is enforced by using 
the Realistic Evaluation methodology, which forces the researcher to think about the 
context that is triggering the and mechanisms.  
 Methodologies 
Explaining Society gives a Critical Realist framework for social science. It does not 
enforce any particular methodology. However, it also encourages the researcher to 
use methodologies that are compatible with the Critical Realist viewpoint. These are 
described in this subchapter; the stages they are deployed in was highlighted in Table 
3-2. 
3.4.1 The Realistic Evaluation methodology 
 Introduction 
While the Explaining Society Framework provides the researcher with stages of 
research to structure the research, different methods are deployed within the context 
of the framework. This research draws heavily on an evaluation methodology entitled 
Realistic Evaluation; a form of theory-driven evaluation developed around the 
philosophical approach of Critical Realism developed and established by Pawson and 
Tilley (Pawson and Tilley, 1997). It has been used extensively by policymakers and 
decision-makers (Rycroft-malone et al., 2012) since it revolves around the question 
‘what works for whom and in what circumstances?’ rather than simply ‘does it work?’. 
In particular, its focus when looking at outcomes from policies is to look at ‘how they 
are produced, and what is significant about the varying conditions in which the 
interventions take place' (Tilley, 2000). 
 The purpose of Realistic Evaluation within this research 
Realistic Evaluation has a focus on social programmes and the implementation of 
policies designed intended to have social outcomes. Realistic Evaluation describes a 
viewpoint on what a social programme is: 
According to realist evaluation programmes are ‘theories’, they are ‘embedded’, they are 
‘active’, and they are parts of ‘open systems’ (Pawson and Tilley 2004). 
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While this thesis does not revolve around social programs intervention in the sense 
that Pawson and Tilley discuss, where polices are already in place and require 
constant review, the research that takes place does revolve around practitioner 
activities that aim to be a social intervention giving users of the activity an insight into 
the unknown data analysis processes of data-driven organisations.  
Realistic Evaluation attempts to improve policies by moving from a theory describing 
the effects of a policy, to a specification describing how the policy may be changed 
for different, and improved outcomes. In this research, there is no policy already 
implemented that is ready for evaluation, and instead, the Explaining Society model 
building steps are undertaken to create theories that understand the problem while 
giving us a language of concepts to explore them.  
 The aspects of Realistic Evaluation 
There are five important aspects of Realistic Evaluation that are discussed here: 
• A ‘configuration language’ that allows the description of a policy as a theory, 
used in the thesis to describe interventions.  
• The creation of different abstractions of knowledge 
• A lifecycle of constant theory review 
• A mixed-methods approach 
• The expectation of multiple sources of wisdom 
 The configuration language of Realistic Evaluation 
One role of Realistic Evaluation is to enable the description of a policy or intervention 
as a theory, then to allow collected and analysed data to validate or nullify aspects of 
the theory, policies/interventions can then be tweaked accordingly. Realistic 
Evaluation's role in enabling researchers to describe the policy as theory is to provide 
a method of description. This method involves breaking an intervention down into 
configurations of cause and effect. These configurations can be tested by data and 
tweaked accordingly, 
Realistic evaluation configurations have three concepts that are used to explore the 
programme theory. These concepts are mechanisms, contexts, and outcomes, 
and are used frequently throughout the thesis. Tilley explains the meaning of these: 
Mechanism: what is it about a measure which may lead it to have a particular 
outcome in a given context? 
Context: what conditions are needed for a measure to trigger mechanisms to 
produce particular outcomes patterns? 
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Outcome: what are the practical effects produced by causal mechanisms being 
triggered in a given context? 
(Tilley, 1998: 145) 
The concepts used by Realistic Evaluation are used due to their familiarity with 
policymakers, however as the evaluation framework has its roots in Critical Realism, 
these terms are derived from the ontological approach of the philosophy, and 
therefore relate to the terms used in the Retroduction phase of the research: 
• Context is comparable with structures 
• Mechanisms are the same concept, 
• Outcome patterns are comparable to the Critical Realist concept of events 
To describe an intervention using the Realistic Evaluation methodology, Context-
Mechanism-Outcome (CMO) or Context-Intervention-Mechanism-Outcome (CIMO) 
configurations must be created. In these configurations, the concepts of Context, 
Interventions, Mechanisms, and Outcomes are linked together in tables. The tables 
describe what context and intervention trigger which mechanism and what the 
outcome is. In the Realistic Evaluation cycles themselves, the CIMO configurations 
are used to describe a) Intervention Theory (What the researcher thinks an 
intervention should do) and b) Intervention Specification (What the research says the 
intervention does after analysis of data), however, the concept has been used 
regularly throughout the thesis to describe relationships throughout the problem 
domain. 
 
Table 3-5 The relationship between Context, Mechanisms, Outcomes, and Interventions (Pawson and 
Tilley 1997) 
Figure 3-5 shows the relationship between contexts, mechanisms, outcomes, and 
interventions in the Realistic Evaluation methodology.  
• An Intervention is an activity or event that will trigger a mechanism that 
generates an outcome. Realistic evaluation is concerned with 'how they are 
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produced, and what is significant about the varying conditions in which the 
interventions take place' (Tilley, 2000) 
• The context is the ‘varying conditions’ described by Tilley, i.e. what are the 
conditions that would cause an intervention to trigger a mechanism? 
• A mechanism is an effect that generates an outcome in certain contexts, and 
it is triggered by an intervention.  
• Outcome, or ‘outcome pattern’ is the practical effects produced by the 
mechanisms once triggered in the context 
CIMO configurations are used regularly throughout the thesis: 
Firstly, CIMOc’s are used by Analytical Resolutions to make connections between 
the identified concepts; these connections flesh out the research problem and aims, 
This is a somewhat different use of CIMO than that put forward by Pawson and Tilley, 
as the interventions being discussed are ones being staged by the data-driven 
organisation. Whereas, typically within research using Realistic Evaluation concepts, 
the intervention within the CIMO is the intervention being made by the practitioner or 
policymaker undertaking the research. Secondly, during the practitioner cycles, 
where CIMO configurations are used to describe the intervention theory and, after 
data collection and analysis, the intervention specification. 
3.4.1.4.1 Reading CIMO configurations 
CIMO configurations take the form of a table and are read from left to right. It should 
be read as indicating “In this context, this intervention will cause the following 
mechanisms, leading to these different outcomes”. Within the Realistic Evaluation 
cycles in chapter 6, there are two types of CIMO configurations – intervention 
theories, which explain what the researcher theories what will happen, and 
intervention specifications, which detail the finding of intervention after analysis. An 
intervention specification does not make an intervention theory invalid; it merely 
details what is observable from experience. 
 A lifecycle of constant theory: Realistic Evaluation cycles 
Realistic Evaluation revolves around cycles, found in this research within the 
retroduction stage. Each cycle must start with a theory of how an intervention may 
work based on current knowledge and always ends with a theory describing how it 
worked in practice after deployed. 
As discussed earlier, this work is that of a reflective practitioner. Many methodologies 
for reflective practitioner cycles exist, and this thesis uses one put forward by Realistic 
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Evaluation entitled the Realistic Evaluation Cycle, as shown in Figure 3-3. It is 
important to grasp the four key parts of each cycle. 
1. Intervention Theory: Before any work is done in the cycle, a program or 
intervention theory is created. This theory describes the intervention that will 
take place and any theorised contexts, outcomes or mechanisms that will 
occur based upon this intervention. Intervention theory is described using 
CIMOc logic. 
2. Hypotheses: The CIMOc intervention theory describes what is hoped may 
happen, what might work form whom in what circumstances 
3. Observations: There is a deployment of the intervention to undertake data 
collection and identify actual mechanisms, contexts and outcomes 
4. Intervention specification: An intervention specification for the deployed 
interventions is described, created using the observation’s findings. The 
Intervention specification details what did work for whom in what 
circumstances. It is described using CIMOc logic. 
In this research, Realistic Evaluation cycles take place in Retroduction, the fourth 
stage of Explaining Society’s framework.  
 The Mixed Methods approach & the expectation of multiple sources of wisdom 
Realistic evaluation does not impose any particular method of data collection. Instead, 
it allows a mixed-methods data collection approach where policymakers see fit. 
Realistic Evaluation uses a mixed-methods approach to gathering data to test 
proposed CMO configurations of the intervention under investigation over the 
traditional randomised control tests (Nurjono et al., 2018). This mixed-methods 
approach allows us to explore events and the structures and mechanisms behind 
them, observable or not. 
Realistic Evaluation describes how the creation of a theory cannot be done by a single 
source of wisdom, “‘what works for whom in which circumstances’ is knowledge that is 
going to be held by a large population of people, not just to experts and researchers, but 
also to the practitioners such as the author and to any beneficiaries of the intervention. 
(Glebbeek, 2011). 
To tap into the different expertise to develop the theory-driven hypothesis, many 
sources of knowledge are explored in the research, which is discussed in the following 




• The analysis of conversations during practitioner activities 
• A questionnaire asking users of technology about their experiences 
• Reflections with academic experts on: 
o The development of a tool to analyse digital footprints works on behalf 
of users of technology 
o Modelling learners 
3.4.2 Context of practitioner activities  
The thesis often refers to ‘practitioner activities’; these are a wide range of activities 
by the author that have been undertaken with users of technology to pair them with 
open-source methods, with an overarching aim to help them extract and analyse their 
own digital footprints. The deployment of these open-source methods within these 
activities are not considered a contribution to knowledge by the thesis and are simply 
‘business as usual’ practitioner work. The practitioner activities are, however, used 
by the research for two purposes: 
1. For the description phase of the research to gain insights into the types of 
methods that might occur in the analysis of data-driven organisations.  
2. They are the core activities of the Realistic Evaluation cycles; data is 
collected and analysed from them to create a theory of intervention. An 
intervention specification to give users of communications devices an insight 
into the practices of data-driven organisations. 
These activities are undertaken by the author and are aimed at an audience of users 
of technology and place in a variety of different contexts. Table 3-6 lists the 
environments in which these activities are deployed. All these activities follow a 
similar pattern: open-source software is used, and code is written that pairs statistical 
methods with data of interest to users of technology. However, while the pattern 
remains the same, these activities' intent changed over time during the realistic 
evaluation cycles.  
 Practitioner Activities: Deployment  
As described in the introduction to this thesis, the original activities were intended to 
be deployed in both online and real-world situations. Due to the practitioner leaving 
institutions over the course of the research and not having access to the same 
physical locations, it was decided that the activities would move to an online space 




The design of the online spaces used in the research affected the outcomes of the 
activities, and this design is factored into the strategies of the intervention. For 
example, cycle three is designed so that the online space in which the intervention is 
deployed is frequently visited by users of technology with particular interests.  
The practitioner activities are all deployed online using the tools and services 
highlighted in Table 3-7 
 Practitioner Activity: cycles  
The practitioner activities are undertaken within Realistic Evaluation Cycles, where 
the intent of the practitioner activities evolves each cycle, in line with the analysis of 
the data. This thesis groups the activities into three cycles of ‘Taking Action”. Table 





















Cycle Strategy of activities Collected Data 
Cycle one: Open activities to 
pair data collection methods 
with the application of 
appropriate statistical methods. 
 
Openly available, data analysis 
activities 
 
Technical tutorials on coding, data 
analytics and statistical methods.  
 
No planned audience  
 
Focus on collecting data from 
various freely available APIs and 
applying open-source methods 
 
Activities take place in layers 3-4 of 
the ordering model, providing 
insight into enabling functions. 
Conversations and 
comments in the comments 
sections. 380 individual 
comments. 
Cycle two: Open activities to 
give skills in the extraction of 
personal digital foot-print as well 
as appropriate statistical 
methods 
 
Openly available, data analysis 
activities 
 
Technical tutorials on coding, data 
analytics and statistical methods.  
 
Focus on giving users tools to 
extract their digital footprint  
 
Activities take place in layers 3-4 of 
the ordering model, providing 
insight into enabling functions. 
Conversations and 
comments in the comments 
sections. 532 individual 
comments 
Cycle three: Open activities that 
provide representations of data 
to interested audiences 
 
Openly available representations of 
data 
 
Code to reproduce representation is 
available. 
 
intention to show a representation of 
data to a specific audience who are 
interested in the dataset 
 
Focus is on a discussion led by 
users 
 
Activities take place in layers 5 of 
the analysis model 
Conversations and 
comments in the comments 
sections. 76 individual 
comments. 
Table 3-6: Stage groupings of activities for data analysis 
This research uses CIMOc logic to both describe the intent of intervention during a 
cycle, called an Intervention Theory, and the actual observations of the intervention 
called an Intervention Specification. In the data analysis stages, thematic coding is 
used to get an insight into the context, mechanisms and outcomes of these 
practitioner activities to produce the specifications. 
After each cycle, new strategies are developed for the next cycle. These tweaks to 
the strategies are based on the previous intervention specification, which leads to a 
new intervention theory. 
• Cycle One activities are those undertaken as a practitioner before any 




• Cycle two activities are those undertaken after a review of the data generated 
from the first stage, alongside the descriptions, analytical resolutions, and 
theoretical redescription.  
• Cycle three activities are those undertaken after a review of the data 
generated from the second stage, alongside reflection with critical friends. 
Each Realistic Evaluation Cycle follows the same pattern: 
First, an intervention theory is put forward; this is a hypothesis put forward using 
CIMOc logic. The intervention is a series of practitioner activities designed to this 
CIMOc and hopes to achieve what is described 
Second, data is collected from each of the activities and analysed through thematic 
coding to explore how true the intervention theory is and any drawbacks to the theory. 
Third, an intervention specification for the deployed interventions is put forward based 
upon the observation’s findings. 
Finally, new theories are explored through reflections with critical friends. 
 Practitioner activity: Tools and Coding approach 
Table 3-6 outlines the software tools and platforms used in the design, analysis and 
hosting of the activities. 
Tool  Purpose Rationale 
Nvivo Thematic coding Popular coding software accessible to the 
author  
Github Sharing of open activities Popular social code repository, allows asy 
sharing of code 
Youtube Demonstration of open activities in 
a video format 
Wide outreach, allows upload of video, 
popular format with users of 
communications technology 
WordPress Demonstration of open activities in 
a blog format 
Popular blogging tool, easy to share 
activitys from 
Reddit To take discussions for cycle three 
activities. 
Hosts a selection of forums with groups of 
users interested in certain subjects. 
 
Table 3-7: Tools used in the design of questionnaire activity 
 Design: Data collection 
Data is collected while performing practitioner activities. The data itself contains 
conversations between users of these activities, which took place on the forums that 
were provided in conjunction with the activities. 
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The practitioner activities are grouped into Realistic Evaluation Cycles and follow 
Realistic Evaluation’s demands. Each cycle of activities has different strategies that 
were employed, based upon findings from the last.  
 Analysis: Open Coding and Axial Coding 
Analysis of the data follows a systematic, replicable technique for compressing text 
into fewer content categories through a process called thematic coding. 
Two types of thematic coding take place; these are the Open Coding and Axial Coding 
methods. These two methods are known as first cycle and second phase methods; 
during the research, there was some ‘toing and froing’ between the methods. This is 
expected, and advocates of the axial method advise that the processes of axial and 
open coding overlap at several points during data collection and collection (Creswell, 
J. W 2014).  
Open coding is a popular thematic coding approach used to “remain open to all 
possible theoretical directions suggested by your interpretations of your data” 
(Charmaz, 2014). It is a ‘first phase’ coding approach (Saldana 2016), often used in 
conjunction with a ‘second phase’. In the open coding phase, researchers reflect on 
the contents of the data to reveal categories within the data. This first stage is 
repeated various times itself, with the researcher writing ‘memos’ to help narrow the 
categories each time it is repeated. In this research, open coding was used on 
conversations that took place after each stage of activities to develop emerging 
concepts. Initially, this is done on a line-by-line reading of the conversations, but 
through iterations of recoding and memo writing higher-level categories are reached.  
The second stage is entitled Axial coding; within this stage, the categories from the 
open coding are aligned with concepts central to the theories adopted by the 
research. Strauss (Strauss 1987, p. 64), calls these theory alignments ‘paradigms’ 
and as an approach is becoming increasingly popular with Critical Realist inspired 
researches (Amar, 2017; Hoddy, 2019). The paradigms are not set in stone, but 
Strauss suggests the following: conditions, context, phenomena, intervening 
conditions, strategies and consequences. This research uses the paradigms that 
align with Realistic Evaluation concepts. 
All conversations that have been coded took place in forums supporting the 
practitioner activities described in the methodology. The discussions were either with 
the author directly or with other practitioners discussing the author's work. In each 
instance, the person in the conversation has agreed to terms and conditions, stating 
that their comment is public. However, in line with the ethics approach, no direct 
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quotes repeated here in the thesis, and usernames/names were changed in the data 
to anonymised identifiers, these identifiers were only used during analysis to follow 
the lines of conversations made by the same person and were discarded after 
analysis. 
 Analysis: Reliability Measures and Inter Coding Checks 
Riffe et al. (Riffe at al, 2005) state that reliable measurement in content analysis is 
crucial for analysis to be meaningful. To assess the reliability of the coding, two 
different researchers must code the same text, in a process called intercoder 
reliability. This research follows five intercoder reliability checks originally described 
by Mouter and NoordeGraaf (Mouter and Noordegraaf, 2012 p2). However, in line 
with the Critical Realist rationality is some of these checks were modified. In alignment 
with other methodologies based on Critical Realism, attempts to reach numerical 
reliability ratings between intercoders were replaced with researchers being asked to 
reach consensus (Sturges, Klingner and Beth Harry, 2005). 
 
Intercoder check Description by Mouter and 
Noordegraaf 
Research approach 
1. Determine the scope of 
the intercoder reliability 
check 
Categories must be defined that 
are most relevant to the study 
goals. 
 
Overcomes time constraints to 
allow for second checking. 
Selection can be based on study 
goals.  
Categories are created through 
the first stage of open coding 
and aligned to the research 
questions.  
 
Shop talk is used to check 
categories. 
2. Draft protocol Before starting to code, the 
intercoder reliability coders are 
trained in using the coding and 
categorising protocol. 
 
Intercoder is familiar with 
Critical Realist ontology and 
epistemology. 
 
Models and concepts are 
explained to the second coder. 
3. Determine the sample 
that is tested 
It is impractical to sample the full 
text, so a sample is chosen, 
typically 10%.  
Size of the dataset and no 
coefficient approach means full 
data set is demonstrated 
4. Execute the test, select 
the reliable coefficient and 
calculate the coefficient 
A coefficient test is used to test 
reliability. 
Researchers meet and discuss 
agreements and 
disagreements. 
5. Assess the results and 
draw conclusions 
Check if there is agreeability in the 
coding approach. 
Codes and paradigms changed 
as agreed. 
Table 3-8 Intercoder checks in the research 
As described earlier, thematic coding takes two stages, the first of which, open-
coding, is an approach to remain open to all possible theoretical directions. However, 
it is difficult for intercoding to take place on open coding when both researchers are 
attempting to take their codes in all these directions; furthermore, this open approach 
is also against the grain of the first intercoder check shown in Table 3-8, since there 
are no constraints in an open coding approach. To combat this, the inter coding takes 
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place during the second ‘Axial’ Stage, when categories have already emerged from 
the open coding, and the second researcher can use these categories to code the 
text themselves for checking. 
This is not to say that no checks happen within the first stage. Saldaña makes 
suggestions for an inter coding approach during the first stage, which he describes 
as “shop talk” (Saldaña 2016 p231). In shop talk, trusted peers, colleagues, advisors, 
mentor, experts, or friends” are approached to discuss the research to help them 
verbally “articulate what is going on”. In this research, the shop talks helped create 
open codes and led to further peer-reviewed work and reflections with academic 
friends. 
 Practitioner activities: Open Access  
Although the activities have evolved over the timeframe of the research, they have 
always been undertaken as part of ‘business as usual’ as an I.T. professional in an 
educational setting. Often they were are informal and often, to some extent, 
improvised, trying to pass on practitioner knowledge while simultaneously trying to 
understand the wants and desires of the users of technology. For each of these 
activates, computer code is written that pairs statistical methods with data. In every 
instance of the activity, this computer code is uploaded and shared for others to 
engage with. Table 3-9 shows where these activities were hosted and can be found 
by readers of the thesis; these locations also offered a forum or other functionality to 
support conversations. 
Type of upload  Description Locations 
Variety of 
blogs, 
The blogs were a way of exposing my methods. 









Code repositories are a way of sharing code with 








Video Tutorials Video tutorials were used as a way of explicitly 
showing how a certain thing could be achieved. 
http://www.youtube.com/dms2ect 
Table 3-9: The hosting of practitioner activities 
This thesis revolves around open and free access to discussions, methods, code, and 
data in the domain of data analytics. The aim is to give an insight that ultimately helps 
users of technology make informed decisions about the data-driven organisations 
they interact with. In this spirit, an electronic copy of all the author's activities is 
101 
 
available to share and adapt under a Creative Commons license at 
https://github.com/ds10.  
3.4.3 Survey methodology 
 Survey purpose 
At the heart of this research is an intervention that gives users of communications 
tools and insight into data-driven organisations and data-relationships. At the end of 
the final cycle of practitioner activities, an intervention theory is produced, detailing 
how users of technology can gain insight into data-driven activities. However, since 
there is no detailed evidence to suggest that this insight is going to change their 
patterns of behaviour long term, it is unclear what the long term effects of this insight 
are.  
That is not to say there is no indication of what an insight into data-driven 
organisations may do to the behaviour of users over a longer term. There were 
existing polls assessing how users of communications technologies felt about their 
digital footprints being analysed, but the polling gave no clear indication of public 
feeling firmly on any opinion. Literature suggested that this could be due to a variety 
of factors, such as the fast changes in technology or politics. Furthermore, current 
polls give little indication of the demographic makeup of those polled, and this could 
also have an impact on the results that were reported which could also influence 
opinions. 
A survey is undertaken in this research, to gain an insight into what links an 
individual’s understanding of data-driven organisations, opinions of data analysis on 
digital footprints, and their own patterns of behaviour using communications 
technology. This insight gives the research a clearer understanding of the long-term 
insights into data-driven organisations and how that might change behaviour patterns, 
allowing it to hypothesise potential outcomes in a final intervention specification. 
Furthermore, the additional survey creates additional descriptions of the domain, 
allowing future Critical Realist research to make additional Descriptions and 
Analytical Redescriptions. 
The primary research question for this survey is: “What are the relationships between 
the patterns of behaviour shown by users of technologies and their knowledge 
regarding technology and data analysis processes?” 
The broader objective is to describe the opinions and behaviour of users of 
communications technology to improve the descriptions in future Critical Realist work 
undertaken by the author. 
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  Survey design: Collection and Analysis Tools 
Table 3-10 outlines the software tools used in the design and analysis of the activity. 
Google Forms is used in the creation, distribution and collection of results of the 
questionnaire. IBM SPSS is used for statistical analysis. 
Tool Purpose Rationale 
Google Forms Creation of questionnaire and 
collection of results 
Fulfills distribution criteria: 
• An online form can reach many 
geographic areas 
• Real-time capture of answers 
• Ease of data processing 
• Supplemented by the paper 
version 
  
SPSS Access statistical packages for 
social sciences. Identify 
correlations between variables. 
Gives access to correlation and 
statistical methods, chosen for: 
• Ability to interface with Nvivo 
12 pro if required 
• Well used among social 
sciences 
 
Table 3-10: Texts used in the design of questionnaire activity 
 Survey design: Primary and secondary objectives 
The design of the survey follows Fink’s classification guide, which provides 
researchers with tools to classify their surveys, with guidance on pitfalls and 
advantages of each classification (Fink, 1998). Fink puts forward a series of ‘Benefits, 
Risks and Potential for Bias’ questions, which have been used to design the survey 
to maximize benefits while migrating risks and bias. Based on the answers to these 
questions, Fink gives guidance on how a survey should be designed. Table 3.10 
shows Fink’s checklist of questions, with answers appropriate for this research.  
The objectives of the survey are both related to descriptions, and as such, the survey 
itself is classified by Fink as being descriptive. As such, the research follows Fink’s 
design methodology for surveys aimed to produce information on “groups and 
phenomena that already exist”. The target audience is only surveyed once since it is 
used to inform the design and deployment of an intervention, the audience is not 
trying an untested intervention, so there is no control group. There is no restriction on 
who is eligible (aside from being a user of communications technology). However, 
some questions ask for demographics (e.g., age, sex) to help inform the secondary 
objective.  
Checklist  Design Answer 
Objective Primary: What are the relationships between users of 
technologies patterns of behaviour and their knowledge 




Secondary: To describe the opinions and behaviour of a broad 
target audience-users of communications technology. 
 
Target Audience Users of communication technology 
Number of times 
group is surveyed 
Once.  
Is a control group 
included 
This survey is not conducted with the selection of the audience 
who undertake any additional activity; therefore, there is no 
experimental group and no control group. 
Who is eligible? Users of communications technology. 
Table 3-11: Fink’s checklist of questions to choose a survey type 
 Survey bias risk 
As previously described, within Fink’s classification, the survey is classed as a 
Descriptive Survey, this is because the objective is to describe characteristics of a 
group that already exist (users of communications technology), and the technology 
itself and data-relationships that already exist. However, within Fink’s classification of 
descriptive surveys, this survey is further classed as a cross-sectional design. The 
intended result of a cross-sectional design is a portrait of the group we are trying to 
understand (users of communications technology).  
 Description  
Design Cross-Sectional 
Benefits Provides baseline information on survey 
participants and descriptive information 
about the intervention. 
Risks Offers a picture of participants and program 




If the survey is lengthy, then history and 
maturation; selection, attrition. 
 
External validity: 
Only if the sample is representative is 
findings applicable to the population 
Table 3-12 Study Design for Cross-Sectional Surveys (Fink, 1998: p64) 
Fink describes the benefits, risks and potential for bias of a cross-sectional descriptive 
design in Table 3-12. The risk that it only offers a picture of participants at a certain 
point in time is valid and recognised in this thesis. As observed in the literature review, 
opinions and understanding of data analysis and data surveillance is rapidly 
changing. It should be noted that users of the practitioner activities were not informed 
of the survey to protect its external validity. 
3.4.3.4.1 Cross-sectional benefits 
Fink describes the benefits of a cross-sectional survey as providing baseline 
information on the survey participants. This fits with the phase aims, to gain current 
information about users of technology for use in the design of the final intervention 
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and for the selection of participants; the survey aims to return to the Descriptions 
stage of Critical Realist research. 
3.4.3.4.2 Risk mitigation in a cross-sectional design  
A large risk highlighted in the literature review is that opinions change. The critique 
when a survey is undertaken it only offers a picture of participants at a certain point 
in time is valid and recognised in this thesis. As observed in the literature review, 
opinions and understanding of data analysis and data surveillance are rapidly 
changing, and these changes may be for a variety of reasons. The survey attempts 
to mitigate this risk by producing a rolling survey, which is accessible and taken over 
a longer period.  
3.4.3.4.3 Bias mitigation in a cross-sectional design  
Fink’s description of cross-sectional benefits describes two types of bias to be aware 
of, internal and external validity.  
Internal validity 
Internal validity may be affected by events; these events may happen at the same 
time as the intervention and be far more influential than the program itself. For 
example, users may hear news stories regarding their data and how it is used in 
various ways which may affect their opinions and usage. As stated in the risk 
mitigation, this bias is a risk to the thesis as it offers a picture of participants at one 
point in time, in an area in which opinions change rapidly. It is hoped that the length 
that the survey is running mitigates the bias. 
External Validity 
The selection of the survey users must be applicable to the population in general. To 
ensure this, the selection process will be as wide as possible. An online form runs the 
risk of selecting more technically-savvy users who are more aware of the issues which 
may affect their opinions. To get a wide selection of contexts, and not just the ‘very 
technically savvy’, both an online and offline version of the form were offered to a 
wide selection of participants.  
 Survey distribution 
The survey was distributed following recommendations in How to Conduct Surveys 
(Fink 2017). Within Fink’s work, two main approaches are suggested; a self-
administrated survey or interview. Based on the recommendations via Fink, a self-
administrated is selected, available both online and printed. Details of the advantages 
described by Fink and the relevance of them to this work are as follows:  
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• An online form can reach many geographic areas 
While this research is primarily concerned with UK participants, it allows the whole 
of the UK to be easily covered. It also allows for international responses if it is 
decided that differences in international users of technology need to be analysed.  
• Real-time capture of answers 
This was deemed important due to the literature review highlighting that current 
world events may have an impact on answers. Real-time collection of answers 
contains a timestamp that allows any unusual patterns in answers to be tallied 
against world events. 
• Ease of data processing 
The survey asks pairs of simple questions that can be compared giving a rating 
on a Likert scale 
• Supplemented by a paper version 
An online survey has advantages and disadvantages in this context. The survey 
is aimed at users of communications technology, so an online survey should be 
accessible to them. However, the survey needs to be accessible by users of 
different confidence levels; for example, users who may use technology for simple 
communications use may be unable to return a survey. For this reason, a paper 
version was distributed to various physical outlets.  
 Survey question rational 
As the literature review demonstrated, it is difficult to know exactly what opinions 
people have about data relationships and digital surveillance and why they have 
changed. While this survey aims to find correlations between opinions, computer 
usage and knowledge, contextual profiling information is obtained through the survey 
to find information about how different profiles may change attitudes. This profiling 
allows us to group together profiles where different mechanisms can be theorised as 
working in the intervention. Questions are broken down into the following:  
• Knowledge 
Knowledge of subjects such as computing technology or statistical analysis 
methods is vital to the survey because it is hypothesised that knowledge leads to 
changes in patterns of behaviour with relationships. Knowledge is correlated 
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against questions related to opinions on surveillance and patterns of behaviour to 
hypothesise if a change in knowledge will change either of them. 
Since it is difficult to compile a complete list of subjects to ask respondents what 
they know about, respondents are asked questions along the lines of “How 
confident would you feel talking about a subject which involved the following 
keywords”, keywords are chosen as from insight gained from the literature review. 
Answers can they be given on a Likert-type scale, (e.g. “I feel very confident”). 
• Opinions  
Opinion questions ask respondents what they think about various activities of the 
state and businesses. These can be correlated against knowledge questions to 
see if users’ opinions change in line with more or less more knowledge on 
computing technology and statistical methods. 
Opinions are collected on a Likert scale, collecting information about how much 
the respondent agrees or disagrees with the activities of the state or businesses 
• Patterns of behaviour 
Patterns of behaviour are simple questions asking about computer usage that 
may affect their activities from the state or businesses. It is hypothesised that 
knowledge of statistical methods may change patterns of behaviour, so these 
questions are asked to see if there is already a link established between 
knowledge and patterns of behaviour 
• Demographic 
Demographic information asks a series of questions about media consumption, 
age and location. This is important in order to understand if there are external 
issues making up an individual’s profile that may influence the their opinion. For 
example, the literature reviewed showed that a leak regarding state surveillance 
might make people wary of state surveillance, while a terrorist attack with large 
media coverage might have the opposite effect. To combat this, the poll is a rolling 
poll, with responses having timestamps. Contextual profile questions are 
designed using the recommendation questions on profile grouping are taken from 
Office National Statistics recommended questions for the 2011 Census in 
England and Wales. A full list of questions asked can be found in Table 8.4; an 











Age Group Options of age 
ranges.  
Demographic context. Used 





Country of Residence Drop Down Demographic Context. To 
narrow down UK opinion or 







Which devices do you own 
that are connected to the 
Internet? 
Multiple choice Demographic Context. Does 
the respondent have any 
internet enabled devices? If 
so, which ones? 
Section 3: UK 
Specific 
questions 
Do you prefer to get your 
news from any of the 
following newspapers or 
their website? 
Multiple choice Demographic Context. Does 
the respondent read any 






Somebody wants to talk 
about computers and the 
Internet with you. The 
following terms are 
mentioned during the 
conversation: (Terms: 
Data, Big Data, Meta Data, 
The Cloud, Digital 
Surveillance, Digital 






you think you 
would be on 
the subject of 
computers and 
the Internet? 
(1 being very 
uninformed 
and 5 being 
very informed) 
Knowledge. How much does 
the respondent think they 






Somebody wants to talk 
about the collection and 
analysis of information with 
you. The following terms 
are mentioned during the 
conversation. (Terms: 
Social Network Analysis, 
Data Mining, Machine 
Learning,Social Media 








you think you 
would be on 
the subject of 
the collection 




and 5 being 
very informed) 
Knowledge. How much does 
the respondent think they 














Opinion. Questions asking 
opinion on if they agree or 
disagree with various data 
storage and analysis by 




While using the internet, 
have you ever done any of 




Usage. Questions regarding 
computer usage that relates 
to privacy. 
 
Table 3-13 Questions asked in questions in the survey 
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 Survey distribution 
The strategy for sharing the survey was initially to distribute it via web-based 
communities. The survey was submitted to an online community that specialised in 
the distribution of academic surveys.  Within this community, entitled SampleSize, 
members help each other distribute academic surveys to their appropriate audiences. 
After submission of the survey to the community,  community members collaborated 
in its undertaking and sharing. 
As described earlier, to understand the demographic answering the survey questions, 
the survey contained many demographic questions. After submission of the survey to 
SampleSize, responses to these questions were monitored by the researcher. During 
the monitoring made it clear that specific demographics were missing from the 
makeup of respondents. In particular, most respondents were young and had a wide 
array of devices connected to the Internet. In response to this, a second method of 
distributing the survey was undertaken, which involved distributing paper versions 
through a physical space available to the researcher. In particular, it was distributed 
at a community centre’s weekly fundraising event. 
While the second approach did encourage a broader demographic of respondents, 
there were also a few drawbacks. First, it was challenging to keep an offline version 
of the survey continuously open and available for submission, in the same way that 
the online version was. To combat this difference in versions, the offline survey was 
distributed more than once, at the same location but at different times.  
The second drawback to an offline survey was that the geolocation of these new 
respondents was limited to the North West of England, the physical local of the 
researcher.  
Future research may attempt to get a more varied global respondent. However, both 
the time frame of this research and the 2020 global pandemic have limited the ability 
to get paper versions to broader international communities. Table 3.14 details the 
methods, locations and the rationale behind using the distribution of the survey. 










Location Rationale Respondents 




Distributed to online participants 
through a community of researchers 
interested in the distribution of 
academic surveys 
75 





collected once a 
week, for two 
months) 
 
Distributed to participants of weekly 
community fundraising events. 
35 
Table 3-14 Survey distribution methods  
 
 
3.4.4 Reflections with academic experts 
 Bring ‘theory to the data’ 
As well as data collection and analysis through the cycles and questionnaire, 
collaborative reflections are made with critical friends. As can be seen in the workflow 
diagram in Figure 3-4, after collection and analysis of data (bringing data to the 
theory) of each realistic evaluation cycle there is a reflection stage (in which theory is 
brought to the data). This is the stage in which new theories are explored, or data is 
taken to experts for examination. Reflections can be found in the chapter. 
After an intervention specification is put forward at the end of a Realistic Evaluation 
cycle, there is a process of reflection. The purpose of these reflections is to adjust the 
practitioner activities to feed into the intervention theory for the next cycle. The extent 
to which these have fed back into the intervention specification was discussed in 
Chapter 6. 
These have also led to outputs from collaborations with domain experts, a breakdown 
















A white paper by the author 
reviewing automated tools for 
infrastructure for doing automated 
analytics.  
The white paper can be accessed at 
http://publications.cetis.org.uk/2013/535 (Kraan, 






Testing the possibility of creating a 
tool to demonstrate open and freely 
available statistical methods to 
users of communications 
technology. 
 
This is undertaken in two stages, 
firstly a collection of scripts is 
created that demonstrate its 
possibility. Secondly these scripts 
are put in to a tool that is deployed 
in a context where they can be 
used by learners. This was done in 
the context of an EU project and is 
written up as an academic paper. 
 
Paper and prototype testing the 
possibility of creating a tool to 
demonstrate open source 
statistical methods to users of 
communications technology 
 
A peer-reviewed paper written in conjunction with 
educational experts testing the feasibility of 
building these scripts into a tool that can be used 
with students. Accessible at: shorturl.at/cpEP6 
(García-Peñalvo, F. J., Griffiths, D., Jonhson, M., 









Agent-based models of attachment 
developed, an academic paper was 
written analysing the cybernetic 
model of a learner that concludes 
we are missing a bit of ‘real world’ 
in the model 
 
Peer-reviewed paper written with cybernetics 
expert exploring the relationship between 





Table 3-15 List of collaborations  
 Ethics 
This research explores giving users of communications technology access to data 
they generate while also providing statistical methods to apply to this data. The 
application of statistical methods on this data offers an insight into patterns of 
behaviour; this insight may be oppressive to the individual if given to a third party. In 
this context, it should be noted that this research does involve providing individuals 
with an insight into how their data is collected and analysed. This research does not 
involve the researcher collecting user footprints and analysing them for research 
purposes. In addition to the dangers of the researcher or other third parties acquiring 
this insight, it also became apparent that this insight may be distressing to the 
individual, particularly if they have not been equipped with the skills to understand 
presented findings. 
While the researcher set out to follow existing ethical frameworks and stances, it 
became clear that any ethical considerations needed to be under continuous 
discussion and review by the researcher. This was done in conversations with 




A high-level of the ethical frameworks and stances adopted: 
1. The author follows their own ethical principles 
• The author will never hold or analyse the data of any individual 
• In activities describing and processes to analyse data, users will not 
be confronted by data to which they did not previously have access 
Activities or tools describing the process of ‘mining’ data will only mine 
publicly available datasets23 
2. Universities code of practice is followed24.  
• The University of Bolton’s ethics form is undertaken and reviewed by 
the University  
• No personal data is collected about the individual. 
3. An ethical stance is followed regarding the processing of online discussion: 
• No direct quotes are used as the use of direct quotes may allow 
readers to locate the original content unless the quotes have a high 
number of users with the same quote, for example, a frequently 
occurring NGRAM 
• Usernames or similar identifiable items are removed before analysis 
• Only ‘high level’ thematic codes are discussed after a coding process 
has taken place 
4. Experts, peers, colleagues and users are included within the discussion of 
The ethical procedures followed in this research. The following principles were 
settled on: 
• With the exception of publicly available online forum comments, the 
author does not collect digital-footprints of users nor analyse them 
• Individuals who are given the tools to analyse their own data are not 
given the data of others to analyse 
• If data about people is needed to demonstrate mass surveillance, this 
is publicly available and is data describing characters or people who 
are not real. For example, in Chapter 4, the practitioner can 
demonstrate Graph Theory using freely available Wikipedia data on 
 
23 For the ethics stance, “Publicly available” means that when created, the purpose was to be 
publicly available. Datasets accessible through a leak are not classed as publicly available. 





the relationships between WWE wrestling characters instead of real 
people. 
3.5.1 Ethical Stance on analysis of comments 
Comments made by individuals on internet forums are analysed in this thesis. The 
terms of service of online communities such as YouTube explicitly state that 
confidentiality should not be expected. Furthermore, section 12 of the British 
Educational Research Association say, "Seeking consent would not normally be 
expected for data that have been produced expressly for public use." (BERA, 2018). 
However, following discussions with community members, this research decided to 
take the stance that users may not be aware of service terms and may not wish to be 
identified. As such, additional guidance on ethical matters regarding the analysis of 
comments around these activities was taken from Paul Riley’s development of an 
ethical stance to analysing comments in online communities (Reilly, 2018). No 
usernames or other identifying information is given, phrases that have been posted 
online are still accessible, and maybe traceable are not repeated within the thesis.  
3.5.2 Unique Ethical Considerations 
The circumstances of the research required the researcher to review the ethical 
approaches of the research continually. Judgments had to be made on how data was 
analysed, discussed and shared with the participants themselves. Expects and 
participants themselves were involved in the evolution of the ethical approach. 
 Cycle Two Considerations 
Cycle two of the practitioner activities (Chapter 6.3.2) raised ethical issues’ that 
required additional consideration. The focus of cycle two was to give users of 
communications statistical methods to analyse their data. As discussed earlier, at no 
point during the research does the researcher see outputs from individuals when 
applying statistical methods to their data. However, the individuals do see the outputs 
themselves, and giving users the tools to analyse their own footprints lead to issues 
around them not being fully aware of the significance of the results; and the dangers 
in this lack of awareness. 
Once a user had finished an activity in cycle two, they received some form of output 
that showed a statistical analysis of their data. While the researcher and other users 
did not obtain these outputs, it may have been unclear what these outputs 
represented. This ambiguity had had multiple consequences. Firstly users could 
share information about themselves among peers without knowing what they were 
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sharing, potentially revealing information about themselves that they did not want to 
give away. Secondly, the user might ‘misread’ the statistical results and interpret the 
result to mean something it did not, potentially causing distress. 
The third cycle attempted to resolve these issues. In cycle three, the use of personal 
data was replaced by openly available data that described fictional characters, for 
example, the fictitious personas of professional wrestlers (as described in chapter 4), 
or television characters in a soap opera. 
 Intervention Specifications and Ethical Guidance 
The purpose of Intervention Specifications is to provide repeatable strategies for 
deploying an intervention. These strategies are not just for the researcher to deploy 
but also give a model of intervention for other practitioners to use and modify in their 
contexts. During the final ‘packaging’ of these strategies into CIMO configurations, it 
became clear that while the researcher had followed guidelines and made informed 
judgements, there was no ethical guidance accompanying them for other 
practitioners. 
A practical solution was found by adding ethical guidance notes to the code repository 
of practitioner activities. This ensured that practitioners using the resources would be 
aware of both the researcher's guidance and the judgements that had been made in 
the development of the code. Adding this ethical discussion to the code repositories 















Chapter 4: Practitioner activities: description 
 Introduction 
Chapter 2: Literature Review made exploratory descriptions of the problem domain 
and, through the process of analytical resolutions, dissolved the descriptions into 
structure, intervention, and outcome components, laying out the relationships 
between some of these components with CIMOc logic. Missing from these earlier 
descriptions and analytical resolutions, however, are ones related to data retrieval 
and analysis capabilities. These are essential things to explore in order to create 
explanatory models or theories describing the undertaking of data-driven 
organisations and to create a theory backed intervention describing how users of 
communications technology can gain insight into them. 
 
This chapter serves the same function to the research as the literature review in chapter 
2. The chapter repeats the process of making exploratory descriptions, however this time 
by describing three practitioner activities. The chapter turns these descriptions into 
‘components’ to confine ourselves to the findings we wish to explore further. This is a 
repeat of the Description and Analytical Resolution Critical Realist stages found in the 
literature review. It gives a different picture of the problem domain, including insight gained 
from the researcher’s practitioner role as an Educational Technologist. While the earlier 
Analytical Resolutions helped to describe the problem domain itself, the ones described 
in this chapter revolve around the practitioners work, and help to give insight into what can 
be achieved by someone wishing to use the tools in this domain. 
This chapter includes some detailed technical information describing how practitioner 
activities are undertaken. While this information informs the Critical Realist research 
stages, the technical information itself is not considered a contribution to knowledge. Due 
to this, a technical understanding of the examples is not required from the reader, non-
technical readers may wish to skip the detailed examples within the chapter, and instead 









Information concerning these aspects comes from the practitioner activities that the 
author has undertaken. In this chapter, descriptions and analytical resolutions are 
made once again. This time the point of view is from a practitioner describing their 
own experiences, as opposed to a literature review exploring the problem domain. 
The author undertook many activities as a practitioner, and it is impossible to go into 
detail regarding them all. In these activities, data retrieval and analysis techniques 
are given to users of technology. Instead of describing all the activities, this chapter 
gives three representative examples of the activities, one from each Realistic 
Evaluation cycle25. Each example is a description of an activity and the unique 
insights that were gained from it. This contributes to the Critical Realist step of 
Descriptions; which in turn are broken down into components, in the same manner 
as the literature review, providing the Critical Realist step of Analytical Resolutions. 
The reactions of users to these practitioner activities are not included in these 
descriptions. Data related to the responses is examined as part of the Retroduction 
and Contextualisation stages in Chapter 6. 
While this chapter provides descriptions and analytical resolutions that feed into 
the next chapters, the individual examples are not considered a contribution to 
knowledge in themselves. Readers, particularly those of a non-technical background, 
may wish to skip the detailed examples, and simply use them for reference during the 
Realistic Evaluation cycles in Chapter 6 
4.1.1 The emergence of models 
This research follows a framework that revolves around the creation of explanatory 
theories and models. These models are first described in Chapter 5: Theoretical 
Redescriptions, after descriptions and analytical resolutions have taken place. A 
reason for following such a framework is its ability to create a shared understanding 
and language.  
While carrying out the practitioner activities, it was observed that quite often, different 
combinations of tools carry out the same data analysis steps and a model would be 
useful in describing these steps to fellow practitioners. In the early stages of these 
practitioner activities, the models depicted in Chapter 5: Theoretical Redescriptions 
 
25 Cycles refer to the Realistic Evaluation Cycles, described within Chapter 3: Methodology. 
As a reminder to the reader, a cycle is a collection of practitioner activities that share an 
intervention strategy, data from cycles is captured and analysed together. 
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did not yet exist, and the practitioner had no way of describing the activities to 
colleagues. 
Initially, the author explored existing models to describe these groupings of data 
analysis steps to readers of this thesis. However, after reflecting on existing models, 
it was found that they were mostly software orientated and did not provide an easy 
way to explain steps of data analysis to a non-technical audience. Instead, a method 
for describing and visualising the processes was created by the practitioner. This 
method, entitled the Data Analysis Process Grid, is described further in this chapter. 
It is important to note the following: 
1. This grid is not considered a contribution to knowledge on its own. Its primary 
purpose is to explain the practitioner activities to the reader. 
2. The Explaining Society framework encourages researches to move back and 
forward between model creation stages and descriptive stages. While these 
chapters follow in sequence, in reality, there has been a ‘toing and froing’, and 
the Data Analysis Process Grid has been tweaked, both drawing on and 
contributing to the models later created in Chapter 5: Theoretical 
Redescriptions. 
3. The Data Analysis Process Grid also draws on work with academic experts 
described in Chapter 6: Realistic Evaluation. 
 Data Analysis Process grid 
It is impossible to demonstrate every single technique for the analysis of data. To give 
the reader an insight into the range of statistical techniques available, the 
Comprehensive R Archive Network (CRAN)26, a repository of openly available 
statistical techniques and capabilities for the R programming language27, reached 
10,000 packages in January 2017 (Hornik, 2017). 
However, despite a large number of techniques and capabilities, it is still possible to 
give an idea of the many different types of processes required to undertake data 
analysis. In the researcher’s practitioner setting, it was found that separate 
practitioner activities often used different combinations of tools and techniques to 
achieve the same outcome. While this means that these tools and techniques can be 
grouped by their purpose, a tool may also fulfil multiple processes. 
 
26 Many of the technical techniques used within the practitioner activities are taken from the 
CRAN network, which is explored further in this chapter. 




For example, in many of the activities, a software program was used to extract data 
from a database; this software tool could be classed as fulfilling a data extraction 
process. However, a tool that extracts from the database may also be able to perform 
analysis of this extraction, and if so, is both an analysis and extraction tool. Due to 
the blurred lines of techniques and tools, it was decided that a method to convey the 
types of tools that were being used and how these relate to each other was needed. 
A method was created by the practitioner to visually demonstrate the relationships 
between software tools, patterns of behaviour and statistical theory; the thesis calls 
this method the Data Analysis Process Grid. 
The purpose of using a grid system is to so that software, techniques, or processes 
can be placed upon the grid to show their functionality visually. Relationships can be 
drawn between software placed upon the grid to describe their relationships. 
4.2.1 A note on existing models 
It is important to note that in the field of data science, there are already many models 
and procedures describing the data analysis process. The models revolve around 
computation phases of analysis, often split into the extracting, transformation and 
loading of data using software tools, phases commonly known as ETL (Vassiliadis, 
2009). Existing models are typically a tool for describing the workflow of preparing 
data ready for what is known as a ‘data warehouse’.  
The Data Analysis Process Grid takes a slightly different approach to these existing 
ETL models. Existing models are primarily aimed at a technical audience, alternately 
the purpose of Data Analysis Process grid is to explain the functionality to users of 
technology who are not necessarily software developers and avoids the data-science 
technical approach of ETL descriptions for more generalised and familiar terminology. 
4.2.2 What is a process? 
In the Data Analysis Process Grid, a process is defined as a step or a series of steps 
taken to achieve an end. Multiple processes are undertaken in each activity to analyse 
digital footprints. 
4.2.3 The processes within the grid  
The grid is made up of the processes that are undertaken by the practitioner in an act 
of digital analysis upon a set of digital footprints. These steps are described in Table 
4-1, and the grid can be seen in Figure 4-1.  
The purpose of putting the steps into a grid is so that tools used to undertake the 
processes, such as software, can be drawn onto the grid. The workflow of the 
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processes can then be demonstrated by labelling the relationships between the 
described processes; for example, Figure 4.7 below, shows all the processes 
undertaken within the first example and how they are related. Data analysis tools can 
encompass more than one type of process; for example, a software tool could both 
extract data and apply a statistical method over the extracted data. It may be placed 
on the grid over both analysis and extraction boxes. To help readers follow which of 
these processes are being discussed, and to keep track of which processes follow on 
from which, the thesis represents these processes on the grid  
Process  Description Examples 
Method/s This is the identification of statistical theory or statistical 
procedure that is going to be undertaken 
 
Graph Theory 
Event/s  Digital footprints must be about something. This is the 
identification are the actual transactions, interaction or 
events that are to be analysed using the theory 
The messages between 
users of technology in an 
online conversation. 
Analysis Steps that allow the methods to run on a computer  Computer code that 
provides Graph Theory  
Storage and 
Extraction 
The events must be stored somewhere as data, and this 
data must be able to be extracted. This is steps that digital 
store storage of events and the usage of tools that allow 
the transformation or extraction of data regarding events 
 






Using tools or software languages that can pair analysis 




Table 4-1 Description of processes in the Data Analysis Processes Grid  
4.2.4 The grouping of steps 
This grid can be seen in Figure 4-1. As can be seen on this grid, some processes, 
are higher up than others, this is because the higher areas on the grid usually depend 
on an instance of the processes that are below them to function. As seen in the blank 
process grid in Figure 4-1, processes are split further into two groups. The bottom of 
the two groups represents the digital footprints and theories on how they can be 
analysed. This grouping is entitled Theory and Transactions. They are processes 
which may not always be digitally tangible for digital analysis to take place. The two 
separate processes in the grouping are Methods and Events.  
Method/s processes involve identifying the statistical methods and theories that are 
to be used during analysis.  
Event/s are the things that will be represented by digital footprints, these events may 
create the digital footprints as a by-product, or there may be a manual process that 
will transform them into a digital footprint. In either instance, the digital footprint is not 
the domain of an event process; it is the actual transactions, interaction or events that 
are to be analysed that are found within this process. 
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The above grouping is entitled Enabling, and these are processes that enable the 
methods and events to be analysed by using digital technologies. This includes 
digitally encoding the methods through computer software or code that can perform 
them, or digital storage and retrieval of digital footprints. 
 
Figure 4-1 A blank process grid 
 Descriptions 
This subchapter describes three different practitioner activities, one from each 
Realistic Evaluation cycle grouping. Each example is described using the Data 
Analysis Process Grid. The examples describe what the practitioner did with users of 
technology in each activity. Since the activities themselves are not considered a 
contribution to knowledge, any code written by the practitioner is not described in 
detail here. However, each example gives a link to code examples if the reader 
wishes to explore them further. At the end of each descriptive example, analytical 
resolutions are made, to distinguish them from the components made within the 
literature, components are given the label ‘practitioner insight’. 
4.3.1 Example 1. Distant reading. An insight into Topic Modelling 
This example is of activity within the cycle one grouping of practitioner activities. Cycle 
one activities were performed before any other Realistic Evaluation cycles had taken 
place, and their strategies are drawn from the practitioner wanting to share his 
practice in an open manner. These activities are described as Open activities to pair 
data collection methods with the application of appropriate statistical methods. More 
information on this cycle can be found in Chapter 3.4.2.1 and Chapter 6.1.  
120 
 
This particular practitioner activity used a technique called “Distant Reading”, a 
technique in which large amounts of text are analysed to identify meaningful topics 
that the text may be about. In particular, the activity used a machine learning algorithm 
entitled Topic Modelling.  
The example was presented to both offline and online audiences28.  
 Example 1: Background 
Data-driven organisations run statistical models over large amounts of data to gain 
insights into the contents of the text (Russell and Klassen, 2014). Open-source 
professionals and researchers also want insights into large amounts of data. For 
example, over research papers texts to gain insight into trends within their field of 
study, which has led to the development of open methods to find insights over text 
using computational methods (Marwick, 2012). The openly available method in this 
example is called Topic Modelling (Nikolenko, Koltcov and Koltsova, 2017). 
The growth in open and available statistical tools and methods has led to a research 
approach called Distant Reading becoming increasingly popular (Templeton, Clay, 
2011). The idea of distant reading is that instead of reading each individual item of 
text in a collection, statistical methods and techniques are applied to a collection of 
text, which produces creates themes that describe what is in the text.  
Topic Modelling is a popular distant reading statistical method used for discovering 
abstract topics that occur in collections of text (Nikolenko, Koltcov and Koltsova, 
2017). Topic models are models based upon the assumption that documents are 
made up of a mixture of different topics (Blei et al., 2003), where a topic is a mixture 
of words that are likely to be written. 
This example gave the users insight into the way digital footprints of texts can be 
analysed on a mass scale so that data-driven organisations can reveal the topics 
within the text relatively quickly. 
 Example 1: Events and storage 
Figure 4-2 shows the processes in the example that are related to the events, their 
storage and their extraction and location on the Data Analysis Process grid. 
 





Figure 4-2 Data Analysis Process Grid with steps in events and storage/extraction processes filled in 
for example 1 
  
Events 
In this example, the events under analysis are the conversational interactions taking 
place on political discussion forums online. The conversations are taking place on 
four separate political forums, although each of these forums is hosted on the same 
underlying website, entitled Reddit. The forums are: 
• The r/politics forum for U.S political news and information 
• The r/ukpolitics a forum for U.K political news 
• The r/shitpoliticssays a forum dedicated to pointing out the perceived bias of 
/r/politics 
• The r/conspiracy a forum based around discussing political conspiracies from 
both r/politics and r/ukpolitics 
Discussions take place online 















At the bottom right of the Figure 4-2 grid are the events under analysis, these are the 
political conversations between users of a web forum, and are owned by the company 
which is collecting and distributing the data.  
Storage and extraction 
The events are conversations that take place over the web and be viewable on the 
forum, which are made through users communicating via text on communications 
devices. Within the Storage and Extraction area of the Figure 4-2 process grid, it 
can be seen that this text discussion is stored within a database. 
Reddit, the online platform hosting the political forums, gives an interface for easier 
retrieval of data from the platform. This interface, called an API, allows developers to 
make requests for data in a standard way that is repeatable for different types of 
requests.  
Asking the API interface for data, such as the text in the forums is done so through 
what is called an API Request. On the 4-2 process grid, it is shown that the database 
is accessed via this API. 
Pairing 
API requests are made from within computer code written in programming languages. 
The computer language used in this example is called R29. The “Practitioner 
Developed R Script” in Figure 4.2 is the computer code that requests the Reddit API, 
which in turn accesses the database to retrieve the text that is to be analysed. Once 
the script has requested the data, it is ready to be paired with statistical methods to 
analyse it. 
 Example 1: Methods and Analysis 
The previous subchapter used the grid system to demonstrate the relatively simple 
step of extracting strings of text ready for pairing with analysis methods. This 
subchapter, through Figure 4-3, hides the previously discussed data-related 









Figure 4-3 Data Analysis Process Grid with steps in methods and analysis processes filled in for 
example 1 
 
The statistical methods used within this example are generative statistical models that 
are applied to pre-existing text to generate models. 
This is shown on the bottom left hand of the Figure 4-3 grid. The theory is to apply a 
generative statistical algorithm entitled Latent Semantic Analysis (LSA). However, a 
way of running this algorithm on a computer is required. When exploring how to run 
this process on a computer with users of technology, it became apparent that there 
were numerous ways to do it and that some ways required more technical skill than 
others. 
A popular way of running the statistical method on a computer is through the MALLET 
Java Tool (McCallum, 2002), which can be seen in the analysis section of Figure 4.3 
grid. MALLET is a computer-based software package that allows LSA to be used over 
text on a computer. There are some specialist computing programming skills required 
LSA Generative Statistical 
Models 
MALLET Java Tool 




Imported in to 
CRAN: MALLET Package 
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to use MALLET, namely the ability to write complex Java30 code, which is out of the 
scope of most users of technology.  
With the ability for a user to run the MALLET software package dependant on an 
individual’s Java programming skills, the amount to which it could be used in the 
practitioner activity was limited. To make the example easily accessible to a broader 
audience, the activity uses what is commonly known as a software ‘wrapper’. A 
wrapper is a type of software that ‘wraps up’ difficult tasks and makes them easier to 
apply so that a wider audience can access them (Stevens et al. 2003 p4-5). The pay 
off to using a wrapper is typically a loss in customisation or other advanced 
functionality. 
In this example, the wrapper is a plugin for the R programming language, which allows 
access to the tools in MALLET from within the R programming language, instead of 
the Java programming language. Figure 4-3 demonstrates how the theory in the 
bottom left grid is codified in a computer through a tool, that tool however, is ‘wrapped 
up’ in an easier to use tool, which in turn is accessed by an R script. 
 In this example, it can be seen that MALLET software package is actually 
incorporated into what has been termed a ‘repeatable research R script’, this was 
computer code written by another open-source professional, rather than the 
practitioner. The code, written by Ben Marwick (Marwick, 2012) was originally written 
to get an insight into the current focus of archaeology papers, by generating topics 
based on the texts of research papers from archaeology conference proceedings. 
There are various advantages to importing such repeatable research. Firstly, it 
imposes the same standards of analysis on different types of data, as the way in 
which the methods are implemented will be deployed the same; therefore, the 
research is always repeatable. Secondly, it means that the results are comparable. 
Suppose, for example. A researcher was to apply exactly the same repeatable 
research as Marwick’s to their own papers, the statistical models will be built using 
exactly same methods. Thirdly, it allows the application of methods without having to 
write the code itself, meaning the application of these statistical methods is available 
to a wider audience through the mechanisms of Repeatable Research, 
 
30 Java is a programming language designed so that programs written using the platform work 
across multiple operating systems. It requires more complex knowledge to develop in Java 
then languages such as R. Java’s typical users are software developers, whereas R is typically 
aimed at more general researchers. 
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 Example 1: Pairing 
Figure 4-4 shows the full process grid for this example, incorporating the grids from 




Figure 4-4 Data Analysis Process Grid for example 1 
The pairing process pairs the left-hand side’s methods and analysis processes with 
the right-hand side’s events, storage, and extraction processes. As discussed, in 
Figure 4-3, it can be seen that after the wrapping process has taken place, the 
MALLET CRAN package is incorporated into what is called a Repeatable Research 
R script. Often in the practitioner activities, as in this example, there openly available 
code and scripts that were already written by other open practitioners to help 
manipulate access data in a certain manner, codes and scripts are then shared to be 
reused in a different context. 
Finally, within Figure 4-4, we see that the Repeatable Research work is incorporated 
into the practitioner's own R scripts, where it is paired with data retrieved from the 
Reddit API to produce models and visual representations. 
Generative Statistical 
Models 
Discussions take place 
online between users of 
social media politics site 
 




Repeatable Research R 
Scripts 
 





imported in to 









 Example 1: Representation 
The practitioner’s R script created a visual representation of the information found 
when the statistical methods were applied to the data. 30 Topics were generated by 
the Topic Modelling algorithm, and these can be seen on the left side of Figure 4-5. 
While some of the topics are a bit unusual or include words that would be normally 
left out by human organising topics, they all seem coherent. For example, the three 
topics, “war, middle, east, america, east, class”, “law state states drug rights”, “health, 
people, insurance, government, care” are all about the middle east, drug laws, and 
health care respectively. Interestingly, the topics were generated that included 
terminology used in the forum that was about the use of the forum, instead of topics 
on politics. For example, the topic “reddit post comment deleted read” was 
presumably about discussions that were deleted or modified in the forum, this doesn’t 
give us an insight into the topics that people discuss on the forum but does give us 
an insight into how the technology is used. A visualisation was created to share that 
showed the proportion of each topic in each forum. This graph can be seen on the 
right-hand side of Figure 4.4. In this visualisation each topic is shown as a proportion 
that it is discussed in each forum. The code and analysis were shared on the author's 
blog31 for comments from interested parties. 
 
Figure 4-5 Topics and average proportions of each topic across all comments for each forum 
 




 Example 1: Analytical resolutions 
The following are structures of the problem domain into which the practitioner gained 
from insight from this example, and similar activities during the same cycle. 
4.3.1.5.1 Practitioner insight 1: Steps within processes can be ‘wrapped up’ in more 
accessible software 
This example demonstrated two steps within the analysis process, where the purpose 
of having multiple steps was to make the process accessible to a broad audience. 
This is referred to as ‘wrapping’. 
This wrapping is useful for the activities described here, and for the interventions that 
give insight into statistical analysis because it means that more accessible to use 
software can be used in the activities themselves. 
• In this example, generative statistical methods to undertake Topic Modelling 
are encoded into MALLET. MALLET is a relatively low-level analysis tool and 
required knowledge of the Java programming language. To make the 
statistical methods available to a broader audience, the Java tool is wrapped 
within a statistical package within CRAN that can again be incorporated into 
the R programming language. 
4.3.1.5.2 Practitioner insight 2: Technological processes exist to allow the pairing of analysis 
processes and extraction processes.  
Tools such as R allow different analysis and extraction tools to be paired at a ‘higher’ 
level, meaning that complex analysis and extraction procedures can be paired 
together to generate mathematical models and representations. 
• In this example, an R script was developed by the practitioner to pair 
generative statistical models with discussions that took place between users 
of political forums.  
4.3.1.5.3 Practitioner insight 3: Pairing technologies allow for easy sharing of developed 
techniques for analysis 
Pairing processes allow techniques to be shared and reapplied with communities of 
interest. 
• In this example, the pairing process incorporated a previous pairing that had 
been developed as repeatable research by an open-source practitioner 
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4.3.1.5.4 Practitioner insight 4: Pairing technologies can be used to give access to data 
extraction and statistical methods, without exposing complexities  
 
• In this example users of the activity were able to use the R developed 
practitioner script to extract data from a database and apply Topic modelling 
techniques, without being subjected to the harder ‘unwrapped’ functions. 
4.3.1.5.5 Practitioner insight 5: The analysis of digital footprints can produce digestible 
representations of findings 
The pairing of statistical methods and digital footprints generate outputs that can be 
shared to give an insight into the findings. 
• Abstract models describing the types of topics that were discussed on the 
forums are created and graphical representations that demonstrated the 
amount of which each forum had different topics were generated. 
4.3.2 Example 2. Facepager: An insight into extracting personal data from 
data-driven platforms 
This is an example of an activity that is within the cycle two grouping. Cycle two was 
performed after conceptual models had been created through Theoretical 
Redescription32 , and thematic coding had taken place on the first Realist Evaluation 
Cycle. These models and cycle one feedback led to some alterations to the approach 
of the activities so that instead, the activities were planned to enable users of 
communications technology to retrieve and analyse their own digital-footprints 
instead of foot-prints of other users. More information on cycle two can be found in 
Chapter 3.4.2.1 and Chapter 6.2. 
This particular activity was straightforward and involved using a software tool that 
allowed the extraction of digital footprints from a selection of data-driven platforms 
such as Facebook, YouTube, and Twitter. This digital footprint was then converted to 
CSV, a standard data format that is used in a variety of different scenarios. In this 
example, a very simple programming code, written in the language ‘R‘ to find out 
basic information about personal data, such as the most commonly used phrases and 
words. 
Other activities from within this cycle described different statistical methods, and it 
was hoped that users of this particular activity could ‘pick and choose’ which methods 
 
32 Created in chapter 5: Theoretical Redescription 
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were relevant to them, The example presented here was conducted with both an 
offline and online audience33.  
 Example 2: Background 
The literature review identified that the actions of users of communications technology 
created digital footprints. Users of social media sites undertake many events that are 
digitally captured by this technology. This example gives an insight into how users of 
communications technology can use an open-source tool to extract metadata 
regarding interactions between themselves and other users of the site and prepare it 
in a format that can easily be shared or used with a variety of other statistical methods. 
This example is a straightforward activity that involved users downloading an open-
source tool and following some instructions to download their digital-footprints from a 
social networking site. A simple guide was given to help users write code that could 
find frequently used terms and phrases in their digital footprints. 
 Example 2: Events and storage 
The previous example extracted text from a large number of public conversations on 
political forums. Figure 4.6 shows the events and storage for this example on the 
process analysis grid. In this example, the events to be extracted are interactions by 
users of communications technology of social networking sites. The activity 
concentrated on Facebook but was flexible enough for users of the activity to use the 










Figure 4-6 Data Analysis Process Grid with steps in events and storage/extraction processes filled in 
for example 2 
 
Unlike example 1, the data is a digital footprint specific to each person. However, the 
concept remains the same, these interactions are recorded in a database with access 
to this data being provided through an API. It became apparent early on during the 
design of practitioner activities that accessing an API was out of the scope of regular 
users of technology, as specialist technical knowledge is required to use it.  
This example explored ways to get around the need for technical knowledge, instead 
of writing code, the API is accessed by an open-source software tool entitled 
Facepager (Jacob, Till 2019). As is seen in the process grid in Figure 4-6, the API 
process gives access to the database, which in turn is accessed by the additional 
Facepager software. Facepager is a software tool that allows use pre-set queries to 
be sent to the API, it then listens for a response and saves as CSV, a common data 
format, used by programs such as Excel. 













 Example 2: Methods and Analysis 
Figure 4-7 shows the steps involved in methods and analysis processes for this 
practitioner activity. 
 
Figure 4-7 Data Analysis Process Grid with steps in methods and analysis steps filled in for example 2 
The statistical methods used in this activity were relatively simple; digital footprints 
are scanned for recurring words and phrases. A popular method entitled “n-gram 
counting” was used, which looks for a continuous sequence of ‘n’ terms in any sample 
of text. 
While the method of n-gram counting is relatively simple to understand, they are not 
particularly easy to run on a computer, due to the complexities of writing computer 
code. For example, how does a computer know if terms should be counted as the 
same thing when they may differ in punctuation, spelling, may contain plurals or other 
words that need filtering out - a user may want to count “Example of a sentence” and 
“Example sentence” as the same 2gram, filtering out words such as “of” and “a”, but 
computation techniques need instructions to know how to do these things. 
As Figure 4-7 demonstrates, another plugin for the R environment from the CRAN 
archive was used to undertake the analysis to circumvent some of these complexities. 
n-gram counting 
CRAN: Text Mining 
Practitioner Developed R Script 
 
Encoded by 
imported in to 
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The package, entitled TM (Feinerer et al., 2008), contains functionality for the R 
programming language that provides the ability to count words and phrases and 
convert the digital footprints into a format that can be digitally analysed. 
The practitioner then include this functionality provided by the CRAN archive into code 
in the R script. 
 Example 2: Pairing 
Figure 4-8 shows the full process grid for this example, incorporating the grids from 
Figure 4-7 and 4-6 together, then adding a final visual representation process. The 
pairing process pairs the left-hand side’s methods and analysis processes with the 
right-hand side’s events, storage and extraction processes. Within Figure 4-8, it is 
shown that the CRAN text mining analysis tools and the CSV of digital footprints are 
both paired within the R code written by the practitioner. 
 
Figure 4-8: Data Analysis Process Grid for example 2 
 Example 2: Representation 
The representation for this course was counts of texts, users of the practitioner activity 
were encouraged to look through these to get an insight relevant to themselves or to 
create their own representations, such as word clouds. 
n-gram counting 
CRAN: Text Mining 



















 Example 2: Analytical resolutions 
The following are structures of the problem domain into which the practitioner gained 
from insight from this example. 
4.3.2.6.1 Practitioner insight 1: Steps within processes can be ‘wrapped up’ in more 
accessible software 
This component is the repeated from example 1, this example demonstrated multiple 
smaller steps within the storage and extractions processes, where the purpose of the 
steps was to make the process accessible to a broader audience.  
• The Facepager software was used to give non-technical users of the activity 
access to the API of social networking sites, giving them the ability to 
download their own digital footprints 
4.3.2.6.2 Practitioner insight 2: Technological processes exist to allow the pairing of analysis 
processes and extraction processes.  
This component is a repeated insight from example 1. Tools such as R allow different 
analysis and extraction tools to be paired at a ‘high’ level, meaning that complex 
analysis and extraction procedures can be paired together to generate mathematical 
models and representations. 
• In this example, an R script was developed by the practitioner to pair the 
ngram counting tools with a CSV extracted from the API via facepager. 
4.3.3 Example 3. Network analysis. An insight into Graph Theory  
This example is of an activity that is within the cycle three grouping of practitioner 
activities. Cycle three was performed after conceptual models were created through 
Theoretical Redescription34 , and thematic coding had taken place on the first two 
Realist Evaluation Cycles. Out of the three examples, this one is significantly different 
than the other two. It attempts to give a deep insight into data analysis abilities without 
demonstrating the statistical methods to the participants. Instead, it demonstrates 
visual creations resulting from the application of statistical methods to data. 
The literature review identified that statistical methods exist and are used in the 
analysis of digital footprints35. This example describes a practitioner activity that gave 
an insight into a category of these statistical methods, called Graph Theory. It does 
so by using open source technologies and easily accessible data to create visual 
 
34 Created in chapter 5: Theoretical Redescription 
35 Structure 2: Statistical methods exist that can organise, analysis, interpret and present 
footprints in a digital format 
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representations of a subject relevant to the activities audience. The visual 
representation is then shown to the audience before engaging in discussion. 
Within the description of this example, a very brief and simple introduction into both 
Graph Theory and the storage of Graph Data is given.  
 Example 3: Background 
4.3.3.1.1 A brief overview of graph technologies 
There is a long history of researchers using a branch of mathematical analysis, 
termed graph theory, to study relationships between objects. Graph theory is 
frequently used in social and behavioural sciences to study networks of human 
relations, such as social networks (Wasserman, S., & Faust, K. 1994). Graph theory 
deals with a concept described as a ‘graph’ where entities in the graph are connected 
to one another. The entities and their connections are referred to as nodes and edges 
(Cospley & Webb, 2011) and analysis of data using graph theory is termed graph 
analysis. 
It is no secret that data-driven organisations undertake graph analysis. Firstly, It is 
evident by data-driven platforms, such as Facebook and Google, actively describing 
their data as being held in a ‘Graph’. The description promotes to potential consumers 
of the platforms that data is in a format ready for this particular kind of analysis 
(Russell and Klassen, 2014 p53). However, while it is no secret that the data is in 
such a format to do Graph Analysis, the general population may not know what it is 
or the kinds of insights it can provide. In the past decade, there has been a 
considerable development in graph theory related computing fields, and these 
developments have allowed data-driven organisations to do graph analysis of users 
of technology and their action on a mass scale.  
Graph databases specialise in the holding of data structures that consist of records 
with links between these records (Angles and Gutierrez, 2008), the records and their 
associated link can be analysed with graph theory methods as the records are 
synonymous with nodes, links being synonymous to edges. 
While the concept of data being stored in the node and edge-based graph structures 
is not new, and as early as the 1960s (Tanka et al, 1989) network structures were 
able to be stored in a digital format, the methods of doing so were built upon 
technologies that were not originally designed to store such information, leading to a 
computational overhead making storage and analysis in these formats difficult. 
However, uptake of interest in development graph data formats took place in 1998 
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when the World Wide Web Consortium (W3C) published the 1.0 specification of the 
Resource Description Framework (RDF) (Lassila and Swick, 1999). RDF, although 
initially designed to describe metadata, has since been used to create models of 
stored knowledge. 
One of the knowledge models that RDF led to the creation of, is that of Graph 
structures (Bönström, Hinze and Schweppe, 2003). RDF stores of Graphs store data 
in a collection of what is known as Semantic Triples, which mirror the Graph concepts 
of Nodes and Edges. Figure 5-2 shows an RDF triple, a triple has a subject (a node), 
a predicate (an edge) and another object (A different node). 
 
Figure 4-9 RDF Triple 
The triple in Figure 4-9 describes two nodes joined by an edge, nodes and edges 
could represent anything. For example, they could be two people who are friends on 
Facebook, where the edge represents their friendship. They could be different things, 
for example, a guitarist and a band, with the edge representing ‘being a member of’.  
The “graph” itself is a collection of these nodes and edges. Expanding on the guitarist 
in a band example, Figure 4-10 shows a graph structure exploring nodes related to 
the rock band Queen. In this example node within the graph is linked to another node 
via a predicate, this is very easily represented as a collection of RDF triples. 
 




Graph structures and graph theory techniques offer useful mechanisms to data-driven 
organisations. Firstly, unlike relational databases, which are commonplace in data 
management, new types of related data can be added very easily without changing 
the exisiting database. Using Figure 4.10 as an example, new information about the 
band can simply be added by adding a new predicate from the originating from the 
Queen node to a new or existing node. Other methods of storage, such as relational 
databases, often struggle to add new concepts as they are designed to a ‘schema’ 
which needs updating to reflect new types of data.  
Secondly, they can also produce very fast relationship-driven searches. One can 
imagine a scenario where a user wants to know complex relationship queries about 
the data such as “Retrieve all the Number 1 singles in Spain by a rock band that also 
has a singer from London who is a lead guitarist.” A graph database simply has to 
look up all nodes connected to each part of the question. These kinds of complex 
questions are of interest to data-driven organisations who may wish to identify 
individuals for advertising purposes or to states who may wish to identify certain 
individuals who may be more likely to join terrorist organisations based upon the 
people they interact with. 
Due to advantages such as these, data-driven organisations regularly use graph 
databases. Citizens have insight into this due to the access developers are given to 
data in a graph format that is provided by these data-driven organisations to third 
party developers. For example, Facebook offers access for developers to the 
“Facebook Graph API” (Dragan and Zota, 2017), which allows developers to retrieve 
data in these graph-like structures for analysis themselves. Facebook isn’t the only 
data-driven organisation to known to use graph databases for large amounts of data. 
Twitter have developed their own Graph Database storage system, flockDB36, which 
is now freely available as Open Source software.  
4.3.3.1.2 Background to activity 
The practitioner activity in this example gave an insight into Graph Theory as well as 
the data formats that underpin them. This was undertaken by exploring a dataset of 
relationships with an audience who have no prior knowledge or interest in graph 
theory methods but are interested in the insights that it can provide into their own 
interests. 
 
36 GitHub - twitter-archive/flockdb: A distributed, fault-tolerant graph database 
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While this activity was done with many different users of technology, it investigated 
the links between different subjects, depending on the interest of those partaking in 
the activity. The instance of the activity described here, describes a case that explores 
the relationships between performers in the pro-wrestling industry. It does so through 
the analysis of wrestling characters who have partnered together in-ring through an 
activity termed in the wrestling industry as a ‘tag-team’. It applies methods of graph 
theory to graph data and visualises the findings, which is then shared with fans of 
professional wrestlers. 
For ethical reasons, the author did not use data that described ‘real people’ in any 
practitioner activities37. Aside from being of interest to the community that the activity 
was undertaken with, pro-wrestling data was picked for the following reasons: 
1. For privacy issues: It allows the author to run analysis over fake characters 
whose data is already in the public domain 
2. To highlight how seemingly obscure data can be obtained. Wrestling data is 
typically difficult to come across and access 
3. Active community: The pro-wrestling fan base is active in discussion and were 
willing to comment on outputs 
4. Exploring something new: The authors lack of knowledge of the source 
material 
5. Easy computability: The data was available in graph format 
 
 Example 3: Events and storage 
Events 
The events under analysis in this example are between professional wrestlers, an 
event where two or more wrestlers wrestle as a team, known as a ‘tag-team’. This 
event information is recorded by wrestling enthusiasts in the freely editable Wikipedia 
project, where it is transformed by different projects into an RDF based Graph format 
ready for analysis with graph analysis methods.  
During the practitioner activities, one recurring theme was that users of technology 
did not know that data is regularly transformed from one format to another, and things 
 
37 Unless the data was only being accessed by the individual and not shared wider. For 




that may not be easily possible when data is in a certain format, maybe possible once 
it has transformed.  
Figure 4-11 shows the processes in the example that are related to the events, their 
storage and their extraction and placed upon the process grid. 
 
Figure 4-11 Data Analysis Process Grid with steps in events and storage/extraction processes filled in 
for example 3 
First, at the bottom right of Figure 4-11, within the Events area of the grid, we see the 
events that happen that are to be analysed, these are the events of two wrestlers 
wrestle in a ‘tag-team’. This is then recorded in the popular and freely online 
encyclopedia, Wikipedia.  
Storage 
The way in which they are stored and extracted is important to note, because it goes 
through a few processes. Within the Storage and Extraction area of the grid, we 
first see them being recorded in separate Wikipedia articles. Wikipedia is an online 
editable encyclopedia, which allows the creation of articles through the collaboration 
of its users. These articles include information on wrestlers and when wrestlers were 





Data is recorded in Wikipedia 
DBpedia 
SPARQL/CRAN SPARQL Package 
Imported in to 
Practitioner developed R script 
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in tag teams, the events under review. However, like a researcher having access to 
a physical encyclopaedia of wrestlers, there is no easy way to easily analyse who has 
wrestled with whom from the text that describes them. Therefore, the after initial 
storage of the information it must go through a transformation so that it is in a format 
that can be analysed. There are various projects that aim to provide transformation 
processes for Wikipedia data. 
Within Wikipedia, each article is accompanied by metadata in what is known as an 
Infobox, a section of the article where quick facts of information about the subject of 
the article are displayed to users of the service. These infoboxes contain different 
metadata depending on the article, but there are some types of metadata which is 
common among articles, for example, “birth name” is a common piece of metadata to 
include in Infoboxes.  
Since Wikipedia ensures that the metadata within these Infoboxes is common to its 
different articles, third parties projects and analysts can be confident that the 
metadata has the same meaning when displayed within different articles. For 
example, the birth name has the same meaning on different pages. Due to this it can 
be collected by third party projects and transformed into different forms of data. 
In this example, the DBpedia project transforms the information from Wikipedia 
Infoboxes and stores it in an RDF based graph format. In the grid on 4.11 we can see 
that the flow of information. Firstly, the event happens, secondly is recorded in 
Wikipedia, and thirdly it is transformed and stored within a graph database by the 
Dbpedia project as another storage and extraction processes. 
This transformation technique is not unique to information regarding wrestlers, we are 
simply focusing on this for demonstration. The DBpedia project wishes to graph all 
the metadata within Wikipedia. If we return to the example of a graph on Figure 4.10, 
the band Queen may have metadata with band members and released albums. When 
DBpedia extracts this information, it can build up the edges coming from the Queen 
node to other nodes. The separate pages for each item will also have metadata 
boxes, for example, we see in Figure 4.11 that Brian May is a node connected to the 
Queen, but also to the node London, this information will have been extracted from 
his Infobox, and so on. The graph can be built up by following these pages, scraping 
the metadata, and then moving on to the next. Most pages within Wikipedia will be 
linked in some way, for example, a wrestler from London may be linked to Brian May 
through the London Entity. By extracting this information DBpedia has graph 
structures that interconnect to create one large graph that can be broken down into 
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smaller graphs that we are interested in, such as detailing who has wrestled with who. 
The infoboxes on Wikipedia articles about professional wrestlers often include 
metadata about their wrestling career, including people whom they have wrestled 
with, which is the basis for the section of the graph analysed in this case. 
Extraction 
The graph data generated from the Infobox data is stored in a graph database hosted 
by the DBpedia project. The database holds the information on the events that we 
wish to analyse, but does not offer any of the analysis processes, therefore extraction 
processes are required to acquire the data before pairing with analysis processes can 
take place. 
In this example, we wish to extract the data from the graph databases, these 
databases have what is known as a SPARQL ‘endpoint’. A web-accessible location 
at which queries can be asked of the database, in queries known as SPARQL queries. 
These queries could be made on the DBpedia web-based interface, and the results 
of a query will be presented back to the users of the interface as RDF based text. 
However, extraction processes can take many forms. As Figure 4-11 shows, the 
author used what is called a “CRAN package” to make these SPARQL queries 
instead of using the web-based interface. CRAN, The Comprehensive R Archive 
Network is a popular repository of statistical techniques and capabilities for the R 
programming language. This technique gives us an easy way to import from the 
database into the pairing processes. It does so by ‘wrapping’ the functionality of 
SPARQL queries into the R language.  
 
 Example 3: Methods and Analysis 
Methods 
Figure 4-11 used the grid system to demonstrate the data-related processes in this 
example from the tag-teaming event’s actualisation, through data collection and 
transformation so that the data can be incorporated into a pairing process. The pairing 
process, labeled as a “practitioner developed R script”, will be discussed in detail later 
in the chapter, pairs the data with a method ready for further analysis. While we have 
discussed events, extraction, and storage of data, access to the graph methods have 
not yet been described. This section describes the realisation of the graph capabilities 
that are required to do the analysis. 
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Figure 4-12 hides the previously discussed data related processes and instead maps 
processes that help to realise the application of statistical methods. The statistical 
methods used within this example to analyse the data are those found within the 
domain of Graph Theory. We see in the bottom left grid that Graph Theory methods 
are to be used to analyse the data. 
Graph Theory methods have been developed over a long period of time by 
mathematical experts, but the mathematics behind them is not the domain of the 
practitioner. Therefore, a method of running this analysis process on a computer is 
required by the practitioner, since the mathematical expertise to write it is not in there 
domain. In this example, two separate analysis processes are used. One to create a 
data model that can be incorporated into a wider range of tools, and one, not yet 
shown in Figure 4-12, that makes it more accessible to users of technology who wish 
to undertake the analysis. The first analysis process, shown in the Figure 4-5 Grid is 
provided via a CRAN package; a digital encoding of graph analysis techniques in a 
software package that can be imported into the R programming language. 
 
Figure 4-12 Data Analysis Process Grid with steps in methods and analysis processes filled in for 
example 3 
Graph Theory 
CRAN: IGraph Package 
 
 
Practitioner developed R script 
 
Encoded by 




The Cran iGraph package provides a wide range of functionality to the R 
programming language. In this activity, the practitioner developed R script38 simply 
pairs the processes provided by both CRAN packages. Within this analysis, objects 
(nodes) are wrestlers and their relationships (edges) are created through having been 
in a tag team together. In this example this pairing results in the creation of a data 
model that is described in a text-based format and is able to be imported into a wide 
range of analysis tools. 
The CRAN Igraph package also provides visualisation methods; however, these were 
not used by the practitioner in this scenario. The practitioner wanted to use further 
open-source network analysis and visualization tool with a graphical user interface to 
produce graphical representations for demonstration. 
 Example 3: The pairing of analysis and extracted transactions and returning 
back to analysis tools 
Figure 4-13 shows the full process grid for the activity, incorporating the processes 
from figures 4-11 and 4-12, then adding the additional Gephi Analysis tool process 
and representation being generating. 
The pairing process pairs analysis processes and extraction processes. We can see 
that in this example the pairing is done by a script written in the R programming 
language by the developer. Here, the encoded graph techniques (encoded and 
imported via the CRAN iGraph Package) are paired with data from extraction 
processes (queried via the CRAN SPARQL package) 
Within this pairing process, this practitioner developed R script had many potential 
functions, imported by the iGraph Cran package, that could be deployed by the 
practitioner. It would have been possible to perform many different graph analysis 
techniques to output a representation of findings. However, in the use case, the R 
script is only used to develop a data-model. It pairs the data and methods and 
produces a text-based output that describes the mathematical relationships between 
wrestlers. Then, the output is imported by another analysis tool, called Gephi. 
The purpose of only producing a data model in this the pairing step, and not producing 
any kind of graphical representation, is so that the output can be imported into the 
 
38 Script can be found at https://davidsherlock.co.uk/exploring-wrestling-stables/ 
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other analysis tool, Gephi, which does not have the functionality to do SPARQL 
queries required to extract the data.  
There are a few advantages to doing further analysis on the data model in Gephi, as 
the tool has slightly different abilities and outputs. It is also an analysis tool with a 
graphical user interface, this allows the non-programmers, who were the primary 
focus of the example, to have access to the processes to experiment with.  
 
 
Figure 4-13: Data Analysis Process Grid for example 3 
 Example 3: Representation 
It is noticeable that one of the actions in Figure 4-13 does not fit on to the processes 
grid. This is the representation of the analysis generated by the Gephi Tool in the top 
left of the figure. The actual process of creating a visualisation is done via an analysis 
process, the representation itself is highlighted within the figure because it has an 
important impact on the social system being explored. The importance of this being 
recognised as a separate process is discussed within chapter 5, but a brief description 
Graph Theory Wrestler is in tag team 
CRAN: IGraph Package 
Transformed by 
Recorded in Encoded by 
Data is recorded in Wikipedia 
DBpedia 
SPARQL/CRAN SPARQL Package 
Practitioner developed R script 
Retrieved by 













of what the representation was and how it was demonstrated to users of technology 
is discussed here. 
Representation of the information that is generated by the Gephi analysis tool39. This 
representation comprises of two visual network graphs, a large zoomed out version 
of these images can be seen in Figures 4.14 and 4.15. On the screen users can zoom 
in to these graphs to explore them, but the print makes it difficult to identify the 
individual nodes and edges, so for demonstration purposes figure 4.16 shows nodes 
and edges of the graph once zoomed in. Each dot on the graph is a node and 
represents a wrestling character, the name of the character is shown under the node. 
Each line between the nodes is an edge which represents the fact that they were in 
a stable together. 
The colour of the nodes and edges are generated by Gephi. The software uses the 
Louvain Modularity method provided by Gephi to detects different communities in the 
map, wrestlers are then coloured according to the community the algorithm thinks 
they belong to. Each wrestler's node has been sized according to Betweenness 
Centrality measure, as calculated by Gephi, this is a measure that is found out by the 
number of shortest paths between other wrestlers that go through a wrestler.  
 
Figure 4-14: Network Graph of Wrestlers who wrestled together 
 
 




Figure 4-15:Network Graph of Wrestlers who wrestled together grouped together by 
 
 
Figure 4-16 A zoom of Figure 4.14, showing Teddy Hart as a broker of wrestling networks with a high 
betweenness centrality score. 
An interesting observation about these visual representations is how they resemble 
the fragments of an RDF structure in Figure 4-10. 
 Example 3: Analytical resolutions 
The following are structures of the problem domain into which the practitioner gained 
from insight from this example, and similar activities during the same cycle. Many of 
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the analytical resolutions are the same as previous examples, two new ones are 
identified through this example. 
4.3.3.6.1 Practitioner insight 1: Analysis and Extraction processes are ‘wrapped up’ in easier 
to use software 
This example demonstrated multiple smaller steps within the storage and extractions 
processes, where the purpose of the steps was to make the process accessible to a 
broader audience.  
• In this example, it was shown how the extraction process was made more 
accessible by wrapping SPARQL abilities into a CRAN package that could be 
incorporated into the R programming language 
4.3.3.6.2 Practitioner insight 3: Pairing technologies allow for easy sharing of developed 
techniques for analysis 
Tools such as R allow different analysis and extraction tools to be paired at a ‘high’ 
level, meaning that complex analysis and extraction procedures can be paired 
together to generate mathematical models and representations. 
• An R script was developed by the practitioner to pair the graph analysis 
techniques (from the CRAN iGraph package) and data (via the SPARQL Cran 
package). The pairing that takes place in a practitioner developed R script 
allows the creation of a data model that can be imported into a separate tool 
to run further analysis processes. 
4.3.3.6.3 Practitioner insight 5: The analysis of digital footprints can produce digestible 
representations of findings 
The pairing of statistical methods and digital footprints generate outputs that can be 
shared with individuals who have no knowledge of the underlying methods, events, 
analysis or extraction processes. 
• Graphical representations of the relationships between professional wrestlers 
were generated. 
o This gave insight into the ways relationships between people could 
have mathematical models applied to them and how these models 
could be visualised 
o The representation also closely resembled the underlying RDF 
structure, giving users an insight. 
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4.3.3.6.4 Practitioner insight 6: Storage and Extraction processes change and transform 
data types 
It was found that to pair statistical methods with events for analysis, and data often 
has to be ‘transformed’ so that it is stored in a different format. 
• In this example, Wikipedia data describing the relationships between wrestlers 
were used to demonstrate graph theory techniques. In this example, see that 
while this data describes what we wanted to analyse, it was not in a format 
that could be used with graphing methods. A step was required to transform 
the Wikipedia text into RDF. This step was undertaken by an open-source 
community. 
4.3.3.6.5 Practitioner insight 7: Visual representations can give an insight into the type of 
data that underpins the data analysis 
It was found that visual representation ofter an insight into what underlying data 
structure might be 
• In this example, the visual representations of graph structure look similar to 
underlaying RDF structures 
4.3.4 Analytical Resolutions. The Insights provided by practitioner activities 
The analytical resolutions at the end of each example are properties identified while 
the practitioner was undertaking activities. They could also be applied to data-driven 
organisations or open-source communities who wish to make interventions of their 
own. 
 For this reason, all properties discussed here are structures of the problem domain. 
To make a distinction between the analytical resolutions that have been made within 
this chapter, and those that were made within the literature review, these structures 
have been called ‘practitioner insight’. 
4.3.5 Analytical Resolutions: Complete list 
The complete list of the analytical resolutions identified in the practitioner examples 
is found in Table 4-2. These Analytical Resolutions from this chapter, along with those 






Analytical Resolutions Example Description 
Practitioner insight 1: Analysis and 
Extraction processes are ‘wrapped up’ in 
more accessible to use software 
Example 1: Distant Reading 
Example 2: Facepager 
Example 3: Graph Theory 
 
Practitioner insight 2: Technological 
processes exist to allow the pairing of 
analysis processes and extraction 
processes  
Example 1: Distant Reading 
Example 2: Facepager 
Example 3: Graph Theory 
Practitioner insight 3: Pairing 
technologies allow for easy sharing of 
developed techniques for analysis 
Example 1: Distant Reading  
Example 2: Facepager 
Example 3: Wrestling Relationships 
 
Practitioner insight 4: Pairing 
technologies can be used to give access 
to data extraction and statistical methods, 
without exposing complexities 
Example 1: Distant Reading 
Example 2: Facepager 
Example 3: Wrestling Relationships 
 
Practitioner insight 5: The analysis of 
digital footprints can produce digestible 
representations of findings 
Example 1: Distant Reading 
Example 2: Facepager 
Example 3: Wrestling Relationships 
Practitioner insight 6: Storage and 
Extraction processes change and 
transform data types 
Example 3: Wrestling Relationships 
Practitioner insight 7: Visual 
representations can give an insight into 
the type of data that underpins the data 
analysis 
Example 3: Wrestling Relationships 











Chapter 5: Theoretical Redescriptions 
 Introduction 
The literature review and practitioner activity examples took two steps within the 
Explaining Society methodological framework, followed by this research. First, they 
provide Descriptions of concrete events, situations, and activities. Second, they 
provide Analytical Resolutions of these descriptions, which was undertaken by 
breaking the descriptions down into properties (structures, interventions, and events) 
and laying out relationships between these properties where possible by grouping 
them into configurations. 
This chapter deals with the third stage of the framework, the undertaking of 
Theoretical Redescriptions. Here, the researcher interprets the previously 
 
The research in this chapter is the creation of higher levels of abstraction to create 
models, theories and language. The models, theories and language are 
abstractions of the components identified at the end of the literature review and 
description of practitioner activities. At the end of the chapter, a theory describing 
an intervention that can give insight into data-driven organisations is developed. 
These models, theories and language are considered a contribution to knowledge 
by the thesis, although further chapters collect data to refine them further. 
In terms of Critical Realist research, this chapter is undertaking of the Theoretical 
Redescriptions, sometimes referred to by Critical Realist researchers as 
Abduction. In Critical Realist research, it is accepted that these models, theories 
and language are tools to understand mechanisms; they are fallible and subject to 
change as our understanding of the world (through further research) changes.  
Through the lifetime of this research, understanding of the domain has changed. 
There is a symbiotic relationship between the development of these higher levels 
of abstraction and the deployment of practitioner activities. These models were 
used to improve the strategies of the activities within the Realistic Evaluation cyles. 






analytical resolutions to redescribe them in various ways. This Theoretical 
Redescription stage is also known within Critical Realist projects as abduction. 
Within this research, three steps are undertaken, the first two as suggested by 
Andrew Sayer (Sayer, 2010), a Professor of Social Theory who develops Critical 
Realist research approaches and the third as suggested by Pawson and Tilley in 
Realistic Evaluation. 
Step 1 is ordering. The first model created through Theoretical Redescription is 
described in subchapter 5.2, where the identified structures, mechanisms, and events 
are arranged in order to demonstrate how a single instance of data analysis might 
take place. This takes the form of a layered model. 
Step 2 is conceptualising. The second model created through Theoretical 
Redescription is described in subchapter 5.3, where the layered model is reimagined 
as a conceptual model. The conceptual model that represents the previously 
proposed stages of data analysis, but in a social system where lots of instances of 
data analysis take place, some of which would be open and inspectable, while some 
will be hidden and undertaken by data-driven organisations. It highlights the 
mechanisms which describe insights into hidden analysis that can be drawn from 
instances of open and explicit data analysis. 
Step 3 is an intervention theory. Finally, a theory is put forward describing an 
intervention that will give users of technology insight into digital surveillance and data 
relationships. At this stage, the strategies of the intervention are minimal but will be 
expanded upon within the Retroduction stage. 
5.1.1 The practical uses of the models 
The models that are created and described in this chapter play an essential role in 
the researcher’s story as a practitioner. The practitioner’s journey is to move from 
‘doing open activities because they seem the right thing to do’ to being a facilitator of 
citizens learning about statistical analysis of their private data. The model’s that are 
created here are tools that help achieve this through the creation of models that are 
a tool for citizens, learning facilitators or teachers that whish to understand data-
relationships and wish to know how to structure resources and curricula which seek 
to elucidate them.  
5.1.2 Model validation 
Critical Realist research accepts that science is an ongoing and iterative process in 
which researchers improve models and theories describing the world. Validation of 
151 
 
the model does not follow a positivist approach, and instead, the models are in a 
continuous process of improvement. Due to this, validation is not a case of validation 
and verification, because Critical Realists accept that the model should be under 
constant change as new understanding is gained. Models and theories in realistic 
evaluation help researchers to understand the relationships between phenomena.  
Forms of validation are continually occurring. Firstly, through the different types of 
logic, the researcher is forced to employ at different stages. It has been difficult to 
convey in the linear layout of a thesis, but the models have been adjusted and 
changed as further stages have taken place. An example can be seen in Chapter 
6.3.1: Realistic Evaluation: cycle one, where reflections with critical friends led to a 
white paper exploring the different computation stages of data analysis, which 
ultimately had input on all the models produced in Theoretical Redescriptions. 
Another short form of validation by their usage in the research is when designing the 
interventions, the models are used to describe how the intervention will be deployed. 
Finally, another style of validation also occurs at the end of this chapter, when 
scenarios that have been discussed in the literature review are mapped to them.  
True to the iterative process behind the research methodology, the model should 
evolve with any further research that builds upon them. Critical Realists believe all 
models are fallible, but not equally fallible. 
Any terminology developed within the chapter, such as names of the models, or the 
names of layers in the model, will be made bold throughout the rest of the thesis 
 Layered model 
5.2.1 Introduction 
As part of the Theoretical Redescription process, this subchapter creates what a 
layered model, a way to “order relationships between observations” (Sayer 2010: 50). 
The model presented here describes the relationship between phenomena that occur 
when data analysis takes place on digital footprints. 
The model conceptualises more than just the technical steps involved in an instance 
of data analysis. It also conceptualises the things that must happen before analysis 
can take place (theoretical methods must be conceptualised; footprints must be 
created) and what happens in larger society after the technical analysis has taken 
place and outputs are produced. 
The model's partitions give citizens the ability to easily articulate the different parts of 
the data analysis process. In this research, it helps in the description of Realistic 
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Evaluation cycle strategies, enabling the thesis to highlight where the focus is of any 
intervention that is being made.  
5.2.2 Model creation 
As discussed within the methodology, the purpose of developing a model or theory is 
to understand how different phenomena in a problem domain work together. The 
research has identified these elements from the literature review and practitioner 
activities, first as descriptions (within the Descriptions stage) and then as 
generalisations made from these descriptions (within the Analytical Resolutions 
stage). 
The process of creation for the layered model is to take these components from the 
Analytical Resolutions stage and order them to describe how they are related. The 
full conceptual model can be found in Table 5.1, but to understand how the layers of 
the model have been created, the reader may wish to read Table 5.2 in parallel, which 
shows the conceptual model with the Analytical Resolution’s component’s placed 
upon it.  
It should be remembered that core to the Critical Realist approach, it is accepted that 
plausible theories and models are tools to understand the problem at hand, and they 
change as our understanding does. 
5.2.3 Model Description 
Figure 5-1 shows the layered model, entitled “The analysis of digital footprints”. 
The model partitions the process underpinning the analysis of human behaviour into 
five layers. The literature review highlighted that the analysis of human behaviour is 
a very complex domain requiring an insight into many different subjects. This model 
helps to highlight the aspects of data analysis that might be understood by a user of 
technology and those that may not, depending on their knowledge and experience.  
Each layer is dependent upon the layer below. However, individuals involved in 
scenarios in each layer do not necessarily require an in-depth knowledge of the other 
layers. For example, writing code that pairs a statistical method to a dataset of the 
transaction (layer 3) does not require knowledge of the mathematics behind method 
if it has previously been encoded (layer 2) by a third party, nor does it require 
knowledge of the ways in which the data was created (layer 1). Another example, a 
user can understand representations of data (layer 4) without any knowledge of how 
these representations are acted on (layer 5) 
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When discussing different data analysis scenarios to the model, the scenarios will 
have varying degrees of transparency of the layers to different audiences. For 
example, if a researcher used the model to describe a data analysis scenario that 
involves the creation of a tailored an advertising campaign from Tesco, there may be 
some aspects that are transparent in the representation layers (Layer 4), such as the 
offers they are presented with by Tesco. However, outside of Tesco themselves, we 
may not know which aspects of their data footprints were analysed to produce this or 
the algorithms performed upon those footprints. Conversely, the data-driven 
organisations who are undertaking the analysis will have a good understanding of the 
lower layers; they will know which methods have been used to analyse which 
transactions. But they might not know what happened in the higher levels.  
Each of the layers can be categorised further into one of three types of layers. These 
are 1. Theory & Behaviour, 2. Enabling functions, 3. Human Understanding functions. 
In the following subchapters, each category and the layers associated with that 
category are explained. Starting with the lower categories/layers and moving upwards 
through the model. 
In this chapter, each layer is described in detail. Each layer draws on components 
from the Analytical Resolutions. For an easy overview of which analytical resolution 
belongs to which layer, Figure 5.2 features the analytical resolutions of the domain 
mapped to the layered model.
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5 Application of 
information 
Actions that are undertaken due to the insight gained from data analysis. 
Information is digested and act upon it. People may or may not be aware that their behaviour may be guided.  
 
Examples from descriptions: 
• Open source Journalism 
• Purchasing products through being the subject of targeted adverts 
• Engaging with an educational resource through social pressure due to being the subject of gamification techniques 
4 Representation 
of information 
Representations of information about human behaviour are generated by analysis. This could be content, ideas, concepts or reports 
that have been created. This representation is generated through the application of statistical theory to the transactions. Though the 
deployment layer (layer 3) often generates digital outputs, this layer is not necessarily tied to being digital. For example, a network graph 
is not inherently a digital thing; the sharing of the information related to a network graph could be done verbally.  
 
Examples from descriptions: 
• A network graph 










3 Pairing and 
Deployment of 
methods and data 
 
 
The pairing of statistical methods with human behaviour data. In many instances, different data or theory can be ‘swapped in and 
out’ of the software. The process can be shared with others who have an understanding of the software. 
 
Example from descriptions: 
• An R script that imports Facebook data and generates a graph database 
2 Encoding of 
theory and 
behaviour 
Mathematical theory/statistical methods are encoded in 
a way in which can be accessed by computer software 
Statistical methods are encoded as computer software that 
can run over data 
 
Example from descriptions: 
A CRAN Module that extends the R programming language 
to allow Graph Analysis 
 
Human behaviour is quantified and encoded in a way that can be 
accessed by computer software. 
Events are encoded as data so that they can be stored on a computer.  
 
Example from descriptions: 
Events encoded in RDF in a graph database that can be queried through 











A mathematical theory that can be applied to human 
behaviour. The statistical models that will organise, 
analyse and interpret data 
 
Examples from descriptions: 
• Network Theory  
• Topic Modelling Theory 
Human behaviour that be can be quantified and analysed.  
Typically, these are technology moderated events that leave digital 
footprints. May be any transaction that can be captured by technology. 
 
 Examples from descriptions: 
• Discussion on a forum 
• A Facebook post 













5 Application of information Event 1: Users of communications technology do not have a good understanding of the data relationships between themselves and the 
data-driven organisations that analyses their behaviour. 
Event 2: Users of technology do not know when they are being influenced to act a certain way by a data-driven organisation 
Event 3 An increase in open source collaboration 
Event 4: Users of technology can infer the types of analysis taking place on their data to various levels of degree 
Event 5: Insight into data-relationships and digital surveillance gives advantages to citizens 
Event 6: Users of technology are influenced to act in certain ways 
Event 7: The one-sidedness of being able to access certain technologies leads to inequity in society 
Intervention 7: Privacy activists give an insight into data-driven organisations and digital surveillance 
Practitioner Insight 7: Visual representations can give an insight into the type of data that underpins the data analysis 
4 Representation of 
information 
Practitioner insight 5: The analysis of digital footprints can produce digestible representations of findings 
Intervention 2: Products or services target specific individuals due to insights gained through analysis of data 







3 Pairing and Deployment 
of methods and data 
 
 
Practitioner insight 2: Technological processes exist to allow the pairing of analysis processes and extraction processes 
Practitioner insight 3: Pairing technologies allow for easy sharing of developed techniques for analysis.  
Practitioner insight 4: Pairing technologies can be used to give access to data extraction and statistical methods, without exposing 
complexities 
2 Encoding of theory and 
behaviour 
Practitioner insight 1: Steps within processes can be 
‘wrapped up’ in more accessible software. 
Intervention 1: The state and businesses secretly 
capture data for analysis. 
Intervention 4: Open-source communities create and 
maintain open access to statistical methods and data 
Intervention 1: The state and businesses secretly capture data for analysis 
Intervention 6: There is no ‘opt-out’ for digital surveillance or data-relationships 







1 Theory & behaviour 
underpinning analysis 
Structure 2: Statistical methods exist that can organise, 
analyse and interpret these digital footprints 
Structure 1: Interactions over modern communications devices leave a digital 
footprint that is encoded digitally  
Figure 5-2 Analytical Resolutions on The analysis of digital footprints model
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5.2.4 Description of layers  
Each layer is described, starting from the bottom of Figures 5-1/5-2 and moving up. 
 Theory & Behaviour layers: Layer 1 
Layer 1 is categorised as a Theory & Behaviour layer. Both the structures of the 
problem domain, as discussed within the Analytical Resolutions, are found in this 
layer. These are: 
Structure 1: Interactions over modern communications devices leave a digital footprint that is 
encoded digitally  
Structure 2: Statistical methods exist that can organise, analyse and interpret these digital footprints  
 
5.2.4.1.1 (Layer 1) Theory & Events underpinning analysis 
This theory & behaviour layer contains two identified structures required to analyse 
digital footprints, which, at this stage in the model, function independently of each 
other. Since they function independently, a division is made on the model to 
distinguish between them. The two separated items are: 
1. A human behaviour to take place and leave a digital footprint (an event to be 
analysed) 
2. A statistical method or theory (that can be used to analyse the event)  
The similarity between transactions and theory, and the reason they both occupy the 
same layer, is that they are both things which are not yet digitally tangible, indeed in 
the case of methods and theories they may not be physical things. 
The human behaviours may occur over a digital platform, therefore leaving a digital 
footprint by their nature, or there may be some way in which the behaviour can be 
encoded digitally. For example, the process of buying a product and the process of 
having a discussion with a person are two human behaviours that have different traits. 
The product may be purchased on a digital platform, or a conversation may take place 
on an internet forum and therefore already digital. Still, the act of purchase or 
participating in a discussion is not necessarily a digital act; however, there are ways 
in which this act can be digitally encoded(e.g. by using a ClubCard during the 
purchase). That said, the methods of encoding are not part of this layer. 
Examples of theory used by the practitioner activities include the graph theory 
techniques and generative topic models. Examples of behaviour discussed in the 
practitioner activities are the political discussions on a form or the forming of tag 
teams by professional wrestlers. 
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 Enabling Layers: Layers 2 and 3 
Moving up the layers, layers 2 and 3 are categorised as enabling layers. These layers 
deal with the previous layers non-digital components by making them digital and 
deploying them, in a process referred to by the model as ‘enabling’.  
The two layers within the enabling category are the Encoding of theory and behaviour 
(Layer 2) and the Pairing and Deployment of Methods and Data (Layer 3). The first 
layer is concerned with digital encoding of theory and behaviours. The second layer 
is concerned with mechanisms to pair and deploy the digital encoding of transactions 
and theory.  
It may be noted that many of the components in this layer have been identified as 
intervention components or as practitioner insight components. The components that 
make up this layer: 
Practitioner insight 1: Steps within processes can be ‘wrapped up’ in more accessible software. 
Practitioner insight 2: Technological processes exist to allow the pairing of analysis processes and 
extraction processes 
Practitioner insight 3: Pairing technologies allow for easy sharing of developed techniques for 
analysis.  
Practitioner insight 4: Pairing technologies can be used to give access to data extraction and 
statistical methods, without exposing complexities 
Practitioner insight 6: Storage and Extraction processes change and transform data types 
Intervention 1: The state and businesses secretly capture data for analysis. 
Intervention 4: Open-source communities create and maintain open access to statistical methods 
and data 
Intervention 6: There is no ‘opt-out’ for digital surveillance or data-relationships 
5.2.4.2.1 (Layer 2) Encoding of theory and behaviour  
Layer 2 of the model is the Encoding of Theory and Behaviour layer. It is concerned 
with the digital encoding of entities from the previous layer. Firstly, how statistical 
theory and methods are digitally encoded so that they can be stored and used on a 
computer. Secondly, how human behaviour information can be encoded and stored; 
where applicable, providing interfaces for access to this information.  
In the same vein as the previous layer of the model, there is a division for: 
1. Digital encoding of statistical methods (i.e. theory is translated into a format 
that can be run on a computer)  
2. Digital encoding of data related to behaviour and the interfaces to access this 
data (i.e. behaviour information is digitally recorded so that statistical methods 
can be run over them) 
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In the first division, mathematical methods are encoded in a format that can be used 
by a computer. For example, a software tool that can apply statistical methods or a 
module that is part of a programming language may be found in this division. 
Examples of encoding methods are the CRAN packages described with the 
practitioner activities and the Mallet Java tool.  
In the second division, behaviours are encoded as data so that they can be stored on 
a computer; interfaces and created to enable ways to access encoded data. 
Examples of digital encoding of data related to behaviour found are transactions 
encoded in RDF in a graph database that can be queried through an interface that 
allows SPARQL queries to be made 
5.2.4.2.2  (Layer 3) Pairing and Deployment of Methods and Data 
Layer 3 of the model is the Pairing and Deployment of Methods and Data layer. 
Layer 3 of the model is concerned with how the previously digital encoded theory and 
techniques are ‘paired’ so that analysis can take place. At this layer and above in the 
model no advantage is gained by thinking of the theory and behaviours as separate 
divisions of the layer. 
Within this layer, some form of computer software or code is written that can pair the 
statistical methods with the data. Typically, this code is reusable and different data or 
theory can be ‘swapped in and out’ of the software.  
While it may often be ‘reusable’ this process is not necessarily open for use by 
everyone; the reusability may simply be for reuse or for the sharing of merged theory 
and techniques inside an institution. The process can be shared with others who 
understand how to run the software, these could be professionals from open-source 
professions or they could be colleagues of a data-driven organisation, where the 
reuse is kept ‘in-house’. There are, however, a growing number of technologies which 
encourage sharing and reuse, for example, the repeatable research in the practitioner 
activities. 
An example in this later identified through the practitioner activities is an R script that 
imports CRAN packages for network graph data manipulation functionality and 
queries a graph database.  
 Human understanding layers (Layers 4 and 5) 
Layers 4 and 5 are categorised as human understanding layers. They are concerned 
with the representation of knowledge gained through pairing the previous layers 
encoded methods and data, and with the actions that result when humans act on this 
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representation. Many of the components in these layers were identified as being 
events. The components that make up these layers are: 
Event 1: Users of communications technology do not have a good understanding of the data 
relationships between themselves and the data-driven organisations that analyses their behaviour. 
Event 2: Users of technology do not know when they are being influenced to act a certain way by a data-
driven organisation 
Event 3 An increase in open source collaboration 
Event 4: Users of technology can infer the types of analysis taking place on their data to various levels 
of degree 
Event 5: Insight into data-relationships and digital surveillance gives advantages to citizens 
Event 6: Users of technology are influenced to act in certain ways 
Event 7: The one-sidedness of being able to access certain technologies leads to inequity in society 
Intervention 7: Privacy activists give an insight into data-driven organisations and digital surveillance 
Practitioner Insight 7: Visual representations can give an insight into the type of data that underpins the 
data analysis 
Practitioner insight 5: The analysis of digital footprints can produce digestible representations of findings 
Intervention 2: Products or services target specific individuals due to insights gained through analysis of 
data 
Intervention 5: Insights from data is turned in to a commodity 
5.2.4.3.1 (Layer 4) Representation of information  
Layer 4 of the model is concerned with the Representation of Information. Within 
this layer are the many forms of digestible content, ideas, concepts or reports that 
have been generated by the appliance of a method to data. This may describe digital 
outputs, such as a digital representation of a network graph, but this layer is not 
necessarily tied to being digital. For example, a network graph is not inherently a 
digital thing; the sharing and knowledge it represents could also be shared verbally. 
Examples of knowledge representation and sharing from the previously described 
are a network graph and topic models generated from a collection of documents. 
5.2.4.3.2 (Layer 5) Application of Information  
Layer 5 of the model the Application of Information layer. This layer describes the 
acting on insight performed by those that access or receive information from the 
Knowledge Representation and Sharing Layer below it. This insight is augmented 
with the persons own knowledge or skill set and acted upon in some fashion.  
Application of knowledge at this layer may not always be carried out consciously; for 
example, a customer may buy products because of targeted adverts generated in 
layer 4. Conversely, the applicant of knowledge may be full-aware that they are acting 
on insights gained from knowledge representation or sharing. For example, open-
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source journalists will be very conscious of the activities they are undertaking due to 
insights gained.  
Three examples of the application of understanding and insights concepts are open-
source journalism, the purchasing products through being the subject of targeted 
adverts and engagement with an educational resource through being the subject of 
gamification. Of note is that all the above examples generate footprints that will be 
analysed to discussed in layer one, demonstrating a positive feedback loop, where 
more digital footprints are generated, ready for to feed into another instance of the 
model. 
5.2.5 Insights 
The model gives the researcher a way of describing the steps involved in the analysis 
of human transactions, how this analysis affects the understanding of the 
environment, and how individuals and society may react due to this understanding. 
The model also gives us a method to describe what is and is not known by different 
parties who are affected by the instances of data collection. 
5.2.6 Validation and discussion 
This research subscribes to Critical Realist view that science is an ongoing and 
iterative process in which researchers improve models rather than validate them.  
However, as a form of basic validation, uses of the model are discussed here, both 
from the context of descriptions from the literature review and from a new example 
that happened after the research had ended. These examples may also be potential 
resources in facilitating educational sessions that give insight into data-driven 
activities. 
 Tesco Clubcard described using the model 
In this example, the analysis of shopping transactions using the Tesco Clubcard for 
the purposes of targeted advertisements is described using The analysis of digital 
footprints model.  
Table 5-1 shows an instance of the model from the point of view of a shopper using 
a Tesco Clubcard. What is known about data analysis when using the Tesco 
ClubCard has been overlayed onto it. The layers have been coloured according:  
• Green: There is a good understanding of the functions or concepts in this 
layer. The shopper has an insight into what Tesco does at this Layer 
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• Yellow: There is some understanding of functions within this layer from the 
viewpoint of the shopper, although there may be some inference of functions 
or concepts taking place. 
• Red: No or little understanding of functions within this layer. Hard to obtain 
any kind of inference to the particular functions taking place in this stage 
As we can see from Table 5-1, the shopper does not have full insight into what 
happens during the analysis of their data by data. Most of what is known is either 
directly observable or inferable from things that are. For example, users of the club 
card know that the Clubcard offers valuable information to Tesco and that in return 
they will receive a reward. Based on this they make transactions using the card, but 
they do not know what value the capturing of these transactions offers to Tesco and 
how they will be analysed. However, after a period of time, the rewards will start to 
give them an insight into how their data was analysed. As described in the literature 
review, a supermarket offering parenting products for cheap to a person who may be 
pregnant gives an insight into the fact the supermarket are building models to predict 
the types of things pregnant people may buy and what they may need. 
Layer Description 
5 Application of 
understanding 
and insights 
Shopper buys products using incentives or buys 
products that have be selectively targeted to them.  
 
Although, shoppers are aware of what they are 
purchasing, they may not be fully aware of the nudge or 
incentive that encouraged them to make the purchase. 
4 Knowledge 
representation 
and Sharing  
Incentives to nudge shopper into purchases. May be 
money off product, additional points to purchase 









Unknown, Internal to 
Tesco 
Shoppers know that a clubcard 
turns transactions into data. 
They may not be fully aware of 
other methods of data collection 
1 Theory and 
transactions 
Unknown although 
shoppers may be 
able to identify theory 
or models from the 
insights from layer 4.  
Shoppers know that they are 
making transactions with Tesco 
and that these transactions are 
analysed. They may not know 
the full extent of which 
transactions are analysed 
Insights from layer 4. 
Table 5-1 The analysis of a Shopper’s Tesco transactions for the purpose of targeted marketing. From 
the point of view of a shopper. 
Insight from layer 4 
gives insight in to 
lower layers.  




been encoded. E.g , 
purchased milk with 
clubcard and got 




 The GCSE grading algorithm 
On August 20th 2020, after this research within this thesis had been completed, GCSE 
grades within the United Kingdom were decided by an algorithm (BBC 2020). The 
researcher used The analysis of digital footprints model to describe the situation, as 
it was known on that day, to friends and colleagues.  
Citizens were given a description of what happened to the GCSE grading, which can 
be used to fill out the model. An example is of what was known on August 20th 2020 
is given her, described in Table 5-2. 
• Green: There is a good understanding of the functions or concepts in these 
layers, since Citizens have been told, or can see what has happened 
• Yellow: There is some understanding of functions within this layer from the 
viewpoint of the shopper, although there may be some inference of functions 
or concepts taking place. 
• Red: No or little understanding of functions within this layer. Hard to obtain 
any kind of inference to the particular functions taking place in this stage 
 
Layer Description 
5 Application of 
understanding 
and insights 
GCSE students protest 
Government changes mind on grade and backtracks on the use algorithm 
Grades changed 
Universities deal with a rush of students from grade changes 
4 Knowledge 
representation 
and Sharing  
Grades are assigned to students. BBC reports that “In England, 36% of 
entries had a lower grade than teachers recommended and 3% were down 
two grades. What's more, the downgrading affected state schools much more 






How this is done digitally is unknown, and internal to Ofqual 
2 Digital encoding 
and Interfaces 
How this is done 
digitally is unknown, 
and internal to Ofqual 
How this is done digitally is unknown, and internal 
to Ofqual 
1 Theory and 
transactions 
The estimated grade is 
compared with every 
other student at school 
The student does work at school, gets an 
estimated grade 
 
The estimated grade is given to Ofqual 
Table 5-2 The grading of GCSEs, from the point of view of a UK Citizen 
 
In Table 5-2, we can see that the theory and transactions are relatively simple and 
that the outcomes and how they were acted on were also simple. It is an interesting 
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example because what citizens have been told what has happened to the grades, but 
do not know is how this was done digitally. The example allows citizens to make 
informed decisions about what is being studied. In example there is little information 
about the theory and transactions, and little about how methods and data are coupled. 
5.2.7 Describing consequences at other layers 
The layered model not only gives the thesis a method of verbalising issues around 
problems of users of technology having varied knowledge of the layers but also 
highlights that undertaking at the lower layers, will have an effect within society at the 
higher layers. During the literature review, it was discussed how the secretive design 
process of technology that shapes society might be profoundly undemocratic. This is 
described further within the next model, which shows how multiple instances of data 
collection lead to an environment which may be difficult to navigate. 
5.2.8 Describing practitioner activities 
In Chapter 6, practitioner activities collect and analyse data through Realistic 
Evaluation cycles. In these activities, data analysis techniques are demonstrated to 
users of communications technology. The model has two important uses in 
practitioner activities. 
Firstly, to explain which aspects of data analysis are shown to users of 
communications technology within the practitioner activities. Secondly, to explain the 
insight from each cycle to the research during the cycle’s observations. 
 Conceptualising insight 
5.3.1 Introduction 
The previous subchapter created a way of ordering observations from this research 
through a layered model describing the steps involved during a single undertaking of 
data analysis of human transactions.  
Another model is put forward in this subchapter. This model discusses how the 
layered model can instead be represented as a conceptual model that describes how 
insight into data-driven organisations can take place. In the layered model, one 
instance of data analysis is described. However, in reality, there are many instances 
of data analysis being undertaken by many different types of organisations. Some of 
these instances hide the analysis techniques from inspection, such as those 
undertaken by businesses or the state, while some are open, and analysis techniques 




In the previously described layered model, the upmost two layers are described as 
human understanding layers and these deal with representations of data and 
applications of new knowledge. When multiple instances of data analysis take place, 
these two layers are entwined among the different instances, as representations may 
conflict with each other, and users may act on multiple representations. 
In this subchapter, a second model is put forward as part of the Theoretical 
Redescriptions step of the Explaining Society framework. This conceptual model 
represents the previously proposed stages of data analysis, but in a social system 
where many instances of data analysis take place. Importantly, it also highlights the 
hypothesised mechanisms, which are insights into hidden analysis that can be drawn 
from instances of open and explicit data analysis. This model is entitled Analysis of 
Transactions in Society. 
5.3.2 The model 
Figure 5-3 shows the conceptual model entitled Analysis of transactions in society, a 
theoretical model of the problem domain, with hypothesised mechanisms that lead to 
an insight into data analysis procedures of data-driven organisations. The model 
incorporates the 5-layer model of data analysis put forward by the previous chapter, 
which in turn was built upon the extrapolated properties of the problem domain and 
practitioner activities. 
The model moves from depicting a single instance of data analysis this into a social 
context where lots of data analysis procedures are being undertaken.  
Within the following subchapters, the reader is led through the model by breaking it 




Figure 5-3 Analysis of transactions in society 
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 Arrays of data analysis  
At the bottom right of Analysis of transactions in society model, as replicated in Figure 
5-4, is a process highlighting a single open instance of data analysis as described by 
the bottom 3 layers of the layered model. Multiple processes are happening at a single 
time, in Figure 5-3.this is visualised in the model by showing an array of these single 
instances. 
 
Figure 5-4 A single instance of data analysis (shown as an array in the bottom right of the analysis of 
transactions in society model) 
At the bottom of the Analysis of transactions in society model, as replicated in Figure 
5-5, it can be seen that there are two types of array containing data analysis instances 
happening simultaneously. The two arrays of analysis seen here represent two types 
of data analysis. The first array, with the label Layers 1-3 Data Analysis by Data 
Driven Organisations, represents the hidden processes that are undertaken by 
data-driven organisations. They are hidden because they are conducted without 
access to the public and known only to the data-driven organisations that perform 
them. Secondly, there are those activities, such as those undertaken by the open 
source communities and those performed by the practitioner’s activities. The array of 
analysis that is open has the label Layers 1-3 Data Analysis by Open Professions. 
These are inspectable by society and are carried out without hiding their processes. 
Within these open data analysis instances, viewable processes which relate to the 
lower steps within the conceptional model, can be seen. These are the Theory and 
behaviours, Encoding and Pairing Techniques. This contrasts with the hidden 
processes in the Data Analysis by data-driven Organisations where these processes 




Figure 5-5: The arrays of data analysis (from the bottom of the Analysis of Transactions in a Social 
System model) 
Between these two arrays of data analysis in Figure 5-5 are mechanisms with the 
label Insight Into. While it is not exactly known what data-driven organisations may 
be doing with data, giving users of communications technology open access to the 
data analysis layers, gives them an insight into what the processes undertook by data-
driven organisations may be. It is the core mechanism that the practitioner activities 
are trying to trigger. 
 Representation of information and application of information 
At the top of the model in Figure 5-3, there are two items, these are based upon the 
upper layers of the ordering framework (representation and application) and are 
replicated in Figure 5-6. The lower of the two items represent the landscape of 
representations of data – that is the totality of representations such as ideas, concepts 
and reports that are generated by the many instances of data analysis. The bottom 
of the two items is titled landscape of representations of data, and is generated 
from both open and closed activities. They are separated from the arrays of data 
analysis below because they may be representations intended to be viewable by 
anybody, not just those undertaking the analysis - although it should be noted that 
what is released into this item is controlled by the organisation doing the analysis. 
The upper of the two items represents the actions and insights that are occur based 
upon the landscape of actions, titled the landscape of Insights and Actions. These 
are insights and actions resulting from representations in the lower item. In reality 
these insights and actions are complex and may be the result of many representations 







Figure 5-6: Representations & Insights and actions(from the top of the Analysis of Transactions in 
Society model) 
 The Hypothesised mechanisms of insight 
Two types of insight are demonstrated in Figure 5.3 
The first is the previously discussed insight that open data analysis activities are 
hypothesised to give into closed activities of data-driven organisations. For example, 
being able to see examples of how an open-source progression might pair and deploy 
techniques may give an insight into the pairing of data and statistics in data-driven 
organisations. 
The second is an insight from upper layers of representations and actions taken due 
to these individuals. For example, representations of data such as targeted 
advertisements give an insight into some of the processes that create these adverts. 
If a customer gets discounts on a certain product, they may have an insight into the 
purchasing of that product is a transaction that has been analysed. 
These insights also amplify each other. For example, users of communications 
technology may not even know that transactions are captured, but by demonstrating 
it through open activities they become aware of this, giving them more of an indication 
of how the representations of data are generated. 
 A theory backed intervention 
The Theoretical Redescriptions in this chapter follows three steps. First, in 
subchapter 5.2 an ordering of the analytical resolutions was put forward as a layered 
model that described the steps in data analysis.  
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Second, in subchapter 5.3, the ordered framework was expanded on to put forward 
a conceptual model describing the hypothesised mechanisms that may give an insight 
into data analysis.  
The final step is to describe the theory-backed intervention that can give users insight 
into the types of analysis that is taking place on their data in closed instances of data 
analysis.  
Within Table 5.3, a CIMOc describing the foundations of the intervention is shown. At 
this stage of the thesis, the configuration is lacking the detailed strategies that could 
make up an intervention. The CIMOc is built around what is known and described in 
the layered and conceptual models. 






ways in Layer 
5 due to 
representations 




Openly accessible data 
analysis activities 
demonstrating technologies 
in Layers 2 and 3 
 
The openly accessible data 
analysis activities give the 
participant an insight into 
closed data-driven activities 
 
The activities also amplify the 
insight that users get from the 
representations of data 






upon the insight 





Table 5-3 CIMO configuration for the theories describing the practitioner's intervention without specific 
strategies 
There is a context of citizens who will act certain ways, these actions are described 
by the layered model as applications of information (layer 5), the information they 
are acting on found in the representations of information (layer 4). There is an 
intervention made up of open activities in the enabling layers (layers 2 and 3). These 
activities are open-source data analysis activities, as done by the practitioner in their 
workplace setting.The hypothesised mechanisms are that the open activities give 
them an insight into what is happening in the closed activities undertaken by data-
driven organisations. The outcome is changed behaviour due to this insight. 








Chapter 6: Practitioner activities: retroduction 
 Introduction 
The previous chapter describes models created through the research within this 
thesis. The creation of these models resulted from following the first three stages in 
Explaining Society’s stages of Critical Realist research; to recap, these were the 
Description, Analytical Resolution, and Theoretical Redescription stages. The 
purpose of these three stages is to have undertaken research that produces 
interpretative frameworks and theories that describe aspects of a phenomenon; so 
that the study can articulate the elements it wishes focuses on (Danermark, B., 
Ekstrom and Karlsson, J. C. 2019 p131).  
At the end of Chapter 5: Theoretical Redescriptions, based upon these frameworks 
and theories, a theory backed intervention is articulated in Table 5.3, in the form of a 
 
In this chapter, data is collected to confront the models and theories that were 
discussed in the previous chapter. As data is collected, the intervention theory is 
refined and redeployed, using the Realistic Evaluation methodology. In doing so, 
it ‘fleshes out’ what an intervention that gives people an insight into data analysis 
may look like and refines the models created in the previous stages of work. In 
terms of Critical Realist research, this chapter is undertaking a stage entitled 
Retroduction, where theories or sections of a theory are tested against data to 
refine them as we improve our understanding.  The relationships between context 
and outcome are also explored here, undertaking the Critical Realist stage of 
Contextualisation.  
From a practitioner viewpoint, this chapter is undertaking reflective work through 
cycles. Within each cycle, multiple activities are deployed as an intervention to give 
citizens an insight into data-driven organisations. Between cycles reflections are 










CIMO configuration. This theory backed intervention is loosely defined, described as 
“Openly Accessible Data Analysis Activities”, but with the specifics of strategy left out. 
In this chapter, the research will collect and analyse data from practitioner activities. 
These activities are instances of the “Openly Accessible Data Analysis Activities”, 
grouped into cycles.  
Within each cycle, the strategy of the intervention differs. In the first cycle, the strategy 
is defined by the approach the researcher was taking in their practitioner setting. 
However, in the following cycles, the strategies are refined, depending on the findings 
from the previous. The ultimate goal of these refinements is to reach the research 
aim:  
To create a theory-backed intervention that will give users of technology insight into the 
types of analysis that are taking place on data they have generated through their use of 
technology. 
This chapter uses Realistic Evaluation to evaluate the intervention, and the models 
created in chapter 5 are used to design the strategies, describe how they differ in 
each cycle and aid in verbalising observations. 
While collecting data and refining the intervention, the research is undertaking what 
Critical Realist researchers call Retroduction and Contextualisation. The import 
role of a Retroduction stage is to identify causal mechanisms that are causing 
outcomes to occur in different contexts. Contextualisation requires the researcher 
to explore the different contexts that these causal mechanisms are triggered by; within 
the Realistic Evaluation methodology, the two stages are entwined. 
6.1.1 The interventions 
The conceptual model describes two types of data analysis that are undertaken. 
There are closed activities, such as those undertaken by data-driven organisations, 
which are not observable by the general public but ultimately influence the way 
individuals behave. There are also open activities such as those conducted by open-
source professions; these activities are observable and are hypothesised to produce 
insight into the closed data analysis by data-driven organisations. 
The CIMO configuration described at the end of the previous chapter hypothesised 
that interventions that demonstrate open activities might provide insight into what is 
happening to their data by data-driven organisations in closed activities. This 




In the researcher's practitioner setting, activities that resemble the intervention 
described at the end of the chapter were already being deployed. These activities are 
used as a starting point to investigate intervention strategies retroactively. 
To do this, the following questions, which revolve around the Realistic Evaluation 
concepts of Context, Mechanisms, and Outcomes, are explored to describe the effect 
of an intervention.  
Context Observation Question) What are the contexts and motivations of those 
who undertake the practitioner activities? 
Mechanism Observation Question) What mechanisms are triggered by the 
interventions strategies? 
Outcomes Observation Question) What were the outcomes of the intervention? 
Within each cycle also reflected on the models produced during theoretical 
redescription by asking the question: 
Model development Question ) Does this change the understanding of the models 
created this far in the research? 
Based on any findings from these cycles, the models discussed in the previous 
section are tweaked accordingly. The previous chapter was updated as this question 
was asked, and have already been incorporated into the first two models. 
 Approach 
6.2.1 Cycle Approach 
The Realistic Evaluation methodology serves two purposes. As a practitioner, it 
improves the activities that are undertaken. As a researcher, it fulfils the Retroduction 
stage of the Explaining Society framework, by generating data to bring to theories 
described within the Theoretical Redescription phase. 
The methodology pushes the research forward in its aim to create a theory-backed 
intervention that will give users of technology insight into data-driven activities. It does 
this by adjusting the activities to give insight to a broad audience as possible.  
There is a two-way relationship between the Realistic Evaluation cycles and the 
theories described in Chapter 5. While the cycles use the theories described in 
chapter 5 to improve their strategies, data generated from the cycles is also used to 
improve the theories. 
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The Realistic Evaluation Cycles follows the cycle as described by Pawson and Tilley 
in their evaluation methodology, Realistic Evaluation. As shown in Figure 3-3, each 
Realistic Evaluation cycle has four stages. In this chapter, each cycle has a 
subchapter, which is then further split into the following:  
• Intervention Theory subchapters: An Intervention theory describes the cycles 
intervention intention, both in the context of previously developed models and 
as a CIMO configuration. The intervention theory describes the strategy of the 
cycle’s activities and a theory of what might work for whom in which 
circumstances.  
• Observation subchapters: Uses thematic coding to make observations about 
the Context, Mechanisms, and Outcomes in the cycle to answer the 
observation questions.  
• Intervention Specification subchapters: Describes an intervention 
specification as a CIMO, describing what did work for whom based upon the 
previously made observations.  
• Reflections subchapters: Discusses addition work with academic experts that 
explore the findings further, to contribute to consequent Intervention Theories 
6.2.2 Coding Approach 
The methodology for data collection and coding is detailed in Chapter 3: Methodology. 
Data is collected from the practitioner activities; the activities are grouped in cycles 
by their strategic design. As each cycle is undertaken, conversations that the 
participants have about the different activities are collected as text. The text is 
analysed to gain insight into the workings of the activities.  
The data analysis exercises for this data involve what is known as ‘thematic coding’, 
a process not to be confused with the process of ‘computer coding’, which takes place 
within the practitioner activities. Thematic coding is a process in which the researcher 
systematically themes data, whereas computer coding is the writing of computer code 
to make a computer do something, such as making computers run statistical models 
over data. 
As described within the methodology, two thematic coding stages occur; the first 
stage of coding, entitled Open Coding, is one in which categories are formed. The 
formation of these open codes is an iterative process through subcycles of creating 
sub-codes, memos, and performing shop talking with fellow researchers. 
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A second stage, entitled Axial Coding, is one in which the categories from the Open 
Coding stage are matched to pre-defined paradigms. These pre-defined paradigms 
are based upon suggestions by the coding methodology but are also slightly tweaked 
to fit the ontological view of the research, by doing this they can be tied to the chapters 
observation questions, as shown in Table 6-1. 
Axial Framework Paradigm Observation Question 
Context What are the motivations or wider context of those who undertake 
the activities? 
Strategies What mechanisms are triggered by the intervention’s strategies?  
 
Outcomes What were the outcomes of the intervention 
Table 6-1: Axial Paradigms and Research Questions 
6.2.3 The usage of Context, Interventions, Mechanisms, and Outcomes 
(CIMO) configurations in this chapter 
The meaning of the terms context, mechanisms, and outcomes in Realistic Evaluation 
is discussed within the methodology. As a reminder to the reader; Tilley describes 
these terms as: 
Mechanism: what is it about a measure which may lead it to have a particular 
outcome in a given context? 
Context: what conditions are needed for a measure to trigger mechanisms to 
produce particular outcomes patterns? 
Outcome: what are the practical effects produced by causal mechanisms being 
triggered in a given context? 
(Tilley, 2000, p5) 
 
In Realistic Evaluation (Pawson and Tilley, 1997), Pawson and Tilley use intervention 
theories40 and intervention specifications41 to describe the relationships between 
context, mechanisms and outcomes. In the original Pawson and Tilley text, both 
intervention theories and intervention specifications use Context-Mechanism-
Outcome (CMO) configurations to describe them. However, when constructing CMO 
 
40 Intervention Theory: Before any work is done in the cycle, a program or intervention theory 
is created, describing the intervention that will take place, and any theorised contexts, 
outcomes or mechanisms that will occur based upon this intervention. Intervention theory is 
described using CIMOc logic. See Chapter 3 Methodology. 
41 Intervention Specification: After observations, the Intervention specification details what did 




configurations, there is some disagreement among researchers as to what precisely 
a mechanism should be.  
Pawson and Tilley suggest researchers should think of mechanisms as being a 
mixture of the resources of the intervention, and the reaction of participants after the 
introduction of these resources. However, many researchers using Realistic 
Evaluation find it more natural to split mechanisms further into these two types. When 
splitting mechanisms, some researchers replace CMO configurations with Content-
Mechanism(Resources)-Mechanism(Reasoning)-Outcome configurations (CMMO) 
so that the resources of the intervention and the reaction to these resources can be 
clearly defined (Dalkin et al., 2015). Other researchers (Carlsson 2011) use Context-
Intervention-Mechanism-Outcome (CIMO) configurations to make it clear what the 
strategies of the intervention are. In the CIMO approach, there is some repetition as 
there is overlap between intervention and mechanisms. This research follows the 
CIMO approach, where intervention strategies are included in the CIMO 
configurations.  
To clarify in this chapter: within a CIMO configuration, the interventions details the 
intervention strategies, while mechanisms detail participants' reactions to aspects of 
those aspects of these strategies. 
 Cycles 
The following subchapters detail the Realistic Evaluation cycles. 
6.3.1 Cycle one 
 Cycle one: Intervention theory  
The first cycle is a collection of activities described as “Open activities to pair data 
collection methods with the application of appropriate statistical methods”. 
Chronologically, these activities were the first to be deployed; and consisted of a 
series of technical activities demonstrating how to perform data extraction on various 
openly available data sources, and then run statistical methods upon that data. If 
required, there was also a demonstration of the processes that paired data with the 
methods.  
Chapter 4: Example 1: Distant Reading gives an example of a cycle one activity, 
where the practitioner extracts political conversations through an openly accessible 
API. The Topic Modelling technique is then used to analyse these conversations 
because it is an appropriate method for that type of human behaviour. While the 
activities in this cycle are not always precisely the same, they always featured 
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reusable code and techniques for data access, applied statistical methods, or any 
pairing that had been undertaken.  
At this point, there is only a loosely defined intervention strategy from the Theoretical 
Redescriptions. As a starting point to investigate which strategies cause which 
outcomes for whom, this cycle details the strategies deployed by the researcher in 
their practitioner role. 
The intention of the cycle one activities is inspired by the researcher being an open 
practitioner, and wanting to share the skills required to pair statistical methods with 
data with a wider audience. As such, the open data within these activities is chosen 
because it is both open and of interest to the author. Analysis methods are selected 
because the author was using them as a practitioner, and they were a good fit for the 
data. Each cycle one activity followed the strategy detailed in Table 6-2, which was 
designed in the practitioner setting and was not yet informed by the research findings. 
Aspect of Strategy Reasoning 
Demonstrating enabling layers through the 
collection of data and statistical analysis upon it 
 
As a practitioner, there was a want to share 
current on extraction and analysis of data to try 
and harness the playfulness of technology to 
encourage participants to reflect on their methods 
of practice? 
 
Demonstrate extraction of data from an openly 
available data source 
As a practitioner, there was a want to share good 
practice on the extraction of open data. 
Demonstrate statistical methods that are readily 
available. 
As a practitioner, there was a want to share 
current practice  in statistical methodologies 
Demonstrate activities in a way that is  ‘open’ and 
placed in an accessible environment for anybody 
to use.  
 
Activities must describe how the data and 
statistical methods are paired. 
As a practitioner, there was a want to things 
openly, for the public good. 
A forum is provided for discussion As a practitioner, there was a want to discuss the 
activities with their users, and give them the 
opportunity to discuss between themselves 
Table 6-2: Cycle one: Strategy and Reasoning 
6.3.1.1.1 The intervention described using the layered model 
The layered model can be used to demonstrate where effort is concentrated in the 
activities within cycle one. Table 6-3 describes the activities using the layered model, 
which has been colour coded as follows: 
• Red: The activities were not designed to demonstrate or promote discussion 
in this layer 
• Amber: The activities were designed to promote discussion about this layer, 
but the demonstration of the layer does not feature heavily in the activity 
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• Green: The activity is designed to both demonstrate techniques and promote 
discussion in this layer  
The cycles’ activities demonstrate enabling layers (layers 2-4) to give a direct insight 
into these layers through the demonstration of open methods and openly available 
datasets. The activities also give some insight into the layers below, although this is 
not explicitly an aim. 
Layer Description 
5 Application of 
understanding 
and insights 
There is no discussion around human actions based on data analysis prompted by the 
practitioner in the activities. 
4 Knowledge 
representation 
and Sharing  
A knowledge representation, in the form of a visual output, is created as part of the 





The pairing of data and transactions is demonstrated as part of cycle one activities and 
is the focal point of the activity. 
2 Digital encoding 
and Interfaces 
Demonstrate statistical methods that are 
readily available. 
 
The statistical methods used are 
demonstrated as part of the activities and 
are of interest to the practitioner. 
 
The statistical methods are accessible 
through programming languages such as 
R or Python. 
Demonstrate extraction of data from an 
openly available data source 
 
 
The transactions are encoded as data that 
is easily extractable by the author.  
 
The data’s extraction was demonstrated in 
the activities; data is selected because it is 
open and of interest to the practitioner. 
1 Theory and 
transactions 
The theory of the statistical methods is 
widely known and can be explored by the 
participants of the activity. 
The transactions that are analysed are 
openly known about and talked about by the 
practitioner, but not demonstrated 
Table 6-3 Cycle one activities mapped to the data analysis layered model 
6.3.1.1.1 The intervention described using the conceptual model 
The conceptual model can also be used to explain how mechanisms that give insight 
into analysis by data-driven organisations might be triggered. Figure 6-1 shows a 
subsection of the previously described conceptual model created during theoretical 
redescription. In this subsection of the model, we can see how the practitioner’s open 
data analysis activities have inspectable enabling layer processes, and it is theorised 
that this gives them an insight into the hidden processes of data-driven organisations. 
The open activities, while not designed to demonstrate the Theory and transactions 
layer, are designed to promote discussion in that layer, and a mechanism is 




Figure 6-1: Theorised mechanisms of insight in cycle one, demonstrated using the conceptual model 
6.3.1.1.2 The Intervention theory described using CIMO configurations 
Table 6-4 shows the Intervention Theory as a CIMO configuration for cycle one 
activities. This CIMO features the intervention’s strategies and theorised context of 
the participants, mechanisms and outcomes. An intervention theory details what the 
researcher theorises will happen as a result of the intervention. In this subchapter, 
observations are made through thematic coding, and an intervention specification is 
created, which details observations of the intervention. The observations and 


















through the collection 
of data and statistical 
analysis upon it 
 
Demonstrate extraction 
of data from an openly 
available data source 
 
Demonstrate statistical 




in a way that is  ‘open’ 
and placed in an 
accessible 
environment for 
anybody to use.  
 
Activities must describe 
how the data and 
statistical methods are 
paired. 
 
A forum is provided for 
discussion 
Examples of open pairing 
and deployment techniques 
give insight into hidden 
pairing and deployment 
techniques  
 
Examples of open encoding 
methods give Insight into 
hidden encoding techniques 
 
Examples of behavioural 
data and examples of 
applied statistical theory give 
an insight into the theory and 
behaviour layer 
Changed behaviour due 
to insights 
Table 6-4 Intervention theory for cycle one activities 
 
 Cycle one: Observations 
For cycle one, thematic coding is undertaken over 351 comments gathered from 
forums providing a communication facility for those undertaking the activities. Open 
coding was done on a line-by-line reading of the comments, through an iterative 
approach where memos were kept during each iteration, to help in the creation, 
refining and combing codes. These open codes were then matched with paradigms 
and their associated questions during the axial process. 
Context Question) What are the contexts and motivations of those who undertake 
the practitioner activities? 
Table 6-5 shows a summary of the open codes related to motivations or wider context 
for those that undertook activities in this cycle; these open codes are aligned to the 







Open code Sub Codes, properties & 
memos 







Shares Computer code 
 
Shares coding experience 
 
Speaks with authority on 
technical issues 
“I look forward to learning more 
about this technique.” 
 
“Here is the R code I use:  
 
DocumentTermMatrix(crude, 
control = list(weighting = 
weightTfIdf)) 











Engages with discussion on 
data relationships 
 
Speaks about types of data 
analysis and how they 
“It would be interesting to 
compare this data to other 
political parties to see if there is 










Asking for information related 
to Layers 2-3 of ordered model 
 
Aware software technique for 
data extraction and analysis 
exist 
 
Looking for specific technical 
information found in the activity 
 
Wants further information on 
the activity from the 
practitioner 
 
Wants specific advice to fill 
gaps in their knowledge 
 
“How to set to run in Java 
application (currently running the 
sample on eclipse)?”  
 
“I use tf-idf and i want to see 
correspondence tf-idf in a corpus 











how people act 
Asking for information to layers 
4-5 of the ordered model 
 
Wants specific advice to fill 
gaps in their knowledge 
“It would be interesting to 
compare this data to other 
political parties to see if there is 






Shows interest in layer 4 of the 
Layered Model. 
 
Wants to see what happens 




“This is great - and you raise 
some very interesting issues, 
about our use and collection of 
data.” 
 
“It would be interesting to 
compare this data to other 
political parties to see if there is 





with the author 
Offers to work with the author “very interested in your services 
and work David, if you can 
contact me..” 
6 2% 
Table 6-5 Open Codes for Research Question/Paradigm: What are the contexts and motivations of 
those who undertake the activities? (Context) during cycle one. 
In terms of the context, participants attracted to the activities in this cycle tended to 
be comprised of software developers, or at the very least, users of technology with 
an existing interest in data-driven organisations. Participants of cycle one activities 
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would regularly talk about types of data analysis that were undertaken by data-driven 
organisations. The software developers had a wide range of expertise themselves, 
and it became apparent that there is not a single type of developer who understands 
all types of data analysis.  
In terms of motivations, most participants that engaged in the activities were looking 
for information regarding a certain method or data extraction technique and had come 
across the activities in search of this information. They often spoke with authority on 
the subject, having existing knowledge on the data or methods and were looking to 
fill gaps in their knowledge. Typically, the information they were looking for was for 
advice on how to solve a particular problem related to the extraction of data or 
application of methods. Participants were often looking for information to fill gaps in 
their knowledge, or for specific solutions to problems they had. There were small 
numbers of participants with other motivations; some participants were attracted to 
the activity because they were merely interested in the results of combing the data 
with the statistical methods.  However, these people already had an interest in either 
the data, methods or the general problem domain.  
A very small section of participants came to the activity because they had already 
heard of the author through word of mouth and were wishing to collaborate on a 
specific piece of analysis.  
Mechanism Question) What mechanisms are triggered by intervention strategies? 
Table 6-6 shows the open codes that were aligned to the axial code “mechanism” in 
cycle one. These codes described the reasons for outcomes having materialised. 
They were closely related to the outcome codes and sometimes text coded as being 
a mechanism sometimes overlapped with text coded as being an outcome. The 
mechanism codes were assigned to comment text that provided evidence that an 













Occurrences Percentage  
Improved 
technique skill 
Is given a solution for an 
existing problem the user 
has and progresses further 
 
Makes progress, reaches 
a point where they must 
enquire further about 
solution 
 
Able to implement the 
solution due to intervention 
 
Intervention improves their 
skill with encoding 
methods. 
 
Memo: The demonstration 
of both the extraction of 
data and statistical 
analysis gives technical 
participants both improved 
technique skill and further 
insight into the subject of 
data-driven organisations 
 
“Thank you for 
this. It was easy 
but good to see 





into the subject 
of data-driven 
organisations 
Gives them information 
about data-driven 
organisations interested in 
 
Reflects on data-driven 
organisations 
 
Memo: The demonstration 
of both the extraction of 
data and statistical 
analysis attracts technical 
participants as an 
audience but fails to attract 
non-technical users. These 
technical participants  
have rich conversations, 
but there is no evidence of 
non-technical users 
engaging 
“Where does a 
















Table 6-6 Open Codes for Research Question: What mechanisms are triggered by intervention 
strategies? (Mechanisms) during cycle one. 
The strategies for cycle one interventions triggered two types of mechanisms. Since 
a majority context of users in this cycle were software developers looking for advice, 
identified mechanisms revolved around those who already had knowledge or skills 
improving skills or gaining even further insight than they already had. 
The first mechanism was that participants improved their technical skills due to the 
solutions they were being shown. This mechanism was demonstrated by them either 
asking for further advice on something they have just learned or by them being able 
to implement the techniques on a problem that they already had.  
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The second mechanism was that participants gained an insight into the subject of 
data-driven organisations. This mechanism was demonstrated by participants asking 
further questions about data-driven organisations and reflecting on what they had 
learned from the activities. Some participants made cynical remarks about data-
driven organisations 
Outcome Question) What were the outcomes of the intervention? 
Table 6-7 shows the open codes related to outcomes for those that undertook the 
activities. 





Occurrences Percentage  
Expresses 
disagreements  
Disagrees with the 
technical approach 
taken by the author. 
 
Disagrees with the 
author's analysis of 
the outputs  
 
 
“I disagree. The 




Gives Advice to 
the author 
Gives advice on how 
this could be 
improved technically 
 
Gives advice on how 
“It would be 
interesting to 
compare this data 
to..” 
11 5% 
Encouraged to try 
more technical 
things 
Encouraged to try 
the method showen 
 
Encouraged to share 
more 
 
“Mallet looks really 
cool too, I'm 
definitely going to 












Had some previous 
insight 
“It's got me 
thinking about the 
use of technology 










“I’ll join your rant..” 
 
“I get where you 






Technical Issue is 
fixed. 
 
The technical issue 




Thank you very 
much for helping 
us to figure this 
out. I have learned 
how to collect data 





Wishes to work 
further with the 
author of the 
activities 
“very interested in 
your services and 
work david if you 









Asks for more 
development advice 
 




“It is possible for 
you to upload the 
exact code” 
 
“Can you help me 
get data like 
Pakistani students 




Table 6-7 Open Codes for Research Question: Cycle one: What were the outcomes of the 
intervention? (Outcome) during cycle one. 
The outcomes of cycle one activities revolved around the context of software 
developers and well-informed users of technology after the triggered mechanisms of 
improving their technical skills or filled other gaps in their current knowledge and 
gaining an insight into data-driven organisations. 
One of the most significant identified outcomes was that the participants of the 
activities were making progress on their already existing technical issues. While they 
had made advancements, their issue may or may not be fixed, when not fixed, 
participants would state what they managed to achieve and then ask for further 
advice. In both circumstances, fixed or not, the progress was due to improved 
technical skill. When an issue is not fixed, users typically knew what kind of advice 
they should be asking for – still demonstrating that their skill had improved. As a result, 
another frequent outcome for the activities was users asking for further information 
from the author. Sometimes, while their understanding of any technical problems had 
improved, users wanted to know what to do next with this information to solve their 
own issues; this may have been advice such as how to run the activity with a different 
dataset, or a different set of computational methods. 
A large percentage of the outcomes were related to users of the activities giving 
advice back to the author; the types of advice included what other methods could be 
used, how the deployment of the method could be changed or different datasets that 
could be tried, or how the author's approach could be augmented with the approach 
of other users. 
There were often other types of feedback from the users on the data and method that 
were undertaken during the activity. Some of this feedback included users who 
disagreed with the author's approach and suggested alternative approaches to data 
extraction and analysis. Other users would offer advice on improvements to the 
activity, or suggestions on what to do next to continue with the activity and some 
encouragement to do so.  
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There were some users encouraged to explore methods or data that were new to 
them. In these situations, the users were already software developers or had an 
existing interest in the problem domain. This meant that the insight that they were 
gaining might have been more minimal than if they were new to the issue of data 
analysis. While these users may now be aware of techniques they were not before, 
they may already have an insight into the analysis of data-driven organisations.  
A few users trying to replicate the activity for themselves to encounter a problem and 
used the forum to share the issue they were having.  
Some users were prompted to talk about technology and how it leads to data analysis 
due to the activity. These were useful discussions about data-driven organisations, 
but the insight was already with the users and not added by the activity. 
 
Most users posted a message of appreciation for the activity and after undertaking 
the activity, some users wanted to collaborate with the author on a new project. 
Model development Question: Does this change the understanding of the models 
created this far in the research? 
There was evidence that insight was given to the undertakings of closed data-driven 
activities was achieved by demonstrating open and inspectable activities for this 
context of users, giving some validation to the conceptual model. 
There was also evidence that users of technology understand different aspects of 
data collection. Some knew that data could be collected, but not how. This 
understanding of different aspects suggested that a common language to be able to 
articulate what was known by a user, and what wasn’t was required. For example, by 
using the model’s layers names, a user might be articulate which bit of the analysis 
they didn’t understand and which they did. These findings, that different users of 
communications technology may have different understanding of different aspects of 
data analysis, and that they required different tools, led to an academic reflection 
exploring the different types of analytical tools, and how they interacted with one 
another. This is discussed further in chapter 6.3.1.4 
 Cycle one: Intervention Specification 
Table 6-8 shows the Intervention specification for cycle one activities. The thematic 
coding observations provided insights into the context, mechanisms and outcomes of 




Contexts Intervention  Mechanisms Outcomes 
Software developers 






looking for specific 








who wish to 




looking for specific 
information on how 
people act 
Demonstrating enabling 
layers through the 
collection of data and 
statistical analysis upon it 
 
Demonstrate extraction of 
data from an openly 
available data source 
 
Demonstrate statistical 
methods that are readily 
available. 
 
Demonstrate activities in 
a way that is  ‘open’ and 
placed in an accessible 
environment for anybody 
to use.  
 
Activities must describe 
how the data and 
statistical methods are 
paired. 
 
A forum is provided for 
discussion 
The demonstration of 
both the extraction of data 
and statistical analysis 
gives technical 
participants both 
improved technique skill 
and further insight into the 
subject of data-driven 
organisations 
 
The demonstration of 
both the extraction of data 
and statistical analysis 
attracts technical users as 
an audience but fails to 
attract non-technical 
users. These technical 
users have rich 
conversations, but there 
is no evidence of non-
technical users engaging. 
 
There are conversations 
between technical users and 
the author based around the 
users improved knowledge 
on data-driven organisations 
or their own personal 
technical issues. 
 
Conversations are rich. Some 
users thank the author, ask 
for more advice and ask to 
collaborate with the 
practitioner.  
 
The users are encouraged to 
try more technical things, and 
advance on their own 
personal technical issues 
 
 
Table 6-8 Intervention specification for cycle one: Open activities to pair data collection methods with 
applying appropriate statistical methods 
Using the vocabulary from the layered model, the intervention specification for this 
cycle revolves around mechanisms that gave insights into layers 2-3 of the layered 
model through the examples that were being demonstrated. 
Thematic analysis of the data showed that the context of users who were attracted to 
activities in cycle one could perhaps be described as the ‘already converted’. The 
users’ described their situation as typically already being a software developer who 
had used these techniques, or they were practitioners in related fields and hence 
already aware of data analysis techniques undertaken by data-driven organisations. 
They were motivated by looking for specific information related to their domains of 
work or wanting to see the results of the activity but were already aware that such 
data analysis techniques existed. 
The intervention specification’s mechanisms revolved around insight onto data 
analysis through examples; in reality, the examples only gave further insight because 
the context was users who already had some experience. It was theorised in the 
intervention theory that simply having open activities available would allow for an 
insight into the data analysis undertakings of data-driven organisations. Yet, analysis 
of the comments showed little evidence of users being shown something new. 
Instead, conversations that took place during the activities tended to be at a technical 
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level, discussing the processes, merits or drawbacks and how data-driven 
organisations or Open Source professions use these techniques.  
The Intervention specification’s outcomes revolved around changed behaviour due to 
the new insight. Due to the short term nature of the activities, there was no evidence 
of long term changed behaviour due to insight, but the observations did find evidence 
of the immediate actions of users after undertaking the activities. The outcomes were 
all around the users improving or getting the new technical skill. Having conversations 
around what new skills they had learnt or disagreements on the approach with the 
author. 
These observations led to suggested changes in the strategies for cycle two. Instead 
of staging open activities of interest to the author, which attracted users of technology 
with an existing interest in the area, activities were designed so that they would be 
directly about data analysis on digital footprints, with the data being relative to those 
who undertook the activities. The changed strategies for cycle two are discussed 
within the next subchapter but revolved around empowering users to extract and 
analyse their own digital footprints rather than simply demonstrate extraction and 
analysis techniques. 
 Cycle one academic reflection: Analytics tools and infrastructure whitepaper 
Each Realistic Evaluation cycle ends with an academic reflection with one or more 
critical friends. The academic reflection at the end of cycle one was a collaboration 
with analytics experts to explore the different types of analytics methods and tools 
and how they interacted with each other.  
There were many software developers identified as the context of users for this cycle, 
but these software developers had a large array of different technical skill sets; Each 
user had a different understanding of different types of statistical and computational 
methods. 
It became apparent that a way to describe the interactions between all these methods 
tools was required; however, a literature review or desk research into all types of 
analysis methods was impossible due to the sheer number of them; furthermore, data 
analysis software tools deployed in closed situations would not be able to be 
thoroughly reviewed, by the very nature of the situations being private.  
To combat the issue of not being able to review all the analysis software available, it 
was decided to concentrate on a single sector providing analytical tools. A critical 
friend and problem domain were identified to help gain an understanding. Within the 
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setting of Higher Education, institutions are interested in undertaking an analysis upon 
users of their services with the intentions of optimising learning experiences. There 
are many definitions of Learning Analytics, but all of them inherit from the broader 
world of Business Intelligence.  
Since Learning Analytics stems from a Higher Education setting, where there is a 
culture of research of public research, and this was seen as an opportunity to 
undertake a review of analytic tools in a domain that was inspectable and may give 
an insight into tools and infrastructure used in the closed activities, this domain was 
a much smaller subsection of the more significant problem and gave an insight into 
what may happen. 
As such, this reflection with a critical friend was to review analytics tools and 
infrastructure used in the Learning Analytics domain. Since an exhaustive list was 
near impossible, it highlighted major categories of tools and discussed how they 
integrated together. 
The paper was written by David Sherlock and Wilbert Kraan. It was written for Jisc 
Cetis, an innovation centre for Jisc, who, at the time of the research, was an 
organisation supporting the work of the higher education and research communities 
and funded by the UK government. 42 
6.3.1.4.1 Reflection: Impact on this research 
The primary impact of this reflection to this research was in the understanding of the 
relationships between software tools that implement statistical methods and apply this 
statistical to data. This work explored the software behind Learning Analytics 
workflows, describing how analysts in the HE sector would fit different tools into their 
workflow. The white paper built upon the Learning Analytics workflow put forward by 
Elias (2011), in which Elias groups analytics tools into seven stages of the workflow. 
These stages are collection & requisition, storage, cleaning, integration, analysis, 
representation & visualisation and alerting. 
In the white paper, twelve leading Learning Analytics tools were analysed and 
described. In the description of each tool, a flow diagram, as shown in 7.1, was 
created, parts of the workflow that the tool covered would be highlighted. For 
example, the 7.1 would show a tool that can provide analysis and representation and 
visualisation functionality.  
 





Figure 6-2 Example of the tool used for analysis, representation and visualisation flow 
This workflow was then incorporated into an informal process I used to keep track of 
which tools which interacted with one other called ‘the process grid’. The process grid, 
which was primarily for my use as used earlier in the thesis to describe some of the 
practitioner activities, is based upon the layers in the ordered model. A version of the 
process grid, with Elias’ workflow stages imposed upon it, can be seen in figure 6-3 
 
Figure 6-3 The practitioner's process grid with Elias’ Learning Analytics workflow stages 
There are some advantages to using the grid system over the workflow. Firstly, the 
grid allows tools to be drawn upon it, and as demonstrated in the practitioner activity 
descriptions, processes can be drawn to show how they interact. Secondly, as a 
practitioner, it was useful to think of statistical analysis tools and storage and 
extraction tools is happening in parallel, the reason for this is that although cleaning 
may have to happen before analysis, workflow sometimes may have to go through 
multiple stages, it may have to be extracted and cleaned before statistical analysis 
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takes place, only for it to have to be cleaned again. The grid puts analysis and storage, 
and extraction techniques side by side. 
Elias’ phases of workflow cover what tools can do; for this reason, all of the workflow 
stages are in the enabling layer, as the theory and transactions layer are not 
concerned with software tools. The theory and transactions layer is added to the grid 
because it allows us to see which events and methods have been used by which 
software tools. The higher human understanding layers have been left out because 
they are did not contain interactions with software tools. 
In this research, this grid helped to describe practitioner activities to other 
researchers, particularly within the ‘’shop talk’ of intercoder checks. It also fed back 
into the development of models during the Theoretical Redescription stage. 
6.3.2 Cycle two 
 Cycle two: Intervention theory 
The second cycle is a collection of activities described as “Open activities to give both 
skills in the extraction of personal digital foot-print data from social networking sites 
as well as methods for the analysis of these digital footprints”. Chronologically, these 
were the second cycle of activities to take place; they took place after the data from 
the first stage had been interpreted, and a complete Intervention specification been 
put forward after data analysis. Chapter 4: Example 2: Facepager: gives an example 
of a cycle two activity 
As described in Table 6-8, the cycle one intervention specification suggested that the 
context of users were technically able. It was found that the users of the activities 
were improving their technical skills and gaining further insight into the subject of data-
driven organisations. This led to rich conversations between these technical users. 
However, these were users of technology that already had some insight into the 
technical methods and wanted further help to develop them for their own purposes. 
While the previous cycle of interventions is based on the researchers' practitioner 
work and is explored retrospectively, the second cycle provides an opportunity for the 
researcher to explicitly design interventions that will give an insight into data-driven 
organisations. 
The strategies for the second cycle are tweaked to attract a wider audience and to 
explicitly give an insight into data analysis methods. Instead of using data and 
techniques of interest to the author and attracting the ‘like-minded,’ the activities 
concentrated on equipping users with more general skills to extract and analyse 
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personal digital footprints – in an attempt to empower those who do not already have 
an insight into the workings of data-relationships. 
Like the previous cycle, cycle two activities featured viewable and reusable code that 
users could take and apply in personal situations to extract their digital footprints. The 
intention of these activities is for the participants to be able to get an insight into their 
patterns of behaviour and that these insights would give a deeper insight into the 
patterns of behaviour that data-driven organisations analyse. The strategies of cycle 
two and the reason for these strategies are shown in Table 6-9. 
Aspect of Strategy Reasoning 
Demonstrate the Enabling Layers through the 
extraction of personal data from digital footprints 
and statistical analysis upon it 
Cycle one identified a mechanism that 
demonstrating the enabling layers gave insight 
into data-driven organisations. This aspect of the 
strategy is repeated. 
Demonstrate the extraction of digital-footprints 
belonging to the individual 
Due to the retrospective nature of cycle one, there 
was little thought into types of data-being 
extracted and analysed. Cycle two explicitly 
chooses to give users access to their own digital 
footprints. 
 
Cycle one identified that already technical users 
of communications technology were attracted to 
the activities because they are interested in data 
extraction or statistics. 
 
The strategy is to explicitly change the focus of 
the activities to extract personal data. It is hoped 
that the focus on personal data will attract users 
of technology who may not be technical, but wish 
to understand their digital footprints. 
 
Furthermore, the focus on analyzing personal 
data moves the purpose of the activities more in 
line with the rationale in the literature review for 
equipping users of communications technology 
with skills to analyse their own data 
Demonstrate the application of statistical 
analysis on personal digital-footprints 
The data that is used by the activities are the 
personal digital-footprints of participants. They 
belong to the individual and are not seen by the 
practitioner.  
 
The practitioner does not have access to the 
personal data of the users for two reasons. Firstly, 
because the focus is on equipping users with 
skills to analyse their data. Secondly, the author 
does not access the personal data of participants 
for ethical reasons. 
Demonstrate statistical methods with an in-depth 
description of techniques 
Appropriate statistical methods are demonstrated 
so they can be copied by users of the activities. 
Demonstrate activities in a way that is  ‘open’ and 
placed in an accessible environment for anybody 
to use. Activates must describe how the data and 
statistical methods are paired 
An approach based on the open professions 
explored in the literature is taken. To ensure sure 
that data and methods are easily accessible.  
A forum space is provided for discussion The first cycle demonstrated productive 
conversations and discussion based on the 
activities. The approach of having a forum space 
is replicated so that productive conversations can 
take place again. 
Table 6-9: Cycle two Strategy and Reasoning 
192 
 
6.3.2.1.1 The intervention described using the layered model 
The layered model can be used to demonstrate what is undertaken in the activities 
within cycle two. The model is shown in Table 6-10, which has been colour coded as 
such: 
• Red: The activities were designed to promote discussion in this layer 
• Amber: The activities were designed to promote discussion in this layer but 
did not go into much detail. 
• Green: The activity is designed to both demonstrate techniques and promote 
discussion in this layer  
Layer Description 
5 Application of 
understanding 
and insights 
There is no discussion around human actions based on data analysis. 
4 Knowledge 
representation 
and Sharing  
A knowledge representation, in the form of a visual output, is created 
as part of the activity. This represents something about the user’s digital 
footprints. For privacy reasons, it is not the focal point of the activity but 





The pairing of data and transactions is demonstrated as part of cycle 




Demonstrate the application of 
statistical analysis on personal 
digital-footprints 
 
The statistical methods are 
accessible through programming 
languages such as R or Python. 
 
The statistical methods used are 
demonstrated as part of the 
activities. 
 
Demonstrate the extraction of digital-
footprints belonging to the individual  
 
The transactions are encoded in a 
way that can be extracted by the 
users of the activities (e.g. 
Facebook graph).  
 
The data’s extraction was 
demonstrated in the activities 
 
1 Theory and 
transactions 
The transactions that are 
analysed are digital footprints of 
the users of the activities 
The transactions that are analysed 
are openly known about and talked 
about by the practitioner but not 
demonstrated 
Table 6-10 Cycle one activities mapped to the data analysis layered model 
Using the vocabulary of the layered model, this stage of activities can also be said to 
be demonstrating layers 2-4. This demonstration is done by showing open methods 
and datasets in the enabling layers. In doing so, it is also giving insight into layers 
above and below it. This approach is similar to the previous stage. However, instead 
of explaining how to use open methods on openly available datasets, users are given 
guidance in the extraction and analysis of their digital-footprints.  
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6.3.2.1.2 The intervention described using the conceptual model 
Figure 6-4, shows the conceptual model used to demonstrate proposed mechanisms 
for cycle two. In this figure, it is proposed that these activities give participants insight 
into their own patterns of behaviour as well as the techniques used by data-driven 
organisations to gain insight into those patterns of behaviour themselves. Similarly to 
the previous cycle, mechanisms are proposed that insight that gives insight into the 
lower theory and transactions later, but since a visual knowledge representation is 
created, it is proposed that insight is given into the Knowledge Representation and 
Sharing layer. 
Figure 6-4: Theorised mechanisms of insight in cycle one, demonstrated using the 
conceptual model 
6.3.2.1.1 The Intervention theory described using CIMO configurations 
Table 6-11 shows the Intervention Theory as a CIMO configuration for cycle two 
activities. This CIMO features the strategies and theorised context of the users, 
mechanisms and outcomes. Observations are made through thematic coding to turn 












Demonstrate the Enabling 
Layers through the 
extraction of personal data 
from digital footprints and 
statistical analysis upon it  
 
Demonstrating the 
extraction of personal data 





The data source is picked 
because it belongs to the 
individual, no shared data 
between users of the 
activities 
 
Statistical methods picked 
because they are of interest 
to the author but is relevant 
to the data type 
 
An in-depth description of 
techniques and data is given 
with code examples 
 
Intervention Activities are 
‘open’ and placed in an 
accessible environment for 
anybody to use  
 
A Forum is provided for 
discussion 
  
Examples of extraction of 
users’ digital footprints give 
an insight into their behaviour 
and the data it generates. 
 
The personal aspect of the 
examples attract ‘the curious’ 
users of communications 
technology, as well as 
software developers  
 
The examples give an insight 
into techniques that are 
applied to their data 
 
Examples of  behavioural 
data and applied statistical 
theory gives users insight into 




representations give insight 
into human understanding 
layers 
Insight into theory and 
behaviour layers through 
using the own digital footprint 
data and applying statistical 
methods to it.  
Changed behaviour due 
to insights 
Table 6-11 Intervention theory for cycle two activities 
 Cycle two: Observations 
For Cycle two, thematic coding was undertaken on 532 comments that are gathered 
from forums providing a communications facility for those undertaking the activities. 
The same process for thematic coding was followed for the second cycle as the first 
cycle; Open Coding was undertaken on a line-by-line reading of the comments, 
through an iterative approach where memos were kept during each iteration, and 
through refining and combing these turned into thematic codes.  
Context Question) What are the contexts and motivations of those who undertake 
the practitioner activities? 
Table 6-12 shows the open codes related to motivations or wider context for those 





Open Code Sub 
Codes/Properties/Memos 








Shares Computer code 
 
Shares coding experience 
 
Speaks with authority on 
technical issues 
“There is another way to do this. 
I recently came across an online 
tool called” 
 
“Hi David, in your video this is 
more about text mining right? i 
am also into R. But I am looking 











Does not understand 
technical issues 










Asking for information 
related to Layers 2-3 of 
ordered model 
 
Aware software technique 
for data extraction and 
analysis exist 
 
Looking for specific 
technical information found 
in the activity 
 
Wants further information 
on the activity from the 
practitioner 
 
Wants specific advice to fill 
gaps in their knowledge 
 
“How to convert what I had to 
import from facebook to json 
file? Can you answer me?” 
 
“Could you let me know which 








Interested in what they can 
do with social data that is 
related to them 
 
“I need it for users I interacted 
with too, please help” 
 
“Hi, I’ve been watching your 
videos are extracting/analyzing 
data from social media. I was 
wondering if you could help me 
with something looking to take 
the comments/replies for specific 
posts (10, total) on Facebook 
and aggregate them in a way 
that’s useful for me to analyze. 
Can you suggest the simplest 
way of doing this? “ 
27 34% 
Table 6-12 Open Codes for Research Question: What are the motivations or wider context of those 
who undertake the activities?” during cycle two. 
In terms of the context of users of the activity, cycle two activities were successful in 
attracting a broader context of users. While thematic coding observations suggested 
the activities did still attract software developers, it also attracted a substantial amount 
of non-developers. Both developers and many non-developers already understood 
the phenomena of data-driven organisations collecting digital footprints and analysing 
them with statistical methods. 
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Like the previous cycle, many software developers were motivated by looking for 
information on how to fix their own technical problems. Unlike the previous cycle, 
motivations also included users who wanted to explore their own digital footprints and 
see what would happen when they analysed them. 
Mechanism Question) What mechanisms are triggered by the intervention strategies? 
Table 6-13 shows the open codes that were aligned to the axial code “mechanism”. 
These codes described the reasons for outcomes having materialised. Similarly to 
the previous cycle, there is some overlap between comments coded as outcomes 













have been shown 
something new about 
data or methods 
 
User implements a 
solution for their 
existing problem 
Thank you so much for 
explaining how to use this! I just 
got it to work in the most basic 













struggling to improve 
their skill. 
 
Tried to do 
something new but 
failed 
 
Unable to grasp 
technical concepts 
The API may have changed. 
Who knows!? 
 
working only for pages .I need it 
for users too please help. 
 
i don’t understand how you get 
access token please tell me ? 
 
I am working on windows and 
cant seem to figure out what 
format you saved the file in. 
When I am copy pasting it on a 
notepad , and then processing 


















Table 6-13 Open Codes for Research question: “What mechanisms are triggered by intervention 
strategies?” during cycle two. 
Like the previous group, some of the users coming to the activity were software 
developers those such who had a data extraction or method problem and wanted a 
solution. That context of people, even if they were unable to solve their problem, were 
able to improve their technical skills. However, unlike the previous group, many users 
were attracted to the activities simply because they wanted to explore digital 
footprints. These users seemed to want to have a go at the activity so that they could 
197 
 
explore their digital footprints, but most of them found the activities to be hard, and 
were unable to cope with the level of technical skill and found it too difficult to 
complete, failing in their attempt to complete the activity. 
Outcome Question) What were the outcomes of the intervention? 
Table 6-14 shows the open codes related to outcomes for those that undertook the 

















Interested in own digital 
footprints 
 
Interested in the analysis that 
can be taken on them 
 
Surprised at possibilities 
Thanks guy, useful, 
I can use this way 
to know the fb 
account who share 
my page in order to 











Interested in digital footprints 
 
Interested in ways to modify 
the approach to get more 
information about their 
footprints 
“@David Sherlock, 
thank you very 
much for tutorial, 
works great! I`ve 
got one question: Is 
possible to extract 
emails of users on 









Too technical for non-
technical people 
 
Appreciation of activity 
 
Fixed their issue 
“I’ve managed this, 
now can someone 
please guide me, 
how to use reverse 
facebook reverse 






the task and 
failed to 
understand 
or complete.  
 
 
API change meant that non-
technical people could not 
follow instructions 
 
Too technical for non-
technical people 
 
Participants give up 
“Hello ! i found your 
video very helpful 
but i followed 
everything step by 
step and for some 
reason i cant get 
the names of the 
people that 
commented on my 
post, if you could 
give me a hand 
i&#39;d be grateful 
! thnx in advance :)” 
54 47 
Table 6-14 Open Codes for Research Question: Cycle two: Thematic Coding:  What are the outputs of 
the intervention? (Outcome). 
The outcomes of cycle two activities depended mostly on the context of the user. 
Software developers and well-informed users of technology triggered similar 
mechanisms to the previous cycle; they improved their technical skill and filled other 
gaps in their current knowledge to advance their technical issues, they gained some 
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further insight into data-driven organisations, but this was often not their primary 
motive 
Users who came to the activity because they were interested in exploring their own 
digital footprints were given the information to do so but failed because the technical 
bar was too high for them. 
The reasons for the failure of non-technical participants varied greatly. An interesting 
observation during the observations was that when trying to give users of 
communications of technology tools to extract their own digital footprints, the methods 
to access their own data is often a ‘moving target’. Technology platforms such as 
Facebook and Twitter often make changes to the API that require changes in the 
methods to access the data, add an additional financial cost, or completely disallow 
access to once accessible data. The failure to complete the task usually discouraged 
participants from engaging in the interventions discussion. 
 Cycle two: Intervention Specification 
After the above thematic coding, a complete intervention specification for cycle two is 































































Data is picked because it 
belongs to the individual 
 
Statistical methods picked 
because they are of 
interest to the author 
 
Activities are ‘open’ and 
placed in an accessible 
environment for anybody 
to access  
 
An in-depth description of 
techniques and data is 
given with code examples 
 





The demonstration of both 
the extraction of data and 
statistical analysis on 
personal data inspires both 
technical and non-technical 
people to get involved 
 
The demonstration of both 
the extraction of data and 
statistical analysis gives 
technical participants both 
improved technique skill and 
further insight into the subject 
of data-driven organisations 
 
Non-technical participants 
are unable to complete the 







participants attempt to 
replicate the 
demonstration with their 
personal footprints, but 
fail; they no longer 
engage with the activity 
 
Technical participants 
show an interest in 
personal data extraction 
and analysis, and they 
often modify the approach 
to their own needs. 
 
Some technical users 
advance in progress on 
their person technical 
Issues 
Table 6-15 Intervention specification for cycle two: Open activities to give both skills in the extraction of 
personal digital foot-print data from social networking sites as well as methods for the analysis of these 
digital footprints 
Analysing the comments to understand the context of the users of the activity, it 
appears the change in strategy worked to attract not just software developers but also 
users of communications technology that may be interested in analysing their digital 
footprints. In this respect, there was some success, as the context of the audience 
widened and non-developers also appeared to join in the activities. 
There were, however, some drawbacks; despite the activities being a ‘step by step’ 




Also, the accessibility of digital footprints changed regularly, quickly making activities 
obsolete. For example, during the activities, Facebook stopped access to various 
extraction methods. The reasoning of this from the Facebook press release was due 
to privacy, although interesting in the case of the activities this added to the 
obfuscation of knowing what was collected and could be analysed. 
The strategy worked best with technical participants who were able to follow the 
instructions or work around changes in access; these participants showed an 
increased insight into data-driven organisations 
 Cycle two: Academic Reflection: The cybernetic learner: The relationship 
between learning and attachment  
According to the thematic coding of cycle two, many users of the activities found them 
too hard to complete. This difficulty was the result of them not having enough 
technical ability. While the activity was successful in attracting a wider audience, 
participants of the activities that were not technical quickly gave up. 
This led to discussions with critical friends around how the activities could be made 
more engaging. Leading to the Academic Reflection of this cycle, which was the 
creation of agent-based models43 and a published conference paper exploring the 
relationship between learners and attachment to the subject they are learning about. 
The activity is undertaken with an educational expert in cybernetics and education44.  
The purpose of the reflection was to explore the potential of learners being more 
attracted to a learning activity if they have an attachment to the things they are 
learning about, and the environment the learning is situated in. 
In 2008, Mark Johnson and Oleg Liber presented the Personal Learning Environment 
(PLE) (Johnson and Liber, 2008). There, they presented a technical alternative to the 
Virtual Learning Environment. The purpose of this alternative revolved around a 
model of learners, also described in the paper and referred to as the “Personal 
Learner”. In their paper, they explain how this new PLE technological architecture 
allows technological personalization, which can give users control over their own 
learning and put them in a situation of self-regulation. 
 
43 A type of computation simulation. Agent based models simulate interactions between 
agents 
44 The full paper can be accessed online at http://dx.doi.org10.1080/10494820.2012.745434 
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In this reflection, the research expanded on the PLE by exploring the idea that having 
access to personalised data during analysis would give them ‘ownership’ of the 
learning activity, and encourage them to engage.  
The reflection was between David Sherlock, author of this research and Mark 
Johnson, an original author of the PLE (MW Johnson, D Sherlock Environments, 
2014). It explores the idea that giving learners access to shared spaces and 
personalised activities gives them a personal learning environment that is a shifting 
of the ‘Locus of control’ away from the tutor and towards the learner. This reflection 
is primarily a theoretical activity but does include Agent-Based Models modelling the 
behaviour of learners. Models of Personal Learning Environments are defined in the 
context of cybernetic models of attachment, based upon the previous cybernetic 
learner work and Bowlby’s related cybernetic model of attachment. The new model is 
justified with reference to agent-based model simulation. 
Impact on this research 
Evidence from the paper showed that a balancing of personal control with shared 
spaces and experiences is educationally important. The authors found that there was 
a danger of not having shared experiences with individual learners that may become 
‘atomised’, where they are forced into a technological environment where their only 
means of discussing their experience is through using the technology itself. By using 
personal data, users of the activity would have fewer shared experiences to discuss, 
as every activity would be analysing separate data. 
As a result, the following strategies are incorporated into cycle three. Firstly, the data 
under analysis is changed so that it is of shared interest so that users of the activities 
have common experiences to articulate their understanding. Furthermore, the 
activities are posted on forums that already existed to support discussion around the 
shared interest. The purpose of which was to bring the activity to a more personalised 
learning environment.  
6.3.3 Cycle three 
 Cycle three: Intervention theory 
The third cycle is a collection of activities described as “Open activities that provide 
representations of data to interested audiences”. Chronologically, these were the final 
grouping of activities to occur; after the data from the second cycle had been 
analysed, the complete intervention specification for cycle two was created, and the 
second academic reflection took place. 
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To recap the first two cycles, they consisted of open activities that demonstrated data 
extraction and the appliance of statistic methods to the data. The core difference 
between these cycles was the type of data that was extracted. Within the first cycle, 
activities were created that used data and techniques of interest to the practitioner 
but are openly shared with the broader community. As a result, only technical users, 
looking for information on these data or techniques used the activities. The second 
cycle attempted to explicitly give users of communications technology tools to both 
extract data about their digital footprints and apply appropriate statistical methods to 
this data. While the second cycle did manage to attract a less technical audience, 
non-developers found the activities too hard and, in most cases, they were unable to 
extract or apply the statistical methods to their data. 
After the activities in the second cycle found difficulty in equipping non-developers 
with the tools to extract and analyse their digital footprints, the third grouping changes 
the focus of the activity. Instead of showing demonstrations of open data and 
statistical methods, representations of data created through statistical analysis are 
the focal point of the conversation. This approach lowers the technical ability required 
to undertake the activities. Furthermore, unlike the previous two stages, the audience 
for the activities was pre-selected, so that a representation of data that was of interest 
to them could be demonstrated. In these cycle three activities, instead of posting the 
activities online and waiting for users to engage with them, the activities are 
demonstrated directly to users of forums with particular interests. This approach 
hopes to make the experience more personalised between a community of learners, 
giving them shared experiences and a shared vocabulary to discuss their findings. 
An example of this type of activity was discussed in Chapter 4.3.3: Example 3: Graph 
Theory, where network theory is used with RDF data extracted about the relationship 
of professional wrestlers.  
Cycle three activities did not actively demonstrate any computer code to the audience 
of the activities. Instead, the intent is to give the audience an insight into data analysis 
by showing them a representation of data they are interested in. That said, the 
reusable code is made available for those who wish to explore further. 
A brief description of techniques is given along with the representation. The strategies 





Aspect of Strategy Reasoning 
Demonstrate layer 4 Knowledge representation 
and Sharing through a pre-made representation 
of data to a specific audience 
 
Cycle two identified a mechanism that non-
technical users of technology were unable to 
complete the tasks.  
 
Instead of demonstrating techniques in the 
Enabling Layers, the strategy is to show users 
of the activity things that can be created by these 
techniques but not leave them to do the technical 
work themselves. This manifests itself as a 
demonstration of the Knowledge representation 
and Sharing layer. 
Demonstrate data source made up of digital 
footprints that will be of interest to the people it is 
shown to 
 
The data sources used are ‘digital-footprints’ but 
not of the individuals in the group. Instead, the 
author finds digital footprint like data of the things 
that the individuals are interested in. For 
example, information regarding characters in 
soaps or shows the participants enjoy. 
 
The use of this type of data also helps tackle the 
ethical issue of demonstrating digital footprint 
analysis. The data belongs to fictional characters, 
and no ethical boundaries are crossed 
 
This type of data allows for a shared experience 
between the participants 
The author talks about the representation of data 
to an audience who might be interested in the 
data 
 
Cycle two identified that non-technical users did 
not complete the task or talk about it. 
 
Academic reflections with critical friends 
highlighted the danger of not having shared 
experiences for individual learners, and that they 
may become “atomised”, 
 
The data under analysis is of shared interest so 
that users of the activities have common 
experiences to articulate their understanding. 
 
Demonstrate appropriate statistical analysis on 
these personal footprints 
 
Statistical analysis must be appropriate for the 
data type. 
Do not directly demonstrate the extracted data 
and statistical techniques, but give links to 
examples 
 
Allows technical users to explore how to do data 
analysis if they wish. 
The activity is posted to a forum that is used by 
users of communications devices to talk about 
the subject matter (e.g., a wrestling forum) 
 
Further promotes the shared experiences found 
to be necessary, activities are posted on forums 
that already existed to support discussion around 
the shared interest.  
 
The purpose of which is to bring the activity to a 
more personalised learning environment 
Table 6-16: Cycle two Strategy and Reasoning 
6.3.3.1.1 The intervention described using the layered model 
The layered model in Table 6-17 is used to describe the focus of Cycle three activities. 
• Red: The activities were designed to promote discussion in this layer. 
• Amber: The activities were designed to promote discussion in this layer but 
did not go into much detail. 
204 
 
• Green: The activity is designed to both demonstrate techniques and promote 
discussion in this layer. 
 
Layer Description 
5 Application of 
understanding 
and insights 
The author engages in discussions around human actions based on the data 
analysis, but only if led by the users. 
4 Knowledge 
representation 
and Sharing  
A knowledge representation, in the form of a visual output, is created and 
shown to the users. This representation is the focal point of cycle three 






The pairing of data and transactions is not demonstrated to the users of the 
activity, but it is openly available if they wish to explore it further. 
2 Digital encoding 
and Interfaces 
The transactions are encoded in a 
way that can be extracted by the 
author  
 
The data’s extraction is not 
demonstrated in the activities but is 
openly available if the users of the 
activity wish to see it 
The statistical methods are accessible 
through programming languages such 
as R or Python. 
 
The statistical methods used are not 
demonstrated as part of the activities. 
1 Theory and 
transactions 
The transactions that are analysed 
are of interest to those undertaking 
the activity 
The theory of the statistical methods is 
widely known 
Table 6-17 Cycle three activities mapped to the data analysis layered model 
Using the vocabulary of the layered model, this stage of activities can be said to be 
directly demonstrating layer 4 from the Human understanding layers by providing 
representations based on subjects of interest to the students. Insight into all the other 
layers is possible since discussion around these take place as they discuss the 
representation.  
6.3.3.1.2 The intervention described using the conceptual model 
The conceptual model can be used to describe how mechanisms may give insight 
into a data-driven organisation. Figure 6-5 shows the cycle three analysis activities 
with proposed mechanisms. The activities demonstrate representations in the 
Knowledge representation and sharing layer; this is shown in the figure by the 
series of interventions taking place there, although they use outputs created by open 
professions in the lower levels. Users are encouraged to discuss and ask questions 
of the representations; through these discussions, it is hoped an insight is given into 





Figure 6-5: Theorised mechanisms of insight in cycle three, demonstrated using the conceptual model 
6.3.3.1.3 The Intervention theory described using CIMO configurations 
A CIMO configuration is presented in Table 6-18 to describe the intervention theory 















 Intervention Theorised Mechanisms Theorised Outcomes 
Users of 
technology that 
have a particular 
shared interest 
Demonstrate a pre-made 
representation of data to a 




Data is open but selected 
based on the audience 
interests 
 
Activities are openly 
accessible but are 
deployed to a pre-selected 
audience rather than 
hoping to attract a certain 
audience 
 
A statistical method is 
selected because it works 
well with the dataset 
 
Activity posted to the 
subject forum for 
discussion 
 
Very brief description of 
techniques and data is 
given with links to the code 
in Github. 
The participant has an Interest into 
this particular representation of 
data because it is of personal 
interest to them and their peers 
and wishes to know more about it. 
 
The participant can engage with 
conversations because they wish 
to know more about their interest 
was explored 
 
The participant is able to articulate 
themselves with peers through 
shared interest and vocabulary 
 
Gains insight into closed activities 
due to gaining an understanding of 
how data can be analysed 
 
Gains insight into open professions 
due to the practitioner very brief 
description of techniques 
 
Gains insight into the application 
of understanding layer through 
discussions with each other and 
practitioner 
Changed behaviour due 
to insights 
Table 6-18 Intervention theory for cycle three activities 
 Cycle three: Observations 
Table 6-19 shows the open codes related to motivations or context for those that 
undertook activities in this cycle. 
For cycle three, thematic coding was undertaken on 80 comments drawn from the 
forum to which the representation was posted using the same approach as the 
previous stages.  It should be noted that the number of references for individual Open 
Codes is significantly lower than the previous two cycles, this is due to the focused 
approach of the activities being designed to cater for particular audiences and 
therefore had fewer participants. 
Context Question) What are the contexts and motivations of those who undertake 














interest in the 
subject matter 
Understands the 
subject materiel well 
 
Can comment on 




of subject data 
 
Can point out where 
data is wrong or the 
statistical method 
has not worked 
correctly. 
“From what I could 
tell it's pretty solid, 
I didn't see 
anything that stuck 
out to me” 
 
“I think one of the 













“I had no idea.” 5 8% 
Context: 
Non-developers 
Techniques are new 
to the majority of 
users 
This is new to me, 
did you use to 
write your own tool 
to gather this data, 








There are very few 
software developers 
 
Those that are 
developers are 
quick to offer help 
“Nice! What'd you 
write this in/what'd 
you use to map it? 
Good to see other 






Interested in what 
can be done with 
the statistical 
methods on that 
particular data 
Wants to know more 
about what can be 
done 
“am really 
intrigued to see 
more analysis with 
who people were 
trained by.” 
 
That is interesting 
10 17% 
Table 6-19 Open Codes for Research Question/Paradigm: What are the contexts and motivations of 
those who undertake the activities? (Context) during cycle three 
It is difficult to determine the context of participants, though there were a few 
comments explicitly stating if they were a non-developer or developer, the majority of 
the discussion was focused on the subject matter itself. It was evident, however, that 
many users had no experience talking about data-driven organisations, and 
discussions were around the fact that they were not aware that data analysis was 
undertaken in this manner by organisations. 
While it was difficult to gauge who was and who wasn’t a developer directly, the 
majority of users expressed that the statistical techniques were new to them. 
However, while there were fewer of them, those who had any software development 
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expertise seemed happier to speak up and share their knowledge with a stage mostly 
unfamiliar with the techniques. Interesting, for those that did share a technical skill, 
the range of technical skills that were discussed between participants was much wider 
in this cycle. In previous stages, users were happy to discuss the technical ins and 
outs of data extraction and/or statistical method application. However, in this cycle, 
they would talk about their own technical expertise even when they were not about 
statistics or data extraction. For example, computer artists described how they could 
better layout the representation of information.  
The motivates for getting involved in the activities generally revolved around the fact 
that they were interested in the subject matter rather than the statistical methods or 
data extraction techniques. Since all the activities within this stage were taken to 
specific audiences, they were invested in the subject matter and were experts in what 
the representation should be saying about the data.  
Mechanism Question) What mechanisms are triggered by the intervention strategies? 
Table 6-20 shows the open codes that were aligned to the axial code “mechanism.” 
These codes described the reasons for outcomes having materialised. 








Interest into this particular 
representation of data 
because it is of personal 
interest 
 
Talks about how data is 
representated because of 
technique 
 
Words of encouragement 
about being able to apply 
method 
 
Memo: Users engage 
 in discussion around the 
premade representation 
because they have a pre-
existing interest in the data, 
and wish to discuss it 
 
 
“From what I 
could tell it's 
pretty solid, I 
didn't see 
anything that 
stuck out to 
me“ 
15 43% 
Gained an insight 




information due to 
knowledge of the data 
 
Users of the activity were 
more engaged and willing to 
discuss the activity because 
they were personally 
















Is able to augment what they 
know with the representation 
 
Memo: Since users have an 
understanding of the data, 
they can understand what 
the representation is 
describing, and by 
extension, what the 
statistical analysis is doing. 
 
Further insight into 
the subject of data-
driven 
organisations 
Memo: Participant  
‘connects the dots’ between 
the representation in this 
example and what they have 
seen in the news 
Perhaps this is 




Table 6-20 Open Codes for Research Question: What mechanisms are triggered by the intervention’s 
strategies (mechanisms)?  
Participants of the activity became engaged and were willing to discuss with the 
community. This willingness was opposed to previous cycles where participants 
would simply just ask for help to fix their own issues.  
Their existing understanding of the data seemed to give them a reason to understand 
what the statistical method was doing to the data, and as a result, they gained insight 
into what the statistical methods being shown to them could do. They gained further 
insight into the thing that they were interested in and wanted to explore more. 
A few of the participant made a leap from these insights from understanding about 
data-driven organisations. 
Outcome Question) What were the outcomes of the intervention? 
Table 6.21 shows the open codes related to outcomes for those that undertook the 















Gains insight into 





















Number" or "Hogan 
Number," like a 
scholar's Erdos 
Number. People 
who teamed directly 
with Flair in the 
Horsemen or 
Evolution would be 
Flair 1. Assuming 





“I'd like to see 
timeline info, to be 
able to visualize who 
was in X stable 










Perhaps this is why I 
should worry about 
GHCQ 
3 8% 
Learns more about 
their own interest 
Talks As someone who 
hasn't been in it for 
super long, I'm now 
realizing how 
important he was 
and why his death 
was such a huge 
blow to the industry. 
I always thought 
Bret hart was the 





Gives advice to the 
practitioner 
Gives advice 
on other ways 
to do the 
representation 
Prezi might work for 
this kind of 
vsiualiastion 
 
 There's a debate 
about the 
differences between 
stables and factions; 
for your purposes, 
you could probably 
consider them the 
same thing. 
 
I like including tag 
teams, but I think 
you'll want to make 
sure it was a 
recognized team 
rather than a one-off 






Wishes to do more to 
explore data analysis 
approaches 




Wishes to find 
out more about 
open activities 
 
Wishes to find 




Does an action 
based on the 
visual data 
representation 
Looking into this I 
found some 
anthropologists 




which is organized 
by professor, then 
students they 
trained, and the 





Table 6-21: Open Codes for Research Question 
The outcomes of cycle three activities were triggered by the insight related 
mechanisms 
Interest in the subject of the data naturally led to a discussion around the statistical 
methods used. Users of the activities had an idea of what should be represented in 
the data, and when their mental model of the data did not fit the representation, they 
would ask questions about the statistical models that were being used to generate 
the representation. 
Despite not being software or statistical experts, the insight that the audience had into 
the data led to quite complex advice being given back to the author on how they could 
analyse this kind of data. A personal favourite was a discussion on the previously 
discussed wrestling example, where the audience put forward the concept of a "Hulk 
Hogan Number", which introduced the idea of an Erodos number to the author and to 
the rest of the community. This led to discussions about how a collaborative distance 
could be measured in a network of friends. 
Developer discussion, while there was less of it, was more varied. There are many 
different kinds of software developers, not just those interested in data and statistical 
methods, and this led to interesting discussions. For example, missing from the 
previous stages were discussions based on the integration of programming 
languages to graphical design packages. 
Since the audience was extremely interested in the subject data, there were many 
offers to collaborate. These weren’t taken up by the author, and it was unclear how 
many users went to collaborate on something similar between themselves, but there 
were offers to collaborate with each other within their own community. However, it 
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does produce opportunities to give further insight into data extraction and the 
application of statistical methods. 
Similarly to the analysis of the previous stages of activities, one of the largest 
categories was for an appreciation of effort. Appreciation of effort was slightly different 
in this instance because users of the activity were appreciative of their insight into 
their subject matter rather than to solve their problems in data extraction. 
 
There was some discussion into the politics; interestingly the representations of large 
networks invoked a lot of discussions around, ‘I can see things that are clearly linked 
but don’t know what that means’, which lead to several short conversations around 
the power of algorithms that we may not even fully understand. The leap from 
personal interest to political one was interesting; users exposed to the wrestling 
example started to discuss mass surveillance by the state 
There were quite a few discussions about what actions the user would undertake 
based on seeing the representation. Many of these conversations revolved around 
‘fixing’ the data source. For example, in the wrestling representations example of 
cycle three, wrestling fans identified which bits of the representation they wanted to 
change and then corrected the data source. 
These examples showed how users of communications technology would change 
their behaviour to change their footprints or try to change the data where possible. 
 Cycle three: Intervention Specification 
After the above thematic coding findings, a complete CIMO configuration for group 3 

























interest in a subject 
matter 
 
Interested in what 
can be done with the 
statistical methods 
on that particular 
data 
Demonstrate a pre-
made representation of 





Data is open but 
selected based on the 
audience interests 
 
Activities are openly 
accessible but are 
deployed to a pre-
selected audience 
rather than hoping to 
attract a particular 
audience 
 
A statistical method is 
selected because it 
works well with the 
dataset 
 
Activity posted to the 
subject forum for 
discussion 
 
Very brief description of 
techniques and data is 
given with links to the 
code in Github. 
Users engage 
 in discussion around 
the premade 
representation because 
they have a pre-
existing interest in the 
data, and wish to 
discuss it 
Since users have an 
understanding of the 
data, they can 
understand what the 
representation is 
describing, and by 
extension, what the 
statistical analysis is 
doing. 
Participant  ‘connects 
the dots’ between the 
representation in this 
example and what they 
have seen in the news 
There are conversations between 
participants about the data, 
statistical and visualisation methods 
 
Some conversations become 
political discussions. 
 
The users are encouraged to 
explore this dataset further by trying 
more analysis technics 
Table 6-22 5 Intervention specification for cycle three: Open activities that provide representations of 
data to interested audiences 
The change in strategy for this activity aimed to move from demonstrating data 
extraction and statistical methods to demonstrating representations based on the 
subject interest of an audience. This meant that instead of ‘preaching to the 
converted’, users didn’t ‘find’ the activity with an existing understanding of data-driven 
organisations. However, the activity also ran the risk of audiences not seeing a 
connection between the representations and the types of analysis ran over their digital 
footprints, or simply not caring. 
Analysis of the comments showed that those who engaged with the activity did show 
an interest in data and statistical methods. Perhaps more so than those from the 
previous stages, as within the previous stages users had tended to come looking for 
a solution to an already existing problem, and that while some had come to the 
activities because of an interest in the undertakings of data-driven organisations, most 
just wanted a guide on getting something done.  
An interesting finding was that when talking about alternative ways to analyse the 
dataset, the conversations were often deeper than those of the first two activities, 
despite not attracting as many software developers. This may have been due to the 
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existing models of data that experts of the subject already know, while users would 
not know explicit terms for methods, they would know how things could be 
represented, and those in the activity with some knowledge could expand on that (for 
example, discussions of a potential Hogan Number, and the resulting discussion of 
the Eros algorithm) 
 Cycle three: Academic Reflection: Automatic digital footprint analysing 
In this reflection with critical friends, an attempt is made to merge the strategic 
approaches of cycles two and three. 
In cycle two,  data extraction and analysis is undertaken on digital footprints belonging 
to the participants, but non-technical participants found it too difficult to undertake the 
activity. Furthermore, due to privacy reasons, the practitioner running the intervention 
cannot analyse it for them. 
Cycle three demonstrated that non-technical participants of the intervention gained 
insight into data-driven activities when they were shown representations of data 
revolving around a subject area that they have an interested in. In cycle three, 
participants did not have to get involved in the technical deployment of the extraction 
of data or statistical analysis; they are simply shown a representation of information 
that the practitioner discusses with them.  
In this reflection, the process of analysing personal digital footprints is ‘automated’, to 
a) avoid non-technical users finding difficulty with the process and b) bypass ethical 
and privacy issues of someone doing it for them. Once the analysis has taken place, 
a visual representation of the participants' digital footprints is shown to them. 
This automation takes place through the usage of a computer program that was 
written by the practitioner. The program can be downloaded by participants, which 
will then guide them through the extraction and analysis of their own digital footprints; 
the program will then generate a visual representation of their data for them. 
The new automated tool was created with informal learning experts in the academic 
context of the Tagging, Recognition and Acknowledgment of Informal Learning 
ExpeRiences (TRAILER) project funded by the European Union. In this project, in 
conjunction with expert programmers and educational experts, the computer program 
was created that allowed users of the program input different sets of their digital-
footprints to create automatic Topic Models, as seen in the Practitioner Activity 
example 1: Distant Reading. 
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Ultimately, by the end of the EU project, there was little uptake in the usage of the 
program, and users were not willing to engage with the software tool. This was 
primarily because users of the tool saw it as part of the problem it was trying to give 
an insight into. Users wondered how an automated analysis tool was no different than 
a large closed hidden data-driven organisation. 
The full paper detailing the work can be in the proceedings of the Second International 
Conference on Technological Ecosystems for Enhancing Multiculturality (FJ García-
Peñalvo et al. 2014), and the GitHub repository with the scripts developed by the 
practitioner can be found tool can be found at https://github.com/ds10/Personal-
Corpus 
1.1.1.2 Impact on research 
Since this reflection happened at the end of the last cycle, findings from this cycle did 
not influence the strategy of the following cycle. It is hoped that the tool could be given 
to participants of future interventions who wish to explore their digital footprints further 
but are not technical enough to undertake a cycle two activity. However, using the 
use of the tool was a solitary experience, and many of the discussions in cycle three 
about data would not be able to take place in such an environment. 
 Thematic coding findings 
6.4.1 Recap 
 Each cycle details an intervention theory and intervention specification as a CIMO 
configuration. Within each cycle, the strategy is the same in each CIMOc, but the 
context, mechanisms and outcomes change depending on the findings of the cycle. 
Table 6-23 gives a quick recap of the strategies and what was found in each cycle; 
these findings will be discussed in this concluding subchapter. 
Cycle Stage Intervention Strategies Description of findings 
Stage 1: Open 








Demonstrating enabling layers through 
the collection of data and statistical 
analysis upon it 
 
Demonstrate extraction of data from an 
openly available data source 
 
Demonstrate statistical methods that are 
readily available. 
 
Demonstrate activities in a way that is  
‘open’ and placed in an accessible 
environment for anybody to use.  
 
Activities must describe how the data and 
statistical methods are paired. 
 
A forum is provided for discussion 
These open activities were mainly 
undertaken by users who were 
looking for advice on how to fix a 
specific technical problem or users 
that were already interested in the 
processes of data-driven 
organisations. 
 
The demonstration of the extraction 
of data and application of statistical 
methods helped the users fix their 
own issues and try more technical 
things 
 
Users found these helpful and 





Non-technical people were not 
attracted to the intervention. 
 
There was little discussion around 
data-driven organisations. 
Cycle two: Open 
activities to give 
skills in the 
extraction of 
personal digital 





Demonstrate the Enabling Layers through 
the extraction of personal data from digital 
footprints and statistical analysis upon it  
 
Demonstrating the extraction of personal 
data from digital footprints 
 
Demonstrate appropriate statistical 
analysis. 
 
The data source is picked because it 
belongs to the individual, no shared data 
between users of the activities 
 
Statistical methods picked because they 
are of interest to the author but is relevant 
to data type 
 
An in-depth description of techniques and 
data is given with code examples 
 
Intervention Activities are ‘open’ and 
placed in an accessible environment for 
anybody to use  
 
A Forum is provided for discussion 
Similar to the previous activity, some 
users were looking for advice on how 
to fix a specific technical problem or 
users that were already interested in 
the processes of data-driven 
organisations. These users often 
found the advice helpful. 
 
More non-technical people were 
attracted to this cycle.  
 
Non-technical participants were 
often unable to complete the activity, 









Demonstrate a pre-made representation 
of data to a specific audience from 
Representation of Information Layer. 
 
Data is open but selected based on the 
audience interests 
 
Activities are openly accessible but are 
deployed to a pre-selected audience 
rather than hoping to attract a certain 
audience 
 
A statistical method is selected because it 
works well with the dataset 
 
Activity posted to the subject forum for 
discussion 
 
Very brief description of techniques and 
data is given with links to the code in 
Github. 
Both technical and non-technical 
participants, although mostly non-
technical 
 
Users engage in discussion around  
the premade representation 
because they have a pre-existing 
interest in the data, and wish to 
discuss it. 
Since users have an understanding 
of the data, they can understand 
what the representation is 
describing, and by extension, what 
the statistical analysis is doing. 
Users understand the kinds of 
statistical methods available and to 
what types of data they can be 
applied to, by extension gaining 
insight into data-driven organsiations 
Having a shared vocabulary and 
place to discuss the activity helped to 
encourage conversations. 
Table 6-23: Recap of strategies and findings from each Realistic Evaluation cycle 
6.4.1.1.1 Cycle one 
The first cycle consisted of activities describing how to access open data and apply 
statistical methods; the data and methods were of interest to the practitioner. The 
intent behind the activities other than wanting to be ‘an open practitioner’, sharing the 
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work of the practitioner. The context of users attracted to these activities were those 
already aware of data analysis techniques; many were software developers, although 
some were non-developers who already knew of the methods and were interested in 
understanding more, there were very few of them.  
The demonstration of technical information to a technical audience meant that 
discussions regarding the technologies were rich, although there was not much 
discussion about data-driven organisations. The outcome of these activities were 
generally developers who had fixed their problems or been inspired to try new things. 
But there was little evidence of insight gained into the undertaking of data analysis 
activities by data-driven organisations.  
6.4.1.1.2 Cycle two 
The second cycle involved activities that attempted to move the context from 
developers looking for information towards users of communications technology who 
were interested in their analysing their digital footprints. Within this cycle, there is an 
explicit intent behind the activities to equip users of communications technology with 
skills to extract their digital footprints and use appropriate statistical methods on this 
data.  
This cycle attracted similar developers to the previous ones, looking for solutions to 
their technical problems, but it also attracted non-developers who wanted to gain an 
insight into their digital footprints. Ultimately though, it was found that the methods 
used in the activities were not able to be replicated by many non-developers. A 
common theme was that access to the user's footprint data, typically provided through 
an API, would change. Non-developers would require step by step instructions, and 
these changes either required regular changes to these instructions or stopped the 
activity from working in the future completely. The majority of non-developers, 
however, were just unable to cope with the technical requirements of the activities. 
What seemed like simple computational activities to me, such as locating a saved file, 
were too complex for the may non-developer users of the activities. 
6.4.1.1.3 Cycle three 
The third cycle of activities moved the focus of the activities up The analysis of digital 
footprints layered model, so that the intervention took place in the Demonstrate a pre-
made representation of data to a specific audience, from Representation of 
Information Layer. In practice, this meant that instead of demonstrating ‘how to’ 
information on methods and data, users were shown representations, and while the 
methods were openly viewable, they were not forced upon them. Unlike the previous 
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activities, the audience was pre-selected, and representations of data were made that 
I thought particular audiences would be interested in.  
Unlike the previous cycles, the majority of participants were non-technical and 
engaged in discussion around the representations shown to them due to their interest 
in the subject matter. Since users have an initial understanding of the dataset, they 
can articulate what the representation is demonstrating and can work out the source 
of the data as well as understand the statistical analysis that has taken place upon it. 
Having both a shared vocabulary unpinning the subject area and a shared discussion 
environment encouraged rich discussions. 
6.4.2 Discussion 
Some overarching findings from the Realistic Evaluation cycles are discussed here; 
these are discussed further in Chapter 8: findings and outputs.  
 Different contexts and motivations of participants trigger different causal 
mechanisms 
The context of the user plays a vital role in the causal mechanisms that are triggered 
by the intervention. This is evident both between cycles, which attracted a different 
context of users. An example can be found within the intervention specification for 
Cycle two. The specification, shown in Table 6 11  discusses mechanisms that are 
different depending on if they are a technical or non-technical participant. Technical 
users had two types of motivations; they were looking for specific information on 
encoding methods or had a genuine interest in digital footprints. Non-technical 
participants simply had an interest in digital footprints. An identified mechanism of 
cycle two’s intervention was that technical participants improved their technical skill 
and gained some further insight. At the same time, non-technical users, while 
interested in the demonstrations, but were unable to complete the activity. The third 
cycle had a strategy in which technical ability was not required to gain insight into 
data-driven activities. 
This does not mean that the intervention specifications from the first two cycles are 
not useful for deployment in aiming to give users of communications technology any 
insight into data-driven organisations. The designers of activities using these 




 Participants are able to understand the role of complex statistical methods, 
without understanding the core mathematics. 
The final cycle of activities followed a different approach to the two previous. Instead 
of giving users the tools to extract and analyse own their data, participants are given 
a representation of data they are interested in.  
For example, Graph Analysis such as ‘nodes and edges’ made the activities too 
difficult for non-technical users in cycle two; however similar activities in cycle three 
where the terms were replaced with specific examples (wrestlers and tag teams) 
made the information easier to grasp, by giving the participants a common language 
that they understand to discuss the statistical analysis. 
 Communal willingness 
The third cycle incorporated communal learning strategies as informed by the 
cybernetic learner academic reflection taken after cycle three. This aimed to reduce 
the ‘atomising’ of learners who were unable to communicate about the data when 
using different datasets. The cycle did this by incorporating a shared dataset for 
analysis and by deploying the intervention on an online forum that already existed to 
support the discussion of the subject. 
The third and final cycle showed more willingness for participants to discuss the 
activity with their peers.  
 The outcomes within the intervention specifications are only short term  
The identified outcomes of the interventions were only short term outcomes. The 
conversations in the forums were instant; most users would engage with the activity 
and then join the discussion in the forum. This is not to say that there were no long 
term outcomes, but that the lack of identifying them is a side effect of collecting and 
analysing data from users while they were engaged in the activity. Very few users of 
the interventions came back to say what their experiences were in the long term. 
 The difference in knowledge of data-driven organisations, and knowledge of 
the tools that data-driven organisations use 
 
There is an essential difference in the strategies between the first two cycles and the 
final third one. The first two cycles of Realistic Evaluation interventions focused on 
demonstrating method in the enabling layers. They aimed to give insight into data-
driven organisations by giving participants the access to the same tools that they use. 
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The third and final realistic evaluation cycle focused on demonstrating the results of 
these methods in the human understanding layers. In this cycle, participants did 
not have a detailed look at how to use the tools. 
There are arguments explored in the Descriptions that giving users of society access 
to the tools that shape their lives is a civil liberties issue. The first two Realistic 
Evaluation cycles attempted to give users of technology access to these tools, while 
the third did not. 
This difference in strategy poses questions for future cycles, is an insight into the 
abilities of data-driven organisations enough for citizens to act differently when 
engaging with them? Or is the ability of tool usage required for emancipation from 
them? 
6.4.3 Final Intervention Theory 
At the beginning of each Realistic Evaluation cycle, a new intervention theory is 
created based upon findings from the previous. It was intended at this point in the 
research, after three cycles had come to their conclusion, to develop a final 
intervention theory to reach the research aim. The purpose of a final intervention 
theory was to draw on the findings of all previous cycles to answer the inial research 
question. However, this research has found issues with such an approach: 
1. The cycles did not give any real evidence of change of behaviour over a 
sustained period of time 
2. The research found that the context of users is important when discussing the 
mechanisms triggered by interventions, and multiple interventions may wish 
to be deployed by researchers 
3. That the Critical Realist position understands science as a process of 
understanding, and any intervention suggested by the thesis should be 
improved in future deployments 
The research still creates a final intervention, but as a starting point for future Realistic 
Evaluation cycles. It incorporates strategies from cycle three but hypothesises long 
term outcomes. 
Before this final intervention theory is created, the research returns to make 
Descriptions to discover what kind of changes in behaviour may happen to those that 
gain an insight into data analysis. These Descriptions are made through a survey 




This chapter describes the research cycles that surround the evolution of practitioner 
activities. As described, cycles have overarching strategies, evolved through both 
thematic coding and collaborative reflections upon the previous cycle, and articulated 
as CIMO configurations. However, within each cycle, there are multiple practitioner 
activities, and the particular workings of each activity are not discussed here. In 
missing these particulars, the chapter does not do the users of the activities 
themselves justice, whose voices were highly influential in designing them.  These 
voices were particularly instrumental in cycle three, where there was a specific need 
for tweaking activities in areas I was unfamiliar with. These activities require the 
collection of data that is of interest to a particular community; the activities also 
required access to statistical methods appropriate for that data. This need for detailed 
community data and analysis methods left me with a problem in designing the 
activities. If I am not part of the community, how do I know what they are interested 
in? Furthermore, how do I know if the data I am collecting is correct or even describes 
the things they are interested in? 
The problem was addressed by making the design of cycle three activities a two-way 
discussion with the community who would ultimately use them. I would approach 
communities to find out what they were interested in, discuss data sources that may 
be useful to the activities, and explore further possibilities before reporting back. As 
data was collected for the activities, I would slowly introduce methods and data 
techniques to demonstrate analytical possibilities. I soon found this two-way 
communication became another way of a community learning about data analysis 
and its tools within itself. As I was learning more about the communities data and it’s 
availability, the community were learning with me; giving me additional guidance and 
advice where needed. Furthermore, this two-way process placed both practitioner 
and user of the activity in a conversation about data assemblages while they were 
both actors in the assemblages that they were discussing. This gave insight into the 
tools and the complex systems that make up the data landscape and how their actions 
shaped it. 
By including users of technology in the activity's design process, Both practitioner and 
user learn about data relationships between the interactions they have with one 
another themselves and others by exploring data between themselves. In this 
research, these discussions do not become part of the strategies convey in the CIMO 
language. However, future research may want to include the discussion as a strategy 
itself, which may require further understanding of different pedagogical approaches 
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to incorporate ways in which learners can design their learning environments in 




















Chapter 7: Additional data collection 
 Introduction 
During the practitioner cycles, discussed in chapter 6, intervention specifications are 
presented at the end of each cycle. These intervention specifications are based on 
observations from the Realistic Evaluation cycles. The intervention specification, 
identified at the end of cycle three, describes an intervention that gives users of 
communications technology insight into data-driven organisations regardless of their 
technical ability. 
However, there is a drawback to these intervention specifications; the outcomes they 
identify are only ‘short term’ outcomes. The research discovered these outcomes 
through the thematic analysis of data collected from practitioner activities, which, due 
to the nature of the practitioner work, were not long term interventions. Users of these 
practitioner activities would typically undertake the activity, comment, and then move 
on. This short length of interaction with the researcher means that data is only created 
‘it the moment’, which in turn means that the research has no insight into the long 
term effects of the intervention and if it changes the patterns of behaviour of users of 
the activity.  
This chapter explores two other questions based on the short term outcomes 
previously described, the purpose of these questions is to hypothesise what the long 
term outcomes might be: 
 
In this chapter, additional data is collected to hypothesise the long term effects of the 
intervention 
In terms of Critical Realist research, this chapter is undertaking Description and 
Analytical Resolution stages again. The researcher is returning to a position where they 










1) Does insight into statistical methods or data collection techniques have an 
effect on the opinions that users of communication technologies hold about 
data-driven organisations? 
2) Do the opinions of users of communications hold about data-driven 
organisations affect their patterns of behaviour? 
By finding answers to these questions, the research can hypothesise the long-term 
outcomes of such an intervention. Critical Realist research encourages the 
researcher to return regularly to the Description and Analytical Resolution stages 
to make further observations about the problem domain, and this chapter aims to 
make descriptions about the long-term effects of insight into data analysis. The survey 
has been running throughout the length of the research and captures patterns of 
behaviour over an extended period. 
The design rationale of the survey is outlined in Chapter 3: Methodology 
 Results and analysis 
7.2.1 Analysis approach 
Eighty respondents replied to the questionnaire. The survey results were analysed 
using correlation analysis as described by Andy Field (Field, 2013) using the IBM 
SPSS software. To find correlations from data ranked on a Likert scale, as 
recommended by Field, Spearman’s correlation coefficient is used. This is since the 
categories are analysed ordinal variables; that is to say, answers from these 
questions are in a meaningful order but are not to a definite scale. Any statistically 
relevant correlations are discussed here and used to hypothesise mechanisms that 
may trigger long term outcomes. 
 A note on scatter plots and fit lines 
In instances where a statistical correlation is found, a scatter plot has been created 
and a line fitted to show the correlation. Since this is questionnaire data, there is not 
much variation in plottable points as there are many overlapping points; this makes 
the scatter plots hard to read. As such, the fitted lines are used to give a better visual 
indication of the correlation between answers; it is these fit lines that should be used 





 Correlations between knowledge and opinions 
When exploring the relationship between the understanding of a subject and the effect 
that understanding has on opinions, it is difficult to attain the participant’s exact level 
of understanding. Participants may overestimate or underestimate what they do or do 
not know. The questionnaire attempts to capture participant understanding in two 
areas of expertise, directly comparable to the two sections within layer 2 of the 
layered model. 
1. The way in which human behaviour is quantified, encoded and stored (termed 
“computers and the Internet” in the questionnaire)  
2. The way statistical methods are encoded and applied to this data (termed 
“Analysis of information” in the questionnaire).  
To capture the level of understanding of both areas, the questionnaire asks users to 
rate how confident they would be speaking about key phrases related to them on a 
Likert scale. The key phrases themselves were taken from the literature review and 
relate to issues in both areas. This approach was taken to overcome issues of experts 
voting themselves as less confident because they ‘know of the things they don’t know 
about’. At the same time, users with less experience might give higher scales by not 
knowing the true scope of the subject. The keyword approach hopes to give 
participants something to base their level of knowledge.  
Respondents were also asked their opinions regarding data storage and analysis by 
data-driven institutions. The questions asked participants which types of analysis, 
surveillance, and storage they agreed or disagreed with on a Likert scale. For each 
of these questions, the participant is essentially being asked: “how much do you agree 
with this style of behaviour by data-driven organisations”. 
Table 7-1 shows the correlation coefficient between knowledge of the keywords and 








Question The correlation coefficient 
between their confidence on 
the subject of: 
 
The way in which human 
behaviour is quantified, 
encoded and stored 
The correlation coefficient 




The way statistical methods are 
encoded and applied to this data 
 
The government should be allowed to 
secretly access communications contents 
WITH a warrant to help prevent terrorism.
  
.177 .349** 
The government should be allowed to 
secretly access communications data to help 
prevent terrorism, WITHOUT a warrant.  
.281* .446** 
Information about myself and my activities 
should be shared between organisations 
and the government to stop terrorism. 
.323** .394** 
Information about myself and my actions 
should be collected by organisations so they 
can give me a better service. 
.290 .294 
My information or details should be saved by 
businesses, apps or websites so I don't have 
to re-enter it.  
-.112 -.004 
Information should be shared between 
businesses so that products I might like can 
be targeted towards me. 
.185 .188 
Organisations should use information they 
know about me to encourage me to do tasks  
0.94 .033 
Some sites should require personal 
information to verify who I am 
.293* .306** 
45Table 7-1 Correlation’s between confidence with subjects vs disagreement on data analysis by data-
driven organisations 
There were statistically significant correlations between knowledge on the way in 
which human behaviour is collected and their and opinions on data-driven 
organisations. These were: 
 
• A weak correlation between confidence with this knowledge and agreement 
that the government should not secretly be accessing communications data 
without a warrant ( r = 0.281, p < .05). 
• A moderate correlation between confidence with knowledge of computers and 
users disagreeing with sites requiring personal information to verify who they 
are ( r = 0.323, p < .01). 
• A weak correlation between confidence with knowledge of computers and 
users disagreeing with the government sharing information with organisations 
to help stop terrorism. ( r = 0.281, p < .05). 
These findings show that there is a statistically significant correlation between 
respondents’ knowledge of computers and the degree to which they are agreeable to 
 
45 * Correlations that were significant at the 0.01 level (2-tailed) 
** Correlation that were significant at the 0.05 level (2-tailed). 
227 
 
data being analysed, but that the correlation is not particularly strong. Where there 
are correlations, they tend to be focused on government access to information rather 
than business based data-driven organisations. Two of the correlations mention 
government access to information; the third asks about personal information being 
required to verify who a person is. While this does not specifically mention 
government access, there were government discussions in the UK at the time of the 
questionnaire for pornographic sites to require users to provide personal information 
to validate who they are.  
However, much stronger correlations were found when looking for a correlation 
between users perceived knowledge on statistical methods and the degree to which 
they disagree with data-driven organisation analysing personal data. These were: 
• A moderate correlation between confidence in the knowledge of storage and 
analysis and disagreement with government secretly accessing 
communications data with a warrant ( r = 0.349, p < .05) 
• A strong correlation between confidence in the knowledge of storage and 
analysis and disagreement with government secretly accessing 
communications data without a warrant ( r = 0.446, p < .05) 
• A moderate correlation between confidence with knowledge of computers and 
users disagreeing with the government sharing information with organisations 
to help stop terrorism. ( r = 0.394, p < .05) 
• Moderate correlation confidence in the knowledge of storage and analysis, 
and users disagreeing with sites requiring personal information to verify who 
they are. ( r = 0.306, p < .05) 
This showed a much stronger correlation between knowledge of statistical methods 
to data and negative opinions towards their data being analysed by data-driven 
organisations. Again, where there are correlations, they tend to be focused on 
government access to information rather than data-driven organisations. As well as 
strong correlations between knowledge of statistical methods and negative options 
on data usage, an additional correlation was found, not only did users who were 
knowledgable about statistics think that the government should not be able to access 
private data without a warrant, but they also thought that this was a negative thing to 
happen with a warrant. 
To summarise, we can infer: 
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1. Users who feel confident talking about how human behaviour is quantified and 
encoded show a correlation with some disagreement to data-driven 
organisations analysing their data 
2. Users who feel confident in talking about analytical techniques show a strong 
correlation with disagreement on institutions analysing their data 
3. There is more resistance to an analysis of data by government organisations 
or to situations that may involve government involvement than data-driven 
businesses. 
 Correlations between opinions and patterns of behaviour 
Correlations are also to be found between respondents’ opinions on data-driven 
organisations behaviour and the respondents’ patterns of behaviour.  
Similar to the previous set of questions, it is challenging to ascertain how somebody 
acts by merely asking them. Rather than directly ask them, participants of the survey 
are given a list of behaviours that would indicate they did not want data-driven 
organisations to track their behaviour. Participants were then asked if they had ever 
undertaken any of these behaviours. 
Correlations were then found between their behaviours that they undertook and the 
questions regarding agreement or disagreement with data-driven organisation 










































































































































































should be allowed to 
secretly access 
communications 
contents WITH a 




-0.148 -.241* -0.169 -0.105 -0.209 -.300* 
The government 
should be allowed to 
secretly access 
communications data 
to help prevent 






-.357** -.370** -.246* -.389** -.324** 
Information about 
myself and my 
activities should be 
shared between 
organisations and the 






-.385** -.362** -0.203 -.365** -.417** 
Information about 
myself and my actions 
should be collected by 
organisations so they 
can give me a better 
service. 
0.057 -0.107 -0.013 0.039 -0.22 -0.092 -0.073 -0.135 
My information or 
details should be 
saved by 
businesses, apps 
or websites so I 




0.08 0.143 -0.035 -0.023 0.032 0.034 
Information 
should be shared 
between 
businesses so 
that products I 











know about me to 






0.07 -0.035 -0.032 -0.012 -0.067 
Some sites should 
require personal 
information to 










Table 7-2 Correlation’s between patterns of behaviour and questions regarding data privacy. 
Similarly to the previous correlations, users were more suspicious of government 
surveillance than data-driven businesses: 
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• Users who disagreed with the premise that The government should be allowed 
to secretly access communications data to help prevent terrorism, WITHOUT 
a warrant. Showed correlations towards all eight patterns of behaviour that 
protected their privacy. Strong correlation was shown between this hiding 
activity on the web such as using a privacy-based browser ( r = -.524 p > 0.05), 
disabling tracking ( r = -.459 p > 0.05) and using fake information online ( r = 
-.419 p > 0.05) 
• Users who disagreed that Information about myself and my activities should 
be shared between organisations and the government to stop terrorism. 
Showed similarly strong, statistically valid correlations with patterns of 
behaviour that protected their privacy. 
• There were minimal correlations between businesses’ analysing personal 
data and patterns of behaviour. The exception being that respondents who 
thought that personal information should not be required to verify who they 
were on a website showed weak correlations with hiding their activity online  
 Survey conclusions  
The survey was conducted alongside the practitioner activity cycles but did not 
directly involve users of these activities. It gives an insight into the relationship 
between users’ understanding of technology and statistical methods, attitudes held 
about data-driven organisations and patterns of behaviour. 
What are the relationships between users of technologies patterns of behaviour and 
their knowledge regarding technology and data analysis processes 
The analysis of responses did show correlations between patterns of behaviour and 
perceived knowledge regarding data analysis processes 
Correlations showed that respondents more confident in their knowledge of data 
extraction or statistical methods are more opposed to digital surveillance and data 
analysis. The correlation is stronger when users felt that they were knowledgeable on 
the subject of statistical methods than those knowledgeable about the quantification 
of human behaviour.  
Correlations were higher between knowledge and resistance to data analysis when 
that analysis involved the government rather than businesses. This could suggest 
users have more faith in business than government – or value the benefits that data 
analysis of business products gives them. The timing of the questionnaire could be a 
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factor – with it taking place after the Washington Post revelations but before the 
Facebook/Cambridge Analytica affair.  
Correlations showed that respondents of the survey that had an insight into data 
extraction and statistical methods were inclined to believe that the state should not 
be analysing digital footprints in a secretive manner. Analysis of the survey data then 
built upon this, asking the same users what their patterns of behaviour were when 
they used technology. 
Strong statistically relevant correlations were found; those who believed that the state 
should not be analysing digital footprints took great precautions when using 
communications technology. To summarise: 
• Users of communications technology with an insight into data extraction and 
statistical methods are inclined to believe that the state should not be 
analysing digital footprints data in a secretive manner. 
• Users of communications technology who are inclined to believe that the state 
should not be undertaking secretive analysis are more likely to have patterns 
of behaviour that protect themselves from government analysis. 
• Therefore, a long-term mechanism is inferred, that by equipping users of 
communications technology with an insight into data extraction and statistical 
methods, their patterns of behaviour will change to protect their digital 
footprints from government analysis.  
7.3.1 Final intervention theory revisited 
The recap, the aim of this research is: 
To create a theory-backed intervention that will give users of technology insight into the 
types of analysis that are taking place on data they have generated through their use of 
technology.  
Through the explanatory nature of this research, it has become clear that there is not 
one single ‘catch-all’ intervention to achieve the above aim. The triggering of causal 
mechanisms depends heavily on the context of the participant of the intervention. In 
cycle one and two, interventions deployed within this research, the technical ability of 
the participant was a significant contributor to whether a participant would be able to 
gain insight or not. Cycle three interventions removed this technical ability required to 
achieve insight.  
At this point in the thesis, a final intervention theory is created that triggers insight into 
data analysis that is not dependant on technical ability and hypothesises long term 
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outcomes. This final intervention theory is a combination of the third cycles 
intervention specification and findings of this chapter that help to hypothesise long 
term outcomes.  
This final intervention theory is ‘final ‘to the thesis only, and is a starting point for 
further research. It can be used as the basis for active pedagogical engagement in 
problems facing society, but it removes aspects of the practitioner activities that gave 
participants ownership of data analysis tools. This issue is discussed further in the 
conclusions and the reason why a sole intervention strategy may not be the answer 
in giving users of communications technology insight into data-driven organisations. 
 















interest in a 
subject matter 
 
Interested in what 
can be done with 
the statistical 
methods on that 
particular data 
Demonstrate a pre-
made representation of 





Data is open but 
selected based on the 
audience interests 
 
Activities are openly 
accessible but are 
deployed to a pre-
selected audience 
rather than hoping to 
attract a particular 
audience 
 
A statistical method is 
selected because it 
works well with the 
dataset 
 
Activity posted to the 
subject forum for 
discussion 
 
Very brief description 
of techniques and data 
is given with links to 
the code in Github. 
Users engage 
 in discussion around 
the premade 
representation because 
they have a pre-
existing interest in the 
data, and wish to 
discuss it 
Since users have an 
understanding of the 
data, they can 
understand what the 
representation is 
describing, and by 
extension, what the 
statistical analysis is 
doing. 
Participant  ‘connects 
the dots’ between the 
representation in this 
example and what they 
have seen in the news 
There are conversations between 
participants about the data, 
statistical and visualisation methods 
 
Some conversations become 
political discussions. 
 
The users are encouraged to 
explore this dataset further by trying 
more analysis technics 
 




Patterns of behaviour will change to 
protect their digital footprints from 
analysis 
1. The insight into statistical 
and data extraction 
methods by the state gives 
users the opinion that the 
state should not be doing 
this analysis 
2. Patterns of behaviour are 
altered to avoid state 
surveillance 
Table 7-3: Final Intervention theory  
Findings from this chapter allow the researcher to theorise a new long term outcome; 
this outcome is added to the cycle three intervention specification to describe the final 
intervention theory, found in Table 7-3. 
The intervention theory above is the intervention specification created at the end of 
the practitioner cycles, with the addition of potential long term outcomes, found 
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through the descriptions made within this chapter. The critical elements of the 
intervention theory are described below: 
Context: It does not matter if participants of the intervention are technical or not, as 
the intervention strategies should not be out of scope for non-technical users. 
However, the users must have a shared interest in a pre-existing subject matter. The 
subject matter should have an environment that supports the discussion for this 
subject, for example, a forum. This subject matter will be used for data collection to 
be the focus of the data analysis. 
Intervention: The intervention strategy is for the practitioner to use analysis 
techniques on the subject data and demonstrate the findings, in a representation of 
information, to the users who are interested in the subject. While it is a 
representation of the findings that are shown to users of technology, the way in which 
the representation is created is openly available for interested users to explore further. 
Mechanisms: The interventions should cause multiple mechanisms. Firstly, users find 
themselves in a position where they understand what the representation is describing; 
this is due to their interest in the data. Secondly, they are interested in how the 
representation was created, and the methods that were used to create it. Thirdly, 
users are interested in what else the method could do. Finally, users start to ‘join dots’ 
between what these methods are doing to the subject data they are interested in, and 
what data-driven organisations may do using the same methods. 
Outcomes: Users of the activity have discussions with each other on their forum,  this 
is due to their interest in the subject, these are primarily about the subject and what 
the representation of information is showing them. By extension, this includes the 
statistical methods that have produced the representation. Further discussions show 
an insight into data-driven organisations, how data-driven organisations use similar 
methods, how else the data might be used and how they can apply their own 
knowledge to the intervention to produce different results. It is hypothesised, based 
on findings from the research survey, that this insight will change their patterns of 
behaviour. Further research should implement the intervention over a period of time 







Chapter 8: Summary 
Users of communications technology do not understand data analysis undertaken by 
data-driven organisations or by states. Yet, actions based upon findings from this 
analysis is ultimately shaping their lives. The research aimed to create a theory-
backed intervention to give users of communications technology insight into data 
analysis types taking place on their digital footprints.  
The research is based upon practitioner work. As an I.T professional, the researcher 
gave citizens both access and demonstration to open-source data collection and 
analysis tools would provide users with an insight into the undertakings of data-driven 
organisations. 
 Desirability 
Evidence is found that it is desirable to equip users of technology with tools or 
information that gives them an insight into data-driven activities. This evidence came 
from a variety of different sources.  
The literature review found that expressions of concern were made by technology 
users and experts from economics, privacy, sociology, and technology. These 
concerns around data-driven activities lend themselves to the desirability of an 
intervention that gives citizens an insight into the data-driven organisations that 
perform them. Suppose citizens can understand what is happening to their data, then 
they can engage in the surrounding political discussions and make decisions about 
how they engage with data-driven organisations. 
When asked directly by polling organisations, citizens showed concern about the 
analysis of their data by both data-driven organisations and the state. Economists 
highlighted concerns around forms of commodifying data, such as ‘Surveillance 
Capitalism’, that ignored ethical boundaries. Privacy experts warned that the state 
was using complex algorithms deployed by computers to spy on its citizens, and while 
 
This chapter does not fulfil any of the stages of Critical Realist research. It summarises the 
research approach, reprints and discusses contributions and outputs made by the 










computers may be perceived to be objective, these algorithms are created by humans 
who have particular views or opinions. 
Many technology critics, such as Illich and Mumford, argued that there is a thin line 
between enslavement and emancipation by technology. Many of these critics argue 
that to be on the right side of this line, citizens need to have the ability to use the same 
tools that are used in methods of production. An intervention that teaches users of 
technology how to use statistical methods and data-extraction tools gives them 
access to the same types of technologies used by the organisations that shape their 
lives. Technology critics such as Andrew Feenberg simply argue that excluding 
citizens from technology participation that shapes their lives is undemocratic. 
Towards the end of the research, in chapter 7, the researcher returned to explore the 
domain further through the use of a survey. In this survey, it was found that providing 
insight also provides social advantages – or perhaps that lack of understanding has 
disadvantages. It was also discovered that users who already have an insight into 
statistical methods use their digital communications devices differently to gain social 
advantages or to hide their behaviour for privacy reasons.  
 Contributions 
This thesis presents new research into giving users of technology insight into how 
their data is analysed through educational interventions. The contributions to the body 
of knowledge made by the research are not limited to the educational interventions 
themselves but include new models of understanding. This subchapter discusses the 
research’s contributions to the body knowledge. The contributions are 
• The Critical Realist approach to triangulating findings from both researcher 
and practitioner settings 
• The analysis of digital footprints layered model 
• The analysis of transactions in society conceptual model 
• Findings of long term effects of insight into data-driven organisations 
• Multiple intervention specifications 
• A final intervention theory 
Appendix D describes and reprints these contributions. 
8.2.1 Contribution 1: The approach 
The author considers the use of the Critical Realist philosophical position in exploring 
the education interventions to gaining insight into data-analysis on personal data to 
be a contribution. Furthermore, the unique position of the author in being a practitioner 
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that understandings and deploys similar statistical methods to data-driven 
organisations have allowed for rich Descriptions and Analytical Resolutions to be 
made. The Explaining Society framework provided stages to triangulate findings from 
a practitioner and research perspectives to produce a series of outputs that can be 
considered contributions to the body of knowledge.  
Due to this approach, the outputs of the research are not limited to the theory-backed 
intervention itself but also include models that allow for a deeper understanding of the 
problem domain’s phenomena. The details of how the approach has enabled the 
research to take place are detailed in the following descriptions of contributions.  
8.2.2 Contributions 2 and 3: Theoretical models 
The use of models and theories in this thesis is in line with the Critical Realist 
understanding of them, where both are regarded as constructions imagining the 
relationships between phenomena. They are understanding of aspects of the problem 
domain but fallible and under continuous development. Theoretical models are first 
discussed in Chapter 5, after which the models' vocabulary and concepts are used 
throughout the study.  
In line with the Critical Realist approach of creating concepts to understand 
mechanisms, the stages of Descriptions, Analytical Resolutions, and Theoretical 
Redescription are used to develop models that describe the problem domain. These 
models are then refined through the following Retroduction and Contexualisation 
stage. These models can be thought of at different levels of abstraction. While both 
the intervention specifications/theories and models are contributions to knowledge, 
their usage in the research is entwined. Interventions are described using model 
vocabulary, but findings from the intervention help to improve the models. 
Outside of this thesis, the models will be useful in a variety of different scenarios. It 
allows fellow intervention designers to think about the intervention they are designing 
in varying layers of abstraction. The language created by the models allows for 
experts in different domains to express clearly which aspect of the problem they are 
discussing or researching.  
8.2.2.1.1 Contribution 2: Analysis of Human Behaviour in the Digital Age layered model 
This model describes five steps that a single instance of data analysis goes through. 
This research is not the first to describe the steps that occur in data analysis; there 
are many existing data analysis models describing the technical operations that occur 
in data analysis. Critical Realism accepts there are competing and complementing 
models. It was found, however, that existing models focus on extraction and analysis 
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aspects of data analysis, technical aspects that this research has come to call the 
Enabling Layers. An explicit contribution of this research is the exploration of layers 
before and after enabling has taken place; the layered model presented in this thesis 
incorporates phenomena that occurs both before and after these enabling layers. 
These are the steps involved before data extraction and analysis, in what the model 
describes as Behaviour & Theory layers, and after digital analysis, in what the 
model describes as the human understanding layers. 
The model’s layers are grouped into three categories, these are: 
1. Theory and Behaviour layers: The things that happen before analysis, such 
as the creation of statistical theory and humans undertaking actions that will 
be analysed 
2. Enabling layers: The analysis itself by computation, the extraction of data, 
encoding of methods, and pairing of the two.  
3. Human understanding layers: The outputs of the analysis and the resulting 
effects that these outputs have on society. 
The model is used frequently throughout the thesis. It is used in both the design of 
interventions and the analysis of intervention data.  The model’s vocabulary is used 
to describe processes in data analysis; it does this by explaining at which step an 
intervention takes place and how insight at this step leads into the understanding of 
the other steps. 
A notable use of the model in the thesis is it being used to describe the moving of the 
focus of interventions deployed in the Realistic Evaluation cycles. The focus of the 
interventions moved from the enabling layers (in Realistic Evaluation cycles one and 
two) to the human understanding layers (in Realistic Evaluation cycle three). The 
layered model gave a way to identify which bits of data analysis was being shown to 
participants of the interventions and articulate how it differed between interventions.  
The model conceptualises the different phenomena in data analysis and puts them in 
order to demonstrate how the phenomena are related. In doing so, it also gives a 
vocabulary to describe the phenomena. 
The vocabulary of the layered model allows intervention designers, policymakers and 
researchers to conceptualise what parts of data analysis are inspectable in any single 
instance of data analysis and which are not. Furthermore, it aids in articulating how 
members of society may be involved in different aspects of data analysis, being 
unaware of how their involvement as an individual affects aspects they are not directly 
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involved with. For example, statisticians developing theory in the Theory and 
Behaviour layers may be unaware of how humans are acting in the Human 
Understanding layers based upon information provided by the use of their statistical 
methods. 
8.2.2.1.2 Contribution 3: Analysis of Transactions in Society model 
The second conceptual model created by the research is the Analysis of 
Transactions in a Society model. This model described how more than one instance 
of data analysis, as described by the layered model, will take place at any one time.  
This model places the earlier layered model into an environment where multiple 
instances of the model are happening at any one time. It does this because many 
instances of data analysis take place on human transactions at any one time; the 
instances outputs, and the way in which humans interact based on these outputs, are 
interacting with one another.  
This model conceptualises the idea that some of these instances are closed, and 
some are not. The model hypothesises mechanisms describing revolving around the 
idea that open-activities, which demonstrate open-source analysis in the enabling 
layers, give insight into the closed activities. The model is used by the thesis to 
explore how insight into open data analysis activities leads to an insight into activities 
undertaken by data-driven organisations. 
This model contributes to knowledge because it conceptualises the relationship 
between closed instances and open instances, describing how insight into the latter 
might be made by the former. This conceptualisation of insight enables policymakers 
and researchers to theorise how demonstrating different aspects of open data 
analysis gives insight into closed instances. 
8.2.3 Contribution 4: The Interventions specifications 
The intervention specifications46 are educational interventions that raise awareness 
of how data-driven organisations are using the data of citizens. The intervention 
specifications describe the interventions in CIMOc logic and detail what works for 
whom and in which circumstances. They are considered a contribution to knowledge 
and can be deployed by other researchers or policymakers who also want to raise 
awareness. 
 
46 Intervention specifications have been through a Realistic Evalution cycle, where data has 
been brought to the theory and mechanisms identified. Intervention theories have not. 
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Their creation is part of the process when undertaking Realistic Evaluation cycles, 
and to understand how the specifications differ, the reader must understand the 
difference in strategy for each cycle, which is described below. 
 The Realistic Evaluation cycles 
Realistic Evaluation Cycles are described in detail in Chapter 6. 
There were three Realistic Evaluation Cycles undertaken within this research. Each 
cycle contains the deployment of practitioner activities designed to an Intervention 
Theory described in CIMOc logic. Within each cycle, conversations between users of 
the activities are captured and analysed using thematic coding techniques. The 
results from the coding techniques are then used to verify and expand on the 
intervention theory to create an intervention specification. 
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 Cycles one and two 
The first two cycles revolved around two intervention strategies that gave an insight 
into the Enabling layers. These first two cycles demonstrated how to apply open-
source statistical methods onto digital footprints to participants and provided a forum 
for them to discuss the intervention with each other the practitioner. 
The critical difference between the strategy within these first two cycles was the type 
of data being analysed in the activities. Within the first cycle, data of interest to the 
researcher was chosen as the subject for analysis, whereas in the second cycle, 
users of the activities were guided into extracting their own digital-footprints for 
analysis.  
The first cycle failed to attract a non-technical audience, only a technical audience 
who wanted solutions were attracted to the activities, and they preferred to discuss 
their technical problems rather than discuss data-driven organisations. 
The second cycle attempted to teach a non-technical audience about how to extract 
and analyse their own digital-footprints. However, non-technical participants were 
unable to complete the activities, and they gave up on the activities before completion. 
Therefore, these first two cycles only gave an insight into data analysis if the 
participant had enough technical ability to understand how to use the tools and to 
overcome difficulties in using them. 
 Cycle three 
The third and final cycle presented a different type of practitioner activity, where a 
representation of data was demonstrated to a community that was interested in the 
data.  
The subject matter of the data itself is not of importance to the person deploying the 
intervention; the only requirements of the subject is that data can be gathered about 
it and that it is of interest to participants. The intervention is deployed in an 
environment or space that supports the discussion of the subject. For example, this 
could be an online forum, where the subject matter is the subject of discussion. It 
does not matter if the audience has the technical ability to extract data and apply 
statistical methods to the data. 
Due to the audience’s prior interest in the subject matter, and by extension, the data 
about the subject, various mechanism are triggered. Firstly, the audience is able to 
understand what the representation of information that is shown to them represents. 
Secondly, audiences show an interest in how the representation was made – leading 
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to an interest in the methods and data that generate it. Thirdly, some users will start 
to think about how the statistical method can be used in other situations – such as by 
data-driven organisations. 
Another key to the cycle three strategy is that, while the discussion is focused around 
representations in the human understanding layers, the practitioner keeps 
enabling layer information openly available, detailing technical information 
describing how the analysis takes place. While this technical information may not be 
a focal point of the intervention, interested participants can go and study it if they wish. 
However, it should be noted the final cycle did not explicitly teach the participants how 
to use the data analysis tools. Instead, a conversation about data analysis procedures 
was triggered due to being shown representations of information. It can be argued 
that while the approach gives an insight into data-driven organisations, the approach 
does not provide participants with ownership of the tools that shape society in the 
sense that many critics of technology describe.  
8.2.4 Contribution 5: Findings of long term effects of insight into data-driven 
organisations 
Due to the retrospective nature of the Realistic Evaluation cycles and the short 
timeframe of the activities, it was unclear what the long term outcomes of any of the 
research interventions would be. Due to this, in Chapter 7, the research returned to 
the Descriptions stage of Critical Realist research to describe what the long-term 
effects of having an insight into data-analytics might be.  
A survey was conducted to find relationships between knowledge of data-driven 
activities and patterns of behaviour. Strong correlations suggested that users of 
communications technology with an insight into data extraction and statistical 
methods are inclined to believe that the state should not be analysing digital footprints 
data in a secretive manner. These users were more likely to have patterns of 
behaviour that protect themselves from government analysis. 
There were some other surprising findings. For example, users of communications 
technology were less worried about business analysing their data than they were 
about the state. If, as explored in the literature review, data analysis by business 
organisations does impact the civil rights of citizens, then future interventions may 
also wish to explain why data-analysis is an issue, as well as merely giving insight 
into the methods themselves.  
Another finding is that a ‘general awareness’ of technology issues did not have the 
same effect on patterns of behaviour as an insight into the statistical methods, giving 
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further validation to the practitioner's approach of insight through demonstration of 
statistical methods. 
8.2.5 Contribution 6: Final intervention theory 
Realistic Evaluation cycles continuously adjust and improve the interventions being 
deployed. For this reason, the research also creates a ‘final intervention theory’ ready 
for the next cycle to take place in future research. The final intervention theory can be 
used as the starting point for future research, it theorises long term outcomes, and as 
such, this future research must be carried out over a more extended period. The final 
intervention theory is ‘final’ to this thesis only and should be the starting point of 
additional Realistic Evaluation cycles. 
The creation of the final intervention theory involved augmenting findings from the 
survey with conclusions from the Realistic Evaluation cycles; the final intervention 
theory is described in chapter 7.3.1. This theory is defined as the ‘final intervention 
theory’ as it is the last to be created by the research presented by the thesis, but by 
no means is it considered the complete ‘answer’ to giving insight into data-driven 
organisations to users of communications technology. Instead, the theory lays the 
foundation for future strategies deploying effective interventions for the pedagogical 
engagement in the issues facing society. 
The intervention should be deployed over a period of time to validate the theorised 
long term outcomes. 
 Additional outputs: 
The research presented in this thesis has been communal and undertaken with the 
intentions of being an open practitioner engaging with a community to explore a social 
problem. Outputs of this research are not solely limited to contributions to the body of 
knowledge but include open activities. These additional outputs are: 
• The academic reflections with critical friends which produced a series of 
academic papers 
• The computer code used during practitioner activities 
• The discussion of this computer code on blogs, forums or code repositories 
Appendix D lists these outputs and where they are accessible online. While the code 
that was written and used in practitioner activities is still available from the author’s 
code repositories, the activities themselves were done in real-time. This means that 
while many blog posts, videos, and forum, that supported these activities may be still 
243 
 
online and available, access to some activities may not have been captured, and 
some may have been removed.  
8.3.1 Reflections with critical friends 
Reflections with Critical Friends were published as part of academic activity outside 
of the thesis. Details of them, as well as their impact on their research, can be found 
at the end of each Realistic Evaluation cycle within Chapter 6.  
 
 Future Research 
This subchapter discusses the direction of future work. It does this by discussing 
findings of interest that may be of value for further investigation but were not involved 
in any of the outputs or contributions to knowledge in this thesis.  
8.4.1 Explore the difference between distrust of state and business  
The survey identified that users of communications technology distrust the state more 
than businesses regarding their data being analysed. This distrust was not very strong 
against data-driven organisations; respondents of the survey seemed to think that the 
data analysis was ‘worth the trade-off’ for the analysis that was being undertaken. 
However, the literature review found that experts such as Zuboff disagreed that 
business analysis was a danger to society, and that this attitude was making society 
sleepwalk into a ‘Surveillance Capitalism’.  
A potential future direction of this research could explore this further by returning to 
explore further descriptions, to further explore the risks organisations generate for 
society through their analysis of personal data and the creation of data-relationships. 
On the basis of Zuboff’s analysis, future research may wish to explore whether and 
how greater awareness of data analysis techniques and practice leads users of 
technology to reevaluate the risk posed by data-driven businesses 
8.4.2 Explore the risks of ‘moving up the stack.’ 
The first two cycles of Realistic Evaluation interventions focused on demonstrating 
methods in the enabling layers. That is to say that the first two cycles concentrated 
on equipping users with skills to extract data or digital footprints, and analyse it using 
statistical methods. However, both of these cycles did not appear to give much insight 
to the users of communications technology. The first Realistic Evaluation cycle, 
concentrating on extraction and analysis of interest to the author, only attracted the 
‘already converted’. The second cycle, concentrating on digital footprints specific to 
users were too hard for non-technical users to understand and participate in.  
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The third and final realistic evaluation cycle focused on demonstrating the results of 
these methods in the human understanding layers. At the same time, the 
practitioner's methods were openly available and briefly discussed. The resulting 
visualisations and representations that were produced were the focus of the activity, 
and shared with users of the activities. From these visualisations, the users of this 
cycle took an understanding of what the statistical methods were doing to the data. 
However, while this third cycle was successful in getting an understanding of 
statistical methods to a broad audience, it also lost the ability to teach this audience 
new tools, as they did not learn how to extract data and deploy the skills.  
There are arguments explored in the thesis that this approach of giving only insight 
but no accesses to the tools may not be ideal for society. Explored in the 
Descriptions is the idea that giving members of society access to the tools that shape 
their lives is a civil liberties issue. The first two Realistic Evaluation cycles attempted 
to give users of technology access to these tools. However, the final cycle did not, 
instead opting to show the users results of what is possible. 
Not explored in detail in this thesis is the idea that only so much insight into any 
particular subject area can only be given indirectly. Academics such as Neil Postman 
(Postman, 1982) argue that “a particular medium can only sustain a particular level 
of ideas”. 
Further work could be undertaken to explore other methods for giving members of 
society access to the data analysis tools. This could be through the extension of the 
strategies in the final intervention theory, through more focus on the lower layers of 
the layered model, after the representation of information has been discussed. 
8.4.3 Explore the limiting factors of organisational APIs 
Throughout this research, it has become apparent that open-activities that extract 
digital footprints from services such as Facebook are difficult to maintain over a period 
of time. The reason for this is the changing state of Application Programming 
Interfaces (APIs) access to data-driven platforms. When writing code to extract data 
from a platform, the code depends on the platform allowing access to the data through 
the platform’s API. However, many times during the creation of practitioner activities, 
the activities stopped working, and this was often due to the platforms removing or 
changing access through to the APIs. 
This played a large part in the issue of non-technical users within cycle two being 
unable to complete the activities. Currently, it is unclear to the researcher why APIs 
belonging to data-driven organisations change. There was some evidence in the 
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descriptions that API access often changes due to public or legal pressures to 
address privacy concerns. However, as found in cycle two of the Realistic Evaluation 
cycles, these changes also add to the confusion around privacy issues. Further 
research could explore these APIs, the reasons behind them changing, and the 
potential to help members of society who wish to explore their digital footprints 
circumvent the changes to these APIs. 
8.4.4 Explore different pedagogical approaches 
This research explores methods for equipping users of technology with an insight into 
data analysis techniques. It took the viewpoint of a practitioner trying to explain how 
society may gain insight into data-driven organisations.  The research did not take 
the view of a teacher finding new pedagogical approaches to teach a subject. While 
there are were some reflections with academic experts around learning, such as cycle 
two’s reflections of the ‘cybernetic learner’ and personal learning environments, there 
was very little informing the intervention strategies from the view of learning styles.  
Further research work could look into different learning styles and tailor the learning 
experience based upon theories of learning. The position of the practitioner in relation 
to the users of the activity could also be examined. For example, in the third cycle, 
the distinction between practitioner and activity user is quite clear. However, the users 
were giving feedback to the practitioner and were suggesting new techniques the 
practitioner had not thought about. Further research could approach this by 
incorporating ideas of academics who explore relationships between educators and 
students.  
 The research should strengthen the teacher-learner process 
As part of improving the pedagogical approach of the intervention, the research 
should strengthen the bond between teacher and learner. Within the cycles of 
intervention deployment and observation, this research followed Realistic 
Evaluation’s eight rules of good practice. These rules are referred to by Realistic 
Evaluation as  “New rules of realistic evaluation”, and researchers should follow them 
when designing and evaluating new interventions or policies. For the majority, the 
research has managed to follow these eight rules well. However, slight modification 
has been made to what Pawson and Tilley call ‘Rule 7: Teacher-Learner Processes’. 
Pawson and Tilley's text describes The teacher-learner processes as: 
In order to test context-mechanism-outcome explanations, evaluators need to engage 
in a teacher-learning relationship with program makers, practitioners and participants. 
(Pawson and Tilley, 1997 p 218) 
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The research within this thesis was very iterative, and relationships were made in 
each iteration; these were done through academic reflections with experts and 
practitioners. However, due to both the reflective nature of the research and the short 
time frame of the practitioner activities, the participants of the interventions were not 
actively involved in the design of new activities. 
Further research should include the participants of the intervention as critical friends, 
including them in the evaluation and design of future intervention theories. 
8.4.5 Explore the difference between insight into footprint capture and footprint 
analysis 
From the survey, it was discovered that respondents who have an insight into data 
collection techniques act differently to hide their privacy, although this was not as 
strong as those who have an insight into data analysis.  
This intervention theory is geared towards giving users of communications technology 
insights into data analysis techniques but did not explore how to equip users with 
knowledge regarding the capture of footprints. Further cycles of practitioner activities 
could look to improve mechanisms that give users of communications technologies 
insight into how their digital footprints are collected. 
8.4.6 The research should practice what is preached 
The practitioner activities aimed to show an insight into how the extraction and 
analysis of data are done, giving an insight into closed activities undertaken by data-
driven organisations; it did this by championing the open tools, methods, and 
accessible data.  
Sharing of activities was done on a variety of services, including GitHub, YouTube, 
Reddit and WordPress. Many tools have been used in the collection and analysis of 
data; these tools include Google Forms, SPSS and Nvivo.  
Many of these tools and platforms are not open-source, large data-driven 
organisations do their development, and the methods they apply to data are not 
inspectable.  
The tools were used because they are embedded within the academic community 
and because they are available without cost to students of the researcher's institution. 
This research did not concern itself with the validity of these tools due to the current 
scrutiny that such tools go under through the academic lens and the sheer number of 
researchers that use them.  
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However, it should still be noted that this research work, revolving around 
championing open-methods, did not always use tools that incorporated inspectable 
methods.  
Further research in this field will look at research methodologies that embrace open-
source alternatives to tools such as SPSS and Nvivo to practice what it preaches. For 
example, the closed-source product SPSS could be replaced with the open-source 
software R. 
8.4.7 Incorporate longer Realistic Evaluation cycles 
The practitioner activities were undertaken in short and quick iterations, which meant 
that the long-term outcomes of these interventions were unclear. The reason that the 
final intervention theory is a theory, and not a specification, is because it has not been 
through the process of a Realistic Evaluation cycle, and data has not been brought to 
the theory to confirm the outcomes and identify the mechanisms that lead to them. 
Follow up studies should continue the Realistic Evaluation cycles, allowing for longer 
interventions that allow for the observations of long term changes to patterns of 
behaviour. 
8.4.8 Include practitioners of closed activities as critical friends 
This research provides evidence that insight into open data analysis activities also 
gives an insight into the closed activities of data-driven organisations: 
• The third cycle provided evidence that users of the activity spoke about what 
they knew of closed activities and how the open activities they had carried out 
related to those that are closed. 
• Evidence from the survey suggested that users who had an insight into data 
analysis techniques were able to act differently to change their relationships 
with the data-driven organisations. 
But there is still a question around what precisely the closed activities are comprised 
of and how much insight citizens are actually getting. People interested in the use of 
data by governments and corporations know that knows that analysis is taking place 
and that digital footprints are collected and analysed due to leaked evidence that was 
uncovered during the description phase, but little other insight into what these closed 
activities actually entail, are they the same as the open-activities and if not, what are 
the differences. 
Recently, ex-employees of organisations known to be involved with closed analysis, 
such as the NSA and Cambridge Analytica, have started to describe some of the 
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analysis in more detail. A further realistic cycle should approach such people as 
critical friends, asking for advice on designing representations that use the same 

























Chapter 9: Conclusions 
This thesis details educational interventions that raise awareness of data collection 
and analysis by data-driven organisations. There are multiple intervention strategies, 
all of which can be deployed by others with similar educational aims. The strategies 
have evolved throughout the research, using different techniques to engage 
audiences when raising awareness of digital surveillance and data-relationships. 
Further to these strategies, a realist method is used to triangulate the properties of 
the problem domain; these properties are presented as models of understanding. 
Both models can be used to articulate how strategies are to be deployed and how 
exactly their deployment will give users insight into digital surveillance. 
Both the interventions and models have implications regarding issues facing society.  
The thesis concludes with the following statements regarding the implications of the 
interventions and models produced by the research:  
Implication 1: The intervention specifications and theories can form the basis of an 
effective model to obtain insight into closed data analysis activities 
Implication 2: The models give an insight into the phenomena involved when data 
analysis by data-driven organisations takes place and provide a common language 
to describe it 
Implication 1: The intervention specifications and theories can form the basis of an 
effective model to obtain insight into closed data analysis activities 
It was found that the interventions had different outcomes depending on the context 
of the participants. Thus, the thesis does not present a single intervention but 
describes a series of interventions that explain how insight into closed instances of 
data analysis can be achieved. 
 
This chapter does not fulfil one of the Explaining Society stages, but discusses  









The key difference between the strategies in the cycles is the aspect of data analysis 
that is being demonstrated and discussed with participants of the intervention. In the 
first two cycles, strategies revolved around the demonstration of statistical methods 
being applied to data; however, it was found that these demonstrations were too 
technical for a non-technical audience. Within the third cycle, representations of data 
were shown to audiences who had an existing interest in the data subject. In 
particular, Creative Commons data was used as a resource to make community-
relevant interventions. The participant's knowledge of their pre-existing interest gave 
them an insight into what was happening in the representation; participants were 
more inclined to discuss the representation and had a ‘common language’ to 
communicate to each other about it.  For example, Chapter 4: Example three shows 
how wrestling fans were able to use wrestling terminology to identify and discuss 
aspects of the representation and would return to the commons to fix or update data 
that had been shown to be incorrect.  
The trade-off with the third cycle’s strategy was that users could not get practical 
knowledge of how the software tools enabled data-analysis worked. Technology 
critics and academics argue that it is and that the ability to use such tools could 
provide the difference between enslavement and emancipation by technology. 
Further work is required to explore how much this insight into tool usage is needed 
and how users of cycle three interventions could be taught how to use them. 
A base for this further work is provided by the research in the form of a ‘final 
intervention theory’. This intervention theory describes a scenario in which 
participants' technical ability does not have any bearing on whether they gain an 
insight into analysis on their data. It also hypothesises long term outcomes by 
incorporating further findings from the research’s survey. Since these long-term 
outcomes have not been observed in the context of a Realistic Evaluation cycle, the 
intervention is a theory rather than a specification. 
Since the research describes varying types of interventions, a way forward for future 
research may be to deploy a ‘mixed economy’ of different intervention types. In this 
mixed economy of intervention, interventions can be deployed depending on the 
participants' context, with more technically skilled participants being shown the 
technical details of the enabling layers and less technically skilled being shown the 
human understanding later.  However, such an approach would give non-technical 
participants, those who arguably need the most insight into data analysis by data-
driven organisations, the least hands-on experience of the software tools. 
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Implication 2: The models give an insight into the phenomena involved when data 
analysis by data-driven organisations takes place and provides a common language 
to describe it 
Due to the complex nature of data analysis and the vast array of phenomena that 
contribute to it, both experts and citizens have varying degrees of understanding. This 
ambiguity of insight makes shared conceptualisation and discussion around data 
analysis difficult. The layered model provides a way to communicate about the 
domain by offering them a universal language. For example, in a scenario in which 
three experts collaborate to discuss the effects of data analysis on society, each 
expert might have expertise in a different subject area - a statistician may understand 
the theory behind the analysis, a computer scientist may understand how the analysis 
is applied, and a social scientist may understand the effects of data analysis. The 
analysis of digital footprints layered model provides a way for them to explain where 
their expertise lies and how it affects the work of others. These three experts can use 
the model to describe how their knowledge relates to each other.  
The model enables citizens to be aware of the things they do not understand. An 
example of this was evident in the third cycle of practitioner activities, where experts 
in the subject matter were able to converse with the practitioner about the 
representations of the subject being analysed, while the practitioner could explain the 
enabling of methods.   
While the layered model provides insight into the different aspects of data analysis, 
the research also produced a conceptual model, which hypothesises the relationship 
between closed instances of data analysis and open ones. This model places the 
layered model into a social environment, where multiple instances of the layered 
model are happening at any one time. It does this because many instances of data 
analysis take place on human transactions taking place, and they may influence one 
another. It conceptualises the idea that some of these instances are closed and some 
are not. The model is used to hypothesise mechanisms describing which aspects of 
these open-activities provide insight into the closed ones. The conceptual model can 
be used to design the interventions that give insight into closed data analysis 
activities. The model is used by the thesis to explore the causal mechanisms of insight 
that different types of open-activities might trigger. 
 Final Reflections 
This thesis involved the juggling of two roles. Due to the nature of writing a thesis, the 
dominant voice in this text tends to be that of the researcher engaged in 
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understanding data-driven organisations and deploying interventions to raise 
awareness of digital surveillance. However, the dual, and equally important role, is 
that of a practitioner with a love for technology, regularly tinkering with emerging 
software approach and hoping the ability to tinker holds a key in steering us away 
from technological enslavement and towards emancipation.  As a researcher, realist 
methods and evaluation methods were used to develop strategies that provide insight 
into digital surveillance. However, in documenting the somewhat ‘procedural’ nature 
of research, the thesis text perhaps loses some of the interesting nuances of a 
practitioner working with users as a peer. In these final paragraphs, I hope to draw 
out some of the effects this research journey has had on my practitioner role. 
This research's recurring theme is the relationship between activity participants and 
the data they are given to analyse as part of an activity.  The thesis documents how 
the subject of the data changes between research cycles, ultimately giving users 
access to data describing their hobbies and interests. As somebody who enjoys 
technology, I found discussing hobbies and interests with activity participants was 
enjoyable. Fun was found in providing them with tools to understand their interests 
better and hear about their discoveries. On reflection, I consider this ‘fun’ to be a form 
of technical conviviality that ultimately affected the research approach and will play 
an important part in my future work. 
As the activities evolved,  data for activities was gathered from sources created by 
open communities themselves, including community wikis, blogs, and openly 
accessible databases. These sources make up a digital-commons of sharable and 
freely available information. Initially, activity participants would often go back to ‘fix’ 
or update incorrect data sources if they spotted mistakes. As the activities 
progressed, users would go and add new findings from my activities to the commons. 
Through this research, a symbiotic relationship between the digital-commons and my 
activities started to emerge. Users of the activities were contributing to the commons 
as they undertook my activities, creating a richer resource for my activities to give 
insight into statistical analysis, also giving users an insight into data assemblages 
through the demonstration of their role within one, and an understanding that data is 
never ‘raw’. 
The idea of giving users insight into data-driven organisations was the driving force 
behind the research, and merely demonstrating statistical analysis was the starting 
point. Now, at the end of this particular stage of my research journey, my practitioner 
activities revolve much more around creating a convivial environment with 
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technology, such as those described in cycle three, where practitioner and user 
explore the use of data-analysis. While this use of data-analysis gives an example of 
how data-driven organisations may work, it also gives the users a chance to use the 
tools themselves with their community peers, which in turn helps them explore their 
role in the data landscape. 
Findings from this research suggest that community-based sharing of insight into 
technological tools through a friendly and lively environment has a vital role in 
preventing the institutionalisation of specialised knowledge.  The literature review 
explores the thoughts of various critics of technology, who argued that there was a 
thin line between emancipation by technology and enslavement, and convivial 
practices ensure its proper use. I feel this work has naturally evolved to incorporate 
approaches that empower citizens by giving them access to tools, and the abilities to 
explore their immediate data landscape. I will continue to deploy interventions in 
further Realistic Evaluation cycles while exploring additional research questions 



















Appendix A Coding for open activities 
No Code Category Paradigm 
1 Disagrees on approach Disagreement on approach Consequence 
2 Gives advice, suggestion or other help to author Giving advice to the author 
3 Explaining what they will do next User encouraged to explore 
methods or data further 4 Returns to discuss results 
5 I had this problem too Shares experience 
6 They agree 
7 Agree with a comment expressed around methods 
or data extraction 
Technology discussion 
8 Wished that technology worked a different way 
9 Name a method or data extraction tool they are 
interested in, different to one being demonstrated 
10 Positive comment about post Appreciation 
 11 Words of encouragement 
12 Thanks 
13 Method/Data extraction doesn't work Encounter a problem 
14 Method/Data does something different 
15 Specific Problem related to user 
16 API Change 
17 Engagement in development Discussion Developer discussion 
18 Exploratory discussion or suggestions 
19 This also applies to another area 
20 Invitation to collaborate Collaborate with Author 
21 Will report back 
22 They will keep me posted 
23 Please Contact Me 
24 Context: Is a developer Motivation: Already 
interested in understanding 
data-relationships 
Context  
25 Looking for answers, knows where to look 
26 Is here because they are interested in approach Motivation: Looking for 
specific information on the 
encoding method 
27 Asks for author to share more or further opinion Asking for further advice 
28 Asks for advice on related problem 
29 Asks about different technology related to post 








Open code Sub Codes, properties & memos Occurrences Percentage  
Context Context: Software Developer Shares Computer code 
 
Shares coding experience 
 
Speaks with authority on 
technical issues 
42 17% 






Engages with discussion on data 
relationships 
 
Speaks about types of data 
analysis and how they 
32 13% 
Motivation: Looking for specific 
information on the encoding 
method 
Asking for information related to 
Layers 2-3 of ordered model 
 
Aware software technique for 
data extraction and analysis exist 
 
Looking for specific technical 
information found in the activity 
 
Wants further information on the 
activity from the practitioner 
 
Wants specific advice to fill gaps 
in their knowledge 
 
72 29% 
Motivation: Looking for specific 
information on how people act 
Asking for information to layers 4-
5 of the ordered model 
 
Wants specific advice to fill gaps 
in their knowledge 
58 23% 
Motivation: Interested in 
seeing results 
Shows interest in layer 4 of the 
Layered Model. 
 
Wants to see what happens when 
data is paired with statistical 
methods 
31 13% 
Motivation: Wishes to 
collaborate with the author 
Offers to work with the author 6 2% 
Mechanisms Improved technique skill Is given a solution for an existing 
problem the user has and 
progresses further 
 
Makes progress, reaches a point 
where they must enquire further 
about solution 
 
Able to implement the solution 
due to intervention 
 
Intervention improves their skill 
with encoding methods. 
 
Memo: The demonstration of 
both the extraction of data and 
statistical analysis gives technical 
participants both improved 
technique skill and further insight 






Further insight into the subject 
of data-driven organisations 




Reflects on data-driven 
organisations 
 
Memo: The demonstration of 
both the extraction of data and 
statistical analysis attracts 
technical participants as an 
audience but fails to attract non-
technical users. These technical 
participants  have rich 
conversations, but there is no 
evidence of non-technical users 
engaging 
22 37% 
Outcomes Expresses disagreements  Disagrees with the technical 
approach taken by the author. 
 
Disagrees with the author's 




Gives Advice to the author Gives advice on how this could be 
improved technically 
 
Gives advice on how 
11 5% 
Encouraged to try more 
technical things 
Encouraged to try the method 
showen 
 
Encouraged to share more 
 
12 5% 
Gains additional insight into 
data-driven activities 
Thinks about data-driven 
activities 
 
Had some previous insight 
20 8% 






Advance in progress on 
technical Issue 
Technical Issue is fixed. 
 
The technical issue is not fixed 
 
Appreciation of activity 
53 23% 
Wishes to collaborate with 
Author 
Wishes to work further with the 
author of the activities 
6 3% 
Needs further advice Asks for more development 
advice 
 




Table 0-2 Group 1: Axial Paradigms to open codes after intercoder checks and memo-taking 
 
No Code Category Paradigm 
1 Cant access data API/Data Change Consequence 
2 Program Doesn’t work anymore 
3 Interest in specific extraction program Interest in data extraction 
4 Can I do something else with my data using 
this technique 
Wants to do something 
slightly different on their own 
data 
5 Understands the intent, but not the technical Data-driven implications 
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6 Please contact me Asks for advice 
7 Advice, please 
8 thanks Appreciation 
9 Doesn’t work for me Can be difficult for non-
developers 10 I don’t get it 
11 Its difficult 
11 Works for me Works for them 
12 Non developers Developers Context 
14 Developer Non Developer 
Table 0-3 Open Coding for group 2 
Axial 
Paradigm 
Open Code Sub 
Codes/Properties/Memos 





Shares Computer code 
 
Shares coding experience 
 
Speaks with authority on 
technical issues 
“There is another way to do 
this. I recently came across 
an online tool called” 
 
“Hi David, in your video this 
is more about text mining 
right? i am also into R. But I 
am looking into more 










Does not understand 
technical issues 









Asking for information 
related to Layers 2-3 of 
ordered model 
 
Aware software technique 
for data extraction and 
analysis exist 
 
Looking for specific 
technical information 
found in the activity 
 
Wants further information 
on the activity from the 
practitioner 
 
Wants specific advice to 
fill gaps in their knowledge 
 
“How to convert what I had 
to import from facebook to 
json file? Can you answer 
me?” 
 
“Could you let me know 








Interested in what they 
can do with social data 
that is related to them 
 
“I need it for users I 
interacted with too, please 
help” 
 
“Hi, I’ve been watching 
your videos are 
extracting/analyzing data 
from social media. I was 
wondering if you could 
help me with something 
looking to take the 
comments/replies for 
specific posts (10, total) on 
Facebook and aggregate 
them in a way that’s useful 
for me to analyze. Can you 
suggest the simplest way of 
doing this? “ 
27 34% 
Mechanism Improved skill 
in encoding 
layers 
Technical audience have 
been shown something 
Thank you so much for 
explaining how to use this! 






new about data or 
methods 
 
User implements a 
solution for their existing 
problem 
most basic sense, but I 









struggling to improve their 
skill. 
 
Tried to do something new 
but failed 
 
Unable to grasp technical 
concepts 
The API may have changed. 
Who knows!? 
 
working only for pages .I 
need it for users too please 
help. 
 
i don’t understand how you 
get access token please tell 
me ? 
 
I am working on windows 
and cant seem to figure out 
what format you saved the 
file in. When I am copy 
pasting it on a notepad , 
and then processing on 
open refine 
80 63 









“The API may have 










Interested in own digital 
footprints 
 
Interested in the analysis 
that can be taken on them 
 
Surprised at possibilities 
Thanks guy, useful, I can 
use this way to know the fb 
account who share my 












Interested in digital 
footprints 
 
Interested in ways to 
modify the approach to get 
more information about 
their footprints 
“@David Sherlock, thank 
you very much for tutorial, 
works great! I`ve got one 
question: Is possible to 
extract emails of users on 








Too technical for non-
technical people 
 
Appreciation of activity 
 
Fixed their issue 
“I’ve managed this, now 
can someone please guide 
me, how to use reverse 
facebook reverse ID lookup 





task and failed 
to understand 
or complete.  
 
 
API change meant that 
non-technical people 
could not follow 
instructions 
 
Too technical for non-
technical people 
 
Participants give up 
“Hello ! i found your video 
very helpful but i followed 
everything step by step and 
for some reason i cant get 
the names of the people 
that commented on my 
post, if you could give me a 
hand i&#39;d be grateful ! 
thnx in advance :)” 
54 47 





No Code Category (Open) Paradigm (Axial) 
1 Discusses subject matter of data Data discussion Consequence 
2 Discusses data extraction methods 
3 Interested in methods & data/extraction tools 
4 Spotted error in the data 
5 Advice on other ways to extract data 
 




7 Asks for advice on how to undertake 
something similar 
 
8 Interested in general statistical methods 
9 Suggests new methods 
10 Explains they are a developer too Developer’s Discussion 
11 Gives intervention author advice Advice to developer 
12 Gives advice back 
13 Suggests pairing technique 
14 Offer to Collaborate with author  Collaboration / tightened 
community 15 Would like to see the same data with a different 
visualisation 
16 Well done Appreciates effort 
17 Words of thanks 
18 Words of encouragement 
19 Mentions something they saw in the news Political Discussion 
20 Shares life experience Better understanding of  
21  Interest in subject matter Context 
22 Is interested in original subject 
23 Experienced in data Has experience in subject 
of data 
Table 0-5 Open Coding for group 3 












Can comment on 




of subject data 
 
Can point out 
where data is 
wrong or the 
statistical method 
has not worked 
correctly. 
“From what I could 
tell it's pretty solid, I 
didn't see anything 
that stuck out to me” 
 
“I think one of the 






Shows surprised at 
follow up 
conversations 










new to the 
majority of users 
This is new to me, did 
you use to write your 
own tool to gather 













Those that are 
developers are 
quick to offer help 
“Nice! What'd you 
write this in/what'd 
you use to map it? 
Good to see other 






Interested in what 
can be done with 
the statistical 
methods on that 
particular data 
Wants to know 
more about what 
can be done 
“am really intrigued to 
see more analysis with 
who people were 
trained by.” 
 
That is interesting 
10 17% 
Mechanisms Engagement in 
Discussion 
Interest into this 
particular 
representation of 





















because they have 
a pre-existing 
interest in the 




“From what I could 
tell it's pretty solid, I 
didn't see anything 
that stuck out to me“ 
15 43% 
Gained an insight 




information due to 
knowledge of the 
data 
 
Users of the 
activity were more 
engaged and 
willing to discuss 
the activity 
because they were 
personally 
interested in the 
data set.  
 
connected to X-Pac 
(Sean Waltman), and 









Is able to augment 




Memo: Since users 
have an 
understanding of 
the data, they can 
understand what 
the representation 
is describing, and 
by extension what 
the statistical 
analysis is doing. 
 
Further insight 
into the subject of 
data-driven 
organisations 
Memo: Participant  
‘connects the dots’ 
between the 
representation in 
this example and 
what they have 
seen in the news 
Perhaps this is why I 
should worry about 
GHCQ 
3 14% 
Outcomes Gains insight into 




















Number" or "Hogan 
Number," like a 
scholar's Erdos 
Number. People who 
teamed directly with 
Flair in the Horsemen or 
Evolution would be 
Flair 1. Assuming 
there's no direct 
Flair/Waltman link, 
Sean Waltman would 
be” 
 
“I'd like to see timeline 
info, to be able to 
visualize who was in X 











Perhaps this is why I 




about their own 
interest 
Talks As someone who hasn't 
been in it for super 
long, I'm now realizing 
how important he was 
and why his death was 
such a huge blow to the 
industry. I always 
thought Bret hart was 





Gives advice to 
the practitioner 
Gives advice on 
other ways to do 
the 
representation 
Prezi might work for 
this kind of vsiualiastion 
 
 There's a debate about 
the differences 
between stables and 




purposes, you could 
probably consider them 
the same thing. 
 
I like including tag 
teams, but I think you'll 
want to make sure it 
was a recognized team 
rather than a one-off or 
month-long deal  
 
 
Wishes to do 
more to explore 
data analysis 
approaches 




Wishes to find out 
more about open 
activities 
 




Does an action 
based on the 
visual data 
representation 
Looking into this I found 
some anthropologists 
have recently made an 
"academic phylogeny" 
of awarded PhDs, which 
is organized by 
professor, then 
students they trained, 




































































Appendix C Survey Questions 
Category of 
question  








instead of actual 





Country of Residence Drop Down Demographic 
Context. To narrow 
on UK opinion or 
look for patterns 






Which devices do you own 
that are connected to the 
Internet? 
Multiple choice Demographic 
Context. Does the 
respondent have 
any internet abled 
devices? If so which 
ones? 
Section 3: UK 
Specific 
questions 
Do you prefer to get your 
news from any of the 
following newspapers or 
their website? 
Multiple choice Demographic 
Context. Does the 
respondent read 
any particular style 






Somebody wants to talk 
about computers and the 
Internet with you. The 
following terms are 
mentioned during the 
conversation: (Terms: 
Data, Big Data, Meta Data, 
The Cloud, Digital 
Surveillance, Digital 





informed do you 
think you would be 
on the subject of 
computers and the 
Internet? (1 being 
very uninformed and 
5 being very 
informed) 
Knowledge. How 
much does the 
respondent think 







Somebody wants to talk 
about the collection and 
analysis of information with 
you. The following terms 
are mentioned during the 
conversation. (Terms: 
Social Network Analysis, 
Data Mining, Machine 
Learning,Social Media 







informed do you 
think you would be 





uninformed and 5 
being very informed) 
Knowledge. How 
much does the 
respondent think 
















asking opinion on if 
they agree or 
disagree with 
various data storage 
and analysis by 
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While using the internet, 
have you ever done any of 






usage that relates to 
privacy. 
 





























Appendix D Outcomes 
 
No Contribution Contribution 
type 
Description Location 
















The Critical Realist position to the research 
allowed the researcher to explore why 
properties in the problem domain manifest 
themselves in the way they do. By taking the 
approach detailing in Explaining Society, the 
research does not only create theory backed  
 
intervention but also produces models that 
describe the relationship between phenomena 
in the problem domain. 
The approach enables the combination of both 
practitioner and research insight allowed for a 
wide range of Descriptions to be made. 
 
The Realistic Evaluation cycles, based on the 
Critical Realist position, allowed multiple 
interventions to be specified, exploring what 
strategies worked for whom and when.  
Embedded in methodology 
throughout the thesis.  
 
Contribution discussed in 
8.3.1 
2 Analysis of human 




This model gives vocabulary to the different 
phenomena in the data analysis of human 
behaviour. The model enables intervention 
designers to understand which aspects of 
phenomena are being demonstrated, and 
relay this to participants.  
 
Within this research, the model helped critical 
friends to understand which parts of analysis 
are being discussed or are under review.  
The model includes non-physical aspects, 
such as theories and actions, as well as the 
computational aspects. The model gives 
insight into the relationship between these 
non-physical and physical phenomena. 
Described in Chapter 5-2, 
illustrated in Figure 5-1 






The model describes how insight from open 
activities gives insight into closed activities. It 
allows intervention designers and researchers 
to theorise how insight into different aspects of 
data-analysis is possible. 
Described in Chapter 5-3, 
illustrated in Figure 5-3. 






These are a series of theory backed 
intervention giving users of communications 
technology insight into how their data is 
analysed by data-driven organisations. Details 
what works, for whom, and in what 
circumstances. 
CIMOc in Tables 6-8, 6-15 
and 6-22.  
5 Insight into 
citizens 







The results of the survey undertaken by the 
research, detailing users of communications 
technology opinions of communications 
technology and data analysis. The Results 
used to inform the final intervention theory. 
Chapter 7. 




An intervention theory built upon the previous 
specifications that hypothesise long term 
effects based upon survey findings. Forms the 
basis of future Evaluation cycles that should 
be ran over the long term. 
Final intervention theory: 
CIMOc in Table 7-3. 
Table 0-8: Contributions to the body of knowledge
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5 Application of 
information 
Actions that are undertaken due to the insight gained from data analysis. 
Information is digested and act upon it. People may or may not be aware that their behaviour may be guided.  
 
Examples from descriptions: 
• Open source Journalism 
• Purchasing products through being the subject of targeted adverts 
• Engaging with an educational resource through social pressure due to being the subject of gamification techniques 
4 Representation 
of information 
Representations of information about human behaviour are generated by analysis. This could be content, ideas, concepts or reports 
that have been created. This representation is generated through the application of statistical theory to the transactions. Though the 
deployment layer (layer 3) often generates digital outputs, this layer is not necessarily tied to being digital. For example, a network graph 
is not inherently a digital thing; the sharing of the information related to a network graph could be done verbally.  
 
Examples from descriptions: 
• A network graph 










3 Pairing and 
Deployment of 
methods and data 
 
 
The pairing of statistical methods with human behaviour data. In many instances, different data or theory can be ‘swapped in and 
out’ of the software. The process can be shared with others who have an understanding of the software. 
 
Example from descriptions: 
• An R script that imports Facebook data and generates a graph database 
2 Encoding of 
theory and 
behaviour 
Mathematical theory/statistical methods are encoded in 
a way in which can be accessed by computer software 
Statistical methods are encoded as computer software that 
can run over data 
 
Example from descriptions: 
A CRAN Module that extends the R programming language 
to allow Graph Analysis 
 
Human behaviour is quantified and encoded in a way that can be 
accessed by computer software. 
Events are encoded as data so that they can be stored on a computer.  
 
Example from descriptions: 
Events encoded in RDF in a graph database that can be queried through 











A mathematical theory that can be applied to human 
behaviour. The statistical models that will organise, 
analyse and interpret data 
 
Examples from descriptions: 
• Network Theory  
• Topic Modelling Theory 
Human behaviour that be can be quantified and analysed.  
Typically, these are technology moderated events that leave digital 
footprints. May be any transaction that can be captured by technology. 
 
 Examples from descriptions: 
• Discussion on a forum 
• A Facebook post 








Contexts Intervention  Mechanisms Outcomes 
Software developers with an existing 
interest in understanding data-
relationships 
 
Software developers looking for specific 
information on the encoding method 
 
Software developers interested in 
seeing results 
 
Software developers who wish to 
collaborate with the author 
 
Privacy advocates looking for specific 
information on how people act 
Demonstrating enabling 
layers through the collection 
of data and statistical 
analysis upon it 
 
Demonstrate extraction of 
data from an openly 
available data source 
 
Demonstrate statistical 
methods that are readily 
available. 
 
Demonstrate activities in a 
way that is  ‘open’ and 
placed in an accessible 
environment for anybody to 
use.  
 
Activities must describe how 
the data and statistical 
methods are paired. 
 
A forum is provided for 
discussion 
The demonstration of both 
the extraction of data and 
statistical analysis gives 
technical participants both 
improved technique skill and 
further insight into the 
subject of data-driven 
organisations 
 
The demonstration of both 
the extraction of data and 
statistical analysis attracts 
technical users as an 
audience but fails to attract 
non-technical users. These 
technical users have rich 
conversations, but there is 
no evidence of non-technical 
users engaging. 
 
There are conversations between 
technical users and the author 
based around the user's improved 
knowledge of data-driven 
organisations or their own personal 
technical issues. 
 
Conversations are rich. Some users 
thank the author, ask for more 
advice and ask to collaborate with 
the practitioner.  
 
The users are encouraged to try 
more technical things, and advance 











Contexts Intervention/ Mechanisms Outcomes 
Software developers who already 
understand phenomena and are 
looking for specific information on 
encoding methods. 
 
Software developers who already 
understand phenomena and wish 
to explore digital footprints 
 
Software developers and non-
developers who are new to 
understanding data-relationships 
but are interested in exploring 
their own digital footprints 
 
 






Data is picked because it 
belongs to the individual 
 
Statistical methods picked 
because they are of interest to 
the author 
 
Activities are ‘open’ and placed 
in an accessible environment 
for anybody to access  
 
An in-depth description of 
techniques and data is given 
with code examples 
 




The demonstration of 
both the extraction of data 
and statistical analysis on 
personal data inspires 
both technical and non-
technical people to get 
involved 
 
The demonstration of 
both the extraction of data 
and statistical analysis 
gives technical 
participants both 
improved technique skill 
and further insight into the 




are unable to complete 
the tasks due to a high 





Non-technical participants attempt 
to replicate the demonstration with 
their personal footprints, but fail; 
they no longer engage with the 
activity 
 
Technical participants show an 
interest in personal data extraction 
and analysis, and they often modify 
the approach to their own needs. 
 
Some technical users advance in 
progress on their person technical 
Issues 
Table 0-10 Intervention specification for cycle two: Open activities to give both skills in the extraction of personal digital foot-print data from social networking sites as well as 






Contexts interventions Mechanisms Outcome patterns 
Minimal previous experience of 
data-driven organisations 
 
Both non-developers and 
software developers 
 
Users of communication devices 
with knowledge and interest in a 
subject matter 
 
Interested in what can be done with 
the statistical methods on that 
particular data 
Demonstrate a pre-made 
representation of data to a 
specific audience, from 
Representation of Information 
Layer. 
 
Data is open but selected based 
on the audience interests 
 
Activities are openly accessible 
but are deployed to a pre-
selected audience rather than 
hoping to attract a particular 
audience 
 
A statistical method is selected 
because it works well with the 
dataset 
 
Activity posted to the subject 
forum for discussion 
 
Very brief description of 
techniques and data is given 
with links to the code in Github. 
Users engage 
 in discussion around the 
premade representation because 
they have a pre-existing interest 
in the data, and wish to discuss it 
Since users have an 
understanding of the data, they 
can understand what the 
representation is describing, and 
by extension, what the statistical 
analysis is doing. 
Participant  ‘connects the dots’ 
between the representation in 
this example and what they have 
seen in the news 
There are conversations 
between participants 








The users are 
encouraged to explore 
this dataset further by 
trying more analysis 
technics 




















interest in a subject 
matter. 
 
Interested in what can 
be done with the 
statistical methods on 
that particular data. 
Demonstrate a pre-
made representation of 





Data is open but 
selected based on the 
audience interests 
 
Activities are openly 
accessible but are 
deployed to a pre-
selected audience 
rather than hoping to 
attract a particular 
audience 
 
A statistical method is 
selected because it 
works well with the 
dataset 
 
Activity posted to the 
subject forum for 
discussion 
 
Very brief description 
of techniques and data 
is given with links to 
the code in Github. 
Users engage 
 in discussion around 
the premade 
representation because 
they have a pre-
existing interest in the 
data, and wish to 
discuss it 
Since users have an 
understanding of the 
data, they can 
understand what the 
representation is 
describing, and by 
extension, what the 
statistical analysis is 
doing. 
Participant  ‘connects 
the dots’ between the 
representation in this 
example and what they 
have seen in the news. 
There are conversations between participants 
about the data, statistical and visualisation 
methods 
 
Some conversations become political discussions. 
 
The users are encouraged to explore this dataset 
further by trying more analysis technics 
 
Leads to theorised long term outcome: 
 
 
Patterns of behaviour will change to protect their 
digital footprints from analysis 
1. The insight into statistical and data 
extraction methods by the state gives 
users the opinion that the state should not 
be doing this analysis 
2. Patterns of behaviour are altered to avoid 
state surveillance 





Type of Output Description of Outputs Location 
Academic papers Academic papers were used to 
collaborate with critical friends 
between Realistic Evaluation 
Cycles to inform the Intervention 
Theory for the next cycle. 
Beyond the Personal Learning 
Environment: attachment and control in the 




Infrastructure and Tools for Analytics 
(Kraan, Sherlock 2013): shorturl.at/exyX0 
 
Problems and opportunities in the use of 
technology to manage informal learning: 
shorturl.at/cpEP6 (García-Peñalvo, F. J., 
Griffiths, D., Jonhson, M., Sharples, P., & 
Sherlock, D. 2014) 
 
Computer Program 
code to support 
practitioner 
activities 
Computer code demonstrated 
during some of the activities. 
Computer code used to make an 
automatic digital footprint analyser 
at the end of cycle 3. 
https://github.com/ds10  
Blogs/forums/video
s to support 
practitioner 
activities 
Further information on the 
enabling layers for participants of 
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