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El presente proyecto consiste en el desarrollo de SIREF, el cual es un sistema electrónico 
para el reconocimiento de expresiones faciales a través de un análisis de patrones de movimientos 
musculares por medio de técnicas de aprendizaje profundo (DL), el objetivo principal es reconocer 
seis emociones básicas en personas con limitada movilidad, por medio de una aplicación en tiempo 
real que valide el funcionamiento.  
El sistema está conformado por tres sensores musculares MyoWare de electromiografía 
(EMG) que miden la actividad eléctrica filtrada y rectificada de un músculo.  En tal sentido, SIREF 
consta de una interfaz hombre máquina (HMI), a través de la cual se muestra el tipo de expresión 
facial detectada y los valores en porcentaje de contracción musculares que reciben el rostro.    
En cuanto al diseño del dispositivo se emplea hardware y software libre, así como para el 
correcto ciclo de vida de desarrollo de SIREF basado en el “Modelo en Cascada”, donde, se divide 
cada uno de los procesos en sucesivas fases del proyecto, como el análisis, diseño e 
implementación del sistema.  
Para finalizar, el funcionamiento y validación del sistema está enfocado en el capítulo IV 
del documento a través de diferentes pruebas realizadas al sistema, a fin de lograr que la calidad y 









The present project consist in the development of SIREF, which is an electronic system of 
facial expression recognition through an analysis of muscle movement patterns through deep 
learning (DL) algorithms. The purpose of this system is the detection of six different types of 
expressions facials for persons with reduced mobility through real-time application to validate the 
functioning. 
The system consist of three Myoware muscle sensors of electromyography (EMG) that 
measure the filtered and rectified electrical activity of a muscle. In this regard, SIREF consists of 
human machine interface (HMI), throuth which detected type of expressión and the values in 
percentages of pressure received by the face. 
In regards to design of the device, use of hardware and free software, as well as the correct 
life cycle of SIREF development is based on the waterfall model, where it divide in the successive 
stages for the project as analysis, desing and implementation of the system. 
To finish, the functionality and validation of the system is engaged in the fourth chapter of 
this document through test performed on the system, to achieve quality and effectiveness of SIREF 





1. CAPÍTULO I. Antecedentes 
El capítulo de antecedentes busca dar una breve introducción al lector debido a que le 
permite conocer las razones que impulsaron al desarrollo de este proyecto. A continuación, se 
presenta la problemática, el objetivo general, así como objetivos específicos planteados, el alcance 
y la justificación que fundamenta el proyecto. 
 
1.1.  Tema 
Reconocimiento de expresiones faciales a través de un análisis de patrones de movimientos 
musculares faciales por medio de técnicas de aprendizaje profundo. 
 
1.2.  Problema 
Desde hace años el cuerpo humano se ha convertido en un tema importante para la 
exploración científica, debido a la cantidad de movimientos, funcionalidades que se producen de 
cada parte que lo compone. Dado que los sentidos son la puerta de entrada al mundo. Ser capaz de 
reconocer expresiones faciales que muestran las personas en diversas situaciones y analizarlas es 
una función que tiene mucha utilidad en el diseño de interfaces persona-computador (Cebrián C., 
2015). Por lo tanto, aprender a utilizar la información proporcionada por los sentidos de manera 
conjunta y efectiva, ayudará a integrar los aportes recibidos de distintas partes de su cuerpo, por 
ende, la necesidad de nuevas formas de interacción se hace evidente para aquellas personas que, 
por determinadas razones presentan limitada movilidad (Cai et al., 2018). Por lo tanto, tiene 
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impacto en la calidad de vida de las personas. En este contexto cobran importancia las interfaces 
hombre-máquina como alternativa (Morán G., 2015).  
Actualmente, con el aumento del poder computacional y la robotización; la interacción 
inteligente humano-máquina ha despertado interés en la sociedad, dada la habilidad de procesar 
datos mediante biosensores en áreas de estudio como el procesamiento de señales, la inteligencia 
artificial, la física y la neurobiología. La robótica se ha ocupado más de la interacción con las cosas 
que con las personas, de tal manera que, el diseñar un robot con reconocimiento de emociones 
faciales implica un gran desafío, debe ser robusto en sus componentes electromecánicos para alojar 
programas de reconocimiento o aprendizaje, y tener capacidades similares a las del cerebro 
humano. Dada la complejidad, el dinamismo de los ambientes en los que circulan y el coste elevado 
en cuanto a visión artificial con algoritmos que detectan rasgos faciales son factores limitantes en 
cuanto a su desarrollo (Guzmán, 2018). No obstante, frecuentemente los sistemas de datos y de 
reconocimiento de patrones están afectados por mediciones erróneas, distorsión de la información, 
incorrecto volumen de muestras o una inapropiada metodología de registro (Daza-Santacoloma et 
al., 2009). Además, la dificultad del desarrollo de procesos matemáticos robustos en sistemas 
embebidos implica un reto dada sus limitaciones en cuanto a métricas de diseño que son una 
medida de características de implementación como: costo, tamaño y consumo de energía para 
lograr un buen desempeño para procesar datos en tiempo real y un valor de precisión alto lo que 
implica un alto coste computacional (Vega, 2010). 
Gracias a que las señales electromiográficas (EMG) o también conocidas como 
mioeléctricas son señales eléctricas que se producen en los músculos cuando se contraen o relajan, 
pueden ser generadas de manera voluntaria por las personas, y se requiere un número reducido de 
sensores y canales para adquirirlas representa una buena opción para ser utilizadas (Muñoz B. et 
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al., 2013). El desarrollo de dispositivos que hacen uso de las señales biológicas producidas por los 
músculos del cuerpo permite crear interfaces mioeléctricas para el uso diario, ya sea para facilitar 
la vida diaria o para usos de recreación y entretenimiento, pues su uso ya no solo se centra en 
aplicaciones terapéuticas y de rehabilitación (Qi Yang et al., 2010). Debido a que obtiene 
información de las respuestas naturales del cuerpo, permitiendo así, la opción de crear sistemas 
interactivos que puedan identificar respuestas emocionales de los usuarios, fomentando un mayor 
nivel de interacción y aprendizaje a partir de la retroalimentación en la interacción humano – 
computadora (R.Aguiñaga et al., 2013). Esto es posible, tomando en cuenta técnicas de aprendizaje 
profundo por medio de redes neuronales cuya función es encontrar patrones entre datos de entrada 
que expliquen lo mejor posible la relación que existe entre la información proporcionada y el 
concepto abstracto que representan, de esta forma es posible crear un modelo que generalice lo 
aprendido, para que, ante datos que desconoce el concepto, encontrarlo (Kelati et al., 2019). De tal 
manera, se ve la necesidad de invertir en tecnología e investigación, en un sistema embebido que 
determine la expresión facial en personas con limitada movilidad con una aplicación que utilice 
biosensores pero que pueda aprovechar la tecnología moderna que ofrece el hardware y software 
libre, permitiendo que sea una aplicación en tiempo real  con el objetivo de validar el 
funcionamiento y dotar a un ordenador con la habilidad de reconocer, interpretar y procesar las 
emociones humanas y a su vez generar una nueva forma de interacción hombre-máquina en la que 
el usuario pueda interactuar con la computadora de manera sencilla e intuitiva. Considerando que 
la detección automática de emociones en el usuario se ha convertido en una parte indispensable de 





1.3.  Objetivos 
1.3.1. Objetivo General 
Desarrollar un sistema electrónico de reconocimiento de expresiones faciales basado en 
técnicas de aprendizaje profundo que permita determinar seis emociones básicas en personas con 
limitada movilidad por medio de una aplicación en tiempo real que valide el funcionamiento. 
 
1.3.2. Objetivos Específicos  
▪ Determinar bases teóricas correspondientes al sistema para definir los requerimientos 
(software, hardware) que permitan el desarrollo de la aplicación determinando la correcta 
posición de sensores a utilizar y diseño.  
▪ Realizar un esquema de adquisición de datos adecuado que permita encontrar patrones 
adecuados para el reconocimiento de expresiones faciales. 
▪ Realizar un proceso de filtrado de datos y aprendizaje profundo para la clasificación de 
expresiones faciales   
▪ Comprobar el funcionamiento de la aplicación a través de pruebas de reconocimiento de 
expresiones faciales. 
 
1.4.  Alcance 
Conseguir comprender la expresión facial de una persona a través del análisis de patrones 
de expresiones faciales puede proporcionar información muy valiosa para los sistemas de 
percepción afectiva. La expresión facial refleja no solo emociones, sino también sirve para enviar 
señales fisiológicas, de interacción social y de actividades mentales.    
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Este trabajo presenta el desarrollo de un sistema de reconocimiento de expresiones para 
personas con limitada movilidad que junto con una aplicación tiene como objetivo el identificar 
patrones de los músculos faciales para así determinar la emoción mediante la creación de una 
interfaz hombre-máquina. Esta interfaz evaluará en base a un procesamiento de señales EMG 
adquiridas en tiempo real del potencial eléctrico de los músculos faciales mediante 3 biosensores, 
para que el aprendizaje automático del sistema mediante redes neuronales en Python pueda 
determinar dicha expresión.  
Se utilizará el modelo en cascada como metodología, para el correcto desarrollo del 
software y hardware del sistema, donde, se divide cada uno de los procesos de desarrollo en 
sucesivas fases de proyecto, como el análisis: planificación, análisis y especificación de los 
requisitos; diseño y especificación del sistema; implementación: programación y pruebas unitarias 
y la verificación del sistema. 
En relación con la toma de señales faciales del usuario se optará por una aproximación no 
invasiva, como lo es la adquisición de señales EMG superficiales que consistirá en la aplicación 
de pequeños electrodos de bajo voltaje en el territorio muscular facial, sobre todo el músculo 
superciliar y el músculo cigomático o músculo de la sonrisa.  
Para el bloque de toma de datos, provenientes del acondicionamiento de la señal, se optará 
por el sistema Arduino ya que, los fabricantes brindan amplias posibilidades de diseño, tanto para 
la adquisición como para el tratamiento de la señal, mediante lecturas analógicas de los sensores a 
través de los pines analógicos que posee Arduino Mega y se enviarán al bloque de procesamiento 
de forma serial.  
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En el módulo de procesamiento de señales, que es la etapa encargada del tratamiento y 
procesamiento de la señal digital mediante algoritmos computacionales, mediante el proceso KDD 
permite identificar patrones válidos, útiles y comprensibles a partir de un conjunto de datos grandes 
y complejos. En este proyecto, para obtener la base de datos inicial, se recopilará información de 
las lecturas obtenidas en el bloque de toma de datos. Se diseña un algoritmo capaz de obtener y 
almacenar dicha información, que proceden de sensores que miden respuestas eléctricas de 
músculos faciales. Por lo que, para hacer tratamiento e identificar características en tiempo real, 
se requiere filtrado digital de una señal de tiempo usando una respuesta de impulso infinita (IIR) 
o respuesta de impulso finito (FIR). Combinando filtros adaptativos capaces de reconocimiento de 
patrones se evitará alterar el contenido de la señal EMG adquirida, además de que se puede 
eliminar ruidos que pueden pasar a través de los filtros convencionales que fallan a niveles bajos 
de amplitud de las EMG. En la fase de transformación, mediante el lenguaje de programación R 
dedicado a la computación estadística y gráficos, se pretende procesar de forma adecuada la 
información de la base de datos obtenida en el preprocesamiento, con el objetivo de que el 
algoritmo de aprendizaje pueda extraer el máximo conocimiento, dejando solo aquella información 
realmente útil.  
Como el sistema se emplea en una interfaz HCI, inicialmente, con la base de datos reducida 
se ejecutará una fase de entrenamiento en el algoritmo de técnicas de aprendiza profundo, las redes 
neuronales en la que se le indica al sistema de manera supervisada la forma en la cual debe 
clasificar las señales generadas por el usuario para diferentes estados deseados; posteriormente, la 
fase de operación, el sistema ya entrenado desarrolla la clasificación de las señales en tiempo real 
de las 6 expresiones faciales básicas.  
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Con la finalidad de determinar la mejor herramienta para el desarrollo de la interfaz, se 
realizará un estudio acerca de diferentes tipos de software y que de esta manera se pueda realizar 
una interfaz amigable con el usuario, de forma que, para iniciar el reconocimiento el administrador 
deba ejecutar la aplicación en el ordenador. Para la implementación, es importante reconocer las 
formas en que la tecnología puede ayudar a las personas a tener control de sus vidas. De tal manera, 
resulta imprescindible el realizar una interfaz que represente la emoción/expresión detectada para 
validar el proceso realizado. Posteriormente se procede a corregir las falencias que el sistema 
pueda tener, para mejorar la precisión. 
 
1.5.  Justificación  
El reconocer emociones a partir de las expresiones faciales es actualmente una de las áreas 
con más rápido crecimiento con aplicaciones en: estudios comportamentales, estudios en salud 
mental, procesos cognitivos y sistemas de interacción hombre máquina (Alvarez, 2009). De forma 
que, la inteligencia artificial ha tenido una implicación cada vez mayor en cualquier ámbito de la 
vida del ser humano, es la que hace posible que las tecnologías se adapten a las necesidades del 
ser humano. Dado que utilizar técnicas de aprendizaje que permiten a la máquina identificar dichas 
expresiones faciales. En inteligencia artificial, el reconocimiento de expresiones faciales, permite 
mejorar el comportamiento de robots mediante fases de aprendizaje ante interacciones con 
humanos, argumentando que hace que las máquinas sean aún más inteligentes (Yadira et al., 2017). 
Cuando el ser humano intenta comunicarse con otras personas un porcentaje muy alto es 
representado por la comunicación no verbal. Mehrabian demostró que, en la comunicación 
emocional, el 55% del mensaje se transmite por expresión facial, mientras que solo el 7% por 
lenguaje lingüístico y el 38% por entonación (Hai et al., 2015). Por lo tanto, saber reconocerlos e 
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interpretarlos es un aspecto clave de la evolución humana (Ebner et al., 2012). En este contexto, 
el objetivo es hacer la tecnología más inclusiva, así como mejorar la vida de todo tipo de personas 
y más aún en quienes padecen de limitada movilidad. En el Ecuador, según las estadísticas del 
Consejo Nacional para la Igualdad de Discapacidades existen 485.325 personas con discapacidad 
de las cuales 13.520 corresponden a la provincia de Imbabura siendo el 40% discapacidad física 
(CONADIS, 2020). De acuerdo con los datos, ayudar a las personas con limitada movilidad a 
recuperar parte de ella, es hoy factible gracias a la integración de inteligencia artificial (IA) y el 
reconocimiento de expresiones faciales.  
Hay múltiples alternativas para la creación de interfaces hombre-máquina mediante el uso 
de métodos no invasivos que proporcionan una forma de realizar mediciones en la actividad facial 
limitando las molestias sobre el usuario (Morán G., 2015). Como por ejemplo, el análisis de vídeo 
o imágenes, para detectar expresiones en el rostro pero limitan la capacidad de transmisión debido 
al uso de imágenes estáticas, cambios en las expresiones faciales como contracciones constantes 
de ciertas áreas musculares del rostro, lo que dificulta el análisis de consecución dinámica del 
rostro al expresar un estímulo (Martín de Diego et al., 2006). 
Por lo tanto, el registro de señales electromiográficas (EMG) mediante biosensores es una 
alternativa para realizar el reconocimiento de expresiones de forma más acertada, puesto que, una 
interfaz de este tipo permitiría al usuario controlar sistemas informáticos y/o electrónicos, por 
medio de la contracción de determinados músculos y con un coste computacional menor (Diaz R., 
2018). El propósito del proyecto es la interacción del usuario con el sistema, gracias al incremento 
en la capacidad de procesamiento que han experimentado los equipos informáticos han permitido 




La funcionalidad del dispositivo constituye un aporte al reconocimiento automático de 
expresiones faciales usando como técnica de aprendizaje de máquina las redes neuronales, con 
ellas lo que se pretende es clasificar emociones (felicidad, enfado, asco, miedo, sorpresa, tristeza) 
en base a señales electromiográficas de los músculos faciales en personas con limitada movilidad 
con el fin de incrementar su independencia y mejorar o facilitar su calidad de vida.  El usar este 
tipo de técnicas es la similitud que tiene con el funcionamiento del cerebro, en el que señales 
sensoriales se propagan a través de una compleja red jerárquica, lo que contribuye a incorporarlo 
















2. CAPÍTULO II. Revisión Bibliográfica 
En el presente capítulo se presenta la recopilación bibliográfica de la investigación 
realizada para el desarrollo de este proyecto. Se da a conocer un breve resumen acerca de trabajos 
relacionados incluyendo los resultados obtenidos en cuanto a ventajas y desventajas. Además, se 
mencionan los conceptos relacionados con el estudio de expresiones faciales, desde conceptos 
generales, como su anatomía, inserción, función, músculos principales involucrados en 
expresiones faciales, ubicación de sensores hasta pilares fundamentales de inteligencia artificial 
los cuales son el aprendizaje automático y el aprendizaje profundo, haciendo un especial enfoque 
en el empleo de redes neuronales (NN y LSTM) además del conjunto de datos usados en la fase 
de entrenamiento que sirven de sustento teórico y práctico para el desarrollo del proyecto.  
 
2.1. Trabajos relacionados  
Se han realizado varios estudios que brindan pautas fundamentales y aportes significativos 
al desarrollo del presente, tal es el caso de (Ang et al., 2004) que describe el desarrollo de un 
sistema electrónico basado en 3 señales electromiográficas (EMG) de los músculos faciales con 
las que se reconoce expresiones faciales básicas (feliz, enojado y triste). Usando un clasificador 
de distancia mínima, las tasas de reconocimiento excedieron la precisión del objetivo (85%) 
alcanzando 94.44% para los sujetos masculinos y femeninos. El proyecto brinda información sobre 
patrones de actividad física al expresar una emoción, con esto es posible tener información de los 
músculos faciales más evidentes en términos de contracción para reconocer las emociones 
deseadas por medio de algoritmos de clasificación vectorial (SVM) (Ang et al., 2004). 
Otro de los proyectos analizados es el caso de (Canento et al., 2011) que describe el diseño 
de un marco experimental de configuración para el reconocimiento de emociones basado en la 
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adquisición de datos etiquetados multimodales: electromiografía (EMG); Electrocardiografía 
(ECG); Actividad electrotérmica (EDA); Pulso de volumen de sangre (BVP); Temperatura 
periférica (SKT); y Respiración (RESP). Los mismos que son evaluados para distinguir entre  
emociones positivas, negativas y neutras mediante el empleo del clasificador k-NN, el mismo que 
obtuvo resultados con tasas de reconocimiento del 81% considerado como un valor aceptable 
(Canento et al., 2011).  
Monitorear en tiempo real la actividad de músculos faciales puede ser utilizado para 
aplicaciones de diagnóstico no invasivas, como es el caso de (Jiang et al., 2016) que describe el 
desarrollo de un sistema de monitoreo remoto de expresiones faciales con señal EMG basado en 
IoT de cuatro canales para el reconocimiento de cuatro expresiones faciales: neutra, sonrisa, ceño 
fruncido y nariz arrugada a través de un clasificador gaussiano multivariado entrenado. Con una 
precisión de clasificación del 82,4%. Este método no es tan efectivo dada las tendencias actuales 
como es la aplicación de técnicas de inteligencia artificial (Jiang et al., 2016).  
Un estudio en base a la implementación de estímulos en la Actividad EMG facial mejorada 
en respuesta a expresiones faciales dinámicas mediante videoclips fue desarrollado por (Sato et 
al., 2008), el cual  analizó registros EMG para el músculo corrugador superciliar, músculos 
cigomáticos mayores y un electrodo de referencia. Obteniendo mayor actividad EMG en 
expresiones de enojo y para expresiones faciales felices reacciones EMG más fuertes. Sin 
embargo, los resultados no fueron claros dado el dinamismo de los estímulos (Sato et al., 2008). 
Ya que la piel del rostro tiene la textura de un órgano de grano fino, que se contrae y relaja 
con la actividad de los músculos faciales. Las acciones de los músculos faciales permiten reconocer  
expresiones, utilizando directamente señales sEMG para percibir la actividad de cada músculo, 
bioinformación extraída de parches de electrodos, con características más estables que no 
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cambiarán bajo diferentes factores ambientales como lo desarrolló  (Kelati et al., 2019) mediante 
el empleo de aprendizaje automático para la caracterización de rasgos faciales SEMG, obteniendo 
resultados del 99%; y el Sistema de aprendizaje automático para reconocer las actividades 
musculares involucradas en las expresiones faciales capturadas por un electromiograma de 
superficie multicanal, tal es el caso de (Cai et al., 2018).  Así como  (Ruiz, 2016) que describe el 
desarrollo de un Mouse para personas con discapacidad controlado por medio de gestos. Sin 
embargo, la desventaja de utilizar esta técnica proviene de que un mismo músculo puede estar 
involucrado en diferentes expresiones.  
La diferencia con estos trabajos es que se lo realizará por medio de señales EMG y técnicas 
de aprendizaje profundo(Deep learning) lo que brinda mayor inteligencia a la máquina en 
comparación con técnicas que emplean  imágenes como el Modelo de reconocimiento continuo de 
expresiones faciales basado en el método de aprendizaje profundo (Sak et al., 2019).  
 
2.2. Movimientos musculares faciales 
Los músculos faciales están asociados a movimientos de diferentes volúmenes o regiones 
de la cara que conllevan a la representación de expresiones faciales. Para comprender más a fondo 
el campo de estudio de los movimientos musculares faciales a continuación se detallan conceptos 
básicos de los músculos faciales principales, su forma, trayecto, inserción y función en el rostro 
humano. 
 
2.2.1. Introducción  
Un estudio desde el punto de vista anatómico para tratar de catalogar expresiones en 
función de los movimientos musculares del rostro es el llevado a cabo por Paul Ekman, creador 
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del Sistema de codificación facial (FACS). Este sistema utiliza Action Units (AU) que son 
movimientos de un músculo o músculos que producen un cambio en el rostro (Ekman et al., 1999).   
Ekman (1978), plantea la existencia de seis emociones básicas universales: rabia, asco, 
miedo, felicidad, tristeza y sorpresa. Cada una de estas tiene un patrón de respuesta fisiológico 
específico. 
Los músculos de la mímica son los responsables de las expresiones de la cara y 
gesticulación, producen los cambios rápidos en el aspecto facial que ocurren en respuesta a las 
alteraciones en humor y emociones; desempeñan un papel muy importante en la comunicación no 
verbal. Se localizan bajo el tejido subcutáneo de la parte anterior y posterior del cuero cabelludo, 
la cara y el cuello. Desplazan la piel y también actúan como esfínteres y dilatadores de los orificios 
faciales (Carrasco, 2018).  
 
2.2.2. Potencial de acción de la unidad motora (PAUM) 
Una unidad motora se define como un motor neurona y todas las fibras musculares que 
inerva, de manera que cuando se activa, el impulso llamado potencial de acción se desplaza de la 
neurona motora hacia el músculo. Después de que el potencial de acción se transmite a través de 
la unión neuromuscular (área donde el nervio hace contacto con el músculo), se obtiene un 
potencial en todas las fibras musculares inervadas por la unidad motora particular a fin de mantener 
la contracción muscular (Figura 1). Se encuentra representado por ui(t) donde t son los intervalos 
entre pulsos, es decir, el tiempo entre el potencial de acción de la unidad motora adyacentes (Darak 
& Hambarde, 2015). 
La suma de todo esta actividad eléctrica se conoce como un potencial de acción en la unidad 
motora (PAUM). En electromiografía superficial debido a que múltiples fibras musculares están 
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inervadas por una sola motoneurona, la suma algebraica de estos potenciales de acción se considera 
la señal que normalmente se evalúa durante un EMG proveniente del conjunto de fibras musculares 
que constituyen un músculo en específico.  
 
Figura 1 Señal electromiográficas con cambios de amplitud en el registro cuando el músculo está en reposo y 
contracción muscular 
Fuente: Adaptado de  (Guzmán-Muñoz & Méndez-Rebolledo, 2018) 
 
La señal EMG m (t, F) con una fuerza F generada por los músculos, puede sintetizarse 
sumando PAUM de tal forma que puede expresarse como la Ecuación 1 y en la Figura 2 en la que 
se muestra la suma de potenciales de acción de fibras musculares. 
 
Figura 2 Señal EMG como suma algebraica de estos potenciales de acción 









Ecuación 1 Señal EMG en función de PAUM 
Fuente: Adaptado de  (Darak & Hambarde, 2015) 
  
2.2.3. Músculos principales 
La musculatura facial son todos derivados embriológicos del segundo arco faríngeo, por lo 
que están inervados por el nervio del segundo arco (par craneal) conocido como nervio facial 
(Bentsianov & Blitzer, 2004). Se insertan en la piel y son muy pequeños (véase Tabla 1). Es 
importante tener en cuenta la profundidad relativamente superficial de estos músculos, que se 
encuentran inmediatamente debajo de la piel y dermis dentro de la grasa subcutánea, puede variar 
en espesor de un sitio a otro en el rostro y entre personas. 
Músculos faciales superiores: Los músculos faciales juegan un papel importante en la 
expresión de sentimientos y pensamientos elevando o deprimiendo las cejas que corresponden a 
los músculos faciales superiores. Ubicados en la parte superior del rostro humano alrededor de los 
ojos, entre los cuales se encuentra el frontails, corrugator supercilii, procerus y orbicularis oculi 
(Marur et al., 2014).  
 
2.2.3.1. Frontails  
Este músculo no tiene inserciones óseas, ya que sus fibras surgen del músculo occipito 
frontalis del cuero cabelludo y aponeurosis y terminan en la piel y el tejido dérmico de la frente 
anterior y la frente.  
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▪ Forma y Trayecto: El músculo corre en una dirección vertical, y como tal, la contracción 
resultará en rígidos horizontales de la frente por encima del nivel de la frente Figura 3. 
▪ Inserciones: Se origina en el borde anterior de la aponeurosis epicraneal y se insertan en el 
tejido subcutáneo de las cejas y frente. En las cejas, las fibras musculares cruzan los 
fascículos de los músculos orbicular del ojo y corrugador de la ceja y entre las cejas, se 
entrecruzan las fibras con las del músculo prócer. 
▪ Función: Desplaza hacia delante el cuero cabelludo. Si actúan de forma simultánea elevan 
las cejas formando arrugas transversales en la frente, lo que otorga al rostro una expresión 
de sorpresa. 
 
Figura 3 Vientres del músculo occipitofrontal 
Fuente: Adaptado de (Zahrins, 2017) 
 
2.2.3.2. Corrugator supercilii 
Este músculo se adhiere al medialmente borde orbital y se inserta con el frontal en la piel 
lateralmente. La contracción produce verrítidos ticales conocidos como "líneas de expresión" en 
la glabela y frente media inferior (Bentsianov & Blitzer, 2004).  
▪ Forma y Trayecto: Es plano y delgado, se extiende a lo largo de la porción medial del arco 
superciliar, desde el extremo medial de este arco hasta la piel de la ceja. 
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▪ Inserciones: Se origina en el periostio de la porción nasal del hueso frontal y asciende en 
dirección lateral para insertarse a nivel cutáneo en la región del tercio medio de la ceja, 
ubicándose bajo el orbicular de los ojos y del propio músculo frontal como se muestra en 
la Figura 4. 
▪ Función: Su contracción lleva la ceja hacia abajo y en dirección medial, creando pliegues 
verticales o arrugas en la frente y por encima de ambas cejas.  
  
Figura 4 Músculo corrugador superciliar 
Fuente: Adaptado de (Zahrins, 2017) 
 
2.2.3.3. Procerus 
El músculo procerus arrastra hacia abajo el medial ceja uniéndose a la aponeurosis facial 
superpuesta los huesos nasales y se inserta en la piel de la ceja y frente inferior. La contracción de 
este músculo produce arrugas horizontales sobre el dorso nasal, o "Líneas glabelares", véase en la 
Figura 5. 
 
Figura 5 Músculo procerus 
Fuente: Adaptado de (Zahrins, 2017) 
18 
 
2.2.3.4. Orbicularis oculi  
Este es un músculo ancho y plano que rodea la fisura palpebral de cada órbita a modo de 
un esfínter circular y se extiende por cada uno de los párpados. Está formado por una porción 
palpebral y una porción orbitaria véase en la Figura 6. 
▪ Forma y Trayecto: Es un músculo ancho, aplanado y delgado, cuyas fibras concéntricas se 
disponen alrededor de la hendidura palpebral. 
▪ Inserciones: Porción Palpebral, rodea los conductos excretores de las glándulas de 
Meibomio y los folículos pilosos de las pestañas. Porción Orbitaria, rodean en círculo cada 
órbita. Se origina en la apófisis nasal del hueso frontal, ligamento palpebral medial y 
apófisis frontal del maxilar. 
▪ Función: Actúa como esfínter para cerrar los ojos y dilata el saco lagrimal, favoreciendo el 
flujo de las lágrima.  Contribuyen a la posición de las cejas (Bentsianov & Blitzer, 2004).  
 
Figura 6 Porciones del musculo Orbicular oculi 
Fuente: Adaptado de (Zahrins, 2017) 
 
Músculos faciales medios: La mayoría de los músculos miméticos se originan en esta 
región. Convergen junto con los músculos de la cara inferior principalmente al modiolo, situado 
justo lateral a la comisura externa de la boca (Marur et al., 2014). En la parte posterior se especifica 
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los músculos de la mitad de la cara como el Nasalis, Orbicularis oris, Levator Labii Superioris, 
Zygomaticus Minor y major, Buccinador, Levator Anguli Oris. 
 
2.2.3.5. Nasalis 
Este músculo surge del maxilar y envía fibras sobre el dorso nasal para desusarse en la 
línea media en una aponeurosis en el puente de la nariz, véase en la Figura 7. 
▪ Forma y Trayecto: De forma triangular, aplanada y delgada. Este músculo se extiende 
transversalmente sobre la parte media de la nariz hasta la fosa canina. 
▪ Inserciones: Se origina en la eminencia canina, alcanza el dorso de la nariz y se inserta en 
la aponeurosis sobre el puente de la nariz que une los músculos nasales. 
▪ Función: La contracción de la porción transversa del músculo nasal comprime las narinas. 
 
Figura 7 Músculo Nasalis porción transversa de color verde 
Fuente: Adaptado de (Zahrins, 2017) 
 
2.2.3.6. Levator Labii Superioris 
Este músculo surge de la infección margen orbitario rior y se inserta en el músculo del labio 
superior deslizamiento cular, lateral al elevador labii superioris alaeque nasi. 
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▪ Forma y Trayecto: Forma rectangular en el 83% y trapezoidal en el 7%. De forma aplanada, 
delgada y amplia; recubierto por el músculo elevador del labio superior y del ala de la nariz. 
▪ Inserciones: Se origina en el borde infraorbitario del maxilar y en el hueso cigomático por 
encima del agujero infraorbitario y sus fibras se dirigen en dirección inferior y medial, 
mezclándose con el músculo orbicular de la boca. 
▪ Función: Se encarga de elevar el labio superior y también profundiza el surco nasolabial 
durante la expresión de tristeza, véase en la Figura 8. 
 
Figura 8 Músculo elevador propio del labio superior 
Fuente: Adaptado de (Zahrins, 2017) 
 
2.2.3.7. Zygomaticus Minor 
El cigomático menor surge de la superficie lateral del cigoma. Este músculo también 
contribuye al pliegue nasolabial, ya que la contracción de las fibras que se Inter digitan con la piel 
profundizan este pliegue con el tiempo. 
▪ Forma y Trayecto: músculo de forma delgada, estrecha y alargada. 
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▪ Inserciones: Se origina en la porción anterior de la superficie lateral del hueso cigomático, 
cerca de la sutura cigomático maxilar y se inserta en la piel del labio superior y en el ángulo 
de la boca, como se muestra en la Figura 9.  
▪ Función: Tracciona hacia arriba y eleva el labio superior al mostrarse contento o a deprimir 
el surco nasolabial, al mostrar tristeza. 
 
Figura 9 Músculo cigomático menor 
Fuente: Adaptado de (Zahrins, 2017) 
 
2.2.3.8. Zygomaticus major 
Este músculo va desde el hueso cigomático al modiolo, mezclándose con el orbicular 
oris. La contracción dibuja el ángulo de la boca hacia arriba, como en reír. 
▪ Forma y Trayecto: músculo superficial, aplanado y acintado. 
▪ Inserciones: Se origina en la porción posterior de la superficie lateral del hueso cigomático 
en dirección al músculo cigomático menor y se inserta en la piel del ángulo de la boca 
alrededor de la región modiolar, las fibras musculares se entrelazan con el buccinador, el 
músculo elevador del ángulo de la boca y el músculo orbicular de la boca, como se muestra 
en la Figura 10 (Jiang et al., 2016). 
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▪ Función: Proporciona la tracción sincronizada de la región anterior del buccinador con la 
mucosa bucal oportuna hacia fuera y hacia arriba para crear una sonrisa. 
 
Figura 10 Músculo cigomático mayor 
Fuente: Adaptado de (Zahrins, 2017) 
 
2.2.3.9. Buccinador 
El buccinador forma el borde lateral de la cavidad bucal entre la cresta alveolar del maxilar 
y mandíbula. Se origina en la rampa estilomandibular phe y se inserta en el cabestrillo 
Orbicularis. Este músculo ayuda en el control del bolo en la masticación y en la fase oral de tragar, 
véase en la Figura 11. 
 
Figura 11 Músculo bucinator 
Fuente: Adaptado de (Zahrins, 2017) 
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2.2.3.10. Levator Anguli Oris 
Este músculo surge de la fosa canino e inserciones en el deslizamiento en la comisura 
lateral muscular, conocido como modiolos.  y funcionan actuando como un andamio para que los 
músculos tiren en el Levator Anguli oris también ayuda a sonreír. 
▪ Forma y Trayecto: tiene forma cuadrangular, es aplanado y se extiende desde la fosa canina 
hasta el labio superior. 
▪ Inserciones: Posee una situación más profunda y se encuentra cubierto por los otros dos 
músculos elevadores y por los músculos cigomáticos. Se origina en la fosa canina debajo 
del foramen infraorbitario, como se muestra en la Figura 12. 
▪ Función: Se encarga de elevar la comisura de la boca y puede contribuir a profundizar el 
surco existente entre la nariz y el ángulo de la boca durante la expresión de tristeza. En 
contracción enérgica y combinada con otros músculos sobre el labio superior, expone al 
canino, dando un aspecto de ira o amenazante. 
 
Figura 12 Músculo elevador del ángulo de la boca 






2.2.3.11. Orbicularis Oris 
El Orbicularis oris puede jugar un papel importante y ocasionalmente culto para predecir 
el papel en funciones esenciales como posición del labio en reposo y durante el movimiento, 
control de la comida y bebida, animación de la cara (sonriendo, frunciendo el ceño, etc.), y 
movimientos articulatorios (es decir, fruncir, susurrar, cosquilleo, soplo).  
▪ Forma y Trayecto: Es un músculo amplio, de forma elíptica, está formado por fibras 
musculares propias concéntricas que se disponen alrededor del orificio bucal, y también 
recibe fascículos de otros músculos circundantes. 
▪ Inserciones: Se origina en la región del ángulo de la boca y se inserta en la piel, en las 
membranas mucosas de los labios y sobre él mismo, como se muestra en la Figura 13. 
▪ Función: En el cierre u oclusión de los labios y protrusión de estos, a manera de esfínter. 
Participa en la función del habla y la masticación, su contracción más potente colabora con 
la función de succión. 
 
Figura 13 Músculo semiorbicular de los labios superior e inferior 




Músculos faciales inferiores: Un gran número de músculos converge alrededor del 
contorno de la boca. Como resultado, los suaves tejidos de los labios tienen una gran movilidad, 
lo cual da una gran sutileza a las expresiones faciales. Son denominados músculos faciales 
inferiores comprendidos en la unión al orbicular de la boca en la parte inferior, los cuales son: el 
depresor del ángulo de la boca, depresor del labio inferior y el mentoniano. 
 
2.2.3.12. Depresor Labii Inferioris 
El depresor labii inferiores surge de la mandíbula y se inserta en la piel y mucosa del labio 
inferior, medial al foramen mentoniano. La contracción empuja el labio hacia abajo y revierte el 
labio. 
▪ Forma y Trayecto: tiene forma cuadrangular y aplanada, está situado en la parte lateral del 
mentón y del labio inferior por debajo del músculo triangular de los labios. 
▪ Inserciones: Se origina en el tercio anterior del borde de la mandíbula entre la sínfisis del 
mentón y el foramen mentoniano y se inserta en la piel del labio inferior y mentón. Sus 
fibras musculares ascienden en sentido superior y medial algunas fusionándose con fibras 
del músculo orbicular de la boca, antes de insertarse en el labio inferior, como se muestra 
en la Figura 14 (Rodriguez et al., 2009). 




Figura 14 Músculo depresor del ángulo de la boca 
Fuente: Adaptado de (Zahrins, 2017) 
 
2.2.3.13. Depresor Anguli Oris 
Este músculo se origina en el mentubérculo tallo en la mandíbula e inserciones en el labio 
inferior lateral y modiolo. La contracción hace que el ángulo del labio inferior se deprima y abre 
la boca. Un mayor uso puede causar radialmente rítidos del labio inferior orientados, conocidos 
como "líneas de marioneta", véase en la Figura 15. 
 
Figura 15 Músculo depressor anguli oris 





En la Figura 16, se representa los músculos faciales que conforman el rostro humano, así 
como su ubicación, diferenciándose cada uno de acuerdo a un color y numeración especifica.  
 
Figura 16 Músculos de la cabeza y el cuello; vista lateral superficial. pág. 790 
Fuente: Adaptado de  (Bentsianov & Blitzer, 2004; Zahrins, 2017)  
 
A continuación, se presenta la siguiente Tabla 1 en la que se muestran la numeración y el 




Tabla 1. Musculatura facial representada en la Figura 16 
Numeración Músculo facial  
G Galea aponeurótica 
1 Frontails 
2 Temporalis 
3 Depressor supercilii 





9 Dilator naris anterior 
10 Compressor narium minor 
11 Nasalis (alar portion) 
12 Levator Anguli oris 
13 Orbicularis oris 
M Modiolus 
14 Masseter 
15 Depressor labii Inferioris 
16 Risorius 
17 Depressor Anguli oris 
18 Mentalis 
19 Compressor narium minor 
20 Dilator naris anterior 
21 Nasalis (alar portion) 
22 Buccinator 
 





2.2.4. Músculos de la expresión facial  
Comprender la musculatura facial es fundamental incluyen funciones relacionadas a 
esfínteres para protección ocular y competencia oral. También ayudan en la articulación del habla 
y el bolo. Además, deben transmitir complejas emociones y expresiones al mundo (Bentsianov & 
Blitzer, 2004). De forma simplificada se lo puede visualizar en la Tabla 2 a continuación como 
están involucrados los músculos faciales en las expresiones faciales básicas. 
El Sistema de Codificación de la Acción Facial (FACS; Ekman, Friesen, & Hager, 2002) 
incorpora una herramienta desarrollada para medir las expresiones faciales conocidas como 
Unidades de Acción (AU, Action Units) que son características morfológicas básicas de la cara, 
consiste en dividir el rostro en componentes individuales de movimiento o activación de músculos 
específicos. Contribuyen a detectar casi cualquier expresión facial en un rostro humano (Arranz 
Gutiérrez, María, 2018). La adición de varias unidades de acción permite generar una expresión 
facial, por ejemplo, la suma de las AU 1 (ceja interna elevada), AU 4 (cejas caídas), AU 11 (parte 
labio-nasal marcado), AU 15 (esquinas de los labios caídas), AU 17 (Mentón arrugado) y AU 43 
(ojos cerrados), en conjunto, representan una expresión de tristeza (Tabla 2) (Pérez Ariza, 2020).  
 











Elevador de cejas interior 
Elevador de cejas externo 
Elevador de tapa superior 






Depressor Anguli oris 
Corrugator supercilii  
Depresor superciliar 
Elevador de cejas interior 
Cejas más bajas 









Tirando de las comisuras de 
la boca hacia arriba y 
lateralmente 
Levantador de mejillas 
6+12 
Ira Orbicularis oris 
Orbicularis oculi 




Bajar las cejas 
Levantando el parpado 
superior 
Tensor de tapa 
Tensor de labios 
 
4+5+7+23 
Asco  Levator labii 
superioris 




Depresor de esquinas de 
labios 
Nariz arrugada 











elevados e inferiores tensos.  
Elevador de cejas interior 
Elevador de cejas externo 
Labios se alargan hacia 
atrás. 




Fuente:  Adaptado de (Cai et al., 2018; Ekman et al., 1999; Peña et al., 2020) 
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2.2.5. Ubicación de sensores 
La sensibilidad que presentan los electrodos superficiales a la ubicación espacial en la etapa 
de adquisición de la señal EMG genera que la amplitud de la señal varíe a medida que se desplaza 
en dirección longitudinal sobre los músculos.  Existen tres estrategias para la ubicación de los 
electrodos de ser el caso: la primera señala que el lugar adecuado es en el vientre del músculo entre 
el punto de origen y el de inserción del músculo, la segunda entre la zona de inervación y el tendón 
distal, una tercera forma señala como adecuado el punto motor. La primera estrategia resulta ser 
imprecisa ya que varía en función de quien mide la cantidad de masa muscular existente. La 
segunda requiere conocer las zonas de inervación de los músculos y la tercera opción provoca que 
al colocar electrodos en zona de inervación tienda a confundirse la señal por ser punto de gran 
densidad neural.  
En la literatura existe un informe que es ampliamente reconocido y empleado, elaborado 
por varios de los mayores expertos en el campo de la electromiografía superficial, y que recibe el 
nombre de SENIAM (Surface EMG for Non-invasive Assesment of Muscles), en el cual se 
propone una distancia entre electrodos de 20mm para sensores electromiográficos superficiales 
bipolares(Goleman et al., 2019).  
Una consideración general a la hora de colocar los electrodos es que la medición de los 
potenciales de unidad motora requiere de 3 electrodos, uno de referencia y 2 electrodos bipolares. 
En electromiografía facial, se coloca un electrodo de superficie activa Ag / AgCl de tipo plano en 
la superficie de la cara para la adquisición de la señal EMG, como se requiere evaluar los músculos 
mímicos se emplea 6 canales EMG. Cuatro electrodos conectados para medir las actividades; en 
el cigomático mayor (dos Electrodos) y supercilii corrugador (2 electrodos) y uno es conectado al 
suelo (Kelati et al., 2019). El cigomático mayor es el músculo en la mejilla cerca de la boca, 
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aumente la actividad o muestre emoción positiva (felicidad) (sin dolor) y en la parte superior parte 
de la ceja en la frente se encuentra el corrugador supercilii, el principal músculo funcional tiende 
a aumentar la actividad o mostrar emociones negativas (tristeza) (con dolor) (Ekman et al., 1999). 
Sin embargo, los músculos afectivos se localizan en diferentes áreas en base a diferentes 
expresiones faciales, posible afectivo involucrado los músculos de estas seis áreas son Depresor 
labii Inferioris, Orbicularis oris, Masetero, Zygomaticus, Frontalis, Orbicularis oculi. (Cai et al., 
2018) 
 
2.3. Sistemas Embebidos  
Al hablar de un sistema embebido es conveniente tener en cuenta los componentes entre 
los que se incluye software, hardware, sensores y la comunicación para que el sistema realice una 
tarea específica. Esta sección tiene como objetivo el profundizar en temas correspondientes a los 
sistemas embebidos con capacidad de realizar operaciones computacionales en tiempo real y de 
manera eficiente (Salas Arriarán, 2015).  
 
2.3.1. Introducción  
Los inicios de los sistemas embebidos se remontan a comienzo de los años 60, el software 
como parte de él se utiliza para controlar los productos electrónicos a nivel lógico (Perez, 2009). 
Por lo tanto, está definido como un sistema electrónico con capacidad de cómputo diseñado para 
ejecutar una o varias tareas específicas, se diseñan optimizando el tamaño y el consumo de energía 
(P. A. García, 2019). Se denominan embebidos puesto que forman parte de un dispositivo mayor 
con partes mecánicas o electromecánicas. El programa que ejecuta un sistema embebido es por lo 
general elaborado en lenguajes como el ensamblador, ANSI C, C++ o Basic (Salas Arriarán, 
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2015). Desarrollarlo involucra retos completamente diferentes a los que la mayoría de los 
programadores de software está relacionado, entender en forma clara y precisa lo que es este tipo 
de software es fundamental para su desarrollo, visualizar área de aplicación y por consecuencia de 
comercialización y de solución de problemas que impliquen un avance tecnológico (Vega, 2010).  
 
2.3.2. Tipos 
Los sistemas integrados se clasifican en cuatro categorías según su rendimiento y requisitos 
funcionales: 
▪ Sistemas integrados independientes 
▪ Sistemas integrados en tiempo real 
▪ Sistemas integrados en red 
▪ Sistemas integrados móviles 
 
2.3.3. Aplicaciones 
▪ Sistemas embebidos con microcontroladores: aparatos electrónicos, los sistemas de 
comunicación, los sistemas automotores, el equipo militar, las aplicaciones empresariales, 
los dispositivos médicos. 
▪ Sistemas mecatrónicos: La mecatrónica es una sinergia de sistemas mecánicos y eléctricos 
controlados por un sistema embebido. 
▪ Redes inalámbricas de sensores: dispositivos con poder de procesamiento y radio 
comunicación que operan con baterías, suficientemente baratos como para integrarlos, para 
habilitar el control y monitoreo remoto (Vega, 2010). 
 
2.3.4. Funciones específicas  
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Un sistema integrado o embebido generalmente está diseñado para una función específica, 
restringido en recursos y tiempo, por lo que el sistema embebido tiene que ser rápido y tolerante a 
tareas de ligeras variaciones en el tiempo de reacción (en tiempo real), con memoria limitada y 
consumo mínimo de energía. Implementan microprocesador o microcontrolador en el corazón del 
sistema embebido y diseñado para realizar operaciones (Bhunia & Tehranipoor, 2019). Como 
resultado, el software del sistema integrado requisitos y capacidades específicos de hardware. Se 
adapta al hardware en particular y tiene tiempo y limitaciones de memoria.  
 
2.4. Sensores 
Dispositivo de entrada que hace uso de un transductor, cambia el dominio de la variable 
física medida y provee una salida que será un dato útil para un sistema de medición. Generalmente 
los sensores entregan señales eléctricas a la salida, ya sean analógicas o digitales, debido a que 
este tipo de dominio físico es el más utilizado en los sistemas de medida actuales (Corona Ramírez 
et al., 2020).  
La clasificación por principio de transducción no ofrece una idea clara sobre qué tipo de 
variable física puede medir este. Sin embargo, la clasificación por  tipo de variable medida, suele 
ser la más común véase en la Tabla 3, su principio de funcionamiento es el mismo en todos los 
casos, y solo depende del tipo de configuración en que se coloque y como se interprete la señal de 









Tabla 3. Clasificación de sensores de acuerdo con sus características 
Tipo de variable Principio de transducción 
De posición, velocidad y aceleración  Piezoresistivo  
De nivel y proximidad Capacitivo 
De humedad y temperatura Piezoeléctrico 
De flujo y presión  Ultrasónico 
De color, luz y visión  Termoeléctrico 
De gas y PH Magnético 
Biométricos Fotoeléctrico 
De corriente Químico 
Fisiológicas  
 
Fuente: Adaptado de (Corona Ramírez et al., 2020) 
 
2.4.1. Sensores Biomédicos 
Los sensores biomédicos detectan parámetros médicamente relevantes como parámetros 
físicos simples como la frecuencia cardíaca, la respuesta galvánica de la piel hasta movimientos 
musculares. 
 
2.4.1.1. Sensores EMG 
Las mediciones de los biopotenciales se realizan utilizando diferentes tipos de electrodos 
especializados.  La función de los electrodos es acoplar los potenciales iónicos generados dentro 
del cuerpo a un instrumento electrónico. Los principales tipos de electrodos que se utilizan para 
detectar la señal EMG son: no invasivos (superficie de la piel) e invasivos (alambre o aguja). 
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▪ Invasivos: Los músculos del cuerpo están conformados por varias motoneuronas, las cuales 
inervan una zona específica de las fibras musculares. La electromiografía invasiva se 
encarga de obtener el registro del potencial generado por una unidad motora en particular. 
Se caracteriza ya que el electrodo penetra la piel logrando ponerse en contacto con el 
músculo interno. Es una técnica muy útil para diversas especialidades, sobre todo en 
rehabilitación, medicina interna o traumatología (Masin & Prados, 2016).  
▪ No invasivos: Denominados electrodos superficiales, son colocados directamente sobre la 
piel del músculo a evaluar, el más utilizado para captar señales bioeléctricas es el electrodo 
de plata-cloruro de plata (Ag/AgCl) (Moreno Sanz, 2017). La superficie de la piel entra en 
contacto con los electrolitos en el electrodo, la señal registrada corresponde al promedio 
de la actividad eléctrica de varias unidades motoras (UM´s) en el músculo. Este es el 
método que se utiliza principalmente para el desarrollo de prótesis mioeléctricas, donde el 
uso de los electrodos de aguja no sería muy cómodo para el paciente (Santander, 2018). 
 
2.4.1.2. Estándares para EMG 
Para señales EMG las especificaciones mínimas para el registro según la Sociedad 
Internacional de kinesiología Electrofisiológica (Internacional Society of Electrophysiological 
Kinesiology) se los puede observar en la Tabla 4. 
Tabla 4. Parámetros de registro de señales electromiográficas (EMG) 
Parámetros  Descripción 
Impedancia de entrada 1010 en DC y > 108 a 100Hz. 
Ganancia de amplificación 200 - 100.000 ±10% en incrementos discretos. 
No linealidad en la ganancia ≤ ±2.5% 
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Estabilidad en la ganancia Las variaciones deben ser de 5%/año.  
CMRR >90dB A 60Hz. 
Respuesta en Frecuencia 1-3000Hz medido a -3dB 
Corriente de bias de entrada < 50nA 
Aislamiento ≤ μA de leakage medida entre el paciente y tierra.  
Ruido < 5μV RMS medido con una resistencia de 100k 
 
Fuente: Adaptado de (Masin & Prados, 2016). 
 
2.4.2. Calibración de sensores 
Con una señal alterada no se garantiza que los resultados obtenidos con el procesamiento 
correspondan con la medición de variables deseadas, restando fiabilidad a los resultados obtenidos 
(Salamea Palacios & Luna Romero, 2019). Para la calibración de sensores que adquieren señales 
con mayor fidelidad, se debe tomar en cuenta: 
▪ Distancias de detección típicas entre los 20 y 80 mm. 
▪ Evitar que entre en contacto con líquidos, ya que el sensor también es sensitivo. 
▪ Amplificador de instrumentación con alto rechazo de modo común (CMRR). 
▪ Amplificador de instrumentación con Alta impedancia de entrada.  
▪ Distancia pequeña entre el amplificador de instrumentación y la fuente de la señal.  
▪ Filtrado de la señal, filtrado pasa bandas de 10 – 1kHz, sin embargo, para evitar el ruido 
por movimiento de cables (típicamente < 15Hz) se usa el filtro pasa banda de 20 hasta 500 
o 1kHz o un sistema de filtrado capacitivo.  
▪ Conversión A/D: resoluciones mayores o iguales a 10 bits y con frecuencias de muestreo 
de más de 1kHz (Cortés, Ramírez & Palomares, 2012). 
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Para calibrar la señal de sensores musculares de modo que la amplitud provocada por los 
potenciales de acción de las unidades motoras (PAUMs) en la máxima contracción muscular sea 
10 voltios (V). Para ello, se multiplica en el software el valor adquirido por un factor de 2.5. De 
esta manera se obtiene una señal EMG cuyos rangos de amplitud son entre -10V y 10V. 
 
2.4.3. Métricas de valoración de funcionamiento 
Para la implementación de un sistema embebido se debe considerar simultáneamente 
diversas métricas de diseño y funcionamiento que es una característica medible de la 







2.4.4. Interfaces  
El diseño de un producto que incorpora sistemas embebidos está orientado a minimizar los 
costos y maximizar la confiabilidad, tradicionalmente se realizaba a través de una terminal serie, 
pero actualmente existen varias interfaces que permiten el monitoreo a distancia: 
▪ Las interfaces de operador (Hombre-Máquina-HMI o Hombre-Computador HCI)  
▪ Las interfaces eléctricas (interfaces con otros componentes y dispositivos): I2C. 
▪ Las interfaces Exteriores - RS232, TTY, Ethernet, CAN, LIN y otros. 
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Una de las tecnologías emergentes que está tomando auge es la computación afectiva, cuyo 
objetivo es la implementación de dispositivos y sistemas aptos para el reconocimiento, 
interpretación, procesamiento y/o simulación de las emociones humanas, mejorando así la 
interacción hombre – máquina con sistemas embebidos (SE) (Juca Maldonado et al., 2018). 
 
2.4.4.1. Interfaces Hombre-Máquina HMI 
La interacción hombre - máquina (HMI) se ha propuesto como una forma prometedora de 
mejorar la calidad de vida. Controlar dispositivos de asistencia, como sillas de ruedas y prótesis 
de extremidades son ejemplos en esta área. Diseñar tales dispositivos requiere aplicar información 
confiable utilizando interfaces como canal de comunicación entre humanos y máquinas. Interfaces 
que dependen de las actividades neuromusculares faciales generadas a partir de gestos faciales. 
El uso de EMG y HMI visual para controlar un sistema inteligente aplicando seis EMG 
faciales de superficie, la fiabilidad y flexibilidad de estos sistemas depende directamente del 
número de clases (gestos), y los métodos utilizados para analizar los EMG de gestos faciales 
(Hamedi et al., 2013). 
El análisis de señales electromiográficas es complejo y más aún al considerar músculos 
faciales, por tanto, requiere procesamiento digital de la señal (DSP) con lo que se pretende reducir 
el ruido en la señal, generar acondicionamiento y suavizado de la señal con ventada de datos que 
permitan posteriormente la extracción de características, reducción de dimensión de datos y la 
clasificación que son las etapas comunes que forman parte del reconocimiento de patrones EMG 
de gestos faciales. De los cuales, la tasa de reconocimiento depende principalmente de la 
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efectividad de la función EMG y algoritmos de aprendizaje para que dichos resultados sean 
presentados por medio de una interfaz generando interacción hombre – máquina (HMI). 
 
2.5. Acondicionamiento y tratamiento de datos  
La señal muscular EMG, es generada por el cerebro al momento en que éste envía un 
impulso nervioso a las unidades motoras, provocando la inervación de las fibras musculares. Las 
variaciones fisiológicas en el estado de la membrana de la fibra muscular son detectadas, 
procesadas y analizadas con electromiografía. La electromiografía superficial que mide los 
potenciales de varias unidades motoras para evaluar el desempeño promedio de un grupo muscular 
(Poveda & Trujillo, 2018). 
 
2.5.1. Acondicionamiento de la señal 
Las señales EMG superficiales (EMG), son esencialmente un patrón unidimensional, por 
lo que cualquier técnica de procesamiento de señales para extracción de características y 
reconocimiento de patrones se puede aplicar a este tipo de señales. La información extraída de las 
señales EMG, es seleccionada de tal manera que se minimice el error en el control de los sistemas.  
En el acoplamiento de hardware y software, los circuitos utilizados para la adecuación de 
la señal de salida de un sensor se conocen como acondicionadores de señal y su uso principal es 
convertir una señal, que puede ser difícil de leer por el sistema de procesamiento, en un formato 
más fácil de leer (Corona Ramírez et al., 2020). Para realizar esta conversión, se llevan a cabo 




2.5.1.1. Amplificación  
Es el proceso de aumentar la magnitud de una señal (véase Figura 17); por ejemplo, llevar 
una señal de 5-10 mV a una señal de 0-5 V, donde A se denomina factor de amplificación.  
 
Figura 17 Método de amplificación de señales 
Fuente: Adaptado de (Corona Ramírez et al., 2020) 
 
▪ Amplificador aislamiento: El amplificador de aislamiento, es el encargado de separar las 
referencias de la tierra de la línea y la referencia de la tierra de baterías usadas para 
alimentar a los amplificadores de instrumentación que serán conectados por medio de los 
electrodos de los músculos. Este amplificador de aislamiento por lo general tiene su 
configuración, dada por la hoja de especificación del fabricante (Herrera B, 
2017).  Protegen los componentes de adquisición de datos de voltajes modo común, que 
son diferencias de potencial entre la tierra del instrumento y la tierra de la señal. 
 
▪ Amplificador modo seguidor: La fidelidad de la señal detectada por un electrodo depende 
el tratamiento posterior de la señal, el amplificador en modo seguidor permite el acople 
para adaptar la impedancia de la señal EMG adquirida, con esto se consigue percibir la 
señal EMG con mayor exactitud. En el momento de capturar la señal, ésta posee un nivel 
de corriente bajo, por lo tanto, para acondicionar la señal bioeléctrica con el circuito 
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electrónico de adquisición es necesario construir un seguidor de voltaje. Esta configuración 
se caracteriza porque tiene una alta impedancia de entrada y una muy pequeña impedancia 
de salida, lo que le permite ser utilizado como etapa de aislamiento como se muestra en la 
Figura 18. La configuración del seguidor tiene una ganancia Av=1.  
 
Figura 18 Amplificador modo seguidor de voltaje 
Fuente: Adaptado de (Pardo Durand, 2019) 
 
2.5.1.2. Linealización 
Es la conversión de una señal no lineal en una señal cuyo comportamiento sea lineal, 
también conocida como señal linealizada (véase Figura 19 apartado a). 
 
2.5.1.3. Filtrado  
Es el proceso mediante el cual se desprecian componentes no deseadas de una señal (véase 
Figura 19 apartado b). Existen distintas configuraciones de filtros, de acuerdo con las componentes 
que se desean conservar o eliminar de la señal. Por lo tanto, la eliminación de ruido es la 
procesamiento aplicado en señales biopotenciales (EMG).  
Una variedad de filtros de FIR o IIR, adaptativos, al método wavelet puede ser aplicado en 
términos de cancelación de ruido para mejorar señal a la tasa de ruido para lograr un sistema de 
reconocimiento de patrones (Jiang et al., 2016). Entre los que se evalúa la implementación de un 




a)                                                                                      b) 
Figura 19 Etapas de acondicionamiento de la señal a) Linealidad b) Filtrado 
Fuente: Adaptado de (Corona Ramírez et al., 2020) 
 
▪ FIR 
El filtro de media móvil es un caso especial del filtro FIR regular, utiliza una secuencia de 
1 escalados como coeficientes por lo que es quizás uno de los filtros FIR más utilizados debido a 
su simplicidad conceptual y facilidad de implementación. Sin embargo, es óptimo para reducir el 
ruido aleatorio al tiempo que conserva una respuesta de paso nítida, lo que lo convierte en un 
bloque de construcción versátil para aplicaciones de procesamiento de señales de sensores 
inteligentes. 
Toma M muestras de entrada y calcula el promedio de ellas para producir un solo punto de 
salida. A medida que aumenta la longitud del filtro, aumenta la suavidad de la salida, mientras que 












Ecuación 2 Filtro digital FIR media móvil 
Fuente: Adaptado de (Smith, 2003) 
 
Donde x[i] representa la señal de entrada EMG de un canal correspondiente un músculo en 
específico, y[i] que representa la señal de salida filtrada y M el número de puntos. La cantidad de 
reducción de ruido es igual a la raíz cuadrada del número de puntos promediados. Por ejemplo, en 
100 puntos reducción de ruido en un factor de 10.  
 
▪ Savi-golay 
El filtro Savitzky-Golay (SG) se caracteriza principalmente por suavizar lecturas 
analógicas de sensores obtenidas mediante el conversos análogo digital (DAC). Es una condición 
necesaria para el filtrado SG que las lecturas deben tomarse a intervalos de tiempo uniformes. 
Los coeficientes se pueden calcular como números enteros, con un factor de normalización 
de números enteros o como coeficientes decimales. En el caso de los coeficientes enteros, el valor 
filtrado simplemente se calcula multiplicando cada lectura por el factor de ponderación apropiado, 
sumando estos y luego dividiendo por el factor de normalización, véase en la Ecuación 3. 
𝑦
𝑖









Ecuación 3 Filtro Savitzky-Golay en la señal EMG 
Fuente: Adaptado de (Smith, 2003) 
 
De donde 𝑎𝑖 son los coeficientes del polinomio,  𝑥𝑖  representa el punto donde se filtrará 
que corresponde a la señal de entrada y ∆𝑥 que representa el espaciamiento para cada punto.  
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▪ Gaussiano:  
En electrónica y procesamiento de señales, el filtro Gaussiano cuenta con características de 
filtro pasa-bajo cuya respuesta al impulso es una función Gaussiana. Es decir, modifica la señal de 
entrada por convolución cuyos coeficientes están determinados por los valores de una función de 
distribución Gaussiana, como en la Ecuación 4. 
 
𝑓(𝑥) = 𝑎 𝑒
−(𝑥−𝜇)2






Ecuación 4 Filtro Gaussiano 
Fuente: Adaptado de (Smith, 2003) 
 
Donde: a es la constante del filtro que debe ser mayor a 0 (a >0), 𝜇 representa la media y 
𝜎2 el valor de varianza. 
 
2.5.1.4. Conversión 
Cuando una señal continua o analógica, en términos de electrónica, se requiere en forma 
discreta o digital, para su posterior procesamiento por un dispositivo como un microcontrolador 
(véase Figura 20). 
 
Figura 20 Conversión de una señal analógica a digital 




2.5.2. Tratamiento de datos  
Las bioseñales son básicamente señales eléctricas generadas por el cuerpo humano, las 
mismas que al ser adquiridas contienen información relevante acerca del comportamiento, estado 
o función. Generalmente, se agrupan en categorías como biopotenciales. Para el tratamiento de 
señales provenientes como biopotenciales musculares, los datos requieren análisis que se relaciona 
directamente con el voltaje del registros electromiográficos, donde los parámetros más importantes 
son la amplitud y frecuencia (Avila Lapo & Fajardo Taday, 2019).  
Por lo tanto, es necesario un tratamiento de los datos para analizar valores absolutos, picos 
máximos, desviación estándar y la relación señal a ruido.  
 
2.5.2.1. Media  
El valor de la media que corresponde a la sumatoria de todas las componentes de la señal 
𝑥𝑖 entre el valor total de muestras representado por N. Representa la corriente directa o DC, véase 
en la Ecuación 5. 







Ecuación 5 Formula de la Media o valor promedio de una señal 
Fuente: Adaptado de (Smith, 2003) 
 
2.5.2.2. Desviación estándar 
El valor de desviación estándar representa hasta qué punto la señal oscila de la media, es 
decir, mide la porción AC de la señal. Corresponde a la raíz cuadrada de la varianza que es la 
potencia de fluctuación, véase en la Ecuación 6.  
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𝜎 =  √
1
𝑁 − 1





Ecuación 6 Formula de desviación estándar 
Fuente: Adaptado de (Smith, 2003) 
 
2.5.2.3. Relación señal a ruido 
A partir de estas ecuaciones se puede determinar el valor de relación a ruido SNR y el 
coeficiente de variación CV. De las mismas que se busca que tenga un SNR alta o un CV bajo, 










Ecuación 7 Relación señal a ruido y coeficiente de variación 
Adaptado de (Smith, 2003) 
 
2.5.3. Aprendizaje automático (Machine Learning) 
Machine learning o aprendizaje automático es la capacidad que tienen las máquinas para 
aprender, usando ciertos algoritmos a través del cual puede tomar sus propias decisiones y 
proporcionar el resultado al usuario. Básicamente es considerado el subcampo de la Inteligencia 
Artificial. Hoy en día, el aprendizaje automático se utiliza para la clasificación de datos complejos 
y toma de decisiones (Somvanshi et al., 2017). 
Para resolver diferentes tareas y aplicaciones como aquellas que involucran el diagnóstico 
médico, visión por computadora, reconocimiento de voz, predicción de ventas, incluido el 
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reconocimiento de comportamiento, reconocimiento de gestos e interacciones basada en el habla 
(Kelati et al., 2019).  
 
2.5.3.1. Selección de características 
Los principales métodos para el procesamiento de señales en machine learning (ML) son 
la adquisición de datos, extracción de características y selección de características. Para la señal 
sEMG, la etapa de extracción de características es pasando por diferentes pasos de procesamiento 
de la señal no deseada que incluye la eliminación de ruido de la señal (Kelati et al., 2019). 
La selección de características es un paso esencial que elimina los datos redundantes y 
facilita el proceso de clasificación. Generalmente en el dominio del tiempo y la frecuencia de cada 
muestra se extraen características, que se pueden utilizar para representar un patrón sEMG. Cada 
filtrado la muestra tiene 2000 puntos discretos de un canal; hay 6 canales que representan áreas de 
músculos afectivos involucrados. Cada canal tiene 12 funciones de tal forma que 2 funciones son 
combinadas de 6 canales. Por lo tanto, hay un total de 74 funciones para cada expresión (Cai et al., 
2018). 
 
2.5.3.2. Aprendizaje supervisado 
En este tipo de aprendizaje el sistema cuenta con datos o entradas de muestra los cuales 
son estudiados y analizados por parte del sistema para luego producir una función inferida que se 
puede utilizar para mapear nuevos ejemplos (Somvanshi et al., 2017). Facilita buscar patrones de 




2.5.3.3. Aprendizaje no supervisado 
En este tipo de aprendizaje el sistema cuenta con algunas entradas de muestra, pero no hay 
ninguna salida por lo cual mediante categorización el algoritmo diferencia correctamente entre los 
conjuntos de datos al definir una función que describa la estructura oculta a partir de datos no 
etiquetados (Somvanshi et al., 2017). A menudo se busca una probabilidad que genere muestras 
que son estadísticamente similares a las muestras de datos observadas (Carleo et al., 2019).  
 
2.5.3.4. Aprendizaje por refuerzo  
El aprendizaje por refuerzo es un subdominio de la máquina de aprendizaje inspirado en la 
psicología conductista, tratando con cómo los agentes de software deben tomar acciones en un 
medio ambiente para maximizar alguna noción de recompensa acumulativa. Se estudia y se utiliza 
en muchas teorías como teoría de juegos, teoría de control, operaciones investigación, teoría de la 
información, inteligencia de enjambres, algoritmos estáticos y genéticos (Somvanshi et al., 2017). 
 
2.5.4. Aprendizaje profundo (Deep Learning) 
Deep learning o aprendizaje profundo es una técnica de machine learning, que hacen uso 
de arquitecturas de redes neuronales que contienen varias capas lo que las diferencia de las redes 
neuronales convencionales. Este tipo de aprendizaje es un aspecto de inteligencia artificial (IA) 
que se ocupa de emular el enfoque de aprendizaje del ser humano para obtener ciertos tipos de 
conocimientos (Saez de la Pascua, 2019). 
Se ejecutan en una jerarquía de creciente complejidad y extracción. Cada algoritmo en la 
jerarquía aplica una transformación no lineal en su entrada y utiliza lo que aprende para crear un 
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modelo estadístico como salida, hasta que la salida ha alcanzado un nivel de precisión aceptable 
(véase Figura 21). De esta manera, el modelo aprende por sí mismo y es capaz de hacer la selección 
de características.  
 
Figura 21 Comparación entre dos técnicas: a) Machine learning tradicional b) Deep learning 
Fuente: Adaptado de (Wang et al., 2018) 
 
Según (Gallud Baños, 2019) indica que, simulando el comportamiento de la red neuronal, 
cada nodo de la capa se encuentra conectado a todos o a unos cuantos nodos específicos de la capa 
siguiente. La profundidad de la red dependerá de la cantidad de capas existentes. Además, se 
construye una jerarquía de abstracción desde el nivel más bajo, hasta el más alto. Cada nodo recibe 
el nombre de neurona artificial, en la que cada una acumula la información proveniente de la 
anterior en su correspondiente enlace sumándole información a la siguiente neurona o nodo. A 
partir de este punto es posible realizar el entrenamiento neuronal de la red (Briones Gárate, 2020). 






2.5.4.1. Red neuronal artificial (ANN) 
Las redes neuronales artificiales son modelos matemáticos que tratan de simular el 
comportamiento de las neuronas biológicas del ser humano, de forma que, cada neurona simboliza 
una unidad de proceso que forma parte de una entidad mayor denominada como red neuronal 
artificial ANN profundas (Cortés Antona, 2017). Comúnmente es la más empleada dado que 
demuestran un rendimiento extraordinario al tratar gran cantidad de datos, por ende, podría mejorar 
la precisión de un modelo no lineal debido a su mayor capacidad de aprendizaje profundo a través 
de dos o más capas ocultas (V. H. Lee et al., 2020). 
 
2.5.4.2. Red neuronal profunda DNN 
La red neuronal profunda DNN hace alusión a un perceptrón multicapa (MPL) con diversas 
capas ocultas, resuelve el problema de generalización y estabilidad del entrenamiento y escala en 
Big Data. Es el algoritmo empleado en sistemas robustos que requieren precisión predictiva.  MLP 
son redes neuronales feedforward con una arquitectura compuesta por la capa de entrada, oculta y 
de salida, como se muestra en la Figura 22. Cada capa está formada por pequeñas piezas llamadas 
neuronas(Ahmed & Brifcani, 2019).  
 
Figura 22 Estructura general de MPL en Deep Learning 
Fuente: Adaptado de (Ahmed & Brifcani, 2019) 
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En la capa de entrada, las neuronas obtienen los datos de entrada X y se envían a la siguiente 
capa de la red. La capa oculta en la que cada neurona obtiene los datos, que son una suma 
ponderada de las salidas de la neurona en el capa anterior. Se aplica una función de activación 
dentro de cada neurona para controlar la entrada. esta red proporciona un mapeo no lineal de un 
vector de entrada a la salida, que es parametrizados por pesos. Para asegurar que la salida esté lo 
más cerca posible del objetivo, el entrenamiento determina el vector de peso apropiado W. 
 
2.5.4.3. Red neuronal recurrente (RNN)  
La red neuronal recurrente, considerada como un algoritmo potente y robusto con memoria 
interna, hace que el algoritmo sea capaz de recordar y aprender información importante sobre la 
entrada que recibió, esta capacidad hace que el algoritmo sea preciso para predecir. En RNN, la 
información recorre un ciclo, como se muestra en la Figura 23 (Ahmed & Brifcani, 2019). 
 
Figura 23 Estructura general de RNN en Deep Learning 
Fuente: Adaptado de (Ahmed & Brifcani, 2019) 
 
2.5.4.4. Parámetros del aprendizaje profundo 
Existen varios parámetros a tomar en cuenta al momento de generar un algoritmo de 
aprendizaje profundo como lo son: optimización del gradiente, funciones de activación, número 
de capas ocultas y el escalado de características.  
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▪ Optimización del gradiente 
La optimización del gradiente se produce mediante el entrenamiento de descenso del 
gradiente estocástico. Es decir, en este proceso el algoritmo modifica los pesos internos de las 
conexiones entre capas a fin de reducir el error, por lo tanto, se calcula un vector de gradiente y se 
ajusta en su dirección opuesta buscando un mínimo donde el error promedio sea bajo (Guerrero 
Castro, 2018).  
Ada delta: Método de aprendizaje por dimensión que se adapta dinámicamente con 
respecto al tiempo, por lo cual, elimina la necesidad de experimentar con el factor de aprendizaje. 
Este método realiza una estimación utilizando gradientes recientes, es decir, de forma local 
calculando así su promedio exponencialmente decreciente al cuadrado.  
Adam: Método generalmente usado de optimización estocástica, requiere solo gradientes 
de primer orden para a partir de ellos en un primer y segundo momento calcular tasas de 
aprendizaje adaptativo para diferentes parámetros. 
MSProp: Este método usa una gradiente de re escalado llamada momentum y puede dar 
pasos grandes en su operación, con lo que produce divergencia.  
 
▪ Número de capas ocultas 
Este parámetro tiene una estrecha relación con la capacidad del sistema del modelo de red 
neuronal. Comúnmente si un modelo de red neuronal tiene gran cantidad de capas 
ocultas; significa que tiene gran capacidad para comprender la complejidad de un conjunto de 
datos de entrenamiento dado y tener un sistema complejo. Sin embargo, el simple hecho de usar 
muchas capas ocultas no garantiza la buen rendimiento de la red neuronal. El tamaño de la capa 
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oculta se establece en 2n  donde n es 5 para sistemas simples, 6 para sistemas ligeramente complejos 
y 8–9 para sistemas complejos(D. Lee et al., 2020).  
 
2.5.5. Función de activación de redes neuronales 
La función de activación de neuronas en la capa oculta desempeña un papel fundamental 
para proporcionar el aprendizaje de la red neuronal. En capas ocultas, las neuronas no tienen 
capacidad superior a la red del perceptrón ordinario en problemas lineales. Por lo tanto, las 
funciones de activación no lineales a menudo se usan para neuronas en la capa de salida, lo que 
influye en que la red con múltiples capas sea poderosa (Salgado Reyes et al., 2018). 
La activación de cada neurona depende de: las entradas (Xi), pesos (Wi), valor umbral (u) 
de activación, índice sobre unidades de capas anteriores y una función de activación (fa), que da 
como resultado una salida Xj como se muestra en la Ecuación 8. 
𝑋𝑗 = 𝑢 + ∑ 𝐹𝑎(𝑋𝑖) ∗ 𝑊𝑖𝑖          
Ecuación 8 Salida de la función de activación  
Fuente: Adaptado de (Salgado Reyes et al., 2018) 
 
Al clasificar varias clases, la capa final convierte sus entradas en una probabilidad, esto se 
logra a través de la función de activación Softmax, en el cual el costo o perdida relaciona las 
probabilidades con las salidas de la función y toma valores de uno o cero para determinar la 
clasificación. De esta manera, la función de activación determina un rango que definirá el estado 
de activación de una neurona Esta función es normalmente creciente y monótona (Cortés Antona, 
2017). Las funciones más comunes son sigmoideo, tangente hiperbólica y rectificación lineal, de 
55 
 
las cuales depende la velocidad de convergencia y la calidad de la solución obtenida.  La Tabla 5 
presenta la función y el dominio para el cálculo del gradiente y la activación de la red neuronal. 
Tabla 5. Funciones de activación de redes neuronales más empleadas 



































3. CAPÍTULO III. Desarrollo del Sistema Electrónico de Reconocimiento de 
Expresiones Faciales 
Este capítulo tiene como finalidad tratar temas relacionados con el proceso del diseño del 
sistema electrónico de reconocimiento de expresiones faciales, detallándose requerimientos, 
descripción y arquitectura que se representará por medio de un diagrama de bloques del prototipo, 
una vez definidos estos parámetros se procederá al desarrollo del proyecto. El diseño de un sistema 
debe seguir una serie de procesos o metodología, para garantizar el funcionamiento adecuado del 
sistema. Por ello, se muestra el desarrollo de la propuesta del proyecto utilizando la metodología 
de desarrollo de software basado en el “Modelo en Cascada”. 
 
3.1. Situación actual 
Los algoritmos de Inteligencia Artificial (IA) han experimentado gran crecimiento  durante 
la última década y más aún con el estudio de reconocimiento automático de expresiones faciales 
(FER) que ha sido de interés para investigadores de visión por computadora y aprendizaje 
automático. Esto se debe a la gran importancia que representa en tareas de análisis del 
comportamiento humano, como entrevistas, conducción autónoma, tratamiento médico, entre 
otros (González-Lozoya et al., 2020). Las expresiones faciales rigen las interacciones sociales y la 
capacidad de discernir estados emocionales de los demás, es la base de habilidades sociales 
complejas como la toma de perspectiva y la empatía (Garcia & Tully, 2020).  
Recientemente, métodos basados en enfoques de aprendizaje profundo han obtenido mejor 
rendimiento que los métodos tradicionales. Sin embargo, es un reto del aprendizaje profundo el 
uso de sistemas computacionales limitados debido a su necesidad de emplear grandes volúmenes 
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de datos. Las cámaras fotográficas y de video son las herramientas más usadas para el 
reconocimiento automático de expresiones faciales al capturar el estado dinámico de la expresión 
facial. Se pueden usar varios algoritmos de visión por computadora para identificar expresiones 
faciales. Sin embargo, estos métodos pueden tener algunas limitantes (Taskiran et al., 2020).  Las 
cámaras deben enfocar hacia la cara del usuario evitando cualquier tipo de vibración, lo que es 
difícil de identificar en función de la vista lateral. Además, debe mantener iluminación extrema, 
buena resolución y una base de datos con una cantidad de imágenes suficiente, caso contrario 
afecta a la extracción de características que da como resultado una mala precisión de 
reconocimiento. 
El aumento de factores humanos en tecnologías de nueva generación da lugar a una 
alternativa funcional que son los sistemas que usan biopotenciales eléctricos de los músculos 
faciales mediante la señal electromiográficas (EMG) como bioinformación, extraída de parches de 
electrodos, por lo que tienen características más estables que no varían bajo diferentes factores 
ambientales. Ya que la piel del rostro tiene la textura de un órgano de grano fino, que se contrae y 
relaja con la actividad de los músculos faciales. Las acciones de los músculos faciales, utilizando 
directamente las señales EMG permiten percibir la actividad de cada músculo, de tal forma que el 
reconocer expresiones faciales sea  precisa (Cai et al., 2018). Las mismas que pueden ser 
determinadas mediante la tendencia actual del aprendizaje profundo mediante redes neuronales lo 
que genera un funcionamiento similar a las neuronas del ser humano dotando a las máquinas de 







Para el desarrollo de esta investigación, se siguió la metodología de desarrollo de proyectos 
“Modelo en Cascada”, la cual cumple en gran manera con el proceso de creación del proyecto, 
análisis, diseño, programación, integración, pruebas y mantenimiento del software. De tal manera 
que, sigue una secuencia lineal, esto permite identificar etapas específicas a las cuales se les debe 
dar cumplimiento en orden, a medida que se van implementando se realiza las adecuaciones 
pertinentes y las pruebas para mitigar los errores que se puedan presentar. Es así que no existe 
relación o retroalimentación entre etapas en este modelo.  
Este proyecto, el cual tiene como objetivo crear un sistema electrónico de reconocimiento 
de expresiones faciales a través del uso de técnicas de inteligencia artificial de alto nivel 
específicamente Deep learning, se encuentra orientado en una parte al desarrollo de software que 
valide su funcionamiento. En la Figura 24, se muestra el modelo secuencial en Cascada, para a 
continuación especificar a detalle cada fase que lo compone.  
 
Figura 24 Modelo de secuencia lineal en cascada 
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En la etapa de definición de requisitos del software se contempla a detalle los 
requerimientos que debe cumplir el software bajo restricciones y objetivos que son los establecidos 
por parte de los usuarios del sistema   
En la etapa de diseño del software se particiona el sistema en software y hardware de tal 
forma que se traducen los requisitos en una representación de software contemplando la 
arquitectura total del sistema en donde se enfocan tareas de estructura de datos, interfaz y el detalle 
procedimental o algoritmo (Buchori et al., 2017).  
En la etapa de implementación y pruebas unitarias se emplea las herramientas y soluciones 
designadas en el diseño para así obtener un programa ejecutable en tiempo real, esta etapa depende 
de cuan detallado se encuentre en la etapa del diseño para realizar las pruebas de cada proceso.  
En la etapa de integración y verificación del sistema se centra en el funcionamiento 
específicamente en el manejo interno del software y sus actividades externas, de tal forma que los 
datos que ingresan generen los resultados esperados. Asegurando que todas las secuencias y 
funciones del software se han comprobado. 
Finalmente, la etapa de operación y mantenimiento del software implica posibles cambios 
ante la presencia de errores, adaptaciones del software de acuerdo al entorno a lo largo de su vida 
útil o ajustes según los requerimientos del usuario (González González et al., 2019).  
 
3.3. Introducción al desarrollo del proyecto 
Esta sección presenta los lineamientos principales que rigen el desarrollo del sistema 
prototipo de reconocimiento de expresiones faciales; los aspectos a cubrir son los siguientes: 




El objetivo fundamental en el que se sustenta gran parte de este proyecto es el de diseñar 
una solución adecuada al reconocimiento de expresiones faciales basado en señales 
electromiográficas (EMG), con el uso de técnicas de vanguardia en el área de Inteligencia 
Artificial. Se pretende realizar la identificación automática de expresiones faciales en personas que 
presentan limitada movilidad. Para lograr dicho objetivo es imprescindible tomar muestras para el 
entrenamiento del algoritmo de aprendizaje profundo (Deep learning) para que el sistema aprenda 
y determine el tipo de expresión en base a tres canales EMG de la actividad de músculos faciales 
en tiempo real, para demostrar el funcionamiento del sistema en la fase de pruebas.  
 
3.3.2. Beneficiarios 
Los beneficiarios del sistema se clasifican en beneficiarios directos e indirectos. Los 
beneficiarios directos constan de la población con limitada movilidad, la cual se compone de 
aquellos individuos que tienen una discapacidad relacionada con la movilidad. En la provincia de 
Imbabura alrededor del 40% corresponden a personas con discapacidad física, según las 
estadísticas del Consejo Nacional para la Igualdad de Discapacidades (CONADIS, 2020). Por otro 
lado, los beneficiarios indirectos comprenden al resto de la comunidad de la UTN. A continuación, 
se detallan las características de cada tipo de usuario: 
▪ Los usuarios directos resultan ser una parte importante del proyecto debido a que son los 
sujetos quienes realizarán la prueba en el reconocimiento de expresiones faciales en tiempo 




▪ Los usuarios indirectos del sistema se conforman en general de toda la comunidad de la 
UTN específicamente a la Facultad de Ingeniería en Ciencias Aplicadas ligados al campo 
de la Inteligencia Artificial.  
 
 
3.4.  Requerimientos del sistema 
Como primera fase del desarrollo del reconocimiento de expresiones faciales mediante 
técnicas de aprendizaje profundo, se encuentra la etapa de definición de requerimientos del 
sistema, se tomó como referencia el estándar ISO / IEEE 29148: 2018 (ISO/IEC/IEEE, 2018), el 
mismo que contiene directrices para el proceso relacionado con la ingeniería de requisitos a lo 
largo del ciclo de vida de sistemas y software, permite definir características y atributos que se 
requiere en el proyecto, restricciones necesarias, y especificar requisitos y funciones del sistema 
en el contexto de Ingeniería del software.  
A continuación, se muestran diferentes tablas las mismas que están diseñadas en base al 
estándar por lo que contienen los requisitos relevantes del sistema, requerimientos de arquitectura 
y requerimiento de stakeholders. La Tabla 6 especifica los acrónimos usados para la definición de 
requerimientos.  
 
Tabla 6. Definición de acrónimos base al estándar  ISO / IEEE 29148:2018 
Acrónimo Descripción 
SySR Requerimientos del Sistema 
SRSH Requerimientos de Arquitectura 
StSR Requerimientos de Stakeholders 
 




Para el desarrollo del sistema, se establece las especificaciones de requerimientos técnicos 
tomando en consideración la opinión proporcionada en base a una encuesta desarrollada a la Lic. 
Leticia Chávez y Lic. Yuliza Carlosama, fisioterapistas del centro de rehabilitación física FISIO 
SPORTLIVE, expertas en musculatura corporal (véase en el Anexo 2) , los cuales al ser obtenidos 
deben tener las siguientes características: completos, inequívocos, correctos, trazables, 
modificables y verificables. Una buena especificación de requerimientos se debe considerar en 
base a su prioridad tal como se puede visualizar en la Tabla 7. Dicha prioridad es evaluada entre 
alta, media y baja es de suma importancia para la selección del software y hardware. 
 
Tabla 7. Prioridad de los requerimientos del sistema 
Prioridad Descripción 
Alta Considerado como un requerimiento crítico que debe ser considerado en 
el desarrollo del sistema para validar su funcionamiento 
Media Estos requerimientos pueden ser omitidos solo en condiciones de fuerza 
mayor, el no incluir puede afectar la decisión del sistema. 
Baja Se pueden omitir, este requerimiento no genera impacto significativo en 
el sistema 
 
Fuente: Adaptado de   (Chacua C., 2019) 
 
3.4.1. Requerimientos iniciales del sistema 
La especificación de requisitos iniciales del Sistema (SySR) identifica los requisitos 
técnicos y la usabilidad para la interacción humano-sistema prevista. Define los requisitos del 
sistema de alto nivel desde la perspectiva del dominio, junto con información básica sobre los 
objetivos generales del sistema, su entorno de destino y una declaración de limitaciones, supuestos 
y requisitos no funcionales.  
A continuación, se describen en la Tabla 8 los requerimientos iniciales del sistema (SySR). 
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3.4.2. Requerimientos de arquitectura 
Los requerimientos de arquitectura (SRSH) son aquellos que contemplan los 
requerimientos tanto de hardware como de software y sistema eléctrico.  Se realiza un análisis de 
las directrices de requerimientos de arquitectura en la Tabla 9 que sirven como base para la 
selección del hardware y software que se adapte a las necesidades del proyecto.  
SySR 
REQUERIMIENTOS INICIALES DEL SISTEMA 
# REQUERIMIENTOS PRIORIDAD RELACIÓN 
  Alta Media Baja  
REQUERIMIENTOS DE INTERFAZ 
SySR1 El sistema deberá ejecutar el reconocimiento de 
expresiones faciales en tiempo real  
X    
SySR2 El sistema debe interactuar con el usuario a través de 
una interfaz grafica  
X    
SySR3 El sistema debe interactuar con una CPU (Unidad 
central de procesamiento) 
X    
SySR4 El sistema requiere conexión a una fuente de 
alimentación  
X     
REQUERIMIENTOS DE PERFORMANCE 
SySR5 Reconocimiento de expresiones faciales para 
personas con limitada movilidad 
X    
SySR6 Reconocimiento facial en un entorno no controlado X    
SySR7 Validación de la expresión/emoción detectada en 
tiempo real 
X    
REQUERIMIENTOS DE MODOS/ESTADOS 
SySR8 El sistema debe permanecer procesando siempre y 
cuando los electrodos se encuentren en su posición  
X    
REQUERIMIENTOS FISICOS 
SySR9 El sistema debe estar situado correctamente en un 
lugar donde no interfiera con las actividades de las 
personas y esté conectado a la PC.  
X    
SySR10 Los electrodos deben estar colocados en la ubicación 
de los músculos correctos donde pueda obtener la 
información adecuada para el reconocimiento 
X    
REQUERIMIENTOS DE SEGURIDAD 
SySR11 El sistema debe poseer un nivel básico de seguridad 
física como lógico 
 X   
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 Tabla 9. Requerimientos de Arquitectura
SRSH 




 Alta Media Baja  
REQUERIMIENTOS DE DISEÑO 
SRSH1 Los sensores deben ser localizados correctamente de tal forma que cubran los tres músculos involucrados en 
expresiones faciales donde el reconocimiento se realizará  
X   SRSH2 
SRSH2 El sistema debe poseer sensores superficiales y poco invasivos para el usuario, garantizando la comodidad en la 
prueba 
 X  SRSH1 
SRSH3 El sistema debe poseer un botón que active y desactive el sistema electrónico en la interfaz  X   
REQUERIMIENTOS DE HARDWARE 
SRSH4 El sistema requiere sensores musculares con ganancia ajustable  X    
SRSH5 El sistema requiere una placa con memoria mayor a 10KB para un tratamiento de señales EMG en tiempo real  X    
SRSH6 El sistema debe estar constituido por un bloque de acondicionamiento de señal, para que los valores sean 
reconocidos por la tarjeta de adquisición de datos. 
X    
SRSH7 El sistema requiere una placa de adquisición de datos con al menos 8 pines analógicos para los sensores 
musculares 
X    
SRSH8 El sistema requiere una placa que permita el entrenamiento de modelos de aprendizaje automático y profundo X    
SRSH9 El sistema requiere estar conectado a una PC para la interfaz HMI X    
SRSH10 El CASE debe tener el tamaño suficiente para albergar a todos los dispositivos que conforman el sistema.  X   
SRSH11 El sistema requiere comunicación con velocidad de transmisión superior a 50 Mbps X    
SRSH12 El sistema requiere un protocolo de comunicación que opere a 5V para la placa de toma de datos X    
SRSH13 El sistema requiere protección de aislamiento eléctrico de voltaje de modo común  X   
SRSH14 El sistema requiere un nivel de seguridad física ante posible manipulación de los componentes  X   





REQUERIMIENTOS DE SOFTWARE 
SRSH16 Se requiere de un sistema operativo y lenguaje de programación de código abierto. X    
SRSH17 Se requiere compatibilidad con el bloque de procesamiento X    
SRSH18 Se requiere que el software permita ejecutar el código de inteligencia artificial en tiempo real X    
SRSH19 Se requiere software que permita usar de manera dinámica los recursos en la capacitación de modelos de 
aprendizaje automático y profundo. 
X    
SRSH20 Se requiere software de base de datos no relacional que permita obtener bajo impacto o costo en el rendimiento 
del sistema 
X    
SRSH21 Se requiere de un software o kit de herramientas de diseño de interfaces de usuario (GUI) para la visualización 
de resultados. 
X    
SRSH22 Se requiere compatibilidad de software con bibliotecas de aprendizaje automático y profundo X    
SRSH23 El sistema requiere un nivel de seguridad básico que evite la alteración del código fuente  X    
REQUERIMIENTOS ELÉCTRICOS 
SRSH24 Voltaje de alimentación a 7 a 12 voltios y corriente de 300mA X    
3.4.3. Requerimientos de Stakeholders 
Los stakeholders son personas o entidades que participan directa o indirectamente en el 
desarrollo del prototipo, en este caso los usuarios del sistema de reconocimiento de expresiones 
faciales. A continuación, en la Tabla 10 se muestran los stakeholders que participan en el diseño 
del sistema.  
 
Tabla 10. Lista de Stakeholders del Sistema 
Lista de Stakeholders Descripción 
1. Usuarios del sistema  Personas con limitada movilidad 
2. PhD. Paúl Rosero  Director inicial del trabajo de titulación 
3. MsC. Fabian Cuzme  CoDirector del trabajo de titulación 
4. MsC. Luis Suárez  CoDirector del trabajo de titulación 
Director designado del trabajo de titulación  
5. Paola Sanipatin  Desarrolladora del Proyecto 




Los requerimientos de stakeholders (StRS), tienen como finalidad definir los 
requerimientos operacionales y de usuario por parte de los interesados del sistema. En la Tabla 11 






















3.5. Selección de Hardware y Software 
En esta sección se realiza la selección del hardware y software, con tablas comparativas 
que contiene especificaciones técnicas tales como en el caso del sensor, que proporcione la señal 
procesada de contracción muscular, así como Amplificadores operacionales con las mejores 
características para trabajar con señales electromiográficas. En base a los requerimientos 
establecidos en la Tabla 9 de Arquitectura (SRSH) de tal forma que al final pueda ser elegido aquel 
que se adapte al proyecto.  
 
StSR 
REQUERIMIENTOS DE STAKEHOLDERS 
# REQUERIMIENTOS DE USO PRIORIDAD RELACIÓN 
  Alta Media Baja  
REQUERIMIENTOS OPERACIONALES 
StSR1 Adquisición de datos de entrenamiento (señales 
electromiográficas de músculos faciales) para 
construcción del clasificador de aprendizaje 
profundo 
X    
StSR2 Para el entrenamiento se debe poseer una base 
de datos de valores EMG para diferentes 
expresiones faciales ordenadas de manera 
correcta en carpetas 
X    
REQUERIMIENTOS DE USUARIOS 
StSR3 Los usuarios directos del sistema pueden 
manipular la interfaz HMI  
 X   
StSR4 Para la obtención de muestras de expresiones 
faciales, se debe capturar varias señales EMG 
por expresión de cada individuo.  




Es conveniente realizar la selección y diseño en dos fases, el trabajo que contempla esta 
sección está destinado a la selección del hardware de acuerdo con los requerimientos de hardware 
especificados en la Tabla 4 acerca de Requerimientos de Arquitectura (SRSH).  
 
3.5.1.1.Bloque de sensores 
En este bloque en primer lugar se determinan los sensores idóneos para el desarrollo del 
reconocimiento de expresiones faciales y posteriormente se determinarán las zonas o áreas 
musculares faciales en las cuales se ubicarán dichos componentes. Para la elección del tipo de 
sensor se procederá a realizar un benchmarking, con lo cual el dispositivo con las mejores 
características que se ajusten al sistema propuesto será escogido, para ello es necesario conocer el 
tipo de variable a medir, en este caso la actividad eléctrica de fibras musculares, o dicho de forma 
técnica el potencial de acción en la membrana de la fibra muscular que resultan de procesos de 
contracción (PAUM), especificado a profundidad en el Capítulo II en la sección 2.2.2. 
Al ser el principal objetivo del proyecto el reconocimiento de expresiones faciales en base 
a un análisis de músculos faciales es necesario elegir un tipo de sensor muscular que capture 
señales electromiográficas del potencial de las unidades motoras que existen en el mercado actual, 
que cumplan con los requerimientos de Arquitectura de software en los que se incluye: ganancia 





▪ Tipos de sensores musculares 
Sensor MyoWare (AT-04-001): El sensor muscular MyoWare se encarga de medir la 
activación muscular a través del potencial eléctrico, conocido generalmente como electromiografía 
(EMG), está diseñado para operar directamente con un microcontrolador, es decir, contiene una 
salida primaria de sensores que corresponde a una señal amplificada, rectificada e integrada, pero 
además contiene una salida EMG sin procesar (RAW) tal como se puede observar en la Figura 25. 
 
Figura 25 Sensor muscular MyoWare (AT-04-001) 
Fuente: Adaptado de (Technologies, 2015) 
 
La posición y orientación de los electrodos del sensor muscular tienen gran efecto en la 
fuerza de la señal, así como hay que tener en cuenta las especificaciones de la Tabla 12 antes de 
implementarlo. Los electrodos deben colocarse en el medio del cuerpo muscular y alineado con la 
orientación de las fibras musculares. Colocar el sensor en otros lugares podría reducir la fuerza y 
la calidad de la señal del sensor debido a una reducción del número de unidades motoras medidas 
e interferencia atribuida a la diafonía. 
 
Tabla 12. Especificaciones técnicas sensor MyoWare 
Parámetros Descripción 
Voltaje de suministro Min (+ 2,9 V) TYP (+3,3V o +5V) Max (+ 5,7 V) 
Potenciómetro de ganancia  Min (0,01 Ω) TYP (50 kΩ) Máx. (100 kΩ) 
Voltaje de señal de salida  
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▪ Sobre EMG 
▪ EMG sin procesar 
Min (0V) Máx. (+ Vs) 
Min (0V) Máx. (+ Vs) 
Impedancia de entrada TYP (110 GΩ) 
Corriente de suministro TYP (9 mA) Máx. (14 mA) 
Relación de rechazo de como 
común (CMRR) 
TYP (110) 
Sesgo de entrada TYP (1 pA) 
Tamaño 52.3mm x 0.82mm 
 
Fuente: Adaptado de (Technologies, 2015) 
 
Sensor muscular v3: El sensor muscular v3 está diseñado para usarse directamente con un 
microcontrolador. Por lo tanto, el sensor no emite una señal EMG RAW sino más bien medirá la 
actividad eléctrica amplificada, rectificada y suavizada (Figura 26) que funciona bien con un 
microcontrolador (ADC), el tamaño de salida se toma dependiendo de la cantidad de actividad en 
el músculo seleccionado de acuerdo con las especificaciones de la Tabla 13. 
 
Figura 26 Sensor muscular v3 
Fuente: Adaptado de (Technologies, 2013) 
 
Tabla 13. Especificaciones técnicas sensor muscular v3 
Parámetros Descripción 
Voltaje fuente de alimentación (Vs) Min (± 3,5 V) TYP (± 5 V) Máx. (± 18 V) 
Ajuste de ganancia,  
ganancia = 207 * (X / 1 kΩ) 
Min (0,01 Ω (0.002x)) 
TYP (50 kΩ (10,350x)) 
Máx (100 kΩ (20,700x)) 
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Voltaje de señal de salida (rectificado y 
suavizado) 
Min (0V) Máx (+ Vs) 
Voltaje de entrada diferencial Min (0 mV) TYP (2-5mV) Máx (+ Vs / ganancia) 
Tamaño 25.4mm x 25.4mm (1pulgada x 1 pulgada) 
 
Fuente: Adaptado de (Technologies, 2015) 
 
Sensor análogo EMG SEN0240: Este sensor refleja músculos y actividades neurales de 
humanos mediante la detección de EMG que integra un circuito de filtrado. Amplifica la EMG 
mínima dentro de ± 1,5 mV 1000 veces y deprime los ruidos (especialmente la interferencia de 
frecuencia de potencia) por entrada diferencial y circuito de filtro analógico. La señal de salida es 
analógica, que toma 1,5 V como voltaje de referencia véase en la Tabla 14. Es un sensor de 
inducción activo que puede proporcionar una colección de señales de alta calidad y es fácil de usar, 
la Figura 27 muestra su estructura. 
 
Figura 27 Sensor muscular análogo SEN0240 
Fuente: Adaptado de (DFRobot, 2017)  
 
Tabla 14. Especificaciones técnicas sensor EMG análogo SEN0240 
Parámetros Descripción 
Voltaje de suministro (Vs) Min (+ 3,3 V) TYP (± 3 V) Máx (5.5 V) 
Rango de detección Min (± 1,5 mV) 
Voltaje de señal de salida  Min (0V) Máx (+ Vs) 
Tamaño 22mm*35mm (0.87*1.38) pulgadas 
 




▪ Selección del sensor  
Para efectuar la selección del sensor adecuado, se procede a la realización de la Tabla 15 
comparativa que contenga los requerimientos de los sensores descritos anteriormente, basándose 
en las especificaciones técnicas y en el precio de los dispositivos, el cual se obtuvo de las diferentes 
páginas web de tiendas electrónicas y de portales de venta tales como: Amazon, Mercado Libre, 
OLX entre las más populares e incluso proveedores de componentes electrónicos en Ecuador. Los 
precios de los sensores musculares en análisis no incluyen costos de envío.  
Tabla 15. Análisis comparativo de los sensores musculares 
Parámetros MyoWare Ad 8832 v3 EMG SEN0240 
SRSH1 Si Si No 
SRSH2 Si Si Si 
SRSH4 Si Si Si 
SRSH7 Si Si Si 
SRSH10 Si No No 
Precio $ 37.99 $45.00 $ 37.50 




En la selección del sensor muscular, de acuerdo con los requerimientos de arquitectura, se 
concluye que es óptimo utilizar el sensor MyoWare AT-04-001 dadas las prestaciones con las que 
cuenta como una salida primaria de la señal que se encuentra acondicionada y una salida RAW de 
la señal sin procesar. Por lo que es adecuado para el tratamiento de señales musculares aparte de 
que permite incorporar un adaptador para que la prueba sea lo más cómoda para el usuario 
utilizando electrodos no invasivos. Esto significa que el sensor a pesas de las limitantes en precio 
y disponibilidad ofrece una precisión bastante alta que es lo que se requiere para el reconocimiento 
de expresiones faciales con músculos que no presentan gran elongación (véase ANEXO 6).  
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3.5.1.2.Bloque Acondicionamiento de la señal 
Este bloque es el encargado de acondicionar la señal de tal forma que sea perceptible para 
el microcontrolador o conversor ADC. Por lo general para el acondicionamiento de una señal 
electromiográficas se requiere de una etapa de pre amplificación, filtrado, rectificador de onda 
completa, detector de envolvente y amplificación. De estas etapas que requieren las señales 
mioeléctricas captadas mediante electrodos del biopotencial de músculos faciales. El sensor 
muscular MyoWare seleccionado en la etapa anterior resulta fundamental, debido a que contiene 
un acondicionado de la señal de tal forma que al conectarlo al microcontrolador es posible observar 
la información capturada por los electrodos. Sin embargo, aún requiere de un amplificador de 
aislamiento diseñado para aislar eléctricamente dos circuitos entre sí.   
De acuerdo con el fundamento teórico presentado en el Capítulo II en la sección 2.4.4.1. 
específicamente en la etapa de amplificación. Es posible determinar el tipo de amplificador y modo 
de configuración con el fin de que permita proteger al paciente ante posibles variaciones de 
corriente generando un acoplamiento de carga.  
 
▪ Selección del amplificador operacional 
Analizando las configuraciones indicadas en el apartado anterior se tiene las siguientes 
posibilidades para el acondicionamiento y aislamiento del usuario de corrientes de fuga de la fuente 
de alimentación, en la Tabla 16 se muestra una comparativa de amplificadores operacionales que 







Tabla 16. Comparativa amplificador de aislamiento 
Requerimientos LM324N TL084 LM353  
SRSH6 Si Si Si 
SRSH12 Si No Si 
SRSH13 Si Si Si 
Precio $ 3.88 $ 6.00  $ 12.00 




En esta etapa, el sensor muscular cuenta con acondicionamiento incorporado, por lo tanto, 
es necesario implementar un filtro adicional para evitar cambios en la amplitud y un amplificador 
de aislamiento. El ISO124 es el recomendado por las especificaciones del fabricante para el 
aislamiento de modo común. Sin embargo, el utilizar un amplificador en modo seguidor de voltaje 
provee de un acople de impedancias entre una carga de baja impedancia y una fuente que requiere 
una carga de alta impedancia. Básicamente su tarea principal es desacoplar circuitos por lo que a 
su vez provee protección y aislamiento.  
Por su costo y disponibilidad en el medio cercano se opta por utilizar el amplificador 
operacional LM324N que cuenta con características que se muestran en la Tabla 17.  Las 
especificaciones completas se pueden obtener en el ANEXO 7. 
 
Tabla 17 Especificaciones técnicas Amplificador OP LM324N 
Parámetros Descripción 
Voltaje fuente de alimentación (Vs) Suministro único: +3[V] a +30[v] 
Suministro dual: ±1,5 [V] a ±15 [V] 
Ancho de banda  1,3 [MHz] 
Ganancia de voltaje  100 [dB] 
Corriente de alimentación  Corriente de alimentación 20  
Desplazamiento de voltaje de entrada  5 [mV] máximo 
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CMRR  80 [dB] 
 
Fuente: Adaptado de  (Instruments & Snosc, 2015) 
 
El circuito integrado LM324N está compuesto por cuatro amplificadores operacionales 
independientes de alta ganancia que requiere un suministro único o amplia gama de voltajes duales. 
Para su utilización en un sistema EMG están: ancho de banda de 1,3 [MHz] suficiente para el rango 
de frecuencias de una señal EMG, véase en la Figura 28. 
 
Figura 28 Terminales básicos del amplificador operacional LM324N. 
Fuente: Adaptado de (Instruments & Snosc, 2015) 
 
3.5.1.3.Bloque de toma de datos  
Este bloque es el encargado de receptar la información del biopotencial eléctrico de 
músculos faciales obtenido a través del circuito de acondicionamiento de la señal y transformarla 
en una señal digital por medio de Conversores análogos digitales (CAD). Por lo tanto, es 
importante contemplar la elección de la placa de adquisición de datos.  
La placa que se implementará en el bloque de toma de datos debe cumplir los 
requerimientos de Arquitectura enunciados en la Tabla 9 correspondientes a los requerimientos de 
Hardware, el principal es que pueda leer los datos de 3 sensores musculares MyoWare. En los que 
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se incluye que la placa debe tener un voltaje de operación entre 5 a 12 V, poseer al menos 8 pines 
análogos y un lenguaje de programación de software libre  basado en C++. 
 
▪ Selección placa de toma de datos  
Mediante un análisis exhaustivo de los requerimientos de arquitectura (Tabla 9), la placa 
elegida debe tener las características que se muestran en la siguiente Tabla 18 de comparativa entre 
las diferentes placas existentes en el mercado.  










SRSH7 No Si No Si 
SRSH10 No Si No Si 
SRSH16 Si Si Si Si 
Precio $ 9.99 $15.99 $ 6.50 $ 24.99 




De acuerdo con las especificaciones de cada una de las placas de procesamiento de datos y 
tomando en cuenta la Tabla 9 en la que se especifica los requerimientos de hardware, se concluye 
que es óptimo el uso del Arduino Due debido a que trabaja a 84Mhz (3.3V) aportando una potencia 
superior a los otro microcontroladores, lo que lo hace idóneo para proyectos con alta capacidad de 
procesamiento, con lo cual es suficiente para la lectura de los tres canales de señales 
electromiográficas de los sensores musculares. Cabe señalar que para programarlo contiene un 
lenguaje estándar C/C++, que es una adaptación de una librería C de alta calidad adecuada para 
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emplearla con compiladores GCC para sistemas operativos derivados de UNIX en 
microcontroladores AVR de ARmel. 
 
Arduino Due: A continuación, en la Tabla 19 se detalla la distribución de pines, con sus 
principales características de acuerdo con su hoja de especificaciones técnicas. Para verificar las 
especificaciones completas se pueden obtener en el Anexo 4. 
 
Tabla 19. Especificaciones técnicas de la placa Arduino Due 
Parámetros Descripción 
Microcontrolador AT91SAM3X8E 
Tensión de funcionamiento 3.3V 
Voltaje de entrada (recomendado) 7-12 V 
Voltaje de entrada (límite) 6-16 V 
Pines de E / S digitales 54 (12 proporcionan salida PWM) 
Pines de entrada analógica 12 
Corriente de salida CC total en todas 
las líneas de E / S 
130mA 
Corriente CC para pin de 3.3V 800 mA 
Memoria flash 512 KB todos disponibles  
SRAM y EEPROM 96 KB (dos bancos: 64 KB y 32 KB) 
Tamaño 101,52 x 53,3 milímetros 
 
Fuente: Adaptado de (Arduino, 2018) 
 
3.5.1.4.Bloque de comunicación  
Este bloque es el encargado de establecer la comunicación entre la placa de adquisición de 
datos y la computadora (PC) de escritorio o portátil. En base a los requerimientos de hardware 
establecidos en la Tabla 9, se requiere una placa de adquisición de datos programable, por lo tanto, 
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resulta fundamental el emplear el estándar de IN/OUT (entrada/salida) para periféricos de PC que 
aportan conexiones fáciles y simples, e incorporan funciones como “Universal Plug-And-Play” y 
“hot swapping” o “hot plugging” al emplear Bus Serie Universal (USB) (Intel et al., 2000).  Se 
requiere para la comunicación: velocidad de transmisión superior a 50 Mbps, distancia de 
operación mayo a 3m y un nivel de tensión de 5V. 
 
▪ Selección del tipo de comunicación  
De acuerdo con los requerimientos de Arquitectura especificados en la Tabla 9 acerca del 
tipo de comunicación para adquisición y procesamiento de los datos, en la Tabla 20 se muestra 
una comparativa acerca de los protocolos de comunicación para determinar cuál se adapta mejor 
al presente proyecto.  
Tabla 20 Comparativa protocolos de comunicación 
Requerimientos RS-232 RS-485 Micro USB 2.0 Bluetooth HC-05 
SRSH7 Si Si Si Si 
SRSH11 No No Si No 
SRSH12 No Si Si No 
Precio $ 7.00 $ 4.99 $ 4.99 $ 5.95 




La placa Arduino Due se conecta al computador (PC) a través de un cable micro USB-serie 
v2.0. Este cable es ideal para alimentación y comunicación con microcontroladores, incluye un 
plug macho tipo “A” USB y un plug USB micro “B” tipo macho. Proporciona transferencia de 




3.5.1.5.Bloque de procesamiento 
Este bloque es considerado como el más importante de todo el sistema, se encarga de operar 
con los procesos que realizan los demás bloques, evaluando datos adquiridos en etapas anteriores. 
Para la elección de la placa se contemplan los requerimientos  especificados en la Tabla 9 donde 
se contemplan los requerimientos de hardware y software.   
Una característica a la hora de enumerar los requerimientos es que la placa sea capaz de 
procesar gran cantidad de información, en la implementación y entrenamiento del algoritmo de 
aprendizaje profundo para la predicción del tipo de expresión facial. 
 
▪ Selección placa del bloque de procesamiento  
Según la Tabla 9, en la que especifica los requerimientos de arquitectura específicamente 
Hardware y la Tabla 19 de Especificaciones técnicas del Arduino Due, se puede observar que 
dicha placa cumple con los requerimientos planteados para este bloque de procesamiento, por lo 
tanto, se optó por emplear la misma placa para la implementación de Deep Learning para el 
reconocimientos de expresiones faciales (Tabla 21). 
 










SRSH5 Si Si Si Si 
SRSH8 No Si Si Si 
SRSH16 No Si Si Si 
SRSH17 No Si No Si 
Precio $9.80 $15.99 $5.70 $24.99 





3.5.1.6.Bloque de alimentación 
Para alimentar cada uno de los bloques del sistema electrónico de reconocimiento de 
expresiones faciales se encuentra este bloque, exceptuando el bloque de visualización, es posible 
establecer los requerimientos en cuanto al bloque de potencia o alimentación para que el sistema 
funcione en óptimas condiciones. Entre las especificaciones que debe cumplir esta etapa se debe 
considerar que requiere un voltaje de alimentación de 7 a 12 voltios y una corriente de alrededor 
de 300mA, establecidos en la sección 3.4.2. específicamente en la Tabla 9.  
A continuación, se detallan la selección y cálculos de voltaje y corriente necesarios para 
alimentar el sistema en base a una estimación del consumo eléctrico. 
 
▪ Cálculo de Voltaje 
Con el fin de determinar el voltaje de funcionamiento del sistema, es necesario tomar en cuenta 
que el sensor muscular MyoWare tiene en su placa de funcionamiento incorporado el 
acondicionamiento de la señal con voltajes de operación de 3.1V a 6.3V por lo que no requiere 
ninguna alimentación o voltaje negativo.  Con un valor de ±7 Vcd1 se garantiza que, en cada una 
de las salidas del bloque de acondicionamiento de datos se obtenga un valor de 5 Vcd1, los cuales 
alimentarán las entradas analógicas del bloque de procesamiento. Esto garantiza una correcta 
lectura del conversor análogo digital del Arduino Due, cuya resolución es de 10 bits.  
Para realizar ese cálculo, es necesario tomar en cuenta las especificaciones técnicas de los 
componentes en el sistema, como se lo puede verificar en los Anexos, para lo cual se debe suma 




▪ Cálculo de Corriente 
La corriente total es igual a la suma de las corrientes que consume cada elemento 
electrónico, por medio de la Ecuación 9, se obtiene el total de corriente que utiliza el sistema. La 
Tabla 22 muestra a detalle cada uno de los voltajes y consumo de corriente de cada elemento.  
 
Tabla 22 Sumatoria de corrientes del sistema 







1 Arduino Due Consumo por cada pin 
(entrada/salida) 
3.3 a 12V 1 - 3.3 a 12 
V 
2 Sensor MyoWare 14 mA 5 a 5.7V 3 42mA 5 a 5.7V 
3 LM324N 10 mA 5V 1 20mA 5 V 
4 Entradas analógicas 
Arduino Due 
9mA 5 V 4 36mA 5 V 
5 Diodo LED 5mA 5 V 2 10 
mA 
5 V 
Total, Corriente: 108mA o 0.108 A 








Ecuación 9 Sumatoria de corrientes 
𝐼𝑇 =  𝐼𝑒1 + 𝐼𝑒2 + 𝐼𝑒3 + 𝐼𝑒4 + 𝐼𝑒5 
𝐼𝑇 = (42 +  20 +  36 +  10)𝑚𝐴 
𝐼𝑇 = 108𝑚𝐴 
 
1 Vcd: En electrónica, voltaje de corriente directa (Vcd o Vdc en inglés) de una fuente de poder para un circuito 
electrónico, este voltaje mantiene la polaridad (+) y (-). 
82 
 
▪ Selección placa del bloque de alimentación 
Tras aplicar la ecuación 3, en base a los resultados obtenidos, los requerimientos planteados 
en la Tabla 9 de requerimiento eléctricos y la Tabla 23 como comparativa de las fuentes que se 
puede emplear. Se plantea implementar la fuente de alimentación obtenida por medio del cable 
USB del computador. Esta elección se debe puesto que al conectar el microcontrolador mediante 
el puerto serial, la PC entrega un voltaje de alrededor de 5V que es suficiente para alimentar el 
bloque de sensores, acondicionamiento, toma de datos y por ende el bloque de procesamiento.  





desde la PC 
SRSH9 No Si 
SRSH12 Si Si 
SRSH13 Si Si 





Una vez seleccionado el hardware se procede a la selección del software, el cual se realiza 
en base a los requerimientos establecidos en la Tabla 9. En esta sección se consideran algunas 
alternativas en cuanto a la codificación del sistema sobre una plataforma de programación 
adecuada y bien documentada. Debido a que la naturaleza de este proyecto se centra en 
capacitación e implementación de modelos de aprendizaje automático y profundo casi en su 
totalidad, es crucial seleccionar con el mayor cuidado posible, ya que, al ser una investigación en 
constante avance dentro del campo de la inteligencia artificial algunas plataformas conllevan 
mayor dificultad de implementación que en otras. 
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3.5.2.1.Software bloque de procesamiento 
En esta etapa de selección de software de programación en base a un análisis de los 
requerimientos de arquitectura del proyecto para el reconocimiento de expresiones faciales se 
evalúa cuál de ellos se adapta de mejor manera al sistema, por lo cual, en la Tabla 24 muestra el 
software que cumple con todos los requerimientos planteados.  
 
▪ Selección del software de programación 
Para determinar y seleccionar el software idóneo de acuerdo con los requerimientos 
especificados en la Tabla 9, se desarrolló en la Tabla 24 la comparativa con los software de 
programación. 
 
Tabla 24. Selección software de programación 
Software 
Requerimientos 
SRSH16 SRSH17 SRSH18 SRSH19 SRSH22 
Python Si Si Si Si Si 
Matlab No Si Si Si Si 
Visual Studio No Si Si Si Si 
Java Si Si Si Si No 
 
Fuente: Autoría 
El software que más se adapta al desarrollo del proyecto es Python. Se caracteriza por ser 
ideal para el diseño de aplicaciones vinculadas con inteligencia artificial, debido a su 
compatibilidad con bibliotecas de aprendizaje automático y profundo utilizadas en el presente 





3.5.2.2.Software bloque de visualización 
En base al bloque de toma de datos y procesamiento, el requerimiento principal de esta 
etapa contempla que el software de visualización debe ser compatible con la placa, en este caso 
Arduino Due. Entre los requerimientos se encuentra que sea software basado en lenguaje java, que 
permita crear interfaces interactiva, de código abierto. En este contexto, la interfaz debe poseer un 
sistema de encendido y apagado.  
 
▪ Selección de plataforma de visualización 
Dado que en el presente proyecto se pretende realizar el reconocimiento de expresiones 
faciales en tiempo real mediante una interfaz HMI de escritorio, es conveniente considerar 
plataformas que mejor se adapten a los requerimientos de software establecidos en la Tabla 9 en 
la sección 3.4.2., entre las que se encuentran un lenguaje de programación de código abierto, 
compatibilidad con el bloque de procesamiento, bajo impacto o consumo en el rendimiento del 
sistema y un kit de herramientas de diseño de interfaces de usuario(GUI) interactivo. Por lo tanto, 
aunque existen diferente IDEs para generar interfaces gráficas, en el presente trabajo es 
conveniente considerar las siguientes plataformas de visualización que son populares en la 
comunidad de creadores con código: Processing, Visual Studio y Eclipse; cada una de ellas 
comparten características que las convierte en potentes herramientas para la creación de interfaces 
y se diferencian por la idoneidad para el presente trabajo en particular centrados en el contexto de 
la programación creativa.  
En este contexto: la plataforma de Eclipse pensada para trabajar con Java, aunque permite 
añadir otros lenguajes de programación como C++, JavaScript, Python o PHP entre otros. Es una 
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buena opción de software libre, aporta un IDE multiplataforma mucho más completo con un gran 
número de plugin por lo que su funcionalidad puede ampliar conforme las necesidades del proyecto 
lo soliciten, lo que lo convierte en un entorno complejo para usuarios poco experimentados incluso 
no posee interfaz amigable con el usuario (Soler-Adillon, 2019).  
Por otro lado, Visual Studio desarrollado por Microsoft es una potente plataforma de 
visualización con un importante ecosistema de extensiones, permite emplear cualquier tipo de 
programación o centrarse en C++  y así desarrollar aplicaciones e interfaces profesionales, aunque 
una de sus desventajas proviene del que es un software propietario por lo que para obtener la 
versión completa es bajo suscripción  (Soler-Adillon, 2019). 
La selección de la plataforma de visualización a emplear se muestra en la Tabla 25.    
 
Tabla 25. Selección software de visualización 
Software 
 Requerimientos 
SRSH3 SRSH16 SRSH17 SRSH21 SRSH23 
Processing Si Si Si Si Si 
Eclipse Si Si Si Si Si 




Todas las plataformas analizadas son aptas para el desarrollo de la interfaz HMI. Sin 
embargo, se decide trabajar con Processing, software que se diferencia frente a las otras dos 
plataformas estudiadas, especialmente por ser software de visualización gratuito e ideal para 
representación de datos artísticamente, en otras palabras, permite crear gráficas interactivas y 
creativas a partir de la lectura de sensores al tratarse de una versión simplificada de Java con la 
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sintaxis de código puro. Sin duda una de sus ventajas es su simplicidad al descargar e iniciar a 
programar sin la necesidad de instalaciones complejas ni plugin. 
 
3.6. Diseño del sistema 
En esta sección se realiza el diseño de cada uno de los bloques con los que está conformado 
el sistema en base a las especificaciones y requerimientos mencionados en el apartado 3.4.2 y 
3.4.4, se considera oportuno definir las directrices del diseño del sistema que permiten el desarrollo 
e implementación del sistema de reconocimiento de expresiones faciales.  Es importante además 
destacar que se muestra la función del sistema mediante diagramas de bloque y diagramas de flujo, 
los cuales brindan información secuencial acerca de los procesos llevados a cabo enfocados en el 
reconocimiento en tiempo real de expresiones. 
 
3.6.1. Diagrama de bloques del sistema 
Para esta sección, por medio de diagramas de bloques se presenta el proceso de 
funcionamiento del sistema. Cada etapa engloba varios subprocesos afines a la función específica 
de cada bloque. La etapa de diseño del software muestra el proceso de entrenamiento del modelo 
de inteligencia artificial para el reconocimiento de expresiones faciales, parten desde la adquisición 
de datos, procesamiento y construcción del modelo de aprendizaje profundo para extraer 
características faciales profundas. La tercera etapa opera en torno al modelo capacitado para la 




3.6.1.1.Diagrama de bloques general del sistema 
En la Figura 29 se muestra la arquitectura del sistema de reconocimiento de expresiones 
faciales en modo de diagrama general el cual se encuentra dividido en bloques mediante el uso de 
algoritmos de aprendizaje profundo, dicho sistema está enfocado para personas con limitada 
movilidad.  
Esta representación permite desarrollar esquemas de manera que la información sea más 
fácil de comprender el control del sistema. Todas las operaciones efectuadas en cada bloque de 
cada etapa serán implementadas sobre un sistema embebido.  
 





Para comprender el funcionamiento de cada bloque que compone el sistema embebido de 
reconocimiento de expresiones faciales se describe a continuación:  
▪ Bloque de alimentación. – Se definirá la forma en que se alimentará al sistema electrónico, 
este será el encargado de indicar el consumo energético de los componentes del sistema. 
▪ Bloque de sensores. – Esta sección está constituida por sensores, los cuales recibirán la 
información de los músculos faciales del usuario y la transformarán en una magnitud 
eléctrica, de manera que ocupen las tres zonas involucradas en las expresiones faciales. 
▪ Bloque de acondicionamiento de señal. – Al tomar datos analógicos de sensores es 
necesario acondicionar la señal, de manera que la respuesta de los sensores sea lo más lineal 
posible, garantizando la obtención de información útil para su posterior procesamiento. 
▪ Bloque de toma de datos. – Esta etapa es la encargada de recibir la información por parte 
del bloque de acondicionamiento de señal y transformarla en datos digitales, por medio del 
uso de un convertidor análogo digital. 
▪ Bloque de procesamiento. – Esta etapa es la encargada de tratar y procesar la información 
obtenida del bloque de toma de datos. En esta sección se encontrará funcionando un 
microcontrolador o placa programable. Para realizar la función de la toma de decisión, el 
bloque de procesamiento debe implementar un algoritmo de aprendizaje profundo.  
▪ Bloque de visualización. – Finalmente, en la zona de visualización de datos, el 
administrador podrá observar los resultados acerca del tipo de expresión facial realizada 





3.6.1.2.Diagrama de flujo de proceso del sistema 
Para el reconocimiento de expresiones faciales en personas con limitada movilidad se 
extrae características de movimientos musculares faciales. Los datos son captados en el bloque de 
adquisición y enviados para su tratamiento al bloque de procesamiento de forma serial, en el cual 
se realizará la predicción del tipo de expresión facial generada por el usuario mediante el algoritmo 
de Deep Learning (DL). Para finalmente, visualizar los resultados mediante una interfaz gráfica. 
En la Figura 30 se muestra el diagrama de flujo del proceso general llevado a cabo por el sistema.   
 





3.6.2. Integración del hardware 
Esta sección se encarga de integrar los componentes electrónicos que constituyen el 
hardware del sistema, mediante el diseño de placas de circuitos impresos (PCB) con el fin de 
encontrar la ubicación idónea de los componentes para captura de señales y acondicionamiento de 
datos, en base a los requerimientos de arquitectura planteados en el apartado 3.4.2.   
 
3.6.2.1.Esquema de conexión del sistema 
La Figura 31 ilustra la conexión física general del sistema integrada de los principales 
componentes del sistema, donde se puede visualizar la interconexión de los sensores musculares 
que contienen las señales provenientes de los músculos faciales con la placa de acondicionamiento 
de la señal para la etapa de aislamiento como protección para el usuario, la misma que está 
conectada a la placa de adquisición y procesamiento de datos mediante puertos análogos del 
Arduino Due. Finalmente, dicha placa se conecta con la unidad de procesamiento central de la PC 
para su posterior tratamiento y análisis.  
 




3.6.2.2.Primera etapa: Bloque de sensores 
En este bloque se detalla el diseño del bloque de sensores en base a la sección 3.5.1.1. de 
selección de bloque de sensores en la que se especifica el empleo del sensor muscular MyoWare 
con electrodos superficiales no invasivos a fin de capturar las señales electromiográficas de 
músculos faciales al momentos de realizar contracciones que generan expresiones faciales.  
 
▪ Esquema de conexión circuito sensor MyoWare  
El sensor muscular MyoWare mide, filtra, rectifica, amplifica (véase en la Figura 32) y 
procesa la compleja actividad eléctrica de un músculo y la convierte en una señal análoga simple 
que puede ser fácilmente leída por cualquier microcontrolador (ADC). Las especificaciones 
completas se pueden obtener en el Anexo 3.  
 
Figura 32 Circuito esquemático de un sensor MyoWare 
Fuente: Adaptado de (I. A. García, 2019) 
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▪ Placa de circuito impreso del bloque de sensores 
Como parte de este bloque se encuentra el diseño de una PCB que integre el hardware que 
corresponde a los sensores musculares MyoWare. La Figura 33 muestra el diseño de la placa cuya 
función es establecer la interconexión de los sensores internamente (véase ANEXO 3).   
 
Figura 33 Placa de sensores musculares MyoWare 
Fuente: Autoría 
 
3.6.2.3.  Segunda etapa: Bloque de acondicionamiento 
De acuerdo con lo establecido en la sección 3.5.1.2. de selección del bloque de 
acondicionamiento donde se optó por emplear el amplificador operacional LM324N, en esta etapa 
de diseño de hardware se especifica el circuito de conexión a emplear en el acondicionamiento de 




▪ Esquema de conexión circuito Amplificador modo seguidor  
Con el esquema de la Figura 34, los efectos de carga que provocaría se minimizan, existen 
también impedancia tanto en la interfaz del electrodo con la piel, como en la piel misma, que deben 
ser contrarrestadas por lo que juegan un papel fundamental el usar una etapa de acoplamiento como 
buffer de entrada incorporado en el acondicionamiento.  
 





▪ Placa de circuito impreso del bloque de acondicionamiento 
Como parte de este bloque se encuentra el diseño de una PCB que integre el hardware que 
corresponde al acondicionamiento de la señal. La Figura 35 muestra el diseño de la placa que tiene 
la responsabilidad de tratar la señal de los sensores musculares, haciendo uso de un divisor de 
tensión conectado a la entrada de un amplificador operacional en configuración modo seguidor de 
tensión, seleccionados en el apartado 3.5 (véase ANEXO 3).  
 
Figura 35 Placa de bloque de acondicionamiento de la señal 
Fuente: Autoría 
 
3.6.3. Desarrollo del software  
En esta sección se procede a desarrollar los módulos que componen el software de 
programación desde la etapa de adquisición de los datos, filtrado digital, entrenamiento del 
algoritmo de aprendizaje profundo hasta la etapa de visualización. Durante el desarrollo del 
software se realiza diferentes análisis con el fin de encontrar los métodos idóneos para el 
reconocimiento de patrones de expresiones faciales, donde cada función del sistema poseerá un 
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script o archivo ejecutable. Finalmente, mediante una interfaz amigable con el usuario se requiere 
una plataforma de diseño de GUI’s en base a los requerimiento planteados en apartados anteriores.  
 
3.6.3.1.Primera etapa: Bloque de toma de datos   
El diagrama de bloques que se presenta a continuación en la Figura 36 corresponde a la 
primera etapa, la cual se encarga de adquirir valores en base a movimientos musculares faciales 
que generan la contracción de dichos músculos y a su vez expresiones faciales. Es la etapa 
fundamental, de ella depende adquirir datos de usuarios lo más lineales posibles tras aplicar un 
proceso de normalización y filtrado digital que es una herramienta poderosa del procesamiento 
digital de la señal (DSP) en la que se incluye el filtrado digital que elimina ruido asociado con 
componente pasivos que fluctúan sobre el tiempo.  
 
Figura 36 Diagrama de bloques de la primera etapa 
Fuente: Autoría 
 
▪ Diagrama de flujo del bloque de toma de datos 
Para la adquisición o toma de datos provenientes del bloque de acondicionamiento de la 
señal es fundamental incorporar un algoritmo en la placa de toma de datos seleccionada, de forma 
que lea las lecturas analógicas de los sensores musculares por medio de los pines analógicos que 
posee Arduino Due para luego llevar a cabo el bloque de procesamiento de la señal. Por lo tanto, 
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en la siguiente Figura 37 mediante el diagrama de flujo se describe de forma más sencilla el proceso 
de toma de datos.  
 
Figura 37 Diagrama de flujo del bloque de toma de datos 
Fuente: Autoría 
 
▪ Tipos de filtrado digital señales electromiográficas  
No es posible eliminar por completo el ruido inherente en este tipo de señales, puesto que, 
se tiene una potencia EMG más ruido en la fase de activación muscular. Por lo tanto, el emplear 
un método de filtrado digital permite reducir gran parte de ruido que persiste incluso luego del 
filtrado análogo a bajas potencias. De tal manera que, el filtrado digital puede ser tratado como un 
proceso de estimación de parámetros, que operan sobre una secuencia de datos discretos. En la 
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actualidad existen varios filtros digitales, sin embargo, en el presente proyecto se toma a 
consideración los Filtros FIR (no recursivos), Media móvil exponencial, Savitzky-Golay y 
Gaussiano,  analizados a continuación(Pardo Durand, 2019)  
. 
 FIR: El filtro de media móvil es un caso especial del filtro FIR regular, es óptimo para 
reducir el ruido aleatorio al tiempo que conserva una respuesta de paso nítida, lo que lo convierte 
en un bloque de construcción versátil para aplicaciones de procesamiento de señales de sensores 
inteligentes, con mayor énfasis se detalla en el Capítulo II en la sección 2.4.1.1 específicamente 
en el apartado de Filtrado digital. 
 
Savitzky-Golay: El filtro Savitzky-Golay (SG) suaviza lecturas analógicas de sensores 
obtenidas mediante el conversos análogo digital (DAC) como las que se muestra en la Figura 3.   
Este conjunto de datos en particular se suavizó con una longitud de ventana de 21 y con un 
polinomio de grado 3 ajustado por  mínimos cuadrados lineales para 30000 muestras analizadas, 
con coeficientes enteros porque ocupan menos espacio de memoria. Para entender a profundidad 
que función sigue este filtro se encuentra en la sección 2.4.1.1 en la sección de Filtrado digital 
correspondiente al Capitulo II. 
 
Gaussiano: Otro de los filtros analizados es el filtro Gaussiano cuya respuesta modifica la 
señal de entrada por convolución cuyos coeficientes están determinados por los valores de una 
función de distribución Gaussiana (revisar el Capítulo II, sección 2.4.1.1 apartado Filtrado digital). 
En Python mediante la librería 97aussian_filter permite eliminar el ruido y a su vez suavizar las 
señales electromiográficas capturada por medio de electrodos de músculos faciales.  
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▪ Resultados filtro digital FIR 
En la Figura 38, se puede observar la aplicación del filtro FIR de paso bajo usando 
funciones de scipy. Signal a la señal original EMG proveniente del músculo Zygomaticus major, 
con una frecuencia de muestreo de 25Hz con una frecuencia de corte del filtro de 10Hz. La señal 
de origen (color azul) contiene gran cantidad de ruido, la señal filtrada (color rojo) desplazada por 
el retardo de fase apropiado para alinearse con la señal original y finalmente la señal de salida 
filtrada (color verde) corresponde a la que no se ve afectada por condiciones iniciales. 
 
Figura 38 Señal EMG con filtro digital FIR MAV 
Fuente: Autoría 
 
▪ Resultados filtro digital Media móvil exponencial 
En la Figura 39, se puede observar la señal EMG con filtro media móvil proveniente del 
musculo Corrugator Supercilii, la señal de salida (color rojo) tiene menor amplitud con respecto 
a la señal de origen debido a que el filtro elimina la mayor cantidad de ruido permitiendo obtener 




Figura 39 Señal EMG con filtro digital Media móvil exponencial 
Fuente: Autoría 
 
El eje x de la gráfica corresponde a X[n] que es la señal continua discreta y el eje y 
representa la amplitud de la señal A[V] ante la activación muscular. Dichos valores son 
recolectados por la placa para su tratamiento mediante el filtro de media móvil. Obteniendo 
resultados con mayor relación señal a ruido (SNR) y menor coeficiente de variación como se 
muestra en la Tabla 26, por lo tanto, el filtro si elimina el ruido externo de la señal.  
 
 




Filtro Media móvil 
exponencial 
Filtro FIR  
Media 145.50 221.04 218.08 
Desviación estándar 78.31 93.62 99.28 
SNR 1.85 2.36 2.19 






▪ Resultados filtro digital Savitzky-Golay 
 
Figura 40 Señal EMG con filtro digital Savitzky-Golay 
Fuente: Autoría 
 
En la Figura 40, el filtro se observa como el filtro Savitzky-Golay (SG) suaviza lecturas 
analógicas de sensores. Además, se puede observar que al aplicar el filtro de Savitzky-Golay reduce 
gran cantidad de ruido de tal forma que la relación señal a ruido de cada EMG generada en base a 
una ventana de 7 o una ventana de datos de 21 se obtuvo resultados de SNR 2.16 y 2.24 
respectivamente. Por lo tanto, puede ser considerado también como un filtro adecuado para el 
análisis de señales electromiográficas de músculos faciales (véase Tabla 27).  
 
Tabla 27. Resultados filtrado digital Savitzky-Golay de la señal EMG 







Golay y Media móvil 
Media 145.50 220.86 220.86 221.19 
Desviación estándar 78.31 101.91 98.19 92.68 
SNR 1.85 2.16 2.24 2.38 





▪ Resultados filtro digital Gaussiano 
En la Figura 41, la señal en azul representa la señal adquirida del bloque de toma de datos 
provenientes del amplificador modo seguidor, por el contrario, la señal en rojo representa la señal 
filtrada por medio de coeficientes Gaussianos, con los que se estima el valor de la salida. Este filtro 
como se observa la señal presenta menor cantidad de ruido y a su vez, es una señal más suavizada.  
 
Figura 41 Señal EMG con filtro digital Gaussiano 
Fuente: Autoría 
 
De los resultados obtenidos del filtrado digital Gaussiano se especifica en la Tabla 6, con 
lo que se obtiene los valores correspondientes a la relación señal a ruido SNR, por lo tanto, en base 
al análisis se puede determinar que el filtro presenta mayor SNR con 2.47 con respecto a la señal 
original que contiene un valor de SNR igual a 1.85 y un coeficiente de variación mayor con 
respecto a la señal filtrada. De tal forma, el filtro si elimina gran parte del ruido externo generado 




Tabla 28. Resultados filtrado digital Gaussiano de la señal EMG 
Parámetros Señal con acoplamiento Señal con filtro Gaussiano 
Media 145.50 220.86 
Desviación estándar 78.31 89.30 
SNR 1.85 2.47 




▪ Selección filtro digital 
Para eliminar el ruido en electromiografía superficial mediante el método de media móvil, 
el mismo que es adecuado para aplicaciones en tiempo real cuando la SRN es alta, sin embargo, si 
el valor de SNR es bajo, este método puede dar un rendimiento considerado como deficiente. En 
cambio, para eliminar el ruido de señales EMG mediante un análisis de componentes 
independientes, el mismo que presenta mejores resultados en comparación con los filtros pasa alto.  
En base a estos resultados del análisis de filtros digitales para señales EMG se puede optar 
por emplear un filtro gaussiano que presentan una eliminación del ruido en comparación con la 
señal original además de un suavizado de la señal que se genera mediante la distribución gaussiana.  
 
3.1.1.1.Segunda etapa: Bloque de procesamiento 
La segunda etapa está enfocada a la construcción del modelo de aprendizaje profundo para 
la extracción de características de movimientos musculares faciales como se lo puede visualizar 
en la Figura 42. Denominado bloque de procesamiento es la etapa encargada de tratar y procesar 
la información obtenida por parte del bloque de toma de datos, a la cual se debe implementar un 
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algoritmo de inteligencia artificial para luego generar una predicción acerca de las 6 expresiones 
faciales básicas analizadas a través del entrenamiento intensivo de una arquitectura NN empleando 
el conjunto de herramientas de la biblioteca Tensor Flow.  
 
Figura 42 Diagrama de bloques de la primera etapa 
Fuente: Autoría 
 
El proceso KDD es aplicado en esta etapa del diseño con la finalidad de garantizar un 
correcto desempeño, de forma que los datos adquiridos son la entrada al proceso y la salida es la 
información útil deseada para el reconocimiento de expresiones faciales por lo que cuenta con 
diferentes pasos.  
 
▪ Adquisición del conjunto de datos de entrenamiento 
Para obtener la base de datos (BDD) de entrenamiento del modelo de aprendizaje profundo 
a través de la arquitectura NN, se recopila información de lecturas analógicas en un formato (.csv) 




Figura 43 Diagrama de flujo, toma de datos 
Fuente: Autoría 
 
Por lo tanto, se diseña un algoritmo capaz de obtener y almacenar dicha información, 
mismos datos que atraviesan una etapa de filtrado digital con el objetivo de obtener el valor de 
contracción que capta cada sensor muscular MyoWare. En la Figura 43, se presenta el diagrama 
de flujo del funcionamiento del algoritmo de adquisición y filtrado de datos. 
 
▪ Preprocesamiento de datos 
Tras obtener la BDD inicial con la recopilación de muestras en base a cada expresión 
generadas en diferentes rostros de personas con los datos de 3 canales de señales 
electromiográficas por medio de electrodos superficiales no invasivos. En esta fase de 
procesamiento es conveniente añadir un campo a la BDD donde se especifique la clase a la que 
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pertenecen los datos de acuerdo con las 6 expresiones faciales básicas como se visualiza en la 
Tabla 29.  
 
Tabla 29. Estructura BDD inicial más Clase (Tipos de Expresiones Faciales) 
Musculatura Facial 
Clase 
SM1 SM2 SM3 
U U U 1 
V V V 2 
W W W 3 
X X X 4 
Y Y Y 5 





SM1, SM2 y SM3: Sensores 1,2 y 3 
U: Lectura de sensores expresión felicidad 
V: Lectura de sensores expresión tristeza 
W: Lectura de sensores expresión sorpresa 
X: Lectura de sensores expresión ira 
Z: Lectura de sensores expresión de asco 
1: Expresión de felicidad 
2: Expresión de tristeza 
3: Expresión de sorpresa 
4: Expresión de ira 
5: Expresión de miedo 








El siguiente paso del proceso KDD requiere del software con lenguaje de programación R 
denominado Rstudio, dedicado a la computación estadística y gráficos, por medio de un entorno 
desarrollado.  En esta etapa, se busca reducir la cantidad de datos adquiridos de la base de datos 
inicial, de tal forma que se genera una nueva BDD de entrenamiento conformada únicamente con 
los datos que son verdaderamente útiles, que servirán posteriormente como base del algoritmo de 
aprendizaje profundo para que pueda extraer máximo conocimiento posible, este proceso se verá 
a continuación en etapas posteriores. La Figura 44 ejemplifica lo que sucede en esta etapa de 
reducción de dimensión de la BDD.  
 
Figura 44 Proceso de transformación / reducción BDD inicial 
Fuente: Autoría 
 
▪ Minería de datos 
Una vez que la base de datos esté reducida, en la etapa de minería de datos se implementa 
el algoritmo de aprendizaje profundo para la búsqueda de patrones de reconocimiento de 
expresiones faciales en base a movimientos musculares del rostro. El proceso que realizará el 
módulo de procesamiento para determinar el tipo de expresión facial se muestra en el diagrama de 
la Figura 45. La ejecución del algoritmo puede darse varias veces intentando ajustar los parámetros 




Figura 45 Diagrama de flujo, algoritmo de aprendizaje profundo 
Fuente: Autoría 
 
▪ Interpretación / Evaluación 
Esta etapa es la encargada de mostrar los resultados deseados de una forma que el usuario 
pueda observar la expresión detectada, el desarrollo e implementación de esta última fase del 






3.6.3.2.Tercera etapa: Bloque de visualización 
Esta etapa es la encargada de mostrar la expresión/emoción generada por el usuario al 
realizar una prueba en el sistema. De tal forma, la interfaz debe permitir tanto al administrador 
como al usuario observar de forma clara los resultados, pero debe cumplir con algunos 
requerimientos.  
 
▪ Proceso del bloque de visualización  
El proceso para implementar la plataforma consiste en ingresar datos informativos 
(nombres, apellidos) del usuario, lectura de datos por medio de la comunicación serial obtenidos 
en el bloque de procesamiento son enviados al sistema de visualización. Se realiza el análisis y 
procesamiento de los valores obtenidos de los sensores es realizado por el bloque de 
procesamiento, por lo cual, al bloque de visualización llegan los datos generados luego de la 
implementación del algoritmo de aprendizaje profundo. Se obtiene el tipo de expresión facial, 
porcentajes de mayor contracción en las tres zonas del rostro. Una vez que los datos son obtenidos 
se genera la interfaz en la que se puede visualizar el nivel de contracción de cada uno de los 
sensores ubicados en los músculos Zygomaticus major, Depresor angulii oris y Corrugator 
supercilii. Además, contará con una imagen que figure la emoción/expresión detectada de forma 






▪ Diagrama de flujo del bloque de visualización  
En base a la sección 3.5.2.2 se optó por emplear el software de Processing para el desarrollo 
de dicha interfaz, el diagrama de flujo que se presenta a continuación en la Figura 46, muestra el 
funcionamiento del sistema de visualización, desde un punto de vista más lógico.   
 





4. CAPÍTULO IV. Implementación y Pruebas de Funcionamiento 
En este capítulo, se describe el proceso de pruebas y verificación en base al “Modelo en 
cascada”, de cada uno de los bloques que conforman el sistema de reconocimiento de expresiones 
faciales, una vez finalizada la etapa de diseño e implementación del sistema. Se verifica si los 
requerimientos planteados en el Capítulo III se cumplieron, así como también pruebas unitarias y 
pruebas de detección de expresiones faciales. El capítulo finaliza con la discusión de resultados 
del presente trabajo de titulación.  
 
4.1. Pruebas unitarias de funcionalidad del hardware 
Esta sección corresponde a la etapa de verificación del “Modelo en cascada”, con el 
objetivo de realizar la verificación de cada proceso.  Se realizará las pruebas de desempeño del 
sistema en base al hardware que lo compone. 
 
4.1.1. Prueba bloque de alimentación  
Para verificar el desempeño adecuado de la fuente de 5V para los sensores musculares y la 
etapa de acondicionamiento, se procede a usar el multímetro para medir la salida de voltaje de 
corriente directa. La medición del voltaje de salida se muestra en la Figura 47 con lo que se verifica 
que la respuesta de la fuente de alimentación es la correcta respecto al voltaje proporcionado por 




Figura 47 Prueba de medición voltaje 
Fuente: Autoría 
 
4.1.2. Prueba bloque de sensores 
Para la prueba de funcionamiento de los sensores musculares, se debe comprobar que cada 
uno de ellos se encuentre en buen estado y capture dichas señales electromiografías. En la Figura 
48, se puede verificar el funcionamiento, por medio de la variación de voltaje el cual aumenta al 
existir contracción en un músculo.  
 





4.1.2.1.Criterio para la ubicación de sensores MyoWare 
En base al fundamento teórico presentado en el Capítulo II en la sección 2.2.4, 
específicamente respecto a la Figura 16 y a la Tabla 2. Es posible determinar el criterio para la 
ubicación de los sensores de acuerdo con las zonas de mayor contracción muscular facial, en base 
a unidades de acción como se detalla en la siguiente Tabla 30.   
 
Tabla 30. Zonas de mayor contracción muscular facial 
Zonas de mayor contracción Unidades de acción facial 
Corrugator Supercilii Actúa para juntar las cejas, creando arrugas verticales en 
el puente de la nariz. 
Depresor anguli oris  Deprime la comisura de la boca, lo que se asocia 
con fruncir el ceño . 
Zygomaticus major Tirador de las esquinas del labio  
Frontails Eleva la piel de las cejas, Desde la simple expresión de 




Luego de realizar este análisis es posible determinar, que se requiere un total de tres 
sensores musculares MyoWare para los principales músculos involucrados, es decir, electrodos 
ubicados en la superficie facial de la persona para el reconocimiento de expresiones faciales como 
se puede observar en la Figura 49.  
La nomenclatura de cada sensor tiene el siguiente formato, MS1 que corresponde a Sensor 




Figura 49 Ubicación de electrodos en una persona 
Fuente: Autoría 
 
4.1.3. Prueba bloque de acondicionamiento de la señal 
Para verificar mediante pruebas unitarias el funcionamiento de este bloque que radica en 
obtener los datos con la mayor relación señal a ruido (SNR) para que la señal de salida sea lo más 
lineal, se procede a comparar los resultados al emplear un divisor de tensión junto con un 
amplificador en configuración modo seguidos contra la señal directa proveniente del sensor 
muscular; que es la conexión básica al emplear este tipo de sensor. Los resultados a evaluar son 
graficados por medio de la herramienta Serial Plotter del IDE de Arduino.  
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4.1.3.1.Configuración del divisor de voltaje 
En esta configuración, se conecta al sensor muscular MyoWare en serie un divisor de 
tensión formado por dos resistencias de 10k ohmios, lo que genera una caída de tensión, esta 
configuración se la puede visualizar en la sección 3.6.2.2. en el esquema de acondicionamiento de 
la señal. La Figura 50 muestra la conexión y prueba del circuito.  
 
Figura 50 Prueba unitaria configuración divisor de voltaje  
Fuente: Autoría 
 
4.1.3.2.Configuración amplificador modo seguidor 
Para el diseño del acondicionamiento de la señal se hizo necesario el uso de un seguidor de 
tensión por medio de un amplificador operacional (LM324N). Al alimentar al circuito integrado 
con una fuente + Vs y GND lo que genera es que la señal de salida sea similar a la entrada, pero 
suprime las componentes negativas de la señal esto se debe a la conexión a GND.  
Esta configuración garantiza la transferencia total de potencia de la señal en cuestión de 
cualquier elemento de carga que se conecte a la salida, es decir, provoca que la impedancia de 
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entrada sea muy grande, lo que permite que la caída de voltaje en los componentes del sensor 
MyoWare sea mínimo, véase en la Figura 51.  
 
Figura 51 Prueba unitaria configuración amplificador modo seguidor  
Fuente: Autoría 
 
4.2. Pruebas unitarias de funcionalidad del software del sistema 
En esta sección se realizará las pruebas de desempeño del software del sistema para su 
posterior implementación, para finalmente presentar los resultados y/o conclusiones del 
desempeño del sistema. 
 
4.2.1. Prueba bloque de toma de datos 
En la prueba unitaria del bloque de toma de datos, se realiza una simulación para adquirir 
los valores provenientes del bloque de acondicionamiento de la señal mediante la tarjeta de 
Arduino Due, garantizando que las entradas analógicas están funcionando adecuadamente. La 








4.2.2. Recopilación de datos 
Esta sección corresponde a la recopilación de la base de datos inicial, la misma que de 
acuerdo con la placa de acondicionamiento y toma de datos contiene un led azul de referencia, que 
al encenderse de forma intermitente inicia la captura de los datos de una expresión en específico. 
Antes de llegar a la etapa de ejecución de pruebas, se solicitó ayuda de un especialista en el área 
de Fisioterapia, quien indicó cuáles son los principales músculos comprometidos a la hora de 
generar expresiones faciales.  
 
4.2.2.1.Tiempo de muestreo 
La toma de datos se la realiza a una frecuencia de 25Hz en un periodo de 4 segundos por 
muestra, de manera que, cada muestra está conformada por 100 datos, así se tendrá un total de 
5000 componentes de la señal por expresión en base a 50 muestras.  
117 
 
▪ Muestreo expresión Felicidad 
En la Figura 53, se observa la prueba del usuario durante 7 segundos por expresión, se 
inicia la toma de datos sin generar ninguna expresión durante 20 milisegundos, 4 segundos 
manteniendo la expresión generada y 2 segundos sin generar ninguna expresión, a fin de estabilizar 
la señal, estos datos provienen de los tres sensores musculares. Existen tres señales cada una 
corresponde a los sensores musculares empleados, de tal manera que, la señal de color Azul 
corresponde al músculo Zygomaticus major, la capturada de color Rojo identifica al músculo 
Corrugator Supercilii y finalmente la señal de color Verde a la captura de datos provenientes del 
músculo Depresor anguli oris. Estos datos son recopilados al momento de que el usuario genero 
la expresión de Felicidad, donde el músculo Zigomático presenta mayor amplitud con respecto a 
los otros dos músculos debido a que es el más empleado en la expresión generada.  
 





▪ Tiempo de muestreo expresión Tristeza 
Con el fin de evaluar señales provenientes de tres músculos faciales, se realizó una prueba 
al generar la expresión de tristeza durante un tiempo de muestreo equivalente a 4 segundos, tal 
como se puede observar en la Figura 54. De lo que se puede denotar  
 




▪ Tiempo de muestreo expresión Sorpresa 
Para la captura de señales provenientes de tres músculos faciales, se realizó una prueba al 
generar la expresión de sorpresa durante un tiempo de muestreo de 4 segundos, tal como se puede 




Figura 55 Datos sensores musculares tiempo de muestreo 4 segundos expresión Sorpresa 
Fuente: Autoría 
 
▪ Tiempo de muestreo expresión Miedo 
 




Para la captura de señales provenientes de tres músculos faciales, se realizó una prueba al 
generar la expresión de miedo durante un tiempo de muestreo de 4 segundos, tal como se puede 
observar en la Figura 56. 
 
 
▪ Tiempo de muestreo expresión Asco 
Para la captura de señales provenientes de tres músculos faciales, se realizó una prueba al 
generar la expresión de asco durante un tiempo de muestreo de 4 segundos, tal como se puede 
observar en la Figura 57.  
 








▪ Tiempo de muestreo expresión Ira 
Para la captura de señales provenientes de tres músculos faciales, se realizó una prueba al 
generar la expresión de ira durante un tiempo de muestreo de 4 segundos, tal como se puede 
observar en la Figura 58.  
 




▪ Toma de muestras 
En la Figura 59, se puede visualizar la toma de datos de la expresión de sorpresa en un 
individuo de sexo femenino, de la misma que se obtuvo 50 muestras que corresponden a 5000 




Figura 59 Adquisición de datos expresión de sorpresa usuario  
Fuente: Autoría 
 
Por otro lado, en la Figura 60, se visualiza la expresión facial de ira junto con los electrodos 
ubicados de forma que cubran las tres zonas o músculos involucrados en las expresiones faciales.  
 




Sin embargo, para la Figura 61 se muestra una expresión de felicidad con mayor 
contracción en el musculo Zygomaticus major. 
 
Figura 61 Adquisición de datos expresión de felicidad usuario  
Fuente: Autoría 
 
En cambio, en la Figura 62 se puede visualizar una expresión de tristeza en la que el 
musculo con mayor contracción corresponde al depresor angulii oris.  
 




4.3.  Implementación del hardware sistema 
Similar a la sección 2.6 de Diseño del sistema es conveniente dividir en dos etapas, la 
primera correspondientes a la construcción del hardware. Para albergar los bloques del sistema, 
es necesaria la construcción de una caja impresa en 3D, este proceso es mostrado a continuación.  
 
4.3.1. Construcción del CASE 
El material escogido para la construcción del CASE que contendrá los dispositivos 
electrónicos es PLA (Poliácido Láctico) que es el material empleado en impresiones 3D contiene 
buena adhesión entre capas y un buen acabado superficial, que permiten obtener excelente detalle. 
Para la construcción de la caja es conveniente analizar el espacio necesario para que todos 
los elementos queden adecuadamente dentro de la caja. Se plantea una caja de dimensiones: 
▪ Largo: 12cm 
▪ Ancho:9 cm 
▪ Alto: 10cm 
 
A continuación, la Figura 63 se muestra la forma del CASE, cuyo diseño es cuadrado, los 




Figura 63 Estructura externa de la plataforma 
Fuente: Autoría 
 
4.3.2. Bloque de sensores 
En la sección de diseño se optó por el empleo de 3 sensores MyoWare, distribuidos en las 
zonas de contracción muscular facial más evidentes, a continuación, se muestra el proceso de 
construcción de la conexión de los tres sensores que irán dentro del CASE del sistema. En la Figura 
64 se presenta el diagrama de conexión en el que se puede visualizar como cada sensor muscular 
tiene su polarización (+) y (-), alimentación que proveerá la placa de procesamiento por medio de 
dos pines ubicados en la placa de acondicionamiento, de forma tal, que el voltaje Vcd llegue a los 
sensores, además la placa contiene 3 pines adicionales los cuales contienen las señales procesadas 
con el valor de contracción muscular que están conectadas con las entradas del amplificador 
operacional (AOP) colocado en el acondicionamiento para posteriormente actuar modo seguidor 
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de voltaje cuya salida tiene conexión hacia el pin análogo del Arduino Due, que es la placa de 
adquisición y procesamiento de datos. 
 
Figura 64 Diagrama de conexión placa de sensores 
Fuente: Autoría 
 
 En la Figura 65, se verifica la implementación de la placa impresa con sus respectivas 
soldaduras que contiene las conexiones previamente explicadas junto con los sensores musculares 




Figura 65 Implementación de la placa del bloque de sensores 
Fuente: Autoría 
 
De tal forma que la placa con la integración de los sensores se verá como en la Figura 66 





Figura 66 Distribución de sensores en la placa 
Fuente: Autoría 
 
4.3.3. Bloque de acondicionamiento de la señal 
En el diseño del bloque de acondicionamiento de la señal, incorpora un amplificador de 
aislamiento junto con un divisor de tensión para cada canal de los sensores musculares EMG. En 
la Figura 67 se presenta el diagrama de conexión en el que se puede visualizar al amplificador 
operacional LM324N en configuración modo seguidor de voltaje en el que la entrada que 
corresponde al pin 3,5,10 que son los que se emplean en este caso, tienen conexión con la señal 
que proviene de la placa de sensores musculares, esto con el fin de estabilizar la señal y generar 
protección y aislamiento con el usuario. Con respecto a las entradas negativas están 
interconectadas con la salida del AMP-OP, es decir, los pines 1,7,8, los mismo que tienen conexión 
hacia los pines análogos del Arduino que son los encargados de receptar la información 
proveniente de la contracción de los músculos faciales analizados. La conexión entre la placa de 
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procesamiento (Arduino Due) y la placa de acondicionamiento, se emplea los pines análogos A0, 
A1 y A2 para la toma de datos, además se hace uso de la fuente de alimentación de 5V proveniente 
del mismo Arduino, la cual será la encargada de alimentar el hardware del sistema con su 
polarización (+) y (-).  
 
Figura 67 Diagrama de conexión placa de acondicionamiento 
Fuente: Autoría 
 
En la Figura 68, se verifica la implementación de la placa impresa con sus respectivas 
soldaduras que contiene las conexiones previamente explicadas junto con el amplificador 
operacional, resistencias y pines que establecerán la conexión tanto con la placa de procesamiento 
como la placa de sensores musculares MyoWare. 
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Figura 68 Implementación de la placa del bloque de sensores 
Fuente: Autoría 
 
La Figura 69, muestra la integración de los componentes electrónicos en la placa de 






Figura 69 Placa de acondicionamiento de señal 
Fuente: Autoría 
 
4.3.4. Bloque de toma de datos y procesamiento 
Este bloque corresponde a la implementación e integración de la tarjeta de adquisición y 
procesamiento de datos, que es el Arduino Due. La placa de procesamiento posee una conexión 
directa con la placa de acondicionamiento de la señal donde el pin GND y 5V son los encargados 
de proporcionar la fuente de alimentación del hardware, los pines análogos A0, A1 y A2 que 
corresponde a la adquisición de los datos provenientes de los sensores musculares MyoWare. 
Además, se emplea los pines 12 y 13 con la finalidad de emplear diodos LED con los que se 
permita verificar el estado del sistema, es decir, encendido o apagado y el instante de prueba como 




Figura 70 Esquema de conexión placa de procesamiento 
Fuente: Autoría 
 
Como se puede visualizar en la Figura 71, se presenta una vista frontal y lateral de la 
ubicación dentro del CASE del sistema, en el que se incluye un diodo (LED) rojo que verifica que 





Figura 71 Implementación placa Arduino Due 
Fuente: Autoría 
 
4.4.Implementación de software 
En esta sección se implementa el software para la toma de datos, procesamiento y 
visualización los cuales se encargan del tratamiento de la información de la musculatura facial 
para determinadas expresiones faciales.  
 
4.4.1. Bloque de toma de datos 
En esta etapa se desarrolla el algoritmo de adquisición de datos de los tres sensores 
musculares MyoWare, que luego pasan por un proceso de filtrado digital. La Figura 72 muestra 




Figura 72 Algoritmo de adquisición de datos sensores musculares por 4 segundos 
Fuente: Autoría 
 
Para el procesamiento digital de señales se emplea el filtrado digital a fin de eliminar 
componentes que pasan desapercibidas en la etapa de acondicionamiento análogo, véase en la 
Figura 73, que se encuentra detallado en el Anexo 1.  
 
Figura 73 Algoritmo de filtrado digital 
Fuente: Autoría 
 
4.4.2. Bloque de procesamiento 
En esta etapa, contempla los pasos que conforman el proceso KDD luego de ser obtenidos 




Este proceso se lo realiza mediante la programación de un algoritmo en la placa Arduino 
Due. El código desarrollado tiene la función de almacenar datos obtenidos en el bloque de toma 
de datos y almacenarlos en una BDD con formato .csv.  
La BDD inicial, está conformada con las mediciones de los tres sensores musculares 
MyoWare usando el sistema embebido a adultos de la ciudad de Ibarra-Ecuador. Las mediciones 
son realizadas con una fase de prueba, en busca de patrones de señales que representan los seis 
tipos de expresiones faciales básicas. Cada medición tiene una duración de 4 segundos en los 
cuales el sistema almacenará 100 datos por muestra dependiendo de la expresión facial que realice.  
El sistema está diseñado para individuos de entre 19-30 años que deben realizar una fase 
previa de entrenamiento para cada uno, para determinar el total de datos que posee la BDD inicial, 
se realiza el siguiente proceso. La prueba se realiza 50 veces por expresión como se considera las 
6 expresiones faciales básicas significa que para cada individuo se deben recopilar 300 muestras 
con las que se entrena la red neuronal para cada individuo, teniendo como resultado un tamaño de 
la BDD inicial con un valor de 30000 datos. La Figura 74, muestra el proceso de toma de datos en 
un individuo de 19 a 30 años. 
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Figura 74 Toma de datos a individuos de 19 a 30 años 
Fuente: Autoría 
 
 La Tabla 31 muestra un extracto de la BDD inicial, donde SM1 corresponde a los 
electrodos ubicados en el músculo zigomático major, el SM2 en el músculo corrugator supercilii 
y finalmente el SM3 en el músculo depresor angulii oris.  
 
Tabla 31. Base de datos inicial 
SM1 SM2 SM3 
630 359 771 
599.5 424.5 897 
572 448 939 
553.25 440 960 
542.25 456.25 1023 
539.5 433.75 1023 
539.25 404.5 1023 
573.5 401.25 1023 
562.5 398.25 1008.7 







Con la BDD inicial, se procede a añadir el campo de tipo de expresión (Clase). Al usuario 
al momento de realizar la prueba se le solicita que realice un tipo determinado de expresión facial 
por lo cual, al momento de tener dichos datos, se asigna el tipo de clase que le pertenece en este 
caso se ha considerado la siguiente tipificación tal como se muestra en la Tabla 32 para la 
asignación de etiquetas a la BDD inicial. 
 
Tabla 32. Tipificación de expresiones faciales con Clase 










El tipo de expresión facial depende de contracciones musculares de las tres zonas 
involucradas. La nueva BDD se encuentra completa, al contar con las 3 componentes de los 
sensores musculares MyoWare y el campo de Clase en el cual se identifica los 6 tipos de 
expresiones faciales básicas. 
 La Tabla 33 muestra un extracto de la BDD con esta nueva versión. En el Anexo 5 se 





Tabla 33. Base de datos inicial con clase 
SM1 SM2 SM3 Clase 
454.32 402.54 965.42 1 
535.22 402.75 986.33 2 
407.94 376.22 699.90 3 
441.39 341.41 809.53 4 
473.14 320.1 694.21 5 
593.20 401.80 1021.78 6 
Fuente: Autoría 
 
La Figura 75 muestran el proceso de la toma de datos musculares a una persona de sexo 
femenino. 
 





4.4.2.3. Transformación  
Esta fase corresponde a la reducción de la BDD inicial de 40000 datos, para ello se hace 
uso del proceso data cleansing, que consiste en la limpieza de datos que es necesario para asegurar 
la calidad de los datos que se emplearán para el entrenamiento de los datos. Esta fase del proceso 
KDD es fundamental para minimizar el riesgo que supondría basar la toma de decisiones en 
información no tan precisa, errónea o incompleta. Luego de aplicar este proceso se obtuvo un total 
de 30000 datos para la BDD que se empleará a continuación.  
 
4.4.2.4.Minería de datos  
La siguiente fase de KDD tiene como objetivo implementar la minería de datos, fase que 
consiste en aplicar el algoritmo de aprendizaje profundo para encontrar la predicción de los tipos 
de expresiones faciales básicas. Una forma de redes neuronales profundas son las redes neuronales 
artificial profundas, las cuales están compuestas por varias capas ocultas dependiendo la cantidad 
de datos a entrenar. Cada una de las capas crea datos de entrada que son considerados como mapa 
de características.  
 
▪ Análisis datos de entrenamiento 
Se realiza el análisis de los tipos de datos con los que se va a entrenar, para lo cual es 
conveniente realizar un análisis estadístico entre las características individuales de los sensores 
mediante un diagrama de caja (boxplot)  que represente mediante una gráfica los datos numéricos 
con una vista simple de la mediana y los cuartiles del total de datos, de tal manera que permite 
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también visualizar los valores atípicos dentro del conjunto de datos de cada columna en este caso 
desde el SM1 hasta el SM3 en los tres sensores. 
 Con ello se logra determinar que en algunos casos los datos son dispersos en base al valor 
de la mediana y desviación estándar, véase en la siguiente Figura 76, que contiene la relación de 
una matriz de 30000 muestras (eje y) por 3 datos que son los capturados al realizar una expresión 
facial (eje x). Lo que demostró que algunos datos adquiridos contienen características similares de 
EMG faciales, con alto grado de relevancia para encontrar patrones EMG.  
 
Figura 76 Análisis estadístico de características 
Fuente: Autoría 
 
En la siguiente Tabla 34 se denotan las características de la BDD de entrenamiento como 
total de datos por sensor, valor promedio, desviación estándar, valor mínimo y máximo de alcance 
de cada uno de los respectivos sensores musculares denominados con SM1, SM2 y SM3 que se 
encuentran ubicados en los tres músculos faciales en análisis.  
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Tabla 34. Descripción de la BDD de entrenamiento 
Descripción SM1 SM2 SM3 
# Total de datos 30000 30000 30000 
 Valor Promedio 177.49 275.97 406.84 
Desviación Estándar 78.14 183.92 209.07 
Valor mínimo 11.37 9.15 22.28 
25% datos 132.69 137.24 260.50 
50% datos 153.69 209.45 348.43 
75 datos 189.27 353.99 495.79 
Valor máximo 1045.51 1047.56 1045.99 
Fuente: Autoría 
 
Como los datos adquiridos por medio del sensor muscular MyoWare son señales 
electromiográficas provenientes de variación de potencial muscular facial, es decir, para su análisis 
se las conoce como series temporales, son una sucesión de datos espaciados a intervalos iguales 
de tiempo.  
 





En la Figura 77, se puede visualizar la gráfica correspondiente a las series de tiempo de los 
tres sensores musculares, donde el eje y corresponde a la variación de amplitud [V] de acuerdo 
con la contracción muscular y el eje x corresponde al número de muestras tomadas (total 300 
muestras), así cada 5000 muestras representan un tipo de expresión facial. 
 
▪ Análisis red neuronal profunda LSTM 
La etapa de Minería de datos corresponde a la implementación del algoritmo de aprendizaje 
profundo, mediante el software seleccionado en el Capítulo III, Python, en el que se desarrolla el 
algoritmo de red LSTM que requiere librerías generalmente usadas para este tipo de red neuronal 
como Tensor Flow, Keras, numpy y pandas. Para el entrenamiento se emplea la BDD reducida de 
la etapa anterior con dimensión de 30000x3 filas por columnas respectivamente. Incluso se realiza 
el escalado mínimo-máximo o conocido como normalización de características en un rango de 
[0,1] o [-1,1]. En la Figura 78, se importa la clase StandarScaler, encargada de eliminar la media 
y escalar los datos a un valor de varianza de 1, esto ocurre al calcular estadísticas relevantes en el 
conjunto de muestras de la BDD de entrenamiento, pues es considerado como un requisito en 
estimadores de aprendizaje automático.  
 




La red LSTM está conformada por un entrenamiento de 21000 secuencias de datos que 
hace referencia tanto a características de los tres sensores como etiquetas respectivamente y 9000 
secuencias de pruebas, véase en la Figura 79. 
 
Figura 79 División de BDD en secuencias de entrenamiento y prueba 
Fuente: Autoría 
 
La arquitectura de la red neuronal desarrollada está conformada por una capa de entrada 
LSTM con 64 neuronas, dos capas ocultas LSTM, una capa Dropout para evitar el sobre 
entrenamiento y finalmente una capa densa con la función de activación de tipo softmax. En este 
caso, se usó una función de pérdida tipo categorical_crossentropy, véase en la Figura 80. 
 





Uno de los parámetros a la hora de diseñar una red neuronal recurrente LSTM que son las 
más apropiadas para señales temporales, se debe encontrar el valor óptimo de tasa de 
entrenamiento (learning rate) para minimizar la función de perdida de la red. Es decir, si la tasa 
de aprendizaje es muy baja el entrenamiento se ejecutará muy lento a medida que se realizan 
actualizaciones del peso de la red, por otro lado, si se considera un valor muy alto puede provocar 
un sobre entrenamiento no deseado.  
Por eso, es fundamental encontrar cual es el valor óptimo para el aprendizaje. En el 
algoritmo, se declara el actualizador del Learning rate cuya función matemática se representa 
como la Ecuación 10. 
𝑙𝑟 = 1𝑥10−7𝑥10(𝑒𝑝𝑜𝑐𝑎𝑠/20) 
Ecuación 10 Actualizador del Learning Rate 
 
Para épocas, que hace referencia al número de veces que el algoritmo de Deep Learning se 
ejecutará al conjunto de entrenamiento completo puede tomar un valor de 1 a 100. Es decir, cada 
muestra tiene la oportunidad de actualizar los parámetros internos que conforman el modelo.  
Se inicializa el algoritmo de optimización con Adam que es el más empleado, para a 
continuación declarar el actualizador conforme el entrenamiento se ejecuta con el fin de encontrar 
el valor óptimo. Para el entrenamiento de la red se ha establecido un valor de batch_size = 32, que 
representa el número de datos que tiene cada iteración de un ciclo (epoch), el mismo que se ha 
configurado con una valor de epoch = 100. Se obtiene la Figura 81, en la que se estima el valor 





Figura 81 Valor óptimo learning rate vs Loss 
Fuente: Autoría 
 
El algoritmo de aprendizaje profundo es implementado en el microcontrolador del bloque 
de procesamiento (Arduino Due). La Figura 82, muestra una parte del código con la BDD de la 
fase anterior, es decir, con un total de 30000 datos en entrenamiento con 100 épocas.  
 






▪ Resultados de la red neuronal profunda LSTM 
Con la red neuronal profunda recurrente LSTM se desarrolló la clasificación de 6 
emociones básicas que son felicidad, tristeza, asco, miedo, ira y sorpresa. La precisión que se 
obtuvo del modelo propuesto tras realizar varias pruebas puede alcanzar el 84.18% con los 
parámetros establecidos. Para realizar un análisis del desempeño de la arquitectura de red neuronal 
y realizar una comparativa entre el entrenamiento y la prueba se obtuvo la gráfica de la Figura 83.  
 
Figura 83 Modelo de pérdida de la red LSTM 
Fuente: Autoría 
 
4.4.3. Bloque de visualización 
En base al diseño en detalle de este bloque en la sección anterior, la interfaz debe cumplir 
con ciertos requerimientos para lo cual el bloque de procesamiento es el encargado de enviar la 
información luego del proceso de filtrado digital de los tres canales de señales EMG de músculos 
faciales, es decir, tanto las lecturas de la contracción de los músculos, así como el tipo de expresión 
facial hacia la plataforma de visualización mediante comunicación serial al sketch de en 
processing. La Figura 84, muestra el diseño de la interfaz gráfica del sistema de reconocimiento 
147 
 
de expresiones faciales, en el cual se resaltan los botones de conectar y salir de la visualización.  
En la parte izquierda muestra mediante una gráfica el tipo de expresión/ emoción detectada y los 
valores en porcentaje de la presión ejercida en las tres zonas de la cara. Por el contrario, en la parte 
derecha, muestra una guía de la cara con tonalidades diferentes en base a la contracción.  
 
Figura 84 Interfaz gráfica del sistema 
Fuente: Autoría 
 
4.5. Integración  
En esta sección, se realiza la unión de cada uno de los bloques del sistema, tal como se lo 
puede visualizar en la Figura 85, en la que se encuentran integrados todos los componentes dentro 
del CASE. Además, en la Figura 86, presentada a continuación representa el diseño 
correspondiente al logotipo del sistema denominado como SIREF, que representa al Sistema EMG 












4.6. Validación y métricas de eficiencia del sistema 
Tras finalizar la etapa de implementación, se procede a realizar diferentes pruebas de donde 
se puede validar la efectividad del sistema al reconocer las expresiones faciales generadas por el 
usuario. Para validar un sistema inteligente se debe realizar la comprobación si el sistema funciona 
acorde a lo esperado, la herramienta fundamental para evaluar el desempeño de clasificación son 
las generalmente conocidas como matrices de confusión, estas brindan información acerca de 
cómo está clasificando el sistema, a partir de un conteo de falsos positivos (FP), falsos negativos 
(FN), verdaderos positivos (TP) y verdaderos negativos (TN).  
 
4.6.1. Métricas de eficiencia 
A partir de la matriz de confusión, se presentas diversas métricas empleadas para medir la 
eficiencia del sistema de reconocimiento de expresiones faciales.  
 
4.6.1.1. Precisión  
La precisión del algoritmo de aprendizaje profundo implementado en el desarrollo del 
presente trabajo de titulación fue netamente de software, con valores obtenidos de la base de datos 
de prueba, aplicando la siguiente formula de la ecuación 11, se calcula la cantidad de predicciones 
correctas y el número total de predicciones que son conformadas entre correctas e incorrectas, para 
ello se realiza un análisis de matriz de confusión. 
𝑃𝑟 =  
𝑇𝑃 
𝑇𝑃 +   𝐹𝑃
 





𝑃𝑟 = 𝑉𝑎𝑙𝑜𝑟 𝑑𝑒 𝑝𝑟𝑒𝑐𝑖𝑠𝑖ó𝑛 
𝑇𝑃 = 𝐶𝑎𝑛𝑡𝑖𝑑𝑎𝑑 𝑑𝑒 𝑣𝑒𝑟𝑑𝑎𝑑𝑒𝑟𝑜𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑜𝑠 
𝐹𝑃 = 𝐶𝑎𝑛𝑡𝑖𝑑𝑎𝑑 𝑑𝑒 𝑓𝑎𝑙𝑠𝑜𝑠 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑜𝑠 
 
4.6.1.2.Tasa de error 
La tasa de error corresponde al porcentaje de predicciones que fueron clasificadas de 
manera errónea o incorrecta, basándose en falsos positivos y falsos negativos frente a las 
detecciones del sistema, véase en la Ecuación 12.  
𝐸𝑟 =  
𝐹𝑃 +   𝐹𝑁
𝑇𝑜𝑡𝑎𝑙
 
Ecuación 12 Fórmula de tasa de error del sistema 
Donde:  
𝐸𝑟 = 𝑉𝑎𝑙𝑜𝑟 𝑑𝑒 𝑡𝑎𝑠𝑎 𝑑𝑒 𝑒𝑟𝑟𝑜𝑟 
𝐹𝑃 = 𝐶𝑎𝑛𝑡𝑖𝑑𝑎𝑑 𝑑𝑒 𝑓𝑎𝑙𝑠𝑜𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑜𝑠 
𝐹𝑁 = 𝐶𝑎𝑛𝑡𝑖𝑑𝑎𝑑 𝑑𝑒 𝑓𝑎𝑙𝑠𝑜𝑠 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑜𝑠 
𝑇𝑜𝑡𝑎𝑙 = 𝐶𝑎𝑛𝑡𝑖𝑑𝑎𝑑 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑑𝑎𝑡𝑜𝑠 
 
4.6.1.3. Sensibilidad 
Se considera como la probabilidad de que el sistema tome una muestra como positiva y el 
sistema lo clasifique de tal forma, para ello se toma en cuenta la tasa de verdaderos positivos, véase 
en la ecuación 13.  
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𝑅𝑒𝑐 =  
𝑇𝑃
𝑇𝑃 +   𝐹𝑁
 
Ecuación 13 Fórmula de la sensibilidad del sistema 
 
Donde:  
𝑅𝑒𝑐 = 𝑉𝑎𝑙𝑜𝑟 𝑑𝑒 𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 𝑑𝑒𝑙 𝑠𝑖𝑠𝑡𝑒𝑚𝑎 
 
4.7. Eficiencia del sistema 
En esta sección de análisis del sistema, es a través de pruebas al usuario según la red 
neuronal para el desarrollada cuyos datos son totalmente nuevos para el sistema, no constan en la 
base de datos de entrenamiento del sistema que fueron evaluados preliminarmente en la sección 
4.6. donde se logran resultados alentadores.  
 
4.7.1. Matriz de confusión 
En el desarrollo del algoritmo de aprendizaje profundo mediante una red neuronal 
recurrente LSTM, se clasifica los 6 tipos de expresiones faciales básicas, cuya matriz de confusión 
demuestra que este modelo de reconocimiento en tiempo real para varias clasificaciones de 
emociones logra una precisión de hasta el 84.18%, cuyo valor es obtenido del entrenamiento del 
modelo de Deep Learning empleado. En la Tabla 35, se visualiza los resultados obtenidos con la 
red previamente entrenada para cada una de las clases mediante la matriz de confusión en la que 





Tabla 35. Matriz de confusión de la red neuronal entrenada 
Etiqueta de la 
muestra 
Clasificación de la expresión realizada por el modelo 
Asco Felicidad Ira Miedo Sorpresa Tristeza 
Asco 1472 2 0 0 4 13 
Felicidad 62 1192 12 201 33 2 
Ira 10 22 1485 29 13 2 
Miedo 52 159 12 1246 38 0 
Sorpresa 65 72 17 71 1158 117 
Tristeza 22 0 1 0 126 1290 
Fuente: Autoría 
 
Al momento de clasificar las expresiones faciales sus diferencias son significativas, desde 
el número de muestras de cada clase hasta el porcentaje de precisión (véase en la Tabla 36), hasta 
la precisión que presenta cada una. 
 










Al analizar estos resultados, se puede observar que la expresión de felicidad logra una 
precisión de alrededor del 85%, este valor tiene sentido dado que es la expresión que más se 
diferencia del resto. Normalmente se la genera al achinar los ojos, mejillas elevadas y comisuras 
de los labios ascienden hacia los laterales mostrando los dientes. De tal forma, que es poco 
probable catalogarlo por error con otra expresión facial. Otro de los datos curiosos, es el porcentaje 
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de precisión que alcanza la expresión de sorpresa, que contiene características como elevar las 
cejas, los párpados suben y la mandíbula decae para apartar todo aquello que causa asombro.  
En el resto de las expresiones el porcentaje de precisión va bajando, por ejemplo, en el caso 
de Miedo se puede visualizar como la confunde muchas veces con la expresión de asco, esto suele 
pasar cuando el usuario genera la expresión de miedo elevando el sabio superior acompañado de 
la aparición de arrugas en la frente. Es decir, comparte algunas características faciales, haciendo 
esto probable que se produzcan errores. Las fallas del modelo se hacen más evidentes en el caso 
de Ira el cual se confunde al clasificar como aso, pues se debe a que entre expresiones faciales 
utilizan la contracción de los tres músculos lo que genera una mayor o menor contracción 
dependiendo de la forma en que las genere el usuario, véase en la Figura 87.  
 




4.8. Discusión de resultados 
El reconocimiento de expresiones faciales tiende a ser una tarea fácil para los seres 
humanos, sin embargo, para las máquinas aún resulta una tarea difícil y propensa a errores. A pesar 
de los modelos de aprendizaje profundo como las LSTM óptimas para series temporales han 
logrado un rendimiento de clasificación a nivel humano, se requiere mayor cantidad de instancias 
que logren diferenciar de manera correcta las expresiones; tal y como se muestra en este estudio 
que presenta confusión a la hora de clasificar el asco y miedo.  
La funcionalidad del sistema se pudo verificar mediante las pruebas desarrolladas en este 
capítulo, los seis tipos de expresión facial fueron detectadas correctamente y se observó cuáles son 
los sensores que se activan dependiendo del tipo de expresión, para ello se realizó pruebas en las 
que se valida la predicción del clasificador, dichos resultados se pueden visualizar en la Tabla 37 
en la que se establece las métricas calculadas. 
 
Tabla 37. Evaluación de resultados de métricas en ambiente controlado   






Tasa de error (Er) 0.050% nan 
Error absoluto 0.24% 2.41% 









Obteniendo como resultado de las métricas una precisión en el entrenamiento del modelo 
aproximadamente del 84,18% con una pérdida de 4.55%, en base a la cantidad de falsos 
positivos/negativos y verdaderos positivos/negativos, en cambio, para el conjunto de datos que 
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representan la evaluación o test se obtuvo un valor de precisión del 83.72% con una tasa de pérdida 
o error del 4.84%, así el sistema contiene una sensibilidad del 84.04% ante los seis tipos de 
expresiones faciales. Estos datos corresponden a la evaluación del modelo.  
Es conveniente destacar que los resultados obtenidos representan una aproximación del 
rendimiento del sistema, en el cual se tomó como base de entrenamiento un total de 50 muestras 
por expresión. Finalmente, la conclusión a la que se llega en base al análisis empleado es que la 
mayoría de los desafíos encontrados en el sistema de reconocimiento se enfocan a la similitud que 
tienen algunas expresiones faciales como asco, miedo e ira al expresar por diferentes tipos de 
individuos. Todo lo mencionado en esta sección, se reflejan en los resultados obtenidos en este 
estudio en particular en base a tres movimientos musculares faciales como son: músculo 
Zygomaticus major, corrugator supercilii y depresor anguli oris; reduciendo ciertas 
imperfecciones del algoritmo se pueden mejorar los resultados al emplear un conjunto de datos 











5. CONCLUSIONES Y RECOMENDACIONES 
 
 
5.1.  Conclusiones 
El presente trabajo de titulación propuso un modelo de reconocimiento de expresiones 
faciales en tiempo real con un enfoque en aprendizaje profundo integrado por una red neuronal 
recurrente LSTM, el mismo que analiza e identifica patrones de movimientos musculares faciales 
involucrados en expresiones, para mejorar el método tradicional de reconocimiento por medio de 
imágenes. En particular, este tipo de redes de corto plazo aprenden y son empleadas con señales 
temporales, lo que las hace atractivas para este tipo de sistemas.  
Un factor determinante que contribuye a la precisión del modelo de aprendizaje profundo 
es emplear una base de datos de entrenamiento con una cantidad numerosa de muestras, mientras 
mayor cantidad de datos se tiene el sistema presenta mayor aprendizaje y por ende mejor 
clasificación, por ejemplo, en el presente trabajo se utilizó una base de datos con 300 muestras que 
a pesar de que logró obtener resultados aceptables se obtuvo una precisión con el conjunto de 
validación de la base de datos de entrenamiento un porcentaje del 83.72%.   
En la técnica de aprendizaje profundo se empleó una arquitectura de red neuronal 
recurrente LSTM, adecuada para un conjunto de datos pequeño, considerando la cantidad de datos 
como mínimo que requiere para el entrenamiento, presentó buena respuesta durante varias pruebas 
realizadas incrementando o disminuyendo la cantidad de neuronas empleadas tanto en la capa de 
entrada como en las capas ocultas así como también cambios de funciones de activación en la capa 
de salida con lo que se obtuvo resultados porcentuales de precisión del 75%, 81.33% y 84.18% 
con los datos de entrenamiento del modelo, del cual se emplea el valor de precisión más alto con 
una eficiencia del 83.72% de precisión con los datos de prueba que corresponden a la validación. 
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Uno de los problemas más frecuentes al momento de emplear algoritmos de aprendizaje de 
máquina es el sobreajuste, a causa de pocas muestras en la entrada del algoritmo. En tal sentido, 
se logró adaptar el sistema a la cantidad de muestras existentes agregando capas de Dropout entre 
capas ocultas que conforman la arquitectura de red recurrente LSTM mediante un aprendizaje 
iterativo en el que instancias de datos se ajustan a los pesos con las capas de entrada para predecir 
la etiqueta correcta.  
Previo a emplear un conjunto de datos para el entrenamiento de un algoritmo de Deep 
Learning, los datos deben atravesar por una etapa de acondicionamiento de señales temporales 
análoga y digital, con la finalidad de reducir al máximo la cantidad de ruido existente en el conjunto 
de datos, factor que puede afectar al aprendizaje de máquina. En efecto, se obtiene datos con 
mejores características en las que el sistema pueda extraer el máximo conocimiento posible, 
generalizar el modelo y evitar el sobreajuste de la red LSTM, con técnicas como: un análisis 
estadístico, cálculo de la media, desviación estándar, filtrado análogo y digital.   
El uso de bibliotecas como Tensor Flow de código abierto para el aprendizaje de máquina 
son apropiadas para el desarrollo de algoritmos de reconocimiento de patrones, incluso permite 
construir y compilar de manera sencilla redes neuronales debido a que proporciona una interfaz de 
programación de Keras con mayor rapidez apilable incluso desde el navegador considerada como 
líder en Deep Learning, por ende, es ideal para la implementación en sistemas de reconocimiento 
de expresiones faciales.  
En conclusión, el considerar emplear un optimizador de tasa de aprendizaje adaptativo 
(Learning rate) para la etapa de entrenamiento del modelo de aprendizaje profundo es de vital 
importante, ya que dicho valor permite que el algoritmo aprenda la mayor cantidad de 
características  de manera más eficiente, mientras el aprendizaje interactivo se ejecuta el valor del 
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optimizador va actualizando para obtener el valor óptimo para el tratamiento de gradiente 
dispersos, por lo tanto, en el presente trabajo se empleó el optimizador ADAM con tasa de 
aprendizaje de [10-4, 10-2]. 
El uso de funciones de pérdida categorical_crossentropy, permite calcular la pérdida de 
entropía cruzada entre etiquetas y predicciones cuando hay dos o más etiquetas, incluso son 
fundamentales al momento de obtener características altamente discriminativas para cada clase del 
conjunto de datos de entrenamiento y por ende se logra obtener un porcentaje de precisión mayor, 
lo que supone, mayor rendimiento del conjunto de datos de prueba.  
La forma de evaluar el modelo de aprendizaje profundo de red LSTM fue llevado a cabo 
mediante un análisis de medidas cuantitativas de eficacia al emplear una matriz de confusión y 
métricas estadísticas de precisión, tasa de error y sensibilidad. En efecto, se obtuvo resultados que 
corresponden a porcentajes de precisión del 84.18% con una pérdida del 4.55% en el conjunto de 
entrenamiento y pérdidas del 4.84% en lo que respecta al conjunto de validación o test, además de 
una sensibilidad porcentual para discernir entre verdaderos positivos del 83.72%.  
Con los nuevos desarrollos tecnológicos en software y su disponibilidad en código abierto, 
ha permitido de forma rápida y sencilla aplicaciones en torno a Inteligencia Artificial en  áreas que 
contemplan la interacción del ser humano con las máquinas, y en un futuro muy próximo las 
expresiones faciales ligadas a dispositivos e incluso robots amigables que contengan aspectos del 
ser humano como es el caso generalmente del desarrollo de sistemas de reconocimiento de patrones 




Sin duda, el reconocimiento de expresiones faciales es un área de estudio de gran interés 
en el campo de la Inteligencia artificial, su análisis es necesario para modular los procesos de 
interacción social humana en aplicaciones como estudios comportamentales e incluso sistema de 
interacción hombre máquina por medio de la información proporcionada por los sentidos de 
manera conjunta y efectiva, lo que implica un gran desafío diseñar robot con reconocimiento de 


















Es recomendable usar referencias bibliográficas de fuentes confiables u oficiales para 
solventar las dudas que se mantendrán en relación con el diseño del sistema, con lo cual la 
fundamentación teórica será mucha más fiable.  
Al investigar en el campo de inteligencia artificial es necesario adquirir las herramientas 
de software y hardware en las que es posible el aprendizaje de máquina profundo conocido como 
Deep Learning e incluso tener un conocimiento básico de como emplearlo.  
El usar una metodología acorde al desarrollo de sistemas embebidos es recomendable, de 
ella dependerá la selección correcta de los requerimientos que lo componen, entre las que son 
generalmente usadas están: metodología en cascada, iterativa y el modelo en V.  
Es recomendable analizar la arquitectura de una red neuronal artificial con la finalidad de 
adquirir conocimiento para su posterior implementación y variación de las mismas en redes que 
incluyen retroalimentación como es el caso de las redes neuronales recurrentes LSTM, GDU, entre 
otras.  
Es fundamental dividir el conjunto de datos en un conjunto de entrenamiento (training set) 
y un conjunto de prueba (test set) en el enfoque de algoritmo de aprendizaje profundo, 
particularmente el primer conjunto de datos es utilizado para generar el modelo de red LSTM 
ajustando la cantidad de pesos, neuronas que contiene la capa de entrada, ocultas y de salida 
dependiendo de la cantidad de clases empleadas y el conjunto de datos de prueba que determina la 
probabilidad que dado una muestra de datos de un rostro nunca antes visto por la red reconozca el 
tipo de expresión facial generada por la contracción de los tres músculos analizados.  
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Previo a implementar el sistema electrónico, es conveniente realizar pruebas de simulación 
que validen el funcionamiento para ahorrar recursos que involucran el gasto innecesario de 
componentes electrónicos y omitir la probabilidad de fallo del código de programación. 
SIREF es destinado para personas con limitada movilidad, sin embargo, para que el sistema 
puede detectar el tipo de expresión facial para diferentes personas de cualquier edad se debe 
realizar una red neuronal con una fase de entrenamiento previa para cada individuo, pues es 
recomendable usar más sensores musculares MyoWare, cubriendo casi toda la zona del rostro a fin 
de analizar un patrón común de las expresiones faciales. 
Aumentar el rendimiento del sistema de SIREF es posible al incrementar las instancias en 
la BDD de entrenamiento, con lo cual el sistema de aprendizaje profundo genera la clasificación 
de las 6 expresiones faciales básicas mucho más discriminativas con datos que le proporcionen 
mayor aprendizaje y diferenciación.   
Se recomienda el uso de Tensor Flow como librería de aprendizaje de máquina automático, 
permite detectas, descifrar patrones y correlaciones similares al razonamiento del ser humano 
aparte de que es muy intuitiva para su implementación en datos heterogéneos.  
Encontrar el valor óptimo de learning rate al emplear un algoritmo optimizador de 
funciones de pérdidas (Adam, SGD Estándar, RMSprop) es recomendable, de él depende la 
rapidez con la que el sistema aprende en cada iteración se actualizan los pesos de la red por lo que 
es considerado como el hiperparámetro más importante en redes neuronales profundas.  
Se recomienda variar el tamaño de incrustaciones o número de neuronas por capa, esto 
puede tener un impacto sea positivo o negativo en el reconocimiento de expresiones faciales, 
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aunque ello influye en el consumo de recursos de hardware y verificar la precisión que se obtiene 
al variar dichos valores.  
Como el sistema de reconocimiento de expresiones faciales cuenta con una interfaz HMI, 
se recomienda leer el manual de usuario para el correcto funcionamiento y uso para evitar 
complicaciones durante la ejecución de la aplicación.  
Para trabajos futuros, es recomendable emplear redes neuronales recurrentes LSTM 
óptimas para trabajar con series temporales electromiográficas con mayor cantidad de datos e 
incluso más capas ocultas, considerando que en el presente trabajo de titulación se obtuvo precisión 
del 84.18% en el conjunto de datos de entrenamiento a partir de 300 muestras tomadas. De este 
modo el emplear mayor cantidad de muestras influirá en la precisión del modelo y por ende en 
discernir con mayor facilidad los seis tipos de expresiones faciales básicas.   
Eventualmente, este sistema de reconocimiento de patrones de movimientos musculares 
faciales puede ser mejorado e incluso empleado para ayudar a personas con limitada movilidad a 
desplazarse de un lugar hacia otro, esto requerirá de un análisis profundo de un extenso conjunto 
de datos para discriminar de forma más acertada la expresión facial que el usuario genere y realizar 
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7. GLOSARIO DE TÉRMINOS Y ACRÓNIMOS 
 
AMP-OP o AOP: Amplificador operacional 
AU: Unidades de acción, características básicas de los músculos del rostro 
BDD: Su traducción al español hace referencia a Base de Datos. 
CLASE: Tipo de datos de una base de datos. 
DAC: Conversor análogo digital 
DATASHEETS: Documento que contiene características de un componente y es emitido por el 
fabricante. 
Deep Learning: Técnica de aprendizaje de máquina profundo 
DSP: Procesamiento digital de señales  
FACS: Sistema de codificación de la acción facial 
FER: Reconocimiento automático de expresiones faciales  
FIR: Filtro digital de respuesta finita al impulso 
EMG: Hace referencia a electromiografía, técnica usada para medir la actividad eléctrica de los 
músculos y nervios 
Gaussiano: Filtro cuya respuesta al impulso es una función gaussiana, minimiza el tiempo de 
subida y bajada. 
GND: Del inglés Ground, se utiliza para denotar la terminal de Tierra en circuitos eléctricos o 
electrónicos. 
HMI: Interfaz de operador hombre-máquina 
ML: Del inglés Machine Learning, traducido al español aprendizaje automático 
PAUM: Potencial de acción de la unidad motora de los músculos  
PROCESSING: Software libre que permite el diseño de interfaces gráficas. 
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Savitzky – Golay: Filtro digital permite suavizar los datos, es decir, aumentar la precisión de los 
datos. 
SNR: Relación señal a ruido 
TEST: Prueba de funcionamiento de un módulo o sistema.  
Vin: Voltaje de entrada en un circuito eléctrico o electrónico.  
Vca: Voltaje de corriente alterna.  
Vcd: Voltaje de corriente directa.  
Vmax: Voltaje pico o máximo de salida de un circuito.  














ANEXO 1: PROGRAMACIÓN DEL SISTEMA 
Programación Toma de datos 
#include <DueTimer.h> //librería del Timer 
 
//Inicializar variables Timer 
int myLed = 13; 
int i = 0; 
int j = 400; 
bool ledOn = false; 
 
int sensorPin1 = A1; //Pin entrada análoga 
int sensorPin2 = A2; //Pin entrada análoga 
int sensorPin3 = A3; //Pin entrada análoga 
int sensorValue1 = 0; //Variables toma datos 
int sensorValue2 = 0; //Variables toma datos 
int sensorValue3 = 0; //Variables toma datos 
 
//Método Timer 
void Control () { 
  ledOn =! ledOn; 
  i = i + 1; 
 
  if (i > 10 && i < 21 || i > 40 && i < 51 || i > 70 && i < 81 || i > 100 && i < 111 || i > 130 && i < 141 || i > 
160 && i < 171 || i > 190 && i < 201 || i > 220 && i < 231 || i > 250 && i < 261 || i > 280 && i < 291) { 
    digitalWrite (myLed, ledOn); // Led on, off, on, off... 
    sensorValue1 = analogRead(sensorPin1); //Tomar valores entradas analógicas 
    sensorValue2 = analogRead(sensorPin2); //Tomar valores entradas analógicas 
    sensorValue3 = analogRead(sensorPin3); //Tomar valores entradas analógicas 
    myAverage1 += sensorValue1; //Agregar valores 
    myAverage2 += sensorValue2; //Agregar valores 
    myAverage3 += sensorValue3; //Agregar valores 
    myAverage1.process(); //Proceso de calculo 
    myAverage2.process(); //Proceso de calculo 
    myAverage3.process(); //Proceso de calculo 
 
    Serial.print(j); 
    Serial.print(","); 
    Serial.print(myAverage1.mean); //Imprimir por CX serial datos almacenados 
    Serial.print(","); 
    Serial.print(myAverage2.mean); //Imprimir por CX serial datos almacenados 
    Serial.print(","); 
    Serial.print(myAverage3.mean); //Imprimir por CX serial datos almacenados 
    Serial.print(","); 
    Serial.println(); 
    j = j + 400; 
  } 
 
  sensorValue1 = 0; 
  sensorValue2 = 0; 
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  sensorValue3 = 0; 
} 
 
void setup () { 
  pinMode (myLed, OUTPUT); 
  Serial.begin(115200); 
  Serial.println("t[ms], SM1, SM2, SM3"); 
  Timer3.attachInterrupt(Control); 




Programación Visualización de Datos 
/DESCRIPCION DEL PROGRAMA: //Consta de una visualización de datos de los valores 
de los sensores ubicados en el rostro //los cuales se reciben a partir del Arduino hacia la 
plataforma de processing 
import processing. serial. *; //Importamos la librería Serial 
import controlP5. *; 




int radio_sm1=10, radio_sm2=10, radio_sm3=10; 
int x_sm1=945, y_sm1=450; 
int x_sm2=903, y_sm2=335; 
int x_sm3=838, y_sm3=475; 
float VSM1, VSM2, VSM3; 




PImage img, felicidad, tristeza, miedo, asco, ira, sorpresa, mt, mm, ma, mi, ms, mf; 
PImage fondo; 
 
//Cajas de Texto 
ArrayList<TEXTBOX> textboxes = new ArrayList<TEXTBOX> ();  
String nombre="", apellido=""; 
 
//Color en base a la cantidad de contracción 
int r=132, g=255, b=20; 









void setup () { 
  size (1030, 579); 
  printArray (Serial.list()); //imprime lista de puertos seriales disponibles 
  String portName = Serial.list() [0]; 
  puerto = new Serial (this, portName, 115200); //Abre el puerto serie 
  puerto. bufferUntil('\n'); 
 
  f=createFont ("Arial", 12, true); 
  fondo =loadImage("FONDO.png"); //cargar imagen de fondo 
  img=loadImage("MuscleFacial.png"); 
  felicidad=loadImage("Felicidad.png"); 
  tristeza=loadImage("TristezaH.png"); 
  sorpresa=loadImage("SorpresaM.png"); 
  miedo=loadImage("MiedoH.png"); 
  asco=loadImage("AscoM.png"); 
  ira=loadImage("IraH.png"); 
  mf=loadImage("MuscleF.png"); 
  mt=loadImage("MuscleT.png"); 
  ms=loadImage("MuscleS.png"); 
  mm=loadImage("MuscleM.png"); 
  ma=loadImage("MuscleA.png"); 
  mi=loadImage("MuscleI.png"); 
  cp5 = new ControlP5(this); 
  cp5.addButton("Conectar”) //añadiendo el botón conectar 
        . setPosition (280, 95) 
        . setSize (60, 30) 
        . setColorValueLabel (color (58, 79, 253)) 
        . setColorBackground (color (106, 220, 91)); 
  cp5.addButton("Desconectar”) //añadiendo el botón desconectar 
       . setPosition (350, 95) 
       . setSize (70, 30) 
       . setColorBackground (color (106, 220, 91)); 
  cp5.addButton("Salir”) //añadiendo el botón desconectar 
       . setPosition (430, 95) 
       . setSize (60, 30) 
       . setColorBackground (color (106, 220, 91)); 
 
  sm1=cp5.addSlider("SM1"). setPosition (450, 207)   // porcentaje de contracción 
    . setSize (200, 13) 
    . setRange (0, 100) 
    . setValue (0) 
    . setColorValue (color (255)) 
    . setColorBackground (color (225, 229, 255)); 
 
  sm2=cp5.addSlider("SM2"). setPosition (450, 230) 
    . setSize (200, 13) 
    . setRange (0, 100) 
    . setValue (0) 
    . setColorValueLabel (color (255)) 
    . setColorCaptionLabel (color (225, 229, 255)); 
 
  sm3=cp5.addSlider("SM3"). setPosition (450, 250) 
    . setSize (200, 13) 
    . setRange (0, 100) 
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    . setValue (0) 
    . setColorValueLabel (color (255)) 
    . setColorCaptionLabel (color (225, 229, 255)); 
 
cp5.getController("SM1"). getCaptionLabel (). align (ControlP5.CENTER,   
ControlP5.BOTTOM_OUTSIDE). setPaddingX (0); 
cp5.getController("SM1"). getValueLabel () 
      . setFont (createFont ("Arial", 10)); 
cp5.getController("SM1"). getCaptionLabel () 
      . setFont (createFont ("Arial", 10)); 
 
cp5.getController("SM2"). getCaptionLabel (). align (ControlP5.CENTER, 
ControlP5.BOTTOM_OUTSIDE). setPaddingX (0); 
cp5.getController("SM2"). getValueLabel () 
      . setFont (createFont ("Arial", 10)); 
cp5. getController("SM2"). getCaptionLabel () 
      . setFont (createFont ("Arial", 10)); 
 
cp5.getController("SM3"). getCaptionLabel (). align (ControlP5.CENTER, 
ControlP5.BOTTOM_OUTSIDE). setPaddingX (0); 
cp5.getController("SM3"). getValueLabel () 
     . setFont (createFont ("Arial", 10)); 
cp5. getController("SM3"). getCaptionLabel () 
      . setFont (createFont ("Arial", 10)); 
 
  InitLayout (); 




void draw () { 
  background (225, 229, 255); 
  textSize (25); 
  fill (0); 
  text ("SISTEMA DE RECONOCIMIENTO DE EXPRESIONES FACIALES”, 140, 40); 
  textFont(f);  
  text ("DATOS DEL USUARIO:", 50, 170); 
  text ("Nombres:", 60, 200); 
  text ("Apellidos:", 60, 225); 
  text ("Edad:", 60, 250); 
 
  text ("TIPO DE EXPRESIÓN:", 300, 170); 
  text ("Zonas de contracción", 300, 200); 
  text ("Zygomaticus major:", 320, 220); 
  text ("Corrugator supercilii:", 320, 240); 
  text ("Depresor anguli oris:", 320, 260); 
 
  String dato=puerto. readStringUntil('\n'); 
 
  image (img, 740, 180); 
 
  if (¡dato! = null) { 
    float [] values =float (split (dato, ",")); 
    VSM1= (values [0]*100) /1023; 
    sm1.setValue(VSM1); 
    //VSM2= (values [1]*100) /1023; 
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    //VSM3= (values [2]*100) /1023; 
  } 
  if (VSM1<16.66) { 
    image (felicidad, 10, 310); 
    image (mf, 290, 290); 
    text ("Felicidad", 450, 170); 
  } else { 
    if (VSM1>16.66 && VSM1<33.33) { 
      image (tristeza, 10, 310); 
      image (mt, 290, 290); 
      text ("Tristeza", 450, 170); 
    } else { 
      if (VSM1>33.33 && VSM1<49.99) { 
        image (sorpresa, 10, 310); 
        image (ms, 290, 290); 
        text ("Sorpresa", 450, 170); 
      } else { 
        if (VSM1>49.99 && VSM1<66.66) { 
          image (miedo, 10, 310); 
          image (mm, 290, 290); 
          text ("Miedo", 450, 170); 
        } else { 
          if (VSM1>66.66 && VSM1<83.33) { 
            image (asco, 10, 310); 
            image (ma, 290, 290); 
            text ("Asco", 450, 170); 
          } else { 
            if (VSM1>83.33 && VSM1<101) { 
              image (ira, 10, 310); 
              image (mí, 290, 290); 
              text ("Ira", 450, 170); 
            } 
          } 
        } 
      } 
    } 
  } 
 
 
  //Musculo Zygomatico major 
  fill (crZM, cgZM, cbZM); 
  noStroke (); 
  ellipse (x_sm1, y_sm1, radio_sm1, radio_sm1); 
  if (x_sm1<956 & y_sm1>431 & y_sm1<451) { 
    x_sm1=x_sm1+1; 
    y_sm1=y_sm1-2; 
  } else { 
    if (x_sm1<970 & y_sm1>415 & y_sm1<451) { 
      x_sm1=x_sm1+2; 
      y_sm1=y_sm1-2; 
    } else { 
      if (x_sm1<981 & y_sm1>390 & y_sm1<451) { 
        x_sm1=x_sm1+1; 
        y_sm1=y_sm1-2; 
      } else { 
        x_sm1=945; 
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        y_sm1=450; 
      } 
    } 
  } 
  //Musculo Corrugator Supercilii 
  fill (crCS, cgCS, cbCS); 
  noStroke (); 
  ellipse (x_sm2, y_sm2, radio_sm2, radio_sm2); 
  if (x_sm2<904 & y_sm2>325 & y_sm2<336) { 
    y_sm2=y_sm2-2; 
  } else { 
    if (x_sm2<937 & y_sm2>301 & y_sm2<336) { 
      x_sm2=x_sm2+1; 
      y_sm2=y_sm2-1; 
    } else { 
      x_sm2=903; 
      y_sm2=335; 
    } 
  } 
  //Musculo Depresor anguli oris 
  fill (crDAO, cgDAO, cbDAO); 
  noStroke (); 
  ellipse (x_sm3, y_sm3, radio_sm3, radio_sm3); 
  if (x_sm3<839 & y_sm3>474 & y_sm3<496) { 
    y_sm3=y_sm3+1; 
  } else { 
    if (x_sm3<855 & y_sm3>495 & y_sm3<522) { 
      x_sm3=x_sm3+1; 
      y_sm3=y_sm3+2; 
    } else { 
      x_sm3=838; 
      y_sm3=475; 
    } 
  } 
  for (TEXTBOX t: textboxes) { 
    t. DRAW (); 
  } 
} 
void Conectar () { 
  puerto. write('E'); 
} 
void Desconectar () { 
  puerto. clear () ;//limpiar el puerto 
  puerto. stop () ;//detener la conexión 
} 
void Salir () { 
  exit (); //sale del programa 
} 
void InitLayout () {//cajas de texto 
  TEXTBOX nombre = new TEXTBOX (); 
  nombre. W=120; 
  nombre.H=19; 
  nombre.X= (width -nombre. W) /2-330; 
  nombre. Y=185; 
  textboxes.add(nombre); 
  TEXTBOX apellido = new TEXTBOX (); 
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  apellido. W=120; 
  apellido.H=19; 
  apellido.X= (width -apellido. W) /2-330; 
  apellido. Y=210; 
  textboxes.add(apellido); 
  TEXTBOX edad = new TEXTBOX (); 
  edad. W=60; 
  edad.H=19; 
  edad.X= (width -edad. W) /2 -360; 
  edad. Y=235; 
  textboxes.add(edad); 
} 
void mousePressed () { 
  for (TEXTBOX t: textboxes) { 
    t. PRESSED (mouseX, mouseY); 
  } 
} 
void keyPressed () { 
  for (TEXTBOX t: textboxes) { 
    t. KEYPRESSED (key, keyCode); 
    nombre=textboxes.get (0). Text; 
    apellido=textboxes.get (1). Text; 
  } 
} 
void SM1(float ValorRango) 
{ 
  crZM=r+(ValorRango*1.04); 
  cgZM=g-(ValorRango*2.35); 
  cbZM=b+0.001; 
} 
void SM2(float ValorRango) 
{ 
  crCS=r+(ValorRango*1.04); 
  cgCS=g-(ValorRango*2.35); 
  cbCS=b+0.001; 
} 
void SM3(float ValorRango) 
{ 
  crDAO=r+(ValorRango*1.04); 
  cgDAO=g-(ValorRango*2.35); 














ANEXO 2: ENCUESTA DE REQUERIMIENTOS Y TABULACIÓN  
 
ENCUESTA DIRIGIDA A ESPECIALISTAS EN EL ÁREA DE MÚSCULOS DEL CUERPO 
HUMANO 
La encuesta está destinada a los especialistas en el área de músculos, con la finalidad de 
levantar información sobre los requerimientos de usuarios para la creación del sistema de 
reconocimiento de expresiones faciales.  
1. ¿Qué tipo de músculos considera Ud que son los involucrados en expresiones faciales? 
(Elija tres) 
a) Frontails 
b) Corrugator Supercilii 
c) Zygomaticus major 
d) Depresor anguli oris 
e) Levator  
f) Risorio 
 








4. ¿Le gustaría que el sistema sea cómodo para el usuario?  
a)  SI  
b) NO 
 
5. ¿Cree necesario el uso de sensores superficiales poco invasivos en el rostro del usuario? 

















Tabulación de la información  
 
1. ¿Qué tipo de músculos considera Ud. que son los involucrados en expresiones faciales? 
(Elija tres) 
 
De acuerdo con los resultados de los tres especialistas encuestados, mostraron su 
aprobación para que el sistema analice los músculos Zygomaticus major y depresor anguli oris, 
con un 100% de aceptación.  
 




a) SI 3 100% 
b) NO 0 0% 













La mayoría de encuestados mostraron su aprobación para que el sistema utilice tres 
sensores musculares, con un 100% de aceptación. 
 




a) SI 3 100% 
b) NO 0 0% 
TOTAL 3 100% 
 
La mayoría de encuestados mostraron su aprobación para que el sistema sea de fácil uso y 
entendimiento de la expresión/emoción detectada por el usuario, con un 100% de aceptación. 
 




a) SI 3 100% 
b) NO 0 0% 
TOTAL 3 100% 
 
Todos los especialistas coinciden que el sistema sea lo más cómodo posible, por lo que el 
diseño de este debe garantizar la comodidad del usuario. Para lograr esto es indispensable usar 




5. ¿Cree necesario el uso de sensores superficiales poco invasivos en el rostro del usuario? 
 
En base al mayor porcentaje receptado en esta pregunta, que es del 66.6% se opta por 
emplear sensores poco invasivos para el usuario, como lo son los sensores superficiales por medio 
de electrodos. Con estos se logra obtener la señal electromiográficas de los músculos al realizar 



























ANEXO 3: FOTOGRAFIAS DEL TRABAJO REALIZADO 
 
La Figura 88, muestra la investigación desarrollada a través de encuesta a expertos en 
movimientos musculares.  
 
Figura 88  Entrevista a expertos en musculos 
Fuente: Autoría 
 
Implementación del Sistema 
Construcción de las placas del sistema: La Figura 89, muestra el proceso de 





Figura 89 Construcción del sistema PIEMEG 
Fuente: Autoría  
 
 
Figura 90 Integración de componentes en la placa 





 Figura 91 Integración placas PCB con soldadura 
Fuente: Autoría  
 
Pruebas del sistema (electrodos) 
Pruebas del sistema, en la Figura 92, muestra el proceso de colocación de electrodos en las 
tres zonas musculares involucradas. 
 




ANEXO 4: REGISTRO TOMA DE DATOS SENSORES MUSCULARES 
Individuos de entre 19-30 años 
 









ANEXO 5: BASE DE DATOS DE ENTRENAMIENTO 
 
SM1 SM2 SM3 Clase Expresión 
547 183 130 0 FELICIDAD 
688.5 603 501.5 0 FELICIDAD 
761.33 743 675.33 0 FELICIDAD 
766.25 813 692.75 0 FELICIDAD 
805.25 970 793.5 0 FELICIDAD 
826 829.25 831 0 FELICIDAD 
828.5 645.5 831 0 FELICIDAD 
804.25 449.5 763 0 FELICIDAD 
858.25 323 885.5 0 FELICIDAD 
860 293.5 885.5 0 FELICIDAD 
266 842 431 0 FELICIDAD 
332.5 932.5 408 0 FELICIDAD 
343.67 962.67 371.33 0 FELICIDAD 
351.75 977.75 362.75 0 FELICIDAD 
374.75 968 322.75 0 FELICIDAD 
358 833.75 275.5 0 FELICIDAD 
350 671 249.25 0 FELICIDAD 
337.75 515.25 213.75 0 FELICIDAD 
330 416.25 192.5 0 FELICIDAD 
327 405.5 186.5 0 FELICIDAD 
761.5 318 1023 1 IRA 
756.25 242.75 874.75 1 IRA 
733 188.25 669.25 1 IRA 
710.5 159.25 466.75 1 IRA 
718 147.5 341.25 1 IRA 
759.25 149.75 456.25 1 IRA 
833.75 151.75 661.75 1 IRA 
903.5 151.5 864.25 1 IRA 
943 149.75 989.75 1 IRA 
942.25 141.5 1023 1 IRA 
543 380.5 541.5 1 IRA 
619 598.75 732.5 1 IRA 
690.25 821.75 911 1 IRA 
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738.25 1023 1023 1 IRA 
743.5 978 1023 1 IRA 
745.75 871.75 1023 1 IRA 
749.75 732.75 1023 1 IRA 
755.25 566.5 1023 1 IRA 
760.75 419.5 1023 1 IRA 
761.5 318 1023 1 IRA 
561 176 134 2 SORPRESA 
571 599.5 124 2 SORPRESA 
585.33 740.67 147 2 SORPRESA 
652.5 667.25 325.25 2 SORPRESA 
749.75 697.5 547.5 2 SORPRESA 
830.75 617.75 758.25 2 SORPRESA 
872 617.75 861.5 2 SORPRESA 
854.5 761.75 799.75 2 SORPRESA 
806.5 943.25 676.25 2 SORPRESA 
757.75 1023 538.75 2 SORPRESA 
427.5 808.25 370 2 SORPRESA 
506.5 639.75 590 2 SORPRESA 
542.75 639.75 703.75 2 SORPRESA 
559.25 639.75 764.25 2 SORPRESA 
536 826.25 725.25 2 SORPRESA 
495.25 1023 619 2 SORPRESA 
468.25 1023 547.5 2 SORPRESA 
467 1023 544.25 2 SORPRESA 
406.75 1023 384.5 2 SORPRESA 
380 1023 316.5 2 SORPRESA 
606 144 123 3 MIEDO 
637 263.5 200.5 3 MIEDO 
737.33 241.33 474.67 3 MIEDO 
765.75 218.25 548.75 3 MIEDO 
833.75 230.25 729.5 3 MIEDO 
907.25 182.25 915.75 3 MIEDO 
913 190.25 915.75 3 MIEDO 
940 191.75 978.75 3 MIEDO 
927.75 183 953.5 3 MIEDO 
850.5 176.75 767 3 MIEDO 
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419.75 224.75 424 3 MIEDO 
415.25 199 438.5 3 MIEDO 
422.75 258.5 482 3 MIEDO 
401.25 442.5 448.25 3 MIEDO 
396.25 512.75 434.5 3 MIEDO 
387.5 580 409.25 3 MIEDO 
353.75 540.5 314.75 3 MIEDO 
346 372.5 288.5 3 MIEDO 
330 390 244 3 MIEDO 
322 455.5 219.25 3 MIEDO 
566 147 127 4 ASCO 
584.5 240.5 172 4 ASCO 
598 389.67 224.67 4 ASCO 
646.25 431.75 356 4 ASCO 
734.25 524 580 4 ASCO 
803.25 591.75 777.75 4 ASCO 
842.75 559.75 878.5 4 ASCO 
856.75 651.75 925.75 4 ASCO 
856 676 925.75 4 ASCO 
836.75 666.5 875.5 4 ASCO 
407.5 301 215.5 4 ASCO 
450 268 235.25 4 ASCO 
487 322.25 234 4 ASCO 
524.75 508.5 227.75 4 ASCO 
549 692 236.5 4 ASCO 
552 814.5 190.75 4 ASCO 
559.25 845.75 153 4 ASCO 
578 740.5 143.5 4 ASCO 
595.25 614.5 139.75 4 ASCO 
615.5 501.75 138.75 4 ASCO 
604 201 168 5 TRISTEZA 
708.5 612 423.5 5 TRISTEZA 
793.67 749 623.33 5 TRISTEZA 
836.25 817.5 723.25 5 TRISTEZA 
926.75 1023 937 5 TRISTEZA 
964.75 1023 1023 5 TRISTEZA 
927.25 1023 933 5 TRISTEZA 
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898.75 931.5 871.25 5 TRISTEZA 
889.5 758 864 5 TRISTEZA 
851.25 581 774.75 5 TRISTEZA 
791.5 242.75 754 5 TRISTEZA 
796.5 218.25 731 5 TRISTEZA 
818.5 242 774.25 5 TRISTEZA 
835.75 250.75 835.25 5 TRISTEZA 
872.75 311.5 970.5 5 TRISTEZA 
872.5 345.25 1023 5 TRISTEZA 
830.5 354 976.5 5 TRISTEZA 
743 380 805 5 TRISTEZA 
670.25 358 679.75 5 TRISTEZA 
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MANUAL DE USUARIO 
Ibarra – Ecuador 
¿Qué es SIREF? 
SIREF es un sistema EMG de reconocimiento de expresiones faciales utilizando 
tecnologías de aprendizaje profundo en base a un análisis de movimientos musculares faciales, 
aplicado en su primera versión a personas con limitada movilidad de la ciudad de Ibarra - Ecuador.  
 
Figura 1 Logo del Sistema EMG de reconocimiento de expresiones faciales 
 
El nombre SIREF, viene de la unión de la palabra SI debido a que es un sistema basado en 
electromiografía y REF que hace alusión al reconocimiento automático de expresiones faciales. 
SIREF está constituido por tres sensores musculares los cuales emplean electrodos superficiales 
poco invasivos lo que permite que la prueba sea cómoda para el usuario. El sistema permite 
detectar en tiempo real la cantidad de contracción muscular al realizar una determinar expresión 




¿Cómo hacer una prueba? 
La necesidad de detectar la expresión/emoción detectada de manera más eficaz ha ocasionado 
que existiera un estudio profundo acerca de los métodos y análisis de patrones de movimientos 
musculares faciales con el único objetivo de hacer más accesible la forma de reconocer expresiones 
faciales.  
EL CASE de color azul con verde, corresponde al sistema de reconocimiento de expresiones 
faciales en el cual se encuentran integrados todos los componentes. Para iniciar una prueba, 
continúe con los siguientes pasos: 
1. Conecte el dispositivo receptor al puerto serial USB de su ordenador. El sistema 
automáticamente se encenderá a través de una luz roja. 
▪ Para comprobar que se conectó adecuadamente el dispositivo al puerto USB, vaya a 
“Este equipo” en su ordenador, clic derecho y seleccione propiedades. Observe la 
Figura 2. 
 
Figura 2 Verificar conexión puerto serial en Propiedades del equipo 
202 
 
▪ Seleccione administrador de dispositivos, como se muestra en la Figura 3. 
 
Figura 3 Ventana de administrador de dispositivos del equipo 
 
▪ Despliegue la selección de puertos (COM y LPT) y verifique que se reconozca el 
puerto serial.  
 
Figura 4 Puertos COM y LPT 
 
 
2. Inicie la aplicación de SIREF, haciendo doble clic en el icono de la aplicación, se abrirá una 










Figura 5 Pantalla principal SIREF 
Fuente: Autoría 
 
3. Ingrese los datos del usuario en las casillas de: Nombre, Apellido y Edad. A fin de guardar 
las pruebas realizadas con los datos correspondientes.  
 
4. El usuario debe colocarse los electrodos en la posición de los tres músculos faciales 
analizados en SIREF. Se debe tomar en cuenta la polaridad de colocación con un signo 
positivo “+” (pin rojo del cable y amarillo) y uno negativo “-” (pin verde del cable).  
Para hacer un uso adecuado y evitar molestias se debe utilizar a modo de acoplamiento gel 
neutro o un paño humedecido en agua. Se debe colocar los electrodos tal como se muestra 





Figura 6 Ubicación de electrodos en el rostro 
Fuente: Autoría 
 
Zona1: Músculo Corrugator supercilii 
Tamaño de electrodos: 65mm o 95mm 
Posición: sentado  
 
Zona2: Músculo Zygomaticus major 
Tamaño de electrodos: 65mm o 95mm 
Posición: sentado  
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Zona3: Músculo Depresor angulii oris 
Tamaño de electrodos: 65mm o 95mm 
Posición: sentado  
 
Al realizar la prueba en un usuario, se debe colocar el electrodo con el cable rojo en la parte 
principal del músculo, el cable amarillo debe ir en la parte media del musculo y finalmente el cable 
verde (negativo) se lo debe ubicar en una zona de referencia, por lo general se ubica donde se 
encuentran los huesos. 
 
Figura 7 Colocación de electrodos en el usuario 
Fuente: Autoría 
 
5. En la interfaz gráfica, si el usuario tiene los electrodos bien posicionados se procede a 
presionar el pulsador en el hardware, así en el sistema encenderá una luz intermitente que 




6. La prueba da inicio y tiene una duración de 4 segundos, tiempo en que el usuario debe 
realizar contracciones del músculo, de acuerdo con la expresión facial que genere, luego de 
ello es posible observar la interfaz gráfica en la cual se presentan los resultados, que se 








7. Guardar la información de la prueba, es bastante sencillo. Pulse el botón “GUARDAR” y 
automáticamente se creará un archivo con extensión .csv. El archivo se encuentra en una 
carpeta llamada “Lecturas” tal como lo muestra la Figura 9. Con el fin de crear históricos 
que permitan evidenciar la cantidad de contracción de cada musculo por expresión.  
 
Figura 9 Captura de pantalla de la prueba realizada 
Fuente: Autoría 
 
8. Para visualizar los datos del archivo “lectura.csv” haga doble en el archivo. Para que la 
información sea representada de una manera más clara. Realice clic en el menú de Datos en 
Excel y en la sección de Obtener y transformar datos, seleccione la opción Desde el 
texto/CSV como lo muestra la Figura 10. 
 




9. De igual forma se guarda una imagen del reconocimiento, en la misma carpeta con el 
nombre de “lectura” esto se muestra en la Figura. Con un doble clic en el archivo, es posible 
apreciar la imagen de los resultados obtenidos. Esto se muestra en la Figura 11. 
 
Figura 11 Archivo de Excel con los datos del usuario 
Fuente: Autoría 
 




SIREF puede ser instalado en versiones de sistemas operativos (SO) Windows de 32 y 64 
bits, además el ordenador debe poseer la versión Java 8, el software del sistema posee estas dos 
versiones, mostradas en la Figura 12. 
 




Instalación sobre Sistema Operativo de 64 bits 
Para instalar SIREF en su ordenador, cree una carpeta llamada “PIEMEG” en la dirección 
de su preferencia, en este caso la ruta es D:\Documents. Dentro de esta carpeta copie la carpeta 
“application. windows64”. 
 
Figura 13 Instalación aplicación de 64 bits 
 
Doble clic en la carpeta “application. windows64”, Clic derecho en el archivo SIREF.exe, 
seleccione la opción “Enviar a” y elija “Escritorio (crear acceso directo)”. 
 
Figura 14 Acceso directo de SIREF 
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En el Escritorio seleccione la aplicación de SIREF, clic derecho y seleccione Propiedades. 
 
Figura 15 Propiedades de SIREF  
 





Figura 16 Cambiar icono de SIREF  
 
Clic en Examinar y seleccione el archivo “logo.ico” en la carpeta “application. windows64” 




Figura 17 Seleccionar el logo de SIREF  
 
En la venta emergente seleccione Aplicar y luego Aceptar 
 




Para finalizar vaya al Escritorio y ejecute SIREF.exe. 
 
Figura 19 Acceso directo con icono del sistema SIREF 
 
 
 
