This paper deals with the determination of the first probability density function of the solution stochastic process to the homogeneous Riccati differential equation taking advantage of both linearization and Random Variable Transformation techniques. The study is split in all possible casuistries regarding the deterministic/random character of the involved input parameters. An illustrative example is provided for each one of the considered cases.
the mapping of other r.v. whose p.d.f. is known [11, 12] . In the context of r.d.e.'s, R.V.T. The aim of this paper is to compute the 1-p.d.f. of the solution s.p. of the following random 35 initial value problem (i.v.p.) based on an homogeneous Riccati-type differential equation
where all the input parameters X 0 , C and D are assumed to be absolutely continuous r.v.'s defined 37 on a common probability space, (Ω, F, P). Their p.d.f.'s will be denoted by f X 0 (x 0 ), f C (c), and 
49Ż
(t) = AZ(t) + B, t ≥ t 0 ,
is provided. With this aim, notice that making the change of variable
the nonlinear i.v.p. (1) can be transformed into the linear i.v.p. (2), using the following identifi-cation of the random inputs
and taking t 0 = 0. In this manner, all the results obtained in [16] are available.
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In order to facilitate the comparison regarding the notation as well as the casuistries consid- between both problems is shown in Table 1 .
56
It is important to underline that Cases I.1-I.3, corresponding to the situation where nonlinear 57 coefficient D = 0 with probability 1, i.e., P [{ω ∈ Ω : D(ω) = 0}] = 1, will be omitted in our 58 subsequent analysis since it was already studied in reference [16] . Specifically, it corresponds to 59 the random homogeneous linear differential equation given in the i.v.p. (2) taking B = 0 with 60 probability 1, i.e., P [{ω ∈ Ω : B(ω) = 0}] = 1.
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The study of i.v.p. (1) 
Auxiliary results

80
In this section we will establish several results that will be required throughout this paper.
81
They are specializations of scalar and multi-dimensional versions of R.V. Table 1 : List of different cases in which i.v.p. (1) is split to conduct the study and identification for the notation used regarding the involved deterministic/random inputs in i.v.p.'s (2) and (1).
Proof. Let us consider the mapping v = r(u) = 
Proof. Let us consider the mapping v = r(u) = −u. Notice that r is strictly monotone over R.
98
Hence, its inverse mapping exists and is given by u = s(v) = −v, being its derivative s (v) = −1. 
where
Proof. Let us consider the two-dimensional transformation (
Notice that its inverse mapping is given by (u 1 , u 2 ) = s(v 1 , v 2 ) = (1/v 1 , −v 2 ), being its Jacobian
Then, by applying [16, Theorem 4] for n = 2 and the identification
the expression (7) Proposition 4 (R.V.T. technique: opposite-opposite transformation). Let U = (U 1 , U 2 ) be an 114 absolutely continuous real random vector defined on a probability space (Ω, F, P), with joint
Notice that its inverse mapping is given by (
, being its Jacobian
Then, by applying [16, Theorem 4] for n = 2 and the identification 
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Proposition 5 (R.V.T. technique: inverse-opposite-opposite transformation).
be an absolutely continuous real random vector defined on a probability space (Ω, F, P), with 
and by D(
6 where
Notice that its inverse mapping is given by (u 1 
Then, by applying [16, Theorem 4] for n = 3 and the identification Table 1 . Thus, throughout this section the deter-137 ministic parameter c that appears into the problem (1) is assumed to be null, c = 0. As it was 138 pointed out in Section 1, to conduct our analysis we will take advantage of results obtained in Table 1 ). 
Note that for the sake of clarity, we have used the notation f Z (z) instead of f 1 (z, t) since the time 147 variable t has been fixed, so Z = Z(t) is a r.v. rather than a s.p.
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In order to express (11) in terms of the data, we take into account (10) and apply Proposition 1 to U = X 0 , V = Z 0 . This yields
Considering (3) which establishes the relationship between the solutions of i.v.p.'s (1) and (2), X(t) = 1/Z(t), and applying Proposition 1 to U = Z and V = X, with Z = Z(t) and X = X(t), for each t ≥ 0, one gets
Since t ≥ 0 is arbitrary, this expression represents the 1-p.d.f. of the solution s.p. X(t) of the
Although the domains of the 1-p.d.f.'s that will be determined throughout this paper could be 
We illustrate this issue in the following example, where the domain of the 1-p.d.f. will be com- 
For the full specification of the domain, observe that as X 0 ∼ Exp(1) and t > 0 then, in accor-
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dance with (13) we impose
It is easy to check that 1/t 0 f 1 (t, x)dx = 1. In Figure 1 , f 1 (x, t) is represented for different values of t. Important statistical information associated to the solution s.p. X(t) can be determined from its 1-p.d.f., such as, the mean, E[X(t)], and the variance, V[X(t)]. Taking into account (14), the expectation is given by
In order to determine V[X(t)], first we need to compute 1-p.d.f. f 1 (x, t) . Indeed, as the mean tends to stabilize as t increases,
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hence the variance goes to zero and the shape of f 1 (x, t) becomes leptokurtic. is a deterministic constant x 0 . In agreement with Table 1 and (4), it corresponds to i.v.p. (2) 
Finally, taking into account that X(t) = 1/Z(t), applying (16) and Proposition 1 to U = Z and V = X, with Z = Z(t) and X = X(t), for each t > 0, one follows
Therefore, in this case the 1-p.d.f. of the solution s.p. X(t) of the i.v.p. (1) is given by
If t = 0, X(0) = x 0 and then In this context, we assume that both, the initial condition X 0 , and the nonlinear coefficient D,
As it is listed in Table 1 and considering the identification 179 (4), this case corresponds to the following specialization of i.v.p. (2) 
where D(Z 0 ) denotes the domain of r.v. Z 0 = 1/X 0 . Now, we apply Proposition 3 to U 1 = X 0 , U 2 = D, V 1 = Z 0 and V 2 = B to express (20) in terms of the joint p.d.f. For each t > 0, by (3) X = 1/Z and, applying Proposition 1 one gets
In accordance with (5), the domain D (1/X 0 ) can be easily computed from D (X 0 ), which is 183 assumed to be known.
184
If t = 0, as
Example 3. Let us assume that the joint p.d.f. of the random vector (X 0 , D) is given by
A plot of f 1 (x, t) is depicted in Figure 4 . From it, we see that for each t the probability of the 186 solution s.p. X(t) distributes symmetrically about x = 0 becoming leptokurtic as t increases. 
Now, taking into account (22) and Proposition 1 to U = X 0 , V = Z 0 we can express f Z (z) as follows
Following the same argument exhibited in the previous cases, for each t ≥ 0, this p.d.f. can be expressed as a function of the r.v. X = 1/Z by applying Proposition 1, this yields
Summarizing, the 1-p.d.f. of the solution s.p. X(t) of the i.v.p. (1) is given by 
This p.d.f. can be expressed in terms of the data x 0 , D and c by considering (25), and applying Proposition 2 to U = D and V = B, this yields 
For t = 0, as X(0) = x 0 one gets plotted. One observes that the probability density concentrates about x = 0 as t increases. 1), which in the current case is given by
In order to apply R.V.T. technique, for each t ≥ 0, first from (28) we define the mapping r(C) =
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(Cx 0 e Ct )/(C + dx 0 − dx 0 e Ct ). As it is not possible to isolate the r.v. C to determine the inverse 225 mapping, say s of r, we approximate s using the Lagrange-Bürmann theorem which permits Table 1 and (4), this corresponds to the following particular case of i.v.p. (2) 
where Z 1 = e at Z 0 . We represent f Z (z) in terms of (X 0 , D) taking into account (30) and applying Proposition 3 to
By (3), X(t) = 1/Z(t) for each t > 0, then denoting X = X(t) and Z = Z(t) the application of Proposition 1 yields
Finally, taking into account that Z 1 = e at Z 0 = 1/(e ct X 0 ), the 1-p.d.f. of the solution s.p. X(t) of the i.v.p. (1) is given by 
(31) Figure 8 shows a piece of surface which defines the 1-p.d.f. As in previous cases, f 1 (x, t) has less 244 variability as t increases. Let us denote by f X 0 ,C (x 0 , c) the joint p.d.f. of random vector (X 0 , C) and let us assume that 247 the parameter d is a deterministic constant. In this context according to Table 1 and (4), the i.v.p.
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(2) writes 
where Z 2 = −b/A. f Z (z) can be represented in terms of (X 0 , C) by applying Proposition 3 to U 1 = X 0 , U 2 = C, V 1 = Z 0 and V 2 = A as follows Taking into account that X(t) = 1/Z(t) for each t ≥ 0, f Z (z) can be represented in terms of X applying Proposition 1
As Z 2 = −b/A = −d/C, the domain of the above integral can be expressed in terms of the data.
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Hence, the 1-pd.f. of the solution s.p. X(t) of the i.v.p. (1) is given by with Table 1 and (4), now we are dealing with the following specialization of i.v.p. (2) 
For the sake of clarity in the presentation, in Figure 10 Table 1 and (4), this corresponds to 
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The study has been conducted through the homogeneous Riccati differential equation although 280 it opens the possibility to be extended to other significant types of nonlinear continuous models.
281
The usefulness of applying both techniques to deal with these class of problems has been shown 282 through a number of illustrative examples. 
