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Introduction
Ceci est le premier d’une se´rie d’articles, en collaboration avec C. Moeglin, visant a`
stabiliser la formule des traces tordue. L’essentiel du travail consiste a` reprendre dans ce
cadre tordu la de´monstration (colossale) qu’Arthur a mise au point dans le cas non tordu.
Mais auparavant, un certain nombre de travaux pre´paratoires sont ne´cessaires. Le texte
qui suit est l’un d’eux. On y pre´sente les de´finitions et proprie´te´s de base de la the´orie de
l’endoscopie tordue sur un corps local de caracte´ristique nulle, du coˆte´ ”ge´ome´trique”,
c’est-a`-dire du coˆte´ des inte´grales orbitales. Cela fournira, on l’espe`re, un socle pour la
suite de nos travaux.
Ainsi, ce texte ne contient gue`re de re´sultats originaux. Il reprend largement les tra-
vaux fondamentaux de Kottwitz-Shelstad, Labesse et Shelstad sur la question. On a
toutefois modifie´ sur certains points la pre´sentation de ces auteurs. Donnons un peu plus
de de´tails. La premie`re section donne les de´finitions de base des espaces tordus et de leurs
donne´es endoscopiques. Les espaces tordus ont e´te´ introduits par Labesse et remplacent,
avantageusement nous semble-t-il, les couples forme´s d’un groupe connexe et d’un auto-
morphisme de celui-ci. Notons que, dans le cadre le plus ge´ne´ral, on doit aussi associer
aux donne´es endoscopiques des espaces tordus. On en donne en 1.7 une de´finition parfai-
tement canonique, ce qui est l’un des points nouveaux de notre pre´sentation. Un autre
point nouveau est que l’on a fait disparaˆıtre le traditionnel groupe quasi-de´ploye´ G∗. A
notre avis, ce groupe est mal adapte´ a` l’endoscopie tordue, parce qu’il n’y a pas d’espace
tordu G˜∗. Plus exactement, on peut de´finir un tel espace tordu, mais il n’y a pas de
correspondance canonique entre les classes de conjugaison stable dans l’espace de de´part
G˜ et les classes de conjugaison stable dans cet espace G˜∗. Pour e´tudier la correspondance
entre classes de conjugaison stable dans G˜ et dans un espace endoscopique G˜′, corres-
pondance qui est parfaitement canonique et e´quivariante pour les actions galoisiennes,
ce n’est pas un bon point de de´part de la de´composer en deux correspondances entre G˜
et G˜∗ d’une part, entre G˜∗ et G˜′ d’autre part, qui ne sont ni canoniques, ni e´quivariantes
pour les actions galoisiennes. En fait, le groupe G∗ sert rarement. Ce qui sert, c’est son
tore maximal T ∗. Mais ce tore se re´cupe`re facilement en utilisant la me´thode qu’on a
apprise de Deligne : c’est le tore maximal de G muni de son action galoisienne canonique,
cf. 1.2. Dans la section 2, on re´crit la de´finition des facteurs de transfert d’apre`s Kott-
witz et Shelstad, puis celle du transfert des inte´grales orbitales. Une donne´e endoscopique
G′ = (G′,G ′, s˜) e´tant fixe´e, pour de´finir ce transfert d’inte´grales orbitales, on doit fixer
des donne´es auxiliaires, en particulier un groupe G′1 au-dessus de G
′, et un facteur de
transfert pour ces donne´es. Malheureusement, la stabilisation de la formule des traces
tordue ne´cessite de pouvoir changer de donne´es auxiliaires. La raison en est que si M˜ est
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un espace de Levi de G˜ et M′ est une donne´e endoscopique de M˜ , M′ peut apparaˆıtre
comme ”donne´e de Levi” de plusieurs donne´es endoscopiques de G˜ et qu’on ne peut pas
assurer que les restrictions a` M′ des donne´es auxiliaires affecte´es a` ces diverses donne´es
co¨ıncident. Il convient donc de savoir ce qui se passe quand on change de donne´es auxi-
liaires. Il s’ave`re que les objets construits a` l’aide de deux se´ries de donne´es auxiliaires
sont canoniquement isomorphes. Mais alors, il est aussi simple d’e´liminer formellement
les donne´es auxiliaires en remplac¸ant ces objets par leur limite inductive (par ces iso-
morphismes canoniques) sur toutes les donne´es auxiliaires possibles. C’est ce que l’on
fait en 2.5. Cette pre´sentation permet ensuite de de´finir naturellement sur ces objets une
action du groupe d’automorphismes de la donne´e endoscopique G′, cf. 2.6. Cette action
est assez subtile car, dans la situation tordue, ce groupe d’automorphismes contient un
sous-groupe qui agit trivialement sur le groupe G′. Mais il agit sur l’espace des fonctions
sur ce groupe par multiplication par des caracte`res. La section 3 compare les donne´es
endoscopiques d’espaces de Levi avec les Levi de donne´es endoscopiques. La section 4
de´crit exactement l’image du transfert des inte´grales orbitales. La section 5 introduit ce
que l’on appelle les distributions ω-e´quivariantes ”ge´ome´triques”, qui sont celles dont
le support est re´duit a` une re´union finie de classes de conjugaison. On a dualement un
transfert entre de telles distributions et on de´termine son noyau. On examine aussi le
comportement de ces distributions par descente d’Harish-Chandra. Signalons que, dans
le cas d’un corps archime´dien, les re´sultats des sections 4 et 5 reposent essentiellement
sur ceux de Renard et Shelstad. Enfin, on traite dans la section 6 le cas ”non ramifie´”,
ou` l’on peut de´finir des facteurs de transfert canoniques, modulo le choix ”d’espaces
hyperspe´ciaux”.
1 Les de´finitions de base
1.1 Groupes et espaces tordus
Soit F un corps de caracte´ristique nulle, dont on fixe une cloˆture alge´brique F¯ . Posons
ΓF = Gal(F¯ /F ). Soit G un groupe alge´brique de´fini sur F , re´ductif et connexe. On
l’identifie au groupe de ses points sur F¯ . Le groupe ΓF agit sur G. Pour σ ∈ ΓF , on note
encore σ son action sur G, ou σG s’il semble bon de pre´ciser. Pour g ∈ G, on note adg
l’automorphisme inte´rieur x 7→ gxg−1 de G. On note Z(G) le centre de G et AG le plus
grand sous-tore de Z(G) qui soit de´ploye´ sur F (remarquons que AG de´pend du corps
F ). On pose AG = X∗(AG) ⊗Z R, avec la notation X∗ usuelle. On note GAD le groupe
adjoint de G et GSC le reveˆtement simplement connexe du groupe de´rive´ de G. On notera
souvent de la meˆme fac¸on un e´le´ment, ou un sous-ensemble, de GSC et son image dans
G. Ne´anmoins, si besoin est, on notera π : GSC → G l’homomorphisme naturel. Si X est
un sous-ensemble de G, on note Xad son image dans GAD et Xsc l’image re´ciproque de
Xad dans GSC (ce qui n’est pas force´ment l’image re´ciproque de X). On aura tendance
a` noter de la meˆme fac¸on deux objets qui se de´duisent l’un de l’autre par fonctorialite´.
Par exemple, pour g ∈ G, on note encore adg les automorphismes de GAD ou de GSC qui
se de´duisent de l’automorphisme adg de G.
Soit G˜ un espace tordu sous G. C’est une varie´te´ alge´brique sur F . Le groupe G agit
a` droite et a` gauche sur G˜ et, pour chaque action, G˜ est un espace principal homoge`ne
sous G. Il y a une application γ 7→ adγ de G˜ dans le groupe des automorphismes de G
telle que γg = adγ(g)γ pour tout g ∈ G. On a l’e´galite´ adgγg′ = adg ◦adγ ◦adg′ pour tous
g, g′ ∈ G et γ ∈ G˜. Les actions et applications ci-dessus sont toutes alge´briques et de´finies
2
sur F . Pour γ ∈ G˜, on note ZG(γ) son commutant dans G (c’est-a`-dire l’ensemble des
points fixes de adγ). On note Gγ = ZG(γ)
0 la composante neutre de ce groupe. L’image
de adγ dans le groupe des automorphismes exte´rieurs de G ne de´pend pas de γ. D’autre
part, l’automorphisme adγ de´finit par fonctorialite´ des automorphismes de divers objets.
Quand ils ne de´pendent pas de γ (ou meˆme de γ dans un sous-ensemble indique´), on
note ces automorphismes θ. Ainsi, il y a un automorphisme θ du centre Z(G). On note
AG˜ le plus grand tore de´ploye´ sur F contenu dans Z(G)
θ. On pose AG˜ = X∗(AG˜)⊗ R.
On dira que G˜ est a` torsion inte´rieure si, pour γ ∈ G˜, l’automorphisme adγ de G est
inte´rieur. En fixant γ et en le multipliant par un e´le´ment convenable de G, on obtient
un e´le´ment tel que adγ soit l’identite´. Alors l’application gγ 7→ g identifie G˜ a` G muni
de ses actions par multiplication a` droite et a` gauche. Mais cet isomorphisme n’est en
ge´ne´ral de´fini que sur F¯ , car on ne peut pas toujours trouver de γ comme ci-dessus qui
appartienne a` G˜(F ).
Exemple. On fixe un entier n ≥ 1 et un e´le´ment d ∈ F×. On prend G = SL(n) et
G˜ = {g ∈ GL(n); det(g) = d}. Cet espace tordu est trivial sur F si et seulement si d
appartient au groupe F×,n des puissances n-ie`mes dans F×.
1.2 Paires de Borel
On appelle paire de Borel de G un couple (B, T ) forme´ d’un sous-groupe de Borel B
et d’un sous-tore maximal T de B. On ne suppose pas que B ou T soient de´finis sur F . On
appelle paire de Borel e´pingle´e un triplet E = (B, T, (Eα)α∈∆) ou` (B, T ) est une paire de
Borel et (Eα)α∈∆ est un e´pinglage relatif a` cette paire. C’est-a`-dire que ∆ est l’ensemble
des racines simples de T agissant dans l’alge`bre de Lie u du radical unipotent de B et,
pour tout α ∈ ∆, Eα est un e´le´ment non nul de la droite radicielle uα ⊂ u associe´e a`
α. Pour deux paires de Borel e´pingle´es E = (B, T, (Eα)α∈∆) et E
′ = (B′, T ′, (E ′α′)α′∈∆′),
il existe g ∈ GSC tel que adg transporte E sur E
′. Cet e´le´ment g n’est pas unique mais
sa classe gZ(GSC) l’est. Les restrictions de adg a` B et T sont uniquement de´termine´es.
Cela autorise a` de´finir la paire de Borel e´pingle´e E∗ = (B∗, T ∗, (E∗α)α∈∆) comme la limite
inductive de toutes les paires de Borel e´pingle´es, les applications de transition e´tant celles
ci-dessus. Par un meˆme proce´de´ de limite inductive, on de´finit l’ensemble Σ des racines
de T ∗ dans l’alge`bre de Lie de G, l’ensemble Σˇ des coracines et le groupe de Weyl W .
Pour une paire de Borel e´pingle´e E , ces ensembles s’identifient e´videmment aux meˆmes
ensembles relatifs a` cette paire.
Le groupe ΓF agit naturellement sur l’ensemble des paires de Borel ou des paires de
Borel e´pingle´es. On en de´duit une action de ΓF sur E
∗, note´e σ 7→ σG∗ . Pour n’importe
quelle paire de Borel e´pingle´e E , σG∗ est la compose´e des isomorphismes
E∗ ≃ E
σG→ σG(E) ≃ E
∗.
On en de´duit une action de ΓF sur ∆, Σ, Σˇ et W .
Pour une paire de Borel e´pingle´e E et pour σ ∈ ΓF , choisissons uE(σ) ∈ GSC tel que
aduE(σ)◦σG(E) = E . Alors l’isomorphisme de E sur E
∗ transporte l’action σ 7→ aduE(σ)◦σG
sur σ 7→ σG∗ . L’application σ 7→ (uE(σ))ad est un cocycle a` valeurs dans GAD dont la
classe ne de´pend pas de la paire E . On dit qu’une paire de Borel ou une paire de Borel
e´pingle´e est de´finie sur F si et seulement si elle est fixe par l’action naturelle σ 7→ σG.
Dans le cas d’une paire de Borel e´pingle´e E , cela revient a` dire que l’on peut choisir
uE(σ) = 1 pour tout σ (mais, bien suˆr, σG peut agir sur ∆ par une permutation non
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triviale). Dans ce cas, on peut identifier E∗ a` E et l’action σ 7→ σG∗ a` l’action naturelle
σ 7→ σG. On dit que G est quasi-de´ploye´ si et seulement s’il existe une paire de Borel
e´pingle´e de´finie sur F (il suffit d’ailleurs qu’il existe une paire de Borel tout court de´finie
sur F ).
Pour toute paire de Borel e´pingle´e E , notons Z(G˜, E) l’ensemble des e ∈ G˜ tels
que ade conserve E . C’est un espace principal homoge`ne sous Z(G), a` droite comme a`
gauche. Notons Z(G˜, E) le quotient de Z(G˜, E) par l’action par conjugaison de Z(G).
Alors Z(G˜, E) est un espace principal homoge`ne, a` droite comme a` gauche, sous Z(G) :=
Z(G)/(1− θ)(Z(G)) (on note 1− θ l’homomorphisme z 7→ zθ(z)−1). Si E ′ est une autre
paire de Borel e´pingle´e, on choisit comme ci-dessus g ∈ GSC tel que adg(E) = E
′. Alors
adg : Z(G˜, E)→ Z(G˜, E
′) est un isomorphisme. Il n’est pas uniquement de´fini car g n’est
pas unique. Mais, par passage aux quotients, adg de´finit un isomorphisme de Z(G˜, E)
sur Z(G˜, E ′) qui est uniquement de´fini. On note Z(G˜) la limite inductive des Z(G˜, E)
sur les paires de Borel e´pingle´es, les applications de transition e´tant les isomorphismes
canoniques que l’on vient de de´finir. Alors Z(G˜) est un espace tordu sous le groupe Z(G).
On de´finit une action σ 7→ σG∗ de ΓF sur Z(G˜) comme on a de´fini l’action sur E
∗. On
voit que Z(G˜) est un espace tordu sous Z(G), de´fini sur F . Remarquons que Z(G˜)(F )
peut eˆtre vide.
Soit E = (B, T, (Eα)α∈∆) une paire de Borel e´pingle´e. Pour e ∈ Z(G˜, E), l’automor-
phisme ade deG ne de´pend pas du choix de e. On le note θE ou simplement θ. Remarquons
que, si γ ∈ G˜ est tel que adγ conserve seulement (B, T ), la restriction de adγ a` T co¨ıncide
avec celle de θ. Par restriction puis passage a` la limite, on obtient un automorphisme de
E∗ que l’on note θ∗. Il commute a` l’action galoisienne sur E∗. Rappelons deux proprie´te´s
cruciales du sous-groupe W θ
∗
(avec la notation usuelle : c’est le sous-groupe des points
fixes de θ∗ agissant dans W ) :
(1) un e´le´ment ω ∈ W appartient a` W θ
∗
si et seulement s’il conserve (T ∗)θ
∗
ou
(T ∗)θ
∗,0 ;
(2) pour E et e ∈ Z(G˜, E) comme ci-dessus, W θ
∗
s’identifie au groupe de Weyl de Ge
relatif a` son sous-tore maximal T θ,0.
1.3 Ele´ments semi-simples
Un e´le´ment γ ∈ G˜ est dit semi-simple si et seulement s’il existe une paire de Borel de
G qui est conserve´e par adγ (la terminologie plus correcte est ”quasi-semi-simple” ; en
vertu de l’hypothe`se ”θ∗ est d’ordre fini” que l’on imposera de`s 1.5, on peut aussi bien
abandonner le ”quasi”). Supposons γ semi-simple. On dit qu’il est fortement re´gulier
si et seulement si ZG(γ) est abe´lien et la composante neutre Gγ est un tore. On note
G˜ss l’ensemble des e´le´ments semi-simples et G˜reg l’ensemble des e´le´ments semi-simples
et fortement re´guliers.
Soient E = (B, T, (Eα)α∈∆) une paire de Borel e´pingle´e et γ ∈ G˜ tel que adγ conserve
(B, T ). On pose θ = θE . On a
(1) pour tout e ∈ Z(G˜, E), il existe t ∈ T tel que γ = te ;
(2) une paire de Borel (B′, T ′) de G est conserve´e par adγ si et seulement s’il existe
ω ∈ W θ et x ∈ Gγ tels que (B
′, T ′) = adx ◦ ω(B, T ).
Preuve. Il existe t ∈ G tel que γ = te. Puisque adγ et ade conservent (B, T ), adt
aussi donc t appartient a` T . Pour ω ∈ W θ, on rele`ve ω graˆce a` 1.2(2) en un e´le´ment
n ∈ Ge qui normalise T
θ,0, donc aussi son commutant T . La paire ω(B, T ) = adn(B, T )
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est conserve´e par ade. Elle l’est aussi par t ∈ T = adn(T ), donc elle est conserve´e par
adγ. Pour x ∈ Gγ, la paire adx ◦ ω(B, T ) l’est aussi. Inversement, soit (B
′, T ′) une paire
conserve´e par adγ. D’apre`s [KS1] the´ore`me 1.1.A, le couple (B
′ ∩ Gγ, T
′ ∩ Gγ) est une
paire de Borel de Gγ. Il existe donc x ∈ Gγ tel que l’image de cette paire par adx ait pour
tore maximal T θ,0. Quitte a` remplacer (B′, T ′) par adx(B
′, T ′), on peut supposer T ′ = T .
Cette paire est alors conserve´e par adt, donc aussi par ade. Par le meˆme argument, le
couple (B′ ∩Ge, T
θ,0) est une paire de Borel de Ge. Graˆce a` 1.2(2), il existe ω ∈ W
θ tel
que (B′ ∩Ge, T
θ,0) se de´duise de (B ∩Ge, T
θ,0) par l’action de ω. Autrement dit, (B′, T )
et (ω(B), T ) ont meˆme intersection avec Ge. Or, parce que ade conserve un e´pinglage,
cette ope´ration d’intersection avec Ge est une bijection entre les paires de Borel de G
conserve´es par ade et les paires de Borel de Ge, cf. [KS1] p.14. Donc (B
′, T ) = (ω(B), T ).

Notons p : T → T/(1−θ)(T ) l’homomorphisme naturel. Le groupe W θ agit sur sur le
quotient T/(1− θ)(T ). Supposons T de´fini sur F et γ ∈ G˜(F ). Alors θ est de´fini sur F .
Ecrivons γ = te comme en (1). Pour tout σ ∈ ΓF , on introduit un e´le´ment uE(σ) ∈ GSC
comme en 1.2. On a
(3) uE(σ) normalise T et son image dans W appartient a` W
θ ;
(4) il existe z(σ) ∈ Z(G) tel que uE(σ)σ(e)uE(σ)
−1 = z(σ)−1e et σ ◦ p(t) = p(z(σ)t).
Preuve. La paire (σ(B), T ) est conserve´e par adγ, donc aussi par ade. Cela entraˆıne
comme ci-dessus qu’elle se de´duit de (B, T ) par l’action d’un e´le´ment deW θ. Or (B, T ) =
aduE(σ)(σ(B), T ), d’ou` (3). On peut e´crire uE(σ) = n(σ)t(σ) ou` t(σ) ∈ T et n(σ) ∈ Ge.
L’e´le´ment uE(σ)σ(e)uE(σ)
−1 appartient encore a` Z(G˜, E), donc est de la forme z(σ)−1e,
avec z(σ) ∈ Z(G). On obtient l’e´galite´ σ(e) = (θ − 1)(t(σ))z(σ)−1e. Puisque γ = te et
σ(γ) = γ, on a aussi σ(t) = z(σ)(1 − θ)(t(σ))t, donc σ ◦ p(t) = p(z(σ)t). 
Levons les hypothe`ses pre´ce´dentes et supposons γ fortement re´gulier. Alors
(5) p(t) est re´gulier au sens que son fixateur dans W θ est re´duit a` l’unite´.
Preuve. Soit ω ∈ W θ qui fixe p(t). On peut relever ω en un e´le´ment n ∈ Ge.
L’e´galite´ ω ◦ p(t) = p(t) signifie qu’il existe t′ ∈ T tel que t′ntn−1θ(t′)−1 = t. Mais
alors t′nγ(t′n)−1 = γ donc t′n ∈ ZG(γ). Puisque γ est fortement re´gulier, ZG(γ) = T
θ et
cela entraˆıne ω = 1. 
Remarquons que si γ ∈ G˜reg(F ), T est uniquement de´termine´ par γ et est de´fini sur
F : c’est le commutant dans G de Gγ.
Soit (B, T ) une paire de Borel de G. Soit T˜ le normalisateur commun de B et T . Nous
dirons que T˜ est un tore tordu maximal de G˜ si T est de´fini sur F (mais pas force´ment
B) et T˜ ∩ G˜(F ) est non vide. Dans ce cas, T˜ est aussi de´fini sur F . Pour un tel tore
tordu, notons θ l’automorphisme adγ de T pour un e´le´ment quelconque γ ∈ T˜ . On dit
que T˜ est elliptique si et seulement si le plus grand sous-tore de´ploye´ de T θ,0 est AG˜.
1.4 L-groupes
De´sormais, F sera soit un corps local, soit un corps de nombres. On note WF son
groupe de Weil. Via l’homomorphisme naturel de WF dans ΓF , le groupe WF agit sur
tout ensemble sur lequel agit ΓF .
Soit Gˆ le groupe dual de G. Rappelons ce que cela signifie. C’est un groupe re´ductif
connexe de´fini sur C. On de´finit comme en 1.2 sa paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ, (Eˆα)α∈∆ˆ).
Des isomorphismes en dualite´ X∗(T
∗) ≃ X∗(Tˆ), X∗(T ∗) ≃ X∗(Tˆ) sont donne´s, qui
e´changent ensembles de racines et ensembles de coracines et respectent les ordres de´finis
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par B∗ et Bˆ. Le groupe Gˆ est muni d’une action alge´brique de ΓF note´e w 7→ wG. Il en
re´sulte une action sur Eˆ . On suppose que les isomorphismes ci-dessus sont e´quivariants
pour les actions galoisiennes. On suppose de plus que Gˆ posse`de une paire de Borel
e´pingle´e qui est conserve´e par l’action galoisienne. On note LG le produit semi-direct
Gˆ⋊WF .
Par dualite´, il se de´duit de θ∗ un automorphisme θˆ de Tˆ. Soulignons que θ∗ 7→ θˆ
est bien une dualite´, c’est-a`-dire est contravariante. Identifions Eˆ a` une paire de Borel
e´pingle´e de Gˆ conserve´e par l’action galoisienne. Alors θˆ se prolonge de fac¸on unique
en un automorphisme θˆ de Gˆ qui pre´serve cette paire. L’automorphisme θˆ commute a`
l’action de ΓF . Remarquons que l’ensemble Gˆθˆ est naturellement un espace tordu sous Gˆ,
de´fini sur C. Cela nous permet d’utiliser pour lui les notations et terminologie introduites
pour G˜. On peut aussi introduire l’espace LG˜ = LGθˆ qui est, en un sens convenable, un
espace tordu sous LG.
Il est geˆnant de se limiter aux paires de Borel e´pingle´es de Gˆ conserve´es par l’action
galoisienne, l’ensemble de ces paires n’e´tant pas invariant par conjugaison. On peut
s’affranchir de cette limitation de la fac¸on suivante. Soit Eˆ une paire de Borel e´pingle´e
quelconque de Gˆ. On choisit y ∈ GˆSC (le reveˆtement simplement connexe de Gˆ) tel
que ady−1(Eˆ) soit la paire que l’on a fixe´e ci-dessus. On de´finit une nouvelle action de
ΓF sur Gˆ par w 7→ adywGady−1. Elle conserve Eˆ . Le groupe
LG est encore le produit
semi-direct Gˆ⋊WF pour cette nouvelle action : on envoie (g, w) sur (gwG(y)y
−1, w). On
pose θˆ = yθˆy−1 ∈ LG˜. L’automorphisme de´duit de θˆ (que l’on note encore θˆ) conserve
Eˆ , commute a` la nouvelle action galoisienne et on a l’e´galite´ Gˆθˆ = Gˆθˆ. Ces de´finitions
de´pendent du choix de y qui n’est de´termine´ que modulo Z(GˆSC), mais ce choix s’ave´rera
sans importance. Ainsi, pour une paire Eˆ fixe´e, on choisira y, on de´finira θˆ comme ci-
dessus et une action galoisienne, que l’on notera encore w 7→ wG en espe´rant que cela ne
cre´e pas d’ambigu¨ıte´.
1.5 Donne´es endoscopiques
Pour la suite de l’article, F est un corps local de caracte´ristique nulle, G est un groupe
re´ductif connexe et G˜ est un espace tordu sous G, tous deux de´finis sur F . On fixe de
plus une classe de cohomologie a ∈ H1(WF , Z(Gˆ)). D’apre`s un the´ore`me de Langlands,
ce groupe de cohomologie s’envoie surjectivement, et meˆme bijectivement si F 6= R, sur
le groupe des caracte`res continus de G(F ) (on rappellera cette correspondance en 1.13).
On note ω le caracte`re de G(F ) associe´ a` a. On impose les hypothe`ses suivantes :
• G˜(F ) 6= ∅ ;
• θ∗ est d’ordre fini.
On peut aussi imposer l’hypothe`se
• ω est trivial sur Z(G;F )θ,
sinon toute la the´orie est vide. Mais, parce que cette hypothe`se n’est pas stable par
passage a` un groupe de Levi, il vaut mieux ne pas l’imposer.
Une donne´e endoscopique pour (G, G˜, a) est un triplet G′ = (G′,G ′, s˜) ve´rifiant les
conditions qui suivent. Le terme G′ est un groupe re´ductif connexe de´fini et quasi-de´ploye´
sur F . Le terme s˜ est un e´le´ment semi-simple de Gˆθˆ. Le terme G ′ est un sous-groupe
ferme´ de LG. On suppose que G ′ ∩ Gˆ = Gˆs˜ (composante neutre du commutant de s˜). On
a donc une suite :
1→ Gˆs˜ → G
′ →WF → 1,
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ou` la troisie`me fle`che est la restriction de la projection naturelle de LG sur WF . On sup-
pose que cette suite est exacte et scinde´e, c’est-a`-dire qu’il existe une sectionWF → G
′ qui
soit un homomorphisme continu. Fixons une paire de Borel e´pingle´e Eˆ ′ = (Bˆ′, Tˆ ′, (Eˆ ′α′)α′∈∆′)
de Gˆs˜. Pour w ∈ WF , on peut choisir gw = (g(w), w) ∈ G
′ tel que adgw conserve cette
paire. L’application w 7→ wG′ = adgw s’e´tend en une action galoisienne de ΓF sur Gˆs˜.
On suppose que Gˆs˜ muni de cette action est un groupe dual de G
′. Cela nous autorise a`
noter Gˆs˜ = Gˆ
′. On suppose enfin qu’il existe un cocycle a : WF → Z(Gˆ), dont la classe
est a, tel que pour tout (g, w) ∈ G ′, on ait l’e´galite´
ads˜(g, w) = (a(w)g, w).
Soient G′1 = (G
′
1,G
′
1, s˜1) et G
′
2 = (G
′
2,G
′
2, s˜2) deux donne´es comme ci-dessus. Une
e´quivalence entre ces donne´es est un e´le´ment x ∈ Gˆ tel que xG ′1x
−1 = G ′2 et xs˜1x
−1 ∈
Z(Gˆ)s˜2. De ad
−1
x : Gˆ
′
2 → Gˆ
′
1 se de´duit par dualite´ un automorphisme αx : G
′
1 → G
′
2 de´fini
sur F , ou plus exactement une classe de tels isomorphismes modulo l’action de l’un ou
l’autre des groupes G′1,AD(F ) ou G
′
2,AD(F ). En particulier, pour une seule donne´e G
′, on
note Aut(G′) le groupe de ses automorphismes, c’est-a`-dire des e´quivalences entre cette
donne´e et elle-meˆme. Ce groupe contient Gˆ′. Notons Out(G′) le sous-groupe forme´ des
αx dans le groupe Out(G
′) des automorphismes exte´rieurs de G′. On a une suite exacte
([KS1] p.19)
1→ (Z(Gˆ)/(Z(Gˆ) ∩ Gˆ′))ΓF → Aut(G′)/Gˆ′ → Out(G′)→ 1.
SoitG′ = (G′,G ′, s˜) une donne´e endoscopique pour (G, G˜, a). Fixons une paire de Bo-
rel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ telle que ads˜ conserve Bˆ et Tˆ . Posons Bˆ
′ = Bˆ∩Gˆ′,
Tˆ ′ = Tˆ ∩Gˆ′ et comple´tons (Bˆ′, Tˆ ′) en une paire de Borel e´pingle´e Eˆ ′ = (Bˆ′, Tˆ ′, (Eˆ ′α′)α′∈∆′)
de Gˆ′. Ainsi qu’on l’a explique´ en 1.4, en re´fe´rence a` la paire Eˆ , on modifie l’action σ 7→ σG
de ΓF sur Gˆ, on modifie l’isomorphisme
LG ≃ Gˆ⋊WF et on de´finit l’e´le´ment θˆ ∈ Gˆθˆ. On
peut e´crire s˜ = sθˆ, avec s ∈ Tˆ . On construit comme ci-dessus l’action galoisienne σ 7→ σG′
qui conserve Eˆ ′. On a l’e´galite´ Tˆ ′ = Tˆ θˆ,0. Cette e´galite´ identifie le groupe de Weyl W ′
de Gˆ′ (ou G′) a` un sous-groupe des e´le´ments invariants par θˆ du groupe de Weyl de Gˆ,
lequel s’identifie par dualite´ a` W θ
∗
. Le plongement ξˆ : Tˆ ′ ⊂ Tˆ n’est pas e´quivariant pour
les actions galoisiennes. Il existe un cocycle ωG′ : ΓF → W
θ∗ tel que ωG′(σ) ◦ σ(ξˆ) = ξˆ.
Remarquons que le groupe Z(Gˆ) ∩ Gˆ′ qui intervient dans la suite exacte ci-dessus est
e´gal a` Z(Gˆ)∩T θˆ,0. Introduisons la paire de Borel e´pingle´e E ′∗ = (B′∗, T ′∗, (E ′
∗
α′)α′∈∆′) de
G′. Les tores Tˆ et Tˆ ′ sont duaux de T ∗ et T ′∗. Le tore Tˆ θˆ,0 est dual de T ∗/(1− θ∗)(T ∗).
Du plongement ξˆ se de´duit par dualite´ un homomorphisme
ξ : T ∗ → T ∗/(1− θ∗)(T ∗) ≃ T ′∗.
Pour σ ∈ ΓF , on a l’e´galite´ σ(ξ) = ξ ◦ ωG′(σ).
Les constructions ci-dessus de´pendent du choix de la paire Eˆ . La plupart du temps,
pour une donne´e endoscopiqueG′ fixe´e, on supposera choisie une telle paire et on utilisera
ces constructions sans plus de commentaires.
1.6 Syste`mes de racines
Notons Σ(T ∗) l’ensemble des racines de T ∗ dans l’alge`bre de Lie de G, Σ(Tˆ ) celui des
racines de Tˆ dans l’alge`bre de Lie de Gˆ et Σˇ(T ∗), Σˇ(Tˆ ) les ensembles de coracines. Par les
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isomorphismes X∗(T
∗) ≃ X∗(Tˆ ),X∗(T ∗) ≃ X∗(Tˆ ), l’ensemble Σ(T
∗) s’identifie a` Σˇ(Tˆ ) et
Σˇ(T ∗) s’identifie a` Σ(Tˆ ). On note α 7→ αˆ la bijection de Σ(T ∗) sur Σ(Tˆ ) telle que, par les
identifications pre´ce´dentes, αˆ s’identifie a` la coracine αˇ. Pour α ∈ Σ(T ∗), on note Nα la
somme des e´le´ments de l’orbite de α sous l’action du groupe d’automorphismes engendre´
par θ∗. On note αres la restriction de α a` T
∗,θ∗,0. On pose Σ(T ∗)res = {αres;α ∈ Σ(T
∗)}.
De meˆme, pour α ∈ Σ(Tˆ ), on note Nα la somme des e´le´ments de l’orbite de α sous
l’action du groupe d’automorphismes engendre´ par θˆ. On note αres la restriction de α a`
Tˆ θˆ,0. On pose Σ(Tˆ )res = {αres;α ∈ Σ(Tˆ )}. Les ensembles Σ(T
∗)res et Σ(Tˆ )res sont des
syste`mes de racines non re´duits en ge´ne´ral. On dit que α ∈ Σ(T ∗) est de type 1 si ni
αres/2, ni 2αres n’appartiennent a` Σ(T
∗)res, de type 2 si 2αres ∈ Σ(T
∗)res et de type 3 si
αres/2 ∈ Σ(T
∗)res. On de´finit de meˆme le type d’une racine α ∈ Σ(Tˆ ). Pour α ∈ Σ(T
∗),
l’e´le´ment αˆ ∈ Σ(Tˆ ) est de meˆme type que α.
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique pour (G, G˜, a). L’ensemble Σ(Tˆ ′) des
racines de Tˆ ′ dans l’alge`bre de Lie de Gˆ′ est forme´ des αres pour α ∈ Σ(Tˆ ) telles que
Nα(s) =
{
1, si α est de type 1 ou 2
−1, si α est de type 3.
(on rappelle que s˜ = sθˆ). Par composition avec l’homomorphisme ξ, l’ensemble Σ(T ′∗)
des racines de T ′∗ dans l’alge`bre de Lie de G′ s’identifie a` un ensemble de caracte`res de
T ∗. D’apre`s [KS1] 1.3.9, c’est l’ensemble suivant :
{Nα;α ∈ Σ(T ∗) de type 1 , Nαˆ(s) = 1}
∪{2Nα;α ∈ Σ(T ∗) de type 2 , Nαˆ(s) = 1}
∪{Nα;α ∈ Σ(T ∗) de type 3 , Nαˆ(s) = −1}.
1.7 Espace endoscopique tordu
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique. On a
(1) ξ(Z(G)) ⊂ Z(G′).
Preuve. Pour z ∈ Z(G), on a α(z) = 1 pour tout α ∈ Σ(T ∗). A fortiori Nα(z) = 1.
Pour toute racine α′ ∈ Σ(T ′∗), il existe α ∈ Σ(T ∗) telle que α′ ◦ ξ = Nα ou 2Nα. Donc
α′(ξ(z)) = 1 pour tout α′ ∈ Σ(T ′∗) et cela e´quivaut a` ξ(z) ∈ Z(G′). 
La restriction de ξ a` Z(G) se quotiente e´videmment en un homomorphisme ξZ :
Z(G) → Z(G′). On ve´rifie que celui-ci est e´quivariant pour les actions galoisiennes.
On pose G˜′ = G′ ×Z(G) Z(G˜), c’est-a`-dire le quotient de G
′ × Z(G˜) par la relation
d’e´quivalence (g′ξZ(z), z˜) ≡ (g
′, zz˜) pour z ∈ Z(G). Les actions a` droite et a` gauche
de G′ sur G′ × Z(G˜) se descendent en des actions a` droite et a` gauche sur G˜′. L’action
galoisienne sur G′ × Z(G˜) se descend aussi en une action sur G˜′. On voit que G˜′ est un
espace tordu sur G′, de´fini sur F .
Remarques. (2) L’ensemble G˜′(F ) peut eˆtre vide. Par exemple, soient d ∈ F×,
G = SL(2), G˜ = {γ ∈ GL(2); det(γ) = d} et a = 1. Pour toute extension quadratique E
de F , il y a une donne´e endoscopique G′ telle que G′(F ) est le groupe des e´le´ments de E
de norme 1. Alors G˜′(F ) est l’ensemble des e´le´ments de E de norme d. On peut trouver
choisir d et E de sorte que cet ensemble soit vide.
(3) G˜′ est a` torsion inte´rieure.
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Cas particulier. On dira que (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure si
G est quasi-de´ploye´ sur F , G˜ est a` torsion inte´rieure et a = 1. Dans ce cas, on a θˆ = 1
et la donne´e G = (G, LG, s˜ = 1) est une donne´e endoscopique ”maximale”. L’espace
endoscopique que l’on en de´duit est bien suˆr l’espace G˜ lui-meˆme. Remarquons que, pour
toute donne´e endoscopique G′ = (G′,G ′, s˜), le couple (G′, G˜′) comple´te´ par le cocycle
trivial est quasi-de´ploye´ et a` torsion inte´rieure.
1.8 Correspondance entre classes de conjugaison semi-simples
Soit γ ∈ G˜ss. Par de´finition des e´le´ments semi-simples, on peut fixer une paire de
Borel (B, T ) de G qui est conserve´e par adγ . On la comple`te en une paire de Borel
e´pingle´e E . On identifie cette paire a` E∗. D’apre`s 1.3(1), on peut e´crire γ = te, avec t ∈ T
et e ∈ Z(G˜, E). Soit t¯ l’image de t dans (T ∗/(1−θ∗)(T ∗))/W θ
∗
, e¯ l’image de e dans Z(G˜)
et γ¯ l’image de (t¯, e¯) dans ((T ∗/(1− θ∗)(T ∗))/W θ)×Z(G) Z(G˜). Montrons que :
(1) l’e´le´ment γ¯ ne de´pend pas des choix ; l’application γ 7→ γ¯ se quotiente en une
bijection de l’ensemble des classes de conjugaison semi-simples dans G˜ sur ((T ∗/(1 −
θ∗)(T ∗))/W θ
∗
)×Z(G) Z(G˜) ; cette bijection est de´finie sur F .
Preuve. Pour E fixe´e, on peut remplacer (t, e) par (tz, z−1e), avec z ∈ Z(G). Cela
remplace (t¯, e¯) par (t¯z¯, z¯−1e¯), ou` z¯ est l’image de z dans Z(G), et cela ne change pas γ¯.
Laissons fixe´e (B, T ), mais changeons d’e´pinglage. La nouvelle paire de Borel e´pingle´e
E ′ se de´duit de E par ady pour un y ∈ T . Posons e
′ = ady(e). On a e
′ ∈ Z(G˜, E ′) et
e′ = (1−θ)(y)e ou` θ = θE = θE ′ . On peut e´crire γ = t
′e′ avec t′ = (θ−1)(y)t. On voit que
t¯′ = t¯ et e¯′ = e¯. Donc γ¯ ne change pas. Remplac¸ons (B, T ) par une autre paire (B′, T ) de
meˆme tore. Comme on l’a vu dans la preuve de 1.3(2), la paire (B′, T ) se de´duit de (B, T )
par l’action d’un e´le´ment deW θ, que l’on peut repre´senter par un e´le´ment n ∈ Ge. Posons
E ′ = adn(E). Alors e appartient a` Z(G˜, E
′) et on peut changer E en E ′ tout en conservant
la de´composition γ = te. Parce que e est fixe par adn, son image dans Z(G˜) est la meˆme,
que la paire de re´fe´rence soit E ou E ′. Les identifications de T a` T ∗ relatives aux deux
paires E et E ′ diffe`rent par l’action d’un e´le´ment deW θ
∗
, donc les applications compose´es
T → (T ∗/(1 − θ∗)(T ∗))/W θ
∗
sont les meˆmes et t¯ ne change pas quand on remplace E
par E ′. Donc γ¯ ne change pas non plus. Remplac¸ons maintenant (B, T ) par une paire
quelconque (B′, T ′). D’apre`s la preuve de 1.3(2), il existe g ∈ Gγ tel que adg(T ) = T
′.
L’e´tape pre´ce´dente nous permet de changer B de sorte que l’on ait aussi adg(B) = B
′. On
choisit alors E ′ = adg(E) et pour de´composition γ = t
′e′, avec t′ = adg(t) et e
′ = adg(e).
Les diverses applications relatives a` E ′ sont les compose´es des applications relatives a` E
avec ad−1g . Donc γ¯ ne change pas. Cela prouve la premie`re assertion. La deuxie`me est
facile. Soit σ ∈ ΓF . On utilise une paire E pour calculer γ¯ et la paire σ(E) pour calculer
σ(γ). D’une de´composition γ = te se de´duit la de´composition σ(γ) = σ(t)σ(e). On a
σ(t) = σG∗(t¯) et σ(e) = σG∗(e¯) par de´finition des actions galoisiennes sur T
∗ et Z(G˜).
Donc σ(γ) est bien l’image de γ¯ par l’action σG∗ . 
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique pour (G, G˜, a). Les classes de conju-
gaison semi-simples dans G˜′ sont de meˆme parame´tre´es par (T ′∗/WG
′
)×Z(G′)Z(G˜
′). On
a Z(G′) = Z(G′) et, par construction, Z(G˜′) = Z(G′)×Z(G) Z(G˜). Donc
(T ′∗/WG
′
)×Z(G′) Z(G˜
′) = (T ′∗/WG
′
)×Z(G) Z(G˜).
En utilisant l’isomorphisme T ′ ≃ T ∗/(1 − θ∗)(T ∗) par lequel WG
′
s’identifie a` un sous-
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groupe de W θ
∗
, on obtient une surjection
(T ′∗/WG
′
)×Z(G) Z(G˜)→ ((T
∗/(1− θ∗)(T ∗))/W θ
∗
)×Z(G) Z(G˜),
c’est-a`-dire une surjection de l’ensemble des classes de conjugaison semi-simples dans
G˜′ sur l’ensemble des classes de conjugaison semi-simples dans G˜. Cette application est
de´finie sur F .
Remarque. Restreinte aux e´le´ments invariants par ΓF , l’application n’est plus sur-
jective en ge´ne´ral. D’autre part, une classe de conjugaison semi-simple dans G˜ peut eˆtre
de´finie sur F sans contenir d’e´le´ment de G˜(F ).
On dit qu’un e´le´ment de G˜′ss est G˜-fortement re´gulier si et seulement si l’image de
sa classe de conjugaison par l’application ci-dessus est une classe de conjugaison dans G˜
forme´e d’e´le´ments fortement re´guliers.
On note D(G′) l’ensemble des couples (δ, γ) ∈ G˜′(F ) × G˜(F ) forme´s d’e´le´ments
semi-simples dont les classes de conjugaison (sur F¯ ) se correspondent et tels que γ est
fortement re´gulier dans G˜. On dit que G′ est ”relevant” si D(G′) n’est pas vide.
1.9 Remarques sur le cas quasi-de´ploye´ et a` torsion inte´rieure
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. L’ensemble Z(G˜, E) at-
tache´ a` une paire de Borel e´pingle´e E est en fait inde´pendant de E : c’est l’ensemble des
e ∈ G˜ tels que ade soit l’identite´. L’ensemble Z(G˜) s’identifie donc a` ce meˆme ensemble.
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique de (G, G˜, a).
Lemme. Supposons G˜′(F ) 6= ∅. Alors l’ensemble des e´le´ments G˜-fortement re´guliers
de G˜′(F ) n’est pas vide et, pour tout e´le´ment δ de cet ensemble, il existe γ ∈ G˜reg(F )
tel que (δ, γ) ∈ D(G′). A fortiori, G′ est relevant.
Preuve. Puisque G˜′(F ) n’est pas vide, le sous-ensemble G˜′ss(F ) ne l’est pas non plus :
la partie semi-simple d’un e´le´ment de G˜′(F ) appartient a` cet ensemble. Soit ǫ ∈ G˜′ss(F ).
Fixons un tore maximal T ′ de G′ǫ de´fini sur F . Pour t
′ ∈ T ′(F ) en position ge´ne´rale,
t′ǫ est G˜-fortement re´gulier. D’ou` la premie`re assertion. Fixons maintenant un e´le´ment
δ ∈ G˜′(F ) qui soit G˜-fortement re´gulier. Fixons une paire de Borel (B′, T ′) de G′ qui soit
conserve´e par adδ. On a T
′ = G′δ, donc T
′ est de´fini sur F . Soit (B∗, T ∗) une paire de Borel
de G de´finie sur F . Des deux paires de Borel se de´duit un isomorphisme ξT ∗,T ′ : T
∗ → T ′.
Il existe un cocycle ωT ′ : ΓF →W tel que ξ ◦ωT ′(σ)◦σ = σ◦ξ pour tout σ ∈ ΓF . Puisque
G est quasi-de´ploye´, on peut appliquer le corollaire 2.2 de [K1] : il existe g ∈ G(F¯ ) tel
que adg−1(T
∗) soit de´fini sur F et que, pour tout σ ∈ ΓF , on ait l’e´galite´ suivante sur T :
ωT ′(σ)◦σ◦adg = adg◦σ. Posons (B, T ) = adg−1(B
∗, T ∗). De (B, T ) et (B′, T ′) se de´duit un
isomorphisme ξT,T ′ : T → T
′ qui est maintenant e´quivariant pour les actions galoisiennes.
On ve´rifie que ξT,T ′ s’e´tend en un isomorphisme ξ˜T,T ′ : T×Z(G)Z(G˜)→ T
′×Z(G′)Z(G˜
′) qui
est encore e´quivariant pour les actions galoisiennes. L’e´le´ment δ appartient a` l’ensemble
d’arrive´e. Soit γ son image re´ciproque par ξ˜T,T ′. Puisque ξ˜T,T ′ est e´quivariant pour les
actions galoisiennes, γ appartient a` G˜(F ) et il est clair que (δ, γ) appartient a` D(G′). 
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1.10 Correspondance entre e´le´ments semi-simples
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique pour (G, G˜, a). Appelons diagramme
un sextuplet (ǫ, B′, T ′, B, T, η) ve´rifiant les conditions (1) a` (6) suivantes :
(1) ǫ ∈ G˜′ss(F ) et η ∈ G˜ss(F ) ;
(2) (B′, T ′) est une paire de Borel de G′ et (B, T ) est une paire de Borel de G ;
(3) adǫ conserve (B
′, T ′) et adη conserve (B, T ) ;
(4) T et T ′ sont de´finis sur F .
A l’aide de (B′, T ′), resp. (B, T ), on identifie T ′ a` T ′∗ et T a` T ∗. L’homomorphisme
ξ se transforme en un homomorphisme ξT,T ′ : T → T
′.
(5) L’homomorphisme ξT,T ′ est de´fini sur F .
Comple´tons (B, T ) en une paire de Borel e´pingle´e E , e´crivons η = te, avec e ∈ Z(G˜, E)
et t ∈ T , cf. 1.3(1). Notons e′ l’image de e dans Z(G˜′). L’e´le´ment ξT,T ′(t)e
′ de G˜′ ne
de´pend pas de ces choix : la preuve de cette assertion est contenue dans celle de 1.8(1).
Alors
(6) pour de quelconques choix comme ci-dessus, ǫ = ξT,T ′(t)e
′.
Remarque. Soit un diagramme (ǫ, B′, T ′, B, T, η) et soit B′1 un sous-groupe de Borel
de G′ contenant T ′. Il existe un unique e´le´ment w du groupe de Weyl WG
′
de G′ relati-
vement a` T ′ tel que B′1 = w(B
′). Cet e´le´ment s’identifie a` un e´le´ment de W (le groupe
de Weyl de G relativement a` T ) qui est invariant par θ = θe pour e comme ci-dessus.
Posons B1 = w(B). Alors (ǫ, B
′
1, T
′, B1, T, η) est encore un diagramme.
Pour ǫ et η ve´rifiant (1), on dit que ǫ et η se correspondent si et seulement s’il existe
un diagramme joignant ǫ a` η. Il est clair que si ǫ et η se correspondent, les classes de
conjugaison sur F¯ de ǫ et η se correspondent. La re´ciproque est fausse en ge´ne´ral, c’est-
a`-dire que, si les classes de conjugaison sur F¯ de ǫ et η se correspondent, il n’existe pas
toujours de diagramme joignant ǫ et η. Le lemme suivant pre´cise ce point.
Lemme. (i) Soit (δ, γ) ∈ D(G′). Alors il existe un diagramme (δ, B′, T ′, B, T, γ).
(ii) Soient ǫ ∈ G˜′ss(F ) et η ∈ G˜ss(F ). Alors ces deux e´le´ments se correspondent si et
seulement si (ǫ, η) appartient a` l’adhe´rence de D(G′).
Preuve. (i) On fixe (B′, T ′) et (B, T ) tels que (3) soit ve´rifie´e (pour ǫ = δ, η = γ). Les
tores T et T ′ sont uniquement de´termine´s puisque nos e´le´ments sont fortement re´guliers,
donc (4) est ve´rifie´e. On comple`te (B, T ) en une paire de Borel e´pingle´e E . Il existe un
cocyle ωT ′,T : ΓF → W
θ (ou` θ = θE) tel que σT ′ ◦ ξT,T ′ = ξT,T ′ ◦ ωT ′,T (σ) ◦ σT . On e´crit
γ = te, avec t ∈ T et e ∈ Z(G˜, E). On peut aussi e´crire δ = t′e′ ou` t′ ∈ T ′ et e′ est l’image
de e dans Z(G˜′). L’hypothe`se que les classes de conjugaison de δ et γ se correspondent
signifie qu’il existe w ∈ W θ tel que ξT,T ′ ◦ w(t) = t
′. On peut relever w en un e´le´ment
n de GSC,e qui normalise T . Remplac¸ons E par E1 = adn−1(E). Cela remplace ξT,T ′ par
ξT,T ′,1 = ξT,T ′ ◦ w. On a alors ξT,T ′,1(t) = t
′. En oubiant cette construction, on suppose
ξT,T ′(t) = t
′. Soit σ ∈ ΓF . D’apre`s 1.3(4), il existe z(σ) ∈ Z(G) tel que aduE(σ) ◦ σ(e) =
z(σ)−1e et l’image de σ(t) dans T/(1 − θ)(T ) soit e´gale a` celle de t multiplie´e par z(σ)
(en notant encore z(σ) l’image de cet e´le´ment dans les divers quotients de Z(G)). La
premie`re relation entraˆıne σG∗(e¯) = z(σ)
−1e¯ (ou` e¯ est l’image de e dans Z(G˜)) puis
σG′(e
′) = z(σ)−1e′. La seconde relation entraˆıne ξT,T ′ ◦ σ(t) = z(σ)ξT,T ′(t) = z(σ)t
′. On a
aussi
t′e = δ = σ(δ) = σ(t′)σ(e′) = σ(t′)z(σ)−1e′,
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d’ou` σ(t′) = z(σ)t′. Alors ξT,T ′ ◦ σ(t) = σ ◦ ξT,T ′(t). Mais ce terme est aussi e´gal a`
ξT,T ′ ◦ωT ′,T (σ) ◦σ(t). D’ou` ωT ′,T (σ) = 1 puisque γ est fortement re´gulier, cf. 1.3(5). Cela
prouve (i).
(ii) Supposons que ǫ et η se correspondent. Fixons un diagramme (ǫ, B′, T ′, B, T, η).
Soit t ∈ T (F ), posons t′ = ξT,T ′(t). Alors (t
′ǫ, B′, T ′, B, T, tη) est encore un diagramme.
Si t est en position ge´ne´rale, tη est fortement re´gulier. Donc (t′ǫ, tη) ∈ D(G′). On peut
choisir t aussi proche de 1 que l’on veut. Donc (ǫ, η) appartient a` l’adhe´rence de D(G′).
Inversement, supposons cette condition ve´rifie´e. On fixe une suite d’e´le´ments (δn, γn) ∈
D(G′), pour n ∈ N, qui tend vers (ǫ, η). Les re´sultats usuels de la the´orie de la descente
valent dans le cas tordu. En notant par des lettres gothiques les alge`bres de Lie, on
peut fixer un voisinage uη de 0 dans gη(F ) de sorte que tout point assez voisin de η
soit conjugue´ par un e´le´ment de G(F ) a` un e´le´ment exp(X)η ou` X ∈ uη. On peut fixer
un voisinage similaire uǫ de 0 dans g
′
ǫ(F ). Quitte a` conjuguer nos e´le´ments δn et γn et
a` supprimer un nombre fini de termes de la suite, on peut donc e´crire δn = exp(Yn)ǫ,
γn = exp(Xn)η. Puisqu’il s’agit d’e´le´ments semi-simples, les Xn et Yn le sont aussi.
Puisqu’il n’y a qu’un nombre fini de classes de conjugaison par Gη(F ) de sous-tores
maximaux de Gη de´finis sur F (et de meˆme pour G
′
ǫ), on peut, quitte a` extraire une
sous-suite, fixer de tels sous-tores maximaux T ♮ ⊂ Gη et T
′ ⊂ G′ǫ et supposer Xn ∈ t
♮(F ),
Yn ∈ t
′(F ). D’apre`s (i), on peut fixer des diagrammes (δn, B
′
n, T
′
n, Bn, Tn, γn). Il n’y a pas
le choix pour les tores : on a ne´cessairement T ′n = T
′ tandis que Tn est le commutant de
T ♮ dans G. Puisque ces tores n’appartiennent qu’a` un nombre fini de paires de Borel, on
peut, quitte a` extraire une sous-suite, fixer B contenant T et B′ contenant T ′ et supposer
que Bn = B et B
′
n = B
′ pour tout n. Puisque γn ∈ T (F )η et que adγn conserve (B, T ),
adη conserve aussi cette paire. On e´crit η = te comme au de´but du paragraphe, avec
t ∈ T . De meˆme, on peut e´crire ǫ = t′e′, ou` e′ est l’image de e dans Z(G˜′) et t′ ∈ T ′. On
a alors γn = exp(Xn)te, δn = exp(Yn)t
′e′. D’apre`s (6) applique´ au diagramme joignant
δn et γn, on a ξT,T ′(exp(Xn)t) = exp(Yn)t
′. Quand n tend vers l’infini, Xn et Yn tendent
vers 0. D’ou` ξT,T ′(t) = t
′. Mais alors (ǫ, B′, T ′, B, T, η) est un diagramme. Cela ache`ve la
preuve. 
1.11 K-espaces
On suppose dans ce paragraphe F = R. Conside´rons une famille finie (Gp, G˜p)p∈Π,
ou`, pour tout p, Gp est un groupe re´ductif connexe sur R et G˜p est un espace tordu sur
Gp. On suppose donne´es des familles (φp,q)p,q∈Π, (φ˜p,q)p,q∈Π et (∇p,q)p,q∈Π. Pour p, q ∈ Π,
φp,q : Gq → Gp et φ˜p,q : G˜q → G˜p sont des isomorphismes compatibles de´finis sur C et
∇p,q : ΓR → Gp,SC est un cocycle. On suppose les hypothe`ses (1) a` (5) ve´rifie´es pour tous
p, q, r ∈ Π et σ ∈ ΓR :
(1) φp,q◦σ(φp,q)
−1 = ad∇p,q(σ) et φ˜p,q◦σ(φ˜p,q)
−1 = ad∇p,q(σ) (ce dernier automorphisme
est l’action par conjugaison de ∇p,q(σ) sur G˜p) ;
(2) φp,q ◦ φq,r = φp,r et φ˜p,q ◦ φ˜q,r = φ˜p,r ;
(3) ∇p,r(σ) = φp,q(∇q,r(σ))∇p,q(σ) ;
(4) G˜p(R) 6= ∅.
Pour x ∈ G˜p(R), adx de´finit naturellement un automorphisme de H
1(ΓR, Gp) qui ne
de´pend pas du choix de x. Conforme´ment a` nos conventions, on note cet automorphisme
θ. Alors
(5) la famille (∇p,q)q∈Π s’envoie bijectivement sur π(H
1(ΓR;Gp,SC)) ∩H
1(ΓR;Gp)
θ.
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Dans une telle situation, on de´finit le K-groupe KG comme la re´union disjointe des
Gp pour p ∈ Π et le K-espace tordu KG˜ comme la re´union disjointe des G˜p. On introduit
les sous-ensembles e´vidents KG˜ss et KG˜reg. Pour γp ∈ G˜p et γq ∈ G˜q, on dit que γp et
γq sont conjugue´s si φ˜p,q(γq) est conjugue´ a` γp dans G˜p.
Remarque. On adopte la terminologie K-groupe par commodite´. Telle qu’on l’a
de´finie, cette notion n’est pas intrinse`que aux groupes puisque la condition (5) de´pend
de l’espace tordu.
De φp,q se de´duit une bijection Eq 7→ φp,q(Eq) entre paires de Borel e´pingle´es de Gq et
Gp. Il s’en de´duit une identification E
∗
q ≃ E
∗
p e´quivariante pour les actions galoisiennes.
Elle transporte l’automorphisme θ∗q sur θ
∗
p. On peut noter simplement E
∗ et θ∗ ces objets.
On supposera comme en 1.5 que θ∗ est d’ordre fini. Les groupes Gp ont un L-groupe
LG
commun et un L-espace LG˜ commun. La donne´e d’un a ∈ H1(WR;Z(Gˆ)) de´termine
des caracte`res ωp de chaque Gp(R). L’application φ˜p,q se restreint en une bijection de
Z(G˜q, Eq) sur Z(G˜p, φp,q(Eq)). Il s’en de´duit une bijection Z(G˜q) ≃ Z(G˜p) elle-aussi
e´quivariante pour les actions galoisiennes.
Une donne´e endoscopique G′ = (G′,G ′, s˜) pour (G˜p, a) est aussi une donne´e en-
doscopique pour (G˜q, a) pour tout q. Changer (G˜p, a) en (G˜q, a) ne change pas l’es-
pace endoscopique G˜′. On peut donc conside´rer G′ comme une donne´e endoscopique
pour (KG˜, a). Pour chaque p ∈ Π, notons plus pre´cise´ment DG˜p(G
′) l’ensemble de´fini
en 1.8 quand on conside`re G′ comme une donne´e endoscopique de (G˜p, a). On pose
DKG˜(G
′) = ⊔p∈ΠDG˜p(G
′).
Montrons qu’a` partir d’un couple (G, G˜) ve´rifiant les conditions de 1.5, on peut
construire un K-espace comme ci-dessus. On fixe un ensemble Π de cocycles p : ΓR →
GSC qui s’envoie bijectivement sur π(H
1(ΓR, GSC)) ∩ H
1(ΓR, G)
θ. Pour p ∈ Π, fixons
un groupe Gp et un espace tordu G˜p sous ce groupe, tous deux de´finis sur R, munis
d’isomorphismes compatibles φp : Gp → G et φ˜p : G˜p → G˜, de´finis sur C, de sorte que,
pour tout σ ∈ ΓR, on ait les e´galite´s φp ◦ σ(φp)
−1 = adp(σ) et φ˜p ◦ σ(φ˜p)
−1 = adp(σ). De
tels objets existent : il suffit de poser Gp = G, G˜p = G˜, de prendre pour φp et φ˜p les
identite´s et de de´finir les actions galoisiennes sur Gp et G˜p par les e´galite´s pre´ce´dentes.
Pour p, q ∈ Π et σ ∈ GR, on de´finit φp,q = φ
−1
p ◦ φq et ∇p,q(σ) = φ
−1
p (q(σ)p(σ)
−1). La
ve´rification des proprie´te´s (1) a` (5) est routinie`re. Indiquons simplement la peuve de
(4), qui justifie la condition d’invariance par θ impose´e aux cocycles. Fixons γ ∈ G˜(R).
L’image de p dans H1(ΓR, G) est invariante par adγ . On peut donc fixer g ∈ G tel que
adγ(p(σ)) = g
−1p(σ)σ(g) pour tout σ. Cela implique
σ(gγ) = σ(g)γ = p(σ)−1gγp(σ) = adp(σ)−1(gγ).
Posons γp = φ
−1
p (gγ). Alors
σ(γp) = σ(φp)
−1(σ(gγ)) = σ(φp)
−1 ◦ adp(σ)−1(gγ) = φ
−1
p (gγ) = γp.
Donc γp ∈ G˜p(R).
Inversement, si on part de donne´es comme ci-dessus et si on fixe un p0 ∈ Π, on peut
identifier KG˜ a` un K-espace tordu de´fini comme on vient de le faire a` partir du couple
(G, G˜) = (Gp0, G˜p0).
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1.12 L’ensemble G˜ab(F )
Le corps F est de nouveau un corps local de caracte´ristique nulle. Soit A un groupe
et B un ensemble muni d’une action a` droite de A. On suppose A et B munis d’actions
de ΓF compatibles a` cette action. Notons Z
1,0(ΓF ;A 	 B) l’ensemble des couples (α, b)
ou` b ∈ B et α : ΓF → A est un cocycle tels que σ(b) = bα(σ) pour tout σ ∈ ΓF . On
introduit la relation d’e´quivalence (α, b) ≡ (α′, b′) si et seulement s’il existe a ∈ A tel que
α′(σ) = a−1α(σ)σ(a) et b′ = ba. On note H1,0(ΓF ;A 	 B) le quotient de Z
1,0(ΓF ;A 	 B)
par cette relation d’e´quivalence.
Il y a un cas particulier important de la construction pre´ce´dente. Conside´rons deux
groupes A et B munis d’actions de ΓF et un homomorphisme de groupes f : A → B
e´quivariant pour cette action. On peut conside´rer que A agit sur B par (a, b) 7→ bf(a).
On note alors H1,0(ΓF ;A
f
→ B) l’ensemble H1,0(ΓF ;A 	 B) pre´ce´dent. Si A et B sont
abe´liens, c’est aussi un groupe abe´lien.
Remarque. Ces ensembles ont e´te´ de´finis par divers auteurs. Faˆcheusement, les uns
les notent H0, les autres H1 et les de´finitions varient par des signes. Nous avons adopte´
la notation H1,0 qui est lourde mais a l’avantage de me´contenter tout le monde. Labesse
utilise la notation H0 et sa de´finition diffe`re de la noˆtre car il conside`re une action a`
gauche de A sur B. Kottwitz et Shelstad ne conside`rent que des groupes abe´liens et
utilisent la notation H1. A cette diffe´rence de notation pre`s, notre de´finition est la meˆme
que la leur. Signalons que, sous certaines hypothe`ses topologiques supple´mentaires, on
peut de´finir comme ci-dessus des ensembles H1,0(WF ;A
f
→ B), cf. [KS1] A.3.
Ainsi, on de´finit l’ensemble Gab(F ) = H
1,0(ΓF ;GSC
π
→ G) (pour nous, GSC agit a`
droite sur G), cf. [Lab1] 1.6. L’application naturelle de H1,0(ΓF ;Z(GSC)
π
→ Z(G)) dans
cet ensemble Gab(F ) est bijective, ce qui munit Gab(F ) d’une structure de groupe. Il y a
un homomorphisme naturel injectif
G(F )/π(GSC(F ))→ Gab(F ),
qui est surjectif si F 6= R.
Ainsi, on de´finit l’ensemble H1,0(ΓF ;GSC 	 G˜), que l’on peut noter G˜ab(F ). On a
une application :
Z1,0(ΓF ;GSC 	 G˜)× Z
1,0(ΓF ;Z(GSC)
π
→ Z(G)) → Z1,0(ΓF ;GSC 	 G˜)
((µ, γ), (ζ, z)) 7→ (µζ, γz).
Elle se quotiente en une action a` droite du groupe Gab(F ) ≃ H
1,0(ΓF ;Z(GSC)
π
→ Z(G))
sur G˜ab(F ). On a :
(1) G˜ab(F ) est un espace principal homoge`ne sous Gab(F ).
Preuve. Soient (ζ, z), (ζ ′, z′) deux e´le´ments de Z1,0(ΓF ;Z(GSC)
π
→ Z(G)) et soit
(µ, γ) ∈ Z1,0(ΓF ;GSC 	 G˜). Supposons (µζ, γz) cohomologue a` (µζ
′, γz′). Alors il existe
x ∈ GSC tel que µ(σ)ζ
′(σ) = x−1µ(σ)ζ(σ)σ(x) et γz′ = γzπ(x). Cette dernie`re relation
implique que z′ = zπ(x) et que x appartient a` Z(GSC). La premie`re relation implique
alors que ζ ′(σ) = x−1ζ(σ)σ(x), donc les couples (ζ, z) et (ζ ′, z′) sont cohomologues. Cela
prouve que l’action de Gab(F ) sur G˜ab(F ) est libre. Soient maintenant (µ, γ) et (µ
′, γ′)
deux e´le´ments de Z1,0(ΓF ;GSC 	 G˜). Soit g ∈ G l’e´le´ment tel que γ
′ = γg, e´crivons
g = π(x)z avec x ∈ GSC et z ∈ Z. Le couple (µ
′, γ′) est cohomologue a` (µ′′, γz), ou`
µ′′(σ) = xµ′(σ)σ(x)−1. Posons ζ(σ) = µ(σ)−1µ′′(σ). Les e´galite´s σ(γ) = γπ(µ(σ)) et
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σ(γz) = γzπ(µ′′(σ)) entraˆınent que σ(z) = zπ(ζ(σ)). Cela implique que ζ(σ) appartient
a` Z(GSC). Cette proprie´te´ et le fait que µ et µ
′′ sont des cocycles implique que ζ est
aussi un cocycle. Alors (ζ, z) appartient a` Z1,0(ΓF ;Z(GSC)
π
→ Z(G)). Le couple (µ′, γ′)
est cohomologue au produit de (µ, γ) et de (ζ, z). Cela prouve que l’action de Gab(F ) sur
G˜ab(F ) est transitive. 
Remarquons que l’on pourrait aussi bien de´finir une action a` gauche de Gab(F ) sur
G˜ab(F ), jouissant des meˆmes proprie´te´s.
Il y a une application naturelle G˜(F ) → G˜ab(F ) : a` γ ∈ G˜(F ), on associe l’image
dans G˜ab(F ) de (µ = 1, γ) ∈ Z
1,0(ΓF ;GSC 	 G˜).
On va de´finir une application
(2) G˜ab(F )→ H
1,0(ΓF ;Z(GSC) 	 Z(G˜)).
Soit (µ, γ) ∈ Z1,0(ΓF ;GSC 	 G˜). Fixons une paire de Borel e´pingle´e E et une cochaˆıne
uE comme en 1.2. On peut choisir, et on choisit, x ∈ GSC et e ∈ Z(G˜, E) tels que
γ = eπ(x). Posons µ′(σ) = xµ(σ)σ(x)−1, puis ν(σ) = ad−1e (uE(σ))µ
′(σ)uE(σ)
−1. L’e´galite´
σ(γ) = γπ(µ(σ)) entraˆıne σ(e) = eπ(µ′(σ)), puis
(3) aduE (σ)(σ(e)) = eπ(ν(σ)).
Or aduE(σ) ◦ σ conserve E , donc aussi Z(G˜, E) = eZ(G). Donc aduE (σ)(σ(e)) ∈ eZ(G)
et l’e´galite´ (3) implique que ν(σ) appartient a` Z(GSC). Rappelons que le cobord duE
prend ses valeurs dans Z(GSC). Montrons que
(4) dν = (θ−1 − 1)(duE).
Pour cela, de´finissons un espace tordu G˜⋆ sur le groupe GSC de la fac¸on suivante. Il
est e´gal a` e⋆GSC, ou` e⋆ est un point fixe´. L’action de GSC a` droite est l’action naturelle,
celle a` gauche est de´finie par ge⋆ = e⋆ad
−1
e (g). La structure galoisienne est (σ, e⋆g) 7→
e⋆µ
′(σ)σ(g). On ve´rifie que cette de´finition est loisible. On a la relation analogue a` (3) :
(5) aduE(σ)(σ(e⋆)) = e⋆ν(σ).
Soient σ1, σ2 ∈ ΓF . En remplac¸ant dans (5) σ par σ1 et en multipliant a` droite l’e´galite´
obtenue par σ1(ν(σ2)), on obtient
aduE (σ1)(σ1(e⋆ν(σ2))) = e⋆ν(σ1)σ1(ν(σ2)),
puisque ν(σ2) est central. On remplace le terme e⋆ν(σ2) du membre de gauche par sa
valeur donne´e par (5) et on obtient
aduE(σ1)σ1(uE (σ2))(σ1σ2(e⋆)) = e⋆ν(σ1)σ1(ν(σ2)),
ou encore
adduE (σ1,σ2)uE (σ1σ2)(σ1σ2(e⋆)) = e⋆ν(σ1, σ2)dν(σ1, σ2).
On exprime le membre de gauche graˆce a` l’e´galite´ (5) pour σ = σ1σ2. On obtient
adduE (σ1,σ2)(e⋆ν(σ1σ2)) = e⋆ν(σ1, σ2)dν(σ1, σ2).
Cela entraˆıne la relation (4).
Notons z 7→ z¯ les applications naturelles de Z(GSC) dans Z(GSC) ou de Z(G˜, E) dans
Z(G˜). La relation (4) entraˆıne que ν¯ est un cocycle. La relation (3) et la de´finition de
l’action galoisienne sur Z(G˜) entraˆınent que σ(e¯) = e¯π(ν¯(σ)). Donc (ν¯, e¯) appartient a`
Z1,0(ΓF ;Z(GSC) 	 Z(G˜)). Montrons que
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(6) la classe de cohomologie de (ν¯, e¯) ne de´pend pas des choix effectue´s et ne de´pend
que de la classe de cohomologie de (µ, γ).
On a choisi E , uE , x et e. L’inde´pendance de uE est claire : on ne peut modifier
uE(σ) que par un e´le´ment de Z(GSC), ce qui ne change pas l’image ν¯(σ) dans Z(GSC).
Supposons d’abord E et (µ, γ) fixe´s. On ne peut modifier x et e qu’en remplac¸ant x par
z−1x et e par eπ(z) pour un e´le´ment z ∈ Z(GSC). On voit que cela remplace ν¯(σ) par
ν¯1(σ) = z¯
−1ν¯(σ)σ(z¯) et e¯ par e¯1 = e¯z¯. Or (ν¯1, e¯1) est cohomologue a` (ν¯, e¯). Supposons
maintenant E fixe´ et remplac¸ons (µ, γ) par (µ1, γ1) cohomologue a` (µ, γ). Soit v ∈ GSC
tel que µ1(σ) = v
−1µ(σ)σ(v) et γ1 = γv. Pour le couple (µ1, γ1), on peut choisir e1 = e
et x1 = xv. Alors µ
′
1 = µ
′ et le couple (ν¯, e¯) ne change pas. Il reste a` remplacer E par une
autre paire de Borel e´pingle´e E1, (µ, γ) e´tant fixe´. On fixe r ∈ GSC tel que adr(E) = E1.
On peut choisir uE1(σ) = ruE(σ)σ(r)
−1, e1 = adr(e) = eπ(s), ou` s = ad
−1
e (r)r
−1, et
x1 = s
−1x. On a e¯1 = e¯ par de´finition de l’ensemble Z(G˜). On a µ
′
1(σ) = s
−1µ′(σ)σ(s),
puis
ν1(σ) = ad
−1
e1
(uE1(σ))µ
′
1(σ)uE1(σ)
−1
= adr ◦ ad
−1
e ◦ ad
−1
r (ruE(σ)σ(r)
−1)s−1µ′(σ)σ(s)σ(r)uE(σ)
−1r−1
= rad−1e (uE(σ)σ(r)
−1)µ′(σ)σ(ad−1e (r))uE(σ)
−1r−1 = raν(σ)br−1,
ou` a = ad−1e (uE(σ)σ(r)
−1uE(σ)
−1) et b = uE(σ)σ(ad
−1
e (r))uE(σ)
−1. Puisqu’on sait que
ν1(σ) est central, on peut aussi bien conjuguer par ra et on obtient ν1(σ) = ν(σ)ba.
Introduisons l’action σ 7→ σG∗ de ΓF sur G de´finie par σG∗ = aduE(σ) ◦ σG. Le fait que
aduE(σ)(σ(e)) ∈ Z(G)e entraˆıne que ade commute a` cette action. Or a = ad
−1
e ◦ σG∗(r)
−1
et b = σG∗ ◦ ad
−1
e (r). Donc a = b
−1 et ν1(σ) = ν(σ). Cela prouve (6).
D’apre`s (6), on a de´fini l’application cherche´e
G˜ab(F )→ H
1,0(ΓF ;Z(GSC) 	 Z(G˜)).
Il est facile de voir comme en (1) que l’ensemble d’arrive´e est un espace principal ho-
moge`ne sous H1,0(ΓF ;Z(GSC)
π
→ Z(G)).
Cas particulier. Dans le cas ou` G˜ est a` torsion inte´rieure, ce dernier ensemble n’est
autre que Gab(F ). La fle`che (2) e´tant bien suˆr e´quivariante pour les actions de Gab(F ) et
les ensembles de de´part et d’arrive´e e´tant tous deux des espaces principaux homoge`nes
sous ce groupe, la fle`che est bijective.
Le groupe Z(G) est naturellement un sous-groupe de T ∗. On pose Z0(G) = Z(G)/(Z(G)∩
(1 − θ∗)(T ∗)). Il y a un homomorphisme surjectif Z(G) → Z0(G). On pose Z0(G˜) =
Z0(G)×Z(G)Z(G˜), la notation ayant le meˆme sens qu’en 1.7. L’application (2) se pousse
en une application que nous notons
N G˜ : G˜ab(F )→ H
1,0(ΓF ;Z0(GSC) 	 Z0(G˜)).
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique pour (G, G˜, a). Rappelons que l’on a
un homomorphisme Z(G)→ Z(G′). Il se factorise en une suite
Z(G)→ Z0(G)
ξ0
→ Z(G′)
et ξ0 est injectif. On a de meˆme une suite
Z(G˜)→ Z0(G˜)
ξ˜0
→ Z(G˜′),
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et ξ˜0 est injectif. On a une suite d’extensions
Gˆ′ → Gˆ′ad = Gˆ
′/(Gˆ′ ∩ Z(Gˆ))→ Gˆ′AD = Gˆ
′/Z(Gˆ′),
dont on de´duit une suite duale
G′ ← G′sc ← G
′
SC .
Il y a donc une application naturelle
(7) H1,0(ΓF ;Z(G
′
SC) 	 Z(G˜
′))→ H1,0(ΓF ;Z(G
′
sc) 	 Z(G˜
′)).
Un tore maximal de Gˆ′ad est naturellement isomorphe a` Tˆ
θˆ,0/(Z(Gˆ)∩Tˆ θˆ,0), qui n’est autre
que Tˆ θˆad, ou` Tˆad est l’image de Tˆ dans GˆAD (on rappelle que Tˆ
θˆ
ad est connexe). Dualement,
un tore maximal de G′sc est donc isomorphe a` T
∗
sc/(1− θ
∗)(T ∗sc). On en de´duit une suite
analogue a` celle ci-dessus :
Z(GSC)→ Z0(GSC)
ξ0,sc
→ Z(G′sc),
ou` ξ0,sc est injectif. D’ou` une application naturelle
(8) H1,0(ΓF ;Z0(GSC) 	 Z0(G˜))→ H
1,0(ΓF ;Z(G
′
sc) 	 Z(G˜
′)).
Montrons qu’elle est bijective. Conside´rons le diagramme
Z0(GSC) → Z0(G)
ξ0,sc ↓ ξ0 ↓
Z(G′sc)
π′
→ Z(G′)
Alors
(9) Z(G′) est engendre´ par les images de π′ et de ξ0 ;
(10) l’image re´ciproque par π′ de l’image de ξ0 est l’image de ξ0,sc.
Le tore T ∗ est engendre´ par Z(G) et par l’image de T ∗sc et (9) en re´sulte. Soit x ∈
Z(G′sc) tel que π
′(x) appartient a` l’image de ξ0. Choisissons un e´le´ment tsc ∈ T
∗
sc dont x
soit l’image dans T ∗sc/(1 − θ
∗)(T ∗sc). L’hypothe`se signifie que π(tsc) ∈ Z(G)(1 − θ
∗)(T ∗).
Ecrivons π(tsc) = z(1 − θ
∗)(t), avec z ∈ Z(G) et t ∈ T ∗. Ecrivons t = z′π(t′sc), avec
z′ ∈ Z(G) et t′sc ∈ T
∗
sc. Alors π(tsc(θ
∗ − 1)(t′sc)) = z(1 − θ
∗)(z′). Cela entraˆıne que
tsc(θ
∗ − 1)(t′sc) appartient a` Z(GSC). Puisque tsc(θ
∗ − 1)(t′sc) a aussi pour image x dans
T ∗sc/(1− θ
∗)(T ∗sc), cela montre que x appartient a` l’image de Z(GSC), qui n’est autre que
celle de l’application ξ0,sc. Cela prouve (10).
Soit (ζ ′, e′) ∈ Z1,0(ΓF ;Z(G
′
sc) 	 Z(G˜
′)). La relation (9) entraˆıne que l’on peut e´crire
e′ = ξ˜0(e)π
′(z′sc), avec z
′
sc ∈ Z(G
′
sc) et e ∈ Z0(G˜). Alors (ζ
′, e′) est cohomologue a`
(ζ ′1, ξ˜0(e)), ou` ζ
′
1(σ) = z
′
scζ
′(σ)σ(z′sc)
−1. La relation σ ◦ ξ˜0(e) = ξ˜0(e)π
′(ζ ′1(σ)) entraˆıne
que π′ ◦ ζ ′1 prend ses valeurs dans l’image de ξ0. D’apre`s (10), on peut e´crire ζ
′
1 =
ξ0,sc(ζ), ou` ζ est a` valeurs dans Z0(GSC). Puisque ξ0,sc et ξ˜0 sont injectifs, le couple
(ζ, e) ve´rifie les conditions requises pour appartenir a` Z1,0(ΓF ;Z0(GSC) 	 Z0(G˜)). La
classe de cohomologie de (ζ ′, e′) est l’image par l’application (8) de celle de (ζ, e). Cela
prouve la surjectivite´ de (8). Inversement, soient (ζ1, e1) et (ζ2, e2) deux e´le´ments de
Z1,0(ΓF ;Z0(GSC) 	 Z0(G˜)) qui ont meˆme image dans H
1,0(ΓF ;Z(G
′
sc) 	 Z(G˜
′)). Il
existe z′sc ∈ Z(G
′
sc) tel que ξ0,sc(ζ1(σ)) = ξ0,sc(ζ2(σ))(z
′
sc)
−1σ(z′sc) et ξ˜0(e1) = ξ˜0(e2)π
′(z′sc).
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Cette deuxie`me relation entraˆıne que π′(z′sc) appartient a` l’image de ξ0. D’apre`s (10), il
existe zsc ∈ Z0(GSC) tel que z
′
sc = ξ0,sc(zsc). D’apre`s l’injectivite´ de ξ0,sc et ξ˜0, on a
alors ζ1(σ) = ζ2(σ)(zsc)
−1σ(zsc) et e1 = e2π(zsc). Donc les couples (ζ1, e1) et (ζ2, e2) sont
cohomologues, ce qui prouve l’injectivite´ de (8).
L’ensemble de de´part de (8) n’est autre que G˜′ab(F ), puisque G˜
′ est a` torsion inte´rieure.
Par composition de (7) et de l’inverse de (8), on obtient une application que nous notons
N G˜
′,G˜ : G˜′ab(F )→ H
1,0(ΓF ;Z0(GSC) 	 Z0(G˜)).
Remarque. On note aussi N G˜
′,G˜ la compose´e de cette application avec l’application
G˜′(F )→ G˜′ab(F ).
Il est plus parlant d’identifier l’ensemble d’arrive´e de cette application. Introduisons
le groupe G0 quasi-de´ploye´ sur F dual du groupe Gˆ0 = Gˆ
θˆ,0, muni de l’action galoisienne
provenant de celle sur Gˆ. Notons G ′0 le sous-groupe Gˆ0 ⋊ WF de
LG. Le cocycle a ne
joue ici aucun roˆle. On peut remplacer a par le caracte`re trivial 1. Alors le triplet
G0 = (G0,G
′
0, θˆ) est une donne´e endoscopique pour (G, G˜, 1) a` laquelle on applique les
constructions ci-dessus. Pour cette donne´e, on a Z(Gˆ0) = Z(Gˆ) ∩ Tˆ
θˆ,0. Cela re´sulte du
fait que les racines simples pour la paire de Borel (Bˆ ∩ Gˆ0, Tˆ ∩ Gˆ0 = Tˆ
θˆ,0) de Gˆ0 sont
exactement les restrictions a` Tˆ θˆ,0 des racines simples pour la paire de Borel (Bˆ, Tˆ ) de Gˆ,
cf. 1.6. Il en re´sulte que Gˆ0,ad = Gˆ0,AD, puis G0,sc = G0,SC . Donc, pour cette donne´e G0,
l’application (7) est l’identite´. Donc l’application N G˜0,G˜ est bijective, ce qui nous permet
d’identifier H1,0(ΓF ;Z0(GSC) 	 Z0(G˜)) a` G˜0,ab(F ).
Revenons a` notre donne´e G′. On a construit des applications
(11)


G˜(F ) → G˜ab(F )
ց N G˜
G˜0,ab(F )
ր N G˜
′,G˜
G˜′(F ) → G˜′ab(F )
Les termes extreˆmes sont des espaces principaux homoge`nes sous respectivement Gab(F ),
G′ab(F ) et G0,ab(F ). Il est clair qu’il y a des homomorphismes similaires
Gab(F )
NG
→ G0,ab(F )
NG
′,G
← G′ab(F )
compatibles avec les applications ci-dessus.
Supposons un instant que F = R. On a introduit en 1.11 un K-espace KG˜. On de´finit
KG˜ab(R) comme la re´union disjointe des G˜p,ab(R) pour p ∈ Π et on obtient un diagramme
similaire au pre´ce´dent ou` G˜(R) et G˜ab(R) sont remplace´s par KG˜(R) et KG˜ab(R).
1.13 Caracte`res de G(F ), G0,ab(F ), G0,ab(F )/N
G(Gab(F ))
Comme on l’a dit dans le paragraphe pre´ce´dent, on a l’e´galite´
Gab(F ) = H
1,0(ΓF ;Z(GSC)→ Z(G)).
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Fixons un tore maximal T de G de´fini sur F . On introduit le tore dual Tˆ muni de l’action
galoisienne duale de celle de T . L’homomorphisme naturel
H1,0(ΓF ;Z(GSC)→ Z(G))→ H
1,0(ΓF ;Tsc → T )
est bijectif. D’apre`s [KS1] lemme A.3.B, le groupe de caracte`res continus du dernier
groupe est le quotient de H1,0(WF ; Tˆ → Tˆad) par l’image naturelle de Tˆ
ΓF ,0
ad . On ve´rifie
que cette image est nulle et que l’homomorphisme naturel
H1(WF ;Z(Gˆ))→ H
1,0(WF ; Tˆ → Tˆad)
est bijectif. On en de´duit que le groupe des caracte`res continus de Gab(F ) est isomorphe
a` H1(WF ;Z(Gˆ)).
Cela nous permet de pre´ciser la correspondance qui, a` a ∈ H1(WF ;Z(Gˆ)), associe le
caracte`re ω de G(F ). On a un homomorphisme
G(F )→ Gab(F ) = H
1,0(ΓF ;Z(GSC)→ Z(G)).
Concre`tement, pour g ∈ G(F ), on e´crit g = π(gsc)z, avec gsc ∈ GSC et z ∈ Z(G). L’image
de g par l’application ci-dessus est repre´sente´e par le couple (µ, z), ou` µ(σ) = gscσ(gsc)
−1.
Alors ω(g) est le produit par l’accouplement
H1,0(ΓF ;Tsc → T )×H
1,0(WF ; Tˆ → Tˆad)→ C
×
des images de g dans le premier groupe et de a dans le second.
On ve´rifie sur les constructions que le dual de l’homomorphisme
Gab(F )
NG
→ G0,ab(F )
est l’homomorphisme naturel
(1) H1(WF ;Z(Gˆ0))→ H
1(WF ;Z(Gˆ)).
On a vu que Z(Gˆ0) = Z(Gˆ) ∩ Tˆ
θˆ,0. Notons Z(Gˆ)∗ le groupe des x ∈ Z(Gˆ) tels que
σ(x)x−1 ∈ Z(Gˆ) ∩ Tˆ θˆ,0 pour tout σ ∈ ΓF . Le quotient Z(Gˆ)∗/(Z(Gˆ) ∩ Tˆ
θˆ,0) n’est autre
que le groupe des invariants (Z(Gˆ)/(Z(Gˆ) ∩ Tˆ θˆ,0))ΓF . On a un homomorphisme
Z(Gˆ)∗/(Z(Gˆ) ∩ Tˆ
θˆ,0)Z(Gˆ)ΓF → H1(WF ;Z(Gˆ0))
qui, a` x ∈ Z(Gˆ)∗, associe le cocycle w 7→ w(x)x
−1. On ve´rifie qu’il se quotiente en un
isomorphisme de Z(Gˆ)∗/(Z(Gˆ) ∩ Tˆ
θˆ,0)Z(Gˆ)ΓF sur le noyau de l’homomorphisme (1). Le
groupe Z(Gˆ)∗/(Z(Gˆ)∩Tˆ
θˆ,0)Z(Gˆ)ΓF s’identifie ainsi au groupe dual deG0,ab(F )/N
G(Gab(F )).
Pour x ∈ Z(Gˆ)∗/(Z(Gˆ)∩Tˆ
θˆ,0)Z(Gˆ)ΓF , on note µx le caracte`re associe´ deG0,ab(F )/N
G(Gab(F )).
L’application N G˜ : G˜ab(F ) → G˜0,ab(F ) e´tant compatible a` N
G, on voit qu’a` tout
x ∈ Z(Gˆ)∗/(Z(Gˆ) ∩ Tˆ
θˆ,0)Z(Gˆ)ΓF , on peut aussi associer une fonction µ˜x sur G˜0,ab(F )
telle que
(2) µ˜x vaut 1 sur N
G˜(G˜ab(F )) ;
(3) µ˜x(g0γ0) = µx(g0)µ˜x(γ0) pour tous g0 ∈ G0,ab(F ) et tout γ0 ∈ G˜0,ab(F ).
Pour γ0 ∈ G˜0,ab(F ), la somme
|Z(Gˆ)∗/(Z(Gˆ) ∩ Tˆ
θˆ,0)Z(Gˆ)ΓF |−1
∑
x∈Z(Gˆ)∗/(Z(Gˆ)∩Tˆ θˆ,0)Z(Gˆ)ΓF
µ˜x(γ0)
vaut 1 si γ0 ∈ N
G˜(G˜ab(F )), 0 sinon.
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1.14 Image de la correspondance
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique pour (G, G˜, a). Rappelons que G′ est
dit elliptique si et seulement si Z(Gˆ′)ΓF ,0 = Z(Gˆ)ΓF ,θˆ,0.
De´finition. Nous dirons qu’un e´le´ment semi-simple γ ∈ G˜(F ) est elliptique si et
seulement s’il existe un tore tordu maximal elliptique T˜ de G˜ tel que γ ∈ T˜ (F ).
Si F est non-archime´dien, cette condition e´quivaut a` l’e´galite´ AGγ = AG˜. Si F est
archime´dien, la condition d’ellipticite´ entraˆıne cette e´galite´ AGγ = AG˜, mais la re´ciproque
n’est pas toujours vraie.
Proposition. (i) Soit (δ, γ) ∈ D(G′). Alors les images de δ et γ dans G˜0,ab(F ) par le
diagramme 1.12(11) sont e´gales.
(ii) Supposons G′ elliptique et F 6= R. Soit δ ∈ G˜′ss(F ). On suppose que δ est
elliptique et G˜-re´gulier, et que l’image de δ dans G˜0,ab(F ) appartient a` l’image de G˜ab(F )
par l’application N G˜. Alors il existe γ ∈ G˜(F ) tel que (δ, γ) appartienne a` D(G′).
(iii) Supposons F = R. L’assertion (ii) devient vraie si l’on remplace G˜ab(F ) et D(G
′)
par KG˜ab(R) et DKG˜(G
′).
Preuve. Soit (δ, γ) ∈ D(G′). Graˆce au lemme 1.10, on choisit un diagramme (δ, B′, T ′, B, T, γ)
et on utilise les notations de 1.10 pour celui-ci. On note ξsc : Tsc → T
′
sc l’homo-
morphisme relevant ξT,T ′, ou` T
′
sc est l’image re´ciproque de T
′ dans G′sc. Cet homo-
morphisme est e´quivariant pour les actions galoisiennes. On n’a aucun mal a` relever
1.10(6) sous la forme : on peut e´crire γ = eπ(t), δ = e′π(t′), avec t ∈ Tsc, e ∈
Z(G˜, E) et t′ = ξsc(t). D’apre`s les de´finitions, les images de δ et γ dans G˜0,ab(F )
sont repre´sente´s respectivement par les couples (ν ′, e0) et (ν, e0), ou` ν
′(σ) = t′σ(t′)−1,
ν(σ) = ad−1e (uE(σ))tσ(t)
−1uE(σ)
−1 et e0 est l’image de e dans Z0(G˜). Pour prouver (i),
il suffit de prouver l’e´galite´ ξsc(ν(σ)) = ν
′(σ). Puisque ν(σ) est central, on a aussi bien
ν(σ) = uE(σ)
−1ade(uE(σ))t
−1σ(t). On sait que uE(σ) de´finit un e´le´ment de W
θ que l’on
peut relever en un e´le´ment de Ge. On peut donc e´crire uE(σ) = n(σ)t(σ), ou` n(σ) ∈ Ge
et t(σ) ∈ Tsc. Alors ν(σ) = (θ
−1 − 1)(t(σ))tσ(t)−1, d’ou` ξsc(ν(σ)) = ξsc(tσ(t)
−1).
Puisque ξsc est e´quivariant pour les actions galoisiennes, on en de´duit l’e´galite´ cherche´e
ξsc(ν(σ)) = ν
′(σ).
Plac¸ons-nous sous les hypothe`ses de (ii). On choisit une paire de Borel (B′, T ′) de G′
conserve´e par adδ et on identifie la paire de Borel e´pingle´e E
∗ deG a` une paire particulie`re.
On choisit une cochaˆıne uE∗ pour cette paire, on la note simplement u
∗. Munissons G de
l’action galoisienne σ 7→ σG∗ = adu∗(σ) ◦σ. Sa restriction a` T
∗ est l’action de´ja` introduite
sur ce tore et G est quasi-de´ploye´ pour cette action. Posons θ = θE∗ . Les deux paires
(B′, T ′) et (B∗, T ∗) de´terminent un homomorphisme ξT ∗,T ′ : T
∗ → T ′. Il y a un cocycle
ωT ′ : ΓF → W
θ tel que σG′ ◦ ξT ∗,T ′ ◦ σ
−1
G∗ = ξT ∗,T ′ ◦ ωT ′(σ). Le groupe G
θ
SC est lui-
aussi quasi-de´ploye´. D’apre`s [K1] corollaire 2.2, on peut fixer g ∈ GθSC tel qu’en posant
T = adg−1(T
∗), le tore T soit de´fini sur F pour l’action σ 7→ σG∗ et ξT,T ′ = ξT ∗,T ′ ◦ adg
ve´rifie σG′ ◦ξT,T ′ = ξT,T ′ ◦σG∗ . Remarquons qu’en posant E = ad
−1
g (E
∗) et B = ad−1g (B
∗),
l’homomorphisme ξT,T ′ est celui associe´ aux deux paires (B
′, T ′) et (B, T ). D’autre part,
puisque g est fixe par θ, on a Z(G˜, E) = Z(G˜, E∗) et θ = θE .
Par hypothe`se, l’image de δ dans G˜0,ab(F ) est aussi l’image d’un e´le´ment de G˜ab(F ).
On peut repre´senter ce dernier par un e´le´ment (µ, e) ∈ Z1,0(ΓF ;GSC 	 G˜), ou` e ap-
partient a` Z(G˜, E). Son image dans H1,0(ΓF ;Z0(GSC) 	 Z0(G˜)) est repre´sente´e par
le couple (ν0, e0) suivant : e0 est l’image de e dans Z0 et ν0(σ) est l’image de ν(σ) =
20
θ−1(u∗(σ))µ(σ)u∗(σ)−1 dans Z0(GSC). D’apre`s la preuve de la bijectivite´ de l’applica-
tion 1.12(8), on peut e´crire δ = f ′π(t′), ou` t′ ∈ T ′sc, f ∈ Z(G˜) et f
′ est l’image de f
dans Z(G˜′). L’image de δ dans H1,0(ΓF ;Z0(GSC) 	 Z0(G˜)) est repre´sente´e par le couple
(ν ′, f0), ou` ν
′(σ) = t′σ(t′)−1 et f0 est l’image de f dans Z0(G˜). L’e´galite´ des images
de δ et (µ, e) signifie que les couples (ν0, e0) et (ν
′, f0) sont cohomologues, c’est-a`-dire
qu’il existe z ∈ Z(GSC) tel que ν
′(σ) = z−1ν0(σ)σ(z) et f0 = e0z (pour simplifier, on
note encore z l’image de cet e´le´ment dans divers quotients de Z(GSC)). Quitte a` rem-
placer le couple (µ, e) par le couple cohomologue (µ′, ez), ou` µ′(σ) = z−1µ(σ)σ(z), on
se rame`ne a` la situation ou` f0 = e0, donc f
′ = e′, et ν ′ = ν0. Rappelons que ν est a`
valeurs dans Z(GSC) ⊂ T . L’e´galite´ ν
′ = ν0 signifie que signifie que ξsc(ν(σ)) = ν
′(σ)
pour tout σ ∈ ΓF , ou` ξsc : Tsc → T
′
sc rele`ve ξT,T ′. Soit t ∈ Tsc tel que ξsc(t) = t
′. D’apre`s
l’e´quivariance de ξsc, l’e´galite´ pre´ce´dente signifie que ν(σ) et tσG∗(t)
−1 ont meˆme image
dans Tsc/(1− θ)(Tsc). On peut choisir une cochaˆıne y : ΓF → Tsc telle que
(1) ν(σ) = (1− θ−1)(y(σ))tσG∗(t)
−1.
On note d la diffe´rentielle pour l’action naturelle σ 7→ σG et d
∗ celle pour l’action σ 7→
σG∗ . Puisque ν est a` valeurs centrales, on a dν = d
∗ν. D’autre part, θ commute a`
l’action σ 7→ σG∗ . De l’e´galite´ ci-dessus se de´duit la relation dν = (1 − θ
−1)(d∗y) puis
(1−θ−1)(du∗d∗y) = 1 graˆce a` 1.12(4). Puisque du∗ est a` valeurs centrales, c’est un cocycle
pour chacune des actions galoisiennes. Donc du∗d∗y est un cocycle pour l’action σ 7→ σG∗
et l’e´galite´ pre´ce´dente montre qu’il prend ses valeurs dans T θsc.
Remarque. La notation T θsc de´signe l’ensemble des points fixes par θ dans Tsc, et
non pas l’image re´ciproque dans GSC de T
θ. L’ensemble T θsc est connexe, donc est un
tore.
Les hypothe`ses d’ellipticite´ de G′ et de δ et l’e´quivariance de ξsc entraˆınent que ce
tore T θsc, muni de l’action σ 7→ σG∗ , est elliptique. Donc H
2(ΓF , T
θ
sc) = 0 et du
∗d∗y est
le cobord d’une cochaˆıne a` valeurs dans T θsc. Quitte a` multiplier y par l’inverse de cette
cochaˆıne, on peut supposer du∗d∗y = 1. Posons Y (σ) = y(σ)u∗(σ). L’e´galite´ pre´ce´dente
et un calcul standard montrent que Y est un cocycle pour l’action naturelle σ 7→ σG =
adu∗(σ)−1 ◦σG∗ . Posons γ1 = et (ou plus exactement γ1 = eπ(t)). Puisque (µ, e) appartient
a` Z1,0(ΓF ;GSC 	 G˜), on a σ(e) = eµ(σ), d’ou` σ(γ1) = eµ(σ)σ(t). On a
µ(σ)σ(t) = θ−1(u∗(σ)−1)ν(σ)u∗(σ)u∗(σ)−1σG∗(t)u
∗(σ).
En utilisant (1), on obtient µ(σ)σ(t) = θ−1(Y (σ)−1)tY (σ), d’ou`
(2) σ(γ1) = π(Y (σ)
−1)γ1π(Y (σ)),
ou` on a re´tabli l’homomorphisme π pour plus de pre´cision. Jusque-la`, nous n’avons pas
utilise´ l’hypothe`se que F est non archime´dien. Utilisons-la. Le cocycle Y est a` valeurs
dans GSC . Or H
1(ΓF , GSC) = 0. Donc on peut choisir g1 ∈ GSC tel que Y (σ) = g
−1
1 σ(g1).
Posons γ = g1γ1g
−1
1 . La relation (2) implique que γ appartient a` G˜(F ). La classe de
conjugaison sur F¯ de γ est la meˆme que celle de γ1. En appliquant les de´finitions de 1.8,
la de´finition γ1 = et montre que sa classe correspond a` celle de δ. Cela prouve (ii).
Supposons maintenant F = R et conside´rons un K-espace tordu. On peut supposer
qu’il est issu d’un couple (G, G˜) comme en 1.11. On a encore (2). Fixons γ2 ∈ G˜(F ),
e´crivons γ1 = xγ2, avec x ∈ G. La relation (2) entraˆıne
adγ2 ◦ π(Y (σ)) = x
−1π(Y (σ))σ(x).
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Donc la classe du cocycle π(Y ) est fixe par θ. Il existe p ∈ Π et g1 ∈ G tels que
π(Y (σ)) = g−11 π(p(σ))σ(g1). La relation (2) se re´crit
σ(g1γ1g
−1
1 ) = adp(σ)−1(g1γ1g
−1
1 ).
Posons γ = φ˜−1p (g1γ1g
−1
1 ). Alors γ appartient a` G˜p(R) et, de nouveau, les classes de
conjugaison de γ et δ se correspondent. Cela prouve (iii). 
2 Transfert
2.1 Facteurs de transfert
La situation est la meˆme qu’en 1.5. Soit G′ = (G′,G ′, s˜) une donne´e endoscopique
relevante pour (G, G˜, a). On introduit des donne´es auxiliaires G′1, G˜
′
1, C1, ξˆ1. Le terme
G′1 est un groupe re´ductif connexe de´fini et quasi-de´ploye´ sur F , C1 ⊂ G
′
1 est un tore
central de´fini sur F et induit (c’est-a`-dire que X∗(C1) posse`de une base conserve´e par
l’action de ΓF ). Il y a une suite exacte
1→ C1 → G
′
1 → G
′ → 1.
Le terme G˜′1 est un espace tordu sur G
′
1, de´fini sur F , a` torsion inte´rieure, tel que
G˜′1(F ) 6= ∅. Il y a une surjection G˜
′
1 → G˜
′ compatible avec la surjection G′1 → G
′. Le
terme ξˆ1 : G
′ → LG
′
1 est un plongement compatible aux projections sur WF dont la
restriction a` Gˆ′ est un homomorphisme Gˆ′ → Gˆ′1 dual de G
′
1 → G
′. Il existe de telles
donne´es auxiliaires, cf. [KS1] paragraphe 2.2. Fixons-en.
Pour w ∈ WF , soit gw = (g(w), w) ∈ G
′. Ecrivons ξˆ1(gw) = (g
′
1(w), w). L’image zC1(w)
de g′1(w) dans Gˆ
′
1/Gˆ
′ = Cˆ1 ne de´pend pas du choix de gw. L’application w 7→ zC1(w) est
un cocycle, qui de´termine un caracte`re λ1 de C1(F ).
Notons D1 l’ensemble des (δ1, γ) ∈ G˜
′
1(F ) × G˜(F ) tels que (δ, γ) ∈ D(G
′), ou` δ est
l’image de δ1 dans G˜
′(F ). Kottwitz et Shelstad de´finissent ce que l’on peut appeler un
bifacteur de transfert, que l’on note ∆1 : D1 × D1 → C
×. On rappelle sa de´finition
(le´ge`rement modifie´e : on supprime les termes ∆IV ) au paragraphe suivant. Il ne de´pend
que des donne´es de´ja` fixe´es. Un facteur de transfert est une application ∆1 : D1 → C
×
telle que
∆1(δ1, γ)∆1(δ1, γ)
−1 = ∆1(δ1, γ; δ1, γ).
Il existe un tel facteur. Il est unique a` homothe´tie pre`s. La valeur ∆1(δ1, γ) ne de´pend
que de la classe de conjugaison stable de δ1 (on rappelle que, δ1 e´tant fortement re´gulier,
sa classe de conjugaison stable est l’intersection de G˜′1(F ) avec la classe de conjugaison
ge´ome´trique de δ1, c’est-a`-dire sa classe de conjugaison par G
′
1 = G
′
1(F¯ )). Pour c1 ∈
C1(F ) et g ∈ G(F ), on a l’e´galite´
∆1(c1δ1, g
−1γg) = λ1(c1)
−1ω(g)∆1(δ1, γ).
Supposons F = R et conside´rons un K-espace KG˜. En utilisant e´videmment les
meˆmes donne´es auxiliaires pour chaque espace G˜p, on de´finit l’ensemble DKG˜,1 re´union
disjointe des DG˜p,1 relatifs a` chaque G˜p. Comme l’a remarque´ Kottwitz, on peut de´finir
un bifacteur de transfert ∆1 : DKG˜,1 ×DKG˜,1 → C
×, cf. 2.3.
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2.2 De´finition du bifacteur de transfert
On conserve la situation du paragraphe pre´ce´dent. On fixe des paires de Borel e´pingle´es
Eˆ et Eˆ ′ comme en 1.5 et on utilise les constructions de ce paragraphe relatives a` ces paires.
On fixe deux e´le´ments (δ1, γ) et (δ1, γ) de D1.
On fixe un diagramme (δ, B′, T ′, B, T, γ) et on utilise pour celui-ci les notations de
1.10. On comple`te (B, T ) en une paire de Borel e´pingle´e E . On fixe e ∈ Z(G˜, E) et on pose
θ = θe. On note Σ(T ) l’ensemble des racines de T dans l’alge`bre de Lie de G. Il s’identifie
a` Σ(T ∗) par l’identification E ≃ E∗. Mais il est muni d’une action galoisienne naturelle
du fait que T est de´fini sur F et c’est cette action que l’on conside`re dans la suite. L’au-
tomorphisme θ agit sur Σ(T ). Comme en 1.6, on note Σ(T )res l’ensemble des restrictions
αres d’e´le´ments α ∈ Σ(T ) a` T
θ,0. On note Σres,ind le sous-ensemble des e´le´ments indivi-
sibles de Σ(T )res. On fixe des a-data (aα)α∈Σ(T )res,ind pour l’ensemble Σ(T )res,ind muni de
son action galoisienne, cf. [LS] paragraphe 2.2. On les rele`ve en des a-data pour Σ(T )
en posant aα = aαres si αres est indivisible, aα = aαres/2 sinon. On de´finit une fonction
rT : ΓF → T
θ
sc par
rT (σ) =
∏
α∈Σ(T ),α>0,σ−1(α)<0
αˇ(aα),
ou` la positivite´ est relative a` B et ou` on conside`re que les coracines prennent leurs valeurs
dans GSC. Comme en 1.2, on fixe pour tout σ ∈ ΓF un e´le´ment uE(σ) ∈ GSC tel que
aduE(σ) ◦ σ conserve E . L’e´le´ment uE(σ)
−1 de´finit un e´le´ment de W θ que nous notons
ωT (σ). D’autre part, a` la paire de Borel e´pingle´e E est associe´e une section de Springer
nE : W → GSC , cf. [LS] 2.1. On de´finit une cochaˆıne VT : ΓF → Tsc par
VT (σ) = rT (σ)nE(ωT (σ))uE(σ).
Notons que nE(ωT (σ)) ∈ GSC,e car nE est e´quivariante pour l’action de θ. On ve´rifie
que dVT = duE . Notons T
′
1 le commutant de δ1 dans G
′
1. On a deux homomorphismes
e´quivariants pour les actions galoisiennes
T ′1
ξT ′
1
,T ′
→ T ′
ξT,T ′
← T.
Notons T1 le produit fibre´ de T
′
1 et T au-dessus de T
′, c’est-a`-dire
T1 = {(t1, t) ∈ T
′
1 × T ; ξT ′1,T ′(t1) = ξT,T ′(t)}.
Notons e′ l’image naturelle de e dans Z(G˜′). Relevons-le en un e´le´ment e′1 ∈ Z(G˜1).
Ecrivons γ = νe et δ1 = µ1e
′
1 puis posons ν1 = (µ1, ν). Alors ν1 appartient a` T1 :
l’image commune de ν et µ1 dans T
′ est l’e´le´ment µ tel que δ = µe′. Remarquons qu’il
y a un homomorphisme naturel 1 − θ : Tsc → T1 : a` tsc ∈ Tsc, il associe le couple
(1, (1− θ) ◦ π(tsc)) ∈ T1. On ve´rifie l’e´galite´
(1− θ)(VT (σ)) = (z1(σ), z(σ))σ(ν1)ν
−1
1 ,
ou` z(σ) et z1(σ) sont les e´le´ments de Z(G), resp. Z(G
′
1), tels que uE(σ)σ(e)uE(σ)
−1 =
z(σ)−1e, resp. σ(e′1) = z1(σ)
−1e′1.
On effectue les meˆmes constructions pour la paire (δ1, γ). On utilise les meˆmes nota-
tions, en les soulignant. Il est essentiel d’effectuer pour ces donne´es des choix cohe´rents
avec ceux faits pour la premie`re paire. Pour cela, on fixe r ∈ GSC tel que adr(E) = E . On
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choisit e = adr(e), uE(σ) = ruE(σ)σ(r)
−1 et e′1 = e
′
1 (ce dernier choix est loisible puisque
e et e ont meˆme image e′ dans Z(G˜′). De´finissons le tore U = (Tsc×T sc)/diag−(Z(GSC)),
ou` diag− est le plongement antidiagonal. On de´finit une cochaˆıne V : ΓF → U : V (σ) est
l’image dans U de (VT (σ), VT (σ)
−1). C’est un cocycle. Introduisons le groupe Z1 forme´
des couples (z1, z) ∈ Z(G
′
1)× Z(G) qui ont meˆme image dans Z(G
′). De´finissons le tore
S1 = (T1 × T1)/diag−(Z1). Notons ν1 = (ν1, ν
−1
1 ). Des homomorphismes 1 − θ de´finis
ci-dessus se de´duit un autre homomorphisme 1 − θ : U → S1. On ve´rifie que le couple
(V,ν1) appartient a` Z
1,0(ΓF ;U
1−θ
→ S1).
On va effectuer des constructions similaires du coˆte´ dual. Des deux paires de Borel
E et Eˆ se de´duisent des isomorphismes en dualite´ X∗(T ) ≃ X
∗(Tˆ ) et X∗(T ) ≃ X∗(Tˆ ).
Pour σ ∈ ΓF , on a de´fini plus haut l’e´le´ment ωT (σ) ∈ W
θ. On peut munir le tore Tˆ d’une
nouvelle action galoisienne de sorte que σ agisse par σT = ωT (σ)σG (ou` σG est l’action
qui conserve Eˆ , cf. 1.5). On ve´rifie que, pour cette action, les isomorphismes ci-dessus
deviennent e´quivariants, autrement dit Tˆ , muni de cette action, est le tore dual de T .
C’est cette action que l’on utilise dans la suite. On note Σ(Tˆ )res,ind l’ensemble des racines
de Tˆ θˆ,0 dans l’alge`bre de Lie de Gˆθˆ,0. Il s’identifie a` l’ensemble des e´le´ments indivisibles
dans Σ(Tˆ )res, cf. 1.6. Il est de plus muni de l’action galoisienne provenant de celle sur Tˆ .
On fixe des χ-data (χα)α∈Σ(Tˆ )res,ind pour cette action, cf. [LS] paragraphe 2.5.
Conside´rons l’ensemble des orbites de l’action galoisienne dans Σ(Tˆ )res,ind. Disons
qu’une orbite O est syme´trique si O = −O (ou, ce qui revient au meˆme, si O∩(−O) 6= ∅)
et qu’elle est asyme´trique sinon. Conside´rons un couple (O,−O) d’orbites asyme´triques.
Fixons α ∈ O, notons Fα l’extension de F telle que ΓFα soit le fixateur de α dans ΓF .
Fixons un ensemble de repre´sentants w1, ..., wn du quotient WFα\WF . Soit w ∈ WF .
Pour tout i = 1, ..., n, il y a un unique couple (j, vi(w)) ∈ {1, ..., n} × WFα tel que
wiw = vi(w)wj. On pose
rˆO,−OT (w) =

 ∏
β∈O;β>0,w−1β<0
βˇ(−1)


( ∏
i=1,...,n
(w−1i αˇ)(χα(vi(w)))
)
.
La positivite´ est relative a` Bˆ ∩ Gˆθˆ,0. Graˆce a` l’isomorphisme du corps de classes, on
a identifie´ χα a` un caracte`re de WFα. Conside´rons maintenant une orbite syme´trique
O. On fixe α ∈ O et des e´le´ments w0, w1, ..., wn ∈ WF de sorte que w
−1
0 α = −α et
i 7→ w−1i α soit une bijection de {1, ..., n} sur l’ensemble des e´le´ments positifs de O. Pour
i = 1, ..., n, on pose w−i = w0wi. Soit w ∈ WF . Pour tout i = 1, ..., n, il y a un unique
couple (j, vi(w)) ∈ {±1, ...,±n} ×WFα (avec la de´finition ci-dessus de Fα) de sorte que
wiw = vi(w)wj. On pose
rˆOT (w) =
∏
i=1,...,n
(w−1i αˇ)(χα(vi(w))).
On note rˆT (w) le produit des rˆ
O,−O(w) sur les paires (O,−O) d’orbites asyme´triques
et des rˆOT (w) sur les orbites O syme´triques. Cela de´finit une cochaˆıne rˆT : WF → Tˆ
θˆ
sc. On
a effectue´ de nombreux choix, mais on montre qu’ils n’affectent cette cochaˆıne que par
multiplication par un cobord, ce qui est sans importance pour la suite.
On peut effectuer des constructions analogues dans le groupe Gˆ′. Il existe un cocycle
ωT,G′ : ΓF → W
G′ de sorte qu’en munissant le tore Tˆ ′ de l’action (σ, t) 7→ σT ′(t) =
ωT,G′(σ)σG′(t), ce tore s’identifie au tore dual de T
′. En fait l’e´galite´ Tˆ ′ = Tˆ θˆ,0 est
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compatible aux actions que l’on vient de de´finir sur Tˆ ′ et Tˆ . C’est une conse´quence du
fait que l’application ξT,T ′ : T → T
′ est e´quivariante pour les actions galoisiennes. On
munit l’ensemble Σ(Tˆ ′) des racines de Tˆ ′ dans l’alge`bre de Lie de Gˆ′ de l’action galoisienne
provenant de celle que l’on vient de de´finir sur Tˆ ′ . Cet ensemble n’est pas force´ment
inclus dans Σ(Tˆ )res,ind, mais il y a ne´anmoins une injection naturelle du premier dans le
second : l’image de α ∈ Σ(Tˆ ′) est le seul e´le´ment de Σ(Tˆ )res,ind ∩ {α/2, α}, cf. 1.6. Cette
injection est e´quivariante pour les actions galoisiennes. De nos χ-data se de´duisent des
χ-data pour l’ensemble Σ(Tˆ ′). On de´finit alors une cochaˆıne rˆT,G′ : WF → Tˆ
′
sc ou` Tˆ
′
sc est
l’image re´ciproque de Tˆ ′ dans Gˆ′SC. Sa de´finition est copie´e sur celle de rˆT .
On introduit les sections de Springer nˆ : W θ → GˆθˆSC et nˆG′ : W
G′ → Gˆ′SC associe´es
aux paires de Borel e´pingle´es Eˆ et Eˆ ′. Plus exactement, dans le cas de nˆ, a` la paire de
Borel e´pingle´e de GˆθˆSC qui se de´duit naturellement de Eˆ . Celle-ci a pour paire de Borel
sous-jacente la paire (Bˆsc∩Gˆ
θˆ
SC , Tˆ
θˆ
sc) et les e´le´ments de l’e´pinglage sont les Eˆα+Eˆθˆα+...+
Eˆθˆnα−1α pour α ∈ ∆, ou` nα ≥ 1 est le plus petit entier n ≥ 1 tel que θˆ
nα = α. Rappelons
que l’on a modifie´ l’isomorphisme LG ≃ Gˆ⋊WF , cf. 1.5. On fixe une application
WF → G
′
w 7→ gw = (g(w), w)
de sorte que adg(w)wG agisse comme wG′ sur Gˆ
′. Pour w ∈ WF , posons
tT (w) = rˆT (w)nˆ(ωT (w))g(w)
−1nˆG′(ωT,G′(w))
−1rˆT,G′(w)
−1.
L’action galoisienne sur Tˆ , releve´e en une action de WF , est w 7→ nˆ(ωT (w))wG =
adnˆ(ωT (w))g(w)−1wG′ . Restreinte a` Tˆ
′, elle est e´gale a` adnˆG′(ωT,G′ (w))wG′. Donc l’e´le´ment
nˆ(ωT (w))g(w)
−1nˆG′(ωT,G′(w))
−1 appartient a` Tˆ . Il en re´sulte que tT (w) ∈ Tˆ . On montre
que le cobord dtT de la cochaˆıne tT est e´gal a` celui de la cochaˆıne w 7→ g(w)
−1, qui prend
ses valeurs dans Z(Gˆ′). Rappelons que l’on a un plongement ξˆ1 : G
′ → LG
′
1. Notons Tˆ
′
1
le commutant dans Gˆ′1 de ξˆ1(Tˆ
′) et Bˆ′1 le groupe engendre´ par Tˆ
′
1 et ξˆ1(Bˆ
′). Le triplet
(Bˆ′1, Tˆ
′
1, (ξˆ1(Eˆ
′
α))α∈∆′) est une paire de Borel e´pingle´e de Gˆ
′
1. Comme en 1.5, on modifie
l’isomorphisme LG′1 ≃ Gˆ
′
1⋊WF de sorte que l’action d’un e´le´ment de WF conserve cette
paire. On munit Tˆ ′1 de la nouvelle action galoisienne (σ, t1) 7→ σT (t1) = ωT,G′(σ)σG′1(t1).
Muni de cette action, Tˆ ′1 est le tore dual de T
′
1. Posons ξˆ1(gw) = (ζ1(w), w). D’apre`s la
de´finition de gw, ζ1(w) appartient au centre de Gˆ1, a fortiori a` Tˆ
′
1. Notons Tˆ1 le quotient
de Tˆ ′1×Tˆ par la relation d’e´quivalence (t1ξˆ(t
′), t) = (t1, t
′t) pour tout t′ ∈ Tˆ ′. C’est le tore
dual de T1. On de´finit une cochaˆıne VˆT1 : WF → Tˆ1 : VˆT1(w) est l’image de (ζ1(w), tT (w))
dans Tˆ1. C’est un cocycle.
On de´finit les objets similaires relatifs au tore T . Remarquons que, quand on oublie
les actions galoisiennes, on a l’e´galite´ Tˆ1 = Tˆ1 et qu’il y a un homomorphisme naturel
j : Tˆsc → Tˆ1 = Tˆ1. On ve´rifie que, pour tout ω ∈ W
G′, l’application ω − 1 de Tˆ1 dans
lui-meˆme se rele`ve en une application naturelle encore note´e ω−1 : T1 → Tˆsc. Autrement
dit, on a un diagramme commutatif
Tˆ1
ω−1
→ Tˆ1
ց ω − 1 ր j
Tˆsc
Notons Sˆ1 le sous-tore de Tˆ1 × Tˆ1 × Tˆsc forme´ des (t, t, tsc) tels que j(tsc) = tt
−1. On le
munit de l’action de ΓF de´finie par
(σ, (t, t, tsc)) 7→ (σT (t), σT (t), σT (tsc)(ωT,G′(σ)ωT,G′(σ)
−1 − 1)σT (t))
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= (σT (t), σT (t), σT (tsc)(1− ωT,G′(σ)ωT,G′(σ)
−1)σT (t)).
On ve´rifie que Sˆ1 est le tore dual de S1. Pour w ∈ WF , on fixe un e´le´ment gsc(w) ∈ GˆSC
qui ait meˆme image que g(w) dans GˆAD. On de´finit une cochaˆıne tT,sc : WF → Tˆsc par
tT,sc(w) = rˆT (w)nˆ(ωT (w))gsc(w)
−1nˆG′(ωT,G′(w))
−1rˆT,G′(w)
−1,
puis la cochaˆıne tsc = tT,sct
−1
T ,sc. On de´finit ensuite une cochaˆıne Vˆ1 : WF → Tˆ1× Tˆ1× Tˆsc
par Vˆ1(w) = (VˆT1(w), VˆT1(w), tsc(w)). Elle prend ses valeurs dans Sˆ1 et c’est un cocycle.
Le tore dual de U est Uˆ = (Tˆsc × Tˆ sc)/diag(Z(GˆSC)), ou` diag est le plongement
diagonal. On fixe un e´le´ment ssc ayant meˆme image que s dans GˆAD (rappelons que
s˜ = sθˆ). On de´finit l’e´le´ment s = (ssc, ssc) de Uˆ . On dispose de l’homomorphisme 1− θˆ :
Sˆ1 → Uˆ dual de l’homomorphisme 1 − θ : U → S1. On ve´rifie que le couple (Vˆ1, s)
appartient a` Z1,0(WF ; Sˆ1
1−θˆ
→ Uˆ).
D’apre`s [KS1] A.3, on dispose d’un produit
< ., . >: H1,0(ΓF ;U
1−θ
→ S1)×H
1,0(WF ; Sˆ1
1−θˆ
→ Uˆ)→ C×.
On pose
∆imp(δ1, γ; δ1, γ) =< (V,ν1), (Vˆ1, s) >
−1,
en notant de la meˆme fac¸on les e´le´ments de Z1,0 et leurs images dans H1,0.
La bijection α 7→ αˆ de Σ(T ) sur Σ(Tˆ ) induit une bijection αres 7→ αˆres de Σ(T )res,ind
sur Σ(Tˆ )res,ind. On peut donc conside´rer nos χ-data comme des χ-data pour l’ensemble
Σ(T )res,ind. Conside´rons un e´le´ment de Σ(T )res,ind que l’on e´crit αres, avec α ∈ Σ(T ).
Puisque αres est indivisible, α est du type 1 ou 2. On distingue les cas suivants :
(a) α est de type 1 et (Nαˆ)(s) 6= 1, autrement dit (αˆ)res 6∈ Σ(Tˆ
′) ;
(b) α est de type 2 et (Nαˆ)(s) 6= ±1, autrement dit ni (αˆ)res, ni 2(αˆ)res n’appar-
tiennent a` Σ(Tˆ ′) ;
(c) α est de type 2 et (Nαˆ)(s) = −1, autrement dit 2(αˆ)res ∈ Σ(Tˆ
′) ;
(d) α est de type 1 ou 2 et (Nαˆ)(s) = 1.
On pose
∆II,αres(δ, γ) =


χαres(
(Nα)(ν)−1
aαres
), dans le cas (a),
χαres(
(Nα)(ν)2−1
aαres
), dans le cas (b),
χαres((Nα)(ν) + 1), dans le cas (c),
1, dans le cas (d)
Ce terme ne de´pend que de l’orbite de αres pour l’action de ΓF . On pose
∆II(δ, γ) =
∏
αres
∆II,αres(δ, γ),
ou` le produit porte sur les orbites de l’action de ΓF dans Σ(T )res,ind.
On de´finit alors le bifacteur de transfert
∆1(δ1, γ; δ1, γ) = ∆II(δ, γ)∆II(δ, γ)
−1∆imp(δ1, γ; δ1, γ).
Remarques. (1) Ce terme est inde´pendant de tous les choix de donne´es auxiliaires.
(2) On a rassemble´ dans le facteur ∆imp les facteurs plus habituels ∆I et ∆III . Cela
parce que l’on a fait disparaˆıtre le traditionnel groupe G∗ qui nous semble inadapte´ a`
l’endoscopie tordue.
(3) On a tente´ d’incorporer dans les de´finitions les changements de signes introduits
dans [KS2] 5.4. On n’est pas suˆr d’avoir re´ussi.
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2.3 Bifacteur de transfert et K-groupes
On suppose ici F = R, on conside`re unK-espace tordu comme en 1.11. On veut de´finir
le bifacteur de transfert sur DKG˜,1 × DKG˜,1. On reprend les constructions pre´ce´dentes.
Du coˆte´ dual, il n’y a rien de change´, l’espace KG˜ n’intervenant pas. Du coˆte´ des groupes
sur R, les tores U et S1 se de´finissent aussi bien si γ et γ appartiennent a` des compo-
santes connexes diffe´rentes de KG˜(R) (il suffit pour les de´finir d’identifier les centres des
diffe´rents groupes Gp). La seule chose a` changer est la condition de cohe´rence impose´e
aux choix de e, uE(σ), e et uE(σ). Dans le paragraphe pre´ce´dent, on avait choisi r ∈ GSC
tel que adr(E) = E . Supposons maintenant que γ ∈ G˜p(R) et γ ∈ G˜p(R). On choisit
r ∈ Gp,SC tel que adr ◦ φp,p(E) = E . On impose e = adr ◦ φ˜p,p(e) et
uE(σ) = rφp,p(uE(σ))∇p,p(σ)σ(r)
−1.
2.4 Transfert
Les donne´es sont les meˆmes qu’en 2.1. On fixe une mesure de Haar sur G(F ). Soit
γ ∈ G˜(F ). On pose
DG˜(γ) = |det(1− adγss)|g/gγss |F ,
ou` γss est la partie semi-simple de γ et |.|F la valeur absolue usuelle de F . On fixe une
mesure de Haar sur Gγ(F ). Soit f ∈ C
∞
c (G˜(F )). Dans le cas ou` ω est trivial sur Gγ(F ),
on pose
IG˜(γ, ω, f) = DG˜(γ)1/2
∫
Gγ(F )\G(F )
ω(g)f(g−1γg)dg.
Dans le cas ou` ω n’est pas trivial sur Gγ(F ), on pose I
G˜(γ, ω, f) = 0.
Remarque. Il n’est pas clair que la normalisation que l’on a choisie soit la plus
simple. On aurait pu inte´grer sur ZG(γ;F )\G(F ) au lieu de Gγ(F )\G(F ). Auquel cas, la
condition sur ω serait d’eˆtre trivial sur ZG(γ;F ). Notons que cela ne cre´e pas d’ambigu¨ıte´ :
si ω est trivial sur Gγ(F ) mais pas sur ZG(γ;F ), l’inte´grale sur Gγ(F )\G(F ) est nulle.
On note I(G˜(F ), ω) le quotient de C∞c (G˜(F )) par le sous-espace annule´ par toutes
les IG˜(γ, ω, .), γ tre`s re´gulier.
Remarque. Dans le cas ou` ω est trivial, on supprime ω de la notation : IG˜(γ, f) et
I(G˜(F )) au lieu de IG˜(γ, ω, f) et I(G˜(F ), ω). D’autres simplifications similaires seront
utilise´es dans la suite.
On note C∞c,λ1(G˜
′
1(F )) l’espace des fonctions f1 : G˜
′
1(F ) → C telles que f1(c1δ1) =
λ1(c1)
−1f1(δ1) pour c1 ∈ C1(F ) et f1 est lisse et a` support compact modulo C1(F ). On
fixe une mesure de Haar sur G′(F ). Pour δ1 ∈ G˜
′
1(F ), on fixe une mesure de Haar sur
G′δ(F ) et, pour f1 ∈ C
∞
c,λ1
(G˜′1(F )), on pose :
IG˜
′
(δ1, f1) = D
G˜′(δ)1/2
∫
G′
δ
(F )\G′(F )
f1(x
−1δ1x)dx.
Si δ1 est semi-simple fortement re´gulier, on pose
SG˜
′
(δ1, f1) =
∑
δ′1
IG˜
′
(δ′1, f1),
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ou` δ′1 parcourt la classe de conjugaison stable de δ1 modulo conjugaison par G
′(F ). On
note SIλ1(G˜
′
1(F )) le quotient de C
∞
c,λ1
(G˜′1(F )) par le sous-espace annule´ par toutes les
SG˜
′
(δ1, .) pour δ1 fortement re´gulier.
On fixe un facteur de transfert ∆1. Soit δ1 ∈ G˜
′
1(F ), semi-simple et fortement
G˜-re´gulier. Pour γ ∈ G˜(F ) tel que (δ1, γ) ∈ D1, il y a un homomorphisme naturel
Gγ(F ) → G
′
δ(F ), qui est un reveˆtement sur son image. En choisissant un diagramme
(δ, B′, T ′, B, T, γ) comme en 1.10, c’est la restriction de ξT,T ′ a` Gγ(F ) = T
θ,0(F ). On fixe
les mesures de Haar sur ces deux groupes, de sorte qu’elles se correspondent localement
par cet isomorphisme. On pose
d(θ∗) = |det(1− θ∗)|t∗/(t∗)θ∗ |F .
Pour f ∈ C∞c (G˜(F )), on pose
IG˜(δ1, f) = d(θ
∗)1/2
∑
γ
∆1(δ1, γ)[ZG(γ;F ) : Gγ(F )]
−1IG˜(γ, ω, f),
ou` γ parcourt les e´le´ments de G˜(F ) tels que (δ1, γ) ∈ D1, modulo conjugaison par G(F ).
On montre ([KS1] lemme 4.4.C) que pour tous ces γ, ω est trivial sur ZG(γ;F ), les
termes IG˜(γ, ω, f) sont donc de ve´ritables inte´grales orbitales. Pour f1 ∈ C
∞
c,λ1
(G˜′1(F )),
on dit que f1 est un transfert de f si et seulement si S
G˜′(δ1, f1) = I
G˜(δ1, f) pour tout
δ1 fortement G˜-re´gulier. On peut d’ailleurs aussi bien demander que cette e´galite´ ne soit
ve´rifie´e que pour un sous-ensemble topologiquement dense. La conjecture de transfert
est maintenant prouve´e :
The´ore`me. Tout e´le´ment de C∞c (G˜(F )) admet un transfert dans C
∞
c,λ1
(G˜′1(F )).
Par passage aux quotients, le transfert apparaˆıt comme une application line´aire
I(G˜(F ), ω) → SIλ1(G˜
′
1(F )). Il de´pend des choix des donne´es auxiliaires, du facteur de
transfert et des mesures de Haar. On peut s’affranchir de ce dernier choix en notant
Mes(G(F )) la droite complexe porte´e par une mesure de Haar sur G(F ). On peut voir
le transfert comme une application line´aire
I(G˜(F ), ω)⊗Mes(G(F ))→ SIλ1(G˜
′
1(F ))⊗Mes(G
′(F )).
2.5 Recollement de donne´es auxiliaires
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique relevante pour (G, G˜, a). Conside´rons
des donne´es G′1, G˜
′
1, C1, ξˆ1 comme en 2.1, plus un facteur de transfert ∆1. On conside`re
une autre se´rie de donne´es G′2, G˜
′
2, C2, ξˆ2, ∆2. On introduit le produit fibre´ G
′
12 de G
′
1
et G′2 au-dessus de G
′. On a Z(Gˆ′12) = (Z(Gˆ
′
1) × Z(Gˆ
′
2))/diag−(Z(Gˆ
′)). Pour w ∈ WF ,
soit gw = (g(w), w) ∈ G
′ tel que adgw agisse par wG′ sur Gˆ
′ (on a modifie´ l’isomorphisme
LG ≃ Gˆ ⋊ WF comme en 1.5 ; pour i = 1, 2, on modifie de meˆme les isomorphismes
LG′i ≃ Gˆ
′
i ⋊WF comme en 2.2). Pour i = 1, 2, on a ξˆi(gw) = (ζi(w), w), avec ζi(w) ∈
Z(Gˆ′i). Soit ζ12(w) l’image de (ζ1(w), ζ2(w)
−1) dans Z(Gˆ′12). Ce terme est bien de´fini et
ζ12 est un cocycle de WF dans Z(Gˆ
′
12), qui de´termine un caracte`re λ12 de G
′
12(F ). La
restriction de ce caracte`re a` C1(F ) × C2(F ) est λ1 × λ
−1
2 . Introduisons le produit fibre´
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G˜′12 de G˜
′
1 et G˜
′
2 au-dessus de G˜
′. Soient (δ1, γ) et (δ1, γ) deux e´le´ments de D1. Soient
δ2, δ2 ∈ G˜
′
2(F ) tels que (δ1, δ2) et (δ1, δ2) appartiennent a` G˜
′
12(F ). Alors (δ2, γ) et (δ2, γ)
appartiennent a` D2.
Lemme. Sous ces hypothe`ses, on a l’e´galite´
∆2(δ2, γ; δ2, γ) = λ12(x1, x2)∆1(δ1, γ; δ1, γ),
ou` (x1, x2) ∈ G12(F ) est l’e´le´ment tel que (δ1, δ2) = (x1, x2)(δ1, δ2).
Preuve. On calcule les bifacteurs de transfert en utilisant la de´finition de 2.2, en
affectant d’un indice 2 les termes relatifs a` la deuxie`me famille de donne´es auxiliaires.
Quand on remplace une famille par l’autre, les termes ∆II ne changent pas et les termes
V et s non plus. De meˆme que l’on a de´fini les tores T1 et T2, on introduit le tore T12 qui
est le produit fibre´ de T ′1, T
′
2 et T au-dessus de T
′. On note ν12 l’e´le´ment (µ1, µ2, ν) de ce
tore. On introduit le groupe Z12 forme´ des (z1, z2, z) ∈ Z(G
′
1) × Z(G
′
2) × Z(G) qui ont
meˆme image dans Z(G′) puis le tore S12 = (T12 × T12)/diag−(Z12). Notons ν12 l’image
de (ν12, ν
−1
12 ) dans S12. L’oubli d’une variable de´finit des homomorphismes
S12
ւ ց
S1 S2
qui envoient ν12 respectivement sur ν1 et ν2. D’ou` des homomorphismes
H1,0(ΓF , U
1−θ
→ S12)
ւ p1 ց p2
H1,0(ΓF , U
1−θ
→ S1) H
1,0(ΓF , U
1−θ
→ S2)
qui envoient (V,ν12) respectivement sur (V,ν1) et (V,ν2). Il y a des homomorphismes
duaux
H1,0(WF ; Sˆ1
1−θˆ
→ Uˆ) H1,0(WF ; Sˆ2
1−θˆ
→ Uˆ)
տ pˆ1 ր pˆ2
H1,0(WF ; Sˆ12
1−θˆ
→ Uˆ)
D’apre`s les proprie´te´s de compatibilite´ des produits de groupes de cohomologie, on a les
e´galite´s
< (V,ν1), (Vˆ1, s) >=< (V,ν12), pˆ1(Vˆ1, s) >,
< (V,ν2), (Vˆ2, s) >=< (V,ν12), pˆ2(Vˆ2, s) > .
En posant
X =∆2(δ2, γ; δ2, γ)∆1(δ1, γ; δ1, γ)
−1,
on obtient
X =< (V,ν12), pˆ1(Vˆ1, s)pˆ2(Vˆ2, s)
−1 > .
Le tore Tˆ12 dual de T12 est le quotient de Tˆ
′
1 × Tˆ
′
2 × Tˆ par le sous-groupe
{(ξˆ1(t
′
1), ξˆ2(t
′
2), t
′); t′1, t
′
2, t
′ ∈ Tˆ ′, t′1t
′
2t
′ = 1}.
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Pour w ∈ WF , notons encore ζ12(w) l’image de (ζ1(w), ζ2(w)
−1, 1) dans ce tore. Alors
ζ12 est un cocycle. Le tore dual Sˆ12 de S12 est le groupe des (t, t, tsc) ∈ Tˆ1 × Tˆ2 × Tˆsc
tels que tt−1 = j(tsc), en ge´ne´ralisant la notation j de 2.2. Notons Vˆ12 le cocycle w 7→
(ζ12(w), ζ12(w), 1) de WF dans Sˆ12. On calcule pˆ1(Vˆ1, s)pˆ2(Vˆ2, s)
−1 : c’est la classe de
l’e´le´ment (Vˆ12, 1) ∈ Z
1,0(WF ; Sˆ12
1−θ
→ Uˆ). D’ou`
X =< (V,ν12), (Vˆ12, 1) > .
Introduisons le produit fibre´ T ′12 de T
′
1 et T
′
2 au-dessus de T
′, qui n’est autre que le
commutant de (δ1, δ2) dans G
′
12. Introduisons le tore Σ12 = (T
′
12×T
′
12)/diag−(Z(G
′
12)). Il
y a un homomorphisme naturel q : S12 → Σ12. Dualement, on a Tˆ
′
12 = (Tˆ
′
1×Tˆ
′
2)/diag−(Tˆ
′)
et
Σˆ12 = {(t, t, t
′
sc) ∈ Tˆ
′
12 × Tˆ
′
12 × Tˆ
′
sc; j(t
′
sc) = tt
−1},
ou` on note encore j l’homomorphisme naturel et ou` Tˆ ′sc est l’image re´ciproque de Tˆ
′ dans
Gˆ′SC . On a une suite d’homomorphismes
Z(Gˆ′12)
diag
→ Σˆ12
qˆ
→ Sˆ12.
L’homomorphisme qˆ prend ses valeurs dans le noyau de 1− θˆ. Il y a donc un homomor-
phisme naturel
H1(WF , Σˆ12)→ H
1,0(WF ; Sˆ12
1−θˆ
→ Uˆ).
L’e´le´ment Vˆ12 est l’image par cet homomorphisme de diag(ζ12). En vertu de la relation
de compatibilite´ [KS1] (A.3.13) (ou` le signe ne´gatif disparaˆıt d’apre`s la correction [KS2]
4.3), on obtient
X =< q(ν12), diag(ζ12) >,
ou` le produit est celui sur H0(ΓF ; Σ12)×H
1(WF ; Σˆ12). Le tore Σ12 est un sous-tore maxi-
mal du groupe G′12 = (G
′
12 × G
′
12)/diag−(Z(G
′
12)). L’homomorphisme diag : Z(Gˆ
′
12) →
Σˆ12 se factorise en
Z(Gˆ′12)
ι
→ Z(Gˆ′12)→ Σˆ12.
On se rappelle que tout e´le´ment de H1(WF ;Z(Gˆ
′
12)) de´finit un caracte`re de G
′
12(F ).
Donc
X = ω12(q(ν12)),
ou` ω12 est le caracte`re de G
′
12(F ) de´fini par ι(ζ12). Remarquons que
q(ν12) = ((δ1, δ2), (δ
−1
1 , δ
−1
2 )),
en identifiant ce quadruplet a` son image naturelle dans G′12(F ). On peut de´composer
q(ν12) = ((x1, x2), (1, 1))diag−(δ1, δ2).
On a un homomorphisme
G′12 ×G
′
12 → G
′
12.
Par composition avec cet homomorphisme, ω12 de´finit un caracte`re de G
′
12(F )×G
′
12(F ).
D’apre`s les proprie´te´s usuelles de compatibilite´, ce dernier caracte`re est e´gal a` λ12 ×
λ12. D’ou` ω12((x1, x2), (1, 1)) = λ12(x1, x2). Pour achever la preuve du lemme, il reste
a` prouver que ω12(diag−(δ1, δ2)) = 1. On peut dire que ω12(diag−(δ1, δ2)) est la valeur
de notre quotient X quand les triplets (δ1, δ2, γ) et (δ1, δ2, γ) sont e´gaux et qu’alors
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ce quotient vaut 1 car, d’apre`s [KS1] lemme 5.1.A, les deux termes ∆1(δ1, γ; δ1, γ) et
∆2(δ2, γ; δ2, γ) valent 1. On peut dire aussi que diag−(δ1, δ2) appartient a` l’image de
l’homomorphisme naturel
T ′12/Z(G
′
12)
diag−
→ (T ′12 × T
′
12)/diag−(Z(G
′
12))
Or, d’apre`s sa construction, ι(ζ12) est annule´ par l’homomorphisme dual. 
Graˆce a` ce lemme, il existe une unique fonction λ˜12 sur G˜
′
12(F ) telle que
(i) pour (δ1, δ2) ∈ G˜
′
12(F ) et (x1, x2) ∈ G
′
12(F ), λ˜12(x1δ1, x2δ2) = λ12(x1, x2)λ˜12(δ1, δ2)
(on abre´gera cette proprie´te´ en disant que λ˜12 se transforme selon le caracte`re λ12) ;
(ii) pour (δ1, γ) ∈ D1 et δ2 ∈ G˜
′
2(F ) tel que (δ1, δ2) ∈ G˜
′
12(F ), ∆2(δ2, γ) = λ˜12(δ1, δ2)∆1(δ1, γ).
On de´finit une application line´aire
C∞c,λ1(G˜
′
1(F )) → C
∞
c,λ2
(G˜′2(F ))
f1 7→ f2
par f2(δ2) = λ˜12(δ1, δ2)f1(δ1), ou` δ1 est n’importe quel e´le´ment tel que (δ1, δ2) ∈ G˜
′
12(F ).
C’est un isomorphisme qui se descend en un isomorphisme de SIλ1(G˜
′
1(F )) sur SIλ2(G˜
′
2(F )).
Le diagramme
I(G˜(F ), ω)
ւ ց
SIλ1(G˜
′
1(F )) ≃ SIλ2(G˜
′
2(F ))
est commutatif, ou` les deux fle`ches descendantes sont les transferts.
On a envie de de´finir C∞c (G
′) et SI(G′) comme les limites inductives des C∞c,λ1(G˜
′
1(F )),
resp. SIλ1(G˜
′
1(F )), la limite e´tant prise sur toutes les donne´es G
′
1, ...,∆1, les applications
de transition e´tant celles que l’on vient de de´finir. Alors le transfert devient une appli-
cation line´aire
I(G˜(F ), ω)⊗Mes(G(F ))→ SI(G′)⊗Mes(G′(F )),
qui ne de´pend plus d’aucune donne´e auxiliaire. La construction pose un proble`me de
logique car nos donne´es auxiliaires ne forment pas un ensemble : l’ensemble des groupes
n’existe pas. Il y a plusieurs moyens de re´soudre cette difficulte´. L’un, que l’on se conten-
tera d’esquisser, consiste a` fixer un ensemble de couples (G, G˜) ve´rifiant les hypothe`ses
de 1.5, stable par quelques ope´rations e´le´mentaires (le produit de deux couples de l’en-
semble appartient a` l’ensemble, un sous-objet d’un e´le´ment de l’ensemble appartient
a` l’ensemble...) et tel que, pour tout couple ve´rifiant les hypothe`ses de 1.5, il existe
un couple isomorphe appartenant a` l’ensemble. Un tel ensemble existe puisque pour
tout entier n, il n’y a qu’un nombre fini de classes d’isomorphisme de couples tels que
dim(G) = n. On se limite ensuite a` ne conside´rer que des couples appartenant a` l’en-
semble fixe´. Un autre moyen plus simple pour re´soudre le proble`me est de dire qu’une
fois fixe´ le groupe G et l’espace tordu G˜, les donne´es G′ que l’on rencontrera au cours
de notre travail seront sinon en nombre fini, du moins de´duites des donne´es initiales par
un nombre fini d’ope´rations. Elles restent dans un ensemble. On peut donc pour chacune
d’elles fixer arbitrairement des donne´es auxiliaires G′1,...,∆1 et de´finir C
∞
c (G
′) et SI(G′)
comme e´tant les espaces C∞c,λ1(G˜
′
1(F )), resp. SIλ1(G˜
′
1(F )) pour ces donne´es particulie`res.
L’important est que, quand interviendront d’autres donne´es auxiliaires, on identifiera
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les espaces associe´s a` ces donne´es a` C∞c (G
′) et SI(G′) par les isomorphismes de´finis
ci-dessus.
Remarquons que les notions suivantes ont un sens :
- le support dans G˜′(F ) d’un e´le´ment de C∞c (G
′) : on re´alise cet e´le´ment dans un
espace C∞c,λ1(G˜
′
1) ; la projection dans G˜
′(F ) de son support ne de´pend pas des donne´es
auxiliaires ;
- la multiplication d’un e´le´ment de C∞c (G
′) par une fonction lisse sur G˜′(F ) (par le
meˆme argument).
Cas particulier. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure, cf. 1.7. On
dispose de la donne´e endoscopique maximale G = (G, LG, s˜ = 1). Pour cette donne´e, on
peut choisir pour donne´es auxiliaires G′1 = G, G˜
′
1 = G˜ et ∆1 valant 1 sur les couples qui se
correspondent. Les espaces C∞c (G) et SI(G) sont simplement C
∞
c (G˜(F )) et SI(G˜(F )).
2.6 Action de groupes d’automorphismes
SoientG′ = (G′,G ′, s˜) une donne´e endoscopique relevante,G′ = (G′,G ′, s˜) une donne´e
e´quivalente et x ∈ Gˆ de´finissant l’e´quivalence. Soit αx : G
′ → G′ un isomorphisme associe´
a` x, cf. 1.5. Remarquons que le diagramme
Z(G)
ւ ց
Z(G′)
αx→ Z(G′)
est commutatif, donc de αx se de´duit un isomorphisme α˜x : G˜
′ = G′×Z(G)Z(G˜)→ G˜
′
=
G′ ×Z(G) Z(G˜).
Fixons des donne´es auxiliaires G′1,...,∆1 relatives a` la premie`re donne´e. On pose G
′
1 =
G′1, C1 = C1, avec pour application G
′
1 → G
′ la compose´e de G′1 → G
′ et de αx : G
′ → G′.
On pose G˜
′
1 = G˜
′
1, avec pour application G˜
′
1 → G˜
′
la compose´e de G˜′1 → G˜
′ et de
α˜x : G˜
′ → G˜
′
. On pose ξˆ
1
= ξˆ1 ◦ adx−1 : G
′ → LG
′
1 =
LG
′
1. Ces donne´es ve´rifient les
conditions requises relativement a` la donne´e G′. On ve´rifie que les bifacteurs de transfert
de´duits de ces deux se´ries de donne´es co¨ıncident. Donc la fonction ∆1 = ∆1 est encore
un facteur de transfert pour ces donne´es auxiliaires. On a alors un isomorphisme
C∞c (G
′) ≃ C∞c,λ1(G˜
′
1(F )) = C
∞
c,λ1(G˜
′
1(F )) ≃ C
∞
c (G
′).
On en de´duit un isomorphisme SI(G′) ≃ SI(G′). Par construction, il est compatible au
transfert, c’est-a`-dire que le diagramme suivant est commutatif :
I(G˜(F ), ω)
transfertւ ց transfert
SI(G′) ≃ SI(G′)
Dans le cas particulier ou` G′ = G′, on peut identifier E ′∗ a` une paire de Borel
e´pingle´e de´finie sur F (puisque G′ est quasi-de´ploye´e) puis pre´ciser αx en imposant que
cet automorphisme pre´serve cette paire de Borel e´pingle´e. On obtient une action du
groupe Aut(G′) sur C∞c (G
′).
Remarque. Comme me l’a fait remarquer Chaudouard, cette action de´pend du choix
de la paire de Borel e´pingle´e, qui n’est de´termine´ que modulo l’action de G′AD(F ). L’ac-
tion devient canonique dans deux cas :
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- quand on passe a` un quotient ou` cette action disparaˆıt, par exemple l’action sur
l’espace SI(G′) est canonique ;
- si on se restreint aux x pour lesquels αx = 1.
On ve´rifie que le sous-groupe Z(Gˆ)ΓF Gˆ′ de Aut(G′) agit trivialement. On a donc une
action de Aut(G′)/Gˆ′ et en particulier de son sous-groupe (Z(Gˆ)/(Z(Gˆ) ∩ Tˆ θˆ,0))ΓF . On
a vu en 1.13 comment associer a` un e´le´ment x de ce groupe un caracte`re µx de G0,ab(F )
et une fonction µ˜x sur G˜0,ab(F ).
Lemme. Pour x ∈ Z(Gˆ) tel que x(Z(Gˆ) ∩ Tˆ θˆ,0) soit fixe par ΓF , l’action de x sur
C∞c (G
′) est la multiplication par la fonction µ˜x ◦N
G˜′,G˜.
Preuve. Fixons des donne´es auxiliaires G′1,...,∆1 dont on de´duit, a` l’aide de x, de
nouvelles donne´es comme ci-dessus. Mais, au lieu de les souligner, on note ces nouvelles
donne´es G′2,...,∆2. En fait, ces donne´es sont les meˆmes que les premie`res, sauf ξˆ1 qui est
remplace´ par ξˆ2 = ξˆ1 ◦adx−1 . L’action de x sur C
∞
c,λ1
(G˜′1(F )) est la compose´e de l’identite´
de cet espace sur C∞c (G˜
′
2(F ), λ2) et de l’application de transition de ce deuxie`me espace
sur le premier de´finie au paragraphe pre´ce´dent. Autrement dit, c’est la multiplication
par la fonction δ1 7→ λ˜21(δ1, δ1). Cette fonction se transforme selon le caracte`re g1 7→
λ21(g1, g1) de G
′
1(F ). Celui-ci est associe´ au cocycle w 7→ (ζ2(w), ζ1(w)
−1) de WF dans
Z(Gˆ′12). Avec les notations de 2.2, on a (ζ2(w), w) = ξˆ2(g(w), w) = ξˆ1(x
−1w(x)g(w), w),
d’ou` ζ2(w) = ξˆ1(w(x)x
−1)ζ1(w). Notre cocycle est donc le produit des deux cocycles
w 7→ (ζ1(w), ζ1(w)
−1) et w 7→ (ξˆ1(w(x)x
−1), 1). On voit comme dans la preuve de 2.5 que
le premier vaut 1 sur la diagonale de G′21(F ). Le deuxie`me de´finit le caracte`re compose´
de la projection de G′21(F ) sur G
′(F ) et du caracte`re de ce dernier groupe associe´ au
cocycle w 7→ w(x)x−1. Ce dernier caracte`re est le compose´ de µx et de l’homomorphisme
G′(F ) → G′ab(F ) → G
′
0,ab(F ). Cela de´montre que notre fonction δ1 7→ λ˜21(δ1, δ1) se
transforme selon le meˆme caracte`re que la fonction µ˜x ◦ N
G˜′,G˜ (ou plus exactement
que cette fonction compose´e avec la projection G′1(F ) → G
′(F )). Pour que ces deux
fonctions soient e´gales, il suffit qu’elles le soient en un point. Puisque ∆2 = ∆1 et que
la multiplication par la fonction de transition envoie ∆2 sur ∆1, on a λ˜21(δ1, δ1) = 1
pour tout δ1 qui est composante d’un couple (δ1, γ) ∈ D1. Pour un tel δ1, on a aussi
µ˜x ◦N
G˜,G˜(δ) = 1 d’apre`s la de´finition de µ˜x et la proposition 1.14(i). Or un tel δ1 existe
puisque G′ est relevante. 
Corollaire. Un e´le´ment de C∞c (G
′) est invariant par l’action de (Z(Gˆ)/(Z(Gˆ)∩ Tˆ θˆ,0)ΓF
si et seulement si son support est contenu dans l’ensemble des δ ∈ G˜′(F ) tels que N G˜
′,G˜(δ)
appartienne a` N G˜(G˜ab(F )).
2.7 Une proprie´te´ de transformation du facteur de transfert
Posons G♯ = G/Z(G)
θ. Le groupe G♯(F ) agit par conjugaison sur G˜(F ). Soit (B, T )
une paire de Borel de G. On a l’e´galite´ Z(G)θ = Z(G)∩T θ, ou` θ de´signe la restriction de
adγ a` T pour n’importe quel γ ∈ G˜ tel que adγ conserve (B, T ). D’ou` une suite exacte
(1) 1→ T/Z(G)θ → T/T θ × Tad → Tad/T
θ
ad → 1.
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La deuxie`me fle`che est le produit des applications naturelles. La premie`re est le pro-
duit de l’application naturelle T/Z(G)θ → Tad et de l’inverse de l’application naturelle
T/Z(G)θ → T/T θ. En identifiant T/T θ a` (1 − θ)(T ) par l’homomorphisme 1 − θ et en
identifiant de meˆme Tad/T
θ
ad a` (1− θ)(Tad), on obtient une suite exacte
1→ T/Z(G)θ → (1− θ)(T )× Tad → (1− θ)(Tad)→ 1.
Dualement, en fixant une paire de Borel e´pingle´e Eˆ de Gˆ et en utilisant les notations de
1.4, un tore maximal Tˆ♯ de Gˆ♯ s’inse`re dans une suite exacte
(2) 1→ Tˆsc/Tˆ
θˆ
sc
(π,1−θˆ)
→ Tˆ /Tˆ θˆ,0 × Tˆsc → Tˆ♯ → 1.
Dualement a` l’homomorphisme Tsc → T/Z(G)
θ, on dispose d’un homomorphisme Tˆ♯ →
Tˆad. Puisque Z(Gˆ♯) est le noyau de cet homomorphisme, on de´duit aise´ment de la suite
ci-dessus la suite exacte
1→ Z(GˆSC)/Z(GˆSC)
θˆ (π,1−θˆ)→ Z(Gˆ)/(Z(Gˆ) ∩ Tˆ θˆ,0)× Z(GˆSC)→ Z(Gˆ♯)→ 1.
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique relevante pour (G, G˜, a). On suppose
que Eˆ est adapte´e a` cette donne´e, cf. 1.5. En particulier s˜ = sθˆ, avec s ∈ Tˆ . Pour w ∈ WF ,
soit gw = (g(w), w) ∈ G
′ tel que adgw agisse par wG′ sur Gˆ
′. Choisissons z(w) ∈ Z(Gˆ) et
gsc(w) ∈ GˆSC tels que g(w) = z(w)π(gsc(w)). Choisissons ssc ∈ GˆSC qui a meˆme image
que s dans GˆAD. On de´finit asc(w) ∈ GˆSC par
sscθˆ(gsc(w))w(ssc)
−1 = asc(w)gsc(w).
On note z♯(w) l’image de (z(w), asc(w)) dans Z(Gˆ♯) par l’application de la suite ci-dessus.
Ce terme est bien de´fini et z♯ est un cocycle, qui de´finit un caracte`re ω♯ de G♯(F ).
Attention : le caracte`re ω♯ de´pend de la donne´e endoscopique.
Soient G′1,...,∆1 des donne´es auxiliaires.
Lemme. Pour (δ1, γ) ∈ D1 et x ∈ G♯(F ), on a
∆1(δ1, x
−1γx) = ω♯(x)∆1(δ1, γ).
Preuve. Il s’agit de calculer ∆1(δ1, x
−1γx; δ1, γ). Choisissons une de´composition x =
zπ(xsc), avec z ∈ Z(G) et xsc ∈ GSC . Reprenons les constructions de 2.2. Si (δ, B
′, T ′, B, T, x−1γx)
est le diagramme relatif a` (δ, x−1γx), on prend (δ, B′, T ′, adx(B), adx(T ), γ) pour dia-
gramme relatif a` (δ, γ) et r = xsc. D’ou` uE(σ) = x
−1
sc uE(σ)σ(xsc). On en de´duit
VT (σ) = x
−1
sc VT (σ)σ(xsc) = x
−1
sc VT (σ)xscxsc(σ)
−1,
ou` on a pose´ xsc(σ) = σ(xsc)
−1xsc. On a aussi x
−1γx = z−1x−1sc νexscz = z
−1θ(z)x−1sc νxsce,
d’ou` ν = z−1θ(z)x−1sc νxsc. Le couple (xsc, z) appartient a` Z
1,0(ΓF ;Tsc → T/Z(G)
θ). On
a le diagramme commutatif
Tsc → T/Z(G)
θ
↓ ↓ 1− θ
U
1−θ
→ S1
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d’ou` un homomorphisme
(3) H1,0(ΓF ;Tsc → T/Z(G)
θ)→ H1,0(ΓF ;U
1−θ
→ S1).
Le terme (V,ν1) est le produit de l’inverse de l’image de (xsc, z) par cet homomorphisme
et d’un e´le´ment (V ′,ν ′1) qu’il est facile de reconnaˆıtre : en identifiant T a` T par adxsc ,
(V ′,ν ′1) est le cocycle associe´ au quadruplet diagonal (δ1, γ; δ1, γ). Du coˆte´ dual, la conju-
gaison par x ne se voit pas et le cocycle (Vˆ1, s) est le meˆme que celui associe´ a` cette paire
diagonale. On a donc
< (V ′,ν ′1), (Vˆ1, s) >= ∆1(δ1, γ; δ1, γ)
−1 = 1.
Donc∆1(δ1, x
−1γx; δ1, γ) est le produit de (xsc, z) et de l’image dans H
1,0(WF ; Tˆ♯ → Tˆad)
de (Vˆ1, s) par l’homomorphisme dual de (3). Par l’homomorphisme
Tˆ → Tˆ /Tˆ θˆ,0,
le cocycle tT de´finit un cocycle a` valeurs dans Tˆ /Tˆ
θˆ,0, que nous notons t′T . Le cocycle
((t′T )
−1, 1) a` valeurs dans Tˆ /Tˆ θˆ,0 × Tˆsc se descend par la suite (2) en un cocycle Vˆ
′
1 a`
valeurs dans Tˆ♯. Notons sad l’image de s dans Tˆad. On voit que l’image de (Vˆ1, s) dans
H1,0(WF ; Tˆ♯ → Tˆad) est la classe du couple (Vˆ
′
1 , sad).
Remarque. L’inversion de t′T provient du fait que, dans la suite (1), l’homomor-
phisme T/Z(G)θ → T/T θ est l’inverse de l’homomorphisme naturel.
Notons t′Tsc l’image de la cochaˆıne tTsc par l’homomorphisme
Tˆsc → Tˆsc/Tˆ
θˆ
sc.
On ne change pas Vˆ ′1 en multipliant la cochaˆıne ((t
′
T )
−1, 1) par l’image par le premier ho-
momorphisme de la suite (2) de la cochaˆıne t′Tsc , autrement dit en remplac¸ant ((t
′
T )
−1, 1)
par ((t′T )
−1π(t′Tsc), (1− θˆ)(t
′
Tsc)). On a
t′T (w)
−1π(t′Tsc(w)) = z(w).
Les termes rˆT (w), nˆ(ωT (w)) et rˆT,G′(w) sont invariants par θˆ. D’ou`
(1− θˆ)(t′Tsc(w)) = θˆ(nˆG′(ωT,G′(w))gsc(w))gsc(w)
−1nˆG′(ωT,G′(w))
−1.
On peut remplacer θˆ par ads−1sc ◦ adssc ◦ θˆ. Or adssc ◦ θˆ fixe nˆG′(ωT,G′(w)) (par de´finition
de Gˆ′) et envoie gsc(w) sur asc(w)gsc(w)wG(ssc)s
−1
sc . D’ou`
(1− θˆ)(t′Tsc(w)) = s
−1
sc nˆG′(ωT,G′(w))asc(w)gsc(w)wG(ssc)gsc(w)
−1nˆG′(ωT,G′(w))
−1.
Le terme asc(w) est central. Le compose´ de la conjugaison par nˆG′(ωT,G′(w))gsc(w) et de
l’ope´rateur wG n’est autre que l’ope´rateur wT . On obtient
(1− θˆ)(t′Tsc(w)) = s
−1
sc wT (ssc)asc(w).
Le cocycle Vˆ ′1 est donc l’image naturelle de z♯ par l’homomorphisme Z(Gˆ♯) → Tˆ♯ et
de l’image naturelle du cocycle w 7→ s−1sc wT (ssc) ∈ Tˆsc. Or le couple forme´ de cette
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image et de sad est un cobord. Donc la classe de (Vˆ
′
1 , sad) est e´gale a` l’image de z♯ par
l’homomorphisme
H1(WF ;Z(Gˆ♯))→ H
1,0(WF ; Tˆ♯ → Tˆad).
D’autre part, le couple (xsc, z) est l’image naturelle de x ∈ G♯(F ) par la suite d’applica-
tions
G♯(F )→ G♯,ab(F ) ≃ H
1,0(ΓF ;Tsc → T/Z(G)
θ).
D’apre`s 1.13, le produit de (xsc, z) et de (Vˆ
′
1 , sad) est e´gal a` ω♯(x). 
2.8 Le cas F = R
On suppose F = R. Soit G′ = (G′,G ′, s˜) une donne´e endoscopique relevante de
(G, G˜, a). On fixe des donne´es auxiliaires G′1,...,∆1. Le groupe WR contient WC = C
×
comme sous-groupe d’indice 2. Pour w ∈ WC, soit gw = (g(w), w) ∈ G
′ tel que adgw agisse
sur Gˆ′ comme wG′ , c’est-a`-dire par l’identite´. Ne´cessairement, g(w) appartient a` Tˆ . On
a aussi ξˆ1(gw) = (ζ1(w), w), avec ζ1(w) ∈ Z(Gˆ
′
1) ⊂ Tˆ
′
1. Notons Tˆ le quotient de Tˆ
′
1 × Tˆ
par l’image de Tˆ θˆ,0 plonge´ par t 7→ (ξ1(t), t
−1). On note ρ(w) l’image de (ζ1(w)
−1, g(w))
dans Tˆ. Cette image ne de´pend pas du choix de gw et l’application ρ ainsi de´finie est
un homomorphisme continu de C× a` valeurs dans Tˆ. Rappelons les proprie´te´s suivantes,
valables pour tout tore complexe Tˆ . A tout e´le´ment b ∈ X∗(Tˆ ) ⊗ C est associe´ un
homomorphisme du groupe multiplicatif R>0 dans Tˆ : on e´crit b =
∑
i=1,...,n sibi avec
des bi ∈ X∗(Tˆ ) et des si complexes ; pour x ∈ R>0, on pose b(x) =
∏
i=1,...,n bi(x
si). Si λ
est un homomorphisme continu de C× dans un tore complexe Tˆ , il existe d’uniques bλ,
b′λ ∈ X∗(Tˆ )⊗ C de sorte que bλ − b
′
λ ∈ X∗(Tˆ ) et λ(w) = (bλ − b
′
λ)(w)b
′
λ(ww¯) pour tout
w ∈ C×. A notre homomorphisme ρ sont ainsi associe´s bρ et b
′
ρ ∈ X∗(Tˆ)⊗ C. On a une
suite exacte
0→ X∗(Tˆ
θˆ,0)⊗ C
x 7→(ξˆ1(x),−x)
→ (X∗(Tˆ
′
1)⊗ C)⊕ (X∗(Tˆ )⊗ C)
pˆ
→ X∗(Tˆ)⊗ C→ 0
L’espace (X∗(Tˆ
′
1)⊗C)⊕(1−θˆ)(X∗(Tˆ )⊗C) est un supple´mentaire du noyau de pˆ et s’iden-
tifie donc a` X∗(Tˆ)⊗C. On peut conside´rer que bρ et b
′
ρ appartiennent a` ce supple´mentaire
et on pose simplement b = bρ. Montrons que
(1) b appartient a` (X∗(Z(Gˆ
′
1)
0)⊗ C)⊕ (1− θˆ)(X∗(Z(Gˆ)
0)⊗ C).
Preuve. Notons b1 et b2 les deux composantes de b. Soit α une racine de Tˆ
′
1 dans Gˆ
′
1.
On veut montrer que < α, b1 >= 0. La racine α se restreint (via ξˆ1) en une racine de
Tˆ θˆ,0 dans Gˆ′, qui est la restriction d’une racine β de Tˆ dans Gˆ. On de´finit Nβ comme
en 1.6 et on note n(β) l’entier positif tel que la restriction de Nβ a` Tˆ θˆ,0 co¨ıncide avec
celle de n(β)α. L’e´le´ment (n(β)α,Nβ) appartient a` X∗(Tˆ). Parce que Nβ est invariant
par θˆ, on a < Nβ, b2 >= 0, d’ou` l’e´galite´ n(β) < α, b1 >=< (n(β)α,Nβ), b >. Pour
prouver que ce terme est nul, il suffit de prouver que (n(β)α,Nβ) ◦ ρ(w) = 1 pour tout
w ∈ C×. Mais α(ζ1(w)) = 1 parce que ζ1(w) est central dans Gˆ
′
1 et (Nβ)(g(w)) = 1
parce que β se restreint en une racine de Gˆ′ et que gw agit par l’identite´ sur ce groupe.
Cela prouve que b1 est central. Notons ρ
′ l’homomorphisme de C× dans (1− θˆ)(Tˆ ) de´fini
par ρ′(w) = (1 − θˆ)(g(w)). On a (1 − θˆ)(b2) = bρ′ . On a la relation sθˆ(g(w))wG(s)
−1 =
a(w)g(w), ou` a est un cocycle de WR dans Z(Gˆ), de classe a. Ici, on se restreint a`
w ∈ C× donc wG = 1. De plus, s commute a` g(w) ∈ Tˆ . L’e´galite´ pre´ce´dente se simplifie
en ρ′(w) = a(w)−1. L’application a, restreinte a` C×, est un homomorphisme continu dont
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l’image est connexe, donc contenue dans Z(Gˆ)0. On obtient ba = −bρ′ = (θˆ−1)(b2). D’ou`
ba ∈ (1− θˆ)(X∗(Tˆ )⊗ C) ∩X∗(Z(Gˆ)
0)⊗ C. La de´composition
X∗(Tˆ )⊗ C = (X∗(Z(Gˆ)
0)⊗ C)⊕ (X∗(Tˆsc)⊗ C)
est stable par 1 − θˆ et cela entraˆıne que l’intersection pre´ce´dente est e´gale a` (1 −
θˆ)(X∗(Z(Gˆ)
0) ⊗ C) ou encore a` (1 − θˆ)2(X∗(Z(Gˆ)
0) ⊗ C). L’e´galite´ ba = (θˆ − 1)(b2)
et l’injectivite´ de (1 − θˆ) sur (1 − θˆ)(X∗(Tˆ ) ⊗ C) entraˆınent alors que b2 appartient a`
(1− θˆ)(X∗(Z(Gˆ)
0)⊗ C). 
Soit (δ1, γ) ∈ D1. On note T
′
1 et T
′ les commutants de δ1 dans G
′
1 et de δ dans G
′ et
on note T le commutant de Gγ dans G. On a des projections
T ′1 → T
′ ← T
de´finies sur R, d’ou` des projections
t′1 → t
′ ← t
au niveau des alge`bres de Lie. L’e´le´ment b s’identifie a` un e´le´ment de t′1(C)
∗ ⊕ t(C)∗.
Soient Y1 ∈ t
′
1(R) et X ∈ t(R) ayant meˆme image Y dans t
′(R). Pour λ ∈ R assez proche
de 0, le couple (exp(λY1)δ1, exp(λX)γ) appartient a` D1. On dispose donc du facteur de
transfert ∆1(exp(λY1)δ1, exp(λX)γ).
Lemme. La fonction
λ 7→ ∆1(exp(λY1)δ1, exp(λX)γ)
est C∞ au voisinage de 0. On a l’e´galite´
d
dλ
∆1(exp(λY1)δ1, exp(λX)γ)|λ=0 =< b, Y1 ⊕X > ∆1(δ1, γ).
Preuve. Dans ces assertions, on peut remplacer ∆1(exp(λY1)δ1, exp(λX)γ) par
∆1(exp(λY1)δ1, exp(λX)γ; δ1, γ).
Reprenons les constructions de 2.2 pour calculer ce bifacteur. On ajoute un λ dans les
notations et on le supprime de nouveau pour noter les valeurs en λ = 0. Par exemple,
on note ν1(λ) le terme note´ ν1 en 2.2 et on pose ν1 = ν1(0). Dans la de´finition de
∆imp(exp(λY1)δ1, exp(λX)γ; δ1, γ), le seul terme qui de´pend vraiment de λ est ν1(λ). Ce
terme est le produit de ν1 et de l’image de (exp(λY1), exp(λX)) ∈ T1(R) par l’homo-
morphisme naturel T1(R)→ S1(R).Posons simplement Z = Y1 ⊕X ∈ X∗(T1)⊗ C. Une
proprie´te´ de compatibilite´ de´ja` utilise´e entraˆıne alors l’e´galite´
∆imp(exp(λY1)δ1, exp(λX)γ; δ1, γ) =< VˆT1 , exp(λZ) >
−1 ∆imp(δ1, γ; δ1, γ).
En fait, le dernier terme vaut 1. Le cocycle VˆT1 de´finit un caracte`re disons ωT1 de T1(R).
Par une proprie´te´ ge´ne´rale, la restriction VˆT1,C de VˆT1 a`WC = C
× de´finit le caracte`re ωT1◦
Norm de T1(C), ou` Norm : T1(C) → T1(R) est la norme habituelle. On a exp(λZ) =
Norm(exp(λZ/2)) d’ou`
< VˆT1 , exp(λZ) >=< VˆT1,C, exp(λZ/2)) > .
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Ce dernier terme est calcule´ dans [Bor] 9.1. En notant simplement b1 et b
′
1 les e´le´ments
de X∗(Tˆ1)⊗ C = X
∗(T1)⊗ C associe´s a` VˆT1,C, on a
< VˆT1,C, exp(λZ/2) >= exp(λ(< b1, Z > + < b
′
1, Z¯ >)/2),
ou` Z 7→ Z¯ est l’identite´ sur X∗(T1) et la conjugaison complexe sur C. Parce que VˆT1,C
est la restriction d’un cocycle de´fini sur WR, on a < b
′
1, Z¯ >=< b1, σ(Z) > ou` σ est le
produit des deux conjugaisons complexes sur X∗(T1) et C. Mais Z est de´fini sur R donc
σ(Z) = Z et le terme ci-dessus vaut simplement exp(λ < b1, Z >). Calculons b1. Pour
w ∈ WC, les formules de 2.2 se simplifient : ωT (w) = 1 et ωT,G′(w) = 1. D’ou`
VˆT1(w) = (ζ1(w), rˆT (w)g(w)
−1rˆT,G′(w)
−1).
Cet homomorphisme est le produit de ρ−1 et de l’image naturelle de l’homomorphisme
ρ′ de C× dans Tˆ de´fini par
ρ′(w) = rˆT (w)rˆT,G′(w)
−1.
On obtient ainsi
(2) ∆imp(exp(λY1)δ1, exp(λX)γ; δ1, γ) =< VˆT1 , exp(λZ) >
−1
= exp(λ < b, Y1 ⊕X >)exp(−λ < bρ′ , X >).
On va calculer bρ′ . Pour de´finir le bifacteur de transfert, on a duˆ fixer un sous-
groupe de Borel B contenant T , qui de´termine une positivite´ sur Σ(T )res,ind. Notons σ
la conjugaison complexe et notons C le caracte`re de C× de´fini par C(w) = w
|w|
, ou` ici
|w| = (w¯w)1/2. On peut choisir nos χ-data telles que, pour αres ∈ Σ(T )res,ind,
χαres =


1, si σαres 6= −αres,
C, si σαres = −αres et αres > 0,
C−1, si σαres = −αres et αres < 0.
Avec ces de´finitions, on voit que, pour w ∈ WC, on a
rˆT (w) =
∏
β∈Σ(Tˆ )res,ind;σβ=−β,β>0
βˇ ◦ C(w),
rˆT,G′(w) =
∏
β∈Σ(Tˆ ′);σβ=−β,β>0
βˇ ′ ◦ C(w).
Attention : on a note´ βˇ la coracine pour le groupe Gˆθˆ,0 associe´e a` β ∈ Σ(Tˆ )res,ind et βˇ
′
celle pour le groupe Gˆ′ associe´e a` β ∈ Σ(Tˆ ′). On de´duit de ces formules l’e´galite´
bρ′ =
1
2

 ∑
β∈Σ(Tˆ )res,ind;σβ=−β,β>0
βˇ

− 1
2

 ∑
β∈Σ(Tˆ ′);σβ=−β,β>0
βˇ ′

 .
On doit identifier toutes ces coracines a` des caracte`res de T . Pour cela, on utilise 1.6.
Soit αres un e´le´ment de Σ(T )res,ind, qui est la restriction d’un e´le´ment α ∈ Σ de type 1
ou 2 (puisque αres est indivisible). Il lui est toujours associe´ un e´le´ment β = (αˆ)res ∈
Σ(Tˆ )res,ind et βˇ s’identifie a` Nα si α est de type 1, a` 2Nα si α est de type 2. Il est associe´
a` αres un e´le´ment β ∈ Σ(Tˆ
′) si α est de type 1 et Nαˆ(s) = 1 ou si α est de type 2 et
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Nαˆ(s) = ±1 (si Nαˆ(s) = −1, β est plus exactement associe´ a` 2αres qui est la restriction
d’une racine de type 3). Alors βˇ s’identifie a`

Nα, si α est de type 1 et Nαˆ(s) = 1;
2Nα, si α est de type 2 et Nαˆ(s) = 1;
Nα, si α est de type 2 et Nαˆ(s) = −1.
Reprenons la classification en types (a), (b), (c) et (d) de la fin du paragraphe 2.2.
Les formules ci-dessus conduisent a` l’e´galite´
(3) bρ′ =
1
2

 ∑
αres∈Σ⋆ de type (a) ou (c)
Nα

+

 ∑
αres∈Σ⋆ de type (b)
Nα

 ,
ou` on a note´ Σ⋆ l’ensemble des αres ∈ Σ(T )res,ind tels que σαres = −αres et αres > 0.
D’apre`s les de´finitions et notre choix de χ-data, on a
∆II(exp(λY )δ, exp(λX)γ)∆II(δ, γ)
−1 =
∏
αres∈Σ⋆
C(zαres(λ)),
ou`
zαres(λ) =


(Nα)(ν(λ))−1
(Nα)(ν)−1
, dans le cas (a),
(Nα)(ν(λ))2−1
(Nα)(ν)2−1
, dans le cas (b),
(Nα)(ν(λ))+1
(Nα)(ν)+1
, dans le cas (c),
1, dans le cas (d).
Parce que γ appartient a` G˜(R), il re´sulte de 1.3(4) que l’image de ν dans T/(1−θ)(T )Z(G)
est fixe par σ. Pour α ∈ Σ⋆, on a σ(Nα) = −Nα. Ces deux proprie´te´s entraˆınent que
(Nα)(ν) est un nombre complexe de module 1. De meˆme pour (Nα)(ν(λ)). Remarquons
que (Nα)(ν(λ)) = exp(λ < Nα,X >)(Nα)(ν). Un calcul montre alors que pour λ proche
de 0, on a
zαres(λ) ∈


exp(λ < Nα,X > /2)R>0, dans les cas (a) et (c),
exp(λ < Nα,X >)R>0, dans le cas (b),
R>0, dans le cas (d).
En comparant avec (3), on en de´duit
∆II(exp(λY )δ, exp(λX)γ)∆II(δ, γ)
−1 = exp(λ < bρ′ , X >),
puis, graˆce a` (2)
∆1(exp(λY1)δ1, exp(λX)γ; δ1, γ) = exp(λ < b,X1 ⊕X >).
Le lemme re´sulte de cette formule. 
Soit f ∈ C∞c (G˜(R)). On introduit la fonction Ff,γ de´finie au voisinage de γ dans
T (R)γ par Ff,γ(exp(X)γ) = [T
θ(R) : T θ,0(R)]−1IG˜(exp(X)γ, ω, f) et la fonction F ′f,γ
de´finie au voisinage de δ1 dans T
′
1(R)δ1 par
F ′f,γ(exp(Y1)δ1) = ∆1(exp(Y1)δ1, exp(X)γ)[T
θ(R) : T θ,0(R)]−1IG˜(exp(X)γ, ω, f),
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ou` X est n’importe quel e´le´ment de t(R), assez petit, dont l’image dans t′(R) co¨ıncide
avec celle de Y1 (l’expression ne de´pend pas de X : pour X assez proche de 0, la classe
de conjugaison de exp(X)γ est de´termine´e par l’image de X dans t′(R)). La preuve du
lemme montre que ces deux fonctions sont C∞ (rappelons que γ est fortement re´gulier).
Le tore T (R) agit a` gauche sur l’espace des fonctions sur T (R)γ. Il s’en de´duit une action
par ope´rateurs diffe´rentiels de l’alge`bre Sym(t(C)) sur l’espace des fonctions C∞ de´finies
au voisinage de γ dans T (R)γ. De meˆme, on a une action de Sym(t′1(C)) sur l’espace des
fonctions C∞ de´finies au voisinage de δ1 dans T
′
1(R)δ1.
Remarque. Une abondante litte´rature concernant les groupes re´els privile´gie les
actions a` droite. On pre´fe`re les actions a` gauche. On espe`re que cela ne cre´era pas trop
de perturbations.
On a des homomorphismes
Sym(t′1(C))→ Sym(t
′(C))← Sym(t(C)).
On de´finit un automorphisme b de Sym(t(C)) : c’est l’unique automorphisme tel que,
pour X ∈ t(C), on ait b(X) = X+ < b,X >. On de´finit un automorphisme b′1 de
Sym(t′1(C)) : c’est l’unique automorphisme tel que, pour Y1 ∈ t
′
1(C), on ait b
′
1(Y1) =
Y1+ < b, Y1 >. Montrons que
(4) soient U ∈ Sym(t(C)) et U ′1 ∈ Sym(t
′
1(C)) ; supposons que (b
′
1)
−1(U ′1) et b(U)
aient meˆme image dans Sym(t′(C)) ; alors
U ′1F
′
f,γ(δ1) = ∆1(δ1, γ)UFf,γ(γ).
Preuve. Conside´rons d’abord le cas ou` U ′1 = Y1+ < b, Y1 > et U = X− < b,X >,
avec Y1 ∈ t
′
1(R) et X ∈ t(R) ayant meˆme image dans t
′(R). Dans ce cas, la relation
cherche´e re´sulte d’un simple calcul et du lemme pre´ce´dent. En fait, on obtient une relation
plus ge´ne´rale : la fonction U ′1F
′
f,γ se de´duit de UFf,γ comme F
′
f,γ se de´duit de Ff,γ .
Par re´currence, on obtient la meˆme relation dans le cas ou` U ′1 = U
′(1)
1 ...U
′(n)
1 et U =
U (1)...U (n), si chaque couple (U
′(i)
1 , U
(i)) ve´rifie les conditions ci-dessus. En ge´ne´ral, on
peut e´crire (U ′1, U) comme combinaison line´aire de tels couples (U
′(1)
1 ...U
′(n)
1 , U
(1)...U (n))
et d’un couple (U ′1, 0). Il nous reste a` traiter ce cas. Supposons donc U = 0. Alors U
′
1
appartient a` l’ide´al engendre´ par les b1(Y1) ou` Y1 appartient au noyau de la projection
t′1(R) → t
′(R). Il suffit de prouver que pour un tel U ′1, on a U
′
1F
′
f,γ = 0. Or cela re´sulte
du premier cas traite´ : il suffit de comple´ter Y1 en le couple (Y1, X = 0). 
Notons Z(G) le centre de l’alge`bre enveloppante de l’alge`bre de Lie de G. D’apre`s
Harish-Chandra, on a l’isomorphisme Z(G) ≃ Sym(t(C))W . On en de´duit des homomor-
phismes
(5) Z(G′1) ≃ Sym(t
′
1(C))
W ′ → Z(G′) ≃ Sym(t′(C))W
′
← Z(G) ≃ Sym(t(C))W .
Les automorphismes b et b′1 de´finis plus haut se restreignent en des automorphismes
de Z(G) et Z(G′1) : cela re´sulte de (1). L’alge`bre Z(G) agit a` gauche et a` droite sur
C∞c (G˜(R)). L’alge`bre Z(G
′
1) agit a` gauche et a` droite sur C
∞
c,λ1
(G˜′1(R)). On conside`re les
actions a` gauche.
Corollaire. Soient U ′1 ∈ Z(G
′
1), U ∈ Z(G), f ∈ C
∞
c (G˜(R)) et f1 ∈ C
∞
c,λ1
(G˜′1(R)).
Supposons que f1 soit un transfert de f et que (b
′
1)
−1(U ′1) et b(U) aient meˆme image
dans Z(G′) par les homomorphismes (4). Alors U ′1f1 est un transfert de Uf .
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Preuve. Soit δ1 ∈ G˜
′
1(R) un e´le´ment fortement G˜-re´gulier. On a
IG˜(δ1, f) = d(θ
∗)1/2
∑
γ
∆1(δ1, γ)[ZG(γ,R) : Gγ(R)]
−1IG˜(γ, ω, f),
cf. 2.5. Pour chaque γ dans l’ensemble de sommation, introduisons les fonctions Ff,γ et
F ′f,γ comme plus haut. La formule ci-dessus se re´crit
IG˜(δ1, f) = d(θ
∗)1/2
∑
γ
F ′f,γ(δ1).
Pour tout γ, on a l’e´galite´
FUf,γ = UFf,γ .
Ceci est un the´ore`me d’Harish-Chandra dans le cas non tordu et on ve´rifie que la preuve
s’e´tend dans notre cas. Cette relation jointe a` (4) entraˆıne
F ′Uf,γ = U
′
1F
′
f,γ .
On en de´duit
(6) IG˜(δ1, Uf) = U
′
1I
G˜(δ1, f),
ou`, a` droite, on conside`re IG˜(δ1, f) comme une fonction de´finie au voisinage de δ1 dans
T ′1(R)δ1, T
′
1 e´tant comme pre´ce´demment le commutant de δ1.
Une meˆme relation vaut pour l’inte´grale orbitale stable SG˜
′
(δ1, f1). C’est en fait es-
sentiellement le cas particulier ou` G˜ = G˜′. On obtient
(7) SG˜
′
(δ1, U
′
1f1) = U
′
1S
G˜′(δ1, f1).
Puisque f1 est un transfert de f , les deux membres de droite de (6) et (7) sont e´gaux.
Donc aussi les deux membres de gauche. Cette dernie`re e´galite´ signifie que U ′1f1 est un
transfert de Uf 
3 Levi et image du transfert
3.1 Espaces paraboliques, espaces de Levi
Appelons paire parabolique un couple (P,M) forme´ d’un sous-groupe parabolique P
de G et d’une composante de Levi M de P . Provisoirement, on ne suppose pas que P ou
M sont de´finis sur F . On note P˜ le normalisateur de P dans G˜ (P˜ = {γ ∈ G˜; adγ(P ) =
P}) et M˜ le normalisateur commun de P et M . Si P˜ n’est pas vide, M˜ ne l’est pas non
plus (si P et M sont de´finis sur F , on a mieux : P˜ (F ) et M˜(F ) sont tous deux non
vides). On dit alors que P˜ est un espace parabolique de G˜, que M˜ est un espace de Levi
de G˜ et que (P˜ , M˜) est une paire parabolique de G˜. Remarquons que P˜ est uniquement
de´termine´ par P , mais M˜ n’est pas uniquement de´termine´ par M . Toutefois, dans le cas
particulier ou` G˜ est a` torsion inte´rieure, P˜ est toujours non vide et M˜ est uniquement
de´termine´ par M : c’est l’ensemble des γ ∈ G˜ tels que adγ ∈M/Z(G).
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Exemples. Supposons G = GL(3). Posons
J =

 0 0 10 −1 0
1 0 0

 .
Notons θ∗ l’automorphisme g 7→ J tg
−1
J de G et posons G˜ = Gθ∗.
(1) Soit P le sous-groupe parabolique triangulaire supe´rieur a` deux blocs de longueurs
2 et 1. Alors P˜ est vide.
(2) Soit P le sous-groupe de Borel triangulaire supe´rieur etM le sous-groupe diagonal.
Alors P˜ = Pθ∗, M˜ = Mθ∗. Soit s un e´le´ment du groupe de Weyl. Posons P ′ = sPs−1 et
M ′ = sMs−1 = M . Alors P˜ ′ = sP˜ s−1 = sPθ∗(s)−1θ∗ et M˜ ′ = sM˜s−1 = sMθ∗(s)−1θ∗.
Si θ∗(s) 6= s, on a M˜ ′ 6= M˜ .
(3) Conside´rons le groupe
M = {

 ⋆ 0 ⋆0 ⋆ 0
⋆ 0 ⋆

}.
C’est un Levi de G qui est stable par θ∗. Mais il n’y a aucun sous-groupe parabolique P
de G, de composante de Levi M , pour lequel P˜ soit non vide.
Fixons une paire parabolique (P0,M0) de G de´finie sur F et minimale. On de´finit
comme ci-dessus les normalisateurs P˜0 et M˜0. Fixons une paire de Borel e´pingle´e E =
(B, T, (Eα)α∈∆) de G telle que T ⊂ M0 et B ⊂ P0. Fixons e ∈ Z(G˜, E) (un tel e´le´ment
n’a pas de raison d’appartenir a` G˜(F )). On a M˜0 = M0e, P˜0 = P0e, et M˜0(F ) 6= ∅. On
introduit l’action galoisienne σ 7→ σG∗ qui pre´serve la paire E , pour laquelle G devient
quasi-de´ploye´, cf. 1.2. Fixons une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ.
On modifie l’isomorphisme LG ≃ Gˆ ⋊WF de sorte qu’elle devienne stable par l’action
galoisienne et on fixe un e´le´ment θˆ relatif a` cette paire, cf. 1.4.
Rappelons qu’il y a des bijections naturelles entre les divers ensembles suivants :
- les classes de conjugaison de paires paraboliques de G ;
- les paires paraboliques de G qui sont standard, c’est-a`-dire qu’elles contiennent
(B, T ) ;
- les classes de conjugaison de paires paraboliques de Gˆ ;
- les paires paraboliques de Gˆ qui sont standard, c’est-a`-dire qu’elles contiennent
(Bˆ, Tˆ ).
Ces ensembles sont munis d’actions galoisiennes (sur le deuxie`me, c’est celle provenant
de l’action quasi-de´ploye´e σ 7→ σG∗). Les bijections sont e´quivariantes pour les actions
galoisiennes. Celle entre paires standard transporte l’action de θ sur celle de θˆ−1. Ainsi,
la paire (P0,M0) correspond a` une paire standard (Pˆ0, Mˆ0) qui est fixe´e par les actions
de ΓF et θˆ. Alors les bijections pre´ce´dentes induisent des bijections entre
- les classes de conjugaison de paires paraboliques de G˜ de´finies sur F ;
- les paires paraboliques standard de G fixe´es par ΓF et θ et qui contiennent (P0,M0) ;
- les paires paraboliques standard de Gˆ fixe´es par ΓF et θˆ et qui contiennent (Pˆ0, Mˆ0).
Appelons sous-groupe parabolique de LG un sous-groupe P ⊂ LG pour lequel la
projection sur WF induit une suite exacte
1→ Pˆ → P →WF → 1,
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ou` Pˆ est un sous-groupe parabolique de Gˆ. Appelons composante de Levi d’un tel sous-
groupe un sous-groupeM⊂ P pour lequel la projection sur WF induit une suite exacte
1→ Mˆ →M→WF → 1,
ou` Mˆ est une composante de Levi de Pˆ . Remarquons que P est de´termine´ par Pˆ : c’est
le normalisateur de Pˆ dans LG. De meˆme, M est de´termine´ par Pˆ et Mˆ . Pour de tels P
et M, notons P˜ le normalisateur de P dans LG˜ = LGθˆ et M˜ le normalisateur commun
de P et M. Si P˜ n’est pas vide, M˜ ne l’est pas non plus et on appelle P˜ un espace
parabolique de LG˜, M˜ un espace de Levi de LG˜ et (P˜,M˜) une paire parabolique de LG˜.
Le groupe Gˆ agit par conjugaison sur l’ensemble de ces paires paraboliques. Montrons
que
(4) l’ensemble des classes de conjugaison de paires paraboliques de LG˜ est en bijection
avec l’ensemble des paires paraboliques standard de Gˆ qui sont invariantes par ΓF et θˆ.
Preuve. Soit (P˜ ,M˜) une paire parabolique de LG˜. Le groupe P est bien de´termine´ :
c’est le sous-groupe des x ∈ LG tels que xP˜ = P˜ . De meˆme, le groupe M est bien
de´termine´. Les groupes Pˆ et Mˆ sont bien de´termine´s : ce sont les intersections de P
et M avec Gˆ. Il existe une unique paire parabolique standard (Pˆ ′, Mˆ ′) de Gˆ qui est
conjugue´e a` (Pˆ , Mˆ). Quitte a` effectuer une conjugaison, on se rame`ne au cas ou` (Pˆ , Mˆ)
est elle-meˆme standard. Soit (g, w) ∈ P. Puisque P est un groupe, la conjugaison par
(g, w) conserve Pˆ , autrement dit gw(Pˆ )g−1 = Pˆ . Puisque (Bˆ, Tˆ ) est conserve´ par ΓF ,
w(Pˆ ) est encore standard. Deux sous-groupes paraboliques standard ne sont conjugue´s
que s’ils sont e´gaux. Donc w(Pˆ ) = Pˆ . L’e´galite´ gw(Pˆ )g−1 = Pˆ entraˆıne alors que g ∈ Pˆ .
Cela de´montre que Pˆ est conserve´ par ΓF et que P = Pˆ ⋊WF . Fixons un e´le´ment de
l’ensemble P˜, qui n’est pas vide. Quitte a` le multiplier par un e´le´ment de P, on peut le
supposer de la forme gθˆ, avec g ∈ Gˆ. Cet e´le´ment normalise P, donc aussi son intersection
Pˆ avec Gˆ. De nouveau, parce que θˆ(Pˆ ) est standard, cela entraˆıne que θˆ(Pˆ ) = Pˆ , puis
que g ∈ Pˆ . Donc P˜ = (Pˆ ⋊WF )θˆ. Un raisonnement analogue vaut pour les composantes
de Levi : Mˆ est ne´cessairement stable par ΓF et θˆ et on a M˜ = (Mˆ ⋊WF )θˆ. L’assertion
(4) s’ensuit. 
Ainsi, les bijections pre´ce´dentes se prolongent en une injection de l’ensemble des
classes de conjugaison de paires paraboliques de G˜ de´finies sur F dans celui des classes
de conjugaison de paires paraboliques de LG˜. C’est une bijection si et seulement si G est
quasi-de´ploye´. Remarquons que, si la classe de (P˜,M˜) correspond a` celle de (P,M) par
cette application, le groupeM s’identifie a` LM et M˜ a` LM˜ . Mais une telle identification
n’est pas intrinse`que aux deux ensembles M˜ et M˜, elle de´pend des paraboliques.
On aura aussi besoin de conside´rer des Levi ou sous-groupes paraboliques semi-
standard. Pour un sous-groupe parabolique P de G semi-standard, c’est-a`-dire contenant
T , notons ΣP (T ) l’ensemble des racines de T dans l’alge`bre de Lie de P . De meˆme, pour
un Levi semi-standard M de G, on de´finit l’ensemble ΣM(T ). Pour un sous-groupe pa-
rabolique semi-standard Pˆ de Gˆ, ou pour un Levi semi-standard Mˆ , on de´finit de meˆme
les ensembles de racines ΣPˆ (Tˆ ) et ΣMˆ(Tˆ ). Montrons que
(5) il y a une bijection P 7→ Pˆ entre l’ensemble des sous-groupes paraboliques semi-
standard de G et celui des sous-groupes paraboliques semi-standard de Gˆ caracte´rise´e
par l’e´galite´ ΣPˆ (Tˆ ) = {αˆ;α ∈ ΣP (T )} ;
(6) il y a une bijectionM 7→ Mˆ entre l’ensemble des Levi semi-standard de G et celui
des Levi semi-standard de Gˆ caracte´rise´e par l’e´galite´ ΣMˆ(Tˆ ) = {αˆ;α ∈ ΣM(T )}.
Preuve. L’application P 7→ ΣP (T ) est une bijection entre l’ensemble des sous-groupes
paraboliques semi-standard de G et l’ensemble des sous-ensembles Π ⊂ Σ(T ) ve´rifiant
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les deux proprie´te´s :
(7) Π ∪ (−Π) = Σ ;
(8) si α, β ∈ Π sont tels que α + β ∈ Σ(T ), alors α+ β ∈ Π.
On a une assertion analogue du coˆte´ dual. D’autre part, on peut identifier Σ(Tˆ ) a`
l’ensemble de coracines Σˇ(T ). Pour prouver (5), il suffit de prouver que l’application Π 7→
Πˇ = {αˇ;α ∈ Π} e´change les conditions (7) et (8) avec les analogues pour l’ensemble Σˇ(T ).
Evidemment, si Π ve´rifie (7), Πˇ ve´rifie la condition analogue. Soient αˇ, βˇ ∈ Πˇ, supposons
αˇ+ βˇ ∈ Σˇ(T ). Alors α et β forment une base d’un syste`me de racines irre´ductible de rang
2. D’apre`s (8), les e´le´ments positifs de ce syste`me appartiennent a` Π. En inspectant les
trois syste`mes de racines possibles de rang 2, on ve´rifie que αˇ+ βˇ est toujours la coracine
d’un e´le´ment positif de ce syste`me. Donc αˇ + βˇ appartient a` Πˇ. Cela prouve (5). Les
ensembles ΣM (T ) pour M semi-standard sont exactement ceux de la forme Π ∩ (−Π),
pour Π ve´rifiant (7) et (8). Alors la meˆme preuve s’applique a` (6). 
Changement de terminologie. Dore´navant, on appellera ”sous-groupe parabo-
lique” de G ou ”espace parabolique” de G˜ de tels objets de´finis sur F . On appellera
”Levi” de G une composante de Levi de´finie sur F d’un sous-groupe parabolique de´fini
sur F et on appellera ”espace de Levi” de G˜ une composante de Levi de´finie sur F d’un
espace parabolique de G˜ de´fini sur F .
On utilisera les notations d’Arthur concernant ces objets. Par exemple, pour un espace
de Levi M˜ de G˜, on note L(M˜) l’ensemble des espaces de Levi L˜ contenant M˜ . On utilise
des notations analogues pour les groupes et espaces duaux. Notons (P0,M0) la paire
parabolique de LG˜ issue de (Pˆ0, Mˆ0), c’est-a`-dire P0 = (Pˆ0 ⋊WF )θˆ, M0 = (Mˆ0 ⋊WF )θˆ.
Alors
(9) il y a une bijection M˜ 7→ M de L(M˜0) sur L(M0) caracte´rise´e ainsi : si M est le
Levi sous-jacent a` M˜ et Mˆ le Levi sous-jacent a` M, M s’envoie sur Mˆ par la bijection
(6).
C’est e´vident puisque la bijection (6) est e´quivariante pour les actions galoisiennes et
e´change les actions de θ et de θˆ−1.
Soient M˜ et M˜ deux espaces de Levi de G˜ et soient M˜ et M˜ deux Levi de LG˜. On
suppose que M˜ et M˜ s’identifient a` LM˜ et LM˜ graˆce a` des choix de paraboliques comme
plus haut et on fixe de telles identifications. Notons
W (M˜, M˜) = {g ∈ G(F ); adg(M˜) = M˜}/M(F ),
W (M˜,M˜) = {x ∈ Gˆ; adx(M˜) = M˜}/Mˆ.
Alors
(10) il y a une bijection naturelle entre W (M˜, M˜) et W (M˜,M˜).
Preuve. En oubliant les choix faits pre´ce´demment, on fixe maintenant des paires de
Borel e´pingle´es dans chacun des groupes intervenant, dont on note les tores T , T , Tˆ , Tˆ .
On normalise les actions de ΓF sur Mˆ et Mˆ de sorte qu’elles pre´servent les paires de
Borel e´pingle´es. On choisit θˆ ∈ M˜ ∩ Gˆθˆ et θˆ ∈ M˜ ∩ Gˆθˆ qui pre´servent aussi ces paires.
De meˆme, on choisit e ∈ M˜ et e ∈ M˜ pre´servant les paires de Borel e´pingle´es et on
introduit les actions galoisiennes quasi-de´ploye´es σ 7→ σM∗ et σ 7→ σM∗ qui prolongent
aux groupes M et M celles de 1.2. Puisque l’on a fixe´ des identifications de M˜ et M˜
a` LM˜ et LM˜ , les tores Tˆ et Tˆ s’identifient aux duaux de T et T . Ces identifications
sont e´quivariantes pour les actions galoisiennes et transportent θˆ et θˆ en les inverses
de θ = ade et θ = ade. Soit x ∈ Gˆ tel que adx(M˜) = M˜. Quitte a` multiplier x a`
droite par un e´le´ment de Mˆ , on peut supposer que adx transporte la paire de Mˆ sur
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celle de Mˆ , donc Tˆ sur Tˆ . Par dualite´ puis inversion, il s’en de´duit un isomorphisme
ι : T → T . Celui-ci est la restriction d’un automorphisme adg pour un g ∈ G. En effet
nos identifications sont issues de choix de paraboliques. A conjugaison pre`s, on peut les
supposer tous standard, pour des paires de Borel fixe´es de G et Gˆ. Alors Tˆ devient e´gal a`
Tˆ , l’isomorphisme adx de ce tore est un e´le´ment du groupe de Weyl de Gˆ et ι est l’e´le´ment
du groupe de Weyl de G qui lui correspond. Soit donc g ∈ G tel que ι soit la restriction
de adg a` T . La de´finition de x entraˆıne que adx envoie Mˆ sur Mˆ , qu’il est e´quivariant
pour les actions galoisiennes et transporte θˆ sur θˆ (ces e´le´ments e´tant vus ici comme des
automorphismes de Gˆ). Par dualite´, adg envoieM surM , est e´quivariant pour les actions
galoisiennes quasi-de´ploye´es et transporte θ sur θ. Cette dernie`re condition implique que
adg(M˜) = M˜ . Parce que les actions galoisiennes naturelles ne diffe`rent des actions quasi-
de´ploye´es que par des automorphismes inte´rieurs, la condition d’e´quivariance entraˆıne
que la classe gM est fixe par ΓF dans G/M . Or (G/M)(F ) = G(F )/M(F ). Quitte a`
multiplier g a` droite par un e´le´ment de M , on peut supposer que g ∈ G(F ). Alors
gM(F ) ∈ W (M˜, M˜). Evidemment, cette classe ne de´pend que de la classe xMˆ et on a
ainsi de´fini une application de W (M˜,M˜) dans W (M˜, M˜). On ve´rifie qu’elle ne de´pend
pas des choix de paires de Borel e´pingle´es. On de´finit l’application re´ciproque de fac¸on
analogue. Cela prouve (10). 
Les proprie´te´s suivantes sont utiles :
(11) soit T ⊂ G un tore de´fini et de´ploye´ sur F ; notons ZG˜(T ) l’ensemble des γ ∈ G˜
tels que adγ(t) = t pour tout t ∈ T ; si cet ensemble n’est pas vide, c’est un espace de
Levi de G˜ ;
(12) soit M˜ un espace de Levi de G˜ ; alors M˜ = ZG˜(AM˜).
Preuve. Cela est bien connu dans le cas non tordu ou` G˜ = G. Dans la situation de
(11), le commutant M de T dans G est un Levi. Soit x∗ ∈ X∗(T ) en position ge´ne´rale.
Il de´termine un sous-groupe parabolique P de composante de Levi M : P est engendre´
par M et les sous-espaces radiciels pour l’action de T dans l’alge`bre de Lie de G associe´s
aux racines α telles que < α, x∗ >> 0. Le normalisateur commun M˜ de P et M dans
G˜ est un espace de Levi, s’il est non vide. Mais ZG˜(T ) est inclus dans M˜ et est non
vide par hypothe`se. Donc M˜ est un espace de Levi. C’est un espace principal homoge`ne
pour l’action disons a` gauche de M . Or ZG˜(T ) est stable par cette action. L’inclusion
ZG˜(T ) ⊂ M˜ est donc une e´galite´. Dans la situation de (12), on a l’inclusion M˜ ⊂ ZG˜(AM˜)
et ce deuxie`me ensemble est un espace de Levi comme on vient de le prouver. Il suffit
de prouver que les Levi associe´s dans G sont e´gaux, autrement dit que M = ZG(AM˜).
Soit P˜ un sous-espace parabolique de G˜ de sous-espace de Levi M˜ . Soit y∗ ∈ X∗(AM)
de´terminant P par la construction ci-dessus. Notons x∗ la somme des e´le´ments de l’orbite
de y∗ pour l’action du groupe d’automorphismes de X∗(AM) engendre´ par θ, ou` θ = adγ
pour un e´le´ment quelconque γ ∈ M˜ . Alors x∗ ∈ X∗(AM˜). Comme θ pre´serve les racines
de AM positives pour P , on voit que le couple (P,M) co¨ıncide avec celui construit dans
la preuve de (11). Donc ZG(AM˜) ⊂M et la conclusion. 
Soit M˜ un espace de Levi de G˜. Conside´rons un espace parabolique P˜ de composante
de Levi M˜ et une paire de Borel e´pingle´e E = (B, T, (Eα)α∈∆) de G telle que B ⊂ P et
T ⊂ M . Alors EM = (B ∩M,T, (Eα)α∈∆M ) est une paire de Borel e´pingle´e de M . On a
une injection Z(G˜, E) ⊂ Z(M˜, EM). On de´duit par passage aux quotients une application
Z(G˜, E)→ Z(M˜, E) qui s’identifie a` une application Z(G˜)→ Z(M˜). On laisse le lecteur
ve´rifier que
(14) cette application Z(G˜)→ Z(M˜) ne de´pend pas des choix de P˜ et de E .
Soit M˜ un espace de Levi de G˜. Fixons un espace parabolique P˜ de composante M˜
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et un sous-groupe compact maximal K de G(F ), en bonne position relativement a` M
et spe´cial si F est non-archime´dien. On note U le radical unipotent de P . Fixons des
mesures de Haar sur G(F ) et M(F ). On en de´duit une mesure sur U(F ) ×K de sorte
que l’e´galite´ suivante soit ve´rifie´e∫
G(F )
f(g) dg =
∫
M(F )×U(F )×K
f(muk) dk du dm
pour toute f ∈ C∞c (G(F )). On de´finit un homomorphisme
C∞c (G˜(F )) → C
∞
c (M˜(F ))
f 7→ fM˜,ω
par la formule
fM˜,ω(γ) =
∫
U(F )×K
f(k−1u−1γuk)ω−1(k) du dk.
Cet homomorphisme de´pend des choix deK et P˜ . Mais il s’en de´duit un homomorphisme
I(G˜(F ), ω)→ I(M˜(F ), ω) qui n’en de´pend plus. Pour γ ∈ M˜(F )∩ G˜reg(F ), on a simple-
ment IM˜(γ, ω, fM˜,ω) = I
G˜(γ, ω, f) pourvu bien suˆr que l’on choisisse une mesure unique
sur le groupe Mγ(F ) = Gγ(F ). L’homomorphisme ci-dessus de´pend encore des choix de
mesures de Haar, mais on le rend canonique en le conside´rant comme un homomorphisme
I(G˜(F ), ω)⊗Mes(G(F )) → I(M˜(F ), ω)⊗Mes(M(F ))
f 7→ fM˜,ω
NotonsNormG(F )(M˜) le normalisateur de M˜ dansG(F ) et posonsW (M˜) = NormG(F )(M˜)/M(F ).
Le groupe NormG(F )(M˜) agit sur C
∞
c (M˜(F )) par (x, f) 7→ xf , ou`
(xf)(m) = ω(x)f(x−1mx).
Cette action se descend en une action deW (M˜) sur I(M˜(F ), ω), donc aussi sur I(M˜(F ), ω)⊗
Mes(M(F )). L’image de l’homomorphisme ci-dessus est contenu dans le sous-espace des
invariants par cette action. On de´crira cette image en 4.3.
On note Icusp(G˜(F ), ω) l’espace des f ∈ I(G˜(F ), ω) tels que fM˜,ω = 0 pour tout
espace de Levi propre M˜ de G˜. On note C∞cusp(G˜(F ), ω) l’espace des f ∈ C
∞
c (G˜(F ), ω)
dont l’image dans I(G˜(F ), ω) appartient a` Icusp(G˜(F ), ω).
Conside´rons le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure. Pour γ ∈
M˜(F )∩ G˜reg(F ), on sait qu’un ensemble de repre´sentants des classes de conjugaison par
M(F ) dans la classe de conjugaison stable de γ dans M˜(F ) est aussi un tel ensemble de
repre´sentants des classes de conjugaison par G(F ) dans la classe de conjugaison stable
de γ dans G˜(F ). Pour f ∈ I(G˜(F ), ω), on a donc l’e´galite´ SM˜(γ, fM˜) = S
G˜(γ, f). Il en
re´sulte que l’homomorphisme compose´
I(G˜(F ))→ I(M˜(F ))→ SI(M˜(F ))
se factorise en un homomorphisme
SI(G˜(F ))→ SI(M˜(F ))
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que nous noterons aussi f 7→ fM˜ . On note SIcusp(G˜(F )) l’espace des f ∈ SI(G˜(F )) tels
que fM˜ = 0 (dans SI(M˜(F ))) pour tout espace de Levi propre M˜ de G˜. Ces de´finitions
s’adaptent au cas ou` on conside`re une extension
1→ C1 → G1 → G→ 1
ou` C1 est un tore central induit, une extension compatible
G˜1 → G˜
et un caracte`re λ1 de C1(F ), et ou` on remplace l’espace C
∞
c (G˜(F )) par C
∞
c,λ1
(G˜1(F ).
3.2 Donne´es endoscopiques d’espace de Levi
Conside´rons un espace de Levi M˜ de G˜. Comme on l’a explique´, on peut re´aliser
le L-groupe LM comme un sous-groupe de LG. Pre´cise´ment, apre`s avoir fixe´ comme
en 1.4 une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ, on peut fixer une paire
parabolique standard (Pˆ , Mˆ) fixe par ΓF et θˆ de sorte que Mˆ ⋊WF soit le L-groupe de
M et (Mˆ ⋊WF )θˆ soit le L-espace
LM˜ . On a alors un homomorphisme H1(WF ;Z(Gˆ))→
H1(WF ;Z(Mˆ)). En fait, il ne de´pend pas des choix. On note aM l’image de a dans
H1(WF ;Z(Mˆ)). Conside´rons une donne´e endoscopique M
′ = (M ′,M′, ζ˜) pour (M˜, aM).
Quitte a` conjuguer Eˆ par un e´le´ment de Mˆ , on suppose que ζ˜ fixe (Bˆ, Tˆ ). Dans la
de´finition d’une telle donne´e intervient un cocycle aM tel que adζ˜(m,w) = (aM(w)m,w)
pour tout w ∈ WF . Sa classe est aM . Si on remplace ζ˜ par un e´le´ment de Z(Mˆ)ζ˜, ce
cocycle est modifie´ par un cobord. Pour quelques instants, notons plus pre´cise´ment aM,ζ˜
le cocycle associe´ a` ζ˜. On a
(1) dans l’ensemble Z(Mˆ)ζ˜, il existe une unique classe modulo Z(Mˆ)ΓFZ(Gˆ) telle
que, pour ζ˜ ′ dans cette classe, aM,ζ˜′ prenne ses valeurs dans Z(Gˆ).
Preuve. L’hypothe`se que aM provient d’un e´le´ment de H
1(WF ;Z(Gˆ)) entraˆıne qu’il
existe au moins un ζ˜ ′ ∈ Z(Mˆ)ζ˜ tel que aM,ζ˜′ prenne ses valeurs dans Z(Gˆ). Fixons-en
un et pour simplifier les notations, supposons que ce soit ζ˜ lui-meˆme. Pour z ∈ Z(Mˆ),
on calcule aM,zζ˜(w) = zw(z)
−1aM,ζ˜(w). Ce terme appartient a` Z(Gˆ) pour tout w si
et seulement si l’image zad de z dans Z(Mˆad) est fixe par ΓF (ou` Mˆad = Mˆ/Z(Gˆ)).
Or Z(Mˆad)
ΓF est connexe (c’est bien connu ; on rappelle la preuve dans celle de 3.3(2)
ci-dessous) donc est l’image naturelle de Z(Mˆ)ΓF . La condition e´quivaut donc a` z ∈
Z(Mˆ)ΓFZ(Gˆ). 
Quitte a` remplacer ζ˜ par un e´le´ment convenable de Z(Mˆ)ζ˜, on peut supposer que
ζ˜ appartient a` l’unique classe de´termine´e par (1). C’est ce que l’on supposera toujours,
pour simplifier les notations. Autrement dit, on suppose que aM prend ses valeurs dans
Z(Gˆ). Remarquons qu’alors, la classe de aM dans H
1(WF ;Z(Gˆ)) est e´gale a` a, d’apre`s :
(2) l’homomorphisme H1(WF ;Z(Gˆ))→ H
1(WF ;Z(Mˆ)) est injectif.
Par la suite longue de cohomologie, cela re´sulte de la surjectivite´ remarque´e ci-dessus
de l’application Z(Mˆ)ΓF → Z(Mˆad)
ΓF .
Au lieu d’un espace de Levi et d’une donne´e endoscopique de cet espace, conside´rons
deux telles paires (M˜,M′) et (M˜,M′), soumises aux meˆmes hypothe`ses que ci-dessus. On
re´alise LM et LM comme sous-groupes de LG et LM˜ et LM˜ comme sous-ensembles de LG˜
(il n’est pas ne´cessaire d’utiliser une paire de Borel commune). Appelons e´quivalence entre
ces donne´es un e´le´ment x ∈ Gˆ tel que adx(Mˆ) = Mˆ , adx(M
′) = M′, adx(ζ˜) ∈ Z(Mˆ)ζ˜.
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Remarquons que les ensembles M˜ = LM˜ et M˜ = LM˜ , re´alise´s comme sous-ensembles de
LG˜, sont des espaces de Levi et que les conditions impose´es a` x entraˆınent que adx(M˜) =
M˜. D’apre`s 3.1(10), a` x est donc associe´ une classe gM(F ) dans W (M˜, M˜).
Fixons un isomorphisme ι′ : M ′ → M ′ de´fini sur F dual a` la restriction de ad−1x
a` Mˆ
′
. Remarquons que adg de´finit un isomorphisme de Z(M˜) sur Z(M˜). De ces deux
isomorphismes re´sulte un isomorphisme ι˜′ : M˜ ′ → M˜
′
. Supposons M′ relevant et fixons
des donne´es supple´mentaires M ′1,...,∆1. Posons M
′
1 = M
′
1, C1 = C1, avec pour homo-
morphisme M ′1 → M
′ le compose´ de M ′1 → M
′ et de ι′. On pose M˜
′
1 = M˜
′
1 muni de
l’application M˜
′
1 → M˜
′
compose´e de M˜ ′1 → M˜
′ et de ι˜′. On pose ξˆ
1
= ξˆ1 ◦ ad
−1
x :M→
LM
′
1 =
LM
′
1. Ces donne´es ve´rifient les conditions requises relativement a` la donne´e M
′.
Pour (δ1, γ) ∈ D1 (l’ensemble relatif aux premie`res donne´es), on a (δ1, gγg
−1) ∈ D1
(l’ensemble relatif aux secondes). On ve´rifie l’e´galite´
∆1(δ1, gγg
−1; δ′1, gγ
′g−1) = ∆1(δ1, γ; δ
′
1, γ
′).
On choisit alors pour facteur de transfert pour les secondes donne´es le facteur
∆1(δ1, gγg
−1) = ω(g)∆1(δ1, γ).
Cette de´finition ne de´pend que de la classe gM(F ). Ces choix fournissent les isomor-
phismes extreˆmes de la suite
C∞c (M
′) ≃ C∞c,λ1(M˜
′
1(F )) = C
∞
c,λ1
(M˜
′
1(F )) ≃ C
∞
c (M
′).
Ici encore, l’isomorphisme obtenu de´pend du choix de ι′. Mais il devient inde´pendant
de ce choix si on se limite a` des fonctions invariantes par l’action des groupes adjoints.
Comme en 2.6, dans le cas particulier ou` M˜ = M˜ et M′ = M′, on note Aut(M˜,M′)
le groupe des automorphismes de la paire (M˜,M′) (c’est-a`-dire de ses e´quivalences avec
elle-meˆme). On obtient une action de ce groupe sur C∞c (M
′). il y a une suite exacte
1→ Aut(M′)→ Aut(M˜,M′)→ W (M˜,M′)→ 1
ou` W (M˜,M′) est un sous-groupe de W (M˜). En particulier, on a une e´galite´ d’espaces
invariants
SI(M′)Aut(M˜,M
′) = (SI(M′)Aut(M
′))W (M˜,M
′).
3.3 Donne´es endoscopiques de G˜ associe´es a` une donne´e endo-
scopique d’un espace de Levi
Soient M˜ un espace de Levi de G˜ et M′ = (M ′,M′, ζ˜) une donne´e endoscopique
de (M˜, aM). On reprend la situation du de´but du paragraphe pre´ce´dent et on note Pˆ
le sous-groupe parabolique standard dont Mˆ est la composante de Levi standard. Pour
s˜ ∈ Z(Mˆ)ΓF ζ˜, posons Gˆ′(s˜) = ZGˆ(s˜)
0 et G ′(s˜) = Gˆ′(s˜)M′. On ve´rifie que G ′(s˜) est un
groupe. Remarquons que :
(1) Mˆ ′ est un Levi de Gˆ′(s˜).
En effet, d’apre`s les de´finitions, Mˆ ′ est e´gal a` (Mˆ ∩ Gˆ′(s˜))0. La meˆme preuve qu’en
3.1(11) montre que Mˆ est le commutant de Z(Mˆ)θˆ,0 dans Gˆ. Donc Mˆ ∩ Gˆ′(s˜) est le
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commutant de Z(Mˆ)θˆ,0 dans Gˆ′(s˜). Remarquons que Z(Mˆ)θˆ,0 est un tore dans Gˆ′(s˜).
Donc Mˆ ∩ Gˆ′(s˜) est un Levi de ce groupe. Un Levi est connexe et (1) s’ensuit.
Fixons une paire de Borel e´pingle´e de Gˆ′(s˜) pour laquelle (Pˆ ′(s˜), Mˆ ′) est standard, ou`
Pˆ ′(s˜) = Gˆ′(s˜)∩ Pˆ . On munit Gˆ′(s˜) de l’unique action σ 7→ σG′(s˜) de ΓF conservant cette
paire de Borel e´pingle´e et telle que, pour tout (m,w) ∈ M′, l’action par conjugaison
de (m,w) sur Gˆ′(s˜) soit e´gale a` wG′(s˜) compose´ avec un automorphisme inte´rieur. Cette
action conserve la paire (Pˆ ′(s˜), Mˆ ′). On introduit un groupe dual G′(s˜) re´ductif connexe
de´fini et quasi-de´ploye´ sur F . AlorsG′(s˜) = (G′(s˜),G ′(s˜), s˜) est une donne´e endoscopique
pour (G, G˜, a). En particulier, il y a un espace endoscopique G˜′(s˜). Puisque la paire
(Pˆ ′(s˜), Mˆ ′) est invariante par ΓF , M
′ s’identifie a` un Levi de G′(s˜) et on ve´rifie que
l’espace endoscopique M˜ ′ s’identifie conforme´ment a` un espace de Levi de G˜′(s˜).
Soient δ ∈ M˜ ′reg(F ) et γ ∈ M˜reg(F ). Si la classe de conjugaison parM
′ de δ correspond
a` la classe de conjugaison parM de γ, alors la classe de conjugaison par G′(s˜) de δ corres-
pond a` la classe de conjugaison par G de γ. Autrement dit D(M′) ⊂ D(G′(s˜)). Inverse-
ment, pour (δ, γ) ∈ D(G′(s˜))∩ (M˜ ′(F )×M˜(F )), il existe un e´le´ment n ∈ NormG(F )(M˜)
tel que (δ, nγn−1) appartienne a` D(M′). Supposons M′ relevant. Alors G′(s˜) l’est aussi.
On voit que le bifacteur de transfert pour la donne´e M′ co¨ıncide avec la restriction a`
D(M′)×D(M′) du bifacteur de transfert pour la donne´e G′(s˜). Fixons des donne´es auxi-
liaires G′1(s˜), G˜
′
1(s˜), C1(s˜), ξˆ1(s˜), ∆1(s˜). On note λ1(s˜) le caracte`re de C1(s˜) associe´ a` ces
donne´es. On noteM ′1(s˜) et M˜
′
1(s˜) les images re´ciproques deM
′ et M˜ ′ dans G′1(s˜) et G˜
′
1(s˜).
On note ξˆ1,M ′(s˜) la restriction de ξˆ1(s˜) a`M, D1,M ′ l’image re´ciproque de D(M
′) dans D1
et ∆1,M ′(s˜) la restriction de ∆1(s˜) a` D1,M ′ . Alors (M
′
1(s˜), M˜
′
1(s˜), C1(s˜), ξˆ1,M ′(s˜),∆1,M ′(s˜))
sont des donne´es auxiliaires pour M′. Par une variante de la construction de 3.1, on a
un homomorphisme
Iλ1(s˜)(G˜
′
1(s˜;F ))⊗Mes(G
′(s˜;F )) → Iλ1(s˜)(M˜
′
1(s˜;F ))⊗Mes(M
′(F ))
f 7→ fM˜ ′
On ve´rifie que, quand on change de donne´es auxiliaires, ces homomorphismes sont com-
patibles aux applications de recollement de 2.5. On obtient un homomorphisme
I(G′(s˜))⊗Mes(G′(s˜;F )) → I(M′)⊗Mes(M ′(F ))
f 7→ fM˜ ′
Pour λ ∈ Z(Mˆ)ΓF et ν ∈ Z(Gˆ)ΓF , posons s˜′ = νλs˜λ−1. Alors la donne´e G′(s˜′) est
e´quivalente a` G′(s˜), l’e´quivalence e´tant de´finie par λ. Dans les constructions ou` seule la
classe d’e´quivalence deG′(s˜) importe, on pourra conside´rer que s˜ parcourt l’ensemble des
classes de conjugaison par Z(Mˆ)ΓF dans ζ˜Z(Mˆ)ΓF /Z(Gˆ)ΓF . Par l’application z 7→ ζ˜z,
cet ensemble de classes de conjugaison s’identifie a` Z(Mˆ)ΓF /(Z(Gˆ)ΓF (1− θˆ)(Z(Mˆ)ΓF )).
On le remplacera souvent par ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ graˆce a` l’assertion suivante. On y
note θM˜ l’automorphisme de AM induit par adγ pour n’importe quel γ ∈ M˜ . On a
(2) l’homomorphisme naturel
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z(Mˆ)ΓF /(Z(Gˆ)ΓF (1− θˆ)(Z(Mˆ)ΓF ))
est surjectif ; son noyau a pour nombre d’e´le´ments |det((1− θM˜)|AM/(AM˜+AG)|.
Preuve. Introduisons l’ensemble des racines simples ∆ de Tˆ , le sous-ensemble ∆M
associe´ a` Mˆ et celui des copoids fondamentaux { ˇ̟ α;α ∈ ∆} ⊂ X∗(Tˆad). Le groupe
Z(Mˆad)
ΓF est le sous-groupe des e´le´ments
∏
α∈∆−∆M ˇ̟ α(tα) ∈ Tˆad avec tα ∈ C
× et
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α 7→ tα est constante sur les orbites de ΓF dans ∆ −∆
M . Donc Z(Mˆad)
ΓF est connexe.
Il en re´sulte que l’homomorphisme
Z(Mˆ)ΓF → Z(Mˆad)
ΓF
est surjectif. Le meˆme calcul montre que Z(Mˆad)
ΓF ,θˆ est connexe et que l’homomorphisme
Z(Mˆ)ΓF ,θˆ → Z(Mˆad)
ΓF ,θˆ
est surjectif. Les ensembles de de´part et d’arrive´e de l’homomorphisme (2) s’identifient
respectivement a` Z(Mˆad)
ΓF ,θˆ et Z(Mˆad)
ΓF /(1− θˆ)(Z(Mˆad)
ΓF ). Tout se de´compose selon
les orbites dans ∆−∆M de l’action du groupe engendre´ par ΓF et θˆ, ce qui nous rame`ne
au cas ou` il n’y a qu’une seule orbite. Fixons un e´le´ment α ∈ ∆ − ∆M , notons [α] son
orbite sous l’action de ΓF , n le plus petit entier ≥ 1 tel que θˆ
n(α) ∈ [α] et posons
ˇ̟ [α] =
∑
β∈[α] ˇ̟β. Un e´le´ment de Z(Mˆad)
ΓF s’e´crit
∏
i=0,...,n−1 ˇ̟ θˆi[α](ti), avec des ti ∈
C×. Il appartient a` (1 − θˆ)(Z(Mˆad)
ΓF ) si et seulement si
∏
i ti = 1. Il appartient a`
Z(Mˆad)
ΓF ,θˆ si et seulement si les ti sont tous e´gaux. Il re´sulte de cette description que
notre homomorphisme est surjectif et que son noyau a n e´le´ments. Or n est e´gal au
de´terminant figurant dans l’assertion (2). 
On a aussi
(3) l’ensemble des s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ tels que G′(s˜) soit une donne´e endosco-
pique elliptique de G˜ est fini ; si M′ est une donne´e endoscopique elliptique de M˜ , cet
ensemble n’est pas vide.
Preuve. Cf. [W2] 3.2(1) pour la finitude. Pour la deuxie`me assertion, utilisons les
meˆmes notations que dans la preuve pre´ce´dente. Ecrivons ζ˜ = ζθˆ. Soit ∆0 un ensemble
de repre´sentants dans ∆ − ∆M des orbites pour l’action du groupe engendre´ par ΓF et
θˆ. L’homomorphisme
Z(Mˆ)ΓF ,θˆ,0/Z(Gˆ)ΓF ,θˆ,0 → (C×)∆0
x 7→ (α(x))α∈∆0
est surjective a` noyau fini. Il existe donc x ∈ Z(Mˆ)ΓF ,θˆ,0 tel que (Nα)(xζ) = 1 pour
tout α ∈ ∆0. Pour un tel e´le´ment, posons s˜ = xζ˜. L’alge`bre de Lie de Gˆ
′(s˜) contient∑
i=0,...,nα−1
(ads˜)
i(Eˆα) pour tout α ∈ ∆0, ou` nα est le plus petit entier i ≥ 1 tel que
θˆi(α) = α. Un e´le´ment de Z(Gˆ′(s˜)) fixe cet e´le´ment donc aussi chaque composante
Eˆθˆiα. Remarquons que les actions galoisiennes relatives a` Gˆ et a` Gˆ
′(s˜) co¨ıncident sur
Z(Gˆ′(s˜))∩Z(Mˆ). Un e´le´ment de Z(Gˆ′(s˜))ΓF ∩Z(Mˆ) fixe donc Eˆσθˆiα pour tous α ∈ ∆0,
i ∈ N et σ ∈ ΓF . Donc il fixe Eˆα pour tout α ∈ ∆−∆
M . Appartenant de plus a` Z(Mˆ),
il fixe tout Gˆ. Donc Z(Gˆ′(s˜))ΓF ∩ Z(Mˆ) ⊂ Z(Gˆ). Or
Z(Gˆ′(s))ΓF ,0 ⊂ Z(Mˆ ′)ΓF ,0 = Z(Mˆ)ΓF ,θˆ,0
par l’hypothe`se d’ellipticite´ deM′. Donc Z(Gˆ′(s))ΓF ,0 ⊂ Z(Gˆ) et force´ment Z(Gˆ′(s))ΓF ,0 ⊂
Z(Gˆ)ΓF ,θˆ,0. 
3.4 Levi de donne´es endoscopiques
Soient G′ = (G′,G ′, s˜) une donne´e endoscopique de (G, G˜, a) et M ′ ⊂ G′ un Levi,
auquel est associe´ un espace de Levi M˜ ′ (puisque G˜′ est a` torsion inte´rieure). On fixe une
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paire de Borel e´pingle´e de Gˆ′ et on normalise l’action galoisienne sur ce groupe de sorte
qu’elle conserve cette paire. Le choix d’un parabolique P ′ de G′ de composante de Levi
M ′ permet d’identifier Mˆ ′ a` un Levi standard de Gˆ′, donc a` un sous-groupe de Gˆ. Notons
Mˆ , M, M˜ les commutants de Z(Mˆ ′)ΓF ,0 dans Gˆ, LG, LG˜. Fixons x∗ ∈ X∗(Z(Mˆ
′)ΓF ,0)
en position ge´ne´rale. Il de´termine un sous-groupe parabolique Pˆ de Gˆ, engendre´ par Mˆ
et les sous-groupes radiciels associe´s aux racines α de Tˆ telles que < α, x∗ >> 0 (Tˆ e´tant
choisi comme en 1.5). On pose P = PˆM, P˜ = PˆM˜. Le couple (P˜ ,M˜) est une paire
parabolique de LG˜. Les seuls points non e´vidents a` ve´rifier sont que la projection de P sur
WF est surjective et que P˜ est non vide. Mais s˜ appartient a` P˜, ce qui ve´rifie ce deuxie`me
point. Pour w ∈ WF , il existe gw = (g(w), w) ∈ G
′ tel que adgw agisse sur Gˆ
′ comme wG′.
Alors adgw fixe x∗ donc aussi Pˆ . Donc gw ∈ P, ce qui ve´rifie le premier point. On pose
M′ = G ′∩M. On se rappelle qu’il y a une injection de l’ensemble des paires paraboliques
de G˜ dans celui des paires paraboliques de LG˜. Si G n’est pas quasi-de´ploye´, (P˜ ,M˜) peut
ne pas appartenir a` l’image : c’est le cas si et seulement si (Pˆ , Mˆ) ne contient pas de
conjugue´ d’une paire (Pˆ0, Mˆ0) comme en 3.1. On sait que les Levi Mˆ0 ont une proprie´te´
particulie`re : tous les paraboliques ayant Mˆ0 comme composante de Levi sont conjugue´s.
Cela entraˆıne que la condition pre´ce´dente ne de´pend que de Mˆ et pas du choix de Pˆ .
Supposons que (P˜,M˜) soit l’image d’une paire parabolique (P˜ , M˜) de G˜. On dira dans
ce cas que Mˆ correspond a` l’espace de Levi M˜ . Alors M′ = (M ′,M′, s˜) est une donne´e
endoscopique pour (M˜, aM). Cette donne´e est elliptique par construction. Meˆme si G
′
est relevant, il peut se produire que M′ ne le soit pas. On dira que M ′ est relevant si
d’une part, Mˆ correspond a` un espace de Levi M˜ , d’autre part M′ est relevant. Dans ce
cas, comme dans le paragraphe pre´ce´dent, des donne´es auxiliaires pour G′ se restreigent
en des donne´es auxiliaires pour M′ et on de´finit un homomorphisme
I(G′)⊗Mes(G′(F )) → I(M′)⊗Mes(M ′(F ))
f 7→ fM˜ ′
En fait, seule la classe d’e´quivalence des donne´es (M˜,M′) est bien de´termine´e car on
a effectue´ divers choix. Changer ces choix compose l’homomorphisme ci-dessus par des
e´le´ments de Aut(M˜,M′). Cela entraˆıne la proprie´te´ suivante : si f est un e´le´ment de
I(G′)⊗Mes(G′(F )) et ϕ est un e´le´ment de I(M′)⊗Mes(M ′(F )) invariant par l’action
de Aut(M˜,M′), alors la relation fM˜ ′ = ϕ est inde´pendante des choix. De meˆme, levons
l’hypothe`se que M ′ est relevant, supposons seulement que G′ le soit. On ne peut plus
de´finir d’espace I(M′). Mais, pour f ∈ I(G′) ⊗Mes(G′(F )), la relation fM˜ ′ = 0 a un
sens : elle signifie que si, par le choix de donne´es auxiliaires, on identifie f a` un e´le´ment
f1 ∈ C
∞
c,λ1
(G˜′1(F )) ⊗Mes(G
′(F )), alors (f1)M˜ ′1 = 0. Ceci est inde´pendant du choix des
donne´es auxiliaires.
On peut remplacer dans les constructions ci-dessus les espaces I(G′) par SI(G′).
3.5 K-espaces
Supposons F = R et conside´rons un K-espace KG˜ sur un K-groupe KG comme en
1.11. Les constructions des quatre paragraphes pre´ce´dents valent pour chaque compo-
sante G˜p. Mais en travaillant composante par composante, on perd la notion deK-espace.
Pour la retrouver, il faut de´finir correctement les notions d’espace parabolique et d’es-
pace de Levi d’un K-espace. Sur C, tous les groupes Gp ou espaces G˜p sont isomorphes,
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d’ou` une correspondance bijective entre leurs classes de conjugaison de paires parabo-
liques. On de´finit une paire parabolique (KP,KM) de KG sur C comme une famille
(Pp,Mp)p∈Π, ou` (Pp,Mp) est une paire parabolique (sur C) de Gp de sorte que, pour
p, p′ ∈ Π, les classes de conjugaison de (Pp,Mp) et (Pp′,Mp′) se correspondent. On de´finit
de meˆme une paire parabolique de KG˜. La de´finition est plus subtile sur R. On de´finit
une paire parabolique (KP,KM) (sur R, pre´cision que l’on omettra dans la suite) comme
une famille (Pp,Mp)α∈Π′ ou`
- Π′ est un sous-ensemble non vide de Π ;
- pour tout p ∈ Π′, (Pp,Mp) est une paire parabolique (sur R) de Gp ;
- pour p, p′ ∈ Π′, les classes de conjugaison de (Pp,Mp) et (Pp′,Mp′) se correspondent ;
- pour p ∈ Π−Π′, la classe de conjugaison de paires paraboliques de Gp correspondant
a` celles des (Pp′,Mp′) pour p
′ ∈ Π′ ne contient aucun e´le´ment de´fini sur R.
En particulier, si Π′ 6= Π, une telle paire n’est pas une paire parabolique sur C. On
de´finit un Levi de KG comme une famille KM intervenant dans une paire parabolique
(KP,KM). On de´finit de meˆme les paires paraboliques et les espaces de Levi de KG˜.
On appellera plutoˆt ces derniers des K-espaces de Levi. Si (KP˜ ,KM˜) est une paire
parabolique de KG˜, la paire sous-jacente (KP,KM) est une paire parabolique de KG.
On a
(1) tout espace de Levi KM˜ s’identifie a` un K-espace tordu sur le K-groupe KM .
Preuve. On comple`te KM˜ en une paire parabolique (KP˜ ,KM˜). On fixe p0 dans
l’ensemble d’indices Π′ relatif a` cette paire, on pose G = Gp0, M = Mp0 etc... Pour
p ∈ Π′, on choisit xp ∈ GSC tel que adxp ◦ φp0,p envoie (Pp,Mp) sur (P,M). On note
φMp la restriction de adxp ◦ φp0,p a` Mp et φ˜
M
p celle de adxp ◦ φ˜p0,p a` M˜p. Pour σ ∈ ΓR,
on pose ∇Mp (σ) = xp∇p0,p(σ)σ(xp)
−1. On ve´rifie que ∇Mp est un cocycle, a` valeurs dans
GSC . On a φ
M
p ◦ σ(φ
M
p )
−1 = ad∇Mp (σ), φ˜
M
p ◦ σ(φ˜
M
p )
−1 = ad∇Mp (σ). Puisque φ
M
p ◦ σ(φ
M
p )
−1
pre´serve (P,M), on en de´duit ∇Mp (σ) ∈Msc. D’apre`s le the´ore`me 1.2 de [K2], l’image de
l’application
(2) H1(ΓR;MSC)→ H
1(ΓR;Msc)
est le noyau d’une application H1(ΓR;Msc) → π0(Z(Mˆad)
ΓR). Or Z(Mˆad)
ΓR est connexe
car Z(Mˆad) est un tore induit. Donc l’application (2) est surjective et, quitte a` modifier
l’e´le´ment xp, on peut relever ∇
M
p en un cocycle ∇
MSC
p a` valeurs dans MSC . Pour prouver
que KM˜ est un K-espace tordu issu de M˜ comme en 1.11, il reste a` prouver que la famille
(∇MSCp )p∈Π′ s’envoie bijectivement sur π(H
1(ΓR;MSC))∩H
1(ΓR;M)
θ (ou` θ est de´termine´
par M˜). PuisqueM est un Levi de G, l’applicationH1(ΓR;M)→ H
1(ΓR;G) est injective.
Elle est e´quivariante pour l’action de θ. Il en re´sulte qu’un e´le´ment de H1(ΓR;M) est
invariant par θ si et seulement si son image dans H1(ΓR;G) l’est. L’image de ∇
MSC
p dans
H1(ΓR;G) est e´gale a` celle de ∇p0,p, donc est invariante par θ. Donc l’image de ∇
MSC
p
dans H1(ΓR;M) est invariante par θ. De meˆme, pour p, q ∈ Π
′ avec p 6= q, les images
de ∇MSCp et ∇
MSC
q dans cet ensemble sont distinctes car leurs images dans H
1(ΓR;G) le
sont. Soit enfin ∇M : ΓR →M un cocycle dont la classe appartient a` π(H
1(ΓR,MSC)) ∩
H1(ΓR;M)
θ. Son image ∇G dans H1(ΓR;G) appartient a` π(H
1(ΓR, GSC))∩H
1(ΓR;G)
θ.
Il existe donc p ∈ Π tel que ∇G soit cohomologue a` ∇p0,p. Fixons y ∈ G tel que ∇
M(σ) =
y∇p0,p(σ)σ(y)
−1 pour tout σ ∈ ΓR. Puisque ∇
M prend ses valeurs dans M , cette relation
implique que l’image re´ciproque (P ′p,M
′
p) de (P,M) par l’application ady ◦ φp0,p est une
paire de Borel de Gp qui est de´finie sur R. Cette paire est conjugue´e par un e´le´ment de
Gp(C) a` l’image re´ciproque de (P,M) par l’application φp0,p. Il en re´sulte que p ∈ Π
′ et
que les paires de Borel (P ′p,M
′
p) et (Pp,Mp) sont conjugue´es par un e´le´ment de Gp(C).
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Etant toutes deux de´finies sur R, elles sont conjugue´es par un e´le´ment de Gp(R). On
peut donc fixer un e´le´ment gp ∈ Gp(R) tel que ady ◦ φp0,p ◦ adgp(Pp,Mp) = (P,M).
En posant g = φp0,p(gp), cela e´quivaut a` adyg ◦ φp0,p(Pp,Mp) = (P,M). Cela entraˆıne
que l’e´le´ment m = ygx−1p appartient a` M . Parce que gp ∈ Gp(R), on ve´rifie que la
multiplication de y par g ne modifie pas l’e´galite´ de cocycles ci-dessus, c’est-a`-dire que l’on
a ∇M(σ) = yg∇p0,p(σ)σ(yg)
−1 pour tout σ ∈ ΓR. Ou encore ∇
M(σ) = m∇Mp (σ)σ(m)
−1.
Donc ∇M a meˆme classe dans H1(ΓR;M) que ∇
M
p . Cela ache`ve la preuve de (1). 
On doit de´crire comme en 3.1 la correspondance entre classes de conjugaison de paires
paraboliques de KG˜ et classes de conjugaison de paires paraboliques de Gˆ. Dans le cas
non tordu, cette correspondance est de´crite par le lemme 2.1 de [A1]. A priori, celui-ci
ne s’applique pas dans le cas ge´ne´ral car, comme on l’a dit en 1.11, notre notion de K-
groupes est plus restrictive que celle d’Arthur. Nous allons prouver que ce lemme reste
malgre´ tout valable. Fixons une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆαˆ)αˆ∈∆ˆ) de Gˆ. On
suppose qu’elle est stable par l’action galoisienne et on fixe un e´le´ment θˆ relatif a` cette
paire. On note σ 7→ σG∗ l’action galoisienne. Les sous-groupes paraboliques standard
Pˆ = MˆUˆ qui sont stables par θˆ et par l’action galoisienne sont en bijection avec les sous-
ensembles ∆ˆMˆ de ∆ˆ qui ve´rifient les meˆmes proprie´te´s de stabilite´ (∆ˆMˆ est l’ensemble
des racines de Tˆ dans Mˆ).
D’autre part, fixons une composante de notreK-espaceKG˜, que l’on note simplement
G˜. Fixons une paire de Borel e´pingle´e E = (B, T, (Eα)α∈∆) de G et fixons une cochaˆıne
σ 7→ u(σ) de ΓR dans GSC de sorte que adu(σ) ◦ σG(E) = E (ou` σ 7→ σG est l’action
naturelle). On de´finit l’action quasi-de´ploye´e σ 7→ σG∗ = adu(σ) ◦σG de ΓR sur G et, pour
simplifier, on note G∗ le groupe G muni de cette action. On note θ∗ l’automorphisme
ade pour un e´le´ment e ∈ Z(G˜, E) quelconque. Cet automorphisme pre´serve E et l’action
galoisienne quasi-de´ploye´e. La bijection naturelle α 7→ αˆ de ∆ sur ∆ˆ est e´quivariante pour
les actions galoisiennes et e´change l’action de θ∗ avec celle de θˆ. Posons u∗(σ) = u(σ)−1
et notons u∗ad(σ) l’image de u
∗(σ) dans G∗AD. On ve´rifie que u
∗
ad est un cocycle, qui de´finit
un e´le´ment de H1(ΓR;G
∗
AD) note´ encore u
∗
ad. On a une application naturelle
H1(ΓR;G
∗
AD)→ H
2(ΓR;Z(G
∗
SC)).
Ce dernier groupe s’identifie facilement au groupe des caracte`res de Z(GˆSC)
ΓR qui sont
triviaux sur l’image de la norme
Z(GˆSC)→ Z(GˆSC)
ΓR .
On renvoie pour cela a` [K2], the´ore`me 1.2. Ainsi, u∗ad de´finit un caracte`re χKG˜ de
Z(GˆSC)
ΓR. On a fait divers choix, qui affectent meˆme notre construction de G∗. Quand
on change de choix, on voit que les deux groupes G∗ construits s’identifient naturelle-
ment et que le caracte`re χKG˜ obtenu est le meˆme. C’est facile a` voir pourvu que l’on
conserve la meˆme composante connexe G˜. Conside´rons une autre composante G˜′. Par
de´finition, il y a un isomorphisme φ : G′ → G et un cocycle ∇ ∈ H1(ΓR;GSC) tel
que φ ◦ σ(φ)−1 = ad∇(σ) pour tout σ ∈ ΓR. On prend pour paire de Borel e´pinge´e
E ′ = φ−1(E). On ve´rifie que l’on peut choisir u′(σ) = φ−1(u(σ)∇(σ)). Il est clair que φ
de´finit un isomorphisme de´fini sur R de G
′∗ sur G∗. Via cet isomorphisme, u
′∗(σ) s’iden-
tifie a` ∇(σ)u∗(σ). Le calcul montre que la condition que ∇ est un cocycle (pour l’action
naturelle sur G) e´quivaut a` ce que d(∇u∗) = d(u∗), ou` d est la diffe´rentielle sur G∗. Les
images de u∗ et ∇u∗ dans H2(ΓR;Z(G
∗
SC)) sont donc les meˆmes et on re´cupe`re ainsi le
meˆme caracte`re χKG˜. Remarquons que, par hypothe`se, G˜(R) est non vide. On peut donc
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fixer γ ∈ G˜(R). Ecrivons γ = ge, avec g ∈ G et e ∈ Z(G˜, E). Pour tout σ ∈ ΓR, on a en-
core adu(σ)◦σG(e) ∈ Z(G˜, E), donc il existe z(σ) ∈ Z(G) tel que adu(σ)◦σG(e) = z(σ)
−1e.
La condition γ ∈ G˜(R) e´quivaut a` ce que, pour tout σ ∈ ΓR, on ait l’e´galite´ σG(γ) = γ.
Or on a les e´quivalences suivantes
σG(γ) = γ ⇐⇒ σG(g)σG(e) = ge ⇐⇒ g
−1σG(g)adu(σ)−1(z(σ)
−1e) = e
⇐⇒ g−1σG(g)u(σ)
−1θ∗(u(σ))z(σ)−1e = e ⇐⇒ g−1σG(g)u(σ)
−1θ∗(u(σ))z(σ)−1 = 1
⇐⇒ g−1u∗(σ)σG∗(g) = z(σ)θ
∗(u∗(σ)).
Il en re´sulte que la classe du cocycle u∗ad est invariante par θ
∗, donc χKG˜ est invariant
par θˆ.
Pour x∗ ∈ X∗(Tˆad), choisissons un entier N ≥ 1 tel que Nx∗ ∈ X∗(Tˆsc). Alors
l’e´le´ment Nx∗(e
2πi/N ) appartient a` Z(GˆSC) et ne de´pend pas du choix deN . L’application
x∗ 7→ Nx∗(e
2πi/N ) se quotient en un isomorphisme
X∗(Tˆad)/X∗(Tˆsc) ≃ Z(GˆSC).
A tout e´le´ment α ∈ ∆ est naturellement associe´ un copoids ̟α ∈ X∗(Tˆad). On
note ̟ΓRα la somme des e´le´ments ̟α′ pour les α
′ dans l’orbite de α sous l’action de ΓR
(puisque ce groupe a deux e´le´ments, les orbites ont au plus deux e´le´ments). L’e´le´ment
̟ΓRα s’envoie sur un e´le´ment de Z(GˆSC)
ΓR. On note ∆min l’ensemble des α ∈ ∆ tels que
χKG˜(̟
ΓR
α ) 6= 1. On note ∆ˆmin l’ensemble des αˆ pour α ∈ ∆min. Cet ensemble est stable
par l’action galoisienne et aussi par θˆ puisque χG˜ l’est.
Lemme. Soit Pˆ = MˆUˆ un sous-groupe parabolique standard de Gˆ stable par θˆ et par
l’action galoisienne. Alors Pˆ correspond a` une classe de conjugaison de sous-K-espaces
paraboliques de KG˜ si et seulement si ∆ˆMˆ contient ∆ˆmin.
C’est exactement l’e´nonce´ du lemme 2.1 de [A1]. Nous le prouverons dans le para-
graphe suivant.
Il re´sulte de ce lemme que
(3) parmi les classes de conjugaison par KG(R) de paires paraboliques de KG, il y a
une unique classe minimale.
Une proprie´te´ e´quivalente est qu’il y a au moins un p ∈ Π tel que Gp soit ”plus
quasi-de´ploye´” que les autres composantes.
On doit de´finir correctement les espaces L(KM˜), P(KM˜) et F(KM˜) pour un K-
espace de Levi KM˜ . Si l’on de´finit L(KL˜) comme l’ensemble des K-espaces de Levi de
KG˜ contenant KM˜ , il y en a beaucoup trop. Pour cela, on fixe pour tout p ∈ Π une
paire parabolique minimale (Pp,0,Mp,0), qui donne naissance a` une paire d’espaces tordus
(KPp,0, KMp,0). Le re´sultat pre´ce´dent entraˆıne qu’il existe un unique sous-ensemble non
vide ΠM0 de Π ve´rifiant les deux conditions suivantes :
- la famille KM˜0 = (M˜p,0)p∈ΠM0 est un K-espace de Levi de KG˜ ;
- pour tous p ∈ Π, p′ ∈ ΠM0 , il existe xp′,p ∈ Gp′ tel que adxp′,p ◦ φ˜p′,p(P˜p,0, M˜p,0)
contienne (P˜p′,0, M˜p′,0).
On fixe de tels e´le´ments xp′,p. La construction suivante ne de´pendra pas de leur
choix. Il est facile de montrer que, pour tout K-espace de Levi KL˜ = (L˜p)p∈ΠL de KG˜,
l’ensemble d’indices ΠL contient ΠM0. On note L(KM˜0) l’ensemble des K-espaces de
Levi KL˜ = (L˜p)p∈ΠL de KG˜ ve´rifiant les deux conditions suivantes :
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- L˜p ⊃ M˜p,0 pour tout p ∈ Π
L ;
- adxp′,p ◦ φ˜p′,p(L˜p) = L˜p′ pour tous p ∈ Π
L, p′ ∈ ΠM0 .
Pour KM˜ = (M˜p)p∈ΠM ∈ L(KM˜0), on note L(KM˜) l’ensemble des KL˜ = (L˜p)p∈ΠL ∈
L(KM˜0) tels que Π
M ⊂ ΠL et M˜p ⊂ L˜p pour tout p ∈ Π
M . On de´finit de fac¸on similaire
les ensembles P(KM˜) et F(KM˜).
Les conside´rations des quatre paragraphes pre´ce´dents s’adaptent aux objets de´finis ci-
dessus. Du coˆte´ dual, il faut bien suˆr prendre pour paire (Pˆ0, Mˆ0) une paire qui correspond
a` (KP0, KM0).
3.6 Preuve du lemme 3.5
La ne´cessite´ de la condition re´sulte du lemme d’Arthur. Nos K-groupes peuvent se
comple´ter enK-groupes au sens d’Arthur. Si un sous-groupe parabolique Pˆ = MˆUˆ (stan-
dard, invariant par θˆ et par l’action galoisienne) correspond a` une classe de conjugaison
de sous-K-espaces paraboliques de KG˜, il correspond a fortiori a` une classe de conju-
gaison de sous-K-groupes paraboliques de ce K-groupe e´tendu, donc ve´rifie l’inclusion
∆ˆMˆ ⊃ ∆ˆmin.
Pour la re´ciproque, il suffit de traiter l’unique sous-groupe parabolique Pˆ = MˆUˆ tel
que ∆ˆMˆ = ∆ˆmin. En effet, si celui-ci correspond bien a` une classe de conjugaison de
sous-K-espaces paraboliques de KG˜, on peut fixer une composante G˜ de KG˜ et un sous-
espace parabolique P˜ de G˜ correspondant a` Pˆ . Les conside´rations de 3.1 s’appliquent
a` cette composante. En particulier, tout sous-groupe parabolique Pˆ ′ contenant Pˆ et
invariant par θˆ et par l’action galoisienne correspond a` un sous-espace parabolique P˜ ′ de
G˜ contenant P˜ . Dore´navant, on note Pˆ le sous-groupe ”minimal” de´fini ci-dessus.
Montrons que l’on peut se ramener au cas ou` KG˜ n’a pas d’autre espace de Levi que
lui-meˆme. En effet, supposons qu’il existe un espace parabolique propre KQ˜, de Levi
KL˜. Il correspond a` KL˜ un sous-ensemble ∆L de ∆, d’ou` un sous-ensemble ∆ˆL de ∆ˆ.
Remplac¸ant dans les constructions KG˜ par KL˜, on de´finit un sous-ensemble ∆ˆLmin de
∆ˆL. Si on suppose l’assertion prouve´e pour KL˜, il correspond a` ce sous-ensemble ∆ˆLmin
un sous-espace parabolique de KL˜, d’ou` aussi un sous-espace parabolique de KG˜. Pour
obtenir l’assertion cherche´e pour G˜, il suffit de prouver l’e´galite´
(1) ∆min = ∆
L
min.
Par le sens de´ja` prouve´ du lemme, on a en tout cas ∆min ⊂ ∆
L. En affectant des
exposants L aux termes construits a` l’aide deKL˜, les de´finitions nous rame`nent a` prouver
l’e´galite´
(2) χKG˜(̟
ΓR
α ) = χKL˜(̟
L,ΓR
α ) pour tout α ∈ ∆
L.
Fixons une composante L˜ de KL˜, qui est incluse dans une composante G˜ de KG˜.
On utilise ces composantes pour effectuer les constructions du paragraphe pre´ce´dent,
en les affectant d’exposants G ou L. On suppose que L˜ est standard pour la paire de
Borel e´pingle´e E et on prend pour paire de Borel e´pingle´e EL la restriction de E . On
peut alors supposer que u∗(σ) est le produit d’un e´le´ment de Z(Lsc) et de l’image de
u∗L(σ) ∈ L∗SC dans G
∗
SC . Alors u
∗ est une cochaˆıne a` valeurs dans Lsc, qui de´finit un
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e´le´ment de H1(ΓR;Lad) que l’on note v
∗. On a des applications naturelles
H1(ΓR;GAD)
ր
H1(ΓR;Lad)
ց
H1(ΓR;LAD).
L’e´le´ment v∗ s’envoie sur u∗ad par la fle`che du haut et sur u
∗L
ad par celle du bas. D’apre`s
[K2] the´ore`me 1.2, v∗ de´finit un caracte`re χ de Z(Lˆsc)
ΓR/Z(Lˆsc)
ΓR,0. On a un diagramme
dual
Z(GˆSC)
ΓR
ց
Z(Lˆsc)
ΓR/Z(Lˆsc)
ΓR,0
ր
Z(LˆSC)
ΓR
Le caracte`re χKG˜ est compose´ de χ et de la fle`che du haut tandis que χKL˜ est compose´ de
χ et de la fle`che du bas. Cela nous rame`ne a` prouver que, pour α ∈ ∆L, les images dans
Z(Lˆsc)
ΓR/Z(Lˆsc)
ΓR,0 de̟ΓRα et de̟
L,ΓR
α sont e´gales. Ecrivons ̟
ΓR
α ∈ X∗(Tˆad) sous la forme
1
N
(x∗ + y∗), ou` N est un entier strictement positif, x∗ ∈ X∗(Z(Lˆsc)
0) et y∗ ∈ X∗(Tˆ
L
sc). Ici
TˆLsc est l’image re´ciproque de Tˆ dans LˆSC . Le groupeX∗(Tˆ
L
sc) est engendre´ par les e´le´ments
de ∆L (un e´le´ment β ∈ ∆ e´tant identifie´ a` la coracine associe´e a` βˆ ∈ ∆ˆ). Il re´sulte des
de´finitions que ̟L,ΓRα =
1
N
y∗ et que x∗ est invariant par ΓR. Par de´finition, l’e´le´ment
de Z(GˆSC) correspondant a` ̟
ΓR
α est x∗(ζ)y∗(ζ), ou` ζ = e
2πi/N tandis que l’e´le´ment de
Z(LˆSC) correspondant a` ̟
L,ΓR
α est y
∗(ζ). Quand on pousse ces e´le´ments dans Z(Lˆsc), ces
deux e´le´ments diffe`rent par x∗(ζ), qui appartient a` Z(Lˆsc)
ΓR,0. Cela prouve (2) et (1).
On suppose de´sormais que KG˜ n’a pas d’autre espace de Levi que lui-meˆme. Remar-
quons qu’il revient au meˆme de supposer que, pour chaque composante G˜, le groupe G
lui-meˆme n’a pas de groupe de Levi propre. On a vu en effet qu’un groupe de Levi mini-
mal donnait naissance a` un espace de Levi. Remarquons aussi que, sous notre hypothe`se,
la proprie´te´ a` prouver est l’e´galite´ ∆min = ∆.
Montrons maintenant que l’on peut supposer que G est simplement connexe. En ef-
fet, fixons une composante G˜ de KG˜ et un e´le´ment γ ∈ G˜(R). L’automorphisme adγ se
rele`ve en un automorphisme de GSC . On peut introduire un espace tordu G˜SC sur GSC ,
que l’on note formellement GSCγsc, de la fac¸on suivante. La multiplication a` gauche est
e´vidente. Celle de droite est de´finie par gscγscxsc = gscadγ(xsc)γsc. Enfin l’action galoi-
sienne est σ(gscγsc) = σ(gsc)γsc. L’application G˜SC → G˜ de´finie par gscγsc 7→ π(gsc)γ est
un homomorphisme d’espaces tordus en un sens e´vident. On peut comple´ter G˜SC en un
K-espace KG˜SC et on ve´rifie que l’application pre´ce´dente s’e´tend en un homomorphisme
KG˜SC → KG˜ (remarquons toutefois que l’application qui s’en de´duit entre les ensembles
de composantes connexes de ces espaces n’est en ge´ne´ral ni injective, ni surjective). Il est
clair que l’hypothe`se sur KG˜ est aussi ve´rifie´e pour KG˜SC : GSC et les autres groupes
de KG˜SC n’ont pas d’autres groupes de Levi qu’eux-meˆmes. L’ensemble ∆min ne change
pas puisque n’interviennent dans sa de´finition que les groupes GˆSC et GˆAD qui n’ont pas
change´. Si on suppose de´montre´e l’assertion pour KG˜SC , on conclut ∆min = ∆, ce qui
est la meˆme assertion que pour KG˜.
On suppose de´sormais que G est simplement connexe. On conserve toutefois la nota-
tion GSC quand elle est plus suggestive. On fixe une composante G˜ de KG˜ et un e´le´ment
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γ ∈ G˜(R) fortement re´gulier. On choisit une paire de Borel e´pingle´e E de G = GSC dont
le tore sous-jacent T = Tsc est conserve´ par adγ . On utilise cette paire de Borel e´pingle´e
dans les constructions du paragraphe pre´ce´dent. Le tore est de´fini sur R pour l’action
naturelle comme pour l’action quasi-de´ploye´e. Il en re´sulte que u∗(σ) normalise Tsc pour
tout σ ∈ ΓR. Ne´cessairement, son image w(σ) dans le groupe de Weyl W est invariante
par θ∗. L’hypothe`se que G n’a pas d’espace de Levi propre entraˆıne que T = Tsc est
elliptique. En notant σ l’unique e´le´ment non trivial de ΓR, w(σ) ◦σG∗ agit donc par −1
sur X∗(Tsc). Il en re´sulte que w(σ) envoie toute racine positive sur une racine ne´gative.
C’est donc l’e´le´ment de W de plus grande longueur, que l’on note w. Introduisons la
section de Springer n : W → GSC , cf. [LS] 2.1. A ce point, on a prouve´ que l’on pouvait
supposer supposer
u∗(1) = 1, u∗(σ) = tn(w),
pour un e´le´ment t ∈ Tsc. Soit α ∈ ∆. On dispose de´ja` de l’e´le´ment Eα de l’e´pinglage. On
introduit l’e´le´ment E−α de l’espace radiciel de g associe´ a` −α, normalise´ de sorte que
[Eα, E−α] = αˇ, en identifiant la coracine αˇ a` un e´le´ment de t. Notons Gα le sous-groupe
de G engendre´ par T et les sous-groupes radiciels associe´s a` α et −α. Puisque l’action
galoisienne naturelle e´change α et −α, ce groupe est de´fini sur R. Puisque G est semi-
simple et n’a pas de Levi propre, G(R) est compact, donc aussi Gα(R). Comme on le
sait ([S2] paragraphe 2), cela implique qu’il existe des e´le´ments cα, c−α ∈ C
× tels que
[c−αEα, cαEα] = αˇ et σG(cαEα) = −c−αE−α. La premie`re relation dit que c−α = c
−1
α .
Montrons que l’on a
(3) adn(w) ◦ σG∗(Eα) = −E−α.
On a adn(w) ◦ σG∗(αˇ) = −αˇ et il existe des nombres complexes non nuls x et y de sorte
que adn(w) ◦ σG∗(Eα) = xE−α, adn(w) ◦ σG∗(E−α) = yEα. Ces trois relations entraˆınent
xy = 1. Notons sα la syme´trie relative a` α. Par de´finition,
n(sα) = exp(Xα)exp(−X−α)exp(Xα).
Un calcul matriciel entraˆıne l’e´galite´ n(w)σG∗(n(sα))n(w)
−1 = αˇ(−x−1)n(sα). Mais le
lemme 2.1.A de [LS] entraˆıne n(w)n(sα)n(w)
−1 = n(sα). D’ou` αˇ(−x
−1) = 1 et x = −1
puisque notre groupe est simplement connexe. Cela prouve (3).
Il re´sulte de (3) que σG(cαEα) = −α(t)
−1cαE−α = −α(t)
−1(cαcα)c−αE−α. La condi-
tion de compacite´ nous dit donc que α(t) est un re´el positif, et cela pour tout α ∈ ∆.
Cette proprie´te´ implique que l’on peut trouver un e´le´ment t′ =
∏
α∈∆ αˇ(tα), avec des tα
re´els positifs, tel que (t′)2 a meˆme image que t dans Tad. Notons que σG(t
′) = (t′)−1.
Donc t = ζt′σG(t
′)−1, avec ζ ∈ Z(G) = Z(GSC). Alors
u∗(σ) = ζt′σG(t
′)−1n(w) = ζt′n(w)σG∗(t
′)−1.
En remplac¸ant E par ad−1t′ (E), on fait disparaˆıtre le cobord et on obtient
u∗(σ) = ζn(w),
avec ζ ∈ Z(GSC). Mais on peut toujours multiplier notre cochaˆıne par une cochaˆıne a`
valeurs dans Z(GSC). Cela nous rame`ne au cas ou`
u∗(1) = 1, u∗(σ) = n(w).
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Calculons le cobord du∗. On a du∗(1, 1) = du∗(σ, 1) = du∗(1,σ) = 1 et du∗(σ,σ) =
n(w)σG∗(n(w)). L’e´le´ment w est invariant par l’action galoisienne et n est e´quivariant
pour cette action. Donc σG∗(n(w)) = n(w). En appliquant de nouveau le lemme 2.1.A
de [LS], on obtient
du∗(σ,σ) =
∏
α>0
αˇ(−1),
ou` le produit est pris sur toutes les racines de T dans G qui sont positives pour B. Il est
d’usage de noter 2ρˇ la somme
∑
α>0 αˇ. On prendra garde a` cette notation : ρˇ n’est pas
force´ment une somme de coracines a` coefficients entiers, mais seulement a` coefficients
demi-entiers. En tout cas, ρˇ appartient a` X∗(Tad) car on sait que < α, ρˇ >= 1 pour tout
α ∈ ∆. On peut e´crire de fac¸on unique 2ρˇ comme somme d’un e´le´ment de 2X∗(Tsc) et
d’un e´le´ment
ǫˇ =
∑
α∈∆
ǫααˇ,
avec des coefficients ǫα e´gaux a` 0 ou 1. On obtient du
∗(σ,σ) = (2ρˇ)(−1) = ǫˇ(−1).
Rappelons comment on identifie un e´le´ment de H2(ΓR;Z(GSC)) a` un caracte`re de
Z(GˆSC)
ΓR. Tout d’abord, fixons un entier N ≥ 1 tel que NX∗(Tad) ⊂ X∗(Tsc) et une
racine primitive d’ordre N de l’unite´ ζ ∈ C×. L’application x∗ 7→ (Nx∗)(ζ) de´finie sur
X∗(Tad) se quotiente en un isomorphisme
X∗(Tad)/X∗(Tsc) ≃ Z(GSC).
Il n’est pas e´quivariant par l’action galoisienne : puisque σ(ζ) = ζ−1, l’isomorphisme
transporte l’action de σ en l’oppose´ de cette action. Un e´le´ment de H2(ΓR;Z(GSC))
peut toujours se repre´senter par une cochaˆıne v ve´rifiant comme ci-dessus v(1, 1) =
v(1,σ) = v(σ, 1) = 1. L’e´le´ment v = v(σ,σ) ve´rifie v = σ(v) = 1 (par la condition
de cocycle) et s’identifie donc a` un e´le´ment x ∈ X∗(Tad)/X∗(Tsc) tel que xσ(x) = 1.
On voit que x est uniquement de´termine´ par la classe de v modulo un e´le´ment de la
forme yσ(y)−1. Puisque X∗(Tad) est le dual de X∗(Tˆsc) et X∗(Tsc) est le dual de X∗(Tˆad),
les deux groupes X∗(Tad)/X∗(Tsc) et X∗(Tˆad)/X∗(Tˆsc) ≃ Z(GˆSC) sont duaux. Donc x
de´finit un caracte`re de Z(GˆSC). La restriction de ce caracte`re au sous-groupe Z(GˆSC)
ΓR
ne change pas si on multiplie x par un e´le´ment de la forme yσ(y)−1. Cette restriction ne
de´pend donc que de v. C’est le caracte`re associe´ a` v.
Applique´e a` du∗, cette construction nous dit que le caracte`re χKG˜ s’identifie au ca-
racte`re de X∗(Tˆad)/X∗(Tˆsc) associe´ a` l’e´le´ment ρˇ ∈ X∗(Tad). Par de´finition, l’ensemble
∆min est alors la re´union de
- l’ensemble des α ∈ ∆ tels que σG∗(α) = α et < ̟α, ρˇ > 6∈ Z ;
- l’ensemble des α ∈ ∆ tels que σG∗(α) 6= α et < ̟α, ρˇ > + < σG∗(̟α), ρˇ > 6∈ Z.
L’e´le´ment ρˇ est invariant par l’action galoisienne et son produit avec tout e´le´ment ̟α
appartient a` 1
2
Z. Le second ensemble ci-dessus est donc vide. D’autre part la condition
< ̟α, ρˇ > 6∈ Z e´quivaut a` ǫα = 1. On obtient que ∆min est forme´ d’e´le´ments fixes par
l’action galoisienne et que l’on a une e´galite´
ǫˇ = (
∑
α∈∆min
αˇ) + (
∑
α∈∆′
αˇ + σG∗(αˇ)),
ou` ∆′ est un certain sous-ensemble de ∆−∆min forme´ d’e´le´ments α tels que σG∗(α) 6= α.
Remarquons que, puisque ρˇ est invariant par θ∗, ǫˇ l’est aussi. Donc ∆min l’est (ce qui
e´tait de´ja` e´vident) ainsi que l’ensemble ∆′ ⊔ σG∗(∆
′).
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Reprenons les calculs effectue´s dans le paragraphe pre´ce´dent. On peut e´crire γ = te,
avec t ∈ T et e ∈ Z(G˜, E). Comme on l’a dit, on a pour tout σ ∈ ΓR une e´galite´
adu(σ) ◦ σG(e) = z(σ)
−1e,
avec z(σ) ∈ Z(G) = Z(GSC). Ou encore
σG(e) = z(σ)
−1adu∗(σ)(e) = z(σ)
−1u∗(σ)θ∗(u∗(σ))−1e.
Mais θ∗(u∗(σ)) = u∗(σ). La condition devient simplement σG(e) = z(σ)
−1e. Puisque
γ ∈ G˜(R), on a σG(te) = te, ou encore σG(t) = z(σ)t. Cela entraˆıne que l’image tad
de t dans Tad appartient a` Tad(R). Mais Tad est elliptique. Donc Tad(R) est connexe
et l’application π : Tsc(R) → Tad(R) est surjective. On peut donc e´crire t = t0ζ , avec
t0 ∈ Tsc(R) et ζ ∈ Z(GSC). Alors ζe = t
−1
0 γ ∈ G˜(R). Quitte a` remplacer e par ζe, on a
construit un e´le´ment e ∈ Z(G˜, E) qui appartient a` G˜(R).
Traduisons maintenant ce que l’on cherche. On veut trouver un cocycle∇ : ΓR → GSC
tel que sa classe dans H1(ΓR;GSC) soit invariante par θ et tel que la condition suivante
soit ve´rifie´e. Introduisons un groupe G′ sur R muni d’un isomorphisme φ : G′ → G
de sorte que φ ◦ σ(φ)−1 = ad∇(σ) pour tout σ ∈ ΓR. Notons P
∗ = M∗U∗ le sous-groupe
parabolique standard de G∗ tel que l’ensemble de racines simples associe´ a`M∗ soit ∆min.
On veut que P ∗ se transfe`re a` G′. Comme on l’a dit dans le paragraphe pre´ce´dent, que ∇
soit un cocycle a` valeurs dans GSC revient a` dire que d(∇u
∗) = du∗. De plus, quand on
remplace G par G′, on remplace u∗ par ∇u∗. La dernie`re condition ci-dessus signifie que
l’image de ∇u∗ dans G∗ad est cohomologue a` une cochaˆıne a` valeurs dansM
∗
ad. Traduisons
la condition d’invariance par θ. On se rappelle que cette action θ est l’action adγ pour
un e´le´ment γ ∈ G˜(R). On peut choisir pour γ l’e´le´ment e fixe´ ci-dessus. Alors θ = θ∗ et
la condition signifie qu’il existe g ∈ GSC tel que θ
∗(∇(σ)) = g∇(σ)σG(g)
−1 pour tout
σ ∈ ΓR. Puisque u
∗(σ) est fixe par θ∗, cette relation e´quivaut a`
θ∗(∇(σ)u∗(σ)) = g∇(σ)σG(g)
−1u∗(σ) = g∇(σ)u∗(σ)σG∗(g)
−1.
Supposons trouve´ une cochaˆıne v∗ : ΓR →M
∗
sc =M
∗ telle que
(4) dv∗ = du∗ ;
(5) il existe t ∈ Tsc tel que θ
∗(v∗(σ)) = tv∗(σ)σG∗(t)
−1 pour tout σ ∈ ΓR.
Alors le cocycle ∇ = v∗(u∗)−1 re´pond a` la question.
Pour construire v∗, on a besoin de quelques remarques pre´liminaires concernant les
ensembles ∆min et ∆
′. Rappelons que ∆min ⊔∆
′ ⊔σG∗(∆
′) est l’ensemble des α ∈ ∆ tels
que, quand on e´crit 2ρˇ =
∑
β∈∆ cββ, le coefficient cα soit impair. Or on sait calculer 2ρˇ
pour chaque syste`me de racines irre´ductible. On renvoie aux tables de Bourbaki ([Bour]).
On s’aperc¸oit en consultant ces tables que ∆min⊔∆
′⊔σG∗(∆
′) est forme´ de racines deux
a` deux orthogonales. Puisque de plus, σG∗ fixe tout e´le´ment de ∆min, il en re´sulte que
M∗SC est un produit de groupes SL(2) indexe´s par les racines α ∈ ∆min. Introduisons
l’e´le´ment de plus grande longueur du groupe de Weyl de M∗, que l’on note ω. C’est
simplement le produit des syme´tries sα associe´es aux α ∈ ∆min et on a ω(α) = −α pour
tout α ∈ ∆min. Enfin, puisque ∆
′ ⊔σG∗(∆
′) est orthogonal a` ∆min, on a ω(α) = α pour
tout α ∈ ∆′ ⊔ σG∗(∆
′).
Introduisons l’e´le´ment
x =
∏
α∈∆′
αˇ(−1) ∈ Tsc.
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D’efinissons la cochaˆıne v∗ par v∗(1) = 1 et v∗(σ) = xn(ω). Elle prend ses valeurs dans
M∗sc. On va montrer qu’elle ve´rifie les conditions (4) et (5).
On a
dv∗(σ,σ) = xadn(ω) ◦ σG∗(x)
−1n(ω)σG∗(n(ω)).
On a σG∗(x) =
∏
α∈∆′ σ(αˇ)(−1). On a vu plus haut que toutes les coracines intervenant
ici sont fixes par ω. D’ou`
xadn(ω) ◦ σG∗(x)
−1 =
∏
α∈∆′
αˇ(−1)σG∗(αˇ)(−1).
On calcule n(ω)σG∗(n(ω)) comme on a calcule´ plus haut n(w)σG∗(n(w)). Ce terme vaut
(2ρˇM
∗
)(−1), ou` 2ρˇM
∗
est la somme des racines positives dans M∗. Puisque M∗SC est un
produit de groupes SL(2), on a simplement 2ρˇM
∗
=
∑
α∈∆min
αˇ. Cela conduit a` l’e´galite´
dv∗(σ,σ) = ǫˇ(−1),
autrement dit
dv∗(σ,σ) = du∗(σ,σ).
Cela ve´rifie la condition (4).
On a xσG∗(x) =
∏
α∈∆′⊔σG∗ (∆
′) αˇ(−1). Or l’ensemble ∆
′ ⊔ σG∗(∆
′) est invariant par
θ∗. Donc xσG∗(x) est invariant par θ
∗. Autrement dit, l’e´le´ment y = θ∗(x)x−1 ve´rifie
yσG∗(y) = 1. Conside´rons le sous-tore T
′′ de Tsc tel que X∗(T
′′) = ∆′ ⊔ σG∗(∆
′), muni
de l’action σ 7→ σG∗ . C’est un tore induit donc H
1(ΓR;T
′′) = 0. L’application 1 7→ 1,
σ 7→ y est un cocycle a` valeurs dans ce tore, donc est un cobord. Il existe donc t ∈ T ′′
tel que y = tσG∗(t)
−1. Parce que ω ope`re trivialement sur ∆′ ⊔ σG∗(∆
′), adv∗(σ) fixe T
′′.
On a aussi bien y = tadv∗(σ) ◦ σG∗(t)
−1. Autrement dit
θ∗(x)x−1 = tv∗(σ)σG∗(t)
−1v∗(σ)−1,
ou encore
θ∗(x)x−1v∗(σ) = tv∗(σ)σG∗(t)
−1,
ou encore
θ∗(x)n(ω) = tv∗(σ)σG∗(t)
−1,
ou encore
θ∗(v∗(σ)) = tv∗(σ)σG∗(t)
−1,
puisque n(ω) est fixe par θ∗. La relation pre´ce´dente e´quivaut a` (5). Cela ache`ve la
de´monstration. 
4 Stabilite´ et image du transfert
4.1 Rappels sur la descente d’Harish-Chandra et la transfor-
mation de Fourier
Le corps F est de nouveau un corps local quelconque de caracte´ristique nulle. Dans
les premiers paragraphes, on fixe des mesures de Haar pour se de´barrasser des espaces
de mesures.
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Oublions pour un temps les espaces tordus, c’est-a`-dire supposons G˜ = G, mais
conservons le caracte`re ω. Un certain nombre de de´finitions se descendent aux alge`bres
de Lie, par exemple les inte´grales orbitales. On utilise pour ces alge`bres des notations
analogues a` celles pour les groupes.
On introduit une transformation de Fourier f 7→ fˆ dans l’espace C∞c (g(F )) rela-
tive a` un bicaracte`re invariant par conjugaison par G(F ) (en appelant conjugaison l’ac-
tion adjointe). Cette transformation de Fourier conserve le noyau de l’homomorphisme
C∞c (g(F )) → I(g(F ), ω), donc passe au quotient en une transformation f 7→ fˆ dans
I(g(F ), ω). D’autre part, pour tout Levi M de G, on a une e´galite´ (fˆ)M,ω = (fM,ω )ˆ.
Cela entraˆıne que la transformation de Fourier conserve le sous-espace C∞cusp(g(F ), ω) ⊂
C∞c (g(F )) des fonctions f telles que fM,ω = 0 dans I(m(F ), ω) pour tout Levi propre M
de G.
Les proprie´te´s suivantes re´sultent d’une part de la conjecture de Howe (qui n’est plus
une conjecture depuis longtemps), ou plutoˆt de sa variante concernant les inte´grales orbi-
tales tordues par ω, d’autre part de l’inte´grabilite´ des transforme´es de Fourier d’inte´grales
orbitales.
Soit u un ouvert de greg(F ) dont l’adhe´rence contienne un voisinage de 0. Alors
(1) si F est non-archime´dien, pour tout f ∈ C∞c (g(F )), il existe f
′ ∈ C∞c (u) telle que
les inte´grales orbitales de f et de fˆ ′ co¨ıncident dans un voisinage de 0.
Notons g(F )ell le sous-ensemble des e´le´ments semi-simples re´guliers et elliptiques dans
g(F ). Alors
(2) si F est non-archime´dien, pour tout f ∈ C∞cusp(g(F ), ω), il existe f
′ ∈ C∞c (u ∩
g(F )ell) telle que les inte´grales orbitales de f et de fˆ
′ co¨ıncident dans un voisinage de 0.
Supposons donne´ un groupe Ξ d’automorphismes de G, de´finis sur F et conservant
le caracte`re ω. Supposons que l’image de Ξ dans le groupe d’automorphismes exte´rieurs
de G soit finie. On peut supposer que le bicaracte`re utilise´ pour de´finir la transformation
de Fourier est invariant par Ξ. Alors la transformation de Fourier est e´quivariante pour
l’action de Ξ. Dans les assertions pre´ce´dentes, si l’on suppose que u est invariant par Ξ
et que l’image de f dans I(g(F ), ω) est fixe par Ξ, on peut imposer qu’il en est de meˆme
de celle de f ′.
Revenons au cas ge´ne´ral (on ne suppose plus G˜ = G). Soient η ∈ G˜ss(F ) et u un
voisinage ouvert de 0 dans gη(F ) ve´rifiant les deux conditions suivantes
- u est invariant par conjugaison par ZG(η, F ) ;
- si X ∈ u, alors sa partie semi-simple Xss appartient a` u.
On va e´noncer des proprie´te´s qui sont vraies pourvu que u soit assez petit. En
particulier, on suppose u assez petit pour que l’exponentielle y soit de´finie. On pose
Uη = exp(u) ⊂ Gη(F ). Notons U˜ l’ensemble des e´le´ments de G˜(F ) qui sont conjugue´s
par un e´le´ment de G(F ) a` un e´le´ment de Uηη. C’est un ouvert de G˜(F ). Notons I(U˜ , ω)
l’image de C∞c (U˜) dans I(G˜(F ), ω), I(Uη, ω) celle de C
∞
c (Uη) dans I(Gη(F ), ω) et I(u, ω)
celle de C∞c (u) dans I(gη(F ), ω). L’exponentielle e´tablit un isomorphisme entre I(Uη, ω)
et I(u, ω). Remarquons que le groupe ZG(η;F ) agit naturellement sur I(Gη(F ), ω) et
I(gη(F ), ω). De´finissons une correspondance entre C
∞
c (U˜) et C
∞
c (Uη) par : f ∈ C
∞
c (U˜) et
φ ∈ C∞c (Uη) se correspondent si et seulement si on a l’e´galite´ I
G˜(xη, ω, f) = IGη(x, ω, φ)
pour tout e´le´ment re´gulier x ∈ Uη tel que xη soit fortement re´gulier dans G˜ (il est sous-
entendu que les mesures sur Gxη(F ) = (Gη)x(F ) qui interviennent dans la de´finition de
ces inte´grales orbitales sont les meˆmes pour les deux inte´grales). La the´orie de la descente
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affirme que cette correspondance se quotiente en un isomorphisme
descG˜η : I(U˜ , ω)→ I(Uη, ω)
ZG(η;F ),
ou`, selon l’usage, l’exposant ZG(η;F ) de´signe le sous-espace d’invariants par ce groupe.
Via l’exponentielle, on peut aussi conside´rer que descG˜η prend ses valeurs dans I(u, ω)
ZG(η,F ).
Supposons η elliptique. Alors le meˆme re´sultat vaut pour les fonctions cuspidales.
C’est-a`-dire, de´finissons C∞cusp(U˜) = C
∞
cusp(G˜(F )) ∩C
∞
c (U˜), notons Icusp(U˜ , ω) son image
dans Icusp(G˜(F ), ω) et de´finissons de meˆme C
∞
cusp(Uη) et Icusp(Uη, ω). L’application pre´ce´dente
se restreint en un isomorphisme
descG˜η : Icusp(U˜ , ω)→ Icusp(Uη, ω)
ZG(η;F ).
4.2 Filtration de I(G˜(F ), ω)
L’espace G˜ et le corps F sont quelconques. Pour un entier n ≥ −1, notons FnI(G˜(F ), ω)
l’espace des f ∈ I(G˜(F ), ω) tels que fM˜,ω = 0 pour tout espace de Levi M˜ tel que aM˜ > n.
C’est aussi l’espace des f ∈ I(G˜(F ), ω) qui ve´rifient la condition
(1) pour tout γ ∈ G˜reg(F ) tel que dim(AGγ ) > n, on a I
G˜(γ, ω, f) = 0.
Ces espaces forment une filtration
{0} = FaG˜−1I(G˜(F ), ω) ⊂ Icusp(G˜(F ), ω) = F
a
G˜(G˜(F ), ω) ⊂ FaG˜+1(G˜(F ), ω) ⊂ ...
⊂ I(G˜(F ), ω) = FaM˜0 (G˜(F ), ω),
ou` M˜0 est un espace de Levi minimal. On note GrI(G˜(F ), ω) l’espace gradue´ associe´ a`
cette filtration. Fixons un ensemble de repre´sentants L des classes de conjugaison par
G(F ) d’espaces de Levi de G˜. Notons Ln le sous-ensemble des M˜ ∈ L tels que aM˜ = n.
L’application
FnI(G˜(F ), ω) → ⊕M˜∈LnI(M˜(F ), ω)
W (M˜)
f 7→ (fM˜,ω)M˜∈Ln
se quotiente en un homomorphisme injectif
GrnI(G˜(F ), ω) = FnI(G˜(F ), ω)/Fn−1I(G˜(F ), ω)→ ⊕M˜∈LnIcusp(M˜(F ), ω)
W (M˜).
Lemme. Cet homomorphisme est bijectif.
Preuve. Dans le cas ou` F est re´el, l’assertion est prouve´e par Bouaziz ([Boua],
the´ore`me 3.3.1) dans le cadre non tordu et par Renard ([R1] the´ore`me 11.2) dans le cadre
tordu mais pour ω = 1. La preuve de Renard s’e´tend au cas ω quelconque. En effet, un
argument de descente nous rame`ne a` une question analogue pour l’alge`bre de Lie. Intro-
duisons le groupe G♮ = Z(G)
0×GSC et l’espace I(g♮(F )) des inte´grales orbitales relatives
a` ce groupe et a` son caracte`re trivial. Il y a un homomorphisme π♮ : G♮(F ) → G(F ) de
conoyau fini et ω se factorise par ce conoyau. D’autre part, G♮ et G ont meˆme alge`bre
de Lie. Le conoyau G(F )/π♮(G♮(F )) agit naturellement sur I(g♮(F )). Alors notre espace
I(g(F ), ω) d’inte´grales orbitales tordues par ω s’identifie au sous-espace de I(g♮(F )) ou` ce
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conoyau agit par le caracte`re ω. Passer a` un tel sous-espace est une ope´ration a` peu pre`s
triviale et tous les re´sultats voulus pour I(g(F ), ω) se de´duisent ainsi de ceux concernant
I(g♮(F )).
Le cas ou` F = C se rame`ne au cas F = R en remplac¸ant les groupes et les espaces
par leurs images par restriction des scalaires de C a` R.
On suppose maintenant F non-archime´dien. On doit prouver la surjectivite´ de l’ho-
momorphisme. On va d’abord prouver un analogue partiel pour les alge`bres de Lie.
Supposons pour un moment que G˜ = G. On a de meˆme une filtration sur I(g(F ), ω) et
un homomorphisme injectif
GrnI(g(F ), ω) = FnI(g(F ), ω)/Fn−1I(g(F ), ω)→ ⊕M∈LnIcusp(m(F ), ω)
W (M˜).
Montrons que :
(2) pour tout e´le´ment (fm)M∈Ln ∈ ⊕M∈LnIcusp(m(F ), ω)
W (M), il existe ϕ ∈ FnI(g(F ), ω)
tel que, pour tout M ∈ Ln, les inte´grales orbitales de ϕ et de fm co¨ıncident dans un voi-
sinage de 0 dans m(F ).
On peut fixer M ∈ Ln et supposer fm
′
= 0 pour tout M ′ ∈ Ln diffe´rent de M . En
fixant un bicaracte`re invariant par conjugaison de g(F ), on introduit une transformation
de Fourier dans C∞c (g(F )), cf. 4.1. On a de meˆme des transformations de Fourier dans
C∞c (l(F )) pour tout Levi L de G. D’apre`s 4.1(2), on peut fixer f
′ ∈ C∞c (m(F )) telle que
- son support est forme´ d’e´le´ments elliptiques dans m(F ) et re´guliers dans g(F ) ;
- les inte´grales orbitales de fm et de fˆ ′ co¨ıncident dans un voisinage de 0.
En remplac¸ant f ′ par la moyenne de ses conjugue´s par un ensemble de repre´sentants
de W (M), on peut supposer l’image de f ′ dans I(m(F ), ω) invariante par W (M). Parce
que le support de f ′ est forme´ d’e´le´ments re´guliers, on n’a aucun mal a` trouver une
fonction ϕ′ ∈ C∞c (g(F )) telle que
- ϕ′M,ω = f
′ dans I(m(F ), ω) ;
- le support de ϕ′ est un voisinage assez petit dans g(F ) de celui de f ′.
Cette deuxie`me condition implique que le support de ϕ′ est forme´ d’e´le´ments re´guliers
dans g(F ) et conjugue´s par G(F ) a` des e´le´ments elliptiques de m(F ). Si M ′ est un Levi
de G, un tel e´le´ment ne peut appartenir a` m′(F ) que si M ′ contient un conjugue´ de M .
A fortiori ϕ′M ′,ω = 0 si M
′ ne ve´rifie pas cette condition
Posons ϕ = ϕˆ′. On a ϕM,ω = fˆ
′, donc les inte´grales orbitales de ϕ et de fm co¨ıncident
dans un voisinage de 0 dans m(F ). Soit M ′ un Levi de G qui ve´rifie soit aM ′ > n, soit
aM ′ = n et M
′ n’est pas conjugue´ a` M . Alors ϕM ′,ω = (ϕ
′
M ′,ω )ˆ = 0. Cela entraˆıne que
ϕ ∈ FnI(g(F ), ω) et que ϕM ′,ω = 0 pour tout M
′ ∈ L diffe´rent de M . Alors ϕ satisfait
les conditions de (2).
Supposons de plus qu’un groupe Ξ agit sur G par automorphismes de´finis sur F en
conservant le caracte`re ω. Supposons que l’image de Ξ dans le groupe d’automorphismes
exte´rieurs de G est fini. Supposons les transformations de Fourier e´quivariantes pour
cette action. L’action du groupe Ξ conserve la filtration (FnI(g(F ), ω))n∈N. Il agit na-
turellement sur l’espace ⊕M∈LnIcusp(m(F ), ω)
W (M˜) (un e´le´ment ξ ∈ Ξ envoie le terme
indexe´ par M sur celui indexe´ par l’unique e´le´ment de Ln conjugue´ a` ξ(M)). En prenant
les invariants par Ξ, on obtient un homomorphisme
GrnI(g(F ), ω)Ξ = FnI(g(F ), ω)Ξ/Fn−1I(g(F ), ω)Ξ → (⊕M∈LnIcusp(m(F ), ω)
W (M˜))Ξ.
On peut aussi bien remplacer ici Ξ par son image finie dans le groupe des automorphismes
de G quotiente´ par celui des automorphismes inte´rieurs de´finis par des e´le´ments de G(F ).
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En moyennant sur ce groupe fini, on obtient pour cet homomorphisme une assertion
analogue a` (2).
Revenons a` l’assertion du lemme. Un argument familier de partition de l’unite´ nous
rame`ne a` prouver l’assertion suivante :
(3) soient M˜ ∈ Ln, f ∈ Icusp(M˜(F ), ω)
W (M˜) et η ∈ M˜ss(F ) ; alors il existe ϕ ∈
FnI(G˜(F ), ω) tel que
- ϕM˜ ′,ω = 0 pour tout M˜
′ ∈ Ln diffe´rent de M˜ ;
- les inte´grales orbitales de f et ϕ coˆıncident dans un voisinage de η dans M˜(F ).
Fixons donc M˜ ∈ Ln, f ∈ Icusp(M˜(F ), ω)
W (M˜) et η ∈ M˜ss(F ). Si η n’est pas elliptique
dans M˜ , les inte´grales orbitales de f sont nulles au voisinage de η par cuspidalite´ de f
et la fonction ϕ = 0 re´sout la question. On suppose maintenant η elliptique dans M˜(F ).
Fixons un voisinage u de 0 dans gη(F ), ouvert et ferme´ et ve´rifiant les conditions de 4.1.
Posons uM = u ∩ mη(F ). On de´duit de u et uM des ouverts U˜ ⊂ G˜(F ) et U˜M ⊂ M˜(F ).
Posons FnI(U˜ , ω) = I(U˜ , ω) ∩ FnI(G˜(F ), ω), FnI(u, F ) = I(u, ω) ∩ FnI(gη(F ), ω). La
descente nous fournit un isomorphisme I(U˜ , ω) ≃ I(u, ω)ZG(η;F ). Celui-ci se restreint en
un isomorphisme
(4) Fn(U˜ , ω) ≃ Fn(u, ω)ZG(η;F ).
C’est clair en utilisant la caracte´risation (1) des filtrations. Par ailleurs, la descente nous
fournit un isomorphisme
Icusp(U˜M , ω) ≃ Icusp(uM , ω)
ZM (η;F ).
Notons floc l’image par cet isomorphisme de la restriction de f a` U˜M . SoitNorm(M˜, η;F )
l’intersection de ZG(η;F ) avec le normalisateur de M˜ dans G. Ce groupe est e´gal au
normalisateur de Mη dans ZG(η;F ) : un e´le´ment de ZG(η;F ) normalise M˜ ou Mη si
et seulement s’il normalise AM˜ = AMη . Parce que f est invariante par W (M˜), floc est
invariante par Norm(M˜ , η;F ). Notons Lnη l’analogue de L
n pour le groupe Gη. Pour R ∈
Lnη , on de´finit un e´le´ment f
r ∈ Icusp(l(F ), ω) de la fac¸on suivante. Si R n’est pas conjugue´
a`Mη par un e´le´ment de ZG(η;F ), on pose f
r = 0. Si R est conjugue´ a`Mη par un e´le´ment
de ZG(η;F ), on fixe un tel e´le´ment x. L’automorphisme adx de´finit un isomorphisme de
Icusp(mη(F ), ω) sur Icusp(r(F ), ω) et f
lη est l’image de floc par cet isomormophisme. La
proprie´te´ d’invariance ci-dessus montre que cette de´finition ne de´pend pas du choix de
x. La famille (f r)R∈Lnη appartient a` ⊕R∈Lnη Icusp(r(F ), ω)
WGη(R) et, par construction, elle
est invariante par l’action de ZG(η;F ). En appliquant l’assertion (2) renforce´e comme
on l’a explique´ ci-dessus, on choisit un e´le´ment ϕloc ∈ F
nI(g(F ), ω)ZG(η;F ) satisfaisant
la conclusion de (2). En utilisant (4), on rele`ve ϕloc en un e´le´ment ϕ
′ de Fn(U˜ , ω).
Conside´rons un voisinage u′ de 0 dans gη(F ) ve´rifiant les meˆmes conditions que u. On
en de´duit un voisinage U˜ ′ de η dans G˜(F ). Notons ϕ le produit de ϕ′ et de la fonction
caracte´ristique de U˜ ′. On va montrer que, si u′ est assez petit, ϕ ve´rifie (3). Cette fonction
appartient a` Fn(U˜ , ω), cet espace e´tant e´videmment stable par multiplication par la
fonction caracte´ristique d’un ensemble ouvert et ferme´ et invariant par conjugaison par
G(F ). Pour X ∈ mη(F ) assez proche de 0, on a
IG˜(exp(X)η, ω, ϕ) = IG˜(exp(X)η, ω, ϕ′) = IGη(X,ω, ϕloc)
= IMη(X,ω, floc) = I
M˜(exp(X)η, ω, f),
ce qui est la dernie`re condition requise. Soient M˜ ′ ∈ Ln diffe´rent de M˜ et γ un e´le´ment G˜-
re´gulier de M˜ ′(F ). On doit montrer que IG˜(γ, ω, ϕ) = 0. C’est clair si γ 6∈ U˜ ′. Supposons
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γ ∈ U˜ ′. On peut alors e´crire γ = g−1exp(X)ηg, avec g ∈ G(F ) et X ∈ u′. Quitte a`
changer g, on peut conjuguer X par un e´le´ment de Gη(F ) et supposer X assez proche
de 0. Posons M˜ ′′ = gM˜ ′g−1. Puisque γ ∈ M˜ ′(F ), on a exp(X)η ∈ M˜ ′′(F ). Donc AM˜ ′′ ⊂
ZG(exp(X)η). PourX assez petit, ce commutant est inclus dans ZG(η). Alors η ∈ M˜
′′(F ),
puis X ∈ m′′η(F ). On a comme ci-dessus
ω(g)IG˜(g−1exp(X)ηg, ω, ϕ) = IG˜(exp(X)η, ω, ϕ′) = IGη(X,ω, ϕloc) = I
M ′′η (X,ω, ϕloc,M ′′η ,ω).
On a AM˜ ′′ ⊂ AM ′′η . Si cette inclusion est stricte, dim(AM ′′η ) > n et les inte´grales orbitales
ci-dessus sont nulles puisque ϕloc ∈ F
nI(gη(F ), ω). Si l’inclusion ci-dessus est une e´galite´,
M ′′η est conjugue´ par Gη(F ) a` un e´le´ment de L
n
η et il re´sulte de notre construction que les
inte´grales ci-dessus sont encore nulles sauf si M ′′η est conjugue´ a` Mη par un e´le´ment de
ZG(η;F ). Il reste a` exclure cette possibilite´. Mais, parce que l’on a a` la fois AM˜ ′′ = AM ′′η
et AM˜ = AMη , dire que M
′′
η et Mη sont conjugue´s par un e´le´ment de ZG(η;F ) revient a`
dire que M˜ ′′ et M˜ le sont. Puisque M˜ ′′ et M˜ ′ sont conjugue´s par g, cela est exclu par
notre hypothe`se que M˜ ′ n’est conjugue´ a` M˜ par aucun e´le´ment de G(F ). 
4.3 Image de la restriction
Pour un espace de Levi M˜ de G˜, on note resM˜ l’homomorphisme
I(G˜(F ), ω) → I(M˜(F ), ω)
f 7→ fM˜,ω,
ou sa variante envoyant I(G˜(F ), ω)⊗Mes(G(F )) dans I(M˜(F ), ω)⊗Mes(M(F )). Soit
(M˜j)j=1,...,k une famille finie d’espaces de Levi de G˜. Conside´rons l’application line´aire
res = ⊕j=1,...,kresM˜j : I(G˜(F ), ω)⊗Mes(G(F ))→ ⊕j=1,...,kI(M˜j(F ), ω)⊗Mes(Mj(F )).
Lemme. L’image de res est l’espace des (ϕj)j=1,...,k ∈ ⊕j=1,...,kI(M˜j(F ), ω)⊗Mes(Mj(F ))
qui ve´rifient les conditions e´quivalentes suivantes :
(i) soient j, j′ ∈ {1, ..., k}, γ ∈ M˜j(F ) et γ
′ ∈ M˜j′(F ) deux e´le´ments G˜-re´guliers et
soit g ∈ G(F ) tel que γ′ = gγg−1 ; munissons Gγ(F ) et Gγ′(F ) de mesures de Haar se
correspondant par adg ; alors I
M˜j′ (γ′, ω,ϕj′) = ω(g)I
M˜j(γ, ω,ϕj) ;
(ii) soient j, j′ ∈ {1, ..., k}, R˜ un espace de Levi de M˜j et R˜
′ un espace de Levi de M˜j′
et soit g ∈ G(F ) tel que R˜′ = adg(R˜) ; alors ϕR˜′,ω est l’image de ϕR˜,ω par l’isomorphisme
I(R˜, ω)⊗Mes(R(F ))→ I(R˜′, ω)⊗Mes(R′(F )) de´duit de adg.
Remarque. Dans (i), la donne´e de γ et d’une mesure de Haar sur Gγ(F ) de´finit une
inte´grale orbitale qui est naturellement une forme line´aire sur I(M˜j(F ), ω)⊗Mes(Mj(F )).
Preuve. Pour simplifier les notations, on oublie les espaces de mesures. Il est clair que
les deux conditions de l’e´nonce´ sont e´quivalentes et qu’elles sont ve´rfie´es sur les e´le´ments
de l’image de res. Posons
I = ⊕j=1,...,kI(M˜j(F ), ω)
et, pour tout n,
FnI = ⊕j=1,...,kF
nI(M˜j(F ), ω).
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Notons J le sous-espace des (ϕj)j=1,...,k ∈ I satisfaisant les conditions (i) ou (ii). Il est
clair que res envoie FnI(G˜(F ), ω) dans FnI, donc aussi dans J ∩FnI. Donc res de´finit
une application
(1) GrnI(G˜(F ), ω)→ (J ∩ FnI)/(J ∩ Fn−1I).
On va montrer qu’elle est surjective. L’espace de de´part est isomorphe a`
(2) ⊕L˜∈Ln Icusp(L˜(F ), ω)
W (L˜)
tandis que l’espace d’arrive´e est inclus dans
(3) GrnI ≃ ⊕j=1,...,k ⊕R˜∈LM˜j ,n Icusp(R˜(F ), ω)
WMj (R˜).
L’image dans l’espace (2) de (J ∩ FnI)/(J ∩ Fn−1I) est contenu dans le sous-espace
des e´le´ments ve´rifiant la condition (ii) restreinte aux espaces de Levi R˜ ∈ LM˜j ,n et
R˜′ ∈ LM˜j′ ,n. Pour un e´le´ment (ϕR˜j )j=1,...k,R˜∈LM˜j,n ve´rifiant cette condition, on de´finit un
e´le´ment (f L˜)L˜∈Ln de l’espace (2) de la fac¸on suivante. Soit L˜ ∈ L
n. S’il n’existe pas de
j ∈ {1, ..., k} et de R˜ ∈ LM˜j ,n tel suq L˜ soit conjugue´ a` R˜ par un e´le´ment de G(F ), on
pose f L˜ = 0. Si au contraire il existe un tel couple (j, R˜), on en fixe un et on choisit un
e´le´ment g tel que adg(R˜) = L˜. Alors f
L˜ est l’image de ϕR˜ par l’isomorphisme de´duit de
adg. La condition (ii) entraˆıne que cela ne de´pend pas des choix et que la fonction f
L˜ est
bien invariante par W (L˜). Il est clair que (ϕR˜j )j=1,...,k,R˜∈LM˜j,n est l’image de (f
L˜)L˜∈Ln par
la compose´e de l’application (1) et de l’inclusion de son espace d’arrive´e dans l’espace
(3). Cela de´montre la surjectivite´ de l’application (1)
Par re´currence sur n, on en de´duit que l’application
res : FnI(G˜(F ), ω)→ J ∩ FnI
est surjective. Pour n grand, cela signifie que J est bien l’image de l’application res. 
4.4 Conjugaison stable
On a de´ja` rappele´ la notion de conjugaison stable pour les e´le´ments de G˜reg(F ) : deux
e´le´ments de cet ensemble sont stablement conjugue´s si et seulement s’ils sont conjugue´s
par un e´le´ment de G = G(F¯ ). Pour un e´le´ment η ∈ G˜ss(F ), on note Iη = GηZ(G)
θ et on
pose
Y(η) = {y ∈ G; ∀σ ∈ ΓF , yσ(y)
−1 ∈ Iη}.
Pour deux e´le´ments η, η′ ∈ G˜ss(F ), on appelle diagramme joignant η et η
′ un sextuplet
(η, B, T, B′, T ′, η′) tel que
(1) (B, T ) et (B′, T ′) sont des paires de Borel de G ;
(2) adη conserve (B, T ) et adη′ conserve (B
′, T ′) ;
(3) T et T ′ sont de´finis sur F et l’isomorphisme ξT,T ′ : T → T
′ issu des deux paires
est e´quivariant pour les actions galoisiennes ;
comple´tons les deux paires en des paires de Borel e´pingle´es E et E ′, e´crivons η = te,
avec t ∈ T et e ∈ Z(G˜, E) et e´crivons de meˆme η′ = t′e′ ; on impose que e et e′ aient
meˆme image dans Z(G˜) ; alors
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(4) ξT,T ′(t) ∈ t
′(1− θ′)(T ′), ou` θ′ est l’automorphisme de T ′ de´termine´ par E ′.
On voit que la condition (4) ne de´pend pas des choix auxiliaires.
Dans le cas ou` η et η′ sont fortement re´guliers, on montre comme au lemme 1.10(i)
qu’il existe un diagramme joignant η et η′ si et seulement si ces deux e´le´ments sont
stablement conjugue´s. En ge´ne´ral, conside´rons les conditions suivantes :
(st1) il existe y ∈ Y(η) tel que η′ = y−1ηy ;
(st2) il existe un diagramme (η, B, T, B′, T ′, η′) ;
(st3) il existe un diagramme (η, B, T, B′, T ′, η′) tel que
(st3)(a) si F est non archime´dien, T θ,0 est elliptique dans Gη (c’est-a`-dire T
θ,0/Z(Gη)
ne contient pas de sous-tore de´ploye´ non trivial) et (T ′)θ
′,0 est elliptique dans Gη′ ;
(st3)(b) si F est re´el, T θ,0 est fondamental dans Gη et (T
′)θ
′,0 est fondamental dans
Gη′ ;
(st4) (η, η′) appartient a` l’adhe´rence dans G˜(F ) × G˜(F ) de l’ensemble des couples
(γ, γ′) ∈ G˜reg(F )× G˜reg(F ) tels que γ et γ
′ sont stablement conjugue´s.
Lemme . Les conditions (st1) a` (st4) ci-dessus sont e´quivalentes.
Preuve. La meˆme preuve qu’au lemme 1.10(ii) montre l’e´quivalence de (st2) et (st4).
Supposons (st2) ve´rifie´e et fixons un diagramme (η, B, T, B′, T ′, η′). On comple`te les
paires de Borel en des paires e´pingle´es et on e´crit η et η′ comme en (4). Soit x ∈ G tel que
adx envoie E sur E
′. Les e´le´ments e et adx(e) ont par de´finition meˆme image dans Z(G˜).
L’hypothe`se de (4) est que e′ et e ont meˆme image dans Z(G˜). Cela signifie que, quitte
a` multiplier x par un e´le´ment de Z(G), on peut supposer adx(e) = e
′. L’isomorphisme
ξT,T ′ n’est autre que la restriction a` T de adx. D’apre`s (4), on peut donc e´crire adx(t) =
t′(1 − θ′)(t′′), avec un t′′ ∈ T ′. Alors xηx−1 = t′′η′(t′′)−1. Posons y = x−1t′′. On a
y−1ηy = η′. L’isomorphisme ξT,T ′ est encore la restriction de ady. Puisqu’il est de´fini sur
F , yσ(y)−1 commute a` T , donc appartient a` T , pour tout σ ∈ ΓF . L’e´galite´ y
−1ηy = η′
et le fait que η et η′ appartiennent a` G˜(F ) entraˆınent que yσ(y)−1 appartient aussi a`
ZG(η). Or T ∩ ZG(η) ⊂ Iη ([W1] 3.1(1)). Donc y ∈ Y(η) et (st1) est ve´rifie´e.
Supposons (st1) ve´rifie´e, fixons y ∈ Y(η) tel que y−1ηy = η′. Fixons, ainsi qu’il
est loisible, une paire de Borel (B, T ) conserve´e par adη, telle que T soit de´fini sur
F et T θ,0 soit elliptique dans Gη si F est non archime´dien, ou fondamental si F = R.
L’automorphisme ady−1 envoie Gη sur Gη′ et l’hypothe`se que y appartient a` Y(η) entraˆıne
que sa restriction a` Gη est un torseur inte´rieur entre ces deux groupes. On sait qu’un
tore elliptique, ou fondamental, se transfe`re a` toute forme inte´rieure (et son transfert
est encore elliptique ou fondamental). Quitte a` multiplier y a` droite par un e´le´ment
de Gη′ , on peut donc supposer que ady−1(T
θ,0) est de´fini sur F et que la restriction de
ady−1 : T
θ,0 → ady−1(T
θ,0) est de´fini sur F . Posons B′ = ady−1(B), T
′ = ady−1(T ).
Puisque T est le commutant de T θ,0, les proprie´te´s pre´ce´dentes impliquent que T est
de´fini sur F et que ady−1 : T → T
′ l’est aussi. Evidemment, adη′ conserve (B
′, T ′).
On comple`te nos paires en des paires e´pingle´es et on e´crit η et η′ comme en (4). Soit
x ∈ G qui envoie E ′ sur E . Comme ci-dessus, on peut imposer que adx(e
′) = e. Puisque
ady−1 et adx−1 envoient tous deux (B, T ) sur (B
′, T ′), on peut e´crire y = xt′′, avec un
t′′ ∈ T ′. L’e´galite´ ady−1(η) = η
′ entraˆıne que adx−1(t) = t
′(1 − θ′)(t′′). Puisque ξT,T ′ est
la restriction de adx−1 a` T , on obtient (4). Donc (η, B, T, B
′, T ′, η′) est un diagramme
ve´rifiant les conditions supple´mentaires de (st3).
Enfin, (st3) implique e´videmment (st2). 
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De´finition. On dit que η et η′ sont stablement conjugue´s si et seulement si les conditions
(st1),...,(st4) sont ve´rifie´es.
4.5 Conjugaison stable et application N G˜
Lemme . Soient η, η′ deux e´le´ments stablement conjugue´s de G˜ss(F ). Alors on a l’e´galite´
N G˜(η) = N G˜(η′) dans G˜0,ab(F ).
Preuve. On fixe une paire de Borel E , on e´crit η = π(x)e, avec x ∈ GSC et e ∈
Z(G˜, E). On pose θ = ade. L’e´le´ment N
G˜(η) est l’image dans G˜0,ab(F ) du cocycle (ν¯, e¯) ∈
Z1,0(ΓF ;Z(GSC) 	 Z(G˜)), ou` ν(σ) = θ(uE(σ))x
−1σ(x)uE(σ)
−1 (les¯de´signent les images
dans Z(GSC) ou Z(G˜)). Soit y ∈ Y(η) tel que η
′ = y−1ηy. Ecrivons y = zπ(v), avec
z ∈ Z(G) et v ∈ GSC . Alors η
′ = π(x′)e′, avec x′ = v−1xθ(v), e′ = z−1θ(z)e. L’e´le´ment
N G˜(η′) est l’image du cocycle (ν¯ ′, e¯′), ou`
ν ′(σ) = θ(uE(σ))θ(v)
−1x−1vσ(v)−1σ(x)σ(θ(v))uE(σ)
−1.
Introduisons l’action quasi-de´ploye´e σ 7→ σG∗ = aduE (σ) ◦ σ qui pre´serve E . Puisque
e ∈ Z(G˜, E), θ = ade est fixe pour cette action. Donc
uE(σ)σ(θ(v))uE(σ)
−1 = θ(uE(σ))θ(σ(v))θ(uE(σ))
−1.
Puisque ν ′ est a` valeurs centrales, on peut aussi bien conjuguer ν ′(σ) par cette expression
et on obtient
ν ′(σ) = θ(uE(σ)θ(σ(v)v
−1)x−1vσ(v)−1σ(x)uE(σ)
−1.
L’hypothe`se y ∈ Y(η) entraˆıne que π(vσ(v)−1) ∈ Z(G)Gη, a fortiori vadσ(vad)
−1 ∈ GAD,η.
Mais GSC,η s’envoie surjectivement sur GAD,η. Donc vσ(v)
−1 ∈ Z(GSC)GSC,η. Ecrivons
vσ(v)−1 = ζ(σ)g(σ), avec ζ(σ) ∈ Z(GSC) et g(σ) ∈ GSC,η. Cette dernie`re relation signifie
que xθ(g(σ))x−1 = g(σ). On calcule alors
ν ′(σ) = θ(ζ(σ))−1ζ(σ)ν(σ).
Donc ν¯ ′ = ν¯. On a aussi e¯′ = e¯ et le lemme s’ensuit. 
4.6 Description locale des classes de conjugaison stable
Pour η ∈ G˜ss(F ), fixons un ensemble de repre´sentants Y˙(η) de l’ensemble de doubles
classes Iη\Y(η)/G(F ). L’application qui a` y ∈ Y˙(η) associe la classe de conjugaison par
G(F ) de η[y] = y−1ηy est une surjection de Y˙(η) sur l’ensemble des classes de conjugaison
par G(F ) contenues dans la classe de conjugaison stable de η. En ge´ne´ral, elle n’est pas
injective. C’est toutefois le cas si η est fortement re´gulier.
Soit η ∈ G˜ss(F ). Fixons une forme quasi-de´ploye´e G¯ de Gη. On peut, si on veut,
fixer un torseur inte´rieur entre ces deux groupes. Nous pre´fe´rons dire que nous fixons
une identification entre la paire de Borel e´pingle´e de G¯ et celle de Gη. Pour tout y ∈
Y(η), l’automorphisme ady−1 permet d’identifier la paire de Borel e´pingle´e de Gη et
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celle de Gη[y], d’ou` une identification de cette dernie`re avec celle de G¯. Il y a donc une
correspondance entre classes de conjugaison stable semi-simples dans Gη[y](F ) et classes
de conjugaison stable semi-simples dans G¯(F ). D’autre part, les groupes ZG(η[y])/Iη[y]
s’identifient de fac¸on e´quivariante pour les actions. On note Ξ ce groupe commun. On le
fait agir sur G¯ de sorte que cette action conserve une paire de Borel e´pingle´e de´finie sur
F fixe´e. Cette action est fide`le (seul l’e´le´ment neutre de Ξ agit par l’identite´). Les actions
galoisiennes sur Ξ et G¯ sont compatibles. En particulier, ΞΓF agit par automorphismes
de´finis sur F .
Fixons un ouvert u¯ de g¯(F ) contenant 0, tel que
- X¯ ∈ u¯ si et seulement si X¯ss ∈ u¯, ou` X¯ss est la partie semi-simple de X¯ ;
- si X¯ ∈ u¯ et X¯ ′ ∈ g¯(F ) sont conjugue´s par un e´le´ment de G¯(F¯ ), alors X¯ ′ ∈ u¯ ;
- u¯ est invariant par ΞΓF .
Pour tout y, il lui correspond un tel voisinage uη[y] ⊂ gη[y](F ), forme´ des X tels
que la classe de conjugaison stable de Xss corresponde a` celle d’un e´le´ment de u¯. Soit
X¯ ∈ u¯∩g¯reg(F ). Pour tout y ∈ Y˙(η), fixons un ensemble X˙ (X¯, y) ⊂ uη[y] de repre´sentants
des classes de conjugaison par Iη[y](F ) dans la classe de conjugaison stable de gη[y](F )
correspondant a` celle de X¯ , si cette classe existe. Sinon, on pose X˙ (X¯, y) = ∅. Notons
C(X¯) la classe de conjugaison stable commune dans G˜(F ) des exp(X)η[y], pour y ∈
Y˙(η) et X ∈ X˙ (X¯, y). Notons u¯G˜−reg le sous-ensemble des X¯ tels que C(X¯) soit forme´
d’e´le´ments fortement re´guliers dans G˜.
Notons U˜ l’ensemble des e´le´ments γ ∈ G˜(F ) tels que la partie semi-simple de γ
soit stablement conjugue´e a` un e´le´ment exp(X)η[y] pour un y ∈ Y˙(η) et un X ∈ uη[y]
(en supposant u¯ assez petit pour que ces exponentielles soient de´finies). Notons U˜ ′ des
e´le´ments γ ∈ G˜(F ) tels que la partie semi-simple de γ soit conjugue´e par un e´le´ment de
G(F ) a` un e´le´ment exp(X)η[y] pour un y ∈ Y˙(η) et un X ∈ uη[y].
Lemme. Si u¯ est assez petit, les proprie´te´s suivantes sont ve´rifie´es.
(i) L’ensemble U˜ est ouvert et e´gal a` U˜ ′.
(ii) L’application X¯ 7→ C(X¯) est une surjection de u¯G˜−reg sur l’ensemble des classes
de conjugaison stable contenues dans U˜ ∩ G˜reg(F ).
(iii) On a C(X¯) = C(X¯ ′) si et seulement s’il existe ξ ∈ ΞΓF tel que ξ(X¯) soit
stablement conjugue´ a` X¯ ′.
(iv) Pour tout X¯ ∈ u¯G˜−reg, l’ensemble {exp(X)η[y]; y ∈ Y˙(η), X ∈ X˙ (X¯, y)} est un
ensemble de repre´sentants des classes de conjugaison par G(F ) dans C(X¯).
Preuve. On a e´videmment U˜ ′ ⊂ U˜ . Pour de´montrer l’inclusion oppose´e, on peut se
limiter aux e´le´ments semi-simples. Soit γ ∈ U˜ un tel e´le´ment. On peut fixer y ∈ Y˙(η),
X ∈ uη[y] et un diagramme (γ, B, T, B
′, T ′, γ′), ou` γ′ = exp(X)η[y]. Posons θ′ = adγ′. Le
tore (T ′)θ
′,0 est un sous-tore maximal de Gγ′ . Si u¯ est assez petit, Gγ′ est le commutant
de X dans Gη[y]. Donc X appartient au centre de gγ′ , a fortiori a` (t
′)θ
′
(F ). Soit Y
l’image de X par l’application ξT ′,T : t
′(F )→ t(F ). Alors Y est fixe par adγ et on ve´rifie
que (exp(−Y )γ, B, T, B′, T ′, η[y]) est un diagramme. Donc exp(−Y )γ est stablement
conjugue´ a` η[y]. Il existe donc y1 ∈ Y˙(η) tel que exp(−Y )γ soit conjugue´ a` η[y1] par un
e´le´ment de G(F ). Quitte a` effectuer une telle conjugaison, on peut supposer que ces deux
e´le´ments sont e´gaux. Alors γ = exp(Y )η[y1], avec Y ∈ gη[y1](F ) (parce que Y commute a`
γ et a` exp(Y )). Il re´sulte des de´finitions des voisinages et de l’hypothe`se X ∈ uη[y] que Y
appartient a` uη[y1]. Cela prouve l’e´galite´ U˜ = U˜
′. L’ensemble U˜ ′ e´tant clairement ouvert,
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cela prouve (i).
Le (ii) est e´vident. Le (iv) est le lemme 3.8 de [W1] (dans cette re´fe´rence, le corps F
est non-archime´dien, mais la preuve vaut aussi bien pour F archime´dien). Pour le (iii),
on peut identifier G¯ a` Gη muni d’une action galoisienne de la forme σ 7→ σG¯ = adu(σ) ◦σ,
ou` u(σ) ∈ Gη,SC . Posons γ = exp(X¯)η, γ
′ = exp(X¯ ′)η. Dire que C(X¯) = C(X¯ ′) revient
a` dire qu’il existe g ∈ G tel que gγg−1 = γ′. Si u¯ est assez petit, cela entraˆıne g ∈
ZG(η). Pour σ ∈ ΓF , on a σ(g)σ(γ)σ(g)
−1 = σ(γ′). Puisque X¯ ∈ g¯(F ), on a σ(γ) =
u(σ)−1γu(σ). De meˆme, σ(γ′) = u(σ)−1γ′u(σ). D’ou` u(σ)σ(g)u(σ)−1γu(σ)g−1u(σ)−1 =
γ′. Alors g−1u(σ)σ(g)u(σ)−1 fixe γ, donc est contenu dans Iγ, lui-meˆme contenu dans Iη.
Donc l’image de g dans Ξ est fixe par ΓF et la conclusion de (iii) s’ensuit. La re´ciproque
est claire. 
4.7 Conjugaison stable et K-espaces tordus
Dans le cas ou` F = R, les de´finitions et re´sultats des trois paragraphes pre´ce´dents
s’adaptent auxK-espaces tordus. Il suffit de de´finir correctement la notion de conjugaison
stable et les ensembles Y(η) et Y˙(η). Pour des e´le´ments γ ∈ G˜p,reg(R) et γ
′ ∈ G˜p′,reg(R),
on dit simplement qu’ils sont stablement conjugue´s si γ est conjugue´ a` φ˜p,p′(γ
′) par
un e´le´ment de Gp. Soit η ∈ G˜p,ss(R). Pour p
′ ∈ Π, on note Yp′(η) l’ensemble des y ∈
Gp′ tels que yσ(y)
−1∇p′,p(σ)
−1 ∈ Iφ˜p′,p(η) pour tout σ ∈ ΓF . Pour y ∈ Yp′(η), on pose
η[y] = y−1φ˜p′,p(η)y. On note Y˙p′(η) un ensemble de repre´sentants des doubles classes
Iφ˜p′,p(η)\Yp
′(η)/Gp′(F ). On pose Y(η) = ⊔p′∈ΠYp′(η), Y˙(η) = ⊔p′∈ΠY˙p′(η). Remarquons
que, puisque les paires de Borel des diffe´rents groupes Gp s’identifient, on peut de´finir
sans changement la notion de diagramme joignant deux e´le´ments semi-simples deKG˜(R).
Avec les de´finitions ci-dessus, les proprie´te´s (st1) a` (st4) de 4.4 restent e´quivalentes pour
η, η′ ∈ KG˜ss(R). On dit que η et η
′ sont stablement conjugue´s si et seulement si ces
conditions sont ve´rifie´es.
4.8 Descente d’Harish-Chandra et stabilite´
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On sait que tout e´le´ment
semi-simple de G˜(F ) est stablement conjugue´ a` un e´le´ment ǫ pour lequel Gǫ est quasi-
de´ploye´. Soit ǫ ve´rifiant ces conditions. Posons Ξǫ = ZG(ǫ)/Gǫ. C’est le meˆme groupe
qu’en 4.6 compte tenu du fait que Gǫ = Iǫ puisque la torsion est inte´rieure. On a vu que
le groupe ΞΓFǫ agissait sur Gǫ par automorphismes de´finis sur F . Pour simplifier, on note
cette action comme une conjugaison. Soit u un voisinage ouvert de 0 dans gǫ(F ) ve´rifiant
les conditions suivantes
- X ∈ u si et seulement si sa partie semi-simple Xss appartient a` u ;
- si X ∈ u et X ′ ∈ gǫ(F ) sont conjugue´s par un e´le´ment de Gǫ(F¯ ), alors X
′ ∈ u ;
- u est invariant par l’action de ΞΓFǫ .
On suppose u assez petit, en particulier l’exponentielle y est de´finie.
Pour tout y ∈ Y(ǫ), on de´finit uǫ[y] comme en 4.6 et on pose Uǫ[y] = exp(uǫ[y]) (sim-
plement Uǫ = exp(u)). On note U˜ l’ensemble des e´le´ments de G˜(F ) dont la partie semi-
simple est stablement conjugue´e a` un e´le´ment de Uǫǫ. C’est l’ensemble du (i) du lemme
4.6. En effet, pour y ∈ Y˙(ǫ), tout e´le´ment semi-simple de Uǫ[y]ǫ[y] est stablement conjugue´
a` un e´le´ment de Uǫǫ, cela parce que Gǫ est quasi-de´ploye´. On de´finit une correspondance
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entre C∞c (U˜) et C
∞
c ((Uǫ) ≃ C
∞
c (u) par : f ∈ C
∞
c (U˜) et φ ∈ C
∞
c (Uǫ) se correspondent si
et seulement si on a l’e´galite´ SG˜(xǫ, f) = SGǫ(x, φ) pour tout e´le´ment x ∈ Uǫ tel que xǫ
soit fortement re´gulier dans G˜. Avec des notations e´videntes, on a le re´sultat suivant.
Lemme. Cette correspondance se quotiente en un isomorphisme
descstǫ : SI(U˜)→ SI(Uǫ)
Ξ
ΓF
ǫ ≃ SI(u)Ξ
ΓF
ǫ .
Si ǫ est elliptique dans G˜(F ), cet isomorphisme se restreint en un isomorphisme
SIcusp(U˜)→ SIcusp(Uǫ)
Ξ
ΓF
ǫ ≃ SIcusp(u)
Ξ
ΓF
ǫ .
Preuve. Notons C∞c (U˜)
′ et C∞c (u)
′ les projections dans C∞c (U˜) et C
∞
c (u) du graphe de
la correspondance. Notons SI(U˜)′ et SI(u)′ leurs images dans SI(U˜) et SI(u). Puisque
toute classe de conjugaison stable dans U˜ contient un e´le´ment exp(X)ǫ avec X ∈ u,
la correspondance se quotiente alors en un isomorphisme entre SI(U˜)′ et SI(u)′. Ce
dernier espace est inclus dans SI(u)Ξ
ΓF
ǫ : cela re´sulte du fait que, pour g ∈ ΞΓFǫ et
X ∈ u, l’e´le´ment exp(g−1Xg)ǫ est stablement conjugue´ a` exp(X)ǫ. On va montrer que
C∞c (U˜)
′ = C∞c (U˜) tandis que C
∞
c (u)
′ est l’espace des e´le´ments de C∞c (u) dont l’image
dans SI(u) est invariante par ΞΓFǫ .
Soient f ∈ C∞c (U˜) et X un e´le´ment re´gulier de u. Le lemme 4.6(iv) de´crit un ensemble
de repre´sentants des classes de conjugaison par G(F ) dans la classe stable de exp(X)ǫ.
En appliquant les de´finitions, on obtient
SG˜(exp(X)ǫ, f) =
∑
y∈Y˙(ǫ)
∑
X′∈X˙ (X,y)
IG˜(exp(X ′)ǫ[y], f).
On effectue la descente d’Harish-Chandra au voisinage de chaque point ǫ[y]. La fonction
f correspond ainsi a` une fonction disons φ′y ∈ C
∞
c (uǫ[y]). Le groupe quasi-de´ploye´ Gǫ se
comple`te de la fac¸on habituelle en une donne´e endoscopique de Gǫ[y] et la fonction φ
′
y se
transfe`re en une fonction φy ∈ C
∞
c (u). La formule pre´ce´dente devient
SG˜(exp(X)ǫ, f) =
∑
y∈Y˙(ǫ)
SGǫ(X, φy).
Donc la fonction φf =
∑
y∈Y˙(ǫ) φy correspond a` f . Cela prouve l’e´galite´ C
∞
c (U˜)
′ = C∞c (U˜).
Inversement, soit φ ∈ C∞c (u) dont l’image dans SI(u) est invariante par Ξ
ΓF
ǫ . On a
une inclusion ZG(ǫ;F )/Gǫ(F ) ⊂ Ξ
ΓF
ǫ . Sans changer l’image de φ dans SI(u), on peut
remplacer φ par la fonction
X 7→ |ZG(ǫ;F )/Gǫ(F )|
−1
∑
g
φ(g−1Xg),
ou` g parcourt un ensemble de repre´sentants de ZG(ǫ;F )/Gǫ(F ). On peut ainsi supposer
que l’image de φ dans I(u) est invariante par ZG(ǫ;F ). Appliquant la descente d’Harish-
Chandra, on peut trouver f ∈ C∞c (U˜) qui correspond a` φ et dont les inte´grales orbitales
sont nulles en tout point qui n’est pas conjugue´ par un e´le´ment de G(F ) a` un e´le´ment
de exp(u)ǫ. Appliquant la premie`re partie du raisonnement a` cette fonction, on construit
71
une fonction φf ∈ C
∞
c (u) qui correspond a` f . On va montrer que l’image de φf dans
SI(u) est e´gale a` celle de Nφ, ou` N est un entier non nul, ce qui ache`vera la preuve de
la premie`re assertion du lemme. On a une inclusion naturelle
ΞΓFǫ /ZG(ǫ;F )→ Gǫ\Y(ǫ)/G(F ).
Notons Y˙0(ǫ) le sous-ensemble de Y˙(ǫ) repre´sentant l’image de cette inclusion. On peut
supposer que, pour y ∈ Y˙0(ǫ), ǫ[y] = ǫ et l’automorphisme ady de Gǫ est un e´le´ment
de ΞΓFǫ . On peut aussi supposer que y = 1 appartient a` Y˙0(ǫ). Pour y = 1, φ1 = φ
′
1
a par de´finition meˆme image que φ dans I(u), a fortiori dans SI(u). Pour y ∈ Y˙0(ǫ),
φ′y = φ
′
1 puisque y
−1ǫy = ǫ. D’apre`s la proprie´te´ ci-dessus de ady, le transfert φy de φ
′
y
a meˆme image dans SI(u) que l’image de φ par l’action d’un e´le´ment de ΞΓFǫ . Puisque
cette dernie`re image est invariante par ce groupe, φy a meˆme image que φ dans SI(u).
Pour y ∈ Y˙(ǫ)−Y˙0(ǫ), aucun e´le´ment de Uǫ[y]ǫ[y] n’est conjugue´ par un e´le´ment de G(F )
a` un e´le´ment de Uǫǫ. Sinon, en supposant u assez petit, cela entraˆınerait que ǫ[y] serait
conjugue´ a` ǫ par un e´le´ment de G(F ) et on voit que cela contredirait l’hypothe`se que
y 6∈ Y˙0(ǫ). On peut donc supposer φ
′
y = 0 pour ces y et on conclut comme on le voulait
que l’image de φf dans SI(u) est e´gale a` celle de |Y˙0(ǫ)|φ. Cela ache`ve la preuve de la
premie`re assertion de l’e´nonce´.
Si ǫ est elliptique, pour X ∈ u re´gulier, X est elliptique dans gǫ(F ) si et seulement
si exp(X)ǫ est elliptique dans G˜(F ). Il en re´sulte que l’isomorphisme de la premie`re
assertion conserve la cuspidalite´. 
Variante. Supposons donne´e une extension
1→ C1 → G1 → G→ 1
ou` C1 est un tore central induit, une extension compatible
G˜1 → G˜
avec G˜1 a` torsion inte´rieure et un caracte`re λ1 de C1(F ). Soit ǫ comme pre´ce´demment.
Fixons ǫ1 ∈ G˜1(F ) se projetant sur ǫ. On a une suite exacte
0→ c1 → g1,ǫ1 → gǫ → 0
On a besoin de scinder convenablement cette suite. La partie semi-simple de gǫ se scinde
canoniquement par le diagramme
g1,ǫ1,SC ≃ gǫ,SC
↓ ↓
g1,ǫ1 → gǫ
Notons Zǫ1 et Zǫ les centres de G1,ǫ1 et Gǫ. Le groupe ZG(ǫ) agit par conjugaison sur G˜1.
Cette action conserve G1,ǫ1. En effet, un e´le´ment g ∈ ZG(ǫ) envoie ǫ1 sur c(g)ǫ1 pour un
unique c(g) ∈ C1, donc envoie G1,ǫ1 sur G1,c(g)ǫ1 = G1,ǫ1. L’action de ZG(ǫ) se restreint
en une action sur Zǫ1, qui est l’identite´ sur C1. On peut alors trouver une de´composition
zǫ1 = c1 ⊕ s
stable pour les actions de ΓF et de ZG(ǫ). On fixe une telle de´composition. La projection
g1,ǫ1 → gǫ se restreint en un isomorphisme
s⊕ g1,ǫ1,SC → gǫ
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et on prend pour section l’isomorphisme re´ciproque. Soit u un voisinage comme pre´ce´demment,
que l’on identifie par la section a` un sous-ensemble de g1,ǫ1(F ). On note U˜1 l’image
re´ciproque de U˜ dans G˜1(F ) et on de´finit l’espace SIλ1(U˜1), quotient de C
∞
c,λ1
(U˜1) par
le sous-espace des fonctions dont les inte´grales orbitales stables sont nulles. On de´finit
comme pre´ce´demment une correspondance naturelle entre C∞c,λ1(U˜1) et C
∞
c (u). Comme
on l’a dit ci-dessus, un e´le´ment de ZG(ǫ) envoie ǫ1 sur c(g)ǫ1 pour un unique c(g) ∈ C1.
On a c(g) = 1 pour g ∈ Gǫ. D’autre part, si l’image de g dans ZG(ǫ)/Gǫ = Ξǫ est fixe par
ΓF , c(g) appartient a` C1(F ). On obtient un caracte`re g 7→ λ1(c(g)
−1) du groupe ΞΓFǫ .
Alors
(1) la correspondance ci-dessus se quotiente en un isomorphisme entre SIλ1(U˜1) et le
sous-espace des e´le´ments de SI(u) qui se transforment selon ce caracte`re de ΞΓFǫ .
Conside´rons maintenant d’autres extensions
1→ C2 → G2 → G→ 1, G˜2 → G˜
et un caracte`re λ2 de C2(F ), ve´rifiant les meˆmes conditions que ci-dessus. Introduisons
comme en 2.5 les produits fibre´s G12 et G˜12 et supposons donne´s un caracte`re λ12 de
G12(F ) et une fonction non nulle λ˜12 sur G˜12(F ) ve´rifiant les conditions de ce paragraphe,
c’est-a`-dire
- la restriction de λ12 a` C1(F )× C2(F ) est λ1 × λ
−1
2 ;
- pour (γ1, γ2) ∈ G˜12(F ) et (x1, x2) ∈ G12(F ), on a l’e´galite´ λ˜12(x1γ1, x2γ2) =
λ12(x1, x2)λ˜12(γ1, γ2).
Par la construction ci-dessus, chaque se´rie de donne´es de´finit un caracte`re de ΞΓFǫ .
On a
(2) ces caracte`res sont e´gaux.
Fixons ǫ1 comme plus haut et ǫ2 de fac¸on similaire. Soit g ∈ ZG(ǫ) s’envoyant sur un
e´le´ment de ΞΓFǫ . Pour i = 1, 2, on a adg(ǫi) = ci(g)ǫi avec ci(g) ∈ Ci(F ). Il s’agit de prou-
ver que λ1(c1(g)) = λ2(c2(g)). En posant ǫ12 = (ǫ1, ǫ2) et ǫ
′
12 = (adg(ǫ1), adg(ǫ2)), il revient
au meˆme de prouver que λ˜12(ǫ12) = λ˜12(ǫ
′
12). Puisque G12 est quasi-de´ploye´, il co¨ıncide
avec le groupe G12,0 qu’on lui a associe´ en 1.12. Il en re´sulte que l’application N
G˜12 se quo-
tiente en l’injection π(G12,SC(F ))\G˜12(F ) → G˜12,ab(F ). Par construction, les e´le´ments
ǫ12 et ǫ
′
12 sont stablement conjugue´s. D’apre`s le lemme 4.5, on a N
G˜12(ǫ12) = N
G˜12(ǫ′12),
donc ǫ′12 ∈ π(G12,SC(F ))ǫ12. Le caracte`re λ12 est force´ment trivial sur π(G12,SC(F )). Donc
λ˜12(ǫ12) = λ˜12(ǫ
′
12) comme on le voulait. Cela prouve (2).
4.9 Conjugaison stable et endoscopie
Soit G′ une donne´e endoscopique relevante pour (G, G˜, a). Fixons un diagramme
(ǫ, B′, T ′, B, T, η). On fixe une forme quasi-de´ploye´e G¯ de Gη. On fixe de meˆme une
forme quasi-de´ploye´e G′
∗
ǫ de G′ǫ. A l’aide du diagramme, on a construit en [W1] 3.5 une
donne´e endoscopique G¯′ = (G¯′, G¯ ′, s¯) de G¯SC . Il s’agit d’endoscopie usuelle, il n’y a ici
ni torsion, ni caracte`re. Les deux groupes G′
∗
ǫ,SC et G¯
′
SC forment une paire endoscopique
non standard ([W1] 1.7). Pre´cisons les correspondances de tores. Fixons des paires de
Borel dans chacun des groupes, dont on note les tores T¯ pour G¯, T¯ ′ pour G¯′ et T ′∗ pour
G′
∗
ǫ . Si on oublie les actions galoisiennes, on peut identifier T¯ a` T θ,0, ou` θ = adη, et T ′
∗
a` T ′. De l’homomorphisme ξT,T ′ se de´duit un isomorphisme
X∗(T¯ )⊗Q→ X∗(T
′∗)⊗Q.
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De meˆme, on peut choisir un homomorphisme ξT¯sc,T¯ ′ (qui est un isomorphisme puisque
la situation n’est pas tordue), d’ou` un isomorphisme
X∗(T¯sc)⊗Q→ X∗(T¯
′)⊗Q.
Enfin, sous-jacent a` la notion d’endoscopie non standard, il y a un isomorphisme
X∗(T
′∗
sc )⊗Q→ X∗(T¯
′
sc)⊗Q,
qui, lui, est e´quivariant pour les actions galoisiennes. Ces homomorphismes sont compa-
tibles. De plus, il s’en de´duit un isomorphisme
X∗(Z(G
′
ǫ)
0)⊗Q→ (X∗(Z(G¯)
0)⊗Q)⊕ (X∗(Z(G¯
′)0)⊗Q)
qui est compatible aux actions galoisiennes.
Ces isomorphismes induisent des correspondances compatibles entre classes de conju-
gaison stable d’e´le´ments semi-simples re´guliers dans les alge`bres de Lie des diffe´rents
groupes.
Rappelons que l’on dit que ǫ et η se correspondent s’il existe un diagramme les
joignant.
Remarque. Si ǫ et η se correspondent, il existe un diagramme (ǫ, B′, T ′, B, T, η) tel
que T ′ est un tore elliptique de G′ǫ si F est non-archime´dien, resp. est un tore fondamental
de G′ǫ si F est archime´dien. A l’aide des rappels ci-dessus, cela re´sulte que, puisque G¯
′
est une donne´e endoscopique relevante de Gη,SC , tout sous-tore maximal elliptique, resp.
fondamental, de G¯′ se transfe`re a` Gη,SC .
Cette correspondance induit une correspondance entre classes de conjugaison stable
d’e´le´ments semi-simples dans G˜′(F ) et G˜(F ). Pre´cise´ment, pour de tels e´le´ments
(1) si ǫ correspond a` η et η′, alors η et η′ sont stablement conjugue´s ;
(2) si ǫ correspond a` η et ǫ′ est stablement conjugue´ a` ǫ, alors ǫ′ correspond a` η ;
(3) si ǫ correspond a` η et si α˜x est un automorphisme de´fini sur F de G˜
′ provenant
d’un e´le´ment x ∈ Aut(G′), alors α˜x(ǫ) correspond a` η.
Le (1) est le lemme 3.4 de [W1]. Pour (2), d’apre`s la remarque ci-dessus, s’il existe
un diagramme (ǫ, B′, T ′, B, T, η), on peut le remplacer par un autre ou` T ′ est elliptique
ou fondamental dans G′ǫ. Un tel tore se transfe´rant a` toute forme inte´rieure, (2) s’ensuit.
Le (3) re´sulte des de´finitions.
Remarquons que les assertions re´ciproques de (1) et (2) sont fausses en ge´ne´ral. La
re´ciproque de (1) devient toutefois vraie si G′ est elliptique ainsi que ǫ (avec notre
de´finition : ǫ est elliptique si il appartient a` un sous-tore maximal elliptique de G′).
D’autre part, parce que l’on sait que dans la classe de conjugaison stable de ǫ, il y a
toujours un e´le´ment dont le commutant connexe est quasi-de´ploye´, (2) nous permet de
nous limiter a` conside´rer des ǫ ve´rifiant cette proprie´te´.
Restreignons-nous maintenant aux e´le´ments elliptiques. Pour un e´le´ment semi-simple
elliptique η ∈ G˜(F ), conside´rons les couples (G′, ǫ) ou` G′ est une donne´e endoscopique
elliptique de (G, G˜, a) et ǫ ∈ G˜′(F ) est un e´le´ment semi-simple elliptique qui correspond a`
η et dont le commutant connexe G′ǫ est quasi-de´ploye´. Disons que deux couples (G
′
1, ǫ1) et
(G′2, ǫ2) sont e´quivalents si et seulement s’il existe un isomorphisme α˜ : G˜
′
1 → G˜
′
2 de´fini
sur F et provenant d’une e´quivalence entre G′1 et G
′
2 de sorte que ǫ2 soit stablement
conjugue´ a` α˜(ǫ1). On fixe un ensemble X˙
E(η) de repre´sentants des classes d’e´quivalence
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de ces couples. Pour tout (G′, ǫ) ∈ X˙ E(η), on fixe des donne´es auxiliaires G′1, ...,∆1
(notons que G′ est force´ment relevant) et un e´le´ment ǫ1 ∈ G˜
′
1(F ) qui rele`ve ǫ.
Conside´rons d’abord le cas ou` η est fortement re´gulier et F est non archime´dien. On
a d’abord
- si ω n’est pas trivial sur ZG(η;F ), alors X˙
E(η) = ∅, cf. [KS1] lemme 4.4.C.
Supposons ω trivial sur ZG(η;F ). Fixons un ensemble de repre´sentants X˙ (η) des
classes de conjugaison par G(F ) dans la classe de conjugaison stable de η. On de´finit les
deux applications line´aires
(4)
CX˙ (η) → CX˙
E (η)
(xη′)η′∈X˙ (η) 7→ (y(G′,ǫ))(G′,ǫ)∈X˙E (η)
ou`
y(G′,ǫ) = d(θ
∗)1/2
∑
η′∈X˙ (η)
∆1(ǫ1, η
′)[ZG(η
′;F ) : Gη′(F )]
−1xη′
(le ∆1 est bien suˆr celui de G
′) ;
(5)
CX˙
E (η) → CX˙
(η)
(y(G′,ǫ))(G′,ǫ)∈X˙E(η) 7→ (xη′)η′∈X˙ (η)
ou`
xη′ = [ZG(η
′;F ) : Gη′(F )]|X˙ (η)|
−1d(θ∗)−1/2
∑
(G′,ǫ)∈X˙E (η)
∆1(ǫ1, η
′)−1y(G′,ǫ).
L’assertion fondatrice de la the´orie de l’endoscopie tordue est que ces deux applica-
tions line´aires sont inverses l’une de l’autre. On renvoie pour cette assertion a` Kottwitz-
Shelstad ([KS]) et a` Labesse ([Lab2]), bien que ces auteurs de´taillent plutoˆt le cas ou` le
corps de base est un corps de nombres.
Dans le cas ou` F = R, on doit conside´rer un K-espace tordu. Pour η ∈ KG˜reg(R),
on de´finit sans changement l’ensemble X˙ E(η). On fixe pour tout p ∈ Π un ensemble de
repre´sentants X˙p(η) des classes de conjugaison par Gp(R) dans l’intersection de G˜p(R)
avec la classe de conjugaison stable de η. On pose X˙ (η) = ⊔p∈ΠX˙p(η). Avec ces de´finitions,
les applications (4) et (5) sont encore inverses l’une de l’autre. C’est la raison d’eˆtre des
K-espaces tordus.
La correspondance entre e´le´ments semi-simples elliptiques non fortement re´guliers
est plus complique´e. L’important pour nous est qu’elle forme un ”bord” satisfaisant a`
celle des e´le´ments fortement re´guliers. Notons G˜ss(F )ell l’ensemble des e´le´ments semi-
simples elliptiques de G˜(F ), pas force´ment re´guliers. Notons G˜ss(F )ell/st − conj l’en-
semble des classes de conjugaison stable dans G˜ss(F )ell. Soit G
′ une donne´e endosco-
pique elliptique pour (G, G˜, a). On de´finit de meˆme l’espace G˜′ss(F )ell/st− conj. D’apre`s
le lemme 4.5, l’application N G˜
′
restreinte a` G˜′ss(F )ell se factorise par cet ensemble de
classes de conjugaison stable. A fortiori, l’application N G˜
′,G˜ se factorise de meˆme. Dans
le cas ou` F est non-archime´dien, on note G˜′ss(F )
G˜
ell/st− conj l’ensemble des e´le´ments de
G˜′ss(F )ell/st − conj dont l’image par cette application appartient a` l’image de G˜ab(F )
par N G˜. Dans le cas ou` F = R et ou` on travaille avec des K-espaces tordus, on pose la
meˆme de´finition en remplac¸ant G˜ab(R) par KG˜ab(R). Montrons que
(6) un e´le´ment ǫ ∈ G˜′ss(F )ell correspond a` un e´le´ment semi-simple de G˜(F ) (ou de
KG˜(R)) si et seulement si sa classe de conjugaison stable appartient a` G˜′ss(F )
G˜
ell/st−conj.
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Preuve. Supposons qu’il existe un diagramme (ǫ, B′, T ′, B, T, η). PourX ∈ tθ(F ) assez
petit et en position ge´ne´rale et pour Y = ξT,T ′(X), les e´le´ments exp(Y )ǫ et exp(X)η sont
fortement re´guliers et se correspondent. D’apre`s la proposition 1.14(i), l’image par N G˜
′,G˜
de exp(Y )ǫ appartient a` l’image de G˜ab(F ) parN
G˜. Cette image e´tant ferme´e, N G˜
′,G˜(ǫ) lui
appartient aussi et l’image de ǫ dans G˜′ss(F )ell/st−conj appartient a` G˜
′
ss(F )
G˜
ell/st−conj.
Inversement, supposons que cette condition soit ve´rifie´e. Supposons pour simplifier F
non archime´dien, l’extension aux K-espaces e´tant similaire. Puisque ǫ est elliptique,
on peut fixer un sous-tore maximal T ′ de G′ǫ, de´fini sur F et elliptique dans G
′. Pour
Y ∈ t′(F ) assez petit et en position ge´ne´rale, exp(Y )ǫ est elliptique re´gulier et son image
par N G˜
′,G˜ appartient a` l’image de G˜ab(F ) par N
G˜. Par la proposition 1.14(ii), il existe
γ ∈ G˜(F )reg tel que (exp(Y )ǫ, γ) ∈ D. On peut fixer un diagramme joignant exp(Y )ǫ
et γ. Le tore T ′ de ce diagramme est impose´ : c’est le commutant de exp(Y )ǫ, donc
c’est le tore T ′ de´ja` introduit. Notons (exp(Y )ǫ, B′, T ′, B, T, γ) ce diagramme. Puisque
exp(Y )ǫ conserve (B′, T ′) et Y ∈ t′(F ), ǫ conserve lui-aussi (B′, T ′). De l’application
ξT,T ′ re´sulte un isomorphisme t
θ(F )→ t′(F ). Soit X ∈ tθ(F ) correspondant a` Y , posons
η = exp(−X)γ. Par le meˆme argument, η conserve (B, T ). Alors (ǫ, B′, T ′, B, T, η) est
un diagramme. 
D’apre`s (1) ci-dessus, et en remarquant qu’un e´le´ment elliptique de G˜′(F ) ne peut
correspondre qu’a` un e´le´ment elliptique de G˜(F ), on a une application
(7) G˜′ss(F )
G˜
ell/st− conj → G˜ss(F )ell/st− conj.
Munissons G˜ss(F )ell de la topologie induite par celle de G˜(F ) et G˜ss(F )ell/st− conj de
la topologie la moins fine pour laquelle la projection G˜ss(F )ell → G˜ss(F )ell/st− conj est
continue. On munit de meˆme G˜′ss(F )ell/st− conj d’une topologie et G˜
′
ss(F )
G˜
ell/st− conj
de la topologie induite.
Lemme. L’espace G˜ss(F )ell/st− conj est se´pare´ et localement compact. La projection
G˜ss(F )ell → G˜ss(F )ell/st− conj est ouverte. L’application (7) est continue et propre.
Preuve. Soient η1 et η2 deux e´le´ments de G˜ss(F )ell qui ne sont pas stablement conjugue´s.
On construit comme en 4.6 des voisinages U˜1 et U˜2 de η1 et η2. La caracte´risation du
lemme 4.6(i) montre que l’on peut les construire disjoints. Ils sont invariants par conju-
gaison stable. Alors leurs images dans G˜ss(F )ell/st − conj sont des voisinages disjoints
des images de η1 et η2. Pour un seul e´le´ment η, construisons un voisinage U˜ comme
en 4.6 issu d’un voisinage u de 0 dans gη(F ) qui est compact modulo conjugaison par
Gη(F ). Alors son image dans G˜ss(F )ell/st− conj est un voisinage compact de l’image de
η. Cela prouve les deux premie`res assertions de l’e´nonce´. Par ailleurs, l’image de U˜ est
e´gale a` celle de exp(u)η. En effet, un e´le´ment de U˜ est conjugue´ par G(F ) a` un e´le´ment
exp(X)η[y] pour un y ∈ Y˙(η) et X ∈ uη[y]. Si l’e´le´ment est semi-simple elliptique, il
existe un sous-tore maximal elliptique T♮ de Gη[y] tel que X ∈ t♮(F ). Parce que ce tore
est elliptique, il se transfe`re par le torseur ady en un sous-tore elliptique de Gη et notre
e´le´ment est stablement conjugue´ a` un e´le´ment de exp(u)η. Cela prouve l’assertion. Mais
alors l’image de exp(u)η dans G˜ss(F )ell/st−conj est un voisinage de celle de η. Puisqu’on
peut prendre u aussi petit que l’on veut, modulo conjugaison par Gη(F ), la projection
G˜ss(F )ell → SG˜ss(F )ell est ouverte. Puisque l’application G˜
′
ss(F )ell → G˜
′
ss(F )ell/st−conj
est ouverte, il suffit, pour prouver la continuite´ de (7), de prouver que l’application com-
pose´e G˜′ss(F )ell → G˜ss(F )ell/st− conj l’est. Soient ǫ ∈ G˜
′
ss(F )ell et η ∈ G˜ss(F )ell qui se
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correspondent. Pour tout e´le´ment ǫ′ de G˜′ss(F )ell assez proche de ǫ, il y a un sous-tore
elliptique T ′ de G′ǫ tel que ǫ
′ = exp(Y )ǫ, avec Y ∈ t′(F ) et Y proche de 0. Puisqu’il n’y a
a` conjugaison pre`s qu’un nombre fini de tores elliptiques T ′, on peut fixer celui-ci. On voit
en pre´cisant ce que l’on a dit plus haut que l’on peut fixer un diagramme (ǫ, B′, T ′, B, T, η)
ou` T ′ est le tore fixe´. En fixant une section de l’homormophisme ξT,T ′ : t(F ) → t
′(F ),
on voit que, quand Y tend vers 0 dans t′(F ), l’e´le´ment exp(Y )ǫ correspond a` un e´le´ment
exp(X)η avec X ∈ t(F ) tendant vers 0. Cela prouve la continuite´ de (7). Soit mainte-
nant η ∈ G˜ss(F )ell. Fixons un ensemble de repre´sentants X des classes de conjugaison par
G′(F ) dans l’ensemble des e´le´ments de G˜′ss(F )ell qui correspondent a` η. C’est un ensemble
fini puisqu’il est en tout cas inclus dans un ensemble fini de classes de conjugaison par
G(F¯ ). Soit (ǫn, ηn)n∈N une suite de couples qui se correspondent dans G˜
′
ss(F )ell×G˜ss(F )ell
telle que ηn tend vers η. Un raisonnement similaire a` celui de la preuve du lemme 1.10(ii)
montre que, quitte a` remplacer ǫn par un e´le´ment stablement conjugue´, on peut supposer
que ǫn appartient a` un voisinage arbitraire de X quand n est assez grand. Autrement dit,
l’image dans G˜′ss(F )ell/st− conj d’un voisinage de X contient l’image re´ciproque par (7)
d’un voisinage assez petit de l’image de η dans G˜ss(F )ell/st − conj. Cela entraˆıne que
(7) est propre. 
On peut pre´ciser la dernie`re assertion de la fac¸on suivante. Soit η ∈ G˜ss(F )ell. On fixe
comme plus haut un ensemble X˙ E(η). Pour tout (G′, ǫ) ∈ X˙ E(η), fixons un voisinage U ′ǫ
de ǫ dans G˜′(F ). Alors il existe un voisinage U de η dans G˜(F ) tel que, pour tout γ ∈ U
elliptique re´gulier, on peut choisir pour X˙ E(γ) un ensemble tel que, pour tout e´le´ment
(G′, δ) de cet ensemble, il existe ǫ tel que (G′, ǫ) ∈ X˙ E(η) et δ ∈ U ′ǫ.
4.10 Rappels sur la transformation de Fourier et l’endoscopie
Supposons F non-archime´dien, G˜ = G et ω = 1. La the´orie de l’endoscopie vaut
aussi pour les alge`bres de Lie, avec quelques simplifications. Par exemple, pour une
donne´e endoscopique G′, les donne´es auxiliaires G′1, C1 et ξˆ1 ne servent plus a` rien.
Modulo le choix d’un facteur de transfert, on peut poser C∞c (g
′) = C∞c (g
′(F )). Fixons
une transformation de Fourier dans C∞c (g(F )) comme en 4.1. Elle en de´termine une dans
C∞c (g
′(F )), cf. [W1]. Elle se quotiente en une transformation de SI(g′(F )). On a
(1) il existe un nombre complexe non nul γ(g) tel que, pour toute donne´e endosco-
pique G′ et toutes f ∈ I(g(F )), f ′ ∈ SI(g′(F )), l’e´galite´ f ′ = transfert(f) e´quivaut a`
γ(g′)fˆ ′ = transfert(γ(g)fˆ).
Arthur a prouve´ en [A2] lemme 3.4 que
(2) l’homomorphisme de transfert
I(g(F ))→ ⊕G′∈E(G)SI(g
′(F ))
se restreint en un isomorphisme
Icusp(g(F )) ≃ ⊕G′∈E(G)SIcusp(g
′(F ))Aut(G
′).
Remarques. (3) L’action de Aut(G′) est de´finie comme en 2.6. On peut de´finir une
action intrinse`que de Aut(G′) dans g′(F ) mais l’action que l’on conside`re est cette action
intrinse`que tordue par un caracte`re qui tient compte du facteur de transfert.
(4) Supposons G quasi-de´ploye´. Par de´finition, SIcusp(g(F )) est le sous-espace de
SI(g(F )) annule´ par les applications f 7→ fM pour tout Levi propre. C’est donc l’image
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du sous-espace des f ∈ C∞c (g(F )) telles que S
G(X, f) = 0 pour tout X re´gulier dans
une sous-alge`bre de Levi propre. Ce sous-espace contient e´videmment C∞cusp(g(F )) mais
ne lui est pas e´gal. En fait, l’assertion (2) montre que SIcusp(g(F )) est bien l’image de
C∞cusp(g(F )). On reviendra sur ce point en 4.15.
Soient maintenant G et G′ deux groupes en situation d’endoscopie non standard, cf.
[W1] 1.7. Rappelons que G et G′ sont quasi-de´ploye´s et simplement connexes et qu’il y
a une application de transfert entre C∞c (g(F )) et C
∞
c (g
′(F )) (avec facteur de transfert
e´gal a` 1 sur les couples qui se correspondent). On a
(5) l’homomorphisme de transfert de´finit des isomorphismes
SI(g(F )) ≃ SI(g′(F )),
SIcusp(g(F )) ≃ SIcusp(g
′(F )),
qui commutent a` la transformation de Fourier.
4.11 Image du transfert
On fixe un ensemble de repre´sentants E(G˜, a) de repre´sentants des classes d’e´quivalence
de donne´es endoscopiques elliptiques et relevantes de (G, G˜, a). On l’e´tend en un en-
semble des repre´sentants E+(G˜, a) de repre´sentants des classes d’e´quivalence de couples
(M˜,M′) ou` M˜ est un espace de Levi de G˜ et M′ est une donne´e endoscopique el-
liptique et relevante pour (M˜, aM ). On note I
E
+(G˜(F ), ω) le sous-espace des e´le´ments
(f(M˜,M′)) ∈ ⊕(M˜ ,M′)∈E+(G˜,a)SI(M
′)⊗Mes(M ′(F )) qui ve´rifient les conditions suivantes :
(1) pour tout (M˜,M′) ∈ E+(G˜, a), f(M˜ ,M′) est invariant par Aut(M˜,M
′) ;
(2) soit G′ ∈ E(G˜, a) et M ′ un Levi de G′ qui est relevant ; soit (M˜,M′) l’e´le´ment de
E+(G˜, a) qui lui est associe´ par la construction de 3.4 ; alors (fG′)M˜ ′ = f(M˜ ,M′) ;
(3) soit G′ ∈ E(G˜, a) et M ′ un Levi de G′ qui n’est pas relevant ; alors (fG′)M˜ ′ = 0.
D’apre`s (2) et 3.3(3), la projection naturelle de IE+(G˜(F ), ω) dans ⊕G′∈E(G˜,a)SI(G
′)⊗
Mes(G′(F )) est injective. On note IE(G˜(F ), ω) l’image de cette projection.
Dans le cas ou` F = R, on travaille avec un K-espace tordu KG˜. Les espaces
I(G˜(F ), ω) et Icusp(G˜(F ), ω) ont des analogues e´vidents I(KG˜(R), ω) et Icusp(KG˜(R), ω).
Il est peut-eˆtre judicieux de noter IE+(KG˜(R), ω) et I
E(KG˜(R), ω) les espaces IE+(G˜(R), ω)
et IE(G˜(R), ω), bien que leurs de´finitions ne fassent pas re´fe´rence au K-espace.
Proposition. (i) Supposons F non archime´dien. Alors l’application de transfert
I(G˜(F ), ω)⊗Mes(G(F ))→ ⊕
G′∈E(G˜,a)SI(G
′)⊗Mes(G′(F ))
est injective et a pour image l’espace IE(G˜(F ), ω). L’image de Icusp(G˜(F ), ω)⊗Mes(G(F ))
est
⊕
G′∈E(G˜,a)SIcusp(G
′)Aut(G
′) ⊗Mes(G′(F )).
(ii) Supposons F = R. L’assertion devient vraie si on remplace I(G˜(F ), ω), Icusp(G˜(F ), ω)
et IE(G˜(F ), ω) par I(KG˜(R), ω), Icusp(KG˜(R), ω) et I
E(KG˜(R), ω).
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La preuve occupe les paragraphes 4.12 et 4.13. Remarquons que l’on peut de´finir une
application de transfert
(4)
I(G˜(F ), ω)⊗Mes(G(F )) →
∑
(M˜,M′)∈E+(G˜,a)
SI(M′)⊗Mes(M ′(F ))
f 7→ (f(M˜ ,M′))(M˜ ,M′)∈E+(G˜,a)
ou` f(M˜ ,M′) est le transfert a`M
′ de fM˜ ,ω ∈ I(M˜(F ), ω)⊗Mes(M(F )) (on peut e´videmment
remplacer les I(G˜(F ), ω) etc... par des I(KG˜(R), ω) etc... dans le cas re´el). L’application
du (ii) de l’e´nonce´ est la compose´e de cette application et d’une projection naturelle. Or
il est clair par construction et d’apre`s 2.6 que l’image de l’application (4) est contenue
dans l’espace IE+(G˜(F ), ω). Donc l’application de transfert de l’e´nonce´ prend ses valeurs
dans IE(G˜(F ), ω). D’autre part, la premie`re assertion de l’e´nonce´ e´quivaut a` dire que
l’image de l’application (4) est IE+(G˜(F ), ω).
Dans les deux paragraphes suivants, on suppose fixe´es des mesures de Haar sur tous
les groupes intervenant, ce qui nous de´barrasse des espaces de mesures.
4.12 Preuve de la proposition 4.11 dans le cas non-archime´dien
On a de´fini en 4.2 la filtration (FnI(G˜(F ), ω))n∈N. Notons F
nIE+(G˜(F ), ω) le sous-
espace des e´le´ments (f(L˜,L′)) ∈ I
E
+(G˜(F ), ω) tels que f(L˜,L′) = 0 pour tout espace de
Levi L˜ tel que aL˜ > n. Ces sous-espaces forment une filtration de I
E
+(G˜(F ), ω). Notons
GrI(G˜(F ), ω) et GrIE+(G˜(F ), ω) les gradue´s associe´s a` ces filtrations. Fixons un ensemble
de repre´sentants L des classes de conjugaison par G(F ) d’espaces de Levi de G˜. D’apre`s
le lemme 4.2, on a l’isomorphisme
(1) GrI(G˜(F ), ω) ≃ ⊕M˜∈LIcusp(M˜(F ), ω)
W (M˜).
On a d’autre part une inclusion naturelle
(2) GrIE+(G˜(F ), ω) ⊂ ⊕M˜∈L(⊕M′∈E(M˜,a)SIcusp(M
′)Aut(M
′))W (M˜)
= ⊕(M˜ ,M′)∈E+(G˜,a)SIcusp(M
′)Aut(M˜ ,M
′).
L’ application de transfert (4) de 4.11 est compatible aux filtrations et l’application
qui en re´sulte entre les gradue´s n’est autre que la somme des applications naturelles de
transfert. Supposons prouve´ que le transfert induit un isomorphisme
(3) Icusp(G˜(F ), ω) ≃ ⊕G′∈E(G˜,a)SIcusp(G
′)Aut(G
′).
On a alors un isomorphisme analogue
Icusp(M˜(F ), ω) ≃ ⊕M′∈E(M˜,a)SIcusp(M
′)Aut(M
′).
pour chaque M˜ ∈ L. Le transfert est compatible aux actions de W (M˜), on peut donc
remplacer les deux membres ci-dessus par leurs sous-espaces d’invariants par W (M˜).
On voit alors que l’inclusion (2) est elle-aussi une e´galite´ et que l’application gradue´e
GrI(G˜(F ), ω) → GrIE+(G˜(F ), ω) est un isomorphisme. Le (i) de la proposition 4.11 en
re´sulte.
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Il faut montrer que (3) est un isomorphisme. Rappelons d’abord une proprie´te´ fonda-
mentale. Notons C∞ell(G˜(F )) le sous-espace de C
∞
c (G˜(F )) forme´ des e´le´ments a` support
elliptique fortement re´gulier et notons Iell(G˜(F ), ω) son image dans I(G˜(F )). On de´finit
de fac¸on similaire des espaces SIG˜−ell(G
′) en remplac¸ant la condition fortement re´gulier
par fortement G˜-re´gulier. Alors
(4) le transfert de´finit un isomorphisme
Iell(G˜(F ), ω) ≃ ⊕G′∈E(G˜,a)SIG˜−ell(G
′)Aut(G
′).
Cela re´sulte des faits suivants. D’abord, les η ∈ G˜(F ) elliptiques et fortement re´guliers
pour lesquels ω est non trivial sur ZG(η;F ) ne comptent pas : du coˆte´ de Iell(G˜(F ), ω), les
inte´grales orbitales sont toutes nulles au voisinage d’un tel point ; et il ne leur correspond
rien du coˆte´ droit de la formule ci-dessus. Fixons η ∈ G˜(F )ell tel que ω soit trivial sur
ZG(η;F ). Pour chaque G
′ ∈ E(G˜, a), on fixe des donne´es auxiliaires G′1, ...,∆1. Soit f ∈
C∞ell(G˜(F )). Alors les familles (I
G˜(η′, ω, f))η′∈X˙ (η) et (S
G˜′1(ǫ1, f
G′1))(G′,ǫ)∈X˙E(η) se de´duisent
l’une de l’autre par les transformations bijectives (4) et (5) de 4.9.
L’application (3) est injective : si f ∈ Icusp(G˜(F ), ω) a un transfert nul, il re´sulte de
(4) (ou plus exactement de sa preuve) que IG˜(γ, ω, f) = 0 pour tout e´le´ment fortement
re´gulier et elliptique ; la cuspidalite´ de f entraˆıne alors f = 0.
La preuve de la surjectivite´ ne´cessite quelques pre´paratifs. Fixons η ∈ G˜ss(F )ell et
une forme inte´rieure quasi-de´ploye´e G¯ de Gη. On fixe un voisinage u¯ de 0 dans g¯(F )
ve´rifiant les conditions de 4.6. et on utilise les constructions de ce paragraphe. La descente
d’Harish-Chandra nous fournit une application
(5)
Icusp(U˜ , ω) → ⊕y∈Y˙(η)Icusp(uη[y], ω)
ZG(η[y],F )
f 7→ (fy)y∈Y˙(η)
.
Son image est forme´e des familles (fy)y∈Y˙(η) telles que fy = fy′ si η[y] = η[y
′]. Fixons une
transformation de Fourier sur C∞c (g¯(F )), dont on de´duit de telles transformations dans
chaque C∞c (gη[y](F )). On ve´rifie que ces transformations sont les meˆmes dans le cas ou`
η[y] = η[y′].
Pour tout (G′, ǫ) ∈ X˙ E(η), on fixe un diagramme joignant ǫ a` un e´le´ment η[y] (on
peut d’ailleurs supposer η[y] = η mais peu importe). On utilise les constructions de 4.9
pour ce diagramme, en les affectant au besoin d’indices ǫ. C’est-a`-dire que l’on introduit
la donne´e endoscopique G¯′ǫ = (G¯
′
ǫ, G¯
′
ǫ, s¯ǫ) de G¯SC . Les isomorphismes de´crits en 4.9
fournissent une correspondance entre classes de conjugaison stable semi-simples dans
g′ǫ(F ) et dans g¯(F ). On note u
′
ǫ l’ensemble des e´le´ments de g
′
ǫ(F ) dont la partie semi-
simple a une classe de conjugaison stable qui correspond a` celle d’un e´le´ment de u¯. En
scindant la projection g′1,ǫ1(F )→ g
′
ǫ(F ) comme en 4.8, on identifie u
′
ǫ a` un sous-ensemble
de g′1,ǫ1(F ). On note U˜
′′
1,ǫ1
l’ensemble des e´le´ments de G˜′1(F ) dont la partie semi-simple
est stablement conjugue´e a` un e´le´ment de C1(F )exp(uǫ)ǫ1. Rappelons qu’un e´le´ment de
Aut(G′) est de´fini par un e´le´ment x ∈ Gˆ, lequel de´termine un automorphisme α˜x de G˜
′.
On note U˜ ′1,ǫ1 la re´union des α˜x(U˜
′′
1,ǫ1
) pour tous les x ∈ Aut(G′). Puisque les fonctions
que l’on conside`re sur G˜′1(F ) se transforment selon le caracte`re λ1 de C1(F ), la descente
de´finit une application
SIλ1,cusp(U˜
′
1,ǫ1
)→ SIcusp(u
′
ǫ).
D’apre`s 4.8, son image est le sous-espace des e´le´ments de SIcusp(u
′
ǫ) qui se transforment
selon un certain carate`re de ΞΓFǫ , ou` Ξǫ = ZG′(ǫ)/G
′
ǫ.
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L’espace SIλ1,cusp(U˜
′
1,ǫ1) est stable par l’action de Aut(G
′). Nous voulons de´terminer
l’image de l’application
(6) SIλ1,cusp(U˜
′
1,ǫ1
)Aut(G
′) → SIcusp(u
′
ǫ).
Pour x ∈ Aut(G′), l’action de x n’impose une condition au voisinage de ǫ1 que si α˜x(ǫ)
et ǫ sont stablement conjugue´s. S’il en est ainsi, un e´le´ment g′ ∈ G′ qui e´tablit cette
conjugaison stable de´finit un torseur inte´rieur entre les commutants connexes de ces
e´le´ments. Or on a suppose´ ces groupes quasi-de´ploye´s. Quitte a` modifier g′, on peut
donc supposer que ce torseur inte´rieur est un isomorphisme de´fini sur F . Cela conduit
a` introduire l’ensemble Autǫ des couples (g
′, x) ou` x est comme ci-dessus et g′ ∈ G′
est tel que g′α˜x(ǫ)(g
′)−1 = ǫ et que l’automorphisme adg′ ◦ αx de G
′
ǫ soit de´fini sur
F . Soit (g′, x) ∈ Autǫ. Conside´rons les couples (Y
′, Y ) ∈ u′ǫ × u
′
ǫ d’e´le´ments tels que
Y ′ = adg′ ◦ αx(Y ), avec Y en position ge´ne´rale. D’apre`s la construction de 2.6, il existe
une fonction (Y ′, Y ) 7→ Λg′,x(Y
′, Y ) sur cet ensemble de couples telle que pour f ′1 ∈
SIλ1,cusp(U˜
′
1,ǫ1), la condition que f
′
1 soit invariante par l’automorphisme de´termine´ par x
se traduise par l’e´galite´ SG
′
1(exp(Y ′)ǫ1, f
′
1) = Λg′,x(Y
′, Y )SG
′
1(exp(Y )ǫ1, f
′
1) pour tout tel
couple. En fait, la fonction Λg′,x est la restriction d’une fonction qui se transforme selon un
caracte`re du groupe G′1(F )×G
′
1(F ). Pour u
′
ǫ assez petit, elle est donc constante, de valeur
disons Λ(g′, x). Par descente, la condition pre´ce´dente se traduit pour f ′ ∈ SIcusp(u
′
ǫ) par
l’e´galite´ SG
′
ǫ(adg′ ◦αx(Y ), f
′) = Λ(g′, x)SG
′
ǫ(Y, f ′) pour tout Y ∈ u′ǫ. Notons que, dans le
cas x = 1, g′ de´finit un e´le´ment de ΞΓFǫ et cette e´galite´ n’est autre que la condition de
transformation de´ja` introduite sous l’action de ce groupe. La formule pre´ce´dente de´finit
une action du groupe Autǫ sur SIcusp(u
′
ǫ). On obtient
(7) l’image de l’application (6) est e´gale a` SIcusp(u
′
ǫ)
Autǫ , l’invariance e´tant bien suˆr
relative l’action de´finie ci-dessus.
Comme on l’a dit en 4.10, de la transformation de Fourier fixe´e sur C∞c (g¯(F )) se
de´duit une transformation de Fourier sur C∞c (g
′
ǫ(F )). On peut supposer la premie`re
invariante par toute action d’un e´le´ment de G. La seconde l’est alors par l’action de
Autǫ. Il en re´sulte que
(8) SIcusp(g
′
ǫ(F ))
Autǫ est invariante par transformation de Fourier.
Pour y ∈ Y˙(η) et fy ∈ C
∞
c (uη[y]), nous allons construire une fonction ϕǫ,y ∈ C
∞
c (u
′
ǫ).
Par line´arite´, on peut supposer que fy = fy,Z ⊗ fy,sc, avec fy,Z ∈ C
∞
c (zGη[y](F )) et
fy,sc ∈ C
∞
c (gη[y],SC(F )). Les centres Z(G¯) et Z(Gη[y]) s’identifient. On peut donc identifier
fy,Z a` une fonction sur zG¯(F ). La donne´e G¯
′
ǫ est aussi une donne´e endoscopique deGη[y],SC
donc fy,sc se transfe`re en une fonction disons φy sur g¯
′
ǫ(F ). Par line´arite´, on peut supposer
φy = φy,Z ⊗ φy,sc, avec φy,Z ∈ C
∞
c (zg¯′ǫ(F )) et φy,sc ∈ C
∞
c (g¯
′
ǫ,SC(F )). Par endoscopie non
standard, φy,sc se transfe`re en une fonction ϕǫ,y,sc ∈ C
∞
c (g
′
ǫ,SC(F )). Par les isomorphismes
de 3.7, on a l’identification zG′ǫ(F ) = zG¯(F )⊕ zG¯′ǫ(F ). La fonction fy,Z ⊗ φy,Z s’identifie
a` une fonction ϕǫ,y,Z sur zG′ǫ(F ). On pose ϕǫ,y = ϕǫ,y,Z ⊗ ϕǫ,y,sc. Il est (plus ou moins)
clair que l’on peut effectuer les choix de sorte que cette fonction soit a` support dans
u′ǫ. L’utilite´ de cette construction est l’existence d’une famille (cǫ,y)y∈Y˙(η) de nombres
complexes non nuls telle que la proprie´te´ suivante soit ve´rifie´e. Soit f ∈ Icusp(G˜(F ), ω)
(la condition de cuspidalite´ ne sert ici a` rien mais peu importe). Soit (fy)y∈Y˙(η) son image
par l’application (5). Soit ϕ ∈ SIλ1,cusp(G
′
1(F )) le transfert de f et soit ϕǫ la fonction sur
u′ǫ qui se de´duit de ϕ par (6). Alors
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(9) on a l’e´galite´ suivante dans SIcusp(u
′
ǫ) :
ϕǫ =
∑
y∈Y˙(η)
cǫ,yϕǫ,y.
Cela re´sulte de la preuve de [W1] 3.11 (bien suˆr, cela suppose que le voisinage u¯ est
assez petit).
Prouvons maintenant la surjectivite´ de (3). Le lemme 4.9 et un argument de partition
de l’unite´ sur l’espace G˜ss(F )ell/st−conj montrent que, pour prouver cette surjectivite´, il
suffit de prouver l’assertion suivante. Soient (fG′)G′∈E(G˜,a) ∈ ⊕G′∈E(G˜,a)SIcusp(G
′)Aut(G
′)
et η ∈ G˜ss(F )ell. Alors il existe f ∈ Icusp(G˜(F ), ω) telle que pour tout (G
′, ǫ) ∈ X˙ E(η), les
inte´grales orbitales stables de fG′ et du transfert f
G′ de f (ces fonctions e´tant identifie´es
a` des fonctions sur G˜′1(F )) co¨ıncident dans un voisinage de ǫ1. On fixe η et on utilise les
constructions ci-dessus. D’apre`s les proprie´te´s de l’application de descente (6), on peut
aussi bien prouver l’assertion suivante. Soient (G′, ǫ) ∈ X˙ E(η) et φ ∈ SIcusp(u
′
ǫ)
Autǫ. Alors
il existe f ∈ C∞c (U˜) dont les transferts f
G
′
ve´rifient les deux conditions :
(10) l’image de fG
′
par descente au voisinage de ǫ1 a les meˆmes inte´grales orbitales
stables que φ dans un voisinage de 0 ;
(11) pour (G′, ǫ) ∈ X˙ E(η) diffe´rent de (G′, ǫ) ∈ X˙ E(η), l’image de fG
′
par descente
au voisinage de ǫ1 a des inte´grales orbitales stables nulles dans un voisinage de 0.
D’apre`s 4.1(2), on peut trouver φ′ ∈ SIcusp(u
′
ǫ) a` support re´gulier elliptique et tel
que φ et φˆ′ aient meˆmes inte´grales orbitales stables au voisinage de 0. La proprie´te´ (8)
nous permet de supposer que φ′ est invariante par le groupe Autǫ. On peut relever φ
′ en
un e´le´ment ϕ′ ∈ SIλ1,cusp(U˜
′
1,ǫ1
)Aut(G
′) a` support re´gulier elliptique, et comple´ter ϕ′ en
un e´le´ment de ⊕
G
′∈E(G˜,a)SIcusp(G
′)Aut(G
′), nul sur les autres composantes. D’apre`s (4),
c’est le transfert d’un e´le´ment f ′ ∈ Iell(G˜(F ), ω). Il est clair que l’on peut supposer f
′ ∈
Icusp(U˜ , ω). Appliquons a` f
′ les constructions pre´ce´dant la formule (9), en les affectant
d’un ′. On obtient les deux proprie´te´s suivantes :
- la fonction φ′ a les meˆmes inte´grales orbitales stables que
∑
y∈Y˙(η) cǫ,yϕ
′
ǫ,y ;
- pour (G′, ǫ) ∈ Y˙E(ξ) diffe´rent de (G′, ǫ), la fonction
∑
y∈Y˙(η) cǫ,yϕ
′
ǫ,y a des inte´grales
orbitales stables nulles.
Pour tout y ∈ Y˙(η), notons fy la fonction γ(g
′
ǫ)
−1γ(gη[y])fˆ
′
y restreinte a` uη[y]. D’apre`s
la description de l’image de (5), il existe f ∈ Icusp(U˜ , ω) dont l’image par descente
soit (fy)y∈Y˙(η). Soit ϕ ∈ ⊕G′∈E(G˜,a)SIcusp(G
′)Aut(G
′) le transfert de f . On applique a` f
les constructions pre´ce´dant la formule (9). D’apre`s 4.10, toutes les fonctions issues de
f se de´duisent de celles issues de f ′ par transformation de Fourier et e´ventuellement
multiplication par des constantes γ. On obtient que, pour (G′, ǫ) ∈ Y˙E(η), l’image par
descente de fG
′
a les meˆmes inte´grales orbitales stables que∑
y∈Y˙(η)
cǫ,yϕǫ,y,
ou encore que
γ(g′
ǫ
)γ(g′ǫ)
−1
∑
y∈Y˙(η)
cǫ,yϕˆ
′
ǫ,y,
ou encore que φˆ′ si (G′, ǫ) = (G′, ǫ), 0 sinon. D’apre`s le choix de φ′, f satisfait (10) et
(11), ce qui ache`ve la de´monstration.
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4.13 Preuve de la proposition 4.11 dans le cas re´el
On reprend la preuve du cas non-archime´dien. Son de´but reste pertinent. En adap-
tant les notations aux K-espaces tordus, il faut prouver que le transfert induit un iso-
morphisme
(1) Icusp(KG˜(R), ω) ≃ ⊕G′∈E(KG˜,a)SIcusp(G
′)Aut(G
′).
Commenc¸ons par de´crire l’espace Icusp(G˜(R), ω). On a de´fini en 1.3 la notion de tore
tordu maximal elliptique dans G˜. Notons que, pour un tore tordu maximal T˜ , la condition
d’ellipticite´ revient a` dire que (T θ,0/AG˜)(R) est compact. Il y a au plus un nombre fini
de classes de conjugaison par G(R) de tores tordus maximaux elliptiques (j’ignore s’il
y en a au plus un comme dans le cas non tordu). Fixons un ensemble de repre´sentants
T˜ell des classes de conjugaison par G(R) parmi les tores tordus maximaux elliptiques T˜
tels que ω soit trivial sur T θ(R). Cet ensemble peut eˆtre vide. Conside´rons l’application
qui a` f ∈ Icusp(G˜(R), ω) associe la famille de fonctions (ϕT˜ )T˜∈T˜ell , ou` ϕT˜ est la fonction
de´finie sur les e´le´ments fortement re´guliers de T˜ (R) par
ϕT˜ (γ) = I
G˜(γ, ω, f).
Elle est injective. Une famille (ϕT˜ )T˜∈T˜ell dans l’image ve´rifie la condition
(2) pour tout T˜ ∈ T˜ell, tout e´le´ment fortement re´gulier γ ∈ T˜ (R) et tout g ∈ G(R)
tel que gγg−1 ∈ T˜ (R), on a ϕT˜ (gγg
−1) = ω(g)ϕT˜ (γ).
Par descente d’Harish-Chandra, nos fonctions ve´rifient localement les conditions de
re´gularite´ ou de saut habituelles dans cette the´orie. Mais, parce que l’on conside`re ici
des fonctions cuspidales, ces conditions se simplifient grandement. Soient T˜ ∈ T˜ell et
η ∈ T˜ (R). Notons Σ(T )η l’ensemble des racines de T
θ,0 dans Gη. Puisque (T
θ,0/AG˜)(R)
est compact, toutes ces racines sont imaginaires. Fixons un sous-ensemble de racines
positives et de´finissons une fonction ∆η sur le sous-ensemble des e´le´ments de t
θ(R) qui
sont re´guliers dans Gη par la formule
∆η(X) =
∏
α∈Σ(T )η ,α>0
sgn(iα(X)),
ou` sgn est le signe usuel d’un re´el non nul. Cette fonction prend ses valeurs dans {±1}.
On a simplement
(3) pour T˜ et η comme ci-dessus, la fonction X 7→ ∆η(X)ϕT˜ (exp(X)η) se prolonge
en une fonction C∞ au voisinage de 0 dans tθ(R).
Inversement, la the´orie de la descente montre que toute famille (ϕT˜ )T˜∈T˜ell ve´rifiant
(2) et (3) est l’image d’un e´le´ment de Icusp(G˜(R), ω). Ce re´sultat se propage au K-espace
KG˜. Pour p ∈ Π, on note plus pre´cise´ment T˜ell,p l’ensemble associe´ a` la composante G˜p.
On pose KT˜ell = ⊔p∈ΠT˜ell,p. On obtient que l’application
f 7→ (ϕT˜ )T˜∈KT˜ell
est injective et que son image est forme´e des familles ve´rifiant (2) et (3).
Soit G′ ∈ E(KG˜, a). Fixons des donne´es supple´mentaires G′1,...,∆1 et identifions
C∞c (G
′) a` C∞c,λ1(G˜
′
1(R)). Parce que G˜
′ est a` torsion inte´rieure, il y a au plus une classe
de conjugaison par G′(R) de tores tordus maximaux elliptiques dans G˜′. S’il n’y en a
pas, il est clair que SIcusp(G
′) est nul. Supposons qu’il existe un tel tore tordu maximal
elliptique, fixons-en un que l’on note T˜ ′. Notons T˜ ′1 son image re´ciproque dans G˜
′
1(R).
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On conside`re l’application qui, a` f ∈ SIcusp(G
′), associe la fonction ϕT˜ ′1 sur T˜
′
1(R) de´finie
par ϕT˜ ′1(δ1) = S
G˜′1(δ1, f) pour tout δ1 ∈ T˜
′
1(R) fortement re´gulier. Cette application est
injective. Un e´le´ment de l’image ve´rifie les conditions
(4) ϕT˜ ′1(c1δ1) = λ1(c1)
−1ϕT˜ ′1(δ1) pour tout δ1 ∈ T˜
′
1(R) fortement re´gulier et tout
c1 ∈ C1(R) ;
(5) pour deux e´le´ments δ1, δ
′
1 ∈ T˜
′
1(R) fortement re´guliers et stablement conjugue´s,
ϕT˜ ′1(δ
′
1) = ϕT˜ ′1(δ1).
De nouveau, par descente, la fonction ve´rifie localement les conditions e´tablies par
Shelstad. Puisqu’on travaille avec des fonctions cuspidales, ces conditions se simplifient.
Soit ǫ ∈ T˜ ′(R). On de´finit comme ci-dessus une fonction ∆ǫ sur l’ensemble des e´le´ments
t′(R) qui sont re´guliers dans G′ǫ. On la remonte en une fonction de´finie presque partout
sur t′1(R). Alors
(6) pour ǫ ∈ T˜ ′(R) et ǫ1 ∈ T˜
′
1(R) au-dessus de ǫ, la fonction Y 7→ ∆ǫ(Y )ϕT˜ ′1(exp(Y )ǫ1)
se prolonge en une fonction C∞ au voisinage de 0 dans t′1(R).
Inversement, une fonction ve´rifiant les conditions (4), (5) et (6) est dans l’image de
SIcusp(G
′), cf. [S1] the´ore`me 12.1. On doit de´terminer l’image du sous-espace des inva-
riants par Aut(G′). Notons T˜ ′(R)♯ l’ensemble des e´le´ments δ ∈ T˜
′(R) tels que N G˜
′,KG˜(δ)
appartient a` l’image deKG˜ab(R) par N
KG˜. Cet ensemble est ouvert et ferme´ (cela re´sulte
des de´finitions). D’apre`s le (iii) de la proposition 1.14, pour tout e´le´ment G˜-re´gulier
δ ∈ T˜ ′(R)♯, il existe γ ∈ KG˜(R) tel que (δ, γ) ∈ DKG˜. Les de´finitions et le corollaire 2.6
entraˆınent que la condition d’invariance par Aut(G′) se traduit simplement par les deux
conditions suivantes :
(7) ϕT˜ ′1 est nulle sur l’image re´ciproque de T˜
′(R)♯ dans T˜
′
1(R) ;
(8) pour deux e´le´ments δ1, δ
′
1 ∈ T˜
′
1(R) fortement re´guliers pour lesquels il existe
γ ∈ KG˜(R) de sorte que (δ1, γ) et (δ
′
1, γ) appartiennent tous deux a` D1,KG˜, on a l’e´galite´
∆1(δ
′
1, γ)
−1ϕT˜ ′1(δ
′
1) = ∆1(δ1, γ)
−1ϕT˜ ′1(δ1).
Remarquons que cette condition implique (4) et (5).
Quand on se limite a` des fonctions a` support re´gulier elliptique, l’assertion 4.12(4)
reste vraie sous la forme : le transfert de´finit un isomorphisme
(9) Iell(KG˜(R), ω) ≃ ⊕G′∈E(KG˜,a)SIG˜−ell(G
′)Aut(G
′).
Comme dans le cas non-archime´dien, cela entraˆıne que le transfert est injectif sur Icusp(KG˜(R), ω).
Notons E(KG˜, a)0 l’ensemble des G
′ ∈ E(KG˜, a) tels que G˜′ posse`de un sous-tore
tordu elliptique. Comme on l’a de´ja` dit, il n’y a qu’une classe de conjugaison de tels sous-
tores et on en fixe un que l’on note T˜ [G˜′]. Conside´rons une famille (ϕT˜ [G˜′]1)G′∈E(KG˜,a)0,
ou`, pour tout G′ ∈ E(KG˜, a)0, ϕT˜ [G˜′]1 est une fonction sur T˜ [G˜
′]1(R) (de´finie presque
partout) ve´rifiant (6), (7) et (8). Nous allons en de´duire une famille (ϕT˜ )T˜∈KT˜ell ou`, pour
tout T˜ ∈ KT˜ell, ϕT˜ est une fonction de´finie presque partout sur T˜ (R). Soient T˜ ∈ KT˜ell
et γ ∈ T˜ (R)∩KG˜reg(F ). On peut supposer que chaque e´le´ment de l’ensemble X˙
E(γ) de
4.9 est de la forme (G′, δ) ou` G′ ∈ E(KG˜, a)0 et δ ∈ T˜ [G˜
′](R). On pose alors
ϕT˜ (γ) = [T
θ(R) : T θ,0(R)]|X˙ (γ)|−1d(θ∗)−1/2
∑
(G′,δ)∈X˙E (γ)
∆1(δ1, γ)
−1ϕT˜ [G˜′](δ1),
cf. 4.9(5). Dans le cas ou` (ϕT˜ [G˜′]1)G′∈E(KG˜,a)0 est a` support re´gulier, c’est-a`-dire pro-
vient d’un e´le´ment de ⊕
G′∈E(KG˜,a)SIG˜−ell(G
′)Aut(G
′), la famille (ϕT˜ )T˜∈KT˜ell provient de
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l’e´le´ment de Iell(KG˜(R), ω) qui correspond a` cet e´le´ment par l’isomorphisme (9). Dans
le cas ge´ne´ral, les e´le´ments de la famille (ϕT˜ )T˜∈KT˜ell ve´rifient (2) par construction. Pour
de´montrer la surjectivite´ de l’application (1), il suffit de prouver qu’ils ve´rifient aussi la
condition (3). Pour cela, fixons T˜ ∈ KT˜ell et η ∈ T˜ (R). Introduisons l’ensemble X˙
E(η).
Comme ci-dessus, on peut supposer que tout e´le´ment de cet ensemble est de la forme
(G′, ǫ), ou` G′ ∈ E(KG˜, a)0 et ǫ ∈ T˜ [G˜
′](R). On a meˆme ǫ ∈ T˜ [G˜′](R)♯ d’apre`s 4.9(6).
Soit X0 ∈ t
θ(R) assez petit et re´gulier dans gη. L’e´le´ment γ0 = exp(X0)η est elliptique et
fortement re´gulier. Introduisons l’ensemble Y˙E(γ0) et, pour simplifier, indexons-le par un
ensemble {1, ..., n} d’entiers. D’apre`s la remarque suivant le lemme 4.9, on peut supposer
que, pour k = 1, ..., n, le k-ie`me e´le´ment de Y˙E(γ0) est de la forme (G
′
k, exp(Yk,0)ǫk), ou`
(G′k, ǫk) ∈ X˙
E(η) et Yk,0 est un e´le´ment re´gulier de g
′
k,ǫk
(R). Remarquons en passant que
l’application k 7→ (G′k, ǫk) n’est pas injective en ge´ne´ral. Notons T˜
′
k = T˜ [G˜
′
k]. L’e´le´ment
Yk,0 est elliptique. Puisque T
′
k est, a` conjugaison pre`s, l’unique sous-tore elliptique de
G′k,ǫk , on peut supposer Yk,0 ∈ t
′
k(R). D’un diagramme reliant exp(Yk,0)ǫk a` exp(X0)η se
de´duit alors un isomorphisme tθ(R) ≃ t′k(R) qui envoie X0 sur Yk,0. En fixant une section
t′k(R)→ t
′
k,1(R) de la projection naturelle, on obtient un homomorphisme
tθ(R) → t′k,1(R)
X 7→ Yk
Soit X ∈ tθ(R), assez petit et re´gulier dans gη, et posons γ = exp(X)η. Il est (plus ou
moins) clair que l’on peut prendre pour ensemble X˙ E(γ) l’ensemble des (G′k, exp(Yk)ǫk)
pour k = 1, ..., n. En appliquant la de´finition ci-dessus, on obtient
ϕT˜ (exp(X)η) = d(θ
∗)−1/2[T θ(R) : T θ,0(R)]|X˙ (γ0)|
−1
∑
k=1,...,n
∆1(exp(Yk)ǫk,1, exp(X)η)
−1ϕT˜ ′
k,1
(exp(Yk)ǫk,1).
On veut prouver que la fonction X 7→ ∆η(X)ϕT˜ (exp(X)η) se prolonge en une fonc-
tion C∞ au voisinage de 0. On sait d’apre`s (6) que, pour tout k, la fonction Y 7→
∆ǫk(Y )ϕT˜ ′
k,1
(exp(Y )ǫk,1) se prolonge en une telle fonction. Il suffit donc de prouver que,
pour tout k, la fonction
X 7→ ∆η(X)∆ǫk(Yk)
−1∆1(exp(Yk)ǫk,1, exp(X)η)
−1
se prolonge en une fonction C∞ au voisinage de 0. C’est ce que fait Shelstad dans [S1],
dans une situation plus ge´ne´rale. Puisque l’on est ici dans un cas beaucoup plus simple,
redonnons l’argument. Pour simplifier, on fixe k et on abandonne les indices k. Il existe
une constante c 6= 0 telle que
∆1(exp(Y )ǫ1, exp(X)η) = c∆1(exp(Y )ǫ1, exp(X)η; exp(Y0)ǫ1, exp(X0)η).
Il est clair que le facteur ∆imp(exp(Y )ǫ1, exp(X)η; exp(Y0)ǫ1, exp(X0)η)
−1 est C∞ au
voisinage de 0. Cela nous rame`ne a` conside´rer la fonction
X 7→ ∆η(X)∆ǫ(Y )
−1∆II(exp(Y )ǫ, exp(X)η)
−1.
Utilisons les notations de 1.6 et 2.2. Le terme ν de 2.2 est de la forme exp(X)νη. On a
de´crit en [W1] 3.3 l’ensemble de racines Σ(T )η du groupe Gη. C’est
Σ(T )η = {αres;α ∈ Σ(T ), α de type 1 ou 2 , (Nα)(νη) = 1}
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∪{2αres;α ∈ Σ(T ), α de type 2 , (Nα)(νη) = −1}.
On a aussi de´crit l’ensemble de racines Σ(T ′)ǫ du groupe G
′
ǫ. C’est
Σ(T ′)ǫ = {Nα;α ∈ Σ(T ), α de type 1, (Nαˆ)(s) = 1, (Nα)(νη) = 1}
∪{2Nα;α ∈ Σ(T ), α de type 2, (Nαˆ)(s) = 1, (Nα)(νη) = ±1}
∪{Nα;α ∈ Σ(T ), α de type 2, (Nαˆ)(s) = −1, (Nα)(νη) = 1}.
Puisque (T θ,0/AG˜)(R) est elliptique, la conjugaison complexe agit sur Σ(T )res,ind par
multiplication par −1. Fixons un ensemble Σ⋆ de repre´sentants des orbites. Dans les
de´finitions de ∆η et ∆ǫ, on peut remplacer les sous-ensembles de racines positives par
des ensembles de repre´sentants d’orbites pour la conjugaison complexe, cela ne change
ces fonctions que par des constantes. On peut supposer que ce sont les ensembles de´duits
de ceux ci-dessus en ajoutant la condition αres ∈ Σ⋆. Chacune des nos fonctions ∆η(X),
∆ǫ(Y )
−1 et ∆II(exp(Y )ǫ, exp(X)η)
−1 est un produit indexe´ par αres ∈ Σ⋆. Le terme
indexe´ par αres est donne´ par le tableau suivant
type de α (Nα)(νη) (Nαˆ)(s) ∆η(X) ∆ǫ(Y )
−1 ∆II(exp(Y )ǫ, exp(X)η)
−1
1 1 1 sgn(iαres(X)) sgn(i(Nα)(Y )) 1
1 1 6= 1 sgn(iαres(X)) 1 χαres(
aαres
(Nα)(ν)−1
)
1 6= 1 1 1 1 1
1 6= 1 6= 1 1 1 χαres(
aαres
(Nα)(ν)−1
)
2 1 1 sgn(iαres(X)) sgn(2i(Nα)(Y )) 1
2 1 −1 sgn(iαres(X)) sgn(i(Nα)(Y )) χαres(
1
(Nα)(ν)+1
)
2 1 6= ±1 sgn(iαres(X)) 1 χαres(
aαres
(Nα)(ν)2−1
)
2 −1 1 sgn(2iαres(X)) sgn(2i(Nα)(Y )) 1
2 −1 −1 sgn(2iαres(X)) 1 χαres(
1
(Nα)(ν)+1
)
2 −1 6= ±1 sgn(2iαres(X)) 1 χαres(
aαres
(Nα)(ν)2−1
)
2 6= ±1 1 1 1 1
2 6= ±1 −1 1 1 χαres(
1
(Nα)(ν)+1
)
2 6= ±1 6= ±1 1 1 χαres(
aαres
(Nα)(ν)2−1
)
On peut choisir les a-data et les χ-data de sorte que, pour tout αres ∈ Σ⋆, aαres = i et
χαres(z) = z/|z|. On ve´rifie alors que, dans chaque cas, le produit des trois contributions
ci-dessus est C∞ au voisinage de X = 0. Par exemple, conside´rons le cas α de type 2,
(Nα)(νη) = 1 et (Nαˆ)(s) = 1. L’homomorphismeX 7→ Y identifie Nα a` nααres, ou` nα est
le plus petit entier n ≥ 1 tel que θn(α) = α. Donc sgn(2i(Nα)(Y )) = sgn(iαres(X)) et le
produit de ces deux termes vaut 1. Conside´rons maintenant le cas α de type 2, (Nα)(νη) =
1 et (Nαˆ)(s) 6= ±1. On a (Nα)(ν)2 = exp(2(Nα)(X))(Nα)(νη)
2 = exp(2nααres(X)) d’ou`
χαres(
aαres
(Nα)(ν)2 − 1
) = i|exp(2nααres(X))− 1|(exp(2nααres(X)− 1)
−1.
Le produit de cette expression avec sgn(iαres(X)) est C
∞ au voisinage de 0. On laisse
les autres cas au lecteur. Cela ache`ve la preuve.
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4.14 Un corollaire de la preuve dans le cas re´el
Le corps de base est R. On suppose (G, G˜, ω) quasi-de´ploye´ et a` torsion inte´rieure.
Notons Istcusp(G˜(R)) le sous-espace des f ∈ Icusp(G˜(R)) tels que la fonction γ 7→ I
G˜(γ, f)
est constante sur les classes de conjugaison stable forme´es d’e´le´ments fortement re´guliers
et elliptiques.
Lemme. L’application naturelle Istcusp(G˜(R))→ SIcusp(G˜(R)) est un isomorphisme.
Remarque. Ce lemme vaut aussi sur un corps F non-archime´dien mais, dans ce cas,
c’est une conse´quence directe de la proposition 4.11. Dans le cas pre´sent ou` le corps de
base est R, cette proposition ne s’applique qu’a` un K-espace. Ici, nous conside´rons un
seul espace G˜.
Preuve. On peut supposer que G˜ contient un tore tordu maximal elliptique, sinon
les deux espaces sont nuls. Puisque G˜ est a` torsion inte´rieure, il n’en contient qu’un a`
conjugaison pre`s. On en fixe un, que l’on note T˜ . L’espace Icusp(G˜(R)), resp. SIcusp(G˜(R)),
s’identifie a` celui des fonctions ϕT˜ de´finies presque partout sur T˜ (R) qui ve´rifient les
conditions (2) et (3) du paragraphe pre´ce´dent, resp. (5) et (6) (la condition (4) est
triviale en identifiant SI(G) a` SI(G˜(R))). On voit que ces deux dernie`res conditions
sont e´quivalentes a` la re´union des deux premie`res et de la condition : ϕT˜ est constante
sur les classes de conjugaison stable forme´es d’e´le´ments fortement re´guliers et elliptiques.
Il en re´sulte que ϕT˜ ∈ SIcusp(G˜(R)) si et seulement si ϕT˜ ∈ I
st
cusp(G˜(R)). On n’a pas tout-
a`-fait fini car l’application naturelle Istcusp(G˜(R)) → SIcusp(G˜(R)) ne se traduit pas par
l’identite´ en termes de fonctions sur T˜ (R), mais par l’application ϕT˜ 7→ ϕ
G
T˜
de´finie par
ϕG
T˜
(δ) =
∑
γ
ϕT˜ (γ),
ou` on somme sur les γ ∈ T˜ (R) stablement conjugue´s a` δ, a` conjugaison pre`s par G(R).
Il reste a` voir que le nombre de ces e´le´ments γ ne de´pend pas de δ, pourvu que δ soit
fortement re´gulier. Mais ce nombre est e´gal au nombre d’e´le´ments de l’ensemble
T (C)\{g ∈ G(C); gσ(g)−1 ∈ T (C) pour tout σ ∈ ΓR}/G(R).
Cela ache`ve la preuve. 
4.15 Filtration de l’espace SI(G˜(F ))
On suppose (G, G˜, ω) quasi-de´ploye´ et a` torsion inte´rieure. On a filtre´ en 4.2 l’espace
I(G˜(F )). Il y a deux filtrations naturelles sur SI(G˜(F )). Pour un entier n ≥ −1, notons
FnSI(G˜(F )) le sous-espace des f ∈ SI(G˜(F )) tels que fM˜ = 0 pour tout espace de Levi
M˜ tel que aM˜ > n. Ces espaces forment l’une des filtrations. On note GrSI(G˜(F )) le
gradue´ associe´. On peut d’autre part conside´rer l’image de la filtration de I(G˜(F )) par la
projection naturelle de cet espace sur SI(G˜(F )). Autrement dit, si on note I inst(G˜(F ))
le noyau de cette projection, les termes de la filtration sont les espaces
(FnI(G˜(F )) + I inst(G˜(F )))/I inst(G˜(F )).
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Il est clair que l’espace ci-dessus est inclus dans FnSI(G˜(F )).
Lemme. Pour tout n, on a les e´galite´s :
(FnI(G˜(F )) + I inst(G˜(F )))/I inst(G˜(F )) = FnSI(G˜(F )
et
GrnSI(G˜(F ) = ⊕M˜∈LnSIcusp(M˜(F ))
W (M˜).
Preuve. Notons pour simplifier En l’espace de gauche de la premie`re e´galite´. On
raisonne par re´currence et on suppose prouve´ que En−1 = Fn−1SI(G˜(F )). Puisque En ⊂
FnSI(G˜(F )), on a alors une injection
(1) En/En−1 ⊂ GrnSI(G˜(F )).
Il s’agit de voir qu’elle est surjective. Le premier espace est quotient de GrnI(G˜(F )), ou
encore, en utilisant le lemme 4.2, de
⊕M˜∈LnIcusp(M˜(F ))
W (M˜).
Par de´finition, l’espace GrnSI(G˜(F )) s’envoie injectivement dans
⊕M˜∈LnSIcusp(M˜(F ))
W (M˜).
L’homomorphisme (1) compose´ avec cette injection se quotiente en l’homomorphisme
naturel
⊕M˜∈LnIcusp(M˜(F ))
W (M˜) → ⊕M˜∈LnSIcusp(M˜(F ))
W (M˜).
Pour prouver les deux assertions de l’e´nonce´, il suffit de prouver que ce dernier est
surjectif. Mais c’est un cas particulier de l’assertion 4.12(3) dans le cas non archime´dien
et c’est le lemme 4.14 dans le cas re´el (le cas complexe est trivial). 
Comme toujours, il y a une variante de ce re´sultat quand on conside`re des extensions
centrales comme a` la fin du paragraphe 4.8.
4.16 Un corollaire
On suppose encore (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soit (M˜j)j=1,...,k
une famille finie d’espaces de Levi de G˜. Conside´rons l’application line´aire
res = ⊕j=1,...,kresM˜j : I(G˜(F ))→ ⊕j=1,...,kI(M˜j(F )).
Corollaire. On a l’e´galite´
res(I(G˜(F ))) ∩
(
⊕j=1,...,kI
inst(M˜j(F ))
)
= res(I inst(G˜(F ))).
Preuve. Posons
I = ⊕j=1,...,kI(M˜j(F )), I
inst = ⊕j=1,...,kI
inst(M˜j(F ))
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et, pour tout n ∈ N, FnI = ⊕j=1,...,kF
nI(M˜j(F )). On va prouver que, pour tout n ∈ N,
(1) res(FnI(G˜(F ))) ∩ I inst ⊂ res(I inst(G˜(F ))) + (res(Fn−1I(G˜(F ))) ∩ I inst).
Posons FnI inst(G˜(F )) = I inst(G˜(F )) ∩ FnI(G˜(F )). On note GrI inst(G˜(F )) le gradue´
associe´ a` cette filtration. En conse´quence du lemme 4.15, la suite
0→ GrnI inst(G˜(F ))→ GrnI(G˜(F ))→ GrnSI(G˜(F ))→ 0
est exacte. Donc GrnI inst(G˜(F )) est l’espace des (f L˜)L˜∈Ln ∈ ⊕L˜∈LnIcusp(L˜(F ))
W (L˜) tels
que les images de f L˜ dans SIcusp(L˜(F )) soient nulles pour tout L˜. Soit f ∈ F
nI(G˜(F ))
tel que res(f) ∈ I inst. Soit (f L˜)L˜∈Ln son image dans ⊕L˜∈LnIcusp(L˜(F ))
W (L˜). Notons Ln⋆
l’ensemble des L˜ ∈ Ln qui sont conjugue´s par G(F ) a` un espace inclus dans l’un des
M˜j . L’hypothe`se res(f) ∈ I
inst entraˆıne que, si L˜ ∈ Ln⋆ , l’image de f
L˜ dans SIcusp(L˜(F ))
est nulle. Par le re´sultat pre´ce´dent, on peut trouver f0 ∈ F
nI inst(G˜(F )) dont l’image
(f L˜0 )L˜∈Ln dans le gradue´ ve´rifie f
L˜
0 = f
L˜ si L˜ ∈ Ln⋆ , f
L˜
0 = 0 sinon. Alors, pour tout j =
1, ..., k, l’image de resM˜j (f−f0) dans Gr
nI(M˜j(F )) est nulle. Autrement dit res(f−f0) ∈
Fn−1I. D’apre`s la preuve du lemme 4.3, res(I(G˜(F ))) ∩ Fn−1I = res(Fn−1I(G˜(F ))). Il
existe donc f ′ ∈ Fn−1I(G˜(F )) tel que res(f − f0 − f
′) = 0. On a encore res(f ′) ∈ I inst.
L’e´galite´ res(f) = res(f0) + res(f
′) montre que res(f) appartient au membre de droite
de (1). Cela prouve cette relation.
Par re´currence sur n, (1) implique que le membre de gauche de l’e´nonce´ est inclus
dans celui de droite. L’inclusion oppose´e e´tant e´vidente, cela de´montre le corollaire. 
4.17 Produit scalaire
Dans ce paragraphe, on suppose ω unitaire. On munit G(F ) d’une mesure de Haar.
On doit aussi munir AG˜(F ) d’une telle mesure. Par souci de cohe´rence avec [W3], on
proce`de ainsi. On munit l’espace vectoriel re´el AG˜ d’une mesure de Haar. On dispose de
l’homomorphisme habituel
HA
G˜
: AG˜(F )→ AG˜.
Pour a ∈ AG˜(F ) et x
∗ ∈ X∗(AG˜), on a |x
∗(a)|F = e
<x∗,HA
G˜
(a)>
. Notons AG˜(F )
c le noyau
de HA
G˜
. C’est le sous-groupe compact maximal de AG˜(F ). Si F est non-archime´dien,
l’image Im(HA
G˜
) de l’homomorphisme HA
G˜
est un re´seau de AG˜, tandis que AG˜(F )
c
est un sous-groupe ouvert de AG˜(F ). On munit AG˜(F ) de la mesure de Haar telle que
mes(AG˜(F )
c) = mes(AG˜/Im(HAG˜)). Si F est archime´dien, on munit AG˜(F )
c de la me-
sure de Haar de masse totale 1. La suite
1→ AG˜(F )
c → AG˜(F )→ AG˜ → 0
est exacte et on munit AG˜(F ) de la mesure compatible avec cette suite et avec les mesures
de´ja` fixe´es sur les deux autres groupes.
Commenc¸ons par supposer F non-archime´dien. Pour tout sous-tore tordu maximal
T˜ de G˜, munissons T θ,0(F ) d’une mesure de Haar. Notons G˜reg(F )/conj l’ensemble des
classes de conjugaison parG(F ) dans l’ensemble G˜reg(F ). Pour γ ∈ G˜reg(F ), l’application
Gγ(F ) → G˜reg(F )/conj
t 7→ classe(tγ)
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est injective dans un voisinage de 1. On munit G˜reg(F )/conj de la topologie (ou de
la structure de varie´te´ analytique sur F ) et de la mesure telle que, pour tout γ, cette
application soit, au voisinage de 1, un isomorphisme pre´servant la mesure. On a alors la
formule d’inte´gration, pour f ∈ C∞c (G˜(F )) :∫
G˜(F )
f(γ)dγ =
∫
G˜reg(F )/conj
Φ(γ, f)DG˜(γ)dγ,
ou`
Φ(γ, f) =
∫
ZG(γ;F )\G(F )
f(g−1γg)dg.
Soient f1, f2 ∈ C
∞
c (G˜(F )), supposons les supports de f1 et f2 contenus dans l’ensemble
G˜(F )ell des e´le´ments elliptiques re´guliers de G˜(F ). On pose
(1) JG˜(ω, f1, f2) =
∫
A
G˜
(F )\G(F )
∫
G˜(F )
f1(γ)f2(g
−1γg)dγω(g)dg.
Cette inte´grale est absolument convergente et on a
(2) JG˜(ω, f1, f2) =
∫
G˜(F )ell/conj
i(γ)−1mes(AG˜(F )\Gγ(F ))I
G˜(γ, ω, f1)I
G˜(γ, ω, f2)dγ,
ou` on a pose´ i(γ) = [ZG(γ;F ) : Gγ(F )] et ou` on rappelle la de´finition
IG˜(γ, ω, f) =
{
DG˜(γ)1/2
∫
Gγ(F )\G(F )
ω(g)f(g−1γg)dg, si ω est trivial sur ZG(γ;F )
0, sinon.
.
Dans la formule (2), on peut conside´rer que f1 et f2 ne sont plus des fonctions sur G˜(F )ell
mais sont plutoˆt leurs images dans Icusp(G˜(F ), ω). Cela de´finit un produit hermitien sur
un sous-espace de Icusp(G˜(F ), ω), a` savoir l’image de l’espace des fonctions a` support
elliptique re´gulier. Il re´sulte de la formule des traces locale que la meˆme formule (2)
s’e´tend en un produit hermitien sur tout l’espace Icusp(G˜(F ), ω) (c’est-a`-dire que cette
formule reste absolument convergente), cf. [W3] 6.6(1).
Conside´rons le cas particulier ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure. On
dispose de la donne´e endoscopique maximale G pour laquelle SI(G) = SI(G˜(F )). On a
aussi SIcusp(G) = SIcusp(G˜(F )). La proposition 4.11 identifie cet espace a` un sous-espace
de Icusp(G˜(F )). C’est le sous-espace des f ∈ Icusp(G˜(F )) dont les inte´grales orbitales
sont constantes sur toute classe de conjugaison stable fortement re´gulie`re. Le produit
hermitien ci-dessus se restreint en un tel produit sur ce sous-espace. Notons G˜(F )ell
l’ensemble des e´le´ments fortement re´guliers et elliptiques de G˜(F ) et G˜(F )ell/st − conj
l’ensemble des classes de conjugaison stable contenues dans G˜(F )ell. Par le meˆme proce´de´
que ci-dessus, on le munit d’une topologie et d’une mesure. Pour f1, f2 ∈ SI(G˜(F )), on
a l’e´galite´
(3) JG˜(f1, f2) =
∫
G˜(F )ell/st−conj
k(δ)−1mes(AG˜(F )\Gδ(F ))S
G˜(δ, f1)S
G˜(δ, f2)dδ
ou`, pour toute classe de conjugaison stable δ, on a note´ k(δ) le nombre de classes de conju-
gaison parG(F ) contenues dans δ. Remarquons que les centralisateurs sont connexes dans
le cas ou` la torsion est inte´rieure.
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Revenons au cas ge´ne´ral, soit G′ = (G′,G ′, s˜) ∈ E(G˜, a). On peut choisir des donne´es
auxiliairesG′1,...,∆1 de sorte que le caracte`re λ1 soit unitaire. Pour f1, f2 ∈ SIλ1,cusp(G˜
′
1(F )),
la fonction
δ1 7→ SG˜
′
1(δ1, f1)S
G˜′1(δ1, f2)
sur G˜′1(F )ell se descend en une fonction de δ ∈ G˜
′(F )ell/st − conj. Modulo les choix de
mesures de Haar sur G′(F ) et AG′ (de cette dernie`re se de´duisant une mesure sur AG′(F )
comme plus haut), on peut donc de´finir le produit JG˜′(f1, f2) par la formule (3) ou` G˜
est remplace´ par G˜′. Quand on change de donne´es auxiliaires, ces formules se recollent
et on obtient un produit hermitien JG′ sur l’espace SIcusp(G
′).
On suppose maintenant fixe´es des mesures de Haar sur G(F ), sur AG˜ et sur G
′(F )
pour tout G′ ∈ E(G˜, a). Pour tout tel G′, on a un isomorphisme naturel AG˜ → AG′. On
munit AG′ de la mesure telle que cet isomorphisme pre´serve les mesures. On pose
c(G˜,G′) = det((1− θ)|AG/AG˜)|
−1|π0(Z(Gˆ)
ΓF )||Z(Gˆ′)ΓF )|−1|
|Out(G′)|−1|π0(Z(Gˆ)
ΓF ,0 ∩ Gˆ′)||π0((Z(Gˆ)/(Z(Gˆ) ∩ Gˆ
′))ΓF )|−1.
La proposition 4.11 nous fournit un isomorphisme
Icusp(G˜(F ), ω) ≃ ⊕G′∈E(G˜,a)SIcusp(G
′)Aut(G
′)
f 7→ (fG
′
)
G′∈E(G˜,a)
.
Chaque espace est muni d’un produit hermitien.
On a suppose´ le corps F non-archime´dien. Dans le cas ou` F est re´el, toutes ces
constructions s’adaptent aux K-espaces. Le produit hermitien sur Icusp(KG˜(R), ω) est la
somme directe des produits sur les diffe´rents Icusp(G˜p(R), ω). Attention : dans la formule
(3), k(δ) est un nombre de classes de conjugaison dans un K-espace associe´ a` G˜′.
Proposition. Soient f, f ∈ Icusp(G˜(F ), ω). Alors on a l’e´galite´
JG˜(ω, f, f) =
∑
G′∈E(G˜,a)
c(G˜,G′)JG′(f
G′, fG
′
).
Remarque. La de´monstration s’inspire de celle du lemme 6.4.B de [KS1].
Preuve. Tous nos espaces d’inte´gration sont des reveˆtements de l’espace G˜(F )ell/st−
conj, cf. 4.9(7). Les mesures sur nos espaces de´pendent de choix de mesures sur les tores.
Si on impose a` ces choix la meˆme condition qu’en 2.4 (les mesures sur deux tores se
correspondent localement quand il y a un isomorphisme naturel entre ces deux tores),
les reveˆtements pre´servent localement les mesures. L’e´galite´ de l’e´nonce´ re´sulte d’une
e´galite´ plus forte : quand on conside`re les deux coˆte´s de la formule comme des inte´grales
sur G˜(F )ell/st − conj, les fonctions que l’on inte`gre sont e´gales. C’est ce que l’on va
prouver. Fixons γ ∈ G˜(F )ell et conside´rons les valeurs de nos fonctions sur la classe de
conjugaison stable de γ. Si ω n’est pas trivial sur ZG(γ;F ), ces deux valeurs sont nulles.
On suppose ω trivial sur ZG(γ;F ). Pour G
′ ∈ E(G˜, a), le groupe Out(G′) agit librement
sur l’ensemble des e´le´ments de G˜′(F )ell/st − conj qui se projettent sur cette classe de
conjugaison stable. L’ensemble X˙ E(γ) est un ensemble de repre´sentants de ces orbites.
La fonction du membre de droite vaut donc
(4)
∑
(G′,δ)∈X˙E (γ)
c(G˜,G′)|Out(G′)|k(δ)−1mes(AG′(F )\Gδ(F ))SG
′(δ, fG
′
)SG
′
(δ, fG
′
).
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Celle du membre de gauche vaut
i(γ)−1mes(AG˜(F )\Gγ(F ))
∑
γ′∈X˙ (γ)
IG˜(γ′, f)IG˜(γ′, f).
En utilisant la formule 4.9(5) qui exprime l’inverse du transfert et en se rappelant que
|X˙ (γ)| = k(γ) on transforme cette expression en
d(θ∗)−1k(γ)−2mes(AG˜(F )\ZG(γ;F ))
∑
γ′∈X˙ (γ)
∑
(G′,δ),(G′,δ)∈X˙E (γ)
∆1(δ1, γ
′)
−1
∆1(δ1, γ
′)−1SG
′
(δ, fG
′
)SG
′
(δ, fG
′
).
Comme on le sait, la formule 4.9(5) exprime essentiellement une transformation de Fou-
rier, les ensembles X˙ (γ)et X˙ E(γ) pouvant eˆtre muni de structures de groupes abe´liens
finis pour lesquelles ils sont duaux. La somme en γ′ des produits de facteurs de transfert
vaut |X˙ (γ)|, c’est-a`-dire k(γ), si (G′, δ) = (G′, δ), 0 sinon. On obtient
d(θ∗)−1k(γ)−1mes(AG˜(F )\ZG(γ;F ))
∑
(G′,δ)∈X˙E (γ)
SG′(δ, fG
′
)SG
′
(δ, fG
′
).
On veut prouver que cette expression est e´gale a` (4). Il suffit de prouver que, pour tout
(G′, δ) ∈ X˙ E(γ), on a l’e´galite´
(5) c(G˜,G′) = |Out(G′)|−1k(δ)mes(AG′(F )\Gδ(F ))
−1d(θ∗)−1k(γ)−1mes(AG˜(F )\ZG(γ;F )).
On note c?(G˜,G
′) le membre de droite de cette relation. Notons T le centralisateur
de Gγ dans G et T
′ = Gδ. On a Gγ = T
θ,0, ZG(γ) = T
θ et T ′ = T/(1 − θ)(T ). De
l’homomorphisme ξT,T ′ se de´duit un homomorphisme
a : AG˜(F )\T
θ(F )→ AG′(F )\T
′(F ).
L’homomorphisme ξT,T ′ : T
θ(F ) → T ′(F ) conserve localement les mesures. Par contre,
sa restriction c : AG˜(F )→ AG′(F ) ne les conserve pas. Notons m
′ la mesure sur AG′(F )
tel que c conserve localement les mesures et C la constante telle que notre mesure sur
AG′(F ) soit Cm
′. On obtient alors
mes(AG˜(F )\T
θ(F )) = C mes(Im(a))|Ker(a)|.
On a aussi
mes(AG′(F )\T
′(F )) = mes(Im(a))|Coker(a)|.
D’ou`
c?(G˜,G
′) = C|Out(G′)|−1d(θ∗)−1k(δ)k(γ)−1|Ker(a)||Coker(a)|−1.
Conside´rons le diagramme commutatif
1 → AG˜(F ) → T
θ(F ) → AG˜(F )\T
θ(F ) → 1
↓ c ↓ b ↓ a
1 → AG′(F ) → T
′(F ) → AG′(F )\T
′(F ) → 1
Ses lignes horizontales sont exactes. On en de´duit aise´ment l’e´galite´
|Ker(a)||Coker(a)|−1 = |Ker(c)|−1|Coker(c)||Ker(b)||Coker(b)|−1.
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Montrons que
(6) C = |Ker(c)||Coker(c)|−1.
On peut identifier AG˜(F ) a` AG˜(F )
c× Im(HA
G˜
) et AG′(F ) a` AG′(F )
c× Im(HAG′ ) de
sorte que c se de´compose conforme´ment en produit de deux homomorphismes. Le second
homomorphisme est la restriction a` Im(HA
G˜
) de l’isomorphisme de AG˜ sur AG′. D’apre`s
nos de´finitions, il pre´serve les mesures (il s’agit des mesures de comptage dans le cas non-
archime´dien). Soit V un ouvert compact de Im(HA
G˜
), posons U = AG˜(F )
c×V . Si les me-
sures se correspondaient localement, on aurait l’e´galite´ mes(c(U)) = |Ker(c)|−1mes(U).
Puisque ce n’est pas le cas, l’e´galite´ correcte est mes(c(U)) = C|Ker(c)|−1mes(U). On
a mes(U) = mes(AG˜(F )
c)mes(V ) et
mes(c(U)) = mes(c(AG˜(F )
c))mes(c(V )) = [AG′(F )
c : c(AG˜(F )
c)]−1mes(AG′(F )
c)mes(V ).
On obtient
C = |Ker(c)|[AG′(F )
c : c(AG˜(F )
c)]−1mes(AG˜(F )
c)−1mes(AG′(F )
c).
Les mesures sur les groupes compacts sont de´finies de sorte que
mes(AG˜(F )
c)−1mes(AG′(F )
c) = [Im(HAG′ ) : c(Im(HAG˜))]
−1.
On a aussi l’e´galite´
[Im(HAG′ ) : c(Im(HAG˜))][AG′(F )
c : c(AG˜(F )
c)] = |Coker(c)|.
Ces e´galite´s conduisent a` (6).
Posons V = (1− θ)(T ). Conside´rons le diagramme commutatif
(7) 1
↓
V (F )
d
→ V (F )
↓ ‖
1 → T θ(F ) → T (F )
e
→ V (F )
‖ ↓ f
T θ(F )
b
→ T ′(F )
ou` d et e sont toutes deux e´gales a` 1 − θ. Les deuxie`mes lignes horizontale et verticale
sont exactes. On a Ker(b) = T θ(F ) ∩ V (F ) = Ker(d). On a aussi
|Coker(b)| = |Coker(f)||T (F )/(T θ(F )V (F ))|,
|T (F )/(T θ(F )V (F ))| = |e(T (F ))/d(V (F ))| = |Coker(d)||Coker(e)|−1.
D’ou`
|Ker(b)||Coker(b)|−1 = |Ker(d)||Coker(d)|−1|Coker(e)||Coker(f)|−1.
Conside´rons un tore D de´fini sur F et une isoge´nie ϕ : D → D. Notons ici ϕF : D(F )→
D(F ) l’homomorphisme qui s’en de´duit entre groupes de points sur F . Notons d l’alge`bre
de Lie de D. On a
(8) |Ker(ϕF )||Coker(ϕF )|
−1 = |X∗(D)
ΓF /ϕ(X∗(D)
ΓF )|−1|det(ϕ|d)|F
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= |det(ϕ|X∗(D)ΓF⊗Q)|
−1|det(ϕ|d)|F .
Preuve de (8). Puisque ϕ est injectif sur le Z-module libre X∗(D)
ΓF , on a l’e´galite´
|X∗(D)
ΓF /ϕ(X∗(D)
ΓF )| = |det(ϕ|X∗(D)ΓF⊗Q)|
et les deux derniers membres de (8) sont e´gaux.
Notons D(F )c le plus grand sous-groupe compact de D(F ) et X = D(F )c\D(F ). On
utilise le diagramme commutatif :
1 → D(F )c → D(F ) → X → 1
↓ ϕcF ↓ ϕF ↓ ϕX
1 → D(F )c → D(F ) → X → 1
Ses lignes e´tant exactes, on a
|Ker(ϕF )||Coker(ϕF )|
−1 = |Ker(ϕcF )||Coker(ϕ
c
F )|
−1|Ker(ϕX)||Coker(ϕX)|
−1.
Munissons D(F )c d’une mesure de Haar. On a
mes(D(F )c) = |Coker(ϕcF )|mes(Im(ϕ
c
F )),
mes(Im(ϕcF )) = j(ϕ
c
F )mes(D(F )
c)|Ker(ϕcF )|
−1,
ou` j(ϕcF ) est le jacobien de ϕ
c
F . Si F est non-archime´dien, ce jacobien est la valeur
absolue (au sens |.|F ) du de´terminant de ϕ agissant sur l’alge`bre de Lie de D(F )
c :
j(ϕcF ) = |det(ϕ|d)|F . Si F est archime´dien, le groupe D(F )
c est un groupe de Lie re´el et
j(ϕcF ) est la valeur absolue re´elle du de´terminant de ϕ agissant sur son alge`bre de Lie.
Cette alge`bre de Lie est d(F )/(X∗(D)
ΓF ⊗ R), d’ou`
j(ϕcF ) = |det(ϕ|d)|F |det(ϕ|X∗(D)ΓF⊗R)|
−1 = |det(ϕ|d)|F |det(ϕ|X∗(D)ΓF⊗Q)|
−1.
Si F est archime´dien, X est un produit de groupes R×+ et ϕX est bijectif. Si F est
non-archime´dien, ϕX est injectif et |Coker(ϕX)| = |det(ϕ|X⊗Q)|. Fixons une uniformi-
sante ̟F . L’application qui a` x∗ ∈ X∗(D)
ΓF associe l’image de x∗(̟F ) dans X identifie
X∗(D)
ΓF a` un sous-groupe d’indice fini de X . Donc
|det(ϕ|X⊗Q)| = |det(ϕ|X∗(D)ΓF ⊗Q)|.
En mettant ces calculs bout a` bout, on obtient (8) 
On utilise (8) pour calculer
|Ker(d)||Coker(d)|−1 = |det((1− θ)|X∗(V )ΓF⊗Q)|
−1|det((1− θ)|(1−θ)(t))|F .
Le dernier terme n’est autre que d(θ∗). En rassemblant les calculs pre´ce´dents, on obtient
(9) c?(G˜,G
′) = |Out(G′)|−1|det((1− θ)|X∗(V )ΓF⊗Q)|
−1
k(δ)k(γ)−1|Coker(e)||Coker(f)|−1.
On conside`re la suite
H1(ΓF ;T
θ)
g
→ H1(ΓF ;T )
i
→ H1(ΓF ;G).
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Supposons F non archime´dien. L’application qui a` y ∈ Y(γ) (cf. 4.4) associe le cocycle
σ 7→ yσ(y)−1 se quotiente en une bijection de Y˙(γ) sur Ker(i ◦ g). Donc
k(γ) = |Y˙(γ)| = |Ker(i ◦ g)|.
De g se de´duit une suite exacte
1→ Ker(g)→ Ker(i ◦ g)→ Im(g) ∩Ker(i)→ 1.
Il est bien connu que Ker(i) est e´gal a` l’image de j : H1(ΓF ;Tsc)→ H
1(ΓF ;T ). La suite
horizontale centrale de (7) se prolonge en une suite exacte de cohomologie
(10) T (F )
e
→ V (F )→ H1(ΓF ;T
θ)
g
→ H1(ΓF ;T )
k
→ H1(ΓF ;V ).
Donc Im(g) = Ker(k) puis
k(γ) = |Ker(g)||Ker(k) ∩ Im(j)|.
Si F = R, parce que l’on travaille avec unK-espace, Y˙(γ) s’identifie avec le sous-ensemble
des e´le´ments de H1(ΓR;T
θ) dont l’image par i ◦ g appartient a` l’image de l’application
H1(ΓR;GSC) → H
1(ΓR;G). La suite du calcul s’adapte et on obtient la meˆme formule
que ci-dessus. Revenons a` F quelconque. Conside´rons la suite
H1(ΓF ;Tsc)
j
→ H1(ΓF ;T )
k
→ H1(ΓF ;V ).
Il s’en de´duit une suite exacte
1→ Ker(j)→ Ker(k ◦ j)→ Ker(k) ∩ Im(j)→ 1.
D’ou` |Ker(k) ∩ Im(j)| = |Ker(k ◦ j)||Ker(j)|−1 puis
k(γ) = |Ker(g)||Ker(k ◦ j)||Ker(j)|−1.
En utilisant la suite (10), on a
|Coker(e)| = |Ker(g)|.
La suite centrale verticale de (7) se prolonge elle-aussi en une suite exacte de cohomologie
T (F )
f
→ T ′(F )→ H1(ΓF ;V )
l
→ H1(ΓF ;T ).
D’ou`
|Coker(f)| = |Ker(l)|.
On obtient
(11) k(γ)−1|Coker(e)||Coker(f)|−1 = |Ker(k ◦ j)|−1|Ker(j)||Ker(l)|−1,
ou` on rappelle
j : H1(ΓF ;Tsc)→ H
1(ΓF ;T ), k◦j : H
1(ΓF , Tsc)→ H
1(ΓF ;V ), l : H
1(ΓF ;V )→ H
1(ΓF ;T ).
Tous ces groupes sont finis. On utilise l’e´galite´
|Ker(j)||H1(ΓF ;T )| = |Coker(j)||H
1(ΓF ;Tsc)|
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et les e´galite´s analogues pour k ◦ j et l. On voit alors que, dans le membre de droite de
(11), on peut remplacer les noyaux par les conoyaux.
Le terme k(δ) se calcule comme k(γ), le calcul e´tant beaucoup plus simple puisque
la torsion est inte´rieure. On a k(δ) = |Im(m)|, ou`
m : H1(ΓF ;T
′
sc)→ H
1(ΓF ;T
′).
On obtient
k(δ)k(γ)−1|Coker(e)||Coker(f)|−1 = |Im(m)||Coker(k ◦ j)|−1|Coker(j)||Coker(l)|−1.
On utilise maintenant la dualite´. Par exemple π0(Tˆ
ΓF ) est le dual de H1(ΓF ;T ). On
voit que |Coker(j)| = |Ker(jˆ)|, ou` jˆ : π0(Tˆ
ΓF ) → π0(Tˆ
ΓF
ad ) est dual de j. On calcule de
meˆme |Coker(k ◦ j)| et |Coker(l)|. On a aussi |Im(m)| = |Im(mˆ)| et la formule ci-dessus
se transcrit en
(12) k(δ)k(γ)−1|Coker(e)||Coker(f)|−1 = |Im(mˆ)||Ker(jˆ ◦ kˆ)|−1|Ker(jˆ)||Ker(lˆ)|−1.
Rappelons que Tˆ ′ = Tˆ θˆ,0. On a une suite exacte
π0(Z(Gˆ
′)ΓF )→ π0(Tˆ
θˆ,0,ΓF )
mˆ
→ π0((Tˆ
θˆ,0/Z(Gˆ′))ΓF ).
La donne´e G′ est elliptique et T ′ est un tore elliptique. Donc Z(Gˆ′)ΓF ,0 = Tˆ θˆ,ΓF ,0 =
Z(Gˆ)θˆ,ΓF ,0. La premie`re fle`che ci-dessus est injective, d’ou`
(13) |Im(mˆ)| = |π0(Tˆ
θˆ,0,ΓF )||π0(Z(Gˆ
′)ΓF )|−1.
Rappelons que Vˆ = Tˆ /Tˆ θˆ,0. On a une suite exacte
π0(Tˆ
θˆ,0,ΓF )
nˆ
→ π0(Tˆ
ΓF )
lˆ
→ π0(Vˆ
ΓF ).
Ici, la premie`re fle`che n’est pas injective. Son noyau est (Tˆ θˆ,0∩ Tˆ ΓF ,0)/Tˆ θˆ,ΓˆF ,0 = π0(Tˆ
θˆ,0∩
Tˆ ΓF ,0). D’ou`
(14) |Ker(lˆ)| = |Coker(nˆ)| = |π0(Tˆ
θˆ,0,ΓF )||π0(Tˆ
θˆ,0 ∩ Tˆ ΓF ,0)|−1.
De meˆme, on a une suite exacte
π0(Z(Gˆ)
ΓF )→ π0(Tˆ
ΓF )
jˆ
→ π0(Tˆ
ΓF
ad ).
Le noyau de la premie`re fle`che est π0(Z(Gˆ) ∩ Tˆ
ΓF ,0) et on obtient
(15) |Ker(jˆ)| = |π0(Z(Gˆ)
ΓF )||π0(Z(Gˆ) ∩ Tˆ
ΓF ,0)|−1.
On a le diagramme commutatif
Tˆ /Tˆ θˆ,0 → Tˆad
ց ր 1− θˆ
Tˆad/Tˆ
θˆ
ad
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d’ou` la factorisation
π0((Tˆ /Tˆ
θˆ,0)ΓF )
jˆ◦kˆ
→ π0(Tˆ
ΓF
ad )
ց ր 1− θˆ
π0((Tˆad/Tˆ
θˆ
ad)
ΓF )
Puisque T˜ est elliptique, on aX∗(Tˆad)
ΓF ,θˆ = 0. DoncX∗(Tˆad)
ΓF⊗Q = (1−θˆ)(X∗(Tˆad)
ΓF )⊗
Q puis Tˆ ΓF ,0ad = (1− θˆ)(Tˆ
ΓF ,0
ad ). Il en re´sulte que l’homomorphisme
1− θˆ : π0((Tˆad/Tˆ
θˆ
ad)
ΓF )→ π0(Tˆ
ΓF
ad )
est injectif. Le noyau de jˆ ◦ kˆ est donc e´gal a` celui de l’homomorphisme
π0((Tˆ /Tˆ
θˆ,0)ΓF )→ π0((Tˆad/Tˆ
θˆ
ad)
ΓF ).
Ce dernier se comple`te en la suite exacte
π0((Z(Gˆ)/(Z(Gˆ) ∩ Tˆ
θˆ,0)ΓF )
pˆ
→ π0((Tˆ /Tˆ
θˆ,0)ΓF )→ π0((Tˆad/Tˆ
θˆ
ad)
ΓF ).
D’ou` :
(16) |Ker(jˆ ◦ kˆ)| = |π0((Z(Gˆ)/(Z(Gˆ) ∩ Tˆ
θˆ,0))ΓF )||Ker(pˆ)|−1.
On calcule
Ker(pˆ) = (Z(Gˆ) ∩ Tˆ ΓF ,0Tˆ θˆ,0)/(Z(Gˆ)ΓF ,0(Z(Gˆ) ∩ Tˆ θˆ,0)).
La suite suivante est exacte :
1→ (Tˆ θˆ,0 ∩ Tˆ ΓF ,0)/(Z(Gˆ)ΓF ,0 ∩ Tˆ θˆ,0)→ ((Z(Gˆ)Tˆ θˆ,0) ∩ Tˆ ΓF ,0)/Z(Gˆ)ΓF ,0 → Ker(pˆ)→ 1
Le premier terme de cette suite a pour nombre d’e´le´ments
|π0(Tˆ
θˆ,0 ∩ Tˆ ΓF ,0)||π0(Z(Gˆ)
ΓF ,0 ∩ Tˆ θˆ,0)|−1.
Le deuxie`me terme s’inse`re dans la suite exacte
1→ (Z(Gˆ) ∩ Tˆ ΓF ,0)/Z(Gˆ)ΓF ,0 → ((Z(Gˆ)Tˆ θˆ,0) ∩ Tˆ ΓF ,0)/Z(Gˆ)ΓF ,0
→ ((Z(Gˆ)Tˆ θˆ,0) ∩ Tˆ ΓF ,0)/(Z(Gˆ) ∩ Tˆ ΓF ,0)→ 1.
Le premier terme de cette suite n’est autre que π0(Z(Gˆ)∩ Tˆ
ΓF ,0). On voit que le second
n’est autre que Tˆ ΓF ,0,θˆad . Ce dernier groupe est fini puisque T˜ est elliptique. A ce point,
on obtient
(17) |Ker(pˆ)| = |π0(Tˆ
θˆ,0 ∩ Tˆ ΓF ,0)|−1|π0(Z(Gˆ)
ΓF ,0 ∩ Tˆ θˆ,0)||π0(Z(Gˆ) ∩ Tˆ
ΓF ,0)||Tˆ ΓF ,0,θˆad |.
Puisque l’endomorphisme 1−θˆ de Tˆ ΓF ,0ad est une isoge´nie, son noyau Tˆ
ΓF ,0,θˆ
ad a pour nombre
d’e´le´ments la valeur absolue du de´terminant de 1 − θˆ agissant sur X∗(Tˆad)
ΓF ⊗ Q. Par
dualite´, c’est aussi la valeur absolue du de´terminant de 1−θ agissant sur X∗(Tsc)
ΓF ⊗Q.
On utilise les e´galite´s
X∗(V )
ΓF ⊗Q = (1− θ)(X∗(T )
ΓF )⊗Q
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=
(
(1− θ)(X∗(Tsc)
ΓF )⊗Q
)
⊕
(
(1− θ)(X∗(Z(G)
0)ΓF )⊗Q
)
.
On a (1− θ)(X∗(Tsc)
ΓF )⊗Q = X∗(Tsc)
ΓF ⊗Q toujours parce que T˜ est elliptique. D’ou`
|Tˆ ΓF ,0,θˆad | = |det((1− θ)|X∗(V )ΓF⊗Q)||det((1− θ)|(1−θ)(X∗(Z(G)0)ΓF )⊗Q)|
−1.
Pour calculer ce dernier de´terminant, on peut remplacer (1− θ)(X∗(Z(G)
0)ΓF )⊗Q par
(1− θ)(X∗(Z(G)
0)ΓF )⊗ R. Cet espace est isomorphe a` AG/AG˜. On obtient alors
(18) |Tˆ ΓF ,0,θˆad | = |det((1− θ)|X∗(V )ΓF⊗Q)||det((1− θ)|AG/AG˜)|
−1.
Rassemblons les formules (9) et (12), (13),...,(18). On obtient
c?(G˜,G
′) = |det((1− θ)|AG/AG˜)|
−1|π0(Z(Gˆ)
ΓF )||Z(Gˆ′)ΓF )|−1|
|Out(G′)|−1|π0(Z(Gˆ)
ΓF ,0 ∩ T θˆ,0)||π0((Z(Gˆ)/(Z(Gˆ) ∩ T
θˆ,0))ΓF )|−1.
On a l’e´galite´ Z(Gˆ) ∩ T θˆ,0 = Z(Gˆ) ∩ Gˆ′. La formule ci-dessus est alors celle qui de´finit
c(G˜,G′). Cela de´montre l’e´galite´ (5), ce qui ache`ve la preuve. 
5 Distributions ”ge´ome´triques”
5.1 Distributions ”ge´ome´triques” dans le cas non-archime´dien
On suppose F non archime´dien. On note Dge´om(G˜(F ), ω) l’espace des formes line´aires
sur C∞c (G˜(F )) qui se factorisent en une forme line´aire sur I(G˜(F ), ω) et qui sont sup-
porte´es par une re´union finie de classes de conjugaison par G(F ). On a de´ja` construit
de telles formes line´aires en 2.4 : l’inte´grale orbitale f 7→ IG˜(γ, ω, f) associe´e a` un
e´le´ment γ ∈ G˜(F ) et aux choix de mesures sur G(F ) et Gγ(F ). On se de´barrasse du
choix de la mesure sur G(F ) en conside´rant cette forme line´aire comme de´finie sur
C∞c (G˜(F ))⊗Mes(G(F )). On obtient donc un e´le´ment de Dge´om(G˜(F ), ω)⊗Mes(G(F ))
∗.
Il est commode de noter tout e´le´ment de cet espace comme une inte´grale orbitale. C’est-
a`-dire que, pour γ ∈ Dge´om(G˜(F ), ω)⊗Mes(G(F ))
∗ et f ∈ C∞c (G˜(F ))⊗Mes(G(F )), on
notera IG˜(γ, f) la valeur de γ sur f . On utilisera diffe´rentes variantes de cette notation
(pour les inte´grales orbitales stables par exemple).
Si O est une re´union finie de classes de conjugaison (par G(F )) semi-simples, on
note Dge´om(O, ω) le sous-espace de ces distributions a` support dans {γ ∈ G˜; γss ∈ O},
ou` γss est la partie semi-simple de γ. Notons qu’un tel sous-espace peut eˆtre nul, a`
cause du caracte`re ω. Plus concre`tement, notons I(G˜(F ), ω)O,0 le sous-espace des f ∈
I(G˜(F ), ω) pour lesquels il existe un voisinage V˜ de O invariant par conjugaison par
G(F ) tel que IG˜(γ, ω, f) = 0 pour tout γ ∈ V˜ ∩ G˜reg(F ). Posons I(G˜(F ), ω)O,loc =
I(G˜(F ), ω)/I(G˜(F ), ω)O,0. La projection naturelle
C∞c (G˜(F ))→ I(G˜(F ), ω)O,loc
est surjective et on a
(1) Dge´om(O, ω) est l’espace des formes line´aires sur C
∞
c (G˜(F )) qui se factorisent par
cette projection.
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Preuve. Notons C∞c (G˜(F ))O,0 le sous-espace des e´le´ments C
∞
c (G˜(F )) dont le support
ne contient pas d’e´le´ment de partie semi-simple dans O. Par de´finition, Dge´om(O, ω) est
l’espace des formes line´aires sur C∞c (G˜(F )) qui annulent C
∞
c (G˜(F ))O,0 et qui se fac-
torisent par I(G˜(F ), ω). Il suffit donc de prouver que l’image de C∞c (G˜(F ))O,0 dans
I(G˜(F ), ω) est e´gale a` I(G˜(F ), ω)O,0. Il est clair que cette image est contenue dans
I(G˜(F ), ω)O,0. Inversement, soit f ∈ C
∞
c (G˜(F )) dont l’image dans I(G˜(F ), ω) appar-
tienne a` ce sous-espace. On choisit un voisinage V˜ de O invariant par conjugaison tel
que IG˜(γ, ω, f) = 0 pour tout γ ∈ V˜ ∩ G˜reg(F ). On peut supposer V˜ ouvert et ferme´.
Notons 1V˜ sa fonction caracte´ristique. On a f = f1V˜ + f(1− 1V˜ ). Toutes les inte´grales
orbitales fortement re´gulie`res de la fonction f1V˜ sont nulles. Cela entraˆıne que l’image
de cette fonction dans I(G˜(F ), ω) est nulle. La deuxie`me fonction f(1− 1V˜ ) appartient
a` C∞c (G˜(F ))O,0. 
D’apre`s (1), Dge´om(O, ω) s’identifie au dual de I(G˜(F ), ω)O,loc.Il est bien connu que
tout e´le´ment de Dge´om(G˜(F ), ω) est combinaison line´aire d’inte´grales orbitales. Cela en-
traˆıne que Dge´om(G˜(F ), ω) est la somme directe de ses sous-espaces Dge´om(O, ω) quand
O de´crit les classes de conjugaison semi-simples.
Soit M˜ un espace de Levi de G˜. Dualement a` l’application
I(G˜(F ), ω)⊗Mes(G(F )) → I(M˜(F ), ω)⊗Mes(M(F ))
f 7→ fM˜ ,ω,
on a un homomorphisme d’induction
Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗ → Dge´om(G˜(F ), ω)⊗Mes(G(F ))
∗
γ 7→ γG˜
SoitO une classe de conjugaison semi-simple contenant un e´le´ment γ tel que γ ∈ M˜(F ) et
Gγ ⊂M . AlorsDge´om(O, ω) est contenu dans l’image de cet homomorphisme d’induction.
5.2 Distributions ”ge´ome´triques” dans le cas archime´dien
On suppose F = R ou C. On munit C∞c (G˜(F )) d’une topologie de la fac¸on suivante.
Notons U(G) l’alge`bre enveloppante de l’alge`bre de Lie de G. Cette alge`bre agit sur
C∞c (G˜(F )) de deux fac¸ons : via les translations a` gauche ou a` droite. Conside´rons par
exemple l’action via les translations a` gauche. Pour Y ∈ U(G), on de´finit la semi-norme
νY sur C
∞
c (G˜(F )) par νY (f) = sup{|(Y f)(γ)|; γ ∈ G˜(F )}. Soit H˜ un sous-ensemble
compact de G˜(F ). Notons C∞c (H˜) le sous-espace des e´le´ments de C
∞
c (G˜(F )) a` support
dans H˜ . On munit ce sous-espace de la topologie de´finie par les semi-normes νY pour
Y ∈ U(G). L’espace C∞c (G˜(F )) est limite inductive des C
∞
c (H˜) quand H˜ de´crit les sous-
ensembles compacts de G˜(F ) et on le munit de la topologie limite inductive des topologies
sur ces sous-espaces. On appelle distribution sur G˜(F ) une forme line´aire continue sur
C∞c (G˜(F )). Une distribution ω-e´quivariante est une distribution qui se factorise par
I(G˜(F ), ω). En imitant Bouaziz, on munit l’espace I(G˜(F ), ω) d’une topologie de la
fac¸on suivante. Fixons un ensemble T˜ de repre´sentants des classes de conjugaison par
G(F ) de tores tordus maximaux T˜ tels que ω soit trivial sur T θ(F ). Un tel ensemble est
fini. En fixant des mesures sur G(F ) et sur T (F ) pour tout T˜ ∈ T˜ , on peut conside´rer
I(G˜(F ), ω) comme un espace de familles ϕT˜ = (ϕT˜ )T˜∈T˜ ou` ϕT˜ est une fonction C
∞ sur
T˜ (F )∩ G˜reg(F ) (l’inte´grale orbitale sur T˜ (F )). Dans la suite, on conside´rera I(G˜(F ), ω)
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soit comme un quotient de C∞c (G˜(F )) (ses e´le´ments seront alors note´s f), soit comme un
espace de telles familles (ses e´le´ments seront alors note´s ϕT˜ ). On pose UT˜ =
∏
T˜∈T˜ U(T ).
Pour une famille YT˜ = (YT˜ )T˜∈T˜ ∈ UT˜ , on de´finit la semi-norme
νY
T˜
(ϕT˜ ) = sup{|(YT˜ϕT˜ )(γ)|; γ ∈ T˜ (F ) ∩ G˜reg(F ), T˜ ∈ T˜ }.
Elle est bien de´finie c’est-a`-dire que ce sup est fini pour les e´le´ments de I(G˜(F )).
C’est un re´sultat profond d’Harish-Chandra (sa ge´ne´ralisation au cas tordu par des-
cente est imme´diate). Soit H˜T˜ = (H˜T˜ )T˜∈T˜ une famille telle que pour tout T˜ , H˜T˜ est
un sous-ensemble compact de T˜ (F ). On note I(H˜T˜ , ω) le sous-espace des e´le´ments
ϕT˜ = (ϕT˜ )T˜∈T˜ ∈ I(G˜(F ), ω) tels que pour tout T˜ , ϕT˜ est a` support dans H˜T˜ . On
munit ce sous-espace de la topologie de´finie par les semi-normes νY
T˜
pour YT˜ ∈ UT˜ . Cela
le munit d’une topologie d’espace de Fre´chet, c’est-a`-dire que I(H˜T˜ , ω) est complet :
les conditions de saut qui de´finissent l’espace des inte´grales orbitales sont des conditions
ferme´es. On munit I(G˜(F ), ω) de la topologie limite inductive de celle sur les sous-espaces
I(H˜T˜ , ω). On a
(1) l’homomorphisme C∞c (G˜(F )) → I(G˜(F ), ω) est une surjection continue et ou-
verte.
Cf. [R1] the´ore`me 9.4. Renard suppose ω = 1 mais, ici encore, la preuve se ge´ne´ralise
au cas ω quelconque.
D’apre`s (1), l’espace des distributions ω-e´quivariantes s’identifie a` celui des formes
line´aires continues sur I(G˜(F ), ω). On note Dge´om(G˜(F ), ω) l’espace des distributions ω-
e´quivariantes qui sont supporte´es par un nombre fini de classes de conjugaison par G(F ).
Concre`tement, conside´rons un tore tordu T˜ ∈ T˜ et un e´le´ment η ∈ T˜ (F ). Fixons une
composante connexe Ω de tθ(F )∩ gη,reg(F ) et un ope´rateur diffe´rentiel D sur t
θ(F ) a` co-
efficients constants. Pour ϕT˜ = (ϕT˜ ′)T˜ ′∈T˜ ∈ I(G˜(F ), ω), la fonction X 7→ DϕT˜ (exp(X)η)
est C∞ sur Ω et a une limite quand X tend vers 0 dans Ω. Notons γη,T˜ ,Ω,D(ϕT˜ ) cette
limite. La forme line´aire γη,T˜ ,Ω,D ainsi construite appartient a` Dge´om(G˜(F ), ω) et cet
espace est engendre´ line´airement par de telles formes line´aires.
SiO est une re´union finie de classes de conjugaison (parG(F )) semi-simples, on de´finit
le sous-espace Dge´om(O, ω) comme dans le cas non-archime´dien. Notons I(G˜(F ), ω)O,0
le sous-espace des f ∈ I(G˜(F ), ω) pour lesquels il existe un voisinage V˜ de O invariant
par conjugaison par G(F ) tel que IG˜(γ, ω, f) = 0 pour tout γ ∈ V˜ ∩ G˜reg(F ). Notons
CℓI(G˜(F ), ω)O,0 sa cloˆture dans I(G˜(F )). C’est le sous-espace des ϕT˜ ∈ I(G˜(F ), ω)
ve´rifiant la condition suivante. Soient T˜ ∈ T˜ , η ∈ T˜ (F )∩O et Y ∈ U(T ). Alors la fonction
Y ϕT˜ bien de´finie sur T˜ (F )∩ G˜reg(F ) a une limite nulle en η. On pose I(G˜(F ), ω)O,loc =
I(G˜(F ), ω)/CℓI(G˜(F ), ω)O,0 et on munit cet espace de la topologie quotient. Il y a un
homomorphisme surjectif, continu et ouvert
C∞c (G˜(F ))→ I(G˜(F ), ω)O,loc.
On a
(2)Dge´om(O, ω) est l’image par l’homomorphisme dual de l’espace des formes line´aires
continues sur I(G˜(F ), ω)O,loc.
Preuve. On note C∞c (G˜(F ))O,0 le sous-espace des f ∈ C
∞
c (G˜(F )) dont le support
ne contient pas d’e´le´ment de partie semi-simple dans O. Son image dans I(G˜(F ), ω) est
e´videmment contenue dans I(G˜(F ), ω)O,0. En fait, cette image est e´gale a` I(G˜(F ), ω)O,0.
La preuve est essentiellement la meˆme que celle de 5.1(1). Il suffit d’y remplacer la
fonction 1V˜ par une fonction C
∞, invariante par conjugaison, a` support dans V˜ et
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valant 1 au voisinage des e´le´ments de partie semi-simple dans O. D’apre`s (1) et la
de´finition, Dge´om(O, ω) est l’espace des formes line´aires continues sur I(G˜(F ), ω) qui
annulent l’image de C∞c (G˜(F ))O,0. Autrement dit qui annulent I(G˜(F ), ω)O,0. Puisqu’il
s’agit de formes continues, cela e´quivaut a` annuler CℓI(G˜(F ), ω)O,0 ou encore a` se fac-
toriser en une forme line´aire continue sur I(G˜(F ), ω)O,loc. 
Remarquons que si M˜ est un espace de Levi de G˜, l’homomorphisme f 7→ fM˜,ω
de I(G˜(F ), ω) dans I(M˜(F ), ω) se descend en un homomorphisme de I(G˜(F ), ω)O,loc
dans I(M˜(F ), ω)O
M˜
,loc ou` OM˜ = M˜(F ) ∩ O. Il y a deux fac¸ons naturelles de de´finir un
sous-espace Icusp(G˜(F ), ω)O,loc ⊂ I(G˜(F ), ω)O,loc : soit comme image par localisation de
Icusp(G˜(F ), ω), soit comme le sous-espace de I(G˜(F ), ω)O,loc annule´ par les homomor-
phismes f 7→ fM˜,ω pour tout M˜ propre. On a
(3) ces deux de´finitions co¨ıncident.
Preuve. Supposons F = R. La premie`re de´finition donne e´videmment un sous-espace
de l’espace de´fini par la seconde. Soit ϕT˜ ∈ I(G˜(R), ω) un e´le´ment dont l’image par
localisation appartient a` ce dernier espace. Fixons un e´le´ment elliptique T˜ ∈ T˜ et un
e´le´ment η ∈ T˜ (R) ∩O. Comme en 4.13(3), conside´rons la fonction
(4) X 7→ ∆η(X)ϕT˜ (exp(X)η)
au voisinage de 0 dans tθ(R) ∩ gη,reg(R). Soit Ω une composante connexe de cet en-
semble, contenant η dans son adhe´rence. La fonction ci-dessus est C∞ sur Ω et on sait
qu’elle se prolonge en une fonction C∞ dans un voisinage de Ω (cf. [Boua] remarque 3.2).
Notons φT˜ ,Ω un tel prolongement. L’hypothe`se de cuspidalite´ sur ϕT˜ implique que le
de´veloppement infinite´simal au voisinage de η de φT˜ ,Ω ne de´pend pas de Ω. C’est-a`-dire
que, pour tout Y ∈ U(T θ,0), (Y φT˜ ,Ω)(η) est inde´pendant de Ω. Conside´rons le normalisa-
teur de T θ,0 dans ZG(η,R) et son quotient fini Wη(T
θ,0) par T θ,0(R). Ce quotient agit sur
les fonctions sur tθ(R). La fonction ∆η se transforme selon un certain caracte`re χ de ce
groupe. Parce que les inte´grales orbitales sont invariantes par ce groupe, la fonction (4)
se transforme selon le meˆme caracte`re χ. Donc le de´veloppement infinite´simal commun
des fonctions φT˜ ,Ω se transforme lui-aussi selon le caracte`re χ. Fixons Ω et introduisons
la fonction
φ′
T˜
= |Wη(T
θ,0)|−1
∑
w∈Wη(T θ,0)
χ(w)−1wφT˜ ,Ω.
Elle a meˆme de´veloppement infinite´simal que nos fonctions φT˜ ,Ω. Il existe une fonction
ϕ′
T˜
sur T˜ (R) ∩ G˜reg(F ) ve´rifiant la condition 4.13(2) et telle que la fonction
X 7→ ∆η(X)ϕ
′
T˜
(exp(X)η)
co¨ıncide avec φ′
T˜
au voisinage de 0 dans tθ(R) ∩ gη,reg(R). Quitte a` multiplier cette
fonction par une fonction C∞ invariante par conjugaison et a` support concentre´ dans un
voisinage invariant de η, on peut supposer que ϕ′
T˜
ve´rifie la condition 4.13(3). Donc cette
fonction, prolonge´e par 0 sur les autres e´le´ments de T˜ , appartient a` Icusp(G˜(R), ω). Par
construction, ϕ′
T˜
a meˆme de´veloppement infinite´simal que ϕT˜ en η. On fait maintenant
varier η parmi un ensemble (fini) de repre´sentants des classes de conjugaison dans O ∩
T˜ (R) et on fait varier T˜ parmi l’ensemble des e´le´ments elliptiques de T˜ . Un argument
de partition de l’unite´ nous fournit un e´le´ment ϕ′
T˜
∈ I(G˜(R), ω) qui a meˆme image que
ϕT˜ dans I(G˜(R), ω)O,loc. Cela ache`ve la preuve pour F = R. Si F = C, il n’y a qu’un
seul e´le´ment dans T˜ , qui est un espace de Levi minimal. L’espace Icusp(G˜(C), ω) est
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nul sauf si G est un tore, auquel cas Icusp(G˜(C), ω) = I(G˜(C), ω). Il en est de meˆme
infinite´simalement, quelle que soit la de´finition. 
Rappelons que, pour nous, un e´le´ment est elliptique s’il appartient a` un sous-tore
tordu maximal elliptique. On a
(5) supposons O forme´ d’e´le´ments non-elliptiques ; alors Dge´om(O, ω) est forme´ de
combinaisons line´aires de distributions induites a` partir d’espaces de Levi propres.
Preuve. L’espace Dge´om(O, ω) est engendre´ par des distributions γη,T˜ ,Ω,D comme plus
haut, ou` T˜ ∈ T˜ et η ∈ O ∩ T˜ (F ). Notre de´finition d’ellipticite´ implique que T˜ n’est pas
elliptique. Il est donc contenu dans un espace de Levi propre M˜ . Les meˆmes donne´es
η, T˜ , Ω, D de´finissent une distribution γM˜,η,T˜ ,Ω,D ∈ Dge´om(M˜(F ), ω) dont γη,T˜ ,Ω,D est
l’induite. 
De´crivons plus concre`tement l’espace Dge´om(O, ω) dans le cas ou` F = R et O est une
unique classe de conjugaison. Fixons η ∈ O. Fixons un ensemble fini T˜ de sous-tores
tordus maximaux de G˜ tels que :
• η ∈ T˜ (R) pour tout T˜ ∈ T˜ ;
• pour tout sous-tore maximal S de Gη, il existe T˜ ∈ T˜ et il existe g ∈ ZG(η;R) tels
que S = adg(T
θ,0).
Pour tout T˜ ∈ T˜ , notons ΩT˜ l’ensemble des composantes connexes de t
θ(R)∩gη,reg(R).
Pour f ∈ C∞c (G˜(R)), pour T˜ ∈ T˜ et Ω ∈ ΩT˜ , conside´rons la fonction φf,T˜ ,Ω sur Ω de´finie
par
φf,T˜ ,Ω(X) = I
G˜(exp(X)η, ω, f).
Elle est nulle si ω n’est pas trivial sur T θ(R). Comme on l’a dit, Harish-Chandra a prouve´
que cette fonction se prolongeait en une fonction C∞ dans un voisinage de Ω. Fixons
des coordonne´es sur tθ(R) et notons C[[tθ(R)]] l’espace des se´ries formelles sur tθ(R). On
note ϕf,T˜ ,Ω ∈ C[[t
θ(R)]] le de´veloppement en se´rie de la fonction φf,T˜ ,Ω en X = 0. On
pose ϕf = (ϕf,T˜ ,Ω)T˜∈T˜ ,Ω∈Ω
T˜
. L’espace I(G˜(R), ω)O,loc est celui de ces familles ϕf quand
f de´crit C∞c (G˜(R)). C’est un sous-espace de
(6) ⊕T˜∈T˜ ,Ω∈Ω
T˜
C[[tθ(R)]].
On sait le de´crire. C’est le sous-espace des familles de se´ries formelles (ϕT˜ ,Ω)T˜∈T˜ ,Ω∈Ω
T˜
qui
ve´rifient deux conditions :
(7) soient T˜ , T˜ ′ ∈ T˜ et g ∈ G(R) tel que gηg−1 = η et gT˜ g−1 = T˜ ′ ; alors adg envoie ΩT˜
sur ΩT˜ ′ et C[t
θ(R)] sur C[t′θ(R)] ; pour Ω ∈ ΩT˜ , on doit avoir ϕT˜ ′,adg(Ω) = ω(g)adg(ϕT˜ ,Ω) ;
(8) soient T˜ ∈ T˜ et Ω, Ω′ deux e´le´ments adjacents de ΩT˜ ; alors une condition de
saut relie ϕT˜ ,Ω, ϕT˜ ,Ω′ et ϕT˜1,Ω1, ou` T˜1 et Ω1 sont de´termine´s par T˜ , Ω, Ω
′, T˜1 e´tant plus
de´ploye´ que T˜ (c’est-a`-dire que l’on a dim(AT˜ ) < dim(AT˜1)).
On renvoie a` [R2] 3.2 pour cette condition de saut. La topologie sur I(G˜(R), ω)O,loc
s’identifie a` celle de´duite de la topologie habituelle sur les espaces de se´ries formelles
(un voisinage de 0 contient les se´ries qui s’annulent en 0 a` un ordre assez grand). Pour
T˜ ∈ T˜ , notons D[tθ(R)] l’espace des ope´rateurs diffe´rentiels a` coefficients constants sur
tθ(R). Cet espace se plonge naturellement dans le dual de C[[tθ(R)]] : on applique un
ope´rateur diffe´rentiel a` une se´rie formelle et on e´value le re´sultat en 0. Ainsi
⊕T˜∈T˜ ,Ω∈Ω
T˜
D[tθ(R)]
se plonge dans le dual de l’espace (6). Par restriction, on obtient une application line´aire
⊕T˜∈T˜ ,Ω∈Ω
T˜
D[tθ(R)]→ (I(G˜(R), ω)O,loc)
∗.
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L’espace Dge´om(O, ω) est l’image de cette application.
Remarque. Arthur donne une description beaucoup plus pre´cise en [A3] lemme 1.1.
5.3 Filtration de Dge´om(G˜(F ), ω)
Fixons des mesures de Haar sur G(F ) et surM(F ) pour tout LeviM de G. Pour tout
entier n ≥ −1 notons FnDge´om(G˜(F ), ω) le sous-espace de Dge´om(G˜(F ), ω) engendre´ par
les distributions induites (γM˜)
G˜, ou` M˜ est un espace de Levi de G˜ tel que aM˜ = n + 1
et γM˜ ∈ Dge´om(M˜(F ), ω). Ces espaces forment une filtration
{0} = FaM˜0Dge´om(G˜(F ), ω) ⊂ F
a
M˜0
−1Dge´om(G˜(F ), ω) ⊂ ...
... ⊂ FaG˜−1Dge´om(G˜(F ), ω) = Dge´om(G˜(F ), ω).
Pour une re´union finie O de classes de conjugaison semi-simples dans G˜(F ), notons
FnDge´om(O, ω) le sous-espace de Dge´om(O, ω) engendre´ par distributions induites (γM˜)
G˜,
ou` M˜ est un espace de Levi de G˜ tel que aM˜ = n+ 1 et γM˜ ∈ Dge´om(O ∩ M˜(F ), ω).
Rappelons que l’on a de´fini en 4.2 une filtration (FnI(G˜(F ), ω))n≥−1 de I(G˜(F ), ω).
Proposition. (i) Pour tout entier n ≥ −1, FnI(G˜(F ), ω) est l’annulateur de FnDge´om(G˜(F ), ω)
dans I(G˜(F ), ω) et FnDge´om(G˜(F ), ω) est l’annulateur de F
nI(G˜(F ), ω) dansDge´om(G˜(F ), ω).
(ii) Pour toute re´union finie O de classes de conjugaison semi-simples dans G˜(F ) et
tout entier n ≥ −1, on a l’e´galite´
FnDge´om(O, ω) = F
nDge´om(G˜(F ), ω) ∩Dge´om(O, ω).
Preuve. On aura besoin d’une proprie´te´ pre´liminaire. Pour tout n ≥ 0, fixons un
ensemble Ln de repre´sentants des classes de conjugaison par G(F ) d’espaces de Levi M˜
de G˜ tels que aM˜ = n. On conside`re l’application
(1)
pn : I(G˜(F ), ω) → In = ⊕M˜∈LnI(M˜(F ), ω)
W (M˜)
f 7→ ⊕M˜∈LnfM˜,ω.
Posons
Incusp = ⊕M˜∈LnIcusp(M˜(F ), ω)
W (M˜).
Par de´finition, FnI(G˜(F ), ω) est l’image re´ciproque par pn du sous-espace Incusp de I
n.
On a vu en 4.2 que de l’application pn se de´duisait un isomorphisme
(2) FnI(G˜(F ), ω)/Fn−1I(G˜(F ), ω) ≃ Incusp.
Soit O une re´union finie de classes de conjugaison semi-simples dans G˜(F ). On a de´fini
l’espace I(G˜, ω)O,loc en 5.1 et 5.2. Pour tout espace de Levi M˜ , posons OM˜ = O∩M˜(F ).
Montrons que
(3) soit f ∈ I(G˜(F ), ω) ; supposons que, pour tout M˜ ∈ Ln, l’image de fM˜,ω dans
I(M˜(F ), ω)O
M˜
,loc soit nulle ; alors il existe f
′ ∈ I(G˜(F ), ω) telle que pn(f ′) = pn(f) et
dont l’image dans I(G˜(F ), ω)O,loc soit nulle.
Supposons d’abord F non-archime´dien. L’hypothe`se signifie que fM˜,ω ∈ I(M˜(F ), ω)OM˜ ,0
pour tout M˜ ∈ Ln, autrement dit il existe un voisinage V˜M˜ de OM˜ dans M˜(F ), invariant
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par conjugaison, tel que fM˜,ω soit nul sur V˜M˜ . Fixons de tels voisinages. On peut fixer un
voisinage V˜ de O dans G˜(F ), invariant par conjugaison, tel que V˜ ∩ M˜(F ) ⊂ V˜M˜ pour
tout M˜ ∈ Ln. On peut supposer V˜ ouvert et ferme´. Alors la fonction f ′ = f(1 − 1V˜ )
re´pond a` la question.
Supposons maintenant F archime´dien. Si n = aG˜, l’application p
n est l’identite´ de
I(G˜(F ), ω) et l’assertion est claire (f ′ = f re´pond a` la question). Supposons n > aG˜
et raisonnons par re´currence sur n. Soit M˜ ∈ Ln−1, conside´rons l’e´le´ment fM˜,ω ∈
I(M˜(F ), ω)W (M˜). L’hypothe`se implique que son image dans I(M˜(F ), ω)O
M˜
,loc est cus-
pidale au sens de la deuxie`me de´finition de 5.2 (3). Pre´cise´ment, cette relation nous dit
qu’il existe ϕM˜ ∈ Icusp(M˜(F ), ω) qui a meˆme image que fM˜,ω dans I(M˜(F ), ω)OM˜ ,loc.
En moyennant ϕM˜ sur W (M˜), on peut supposer ϕM˜ ∈ Icusp(M˜(F ), ω)
W (M˜). Posons
ϕ = (ϕM˜)M˜∈Ln−1 . En appliquant (2) pour n − 1, on rele`ve ϕ en un e´le´ment f0 ∈
Fn−1I(G˜(F ), ω). Pour tout M˜ ∈ Ln−1, la fonction (f − f0)M˜,ω est par construction
d’image nulle dans I(M˜(F ), ω)O
M˜
,loc. L’hypothe`se de re´currence assure l’existence de
f ′ ∈ I(G˜(F ), ω) d’image nulle dans I(G˜(F ), ω) et telle que pn−1(f ′) = pn−1(f−f0). L’ap-
plication pn se factorise par pn−1. On a donc aussi pn(f ′) = pn(f − f0). Mais p
n(f0) = 0
puisque f0 ∈ F
n−1I(G˜(F ), ω). Donc f ′ re´pond a` la question. Cela prouve (3).
Puisque FnI(G˜(F ), ω) est l’image re´ciproque par pn de Incusp, (3) entraˆıne
(4) soit f ∈ FnI(G˜(F ), ω) ; supposons que, pour tout M˜ ∈ Ln, l’image de fM˜,ω dans
I(M˜(F ), ω)O
M˜
,loc soit nulle ; alors il existe f
′ ∈ FnI(G˜(F ), ω) telle que pn(f ′) = pn(f) et
dont l’image dans I(G˜(F ), ω)O,loc soit nulle.
Venons-en a` la preuve de la proposition. Il est clair que l’annulateur deDge´om(G˜(F ), ω)
dans I(G˜(F ), ω) est nul et que l’annulateur de I(G˜(F ), ω) dans Dge´om(G˜(F ), ω) est nul.
Soient f ∈ I(G˜(F ), ω) et n ≥ −1. Alors f appartient a` l’annulateur de FnDge´om(G˜(F ), ω)
si et seulement si, pour tout M˜ ∈ Ln+1 et tout γM˜ ∈ Dge´om(M˜(F ), ω), on a I
G˜((γM˜)
G˜, ω, f) =
0. Cette e´galite´ e´quivaut a` IM˜(γM˜ , ω, fM˜,ω) = 0. Comme on vient de le dire, elle est
ve´rifie´e pour tout γM˜ si et seulement si fM˜,ω = 0. Donc f appartient a` l’annulateur
de FnDge´om(G˜(F ), ω) si et seulement si fM˜ω = 0 pour tout M˜ ∈ L
n+1. Mais c’est la
de´finition de l’espace FnI(G˜(F ), ω). Cela prouve la premie`re assertion.
Pour tout entier n ≥ −1, notonsAnnn l’annulateur de FnI(G˜(F ), ω) dansDge´om(G˜(F ), ω).
Fixons une re´union finie O de classes de conjugaison semi-simples dans G˜(F ). On va
prouver que
(5) FnDge´om(O, ω) = Ann
n ∩Dge´om(O, ω).
D’apre`s ce que l’on a de´ja` de´montre´, on a
FnDge´om(G˜(F ), ω) ⊂ Ann
n.
D’autre part, par de´finition, on a
FnDge´om(O, ω) ⊂ F
nDge´om(G˜(F ), ω).
Donc le membre de gauche de (5) est inclus dans celui de droite. On de´montre l’inclusion
inverse par re´currence descendante sur n. Si n = aM˜0, on a F
nI(G˜(F ), ω) = I(G˜, ω) et
Annn = {0} comme on l’a dit ci-dessus. L’inclusion est e´vidente. Supposons que n < aM˜0
et que l’assertion soit ve´rifie´e pour n + 1. Soit γ ∈ Annn ∩ Dge´om(O, ω). Supposons
d’abord F non-archime´dien. On a de´fini en 5.1 l’espace I(G˜(F ), ω)O,0. C’est le noyau de
l’application I(G˜(F ), ω)→ I(G˜(F ), ω)O,loc. La proprie´te´ (4) entraˆıne que l’application
Fn+1I(G˜(F ), ω) ∩ I(G˜(F ), ω)O,0 → ⊕M˜∈Ln+1I(M˜(F ), ω)OM˜ ,0 ∩ Icusp(M˜(F ), ω)
W (M˜)
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est surjective. Puisque γ ∈ Annn, la distribution γ se factorise en une forme line´aire γn+1
sur Fn+1I(G˜(F ), ω)/FnI(G˜(F ), ω) ≃ In+1cusp. Puisque γ ∈ Dge´om(O, ω), la surjectivite´ ci-
dessus entraˆıne que γn+1 annule le sous-espace
⊕M˜∈Ln+1I(M˜(F ), ω)OM˜ ,0 ∩ Icusp(M˜(F ), ω)
W (M˜) ⊂ In+1cusp.
On peut donc prolonger γn+1 en une forme line´aire sur
⊕M˜∈Ln+1
(
I(M˜(F ), ω)O
M˜
,0 + Icusp(M˜(F ), ω)
W (M˜)
)
,
nulle sur
⊕M˜∈Ln+1I(M˜(F ), ω)OM˜ ,0.
On peut ensuite prolonger cette forme line´aire en une forme line´aire ⊕M˜∈Ln+1γM˜ sur
In+1 = ⊕M˜∈Ln+1I(M˜(F ), ω).
Pour tout M˜ , γM˜ annule I(M˜(F ), ω)OM˜ ,0 donc γM˜ ∈ Dge´om(OM˜ , ω). La distribution
γ ′ = ⊕M˜∈Ln+1(γM˜)
G˜
appartient a` FnDge´om(O, ω) donc annule F
nI(G˜(F ), ω). Puisque ⊕M˜∈Ln+1γM˜ co¨ıncide
par construction avec γn+1 sur In+1cusp, γ
′ co¨ıncide avec γ sur Fn+1I(G˜(F ), ω). Alors γ−γ ′
appartient a` Annn+1 ∩Dge´om(O, ω). En appliquant l’hypothe`se de re´currence, on a
γ − γ ′ ∈ Fn+1Dge´om(O, ω) ⊂ F
nDge´om(O, ω).
Donc aussi γ ∈ FnDge´om(O, ω). Cela prouve (5) quand F est non-archime´dien. Suppo-
sons maintenant F archime´dien. Le noyau de l’application I(G˜(F ), ω)→ I(G˜(F ), ω)O,loc
est maintenant l’espace CℓI(G˜(F ), ω)O,0 de´fini en 5.2. On peut reprendre le raisonne-
ment en utilisant cet espace a` la place de I(G˜(F ), ω)O,0. Il faut ve´rifier que les formes
line´aires que l’on construit sont continues. La continuite´ de γn+1 re´sulte du fait que
les espaces FnI(G˜(F ), ω) sont e´videmment ferme´s et que l’isomorphisme (2) est un
home´omorphisme ([R1] the´ore`me 11.2). Il faut pouvoir choisir des γM˜ continus. Pour
cela, il suffit de prouver que
(6) pour tout M˜ ∈ Ln+1, le sous-espace
CℓI(M˜(F ), ω)O
M˜
,0 + Icusp(M˜(F ), ω)
W (M˜)
de I(M˜(F ), ω) est ferme´.
Le groupe W (M˜) agit sur I(M˜(F ), ω). On peut de´composer cet espace en somme
de sous-espaces isotypiques pour cette action. Chacun de ces sous-espaces est ferme´ et
I(M˜(F ), ω) en est la somme directe topologique. Notons cette de´composition
I(M˜(F ), ω) = ⊕τ∈W (M˜)∨I(M˜(F ), ω)τ .
Par de´finition de OM˜ , l’espace I(M˜(F ), ω)OM˜ ,0 est invariant par W (M˜), donc somme
directe de ses intersections avec chacun des sous-espaces I(M˜(F ), ω)τ . Il en re´sulte que
CℓI(M˜(F ), ω)O
M˜
,0 ve´rifie la meˆme proprie´te´. Notons
CℓI(M˜(F ), ω)O
M˜
,0 = ⊕τ∈W (M˜)∨CℓI(M˜(F ), ω)OM˜ ,0,τ
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la de´composition obtenue. Remarquons que le sous-espace d’invariants I(M˜(F ), ω)W (M˜)
n’est autre que I(M˜(F ), ω)1, ou` 1 est la repre´sentation triviale de W (M˜). Alors
CℓI(M˜(F ), ω)O
M˜
,0 + Icusp(M˜(F ), ω)
W (M˜)
est la somme directe de
CℓI(M˜(F ), ω)
W (M˜)
O
M˜
,0 + Icusp(M˜(F ), ω)
W (M˜)
et des espaces CℓI(M˜(F ), ω)O
M˜
,0,τ pour τ 6= 1. Ces derniers e´tant ferme´s, il suffit de
prouver que le premier l’est. Celui-ci est l’intersection de I(M˜(F ), ω)W (M˜) avec
CℓI(M˜(F ), ω)O
M˜
,0 + Icusp(M˜(F ), ω).
Puisque I(M˜(F ), ω)W (M˜) est ferme´, il suffit de prouver que le sous-espace ci-dessus est
ferme´. Or la proprie´te´ 5.2(3) assure que c’est l’image re´ciproque dans I(M˜(F ), ω) du
sous-espace des e´le´ments cuspidaux de I(M˜(F ), ω)O
M˜
,loc. Et celui-ci est ferme´ (d’apre`s
sa seconde de´finition, cf 5.2(3)). D’ou` l’assertion (6).
Modulo ces proprie´te´s, la meˆme preuve que dans le cas non-archime´dien s’applique.
Cela prouve (5) pour tout F .
Soit γ ∈ Annn. Par de´finition de Dge´om(G˜(F ), ω), il existe une re´union finie O de
classes de conjugaison semi-simples dans G˜(F ) telle que γ ∈ Dge´om(O, ω). En appliquant
(5), on obtient
γ ∈ FnDge´om(O, ω) ⊂ F
nDge´om(G˜(F ), ω).
D’ou` l’inclusion Annn ⊂ FnDge´om(G˜(F ), ω). On a de´ja` prouve´ l’inclusion re´ciproque.
D’ou` l’e´galite´ de ces espaces, ce qui est la deuxie`me assertion de (i). Graˆce a` cette
assertion, le (ii) de l’e´nonce´ n’est autre que (5). 
5.4 Distributions ge´ome´triques stables dans le cas non-archime´dien
Supposons F non-archime´dien et (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On
note Dstge´om(G˜(F )) le sous-espace des e´le´ments de Dge´om(G˜(F )) qui se factorisent en une
forme line´aire sur SI(G˜(F )). Soit O une re´union finie de classes de conjugaison stable
dans G˜(F ). On note Dstge´om(O) = D
st
ge´om(G˜(F ))∩Dge´om(O). Notons SI(G˜(F ))O,0 le sous-
espace des e´le´ments f ∈ SI(G˜(F )) pour lesquels il existe un voisinage U˜ de O tel que
SG˜(γ, f) = 0 pour tout γ ∈ U˜ . Posons SI(G˜(F ))O,loc = SI(G˜(F ))/SI(G˜(F ))O,0. On a
encore
(1) Dstge´om(O) est l’espace des formes line´aires sur C
∞
c (G˜(F )) qui se factorisent par la
projection C∞c (G˜(F ))→ SI(G˜(F ))O,loc.
On a aussi
(2) Dstge´om(G˜(F )) est la somme directe des sous-espaces D
st
ge´om(O) quand O de´crit les
classes de conjugaison stable semi-simples.
Preuve. Soit δ ∈ Dstge´om(G˜(F )). Les parties semi-simples des e´le´ments de son support
restent dans un ensemble fini de classes de conjugaison stable. Notons O1, ...,On ces
classes. En utilisant la construction de 4.6, on peut trouver pour chaque i = 1, ..., n un
voisinage ouvert et ferme´ U˜i de Oi de sorte que
- U˜i ∩ U˜j = ∅ si i 6= j ;
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- si γ, γ′ ∈ G˜reg(F ) sont stablement conjugue´s, alors γ ∈ U˜i si et seulement si γ
′ ∈ U˜i.
On note 1U˜i la fonction caracte´ristique de U˜i et δi la distribution f 7→ δ(f1U˜i). Elle
est encore stable d’apre`s la seconde condition ci-dessus. Elle appartient clairement a`
Dstge´om(Oi). Enfin, δ est la somme des δi d’apre`s la premie`re condition ci-dessus. 
Soit M˜ un espace de Levi de G˜. L’application d’induction pre´serve la stabilite´ (parce
que, si f ∈ I(G˜(F )) a une image nulle dans SI(G˜(F )), alors l’image de fM˜ dans
SI(M˜(F )) est nulle). On a donc un homomorphisme d’induction
Dstge´om(M˜(F ))⊗Mes(M(F ))
∗ → Dstge´om(G˜(F ))⊗Mes(G(F ))
∗
δ 7→ δG˜
5.5 Distributions ge´ome´triques stables dans le cas archime´dien
On suppose F archime´dien et (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On
note Dstge´om(G˜(F )) le sous-espace des e´le´ments de Dge´om(G˜(F )) qui se factorisent en une
forme line´aire sur SI(G˜(F )). En adaptant la construction du paragraphe 5.2, on munit
SI(G˜(F )) d’une topologie. L’espace Dstge´om(G˜(F )) s’identifie a` celui des formes line´aires
continues sur cet espace qui sont supporte´es par la re´union d’un nombre fini de classes
de conjugaison stable semi-simples. Pour une telle re´union finie O, on de´finit les espaces
Dstge´om(O) et SI(G˜(F ))O,0 comme dans le cas non-archime´dien. On note CℓSI(G˜(F ))O,0
sa cloˆture dans SI(G˜(F )) et le quotient SI(G˜(F ))O,loc = SI(G˜(F ))/CℓSI(G˜(F ))O,0. On
a comme en 5.2(2)
(1) Dstge´om(O) s’identifie a` l’espace des formes line´aires continues sur SI(G˜(F ))O,loc.
La preuve de 5.2(3) s’adapte :
(2) les deux de´finitions possibles d’un espace SIcusp(G˜(F ))O,loc sont e´quivalentes.
Enfin, on a
(3) Dstge´om(G˜(F )) est la somme directe des sous-espaces D
st
ge´om(O), quand O de´crit les
classes de conjugaison stable semi-simples.
La preuve de 5.4(2) s’adapte, en remplac¸ant les fonctions 1U˜i par des fonctions C
∞
convenables.
De´crivons concre`tement l’espace Dstge´om(O) dans le cas ou` F = R et ou` O est une
unique classe de conjugaison stable. On doit fixer η ∈ O tel que Gη soit quasi-de´ploye´.
On choisit un ensemble T˜ de sous-tores tordus maximaux de G˜ de sorte que
• η ∈ T˜ (R) pour tout T˜ ∈ T˜ ;
• pour tout sous-tore maximal S de Gη, il existe T˜ ∈ T˜ et il existe g ∈ ZG(η) tels
que S = adg(T ) et l’isomorphisme adg : T → S soit de´fini sur R.
En remplac¸ant les inte´grales orbitales par les inte´grales orbitales stables dans les
de´finitions de 5.2, l’espace SI(G˜(R))O,loc s’identifie a` un sous-espace de l’espace
⊕T˜∈T˜ ,Ω∈Ω
T˜
C[[t(R)]].
Graˆce aux re´sultats de Shelstad, on peut encore le caracte´riser par des conditions simi-
laires a` 5.2(7) et (8). On construit de meˆme une application line´aire
⊕T˜∈T˜ ,Ω∈Ω
T˜
D[t(R)]→ SI(G˜(R))O,loc
dont l’image est Dstge´om(O).
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L’e´criture des inte´grales orbitales stables comme somme d’inte´grales orbitales fournit
une application line´aire surjective
⊕O′I(G˜(R))O′,loc → SI(G˜(R))O,loc,
ou` O′ de´crit les classes de conjugaison par G(R) contenues dans O. Dualement, on a une
application line´aire injective
Dstge´om(O)→ Dge´om(O) = ⊕O′Dge´om(O
′).
5.6 Constructions formelles
Le corps F est quelconque et (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure. On
suppose donne´e une extension
1→ C1 → G1 → G→ 1
ou` C1 est un tore central induit, une extension compatible
G˜1 → G˜
avec G˜1 a` torsion inte´rieure, et un caracte`re λ1 de C1(F ).
En adaptant les de´finitions des paragraphes pre´ce´dents, on de´finit les espaces de dis-
tributions Dge´om,λ1(G˜1(F )) et D
st
ge´om,λ1
(G˜1(F )). Leurs e´le´ments sont des formes line´aires
respectivement sur Iλ1(G˜1(F )) et SIλ1(G˜1(F )). De meˆme, pour une re´union finie O de
classes de conjugaison semi-simples dans G˜(F ), on de´finit des espaces localise´s que l’on
note Iλ1(G˜1(F ))O,loc et Dge´om,λ1(G˜1(F ),O). Si O est une re´unions finie de classes de
conjugaison stable, on a les variantes SIλ1(G˜1(F ))O,loc et D
st
ge´om,λ1
(G˜1(F ),O).
De´crivons concre`tement Dge´om,λ1(G˜1(F ),O) quand F = R et O est une unique classe
de conjugaison. On fixe cette fois η1 ∈ G˜1(R) se projetant en un e´le´ment de O. Rem-
plac¸ons G˜ par G˜1 et η par η1 dans les constructions de 5.2 pour de´finir un ensemble T˜1
et, pour tout T˜1 ∈ T˜1, un ensemble ΩT˜1 . Pour f ∈ C
∞
c,λ1
(G˜1(R)), on de´finit la famille
(ϕf,T˜1,Ω)T˜1∈T˜1,Ω∈ΩT˜1
∈ ⊕T˜1∈T˜1,Ω∈ΩT˜1
C[[t1(R)]]
comme en 5.2. Alors Iλ1(G˜1(R))O,loc est l’espace de ces familles quand f de´crit C
∞
c,λ1
(G˜1(R)).
On peut de´crire cet espace comme celui des familles de se´ries formelles (ϕT˜1,Ω)T˜1∈T˜1,Ω∈ΩT˜1
qui ve´rifient la condition 5.2(8) et les conditions (1) et (2) suivantes.
(1) Soient T˜1, T˜
′
1 ∈ T˜1, g1 ∈ G1(R) et c ∈ C1(R) tels que g1η1g
−1
1 = cη1 et adg1(T˜1) =
T˜ ′1 ; pour tout Ω ∈ ΩT˜1 , on a ϕT˜ ′1,adg1 (Ω) = λ1(c)
−1adg1(ϕT˜1,Ω).
Remarquons que cette condition est plus forte que 5.2(7). Pour tout T˜1 ∈ T˜1, on peut
fixer une de´composition t1 = t ⊕ c1 de sorte que t contienne l’intersection de t1 avec
l’alge`bre de Lie du groupe de´rive´ de G1. On a alors une application injective
C[[t(R)]]⊗ C[[c1(R)]]→ C[[t1(R)]].
En de´veloppant en se´rie formelle le caracte`re λ−11 , on obtient un e´le´ment ϕλ1 de C[[c1(R)]].
Alors
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(2) pour tout Ω ∈ Ω1, il existe ϕT˜ ,Ω ∈ C[[t(R)]] tel que ϕT˜1,Ω = ϕT˜ ,Ωϕλ1 .
De nouveau, on a une application line´aire
⊕T˜1∈T˜1,Ω∈ΩT˜1
D[t1(R)]→ (Iλ1(G˜1(R))O,loc)
∗.
L’espace Dge´om,λ1(G˜1(R),O) est l’image de cette application.
Notons O1 la classe de conjugaison par G1(R) engendre´e par γ1. Il re´sulte des des-
criptions ci-dessus que
Iλ1(G˜1(R))O,loc ⊂ I(G˜1(R))O1,loc
et qu’il y a une application line´aire naturelle et surjective
Dge´om(O1)→ Dge´om,λ1(G˜1(R),O).
Supposons toujours F = R et soit O une classe de conjugaison stable semi-simple.
On suppose G1,η1 quasi-de´ploye´. Les espaces SIλ1(G˜1(R))O,loc et D
st
ge´om,λ1
(G˜1(R),O) se
de´crivent comme pre´ce´demment, avec de le´ge`res variantes. On a les meˆmes conse´quences
que ci-dessus, a` savoir que l’on a l’inclusion
SIλ1(G˜1(R))O,loc ⊂ SI(G˜1(R))O1,loc
et qu’il y a une application line´aire naturelle et surjective
Dstge´om(O1)→ D
st
ge´om,λ1(G˜1(R),O).
On revient a` un corps de base F quelconque. Conside´rons une autre se´rie de donne´es
G2, G˜2, C2, λ2 ve´rifiant les meˆmes hypothe`ses. Notons G12 le produit fibre´ de G1 et G2
au-dessus de G et G˜12 celui de G˜1 et G˜2 au-dessus de G˜. Conside´rons un caracte`re continu
λ12 de G12(F ) dont la restriction a` C1(F )×C2(F ) soit λ1×λ
−1
2 et une fonction non nulle
λ˜12 sur G˜12(F ) telle que λ˜12(gγ) = λ12(g)λ˜12(γ) pour tous g ∈ G12(F ) et γ ∈ G˜12(F ).
On a alors un isomorphisme
C∞c,λ1(G˜1(F )) ≃ C
∞
c,λ2
(G˜2(F ))
qui, a` f1 sur G˜1(F ), associe la fonction f2 sur G˜2(F ) telle que f2(γ2) = f1(γ1)λ˜12(γ1, γ2)
pour tous (γ1, γ2) ∈ G˜12(F ). Remarquons que, dans le cas archime´dien, il s’agit d’un
home´omorphisme, λ˜12 e´tant ne´cessairement C
∞. On voit que l’isomorphisme ci-dessus
se dualise en un isomorphisme
Dge´om,λ2(G˜2(F )) ≃ Dge´om,λ1(G˜1(F ))
qui se restreint en un isomorphisme
Dstge´om,λ2(G˜2(F )) ≃ D
st
ge´om,λ1
(G˜1(F )).
Revenons au cas ou` (G, G˜, a) est quelconque. Soit G′ une donne´e endoscopique re-
levante pour (G, G˜, a). Des constructions ci-dessus se de´duisent la de´finition de l’espace
Dge´om(G
′) et de son sous-espace Dstge´om(G
′). Leurs e´le´ments sont des formes line´aires sur
I(G′), resp. SI(G′), continues dans le cas ou` F est archime´dien. Soit O′ une re´union
finie de classes de conjugaison stable semi-simples de G˜′(F ). On de´finit comme en 5.4
le sous-espace Dstge´om(G
′,O′) ⊂ Dstge´om(G
′), l’espace SI(G′)O′,0, sa cloˆture CℓSI(G
′)O′,0
dans le cas archime´dien, et le quotient
SI(G′)O′,loc =
{
SI(G′)/SI(G′)O′,0, si F est non-archime´dien
SI(G′)/CℓSI(G′)O′,0, si F est archime´dien.
L’espace Dstge´om(G
′,O′) est celui des formes line´aires sur C∞c (G
′) qui se factorisent en
une forme line´aire (continue dans le cas archime´dien) sur SI(G′)O′,loc.
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5.7 Transfert de distributions ”ge´ome´triques”
Si F est non-archime´dien ou F = C, soit O une classe de conjugaison stable semi-
simple dans G˜(F ). On a de´fini l’espace Dge´om(O, ω) ⊂ Dge´om(G˜(F ), ω). Si F = R, on
doit travailler ici avec un K-espace KG˜. Soit O une classe de conjugaison stable semi-
simple dans KG˜(R). On de´finit l’espace Dge´om(O, ω) ⊂ Dge´om(G˜(R), ω), somme directe
des Dge´om(Op, ω) pour p ∈ Π, ou` Op = O ∩ G˜p(R) (Op peut eˆtre vide). Pour tout
G′ ∈ E(G˜, a), il correspond a` O une re´union finie OG˜′ de classes de conjugaison stable
semi-simples dans G˜′(F ), qui peut eˆtre vide. Conside´rons l’espace
(1) ⊕
G′∈E(G˜,a)D
st
ge´om(OG˜′)⊗Mes(G
′(F ))∗.
Nous allons en de´finir diffe´rents sous-espaces. Soient G′ ∈ E(G˜, a) et M ′ un Levi de
G′. On note OM˜ ′ la re´union des classes de conjugaison stables semi-simples dans M˜
′(F )
qui sont incluses dans OG˜′ . En fixant des donne´es supple´mentaires G
′
1,...,∆1, on dispose
de l’application
SIλ1(G˜
′
1(F ))⊗Mes(G
′(F )) → SIλ1(M˜
′
1(F ))⊗Mes(M
′(F ))
f 7→ fM˜ ′1
Par dualite´, on en de´duit un homomorphisme
(2)
Dstge´om,λ1(M˜
′
1(F ),OM˜ ′)⊗Mes(M
′(F ))∗ → Dstge´om,λ1(G˜
′
1(F ),OG˜′)⊗Mes(G
′(F ))∗
δ 7→ δG˜
′
ou` les espaces de distributions sont de´finis de fac¸on e´vidente. Le second espace s’identifie a`
l’espace de´ja` de´fini Dstge´om(G
′,OG˜′). L’espace D
st
ge´om,λ1
(M˜ ′1(F ),OM˜ ′) et l’homomorphisme
ci-dessus ne sont a priori de´finis que modulo le choix de donne´es auxiliaires. On ve´rifie
toutefois que l’image de cet homomorphisme dans Dstge´om(G
′,OG˜′) ⊗ Mes(G
′(F ))∗ ne
de´pend pas de ce choix. On note cette image IG˜
′
M˜ ′
(OM˜ ′). Supposons que M
′ soit relevant.
Soit (M˜,M′) l’e´le´ment de E+(G˜, a) qui lui est associe´ par la construction de 3.4. On
identifie M˜ ′ a` l’espace endoscopique issu de M′. Remarquons qu’il y a deux fac¸ons de
de´finir un ensemble OM˜ ′ : soit, comme on l’a fait, par une suite O 7→ OG˜′ 7→ OM˜ ′ , soit
par une suite O 7→ OM˜ 7→ OM˜ ′ . Les deux proce´de´s donnent le meˆme re´sultat. L’espace
Dstge´om,λ1(M˜
′
1,OM˜ ′) s’identifie a` l’espace D
st
ge´om(M
′,OM˜ ′) relatif a` M
′. Toutefois, l’homo-
morphisme ci-dessus de´pend du choix de l’identification. Le groupe Aut(M˜,M′) agit sur
SI(M′). Il re´sulte de la de´finition de OM˜ ′ que cette action pre´serve SI(M
′)O
M˜′
,0 et sa
cloˆture dans le cas archime´dien. Donc l’action se descend en une action sur SI(M′)O
M˜′
,loc
et il y a aussi une action duale surDstge´om(M
′,OM˜ ′). On de´compose cet espace en la somme
du sous-espace des invariants Dstge´om(M
′,OM˜ ′)
Aut(M˜,M′) et de son unique supple´mentaire
invariant par l’action du groupe. On note Dstge´om(M
′,OM˜ ′)
non−inv ce supple´mentaire et
IG˜
′
M˜ ′
(OM˜ ′)
non−inv son image par l’homomorphisme (2). On ve´rifie que ce dernier espace
ne de´pend pas des choix. Enfin, on ve´rifie que la restriction de (2) au sous-espace des
invariants devient un homomorphisme
Dstge´om(M
′,OM˜ ′)
Aut(M˜ ,M′) ⊗Mes(M ′(F ))∗ → Dstge´om(M
′,OG˜′)⊗Mes(G
′(F ))∗
δ 7→ δG˜
′
qui est inde´pendant des choix.
On conside`re les sous-espaces suivants de l’espace (1) :
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(3) les espaces IG˜
′
M˜ ′
(OM˜ ′), pour un G
′ ∈ E(G˜, a) et un Levi M ′ de G′ qui n’est pas
relevant ;
(4) les espaces IG˜
′
M˜ ′
(OM˜ ′)
non−inv, pour un G′ ∈ E(G˜, a) et un Levi M ′ de G′ qui est
relevant ;
(5) les espaces images d’un homomorphisme
Dstge´om(M
′,OM˜ ′)
Aut(M˜,M′) ⊗Mes(M ′(F ))∗ → Dstge´om(G
′,OG˜′)⊗Mes(G
′(F ))∗
+Dstge´om(G
′,O
G˜
′)⊗Mes(G′(F ))∗
δ 7→ δG
′
− δG
′
pour deux e´le´ments G′,G′ ∈ E(G˜, a) et un Levi commun M ′ qui est relevant.
Remarque. Pre´cise´ment, dans cette dernie`re condition, on conside`reG′,G′ ∈ E(G˜, a),
des LeviM ′ de G′ etM ′ de G′ et on suppose que l’e´le´ment (M˜,M′) de E+(G˜, a) associe´ a`
ces Levi est le meˆme. Mais les donne´esG′ etG′ peuvent eˆtre les meˆmes, un meˆme e´le´ment
(M˜,M′) pouvant eˆtre associe´ a` deux Levi distincts du meˆme groupe G′. Par exemple, si
G = SO(11) et G′ = SO(5) × SO(7), aux Levi GL(2) × (GL(1) × GL(1) × GL(1)) et
(GL(1)×GL(1))× (GL(2)×GL(1)) de G′ est associe´ le meˆme e´le´ment de E+(G˜, a). Si
les donne´es G′ et G′ sont les meˆmes, les applications δ 7→ δG
′
et δ 7→ δG
′
sont a` valeurs
dans le meˆme espace mais ne sont pas force´ment les meˆmes comme le montre l’exemple
ci-dessus (et malgre´ la notation impre´cise qui pourrait le faire croire).
Proposition. Par dualite´, le transfert de´finit une application line´aire
transfert : ⊕
G′∈E(G˜,a)D
st
ge´om(G
′,OG˜′)⊗Mes(G
′(F ))∗ → Dge´om(O, ω)⊗Mes(G(F ))
∗.
Elle est surjective. Son noyau est la somme des sous-espaces de´crits ci-dessus.
La preuve est donne´e dans les deux paragraphes suivants.
5.8 Preuve dans le cas non-archime´dien
On suppose F non-archime´dien. Pour simplifier, on fixe des mesures de Haar sur
tous les groupes intervenant, ce qui e´limine les espaces de mesures. De´finissons un espace
IE+(G˜(F ), ω)O,loc. C’est le sous-espace des e´le´ments (f(M˜,M′),loc) ∈ ⊕(M˜,M′)∈E+(G˜,a)SI(M
′)O
M˜′
,loc
qui ve´rifient les conditions (1), (2) et (3) de 4.11. Ces conditions conservent un sens pour
nos espaces ”localise´s”. On note IE(G˜(F ), ω)O,loc la projection naturelle de I
E
+(G˜(F ), ω)O,loc
dans ⊕
G′∈E(G˜,a)SI(G
′)O
G˜′
,loc. Il y a un diagramme naturel de localisation
IE+(G˜(F ), ω) → I
E(G˜(F ), ω)
↓ ↓
IE+(G˜(F ), ω)O,loc → I
E(G˜(F ), ω)O,loc
qui est commutatif. Montrons que
(1) les fle`ches verticales de ce diagramme sont surjectives.
Par de´finition, les fle`ches horizontales le sont. Il suffit donc de prouver que la fle`che
verticale de gauche l’est. Soit (f(M˜,M′),loc) ∈ I
E
+(G˜(F ), ω)O,loc. On rele`ve chaque f(M˜,M′),loc
en un e´le´ment f(M˜,M′) ∈ SI(M
′). On peut remplacer cet e´le´ment par la moyenne de
ses images par l’action de Aut(M˜,M′). Cela nous permet de supposer que f(M˜ ,M′) est
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invariant par ce groupe. Soient G′ et (M˜,M′) ve´rifiant les hypothe`ses de la condition
(2) de 4.11. Fixons des donne´es auxiliaires G′1,...,∆1. Cette condition affirme l’e´galite´
SG˜
′
1(δ1, fG′) = S
M˜ ′1(δ1, f(M˜,M′)) pour tout δ1 ∈ M˜
′
1(F ) assez re´gulier. Elle n’est pas
force´ment ve´rifie´e par les fonctions que l’on vient d’introduire. Mais, parce que la famille
de de´part appartient a` IE+(G˜(F ), ω)O,loc, elle l’est si l’image δ de δ1 dans M˜
′(F ) est assez
proche de OM˜ ′ . Fixons un voisinage V˜ de O dans G˜(F ), ouvert et ferme´ et tel que
V˜ ∩ G˜ss(F ) soit invariant par conjugaison stable (un tel voisinage existe, cf. 4.6). De
meˆme que de O, on a de´duit OM˜ ′ , de V˜ se de´duit un voisinage V˜M˜ ′ de OM˜ ′ dans M˜
′(F ).
Remplac¸ons chaque fonction f(M˜,M′) par son produit avec la fonction caracte´ristique
de V˜M˜ ′. Si V˜ est assez petit, alors l’e´galite´ d’inte´grales orbitales ci-dessus est ve´rifie´e
pour tout δ1, autrement dit la condition 4.11(2) est satisfaite. Un meˆme raisonnement
s’applique a` la condition 4.11(3). Donc la famille (f(M˜,M′)) appartient a` I
E
+(G˜(F ), ω).
Cela prouve (1).
Il y a un diagramme commutatif naturel de localisation
(2)
I(G˜(F ), ω)
tr
→ ⊕
G′∈E(G˜,a)SI(G
′)
↓ ↓
I(G˜(F ), ω)O,loc
trloc→ ⊕
G′∈E(G˜,a)SI(G
′)O
G′ ,loc
ou` tr est le transfert. D’apre`s la proposition 4.11, l’image de tr est IE(G˜(F ), ω). Graˆce
a` (1), celle de trloc est donc I
E(G˜(F ), ω)O,loc. Montrons que
(3) l’homomorphisme trloc est injectif.
Soit f ∈ I(G˜(F ), ω) dont l’image dans I(G˜(F ), ω)O,loc appartient au noyau de trloc.
Les inte´grales orbitales de f en des e´le´ments fortement re´guliers se calculent par inversion
de Fourier a` partir des inte´grales orbitales stables des fonctions fG
′
pour G′ ∈ E(G˜, a).
On a explique´ cela en 4.9(5) pour les e´le´ments elliptiques mais cela vaut pour tout e´le´ment
puisque tout e´le´ment est elliptique dans un espace de Levi convenable. L’hypothe`se
implique donc que IG˜(γ, ω, f) = 0 pour tout γ ∈ G˜reg(F ) assez proche de O. Par
de´finition, cela signifie que l’image de f dans I(G˜(F ), ω)O,loc est nulle. Cela prouve (3).
La commutativite´ du diagramme (2) entraˆıne que le transfert ”dual”, restreint a`
⊕
G′∈E(G˜,a)D
st
ge´om(G
′,OG˜′), se factorise par le dual
tr∗loc : ⊕G′∈E(G˜,a)D
st
ge´om(G
′,OG˜′)→ Dge´om(O, ω)
de trloc. L’assertion (3) entraˆıne que tr
∗
loc est surjective. Posons pour simplifier X(M˜,M′) =
Dstge´om(M
′,OM˜ ′) pour tout (M˜,M
′) ∈ E+(G˜, a), X+ = ⊕(M˜ ,M′)∈E+(G˜,a)X(M˜,M′), X =
⊕
G′∈E(G˜,a)XG′, Y = ⊕(M˜,M′)∈E+(G˜,a),M˜ 6=G˜X(M˜ ,M′), I = I
E(G˜(F ), ω)O,loc, I+ = I
E
+(G˜(F ), ω)O,loc.
Le noyau de tr∗loc est l’annulateur de I dansX . Puisque I est la projection sur⊕G′∈E(G˜,a)SI(G
′)O
G′ ,loc
de I+, cet annulateur est l’intersection avec X de l’annulateur de I+ dans X+. L’espace
I+ est de´fini par diffe´rentes conditions qui de´finissent chacune des sous-espaces. Son an-
nulateur est la somme des annulateurs de ces sous-espaces. La condition 4.11(1) (ou
plutoˆt son analogue localise´e) fournit l’annulateur
(4) Xnon−inv
(M˜ ,M′)
= Dstge´om(M
′,OM˜ ′)
non−inv ⊂ X(M˜ ,M′)
pour tout (M˜,M′) ∈ E+(G˜, a). La condition 4.11(2) founit pour annulateur l’image de
l’application
X(M˜,M′) → X(M˜ ,M′) ⊕XG′
δ 7→ (δ,−δG˜
′
)
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pour (M˜,M′) ∈ E+(G˜, a) et G
′ ∈ E(G˜, a) tel que M ′ est un Levi propre de G′ (pour
eˆtre correct, il faut choisir des donne´es auxiliaires pour de´finir l’application ci-dessus).
La somme de l’espace (4) avec cette image est aussi la somme de cet espace (4) et des
deux espaces suivants :
(5) l’image par δ 7→ δG˜
′
de Xnon−inv
(M˜,M′)
; cette image est IG˜
′
M˜ ′
(OM˜ ′)
non−inv ⊂ XG′ ;
(6) l’image de l’application
X inv
(M˜,M′)
= Dstge´om(M
′,OM˜ ′)
Aut(M˜ ,M′) → X(M˜,M′) ⊕XG′
δ 7→ (δ,−δG˜
′
).
La condition 4.11(3) fournit pour annulateur l’espace
(7) IG˜
′
M˜ ′
(OM˜ ′) ⊂ XG′ ,
pour tout G′ ∈ E(G˜, a) et tout Levi M ′ de G′ qui n’est pas relevant. Les espaces (7) sont
les meˆmes qu’en 5.7(3). Les espaces (4) pour M˜ = G˜ ou (5) pour M˜ 6= G˜ sont les meˆmes
qu’en 5.7(4). Ces espaces sont inclus dans X . Il reste a` prouver que l’intersection avec
X de la somme des espaces (6) et (4) pour M˜ 6= G˜ est la somme des espaces 5.7(5). Un
e´le´ment de cette intersection est une somme sur (M˜,M′) ∈ E+(G˜, a), M˜ 6= G˜, de termes
x(M˜,M′) = δ
non−inv +
∑
i=1,...,n
(δi,−δ
G
′
i
i ),
ou` δnon−inv ∈ Xnon−inv
(M˜ ,M′)
, δi ∈ X
inv
(M˜ ,M′)
pour tout i et ou` on a note´G′1,...,G
′
n les e´le´ments de
E(G˜, a) dont M ′ est un Levi (ces termes ne sont pas force´ment distincts, cf. la remarque
suivant 5.7(5)). Fixons (M˜,M′) et projetons surX(M˜,M′). Cette projection doit eˆtre nulle.
Cela entraˆıne que la projection de x(M˜ ,M′) est nulle. Avec les notations ci-dessus, on a
δnon−inv = 0 et
∑
i=1,...,n δi = 0. Alors
x(M˜,M′) =
∑
i=1,...,n−1
(
(δ1 + ... + δi)
G
′
i+1 − (δ1 + ...+ δi)
G
′
i
)
qui appartient a` la somme des espaces 5.7(5). La re´ciproque est claire. Cela ache`ve la
preuve. 
5.9 Preuve dans le cas archime´dien
On suppose F = R ou C. Pour unifier les notations, on pose KG˜ = G˜ si F = C.
On fixe des mesures de Haar sur tous les groupes qui interviennent. On de´finit l’es-
pace IE+(G˜(F ), ω)O,loc ⊂ ⊕(M˜,M′)∈E+(G˜,a)SI(M
′)O
M˜′
comme dans le cas non-archime´dien
mais on le note plutoˆt IE+(KG˜(F ), ω)O,loc. On note I
E(KG˜(F ), ω)O,loc sa projection dans
⊕
G′∈E(G˜,a)SI(G
′)O
G˜′
,loc. Remarquons que ces espaces, ainsi que les espaces non localise´s
IE+(KG˜(F ), ω) et I
E(KG˜(F ), ω), qui sont de´finis comme sous-espaces de certains espaces
topologiques, sont ferme´s dans ceux-ci. On a un diagramme naturel de localisation
IE+(KG˜(F ), ω) → I
E(KG˜(F ), ω)
↓ ↓
IE+(KG˜(F ), ω)O,loc → I
E(KG˜(F ), ω)O,loc
qui est commutatif. Montrons que
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(1) les fle`ches verticales de ce diagramme sont surjectives.
Il suffit de prouver que celle de gauche l’est. On a une filtration sur IE+(KG˜(F ), ω)
dont le gradue´ est de´crit par 4.12(2). En fait, on a prouve´ que les inclusions de cette
relation e´taient des e´galite´s. Le meˆme proce´de´ de´finit une filtration sur IE+(KG˜(F ), ω)O,loc
et on a
(2) Gr IE(KG˜(F ), ω)O,loc ⊂ ⊕(M˜ ,M′)∈E+(G˜,a)SIcusp(M
′)
Aut(M˜,M′)
O
M˜′
,loc .
Remarque. Cette description est facile a` condition d’utiliser pour les espaces de
droite leur ”deuxie`me” de´finition, cf. 5.4(3). Mais d’apre`s la proprie´te´ 5.5(2), la premie`re
de´finition convient aussi bien.
La fle`che verticale de gauche est compatible aux filtrations et de´finit une fle`che
Gr IE(KG˜(F ), ω)→ Gr IE(KG˜(F ), ω)O,loc.
D’apre`s 4.12(2) (qui est une e´galite´) et 5.5(2), Gr IE(KG˜(F ), ω) s’envoie surjectivement
sur le membre de droite de (2). Il en re´sulte que l’homomorphisme ci-dessus entre gradue´s
est surjectif. Donc la fle`che verticale de gauche du diagramme est aussi surjective. 
Remarquons que ce raisonnement prouve aussi que (2) est une e´galite´.
Il y a un diagramme naturel de localisation
I(KG˜(F ), ω)
tr
→ ⊕
G′∈E(G˜,a)SI(G
′)
↓ ↓
I(KG˜(F ), ω)O,loc
trloc→ ⊕
G′∈E(G˜,a)SI(G
′)O
G′ ,loc
Graˆce a` (1) et a` la proposition 4.11, l’image de trloc est I
E(KG˜(F ), ω)O,loc. On a
(3) l’homomorphisme trloc de´finit un home´omorphisme de I(KG˜(F ))O,loc sur I
E(KG˜(F ))O,loc.
Preuve. L’homomorphisme tr se calcule par une formule explicite comme on en a
utilise´ en 4.13. Il re´sulte de cette formule que tr est continue pourvu que les facteurs de
transfert soient des fonctions C∞. Or cela re´sulte du lemme 2.8. Donc tr est conti-
nue. Il en re´sulte que trloc l’est aussi. Soit ϕT˜ ∈ I(KG˜(F ), ω). Supposons que son
image dans IE(KG˜(F ), ω)O,loc soit nulle. L’e´le´ment tr(ϕT˜ ) a un de´veloppement infi-
nite´simal nul en tout point correspondant a` un e´le´ment de O. Par une formule d’inversion
ge´ne´ralisant 4.9(5) au cas non elliptique, la fonction ϕT˜ a elle-meˆme un de´veloppement
infinite´simal nul en tout e´le´ment de O. Donc son image dans I(KG˜(F ), ω)O,loc est nulle.
Cela prouve que trloc est injectif. Donc trloc est une bijection continue de I(KG˜(F ), ω)O,loc
sur IE(KG˜(F ), ω)O,loc. Or ces deux espaces sont des espaces de Fre´chet. Une telle bijec-
tion est donc ne´cessairement ouverte. 
Graˆce a` (3), l’application duale
tr∗loc : ⊕G′∈E(G˜,a)D
st
ge´om(G
′,OG˜′)→ Dge´om(O, ω)
se quotiente en un isomorphisme de l’espace de de´part quotiente´ par l’annulateur de
IE(KG˜(F ), ω)O,loc sur l’espace d’arrive´e. Il reste a` prouver que cet annulateur est la
somme des espaces de´crits avant l’e´nonce´ de la proposition 5.7. Le meˆme raisonnement
que dans le cas non-archime´dien nous rame`ne a` prouver que l’annulateur de IE+(KG˜(F ), ω)O,loc
est la somme des espaces de´crits en 5.8(4), (5), (6) et (7). Notons Ann l’annulateur de
IE+(KG˜(F ), ω) et Ann
? la somme de ces espaces . L’espace IE+(KG˜(F ), ω)O,loc est in-
tersection finie de sous-espaces et Ann? n’est autre que la somme des annulateurs de
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ces sous-espaces. Mais, a` cause de la topologie, il n’est pas comple`tement e´vident que
l’annulateur de l’intersection soit la somme des annulateurs. On va le prouver.
Conside´rons d’abord le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure.
L’espace SI(G˜(F ))O,loc est inclus dans I
E(G˜(F ))O,loc (il correspond a` la donne´e maximale
G). Restreinte a` ce sous-espace, l’inclusion (2), dont on a prouve´ que c’e´tait une e´galite´,
donne une e´galite´
(4) Gr SI(G˜(F ))O,loc = ⊕M∈LSIcusp(M˜(F ))
W (M)
O
M˜
,loc,
ou` L est un ensemble de repre´sentants des classes de conjugaison de Levi. L’application
naturelle du terme de gauche dans celui de droite est continue. Puisque nos ensembles sont
des espaces de Fre´chet, c’est un home´omorphisme. Pour tout Levi M , notons IG˜
M˜
(OM˜)
l’image de l’homomorphisme
Dstge´om(OM˜) → D
st
ge´om(O)
δ 7→ δG˜
Notons IG˜(O) la somme de ces espaces IG˜
M˜
(OM˜) pour M 6= G. On peut se limiter aux
M ∈ L. Le fait que (4) soit un home´omorphisme implique que IG˜(O) est l’annulateur
dans Dstge´om(O) du sous-espace SIcusp(G˜)O,loc. Le meˆme re´sultat vaut pour tout Levi M .
L’action du groupe W (M) pre´serve IM˜ (OM˜). Fixons un supple´mentaire D
st
ge´om,cusp(OM˜)
de ce sous-espace, invariant par l’action de ce groupe, notons IG˜
M˜,cusp
(OM˜)
inv son image
dans Dstge´om(O) par l’application ci-dessus. Par dualite´, on de´duit de (4) l’e´galite´
Dstge´om(O) = ⊕M∈LI
G˜
M˜,cusp
(OM˜)
inv.
Revenons au cas ge´ne´ral. Ce que l’on vient de dire s’adapte aux espaces SI(M′) pour
(M˜,M′) ∈ E+(G˜, a), munis cette fois de l’action de Aut(M˜,M
′). En particulier, on fixe
un sous-espace X(M˜ ,M′),cusp ⊂ X(M˜,M′) = D
st
ge´om(M
′,OM˜ ′), qui est un supple´mentaire
de la somme des espaces induits a` partir de Levi propres de M ′ et qui est invariant
par Aut(M˜,M′). On note X inv
(M˜ ,M′),cusp
son sous-espace des invariants par ce groupe. Cet
espace s’identifie a` celui des formes line´aires continues sur SIcusp(M
′)
Aut(M˜,M′)
O
M˜′
,loc . Pour les
meˆmes raisons que ci-dessus, la bijection (2) est un isomorphisme. Par dualite´, on en
de´duit que le sous-espace
X++ = ⊕(M˜ ,M′)∈E+(G˜,a)X
inv
(M˜,M′),cusp
⊂ X+ = ⊕(M˜,M′)∈E+(G˜,a)X(M˜,M′)
s’identifie par restriction a` l’espace des formes line´aires continues sur IE+(KG˜(F ))O,loc. En
particulier Ann∩X++ = {0}. Il est clair que Ann
? est inclus dans Ann. Pour prouver que
cette inclusion est une e´galite´, il suffit de prouver que X+ = X++ +Ann
?. On de´montre
par re´currence descendante sur le corang de M˜ que X(M˜,M′) est inclus dans X+++Ann
?.
Fixons (M˜,M′). L’espace X(M˜,M′) est somme de X
inv
(M˜,M′),cusp
, de son supple´mentaire
Xnon−inv
(M˜,M′),cusp
conserve´ par Aut(M˜,M′) dans X(M˜,M′),cusp et des sous-espaces obtenus par
induction a` partir de Levi propres deM ′. Le premier espace X inv
(M˜,M′),cusp
est contenu dans
X++. Le deuxie`me X
non−inv
(M˜,M′),cusp
est inclus dans Ann? (5.8(4)). Fixons un Levi propre
R′ ⊂ M ′ et des donne´es auxiliaires pour M′. Soit δ ∈ Dstge´om,λ1(R˜
′
1(F ),OR˜′). On veut
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prouver que son image δM˜
′
par induction appartient a` X++ +Ann
?. Supposons d’abord
R′ relevant. Il lui est associe´ un e´le´ment (R˜,R′) ∈ E+(G˜, a) et δ s’identifie a` un e´le´ment
de Dstge´om(R
′,OR˜′). Fixons G
′ ∈ E(G˜, a) dont un Levi s’identifie a`M ′. En utilisant 5.8 (5)
et (6) pour (M˜,M′) et pour (R˜,R′), on voit que les deux e´le´ments δM˜
′
−(δM˜
′
)G˜
′
et δ−δG˜
′
appartiennent a` Ann?. Par transitivite´ de l’induction, (δM˜
′
)G˜
′
= δG˜
′
. Donc δ − δM˜
′
∈
X+++Ann
?. Par hypothe`se de re´currence, δ appartient a` X+++Ann
?. Donc aussi δM˜
′
.
Supposons maintenant R′ non relevant. On a de nouveau δM˜
′
− δG˜
′
∈ X+++Ann
?. Mais
δG˜
′
appartient a` Ann? (5.8 (7)). Donc δM˜
′
∈ X++ + Ann
?. Cela ache`ve la preuve. 
5.10 Localisation
Fixons un e´le´ment semi-simple η ∈ G˜(F ) et un voisinage u de 0 dans gη(F ) ayant les
meˆmes proprie´te´s qu’en 4.1. Avec les notations de ce paragraphe (et en re´tablissant les
espaces de mesures), on a de´fini une application
descG˜η : I(U˜ , ω)⊗Mes(G(F ))→ I(Uη, ω)⊗Mes(Gη(F )).
Il s’en de´duit une application duale entre espaces de distributions. Pour s’affranchir de
l’ensemble u qui complique les notations, nous noterons
descG˜,∗η : Dge´om(Gη(F ), ω)⊗Mes(Gη(F ))
∗ → Dge´om(G˜(F ), ω)⊗Mes(G(F ))
∗
cette application duale, e´tant entendue qu’elle n’est de´finie que pour des distributions
dont le support dans Gη(F ) est assez voisin de 1. Notons O la classe de conjugaison
de η dans G˜(F ). On a de´fini l’espace Dge´om(O, ω). En appliquant la meˆme de´finition
en remplac¸ant G˜ par Gη et O par la classe de conjugaison re´duite a` {1}, on obtient un
espace que l’on note plutoˆt Dunip(Gη(F ), ω). L’application ci-dessus se restreint en une
application surjective
descG˜,∗η : Dunip(Gη(F ), ω)⊗Mes(Gη(F ))
∗ → Dge´om(O, ω)⊗Mes(G(F ))
∗.
Plus pre´cisement, cette application se factorise en
Dunip(Gη(F ), ω)⊗Mes(Gη(F ))
∗ pη→ Dunip(Gη(F ), ω)
ZG(η;F ) ⊗Mes(Gη(F ))
∗
descG˜,∗η
≃ Dge´om(O, ω)⊗Mes(G(F ))
∗,
ou` pη est la projection naturelle sur l’espace des invariants (rappelons que l’action natu-
relle de ZG(η;F ) tient compte du caracte`re ω).
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On conside`re un e´le´ment
semi-simple η ∈ G˜(F ) tel que Gη soit quasi-de´ploye´. On note O sa classe de conjugaison
stable et on pose Ξη = ZG(η)/Gη. On a de meˆme une application line´aire
descst,G˜,∗η : D
st
ge´om(Gη(F ))⊗Mes(Gη(F ))
∗ → Dstge´om(G˜(F ))⊗Mes(G(F ))
∗.
Elle se restreint en une application
Dstunip(Gη(F ))⊗Mes(Gη(F ))
∗ p
st
η
→ Dstunip(Gη(F ))
Ξ
ΓF
η ⊗Mes(Gη(F ))
∗
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descst,G˜,∗η
≃ Dstge´om(O)⊗Mes(G(F ))
∗.
Attention. L’application descst,G˜,∗η n’est pas la restriction de desc
G˜,∗
η a` l’espace des dis-
tributions stables. La preuve du lemme 4.8 fournit la relation entre ces deux applications.
On a
descst,G˜,∗η =
∑
y∈Y˙(η)
descG˜,∗η[y] ◦ transferty,
ou` transferty : D
st
ge´om(Gη(F )) → Dge´om(Gη[y](F )) est le transfert de´duit du torseur
inte´rieur ady : Gη[y] → Gη.
5.11 Induction et classes de conjugaison stable
Soient M˜ un espace de Levi de G˜ et η un e´le´ment semi-simple de M˜(F ). On a de´fini
le groupe Iη et l’ensemble Y(η) en 4.6. En remplac¸ant G˜ par M˜ , on de´finit de meˆme un
groupe et un ensemble que l’on note IMη et Y
M(η). Remarquons que
(1) IMη = Iη ∩M .
Preuve. On a l’e´galite´ Z(M)θ = Z(M)θ,0Z(G)θ et l’inclusion Z(M)θ,0 ⊂ Mη. Donc
IMη = Z(M)
θMη = Z(G)
θMη ⊂ Iη ∩M . L’inclusion oppose´e provient de l’e´galite´ Gη ∩
M = Mη. 
Il re´sulte de (1) que YM(η) = Y(η) ∩M . On en de´duit une application naturelle
(2) IMη \Y
M(η)/M(F )→ Iη\Y(η)/G(F ).
On note YM(η) et Y(η) les ensembles de doubles classes ci-dessus.
Lemme. L’application (2) est injective. Pour y ∈ Y(η), l’image de y dans Y(η) appar-
tient a` l’image de cette application si et seulement si le Levi Mη de Gη se transfe`re par le
torseur inte´rieur ady−1 en un Levi de Gη[y]. Plus pre´cise´ment, soit y ∈ Y(η) dont l’image
dans Y(η) n’appartient pas a` l’image de (2). Soit T un sous-tore maximal de Mη de´fini
sur F . Alors le tore T ne se transfe`re pas par le torseur inte´rieur ady−1 en un sous-tore
maximal de Gη[y] de´fini sur F .
Preuve. Soient y, y′ ∈ YM(η) dont les images dans Y(η) sont e´gales. On doit prouver
que leurs images dans YM(η) le sont aussi. L’e´le´ment (y′)−1y appartient a` YM(η[y′]). Son
image dans Y(η[y′]) est e´gale a` celle de 1. On ve´rifie qu’il suffit de prouver que les images
de (y′)−1y et de 1 dans YM(η[y′]) sont e´gales. Quitte a` remplacer η par η[y′], on est
ramene´ au proble`me initial avec cette fois y′ = 1. A y, on associe le cocycle σ 7→ yσ(y)−1
de ΓF dans I
M
η . L’hypothe`se signifie que ce cocycle, pousse´ en un cocycle a` valeurs dans
Iη est un cobord. La conclusion est que ce cocycle lui-meˆme est un cobord. Il suffit de
prouver que le noyau K de l’application
H1(ΓF ; I
M
η )→ H
1(ΓF ; Iη)
est re´duit a` {1}. Remarquons que, dans le cas ou` F est archime´dien, les ensembles ci-
dessus ne sont pas des groupes. Le noyau est l’ensemble des e´le´ments de H1(ΓF ; I
M
η ) qui
s’envoient sur l’e´le´ment trivial deH1(ΓF ; Iη). Le centre Z(Iη) de Iη est e´gal a` Z(G)
θZ(Gη)
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et on a un diagramme commutatif
H1(ΓF ;Z(Iη)) → H
1(ΓF ; Iη) → H
1(ΓF ;Gη,AD)
‖ ↑ ↑
H1(ΓF ;Z(Iη)) → H
1(ΓF ; I
M
η ) → H
1(ΓF ;Mη,ad)
Les suites horizontales sont exactes. Parce que Mη,ad est un Levi de Gη,AD, la dernie`re
fle`che verticale est injective. Il en re´sulte que K est l’image dans H1(ΓF ; I
M
η ) du noyau
C de l’application H1(ΓF ;Z(Iη)) → H
1(ΓF ; Iη). Un e´le´ment c ∈ C est un cocycle de
la forme σ 7→ c(σ) = xσ(x)−1, ou` x est un e´le´ment de Iη dont l’image xad dans Gη,AD
appartient a` Gη,AD(F ). Notons πad : Gη → Gη,AD la projection naturelle. Puisque Mη,ad
est un Levi de Gη,AD, la projection naturelle Mη,ad(F ) → Gη,AD(F )/πad(Gη(F )) est
surjective. Quitte a` multiplier x a` droite par un e´le´ment de Gη(F ), on peut donc supposer
xad ∈Mη,ad(F ). Alors x ∈ I
M
η et l’image du cocycle c dans H
1(ΓF ; I
M
η ) est un bord. Cela
de´montre que l’image K de C dans H1(ΓF ; I
M
η ) est re´duite a` {1}, d’ou` l’injectivite´ de
l’application (2).
Pour y ∈ YM(η), l’image de Mη par ady−1 est Mη[y]. C’est un Levi de Gη[y]) (c’est-a`-
dire qu’il est de´fini sur F ) etMη se transfe`re en un tel Levi. Il en re´sulte plus ge´ne´ralement
que, pour y ∈ Y(η), si l’image de y dans Y(η) appartient a` l’image de l’application (2),
le Levi Mη de Gη se transfe`re par le torseur inte´rieur ady−1 en un Levi de Gη[y]. Soit
maintenant y ∈ Y(η) et T un sous-tore maximal de Mη. Supposons que T se transfe`re
par ady−1 en un sous-tore maximal de Gη[y] de´fini sur F . Cela signifie que, quitte a`
multiplier a` gauche y par un e´le´ment de Gη, le tore Ty = ady−1(T ) est de´fini sur F et
la restriction ady−1 : T → Ty est e´quivariante pour les actions galoisiennes. Il en re´sulte
que ady−1 se restreint en un isomorphisme de´fini sur F de AT sur ATy . Notons R˜ et
R˜y les commutants de AT et ATy dans G˜. Fixons un e´le´ment x∗ en position ge´ne´rale
dans X∗(AT ). Il de´termine un espace parabolique S˜ ∈ P(R˜) : AT agit dans uS par
des caracte`res α tels que < α, x∗ >> 0. A ady−1(x∗) est de meˆme associe´ un espace
parabolique S˜y ∈ P(R˜y). Alors ady−1 envoie la paire (S˜, R˜) sur (S˜y, R˜y). On sait que
deux telles paires de´finies sur F qui sont conjugue´es par un e´le´ment de G(F¯ ) le sont
aussi par un e´le´ment de G(F ). Quitte a` multiplier y a` droite par un e´le´ment de G(F ), on
peut donc supposer que les deux paires paraboliques sont e´gales. Cela entraˆıne y ∈ R.
Mais AM˜ ⊂ AMη ⊂ AT ⊂ AR˜, donc R ⊂ M et y ∈ Y(η) ∩M = Y
M(η). Cela de´montre
la dernie`re assertion de l’e´nonce´. Enfin, soit y ∈ Y(η), supposons que Mη se transfe`re
par le torseur inte´rieur ady−1 en un Levi My de Gη[y]. On choisit un tore maximal T
de Mη, de´fini sur F et elliptique si F est non-archime´dien, resp. fondamental si F est
archime´dien. Alors T se transfe`re en un tore maximal de´fini sur F de My, a fortiori de
Gη[y]. D’apre`s ce que l’on vient de de´montrer, l’image de y dans Y(η) appartient a` l’image
de l’application (2). Cela ache`ve la preuve. 
5.12 Un re´sultat de re´duction
On conserve la meˆme situation. On note O la classe de conjugaison stable de η dans
M˜(F ) et OG˜ sa classe de conjugaison stable dans G˜(F ). Remarquons qu’en ge´ne´ral, O
est plus petit que l’intersection OG˜ ∩ M˜(F ). Notons N le groupe des x ∈ G(F ) tels que
adx conserve M˜ et O. Ce groupe agit naturellement sur Dge´om(O, ω) via son quotient
fini N/M(F ). On note pN la projection naturelle sur le sous-espace des invariants par
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N . Si (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure, N agit aussi sur Dstge´om(O). On
note pstN la projection sur le sous-espace des invariants
Lemme. On suppose Gη =Mη et AM˜ = AMη .
(i) L’application (2) de 5.11 est bijective.
(ii) La restriction a` Dge´om(O, ω)⊗Mes(M(F ))
∗ de l’application d’induction de M˜ a`
G˜ se factorise en
Dge´om(O, ω)⊗Mes(M(F ))
∗ pN→ Dge´om(O, ω)
N⊗Mes(M(F ))∗ ≃ Dge´om(O
G˜, ω)⊗Mes(G(F ))∗.
(iii) Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. La restriction a`Dstge´om(O, ω)⊗
Mes(M(F ))∗ de l’application d’induction de M˜ a` G˜ se factorise en
Dstge´om(O, ω)⊗Mes(M(F ))
∗ p
st
N→ Dstge´om(O, ω)
N⊗Mes(M(F ))∗ ≃ Dstge´om(O
G˜, ω)⊗Mes(G(F ))∗.
Preuve. L’hypothe`se Gη = Mη entraˆıne Iη = I
M
η . Un e´le´ment y ∈ Y(η) de´finit un
cocycle σ 7→ yσ(y)−1 a` valeurs dans IMη dont l’image dans H
1(ΓF ;G) est triviale. Mais
l’application H1(ΓF ;M) → H
1(ΓF ;G) est injective. Donc l’image du cocycle ci-dessus
dans H1(ΓF ;M) est triviale. Cela signifie que l’on peut e´crire y = y
′g, avec g ∈ G(F ) et
y′ ∈ M . Ne´cessairement, y′ ∈ YM(η), donc l’image dans Y(η) de y appartient a` l’image
de l’application (2) de 5.11. D’ou` la surjectivite´ de cette application et sa bijectivite´
d’apre`s le lemme pre´ce´dent.
Introduisons le groupe Zη = ZG(η)∩Y(η) et son quotient Zη = Zη/Iη. Le groupe Zη
agit sur Y(η) par multiplication a` gauche. On ve´rifie que l’ensemble de doubles classes
X (η) = Zη\Y(η)/G(F )
parame`tre les classes de conjugaison par G(F ) dans OG˜. En remplac¸ant G˜ par M˜ , on a
de meˆme un ensemble
XM(η) = ZMη \Y
M(η)/M(F )
qui parame`tre les classes de conjugaison par M(F ) dans O. L’assertion (i) de´ja` prouve´e
entraˆıne que l’application naturelle
XM(η)→ X (η)
est surjective. On peut donc fixer un ensemble de repre´sentants X˙ (η) de X (η) qui est
inclus dans YM(η). Fixons aussi un ensemble de repre´sentants X˙M(η) de X (η). L’appli-
cation pre´ce´dente devient une application surjective
q : X˙M(η)→ X˙ (η).
Pour tout y ∈ X˙M(η), on fixe zy ∈ Zη et gy ∈ G(F ) tels que y = zyq(y)gy. Remarquons
que, pour un e´le´ment y de l’un ou l’autre de ces ensembles, les e´galite´s Gη = Mη et
AM˜ = AMη et le fait que y ∈ M entraˆınent que Gη[y] = Mη[y] et AM˜ = AMη[y]. On
pose D[y] = Dunip(Mη[y], ω) et on note ζy : D[y]→ D[y]
ZG(η[y];F ) la projection naturelle.
En oubliant pour simplifier les espaces de mesures, la description de 5.10 fournit des
isomorphismes
Dge´om(O, ω) = ⊕y∈X˙M (η)D[y]
ZM (η[y];F ),
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Dge´om(O
G˜, ω) = ⊕y∈X˙ (η)D[y]
ZG(η[y];F ).
Modulo ces isomorphismes, l’application d’induction se de´crit de la fac¸on suivante. A
(dy)y∈X˙M (η) ∈ ⊕y∈X˙M (η)D[y]
ZM(η[y];F ), elle associe (d′y′)y′∈X˙ (η) ∈ ⊕y′∈X˙ (η)D[y]
ZG(η[y];F ), ou`
d′y′ = ζy′(
∑
y∈q−1(y′)
ω(gy)
−1adgy(dy)).
On voit que cette application est surjective. D’autre part, l’application d’induction est
insensible a` l’action par conjugaison (tordue par le caracte`re ω) de tout e´le´ment de G(F )
conservant M˜ . Elle se factorise donc par la projection pN . Pour obtenir (ii), il reste a`
prouver que l’application d’induction
Dge´om(O, ω)
N → Dge´om(O
G˜, ω)
est injective. A l’aide de la description ci-dessus, cela re´sulte de la proprie´te´ suivante.
Soit (dy)y∈X˙M (η) ∈ ⊕y∈X˙M (η)D[y]
ZM (η[y];F ). Supposons cet e´le´ment invariant par N . Soit
y′ ∈ X˙ (η). Alors
(1) l’e´le´ment ω(gy)
−1adgy(dy) est inde´pendant de y ∈ q
−1(y′) et il est invariant par
ZG(η[y
′];F ).
On ne perd rien a` supposer que y′ = 1 et que y = 1 appartient a` q−1(1). Soit y ∈
q−1(1). Alors adgy(η[y]) = η, donc aussi adgy(Gη[y]) = Gη. Puisque g ∈ G(F ), adgy envoie
AGη[y] sur AGη . Mais ces deux tores sont e´gaux a` AM˜ . Donc adgy conserve AM˜ et aussi son
commutant M˜ . Puisque adgy envoie η[y] sur η, il conserve la classe de conjugaison stable
commune O de ces deux e´le´ments. Donc gy ∈ N . L’hypothe`se d’invariance parN entraˆıne
l’e´galite´ ω(gy)
−1adgy(dy) = d1, d’ou` la premie`re assertion de (1). Le meˆme argument que
ci-dessus montre que ZG(η;F ) ⊂ N . L’hypothe`se d’invariance par N entraˆıne que d1 est
invariant par ZG(η;F ). Cela de´montre (1) et le (ii) de la proposition.
Pour le (iii), quitte a` changer l’e´le´ment η de O, on peut supposer Gη quasi-de´ploye´. La
description de 5.10 identifieDstge´om(O
G˜) a`Dstunip(Mη(F ))
Ξ
ΓF
η etDstge´om(O) a`D
st
unip(Mη(F ))
Ξ
M,ΓF
η .
L’application d’induction n’est autre que la projection sur l’espace d’invariants par ΞΓFη .
Elle est surjective. De nouveau, cette application se factorise par pstN et il reste a` prou-
ver que cette application d’induction est injective sur Dstge´om(O, ω)
N . Mais on vient de
prouver qu’elle e´tait injective sur l’espace plus gros Dge´om(O, ω)
N . D’ou` l’assertion, ce
qui ache`ve la de´monstration. 
5.13 Induction et stabilite´
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soient M˜ un espace de Levi
de G˜ et (Oj)j=1,...,k une famille finie de classes de conjugaison stable semi-simples dans
M˜(F ).Rappelons que l’on note γ 7→ γG˜ l’homomorphisme d’induction deDge´om(M˜(F ))⊗
Mes(M(F ))∗ dans Dge´om(G˜(F ))⊗Mes(G(F ))
∗.
Lemme. Soit γ ∈
∑
j=1,...,kDge´om(Oj) ⊗Mes(M(F ))
∗. Supposons que γG˜ soit stable.
Alors il existe δ ∈
∑
j=1,...,kD
st
ge´om(Oj)⊗Mes(M(F ))
∗ telle que δG˜ = γG˜.
Preuve. On fixe des mesures de Haar pour se de´barrasser des espaces de mesures. Pour
tout j, notons OG˜j la classe de conjugaison stable dans G˜(F ) qui contient Oj . On peut
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regrouper les classes Oj selon ces classes O
G˜
j . C’est-a`-dire que l’on peut fixer une famille
(O′l)l=1,...,m de classes de conjugaison stable semi-simples dans G˜(F ), distinctes deux-a`-
deux, et une application surjective q : {1, ..., k} → {1, ..., m} de sorte que OG˜j = O
′
q(j)
pour tout j = 1, ..., k. On peut e´crire γ =
∑
l=1,...,m γl, avec γl ∈
∑
j∈q−1(l)Dge´om(Oj).
Alors
∑
l=1,...,m γ
G˜
l est stable. Mais les distributions γ
G˜
l sont supporte´es par des classes de
conjugaison stable distinctes. Il re´sulte des constructions de 4.6 qu’alors, chaque γG˜l est
stable. Pour re´soudre notre proble`me, il suffit de trouver pour chaque l une distribution
δl ∈
∑
j∈q−1(l)D
st
ge´om(Oj) telle que δ
G˜
l = γ
G˜. Cela nous rame`ne au proble`me initial,
avec l’hypothe`se supple´mentaire que chacune des classes Oj engendre la meˆme classe de
conjugaison stable dans G˜(F ). Nous faisons de´sormais cette hypothe`se et nous posons
simplement OG˜ = OG˜j pour tout j = 1, ..., k.
On fixe η ∈ OG˜ tel que Gη soit quasi-de´ploye´ et on fixe une paire de Borel e´pingle´e
Eη de Gη de´finie sur F , de paire de Borel (Bη, T ). Pour tout j = 1, ..., k, on fixe ηj ∈ Oj
tel que Mηj (donc aussi Gηj ) soit quasi-de´ploye´ et on fixe une paire de Borel e´pingle´e
Eηj de Gηj de´finie sur F , de paire de Borel (Bηj , Tj), de sorte que Mηj soit standard.
Puisque ηj ∈ O
G˜, on peut fixer yj ∈ Y(η) de sorte que ηj = η[yj]. L’automorphisme adyj
se restreint en un torseur inte´rieur de Gηj sur Gη. Quitte a` multiplier yj a` gauche par un
e´le´ment de Iη = Gη, on peut supposer que ce torseur envoie Eηj sur Eη. Un tel torseur
inte´rieur est alors un isomorphisme de´fini sur F . Il se restreint en un isomorphisme
de´fini sur F de Tj sur T . Puisque AM ⊂ AMη ⊂ T , le tore adyj (AM) est de´fini sur F
et l’application adyj : AM → adyj (AM) est un isomorphisme de´fini sur F . Notons M˜j
le commutant de adyj(AM) dans G˜. C’est un espace de Levi de G˜, on a η ∈ M˜(F ) et
le groupe Mj,η est standard pour Eη puisque c’est l’image par adyj de Mηj . Le meˆme
raisonnement que dans la preuve du lemme 5.11 montre que yj se de´compose en gjmj ,
avec mj ∈M et gj ∈ G(F ). On voit que m
−1
j appartient a` Y(ηj), donc admj (ηj) ∈ Oj . Le
groupe Gadmj (ηj) est e´gal a` adg−1j
(Gη), donc est quasi-de´ploye´. Quitte a` remplacer ηj par
admj (ηj), on peut donc supposer mj = 1 et yj = gj ∈ G(F ). L’e´le´ment gj conjugue M˜
en M˜j , ηj en η et la classe Oj en la classe de conjugaison stable O
′
j de η dans M˜j(F ). On
peut e´crire γ =
∑
j=1,...,k γj , ou` γj ∈ Dge´om(Oj). Pour tout j, notons γ
′
j l’image de γj
par adgj . C’est un e´le´ment de Dge´om(O
′
j). Il est clair que γ
G˜
j = γ
′G˜
j . Donc
∑
j=1,...,k γ
′ G˜
j
est stable. Supposons trouve´es des distributions stables δ′
G˜
j ∈ D
st
ge´om(O
′
j) de sorte que∑
j=1,...,k γ
′ G˜
j =
∑
j=1,...,k δ
′ G˜
j . Pour tout j, on note alors δj l’image de δ
′
j par adg−1j
. En
inversant le calcul ci-dessus, on voit que la distribution δ =
∑
j=1,...,k δj re´sout notre
proble`me.
Oubliant notre proble`me initial pour simplifier les notations, on est ramene´ au proble`me
suivant. On conside`re une famille (M˜j)j=1,...,k d’espaces de Levi de G˜ tels que η ∈ M˜j(F ).
Pour tout j, on note Oj la classe de conjugaison stable de η dans M˜j(F ) et on conside`re
une distribution γj ∈ Dge´om(Oj). On suppose que
∑
j=1,...,k γ
G˜
j est stable. On veut prou-
ver qu’il existe pour tout j une distribution δj ∈ D
st
ge´om(Oj) de sorte que
∑
j=1,...,k γ
G˜
j =∑
j=1,...,k δ
G˜
j .
Fixons un voisinage u de 0 dans Gη(F ) ayant les meˆmes proprie´te´s qu’en 4.8. On
pose Uη = exp(u) et on note U˜ l’ensemble des e´le´ments de G˜(F ) dont la partie semi-
simple est stablement conjugue´e a` un e´le´ment de Uηη. Pour tout j = 1, ..., k, on pose
Uη,j = Uη ∩ Mj,η(F ) et on note U˜j l’ensemble des e´le´ments de M˜j(F ) dont la partie
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semi-simple est stablement conjugue´e (dans M˜j) a` un e´le´ment de Uη,jη. Conside´rons le
diagramme commutatif
I(U˜)
res
→ ⊕j=1,...,kI(U˜j)
ց ι ւ ι
I(G˜(F ))OG˜,loc
resloc→ ⊕j=1,...,kI(M˜j(F ))Oj ,loc
s ↓ sloc ↓ sloc ↓ ↓ s
SI(G˜(F ))OG˜,loc
resstloc→ ⊕j=1,...,kSI(M˜j(F ))Oj ,loc
ιst ր տ ιst
SI(U˜)
resst
→ ⊕j=1,...,kSI(U˜j)
Les fle`ches sont les applications naturelles. De´crivons l’espace I(U˜). Pour y ∈ Y(η),
il correspond a` u un voisinage uy de 0 dans Gη[y]. Posons Uy = exp(uy). On pose Zη =
ZG(η) ∩ Y(η). Comme on l’a vu dans la preuve de 5.12, l’ensemble
X (η) = Zη\Y(η)/G(F )
parame`tre l’ensemble des classe de conjugaison par G(F ) dans OG˜. Si on fixe un ensemble
de repre´sentants X˙ (η) de cet ensemble de doubles classes, la the´orie de la descente iden-
tifie I(U˜) a` ⊕y∈X˙ (η)I(Uy)
ZG(η[y];F ). Fixons plutoˆt un ensemble de repre´sentants Y˙(η) de
l’ensemble de doubles classes
Y(η) = Gη\Y(η)/G(F ).
Alors I(U˜) s’identifie au sous-espace des (fy)y∈Y˙(η) ∈ ⊕y∈X˙ (η)I(Uy) qui ve´rifient la condi-
tion suivante :
(1) soient y, y′ ∈ Y˙(η) et g ∈ G(F ) tels que adg(η[y]) = η[y
′] ; alors fy′ = adg(fy).
Remarquons que le quotient Zη/Gη est e´gal au groupe Ξ
ΓF
η de 4.8. Ce groupe agit
sur Y(η) par multiplication a` gauche. Il s’en de´duit une action de ce groupe sur Y˙(η)
que l’on note (ξ, y) 7→ ξ ⋆ y. Le stabilisateur dans ΞΓFη d’un e´le´ment y est l’image dans
ce groupe de ady(ZG(η[y];F )). Comme on l’a vu en 4.6, le groupe Ξ
ΓF
η agit sur Gη
par automorphismes de´finis sur F . Rappelons la construction. Conside´rons un e´le´ment
z ∈ Zη. Quitte a` multiplier z a` gauche par un e´le´ment de Gη, on peut supposer que
adz conserve Eη. L’e´le´ment z est alors bien de´termine´ modulo multiplication a` gauche
par un e´le´ment de Z(Gη) et on a zσ(z)
−1 ∈ Z(Gη) pour tout σ ∈ ΓF . La restriction de
adz a` Gη est un automorphisme de ce groupe qui est de´fini sur F . Cet automorphisme
ne de´pend que de l’image de z dans ΞΓFη . On note adξ l’automorphisme de´termine´ par
ξ ∈ ΞΓFη . Posons Y˙
0(η) = Y˙(η)∩ZηG(F ). Les e´le´ments de cet ensemble sont les y ∈ Y˙(η)
tels que η[y] est conjugue´ a` η par un e´le´ment de G(F ). On impose a` notre syste`me de
repre´sentants Y˙(η) la condition
(2) supposons y ∈ Y˙0(η) ; alors y est un e´le´ment de Zη tel que ady conserve Eη.
Il en re´sulte que, pour un tel e´le´ment y, on a η[y] = η et, en notant ξy l’image de y
dans ΞΓFη , la restriction de ady a` Gη co¨ıncide avec adξy .
On de´crit de fac¸on similaire les espaces I(U˜j) et on impose la meˆme condition. On
ajoute des indices j pour les objets relatifs a` ces espaces. D’apre`s le lemme 5.11, il y a
pour tout j une injection qj = Y˙j(η)→ Y˙(η) de sorte que, pour tout y ∈ Y˙j(η), il existe
xy ∈ Gη et gy ∈ G(F ) tels que y = xyqj(y)gy. On fixe de tels e´le´ments xy et gy. Montrons
que
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(3) soit y ∈ Y˙j(η), supposons qj(y) ∈ Y˙
0(η) ; alors on peut supposer xy = 1.
On a xyqj(y)σ(qj(y))
−1σ(xy)
−1 = yσ(y)−1 pour tout σ ∈ ΓF . D’apre`s (2), le terme
qj(y)σ(qj(y))
−1 appartient a` Z(Gη). Donc, d’une part, il commute a` xy, d’autre part, il
appartient a` Mj,η, a fortiori a` Mj . L’e´galite´ pre´ce´dente entraˆıne que xyσ(xy)
−1 ∈ Mj .
Puisque c’est aussi un e´le´ment de Gη, il appartient a` Mj,η. On obtient un cocycle σ 7→
xyσ(xy) a` valeurs dans Mj,η qui devient un cobord dans Gη. Puisque H
1(ΓF ;Mj,η) →
H1(ΓF ;Gη) est injective, il existe x
′ ∈ Mj,η et g
′ ∈ Gη(F ) tel que xy = x
′g′. On a alors
y = x′g′qj(y)gy = x
′qj(y)adqj(y)−1(g
′)gy. Puisque adqj(y) est un automorphisme de´fini sur
F de Gη, le terme adqj(y)−1(g
′)gy appartient a` G(F ). On peut remplacer y par (x
′)−1y,
xy par 1 et gy par adqj(y)−1(g
′)gy. Avec ces nouvelles de´finitions, on a y = qj(y)gy, ce qui
de´montre (3).
L’application res du diagramme se de´crit par
(4) (fy)y∈Y˙(η) ∈ I(U˜) 7→ (fj,y)j=1,...,k,y∈Y˙j(η) ∈ ⊕j=1,...,kI(U˜j)
ou`, pour tout j et tout y ∈ Y˙j(η), fj,y est l’image de adg−1y (fqj(y)) par l’application
resMj,η[y]. Rappelons que pour tout y ∈ Y(η), du torseur inte´rieur ady se de´duit une
application transferty : I(U˜y)→ SI(U˜η). Soit (fy)y∈Y˙(η) ∈ I(U˜). Pour tout y ∈ Y˙(η) et
tout ξ ∈ ΞΓFη , on a l’e´galite´
(5) transfertξ⋆y(fξ⋆y) = adξ(transferty(fy)).
A ce point, nous allons se´parer les cas F non-archime´dien et F archime´dien.
5.14 Suite de la preuve, cas F non-archime´dien
On suppose F non-archime´dien. On va prouver
(1) soit f ∈ I(U˜) ; supposons que l’image de f dans ⊕j=1,...,kSI(M˜j(F ))Oj ,loc est nulle ;
alors il existe f ′ ∈ I(U˜) qui a meˆme image que f dans ⊕j=1,...,kI(M˜j(F ))Oj ,loc et dont
l’image dans SI(U˜) est nulle.
Soit f = (fy)y∈Y˙(η) ∈ I(U˜). On note (fj,y)j=1,...,k,y∈Y˙j(η) son image dans ⊕j=1,...,kI(U˜j),
cf. 5.13 (4). Supposons que l’image de f dans ⊕j=1,...,kSI(M˜j(F ))Oj ,loc est nulle. Posons
φ =
∑
y∈Y˙(η) transferty(fy). C’est un e´le´ment de SI(Uη). Montrons que
(2) pour tout j = 1, ..., k, l’image φMj,η de φ dans SI(Uη,j) est nulle au voisinage de
0.
Soit j ∈ {1, ..., k}. Posons φj =
∑
y∈Y˙j(η)
transferty(fj,y). C’est un e´le´ment de
SI(Uη,j). D’apre`s la description de 4.8, dire que l’image de f dans SI(M˜j(F ))Oj ,loc
est nulle revient a` dire que φj est nulle au voisinage de 0. Il suffit donc de prou-
ver que φj = φMj,η . Par commutation du transfert a` la restriction, on voit que, pour
tout y ∈ Y˙j(η), on a transferty(fj,y) = (transfertqj(y)(fqj(y)))Mj,η . D’autre part, pour
y ∈ Y˙(η) qui n’appartient pas a` l’image de qj , aucun sous-tore maximal de Mj,η ne
se transfe`re a` Gη[y], cf. lemme 5.11. Il en re´sulte que (transferty(fy))Mj,η = 0. Cela
de´montre l’e´galite´ φj = φMj,η et (2).
Quitte a` multiplier f par la fonction caracte´ristique d’un voisinage ouvert et ferme´
de OG˜ invariant par conjugaison stable (c’est-a`-dire tel qu’en 4.6) et assez petit, ce qui
ne change pas l’image de f dans ⊕j=1,...,kI(M˜j(F ))Oj ,loc, on peut donc supposer que
φMj,η = 0. On dispose d’une action de Ξ
ΓF
η sur Gη(F ), donc aussi sur I(Gη(F )) et
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SI(Gη(F )). On a aussi une action de Gη,AD(F ). Les deux actions se combinent en une
action du produit semi-direct Hη = Gη,AD(F )⋊Ξ
ΓF
η . On sait que φ est invariant par Ξ
ΓF
η ,
cf. lemme 4.8. On retrouve d’ailleurs ce re´sultat en utilisant 5.13(5). D’autre part, les
classes de conjugaison stable dans Gη(F ) d’e´le´ments fortement re´guliers sont invariantes
par l’action de Gη,AD(F ). Il en re´sulte que Uη est invariant par Gη,AD(F ) et que l’action
de ce groupe Gη,AD(F ) sur SI(Gη(F )) est triviale. Donc φ est invariant par Hη. Cela
entraˆıne que φadh(Mj,η) = 0 pour tout j et tout h ∈ Hη. L’action de Hη sur I(Gη(F ))
se factorise par l’action d’un groupe fini puisque l’image de Gη(F ) dans Gη,AD(F ) agit
trivialement. Il en re´sulte que l’on peut relever φ en un e´le´ment ϕ ∈ I(Uη) qui est
invariant par Hη. Cet e´le´ment ve´rifie : l’image de ϕadh(Mj,η) dans SI(adh(Mj,η(F ))) est
nulle pour tout j = 1, ..., k et tout h ∈ Hη. Pour la meˆme raison que ci-dessus, l’ensemble
des Levi intervenant dans cette relation est fini modulo conjugaison par Gη(F ). On peut
donc appliquer le 4.16 : il existe ϕ0 ∈ I
inst(Gη(F )) tel que ϕ0,adh(Mj,η) = ϕadh(Mj,η) pour
tous j, h. On peut moyenner ϕ0 sous l’action de Hη et supposer ϕ0 invariant par ce
groupe. On peut aussi remplacer ϕ0 par son produit avec la fonction caracte´ristique de
Uη et supposer ϕ0 ∈ I(Uη).
Notons N le nombre d’e´le´ments de Y˙0(η). De´finissons une famille f ′ = (f ′y)y∈Y˙(η) ∈
⊕y∈Y˙(η)I(Uy) par f
′
y = fy pour y 6∈ Y˙
0(η) et f ′y = fy +
1
N
(ϕ0 − ϕ) pour y ∈ Y˙
0(η).
Remarquons qu’en vertu de l’hypothe`se 5.13(2), on a η[y] = η et Uy = Uη pour y ∈ Y˙
0(η).
Nos fonctions appartiennent bien a` l’espace indique´. Montrons que
(3) la famille f ′ appartient a` I(U˜).
On doit ve´rifier la condition 5.13(1). Soient y, y′ ∈ Y˙(η) et g ∈ G(F ) tels que
adg(η[y]) = η[y
′]. Ces conditions entraˆınent que y ∈ Y˙0(η) si et seulement si y′ ∈ Y˙0(η).
Supposons d’abord que y, y′ 6∈ Y˙0(η). Alors la condition adg(f
′
y) = f
′
y′ re´sulte de la condi-
tion initiale adg(fy) = fy′ . Supposons maintenant y, y
′ ∈ Y˙0(η). Dans ce cas η[y] = η[y′],
donc g ∈ ZG(η;F ). En vertu de la condition initiale adg(fy) = fy′ , il nous suffit de prou-
ver que ϕ et ϕ0 sont invariantes par adg. Puisque ces fonctions sont invariantes par Hη, il
suffit de prouver qu’il existe h ∈ Hη tel que adg = adh. Or ZG(η;F ) ⊂ Zη. On peut donc
trouver x ∈ Gη et z ∈ Zη de sorte que g = xz et adz conserve Eη. On a adg = adxadz. On
a adz = adξ, ou` ξ est l’image de z dans Ξ
ΓF
η . Puisque adg et adξ sont de´finis sur F , adx
aussi, ce qui implique que l’image de x dans Gη,AD appartient a` Gη,AD(F ). On a bien
de´compose´ adg en produit de l’action d’un e´le´ment de Gη,AD(F ) et d’un e´le´ment de Ξ
ΓF
η .
Cela prouve (3).
On a
(4) l’image de f ′ dans SI(U˜) est nulle.
Posons φ′ =
∑
y∈Y˙(η) transferty(f
′
y). C’est un e´le´ment de SI(Uη). En vertu de 4.8, il
s’agit de prouver que φ′ = 0. Par de´finition,
φ′ = φ+
1
N
∑
y∈Y˙0(η)
transferty(ϕ0 − ϕ).
Rappelons que l’image de ϕ dans SI(Uη) est φ. Pour y ∈ Y˙
0(η), l’image de transferty(ϕ)
est ξy(φ), qui est e´gale a` φ puisque φ est invariant par Ξ
ΓF
η . L’image de ϕ0 dans SI(Uη)
est nulle, et celle de transferty(ϕ0) est l’image de la pre´ce´dente par ξy, donc est nulle.
L’e´galite´ ci-dessus entraˆıne φ′ = 0, d’ou` (4).
Montrons que
(5) pour tout j = 1, ..., k, f et f ′ ont meˆme image dans I(M˜j(F ))Oj ,loc.
124
Par 5.13(4), la famille f ′ de´finit une famille (f ′j,y)j=1,...,k,y∈Y˙j(η). On doit prouver
que fj,y = f
′
j,y pour tous j, y. Fixons j et y. Alors fj,y et f
′
j,y sont les images de
adg−1y (fqj(y)) et adg−1y (f
′
qj(y)
) par resMj,η[y]. Si qj(y) 6∈ Y˙
0(η), on a fqj(y) = f
′
qj(y)
, d’ou`
l’e´galite´ cherche´e. Supposons qj(y) ∈ Y˙
0(η). En vertu de la de´finition de f ′qj(y), il suf-
fit de prouver que les images de adg−1y (ϕ) et de adg−1y (ϕ0) par resMj,η[y] sont e´gales.
Cela e´quivaut a` ϕadgy (Mj,η[y]) = ϕ0,adgy (Mj,η[y]). Posons z = qj(y). D’apre`s 5.13(3), on a
y = zgy. Donc adgy(Mj,η[y]) = adz−1ady(Mj,η[y]) = adz−1(Mj,η), puisque y ∈ Mj. D’ou`
adgy(Mj,η[y]) = adξ(Mj,η), ou` ξ est l’image de z
−1 dans ΞΓFη . La de´finition de ϕ0 entraˆıne
que ϕadξ(Mj,η) = ϕ0,adξ(Mj,η), ce qui prouve (5).
D’apre`s (3), (4) et (5), on a prouve´ (1). Prouvons maintenant le lemme 5.13. Pour
tout j = 1, ..., k, soit γj ∈ Dge´om(Oj). On suppose que
∑
j=1,...,k γ
G˜
j est stable. On s’est
ramene´ a` trouver pour tout j une distribution δj ∈ D
st
ge´om(Oj) de sorte que
∑
j=1,...,k γ
G˜
j =∑
j=1,...,k δ
G˜
j . L’e´le´ment ⊕j=1,...,kγj est une forme line´aire sur ⊕j=1,...,kI(M˜j(F ))Oj ,loc.
L’e´le´ment ⊕j=1,...,kδj cherche´ est une forme line´aire sur ⊕j=1,...,kSI(M˜j(F ))Oj ,loc. On peut
la conside´rer comme une forme line´aire sur ⊕j=1,...,kI(M˜j(F ))Oj ,loc nulle sur le noyau de
sloc, avec la notation du diagramme de 5.13. La condition d’e´galite´ des induites revient
a` ce que ces deux formes line´aires co¨ıncident sur l’image Im de l’application resloc. La
condition ne´cessaire et suffisante pour qu’il existe une solution est que ⊕j=1,...,kγj annule
Im∩Ker(sloc). Un e´le´ment de Im∩Ker(sloc) est l’image d’un f ∈ I(U˜) tel que l’image
de f dans ⊕j=1,...,kSI(M˜j(F ))Oj ,loc est nulle. D’apre`s (1), on peut supposer que l’image
de f dans SI(U˜) est nulle. Par ailleurs, la valeur de ⊕j=1,...,kγj sur l’image de f est e´gale
a` celle de ⊕j=1,...,kγ
G˜
j sur f . Celle-ci est nulle puisque cette distribution est stable. Cela
ache`ve la de´monstration.
5.15 Suite de la preuve, cas F archime´dien
Le proble`me pour F = C se rame`ne au meˆme proble`me pour F = R en remplac¸ant
chaque groupe et chaque espace par l’objet sur R obtenu par restriction des scalaires.
On suppose donc F = R. Tous les ensembles du diagramme de 5.13 sont des espaces
de Fre´chet et toutes les applications sont continues. Les applications s, ι, ιst et sloc sont
surjectives. Il en est de meˆme de s, ι, ιst et sloc. Montrons que
(1) les images de res et resst sont ferme´es.
On a de´crit ⊕j=1,...,kI(U˜j) comme un espace de familles (fj,y)j=1,...,k,y∈Y˙j(η) ou` fj,y ∈
I(Uj,y) pour tous j, y. On va montrer que l’image de res s’identifie au sous-espace des
familles (fj,y)j=1,...,k,y∈Y˙j(η) qui ve´rifient la condition suivante :
(2) soient j, j′ ∈ {1, ..., k}, y ∈ Y˙j(η), y
′ ∈ Y˙j′(η), Ry un Levi de Mj,η[y], R
′
y′ un Levi
de Mj′,η[y′] et g ∈ G(R) tel que adg(η[y]) = η[y
′] et adg(Ry) = R
′
y′ ; alors fj′,y′,R′y′ =
adg(fj,y,Ry).
La condition est ne´cessaire. En effet, soit x ∈ Ry(R) en position ge´ne´rale. Si notre
collection (fj,y)j=1,...,k,y∈Y˙j(η) provient de f ∈ I(U˜), on a
I
R′
y′ (adg(x), fj′,y′,R′
y′
) = IMj′,η[y′](adg(x), fj′,y′) = I
M˜ ′j(exp(adg(x))η[y
′], fM˜j′ )
= IG˜(exp(adg(x))η[y
′], f) = IG˜(adg(exp(x)η[y]), f) = I
G˜(exp(x)η[y], f)
= IM˜j (exp(x)η[y], fM˜j) = I
Mj,η[y](x, fj,y) = I
Ry(x, fj,y,Ry).
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Inversement, supposons (2) ve´rifie´e. Pour tout y ∈ Y˙(η), conside´rons l’ensemble des
triplets (j, y′, g) tels que j ∈ {1, ..., k}, y′ ∈ Y˙j(η), g ∈ G(R) tels que adg(η[y]) = η[y
′].
Le groupe Gη[y](R) agit sur cet ensemble par multiplication de g a` droite. L’ensemble
des orbites est fini. Fixons un ensemble de repre´sentants G˙y de cet ensemble d’orbites.
A tout e´le´ment g = (j, y′, g) ∈ G˙y sont associe´s un Levi Lg = adg−1(Mj,η[y′]) de Gη[y] et
une fonction fg = adg−1(fj,y′) ∈ I(Lg(R)). La condition (2) assure que ces familles de
Levi et de fonctions ve´rifient la condition du lemme 4.3. On peut donc fixer une fonction
φy ∈ I(Gη[y](R)) de sorte que (φy)Lg = fg pour tout g ∈ G˙y. Puisque chaque fj,y′ est
a` support dans Uj,y′, il est plus ou moins clair que l’on peut fixer une fonction α sur
Gη[y](R), qui est C
∞ et invariante par conjugaison, dont le support est contenu dans Uy,
de sorte que fg = αfg pour tout g ∈ G˙y. On peut aussi bien remplacer φy par αφy et
supposer φy ∈ I(Uy). Conside´rons l’ensemble des couples (y
′, g) tels que y′ ∈ Y˙(η) et
g ∈ G(R) tels que adg(η[y]) = η[y
′]. De nouveau, le groupe Gη[y](R) agit sur cet ensemble
par multiplication de g a` droite. On fixe un ensemble H˙y de repre´sentants de l’ensemble
d’orbites. Il re´sulte de (2) que, pour tout (y′, g) ∈ H˙y, la fonction adg−1(φy′) ve´rifie la
meˆme condition que φy. On pose
fy = |H˙y|
−1
∑
(y′,g)∈H˙y
adg−1(φy′).
On voit que la famille (fy)y∈Y˙(η) ve´rifie la condition (1) de 5.13. Elle s’identifie donc a`
un e´le´ment de I(U˜). On voit que son image par res est la famille (fj,y)j=1,...,k,y∈Y˙j(η) de
de´part. Cela prouve (2).
Cette relation (2) de´crit l’image de res par des conditions qui sont ferme´es. Il en
re´sulte que cette image est ferme´e. Une preuve similaire s’applique a` l’application resst.
D’ou` (1).
Montrons que (1) vaut aussi pour les applications localise´es, c’est-a`-dire
(3) les images de resloc et res
st
loc sont ferme´es.
L’espace I(G˜(R))OG˜,loc s’identifie a` celui des familles (fy)y∈Y˙(η) telles que
- on a fy ∈ I(Gη[y](R))unip,loc pour tout y ∈ Y˙(η), ou` l’indice unip signifie le localise´
relatif a` la classe de conjugaison {1} de Gη[y](R) ;
- soient y, y′ ∈ Y˙(η) et g ∈ G(R) tels que adg(η[y)) = η[y
′] ; alors fy′ = adg(fy).
On de´crit de fac¸on analogue l’espace ⊕j=1,...,kI(M˜j(R))Oj ,loc. Il est facile de reprendre
la preuve de (1) et de montrer que l’image de resloc est forme´ des familles (fj,y)j=1,...,k,y∈Y˙j(η) ∈
⊕j=1,...,kI(M˜j(R))Oj ,loc qui ve´rifient la condition (2) ci-dessus. On laisse cette preuve au
lecteur. De nouveau, ces conditions sont ferme´es, ce qui prouve que l’image de resloc est
ferme´e. Une preuve similaire s’applique a` resstloc. D’ou` (3).
De la commutativite´ du diagramme de 5.13 re´sulte que l’image deKer(s) par resloc◦ι
est incluse dans Im(resloc) ∩Ker(sloc). On va prouver
(4) l’image de Ker(s) par resloc ◦ ι est dense dans Im(resloc) ∩Ker(sloc).
On a Im(resloc) = Im(resloc ◦ ι). Soit f ∈ I(U˜), supposons resloc ◦ ι(f) ∈ Ker(sloc).
Soit V1 un voisinage de 0 dans ⊕j=1,...,kI(M˜j(F ))Oj ,loc. Puisque resloc ◦ ι est continue,
on peut fixer un voisinage V2 de 0 dans I(U˜) tel que resloc ◦ ι(V2) ⊂ V1. L’application
s◦res = resst◦s est d’image ferme´e d’apre`s (1). Puisqu’il s’agit d’une application continue
entre espaces de Fre´chet, elle est ouverte sur son image. Il existe donc un voisinage V3
de 0 dans ⊕j=1,...,kSI(U˜j) tel que V3 ∩ Im(s ◦ res) ⊂ s ◦ res(V2). Fixons un tore maximal
T de Gη et munissons t(C) d’une forme hermitienne de´finie positive invariante par le
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groupe de Weyl absolu de T dans G. Si l’on suppose u assez petit, tout e´le´ment γ ∈ U˜
est conjugue´ par un e´le´ment de G(C) a` un e´le´ment exp(X)η avec X ∈ t(C) proche de
0. La norme |X| est bien de´termine´e. Soit b une fonction C∞ sur R qui vaut 1 dans un
voisinage de 0 et est nulle sur [1,+∞[. Pour tout entier n ≥ 1, on de´finit une fonction Bn
sur U˜ par Bn(γ) = b(n|X|
2) avec la notation pre´ce´dente. Elle vaut 1 dans un voisinage
de OG˜ et sa restriction aux e´le´ments fortement re´guliers est invariante par conjugaison
stable. On a
(5) limn→∞s ◦ res(fBn) = 0.
En effet, fixons j = 1, ..., k et un sous-tore maximal de Mj,η de´fini sur F . Pour simpli-
fier la notation, on peut aussi bien supposer que c’est le tore T pre´ce´dent. De´finissons des
fonctions ψ et ψn sur t(R) par ψ(X) = S
G˜(exp(X)η, f) et ψn(X) = S
G˜(exp(X)η, fBn).
Soit D un ope´rateur diffe´rentiel sur t a` coefficients constants. On doit prouver que
limn→∞supX∈t(R)|Dψn(X)| = 0.
On a ψn(X) = ψ(X)b(n|X|
2). On voit que Dψn(X) est combinaison line´aire de termes
nkD1ψ(X)(D2b)(n|X|
2)P (X), avec des ope´rateurs diffe´rentiels D1 et D2 a` coefficients
constants et un polynoˆme P , les coefficients de cette combinaison line´aire ne de´pendant
pas de n (les termes nk et P (X) proviennent par de´rivation de n|X|2). L’hypothe`se sur f
est que ιst ◦s◦ res(f) = 0. Cela implique que toutes les de´rive´es de ψ sont nulles en 0. Le
de´veloppement d’Euler-Mac-Laurin entraˆıne que l’on a pour tout m ∈ N une majoration
|D1ψ(X)| ≤ Cm|X|
m. Le terme ci-dessus est donc majore´ par
C2k+2n
k|X|2k+2|P (X)(D2b)(n|X|
2)|.
Le terme (D2b)(n|X|
2) est majore´ uniforme´ment et sa non-nullite´ implique |X|2 ≤ n−1.
A fortiori, |X|2 ≤ 1 et |P (X)| est uniforme´ment majore´ dans ce domaine. Le terme
nkD1ψ(X)(D2b)(n|X|
2)P (X) est donc majore´ par Cn−1 pour une constante C conve-
nable. Cela prouve (5).
Pour n assez grand, on a donc s ◦ res(fBn) ∈ V3. On peut alors choisir une fonction
fn ∈ V2 de sorte que s◦ res(fBn−fn) = 0. On peut alors reprendre la de´monstration du
cas non-archime´dien en l’appliquant a` fBn−fn. On a l’analogue de 5.14(1), a` savoir qu’il
existe f ′ ∈ I(U˜) qui a meˆme image que fBn − fn dans ⊕j=1,...,kI(M˜j(R))Oj ,loc et dont
l’image dans SI(U˜) est nulle. Cette dernie`re condition signifie que f ′ appartient a`Ker(s).
La premie`re condition signifie que resloc ◦ ι(f
′) = resloc ◦ ι(fBn− fn). Puisque Bn vaut 1
dans un voisinage de OG˜, on a resloc◦ι(fBn) = resloc◦ι(f). On a aussi resloc◦ι(fn) ∈ V1.
Cela prouve qu’il existe un e´le´ment f ′ ∈ Ker(s) tel que resloc ◦ ι(f − f
′) ∈ V1. D’ou` la
densite´ affirme´e par (4).
Prouvons maintenant le lemme 5.13. Pour tout j = 1, ..., k, soit γj ∈ Dge´om(Oj). On
suppose que
∑
j=1,...,k γ
G˜
j est stable. On s’est ramene´ a` trouver pour tout j une distribu-
tion δj ∈ D
st
ge´om(Oj) de sorte que
∑
j=1,...,k γ
G˜
j =
∑
j=1,...,k δ
G˜
j . Posons pour simplifier γ =
⊕j=1,...,kγj. C’est une forme line´aire continue sur ⊕j=1,...,kI(M˜j(F ))Oj ,loc. Comme dans le
cas non-archime´dien, la stabilite´ de
∑
j=1,...,k γ
G˜
j implique que γ est nulle sur l’image de
Ker(s) par resloc◦ι. D’apre`s (4) et puisque cette forme line´aire est continue, elle est nulle
sur Im(resloc)∩Ker(sloc). Les espaces intervenant ici sont ferme´s d’apre`s (3). Donc γ se
descend en une forme line´aire continue sur Im(resloc)/(Im(resloc) ∩Ker(sloc)). L’appli-
cation sloc se quotiente en une bijection continue de cet espace sur Im(res
st
loc). D’apre`s
(3) et parce que nos espaces sont de Fre´chet, cette bijection est un home´omorphisme.
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On obtient qu’il existe une forme line´aire continue δ′ sur Im(resstloc) telle que δ
′ ◦ sloc
co¨ıncide avec γ sur Im(resloc). Toujours d’apre`s (3), on peut prolonger δ
′ en une forme
line´aire continue δ = ⊕j=1,...,kδj ∈ ⊕j=1,...,kD
st
ge´om(Oj). La condition pre´ce´dente signifie
que
∑
j=1,...,k γ
G˜
j =
∑
j=1,...,k δ
G˜
j . Cela ache`ve la de´monstration. 
6 Le cas non ramifie´
6.1 La situation non ramifie´e
Les donne´es sont les meˆmes qu’en 1.5. On suppose
(1) F est local non archime´dien ;
(2) G est non ramifie´ (quasi-de´ploye´ sur F et de´ploye´ sur une extension non ramifie´e) ;
(3) a est non ramifie´ (si on note Fq le corps re´siduel de F et Γ
nr
F = Gal(F¯q/Fq), a
provient par inflation d’un e´le´ment de H1(ΓnrF , Z(Gˆ))) ;
(4) G˜(F ) posse`de un sous-espace hyperspe´cial.
Expliquons cette dernie`re condition. Soit K ⊂ G(F ) un sous-groupe compact hy-
perspe´cial (il en existe d’apre`s (2)). Le normalisateurNormG˜(F )(K) = {γ ∈ G˜(F ); adγ(K) =
K} peut eˆtre vide. Sinon, c’est un espace principal homoge`ne sous Z(G;F )K et on
appelle sous-espace hyperspe´cial une classe K˜ = γK = Kγ pour un e´le´ment γ ∈
NormG˜(F )(K). On dit que G˜(F ) posse`de un sous-espace hyperspe´cial s’il existe K tel
que NormG˜(F )(K) ne soit pas vide.
Remarque. L’hypothe`se que G est non ramifie´ n’implique pas l’existence d’un sous-
espace hyperspe´cial. Par exemple, pour un entier n ≥ 1 et un e´le´ment d ∈ F×, conside´rons
G = SL(n) et G˜ = {g ∈ GL(n); det(g) = d}. On ve´rifie que G˜(F ) posse`de un sous-espace
hyperspe´cial si et seulement si la valuation de d est divisible par n.
On fixe un couple (K, K˜) comme ci-dessus.
Dans certains cas (en particulier pour les applications globales), on peut imposer une
hypothe`se supple´mentaire, a` savoir
(Hyp) la caracte´ristique re´siduelle p de F est grande, plus pre´cise´ment p > N(G)eF +
1, ou`N(G) est l’entier de´pendant de G de´fini en [W1] 4.3 et eF est l’indice de ramification
de F/Qp.
Nous ne l’imposons pas ici.
6.2 Donne´es endoscopiques non ramifie´es
On note IF ⊂ WF le groupe d’inertie. Soit G
′ = (G′,G ′, s˜) une donne´e endoscopique
de (G, G˜, a). On dit qu’elle est non ramifie´e si IF ⊂ G
′. Cela entraˆıne :
(1) G′ est non ramifie´.
Preuve. Pour w ∈ IF , soit gw = (g(w), w) ∈ G
′ qui agit par wG′ sur Gˆ
′. Puisque
w ∈ G ′, on a aussi g(w) ∈ G ′. Puisque G ′ ∩ Gˆ = Gˆ′, on a g(w) ∈ Gˆ′. On a wG′ =
adg(w) ◦ wG = adg(w), car wG = 1 (G est non ramifie´). Donc wG′ est un automorphisme
inte´rieur de Gˆ′. Il conserve par de´finition une paire de Borel e´pingle´e, c’est donc l’identite´.

On suppose de´sormais G′ non ramifie´e.
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Rappelons que, si E est une paire de Borel e´pingle´e de G de´finie sur F , la the´orie
de Bruhat-Tits lui associe un sche´ma en groupes K de´fini sur l’anneau des entiers o de
F , et K(o) est un sous-groupe compact hyperspe´cial de G(F ). Re´ciproquement, tout tel
sous-groupe est construit ainsi. Fixons donc une paire de Borel e´pingle´e de G de´finie sur
F dont est issu le groupe K de´ja` fixe´. On peut la noter E∗ = (B∗, T ∗, (E∗α)α∈∆). Notons
F nr l’extension non ramifie´e maximale de F et onr son anneau d’entiers. Montrons que
(2) l’ensemble Z(G˜, E∗)(F nr) ∩ T ∗(onr)K˜ n’est pas vide.
Soit γ ∈ K˜. La paire adγ(E
∗) est une paire de Borel e´pingle´e de´finie sur F . Deux
telles paires sont conjugue´es sous le groupe adjoint GAD(F ). Soit donc x ∈ GAD(F ) tel
que adx ◦ adγ(E
∗) = E∗. L’automorphisme adx ◦ adγ est de´fini sur F . Puisqu’il conserve
E∗, il conserve aussi le sous-groupe hyperspe´cial associe´ a` E : adx ◦adγ(K) = K. Puisque
adγ(K) = K, on a donc adx(K) = K. Cela entraˆıne que x appartient au sous-groupe
hyperspe´cial KAD de GAD(F ) associe´ a` la paire de Borel e´pingle´e (B
∗
ad, T
∗
ad, (E
∗
α)α∈∆)
de´duite de E∗. On montre que l’application produit
T ∗ad(o)×K → KAD
et l’application naturelle
T ∗(onr)→ T ∗ad(o
nr)
sont toutes deux surjectives. Donc x est l’image dans GAD(F ) d’un produit tk, avec
t ∈ T (onr) et k ∈ K. Puisque adx ◦ adγ(E
∗) = E∗, on a tkγ ∈ Z(G˜, E∗). On a aussi
tkγ ∈ T (onr)K˜. Cela prouve (2). 
Fixons un e´le´ment e ∈ Z(G˜)(F nr), image d’un e´le´ment de l’intersection Z(G˜, E∗)(F nr)∩
T (onr)K˜, soit e′ son image dans Z(G˜′)(F nr). Fixons une paire de Borel e´pingle´e E ′ =
(B′, T ′, (E ′α)α∈∆′) de G
′ de´finie sur F . Soit K ′ le sous-groupe compact hyperspe´cial de
G′(F ) qui s’en de´duit. Pour σ ∈ ΓF , soit z
′(σ) ∈ Z(G′) tel que e′ = z′(σ)σ(e′). Par
construction, le cocycle z′ est non ramifie´ et prend ses valeurs dans T ′(onr). Or ce
groupe est cohomologiquement trivial (cela re´sulte du the´ore`me de Lang). On peut
choisir t′ ∈ T ′(onr) tel que z′(σ) = σ(t′)t′−1. Alors t′e′ ∈ G˜′(F ) et il est clair que
t′e′ ∈ NormG˜′(F )(K
′). L’ensemble K˜ ′ = K ′t′e′ est un sous-espace hyperspe´cial de G˜′(F ).
On voit qu’il ne de´pend pas des choix de e et t′. La classe de conjugaison par G′AD(F )
du couple (K ′, K˜ ′) ne de´pend pas des choix des paires de Borel e´pingle´es. Elle de´pend
par contre du couple (K, K˜) que l’on a fixe´.
Ainsi l’espace K˜ que l’on a fixe´ de´termine un espace analogue K˜ ′ pour G˜′(F ), a`
conjugaison pre`s par G′AD(F ). Dans les raisonnements par re´currence, et dans ce qui
suit, G˜′(F ) sera suppose´ muni d’un tel ensemble K˜ ′ issu de K˜.
Lemme. La donne´e G′ est relevante.
Preuve. Notons θ∗ l’automorphisme ade pour tout e´le´ment e ∈ Z(G˜, E
∗). Il est de´fini
sur F . Introduisons le groupe G1 = G
θ∗,0. A E∗ est associe´ une paire de Borel e´pingle´e
E1 = (B1, T1, (Eα1)α1∈∆1) deG1. On a B1 = B
∗∩G1, T1 = T
∗∩G1, ∆1 est l’image de ∆ par
restriction a` T1. Pour α1 ∈ ∆1, Eα1 est la somme des Eα pour α ∈ ∆ de restriction α1 (ces
α forment une seule orbite pour l’action du groupe engendre´ par θ∗). De la paire E1 est issu
un sous-groupe compact hyperspe´cial K1 de G1(F ). Il re´sulte des constructions de Bruhat
et Tits que K1 ⊂ K. Des paires E
∗ et E ′ est issu un homomorphisme ξT ∗,T ′ : T
∗ → T ′. Il
existe un cocycle ωG′ : ΓF → W
θ∗ tel que σ(ξT ∗,T ′) = ξT ∗,T ′ ◦ ωG′(σ). Il est e´videmment
non ramifie´. Choisissons un e´le´ment de Frobenius φ ∈ ΓF . Introduisons la section de
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Springer n1 : W
θ∗ → G1. Comme on l’a dit, a` K1 est associe´ un sche´ma en groupes
K1 sur o tel que K1 ×o F = G1 et K1(o) = K1. Il re´sulte des constructions que n1
prend ses valeurs dans K1(o
nr). Posons x = n1(ωG′(φ)). On ve´rifie que x appartient
a` un sous-groupe fini de K1(o
nr) invariant par ΓF (le groupe engendre´ par l’image de
n1 et les e´le´ments d’ordre 2 de T1(o
nr) convient). Appliquant par exemple [W1] 4.2(1),
on voit qu’il existe k ∈ K1(o
nr) tel que x = kφ(k)−1. Posons E = adk−1(E
∗), notons
(B, T ) la paire de Borel sous-jacente a` E . L’homomorphisme ξT,T ′ de´duit de cette paire
et de E ′ est ξT ∗,T ′ ◦ adk. D’apre`s les constructions, il est e´quivariant pour les actions
galoisiennes. Fixons e ∈ Z(G˜, E∗)(F nr) ∩ T ∗(onr)K˜. Pour σ ∈ ΓF , soit z(σ) ∈ Z(G) tel
que e = z(σ)σ(e). Alors z est un cocycle non ramifie´ a` valeurs dans Z(G)∩T ∗(onr). Mais
Z(G)∩ T ∗(onr) = Z(G)∩ T (onr). Le groupe T (onr) e´tant cohomologiquement trivial, on
peut choisir τ ∈ T (onr) tel que z(σ) = σ(τ)τ−1. Alors τe ∈ G˜(F ). Puisque T (onr) et
T ∗(onr) sont tous deux inclus dans K(o
nr) (ou` K est le sche´ma en groupes associe´ a` K),
on a meˆme τe ∈ K˜. Puisque k ∈ G1, la paire E est fixe´e par θ
∗ = ade. Il en re´sulte que
adτe conserve (B, T ). Soit maintenant t ∈ T (o), posons γ = tτe. Notons e
′ l’image de
e ∈ Z(G˜, E) dans Z(G˜′), posons t′ = ξT,T ′(tτ) et δ = t
′e′. Il est clair que δ ∈ G˜′(F ) et
que (δ, B′, T ′, B, T, γ) est un diagramme. Si t est en position ge´ne´rale, γ est fortement
re´gulier, donc (δ, γ) ∈ D(G′). 
6.3 Facteur de transfert
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique non ramifie´e de (G, G˜, a). Conside´rons
des donne´es auxiliaires G′1, G˜
′
1, C1, ξˆ1. On dit qu’elles sont non ramifie´es si G
′
1 est non
ramifie´ et le plongement ξˆ1 : G
′ → LG
′
1 est l’identite´ sur IF . De telles donne´es existent.
En fait
(1) on peut choisir G′1 = G
′.
Preuve. On normalise l’action galoisienne sur Gˆ et Gˆ′ en fixant des paires de Borel
e´pingle´es de ces groupes et en imposant que les actions conservent ces paires. Choisissons
un Frobenius φ ∈ WF et un e´le´ment gφ ∈ G
′ agissant comme φG′ sur Gˆ
′. Alors G ′ est
le produit semi-direct (Gˆ′ × IF ) ⋊ g
Z
φ . On de´finit une application ξˆ1 : G
′ → LG
′
par
ξˆ1((x, w)g
n
φ) = (x, wφ
n) pour x ∈ Gˆ′, w ∈ IF , n ∈ Z. C’est un isomorphisme. 
Supposons les donne´es auxiliaires non ramifie´es. De K ′ se de´duit un sous-groupe
compact hyperspe´cial K ′1 de G
′
1(F ). Choisissons un e´le´ment δ1,0 ∈ G˜
′
1(F ) dont l’image
δ0 dans G˜
′(F ) appartient a` K˜ ′. Alors K˜ ′1 = K
′
1δ1,0 est un sous-espace hyperspe´cial de
G˜′1(F ). Ce sous-espace e´tant fixe´, nous allons de´finir un facteur de transfert ∆1 sur D1.
On fixe gφ = (g(φ), φ) ∈ G
′ comme dans la preuve de (1) ci-dessus et un e´le´ment
gsc(φ) ∈ GˆSC dont l’image dans GˆAD est la meˆme que celle de g(φ). Il existe un unique
cocycle w 7→ g(w) de WF dans Gˆ qui est non ramifie´ et tel que g(φ) soit l’e´le´ment
que l’on vient de fixer. De meˆme, il existe un unique cocycle w 7→ gsc(w) de WF dans
GˆSC qui est non ramifie´ et tel que gsc(φ) soit l’e´le´ment que l’on vient de fixer. Soit
w 7→ z(w) le cocycle de WF dans Z(Gˆ) tel que g(w) = z(w)π(gsc(w)). On a e´videmment
(g(w), w) ∈ G ′ pour tout w ∈ WF et on pose ξˆ1(g(w), w) = (ζ1(w), w). L’application ζ1
est un cocycle de WF dans Z(Gˆ
′
1). Les cocycles z et ζ1 de´terminent des caracte`res λz de
G(F ) et λζ1 de G
′
1(F ). Parce que les cocycles sont non ramifie´s, λz est trivial sur K et λζ1
est trivial sur K ′1 ([W1] 4.1(1)). Il existe donc une unique application λ˜z : G˜(F ) → C
×
qui vaut 1 sur K˜ et ve´rifie λ˜z(gγ) = λz(g)λ˜z(γ) pour tous g ∈ G(F ) et γ ∈ G˜(F ). De
meˆme, il existe une unique application λ˜ζ1 : G˜
′
1(F ) → C
× qui vaut 1 sur K˜ ′1 et ve´rifie
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λ˜ζ1(g1δ1) = λζ1(g1)λ˜ζ1(δ1) pour tous g1 ∈ G
′
1(F ) et δ1 ∈ G˜
′
1(F ).
On fixe comme en 6.2 une paire de Borel e´pingle´e E∗ de G, de´finie sur F , dont
le groupe K est issu. Soit (δ1, γ) ∈ D1. On fixe un diagramme (δ, B
′, T ′, B, T, γ) et
on utilise les constructions de 2.2. En particulier, on comple`te (B, T ) en une paire de
Borel e´pingle´e E . On fixe g ∈ GSC tel que adg(E) = E
∗. On choisit pour cochaˆıne uE
l’application uE(σ) = g
−1σ(g). On fixe e ∈ Z(G˜, E). Comme en 2.2, on de´finit une
cochaˆıne VT : ΓF → Tsc par
VT (σ) = rT (σ)nE(ωT (σ))uE(σ).
La cochaˆıne VT est un cocycle. On e´crit γ = νe, avec ν ∈ T . On note νad l’image de
ν dans Tad. Alors le couple (VT , νad) appartient a` Z
1,0(ΓF ;Tsc
1−θ
→ Tad). On de´finit une
cochaine tT,sc : WF → Tˆsc par la meˆme formule qu’en 2.2 :
tT,sc(w) = rˆT (w)nˆ(ωT (w))gsc(w)
−1nˆG′(ωT,G′(w))
−1rˆT,G′(w)
−1.
C’est un cocycle. On note sad l’image de s dans Tˆad (rappelons que s˜ = sθˆ). Le couple
(tT,sc, sad) appartient a` Z
1,0(WF ; Tˆsc
1−θˆ
→ Tˆad). On dispose du produit
< ., . >: H1,0(ΓF ;Tsc
1−θ
→ Tad)×H
1,0(WF ; Tˆsc
1−θˆ
→ Tˆad)→ C
×.
On pose
∆imp(δ1, γ) = λ˜ζ1(δ1)
−1λ˜z(γ) < (VT , νad), (tT,sc, sad) >
−1
et
∆1(δ1, γ) = ∆II(δ, γ)∆imp(δ1, γ).
Lemme. (i) Le facteur ∆1 ne de´pend que des choix des sous-espaces hyperspe´ciaux K˜
et K˜ ′1, c’est-a`-dire qu’il ne de´pend d’aucune autre donne´e auxiliaire.
(ii) Pour (δ1, γ), (δ1, γ) ∈ D1, on a l’e´galite´
∆1(δ1, γ; δ1, γ) = ∆1(δ1, γ)∆1(δ1, γ)
−1.
Preuve. On commence par de´montrer (ii), sous la re´serve que les choix de donne´es
auxiliaires pour les deux paires (δ1, γ) et (δ1, γ) soient cohe´rents. Dans les constructions
de 2.2 intervient un e´le´ment r ∈ GSC tel que adr(E) = E . Puisqu’on a choisi g ∈ GSC
tel que adg(E) = E
∗ et de meˆme g ∈ GSC tel que adg(E) = E
∗, on peut choisir et
on choisit r = g−1g. Il est clair que le cocycle V de 2.2 est l’image de (VT , V
−1
T ) par
l’homomorphisme naturel Tsc × T sc → U . En utilisant la compatibilite´ des produits aux
deux diagrammes duaux
Tsc × T sc
1−θ
→ S1
↓ ↓
U
1−θ
→ S1
et
Sˆ1
1−θˆ
→ Tˆad × Tˆ ad
↑ ↑
Sˆ1
1−θˆ
→ Uˆ ,
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on voit que
∆imp(δ1, γ; δ1, γ) =< ((VT , V
−1
T ),ν1), (Vˆ1, (sad, sad)) >
−1,
le produit e´tant celui sur
H1,0(ΓF ;Tsc × T sc
1−θ
→ S1)×H
1,0(WF ; Sˆ1
1−θˆ
→ Tˆad × Tˆad).
Le cocycle Vˆ1 est le produit des deux cocycles suivants :
- l’image Vˆsc de (tT,sc, tT,sc) par l’homomorphisme naturel qˆ : Tˆsc × Tˆ sc → Sˆ1 qui, a`
(tsc, tsc), associe qˆ(tsc, tsc) = (j(tsc), j(tsc), tsct
−1
sc ) ;
- le cocycle w 7→ Z(w) = ((ζ1(w), z(w)
−1), (ζ1(w), z(w)
−1), 1) ∈ Sˆ1.
Et le cocycle (Vˆ1, (sad, sad)) est le produit des deux cocycles (Vˆsc, (sad, sad)) et du
cocycle (Z, 1). On en de´duit l’e´galite´
(2) ∆imp(δ1, γ; δ1, γ) =< ((VT , V
−1
T ),ν1), (Vˆsc, (sad, sad)) >
−1< (VT , V
−1
T ),ν1), (Z, 1) >
−1 .
En utilisant de nouveau une compatibilite´ des produits, le premier terme est e´gal a`
(3) < ((VT , V
−1
T ), q(ν1)), ((tT,sc, tT ,sc), (sad, sad)) >
−1,
ou` q : S1 → Tad × T ad est dual de l’homomorphisme qˆ de´fini ci-dessus. On voit que
q(ν1) = (νad, νad). Le produit ci-dessus est maintenant celui sur
H1,0(ΓF ;Tsc × T sc
1−θ
→ Tad × T ad)×H
1,0(WF ; Tˆsc × Tˆ sc
1−θˆ
→ Tˆad × Tˆ ad).
Ces espaces comme ce produit se scindent selon les termes provenant de T et ceux
provenant de T . Le produit (3) est alors e´gal a`
(4) < (VT , νad), (tT,sc, sad) >
−1< (VT , νad), (tT ,sc, sad) > .
Introduisons le tore Rˆ forme´ des (t, t, tsc) ∈ Tˆ × Tˆ × Tˆsc tels que j(tsc) = tt
−1 et le
tore Rˆ1 forme´ des (t, t, tsc) ∈ Tˆ
′
1 × Tˆ
′
1 × Tˆ
θˆ
sc tels que j(tsc) = tt
−1. On a des diagrammes
commutatifs
Rˆ
πˆ
→ Tˆad × Tˆ ad
ρˆ ↓ 1− θˆ ↓
Sˆ1
1−θˆ
→ Tˆad × Tˆ ad,
Rˆ1 → 1
ρˆ1 ↓ ↓
Sˆ1
1−θˆ
→ Tˆad × Tˆ ad,
ou` πˆ, ρˆ et ρˆ1 sont les homomorphismes naturels. On introduit aussi les tores duaux R et
R1 et les homomorphismes π : Tsc× T sc → R, ρ : S1 → R et ρ1 : S1 → R1 duaux de πˆ, ρˆ
et ρˆ1. Le cocycle Z est le produit des images des deux cocycles suivants :
- l’inverse du cocycle z : w 7→ (z(w), z(w), 1) ∈ Rˆ ;
- le cocycle ζ1 : w 7→ (ζ1(w), ζ1(w), 1) ∈ Rˆ1.
On utilise la compatibilite´ des produits aux diagrammes ci-dessus et la relation [KS1]
A.3.13 (ou` le signe disparaˆıt d’apre`s [KS2] 4.3). On voit que le deuxie`me terme de (2)
est e´gal a`
(5) < (((1− θ)(VT ), (1− θ)(V
−1
T )), ρ(ν1)), (z, 1) >< ρ1(ν1), ζ1 >
−1,
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le premier produit e´tant celui sur
H1,0(ΓF ;Tsc × T sc
π
→ R)×H1,0(WF ; Rˆ
πˆ
→ Tˆad × Tˆ ad)
et le second celui sur
H1,0(ΓF ;R1)×H
1,0(WF ; Rˆ1).
On a l’e´galite´ R1 = (T
′
1 × T
′
1)/diag−(Z(G
′
1, G)), ou` Z(G
′
1, G) est le sous-groupe des
e´le´ments de Z(G′1) dont l’image dans Z(G
′) appartient a` l’image naturelle de Z(G) (ou
encore, c’est la projection dans Z(G′1) du groupe Z1 de 2.2). Le tore R1 est un sous-tore
maximal du groupe (G′1×G
′
1)/diag−(Z(G
′
1, G)). L’e´le´ment ρ1(ν1) est e´gal a` l’image dans
R1 de (µ1, µ
−1
1
). Son image dans (G′1 × G
′
1)/diag−(Z(G
′
1, G)) est celle de (xµ1, µ
−1
1
), ou`
x ∈ G′1(F ) est l’e´le´ment tel que xδ1 = δ1. Le calcul de la preuve du lemme 2.5 montre que
le produit de cet e´le´ment avec ζ1 vaut λζ1(x). En appliquant les de´finitions, on obtient
(6) < ρ1(ν1), ζ1 >
−1= λ˜ζ1(δ1)
−1λ˜ζ1(δ1).
On a l’e´galite´ R = (T × T )/diag−(Z(G)). C’est un sous-tore maximal du groupe G
♭ =
(G×G)/diag−(Z(G)). On a l’e´galite´ G
♭
SC = GSC×GSC et Tsc×T sc est l’image re´ciproque
de R dans G♭SC . On se retrouve dans la situation de 2.4. C’est-a`-dire que z est un cocycle a`
valeurs dans Z(Gˆ♭) qui de´termine un caracte`re λz du groupe G
♭(F ). Si (((1−θ)(VT ), (1−
θ)(V −1T )), ρ(ν1)) est l’image de y
♭ ∈ G♭(F ) par l’homomorphisme surjectif
G♭(F )→ H1,0(ΓF ;Tsc × T sc
π
→ R),
on a l’e´galite´
(7) < (((1− θ)(V −1T ), (1− θ)(VT )), ρ(ν1)), (z, 1) >= λz(y
♭).
Il reste a` calculer un e´le´ment y♭ ve´rifiant la proprie´te´ ci-dessus. Introduisons l’e´le´ment
e∗ = geg−1 ∈ Z(G˜, E∗). Remarquons que, d’apre`s nos choix, on a aussi e∗ = geg−1.
Ecrivons γ = ye∗, γ = ye∗ avec y, y ∈ G. Puisque E∗ est de´fini sur F , on a σ(e∗) ∈ Z(G)e∗
pour tout σ ∈ ΓF . Il en re´sulte que l’image de (y, y
−1) dans G♭ appartient a` G♭(F ).
Montrons que
(8) on peut choisir pour y♭ l’image de (y, y−1) dans G♭(F ).
De´composons ν en π(νsc)νZ , avec νZ ∈ Z(G) et νsc ∈ Tsc. On a γ = νe = νg
−1e∗g =
νg−1ade∗(g)e
∗. Donc y = π(ysc)νZ , avec ysc = νscg
−1ade∗(g). On de´finit le cocycle
τ : ΓF → Z(GSC) par τ(σ) = yscσ(ysc)
−1. En utilisant des notations analogues pour
l’e´le´ment γ, le calcul de 2.4 montre que l’image de (y, y−1) dans H1,0(ΓF ;Tsc × T sc
π
→
R) est le cocycle ((τ, τ−1), (νZ , ν
−1
Z )). On doit montrer que celui-ci est cohomologue a`
(((1 − θ)(VT ), (1 − θ)(V
−1
T )), ρ(ν1)). Tout d’abord, on a l’e´galite´ ρ(ν1) = (ν, ν
−1). Donc
(((1− θ)(VT ), (1− θ)(V
−1
T )), ρ(ν1)) est cohomologue a` ((τ
′, (τ ′)−1), (νZ , ν
−1
Z )), ou` τ
′(σ) =
νsc(1− θ)(VT (σ))σ(νsc)
−1. Rappelons que le θ de cette relation est plus pre´cise´ment ade,
c’est-a`-dire ad−1g ◦ ade∗ ◦ adg. En reprenant la de´finition de VT et en se rappelant que les
termes rT (σ) et nE(ωT (σ)) sont fixes par ade, on obtient
τ ′(σ) = νscade(uE(σ)
−1)uE(σ)σ(νsc)
−1
= νsc ad
−1
g ◦ ade∗ ◦ adg(σ(g)
−1g)g−1σ(g)σ(νsc)
−1
= νscg
−1ade∗(gσ(g)
−1)σ(gν−1sc ).
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L’automorphisme ade∗ est de´fini sur F . D’ou`
τ ′(σ) = νscg
−1ade∗(g)σ(ade∗(g
−1)gν−1sc ) = yscσ(ysc)
−1 = τ(σ).
Un calcul analogue vaut pour τ ′, ce qui de´montre (8).
On peut donc appliquer (7) en prenant pour y♭ l’image de (y, y−1). Un calcul analogue
a` celui de la preuve du lemme 2.5 montre que λz(y
♭) = λz(x), ou` x est l’e´le´ment de G(F )
tel que y = xy ou encore γ = xγ. D’ou`
(9) < (((1− θ)(VT ), (1− θ)(V
−1
T )), ρ(ν1)), (z, 1) >= λ˜z(γ)λ˜z(γ)
−1.
Rassemblons nos calculs. Le facteur ∆imp(δ1, γ; δ1, γ) est le produit des termes (4),
(6) et (9). Autrement dit
∆imp(δ1, γ; δ1, γ) = ∆imp(δ1, γ)∆imp(δ1, γ)
−1.
Cela de´montre le (ii) de l’e´nonce´.
Prouvons maintenant l’assertion (i). Les donne´es auxiliaires pour une paire (δ1, γ)
sont
(10) le diagramme (δ, B′, T ′, B, T, γ), la paire de Borel e´pingle´e E , l’e´le´ment g ∈ GSC ,
les a-data et les χ-data ;
(11) la paire de Borel e´pingle´e E∗, les paires de Borel e´pingle´es des groupes duaux,
les termes g(φ) et gsc(φ) ;
(12) l’e´le´ment e ∈ Z(G˜, E).
On voit tout de suite que le choix de e n’influe pas : ce terme ne sert qu’a` de´finir ade
et ν. L’automorphisme ade ne de´pend pas du choix de e. Le terme ν en de´pend, mais il
n’intervient que via νad qui, lui, n’en de´pend pas. Quand on conside`re deux couples (δ1, γ)
et (δ1, γ), faire des choix cohe´rents signifie que l’on prend les meˆmes objets (11) pour les
deux couples (il y a aussi une condition portant sur les termes e et e, mais on peut l’oublier
d’apre`s ce que l’on vient de dire). Il n’y a aucune condition de cohe´rence portant sur
les objets (10). Puisque ∆1(δ1, γ; δ1, γ) ne de´pend d’aucun choix et puisque ∆1(δ1, γ) ne
de´pend pas des objets (10) relatifs au couple (δ1, γ), on de´duit de notre preuve (partielle)
de (ii) que ∆1(δ1, γ) ne de´pend pas des objets (10) et qu’il ne de´pend des objets (11)
que par multiplication par un scalaire. Il nous suffit donc de prouver que pour un couple
particulier (δ1, γ), le facteur ∆1(δ1, γ) ne de´pend pas des objets (11). On choisit l’une des
paires (δ, γ) que l’on a construites dans la preuve du lemme 6.2. L’e´le´ment δ appartient
a` l’espace K˜ ′. On ve´rifie facilement que l’application K˜ ′1 → K˜
′ est surjective. On rele`ve
δ en un e´le´ment δ1 ∈ K˜
′
1. On choisit pour diagramme et pour e´le´ment g le diagramme et
l’e´le´ment k que l’on a construits dans cette preuve. Les tores T et T ′ sont non ramifie´s.
On peut supposer que χα est trivial pour un e´le´ment α ∈ Σ(T )res,ind appartenant a` une
orbite asyme´trique et est non ramifie´ pour un α appartenant a` une orbite syme´trique.
Cette dernie`re condition de´termine χα : on a χα(x) = (−1)
valFα (x) pour x ∈ Fα, ou` valFα
est la valuation usuelle de Fα. On peut aussi supposer que les a-data aα sont des unite´s
de Fα. Il re´sulte alors des constructions que (VT , νad) appartient a`
H1,0(ΓF/ΓFnr ;Tsc(o
nr)
1−θ
→ Tad(o
nr)).
Par ailleurs, (tT,sc, sad) appartient a`
H1,0(WF/WFnr ; Tˆsc
1−θˆ
→ Tˆad).
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Or la restriction de la dualite´ de Kottwitz-Shelstad au produit des deux groupes ci-dessus
est triviale. Donc
< (VT , νad), (tT,sc, sad) >= 1.
Puisque δ1 ∈ K˜
′
1 et γ ∈ K˜, on a λ˜ζ1(δ1) = λ˜z(γ) = 1. D’ou` ∆imp(δ1, γ) = 1 et ∆1(δ1, γ) =
∆II(δ, γ). Ce terme ne de´pendant pas des donne´es (11), cela ache`ve la de´monstration. 
Dans [W1], on a donne´ une autre fac¸on de normaliser le facteur de transfert, sous
l’hypothe`se (Hyp) de 6.1. On a
(13) sous l’hypothe`se (Hyp), le facteur de [W1] co¨ıncide avec celui ci-dessus.
Le facteur de [W1] est caracte´rise´ par le fait que, pous (δ1, γ) appartenant a` un certain
sous-ensemble D1,nr ⊂ D1, on a ∆1(δ1, γ) = ∆II(δ, γ). Or, parmi les couples que l’on a
conside´re´ a` la fin de la de´monstration ci-dessus, il y en a qui appartiennent a` D1,nr. On
a prouve´ que notre pre´sent facteur ve´rifiait l’e´galite´ ci-dessus pour ces couples-la`. Cela
conclut. 
6.4 Le lemme fondamental
On suppose G′ non ramifie´. Conside´rons des donne´es auxiliaires G′1,..., ξˆ1 non ra-
mifie´es. On fixe comme dans le paragraphe pre´ce´dent un sous-espace hyperspe´cial K˜ ′1 ⊂
G˜′1(F ). Notons 1K˜ la fonction caracte´ristique de K˜ et 1K˜ ′1,λ1 l’e´le´ment de C
∞
c,λ1
(G˜′1(F ))
qui est a` support dans C1(F )K˜
′
1 et vaut 1 sur K˜
′
1. On utilise le facteur de transfert
normalise´ de 6.3 pour de´finir la notion de transfert. Graˆce a` Ngo Bao Chau, on a :
The´ore`me (lemme fondamental pour les unite´s). 1K˜ ′1,λ1 est un transfert de 1K˜ .
Notons H, resp. H′1, l’alge`bre des fonctions sur G(F ), resp. G
′
1(F ), a` support compact
et biinvariantes par K, resp. K ′1. Notons φ ∈ WF un e´le´ment de Frobenius et Hˆ, resp. Hˆ
′,
resp. Hˆ′1, l’alge`bre des fonctions polynomiales sur Gˆ⋊ φ ⊂
LG, resp. G ∩ (Gˆ⋊ φ), resp.
Gˆ′1⋊φ ⊂
LG
′
1, invariantes par conjugaison par Gˆ, resp. Gˆ
′, resp. Gˆ′1. On a un diagramme
H
Satake
≃ Hˆ
↓ restriction
Hˆ′
↑ restriction
H′1
Satake
≃ Hˆ′1
D’autre part, H agit par convolution a` droite et a` gauche sur C∞c (G˜(F )) et H
′
1 agit par
convolution a` droite et a` gauche sur C∞c,λ1(G˜
′
1(F )). On peut peut-eˆtre e´noncer un lemme
fondamental sous la forme suivante.
Conjecture. Soient h ∈ H et h′1 ∈ H
′
1. On suppose que h et h
′
1 ont meˆme image dans
Hˆ′. Alors h′1 ∗ 1K˜ ′1,λ1 = 1K˜ ′1,λ1 ∗ h
′
1 est un transfert de h ∗ 1K˜ comme de 1K˜ ∗ (ω
−1h).
Ces e´nonce´s se traduisent aise´ment selon le formalisme introduit en 2.5. A l’aide
du facteur de transfert normalise´, on identifie C∞c,λ1(G˜
′
1(F )) a` C
∞
c (G
′). Notons 1K˜ ′,G′
l’image de 1K˜ ′1,λ1 dans ce dernier espace. On ve´rifie qu’elle ne de´pend pas des donne´es
auxiliaires choisies. Le the´ore`me signifie que cet e´le´ment est un transfert de 1K˜ . De
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meˆme, on peut introduire une alge`bre H′ limite inductive des alge`bres H′1 quand G
′
1,...,
∆1 parcourent toutes les donne´es auxiliaires non ramifie´es. Elle s’identifie, mais de fac¸on
non canonique, a` l’alge`bre des fonctions sur G′(F ) a` support compact et biinvariantes
par K ′. L’isomorphisme de Satake identifie H′ a` Hˆ′. L’alge`bre H′ agit sur C∞c (G
′) et la
conjecture ci-dessus se re´crit imme´diatement en termes de cette action.
Bibliographie
[A1] J. Arthur : On the transfer of distributions : weighted orbital integrals, Duke
Math. J. 99 (1999), p. 209-283
[A2] ——— : On local character relations, Selecta math. 2 (1996), p. 501-579
[A3] ——— : Germ expansions for real groups
[Bor] A. Borel : Automorphic L-functions, in Automorphic forms, representations and
L-functions, Proc. of Symposia in Pure Math XXXIII, part 2, A. Borel et W. Casselman
ed., AMS 1979
[Boua] A. Bouaziz : Inte´grales orbitales sur les groupes de Lie re´ductifs, Ann. Sc. ENS
27 (1994), p. 573-609
[Bour] N. Bourbaki : Groupes et alge`bres de Lie, chapitres 4,5 et 6, Hermann 1968
[K1] R. Kottwitz : Rational conjugacy classes in reductive groups, Duke Math. J. 49
(1982), p. 785-806
[K2] ————- : Stable trace formula : elliptic singular terms, Math. Annalen 275
(1986), p. 365-399
[KS1] R. Kottwitz, D. Shelstad : Foundations of twisted endoscopy, Aste´risque 255
(1999)
[KS2] ——————————- : On splitting invariants and sign conventions in en-
doscopic transfer, pre´publication 2012
[Lab1] J.-P. Labesse : Cohomologie, stabilisation et changement de base, Aste´risque
257 (1999)
[Lab2] —————— : Stable twisted trace formula : elliptic terms, Journal of the
Inst. of Math. Jussieu 3 (2004), p. 473-530
[LS] R. P. Langlands, D. Shelstad : On the definition of transfer factors, Math. An-
nalen 278 (1987), p. 219-271
[R1] D. Renard : Inte´grales orbitales tordues sur les groupes de Lie re´ductifs re´els, J.
of Funct. Analysis 145 (1997), p. 374-454
[R2] ————- : Endoscopy for real reductive groups, in On the stabilization of the
trace formula, L. Clozel, M. Harris, J.-P. Labesse, B.-C. Ngoˆ e´d., International Press,
2011
[S1] D. Shelstad : On geometric transfer in real twisted endoscopy, pre´publication
2011
[S2] —————- : Characters and inner forms of a quasi-split group over R, Com-
positio Math. 39 (1979), p.11-45
[W1] J.-L. Waldspurger : L’endoscopie tordue n’est pas si tordue, Memoirs AMS 908
(2008)
[W2] ———————— : A propos du lemme fondamental ponde´re´ tordu, Math. Ann.
343 (2009), p. 103-174
[W3] ———————– : La formule des traces locale tordue, pre´publication 2012
Institut de Mathe´matiques de Jussieu, CNRS
2 place Jussieu
75005 Paris
136
e-mail : waldspur@math.jussieu.fr
137
