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The dynamics of a two-dimensional superconductor under a constant electric field E is studied
by using the gauge/gravity correspondence. The pair breaking current induced by E first increases
to a peak value and then decreases to a constant value at late time, where the superconducting gap
goes to zero, corresponding to a normal conducting phase. The peak value of the current is found to
increase linearly with respect to the electric field. Moreover, the nonlinear conductivity, defined as
an average of the conductivity in the superconducting phase, scales as ∼ E−2/3 when the system is
close to the critical temperature Tc, which agrees with predictions from solving the time dependent
Ginzburg-Landau equation. Away from Tc, the E
−2/3 scaling of the conductivity still holds when
E is large.
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2I. INTRODUCTION
AdS/CFT correspondence, or holography, provides a remarkable method to investigate strongly coupled quantum
field theory problems by solving the classical equations of motion of the gravity dual [1–4]. The partition function of
a quantum many-body system can be computed by the path integral approach in quantum field theory. Thus, due
to the holographic principle, the AdS/CFT correspondence can be used to study a quantum many-body problem by
computing its partition function from the gravity dual theory [5–10]. For example, the holographic superconductor
model, as proposed in Refs. [11, 12], has been demonstrated to be quite successful in describing the superconducting
equilibrium state phase transitions and charge transport properties in the linear response regime [13, 14]. Moreover,
holography can also be used to obtain the dynamics of a quantum many-body system by solving the classical time-
evolution equations of its gravity dual, regardless of the system being close to or far from equilibrium. For example,
holography has been applied to study the dynamics of the superconducting gap far from equilibrium, in spatially
homogeneous [15–21] or inhomogeneous [22–25] configuration.
Nonlinear transport appears when the external electric field E cannot be treated as a perturbation, where the linear
response theory breaks down. In this case, one can still use the AdS/CFT correspondence to study the dynamics
of the induced current, which provides a way to compute the nonlinear conductivity. For example, holography has
been used to compute the non-superconducting steady current driven by a constant or oscillating electric field [26–29],
where a constant nonlinear conductivity independent of the strength and frequency of the electric field has been found
in a two-dimensional field theory. In Ref. [30], we have studied the nonlinear correction to the AC conductivity of
a two-dimensional holographic superconductor, where an E2 scaling nonlinear conductivity in the superconducting
phase has been found. In this paper, we extend the study of nonlinear conductivity to consider a constant electric
field applied to the holographic superconductor. We find that the induced current attains a peak value proportional
to E and the nonlinear conductivity scales as ∼ E−2/3 in the limit of large E, which agrees well with predictions from
solving the time-dependent Ginzburg-Landau equation [31, 32].
This paper is organized as follows. Section 2 introduces our model. Section 3 discusses the dynamics of the current
and the superconducting gap. Section 4 discusses the nonlinear conductivity and section 5 concludes.
II. GRAVITY DUAL OF SUPERCONDUCTOR UNDER CONSTANT ELECTRIC FIELD
The minimal version of the holographic superconductor model in the (d+1)-dimensional anti-de Sitter space AdSd+1
is a Maxwell-Higgs model with the action
S =
∫
dd+1x
√−g
(
−1
4
FµνF
µν − |DΨ|2 −m2|Ψ|2
)
. (1)
The metric of the AdSd+1 black brane in the Eddington coordinates is
ds2 =
L2
z2
(−f(z)dt2 − 2dtdz + dxidxi) , (2)
where f(z) = 1 − zd. Choosing L = 1 and m2 = −(d2 − 1)/4 leads to √d2 + 4m2L2 = 1. The nonzero fields in our
setup are At(t, z), Ax(t, z), and Ψ(t, z) = Φ(t, z)z
(d−1)/2, and one can derive the equations of motion,
∂t
(
z3−d∂zAt
)
+ 2AtΦ
2 − if (Φ∗∂zΦ− Φ∂zΦ∗) + i(Φ∗∂tΦ− Φ∂tΦ∗) = 0, (3)
∂t
(
z3−d∂zAx
)
+ ∂z
(
z3−d∂tAx
)− ∂z (z3−df∂zAx)+ 2AxΦ2 = 0, (4)
∂t∂zΦ− iAt∂zΦ+ 1
2
[
∂z(f∂zΦ) + i∂zAtΦ−A2xΦ
− (d
2 − 1)(f − 1)− 2(d− 1)z∂zf
4z2
Φ
]
= 0, (5)
along with a constraint
∂z
(
z3−d∂zAt
)− i(Φ∗∂zΦ− Φ∂zΦ∗) = 0. (6)
The equation of motion of Φ can also be expressed as
∂t∂zΦ− iAt∂zΦ+ 1
2
[
∂z(f∂zΦ) + i∂zAtΦ−A2xΦ−
(
d− 1
2
)2
zd−2Φ
]
= 0. (7)
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FIG. 1: The initial equilibrium configuration of |Φ(z)| and At(z) at T = 0.68Tc. Here, z = 1 is the horizon and z = 0 is the
boundary at infinite.
In the above equations, a gauge in which Az = 0 is chosen. To be specific, we focus on the case of d = 3, which
corresponds to a two-dimensional superconductor on the boundary. This should be relevant to the experiment of
Kajimura et al. [31], where the nonlinear conductivity of aluminum films below the critical temperature under a
constant electric field has been measured.
The asymptotic behaviors of the scalar field and gauge fields
Φ(z → 0) = Φ(1) +Φ(2)z, (8)
and
Aν(z → 0) = aν − bνz. (9)
We employ the standard quantization of the scalar field, where Φ(1) is regarded as the source and Φ(2) is identified
as the expectation value 〈On〉. We expect to get similar results in the alternative quantization according to previous
works. The boundary condition of Φ = 0 at the boundary z = 0 is imposed to guarantee the spontaneous symmetry
breaking. In the Eddington coordinates, aν are the gauge fields on the boundary, and the current along the x direction
of the boundary field theory is given as [19]
Jx = bx + ∂tax. (10)
The chemical potential µ and charge density ρ are connected to the time component of the gauge field:
µ = at, ρ = bt + ∂tat. (11)
At t = 0, we prepare an equilibrium superconducting state at a fixed temperature, which can be obtained by solving
the time-independent version of the above equations for Φ and At by setting Ax = 0. The scalar field here is a complex
field, and its imaginary part is set to zero at the horizon to fix a degree of freedom.
There is a critical value µc of the chemical potential, above which the system enters a U(1) gauge symmetry breaking
state with non-zero Φ. The dimensionless temperature T/Tc, Tc being the critical temperature, is defined as µc/µ,
since the temperature T is proportion to 1/µ. Figure 1 shows a typical equilibrium state at t = 0, where µ = 6 and
T = 0.68Tc. The phase of the scalar field is also z-dependent, which can be transformed to Az according to the gauge
invariance. Therefore, we can prepare the initial state by setting both the phase of the scalar field and Az to zero in
our choice of gauge. After preparing the initial state, we apply a constant electric field E at the boundary, which is
achieved by setting
ax = Et. (12)
The dynamics of the system under the constant electric field can be obtained by solving the time-dependent
equations of motion. We numerically solve these equations by combining a pseudo-spectral method and the Runge-
Kutta method. The bulk fields are first expanded using Chebyshev polynomials in the z direction, and then plugged
into the partial differential equations. This results in a set of ordinary differential equations, which can then be solved
by the fourth-order Runge-Kutta method [19, 33].
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FIG. 2: The superconducting gap 〈On〉 (upper panel) and the induced current J (lower panel) as a function of time t at different
temperatures. The electric filed here is E = 1.
III. DYNAMICS OF SUPERCONDUCTING GAP AND INDUCED CURRENT
The electric field will drive the charge carrier to flow and thus induce a current. An oscillating electric field will
induce an oscillating current with the same frequency, and the current lags behind the field, resulting in a complex AC
conductivity. Nonlinear correction to the AC conductivity occurs when the induced current affects the superconducting
gap dramatically. In Ref. [30], we have studied the current dynamics in the nonlinear regime and an E2 scaling of the
nonlinear AC conductivity has been predicted.
In contrast to the case of oscillating electric field, a constant electric field will keep enhancing the current up to a
critical value, where the kinetic energy of the cooper pair is comparable to the superconducting gap, which can destroy
the superconducting state. According to the London equation, ∂tJ(t) ∝ E, the current J(t) will increase linearly with
time initially and then drops to a value of the normal state, σn, when the kinetic energy of the cooper pair exceeds the
superconducting gap. More quantitative results can be obtained by numerically solving the time-dependent equations.
Figure 2 shows the results with E = 1 at different temperatures below Tc. The superconducting gap 〈On〉 decreases
rapidly with increasing time and vanishes at large time, where the system enters the normal state. When T is close
to Tc, 〈On(t)〉 decays exponential with time. At low temperatures, 〈On(t)〉 behaves in a more complicated way at
intermediate time, but still decays exponentially at large time. On the other hand, the current J(t) first reaches a peak
value Jmax and then deceases to a constant value of J = E at large time, where the superconducting state is completely
destroyed. When the system enter the normal state, we have a constant linear conductivity of σ = J/E = 1, which
agrees with previous works [26, 27, 29, 30]. When T is closed to Tc, J(t)− 1 behaves as ∼ te−t. Similar results have
been obtained for other values of E. At a fixed temperature, Jmax scales almost linearly with respect to E, as shown
in Fig. 3. Quantitatively, we have Jmax(T ) ≈ kE+J0(T ), where the proportional constant is determined to be k ≈ 0.9
and J0 can be regarded as the critical superconducting current under zero electric field. We find that J0(T ) scales as
∼ (Tc − T )3/2 in the vicinity of the critical temperature, which is in consistent with previous works on holographic
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FIG. 3: The maximum current Jmax(E) as a function of the electric field E at different temperatures.
superconductor [34–37] as well as the Ginzburg-Landau theory.
IV. NONLINEAR CONDUCTIVITY
Following Refs. [31, 32], a nonlinear DC conductivity σ(E) in the superconducting phase under a constant E can
be defined by
σ(E) =
〈J〉
E
=
∫ tmax
0 J(t)dt
tmaxE
, (13)
where tmax is the time at which the system enters the normal state. Numerically, tmax is determined as the time at
which the order parameter decays to a small value of 10−3. Figure 4 shows the calculated nonlinear DC conductivities
at different temperatures as a function of the electric field. The lines are power-law fittings to the data in the limit
of large E:
σ(E) ∝ Eα. (14)
It is found that a value of α = −2/3 results in an optimal match between Eq. (14) and the numerical data. In the
limit of small E, the deviation of the data from Eq. (14) becomes larger for lower temperature. However, in the limit
of large E, Eq. (14) still holds even for lower temperatures. Interestingly, the scaling behavior of the nonlinear DC
conductivity in our model agrees with that predicted by the scaling theory for a d-dimensional superconductor [32]:
σ(E) ∝ E−(2−d+z)/(z+1), (15)
as the dynamic exponent in our holographic superconductor model is z = 2 [38, 39]. The scaling can be obtained
quickly by a dimension analysis, the electric field, in a gauge where the scalar potential is zero, is simply E = ∂A/∂t,
so that the electric field has the dimension of inverse length times inverse time. Since the characteristic unit of time
is the order parameter relaxation time τ ∼ ξz , and the length scale is ξ, we see that the characteristic scale for the
electric field is ξ−(1+z). The scaling form for the nonlinear conductivity is thus
σ(E) ∝ ξ2−d+z
∑
(ξ1+zE), (16)
where
∑
is the universal scaling functions around Tc. At T = Tc, the correlation length diverges, and the nonlinear
conductivity takes the form Eq. (15). This E−2/3 scaling has been observed in the measured nonlinear conductivity
in superconducting aluminum films [31] close to Tc, which can be well understood in terms of the phenomenological
time-dependent Ginzburg-Landau theory [31, 32]. The survival of the E−2/3 scaling away from Tc observed in our
data, however, is a new prediction by the non-perturbative holography theory.
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FIG. 4: The nonlinear DC conductivity σ(E) as a function of the electric field E at different temperatures. The lines are fits
to the data in the large E limit using Eq. (14).
V. CONCLUSIONS
In conclusion, we have studied nonlinear transport in a two-dimensional superconductor using the gauge/gravity
correspondence. Near the critical point we have found that the nonlinear conductivity scales as ∼ E−2/3 with respect
to the electric field E, which agrees with both experiments [31] and results obtained from solving the time dependent
Ginzburg-Landau equation [31, 32]. Away from Tc, the E
−2/3 scaling also appears when the external field E is
large. We have also predicted that the maximum current induced by the external constant electric field increases
linearly with E. New experiments are needed to test our predictions regarding the ∼ E−2/3 scaling of the nonlinear
conductivity away from Tc and the ∼ E scaling of the maximal current in a two-dimensional superconductor.
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