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EQUIVARIANCE AND IMPRIMITIVITY FOR DISCRETE
HOPF C∗-COACTIONS
S. KALISZEWSKI AND JOHN QUIGG
Abstract. Let U , V , and W be multiplicative unitaries coming from
discrete Kac systems such thatW is an amenable normal submultiplica-
tive unitary of V with quotient U . We define notions for right-Hilbert
bimodules of coactions of SV and SˆV , their restrictions to SW and SˆU ,
their dual coactions, and their full and reduced crossed products. If
N(A) denotes the imprimitivity bimodule associated to a coaction δ of
SV on a C
∗-algebra A by Ng’s imprimitivity theorem, we prove that
for a suitably nondegenerate injective right-Hilbert bimodule coaction
of SV on AXB , the balanced tensor products N(A)⊗A×SˆW (AXB× SˆW )
and (AXB × SˆV ×r SU )⊗B×SˆV ×rSU N(B) are isomorphic right-Hilbert
A× SˆV ×r SU – B× SˆW bimodules. This can be interpreted as a natural
equivalence between certain crossed-product functors.
1. Introduction
Since Baaj and Skandalis introduced multiplicative unitaries in [2] as a
generalization of locally compact groups, and proved a duality theorem ([2,
The´ore`me 7.5]) for crossed products by coactions of the associated Hopf C∗-
algebras, there has been much interest in extending other results for group
actions and coactions to this context. Recently Ng ([18]) has defined notions
of sub- and quotient multiplicative unitaries, and has proved that for multi-
plicative unitaries U , V , andW coming from discrete Kac systems such that
W is an amenable normal submultiplicative unitary of V with quotient U ,
and for any injective nondegenerate coaction δ of SV on a C
∗-algebra A, the
iterated crossed product A×δ SˆV ×δˆ|,r SU is Morita equivalent to A×δ| SˆW
([18, Theorem 3.4]). This is an analog both of Green’s celebrated imprimi-
tivity theorem ([9]), which implies that for an action α of a group G on A
and a closed normal subgroup N of G, A×αG×αˆ|G/N is Morita equivalent
to A×α|N , and of Mansfield’s imprimitivity theorem ([15]) for coactions (as
generalized to non-amenable groups in [11]), which provides a Morita equiv-
alence between A ×δ G ×δˆ|,r N and A ×δ| G/N for a coaction δ (satisfying
a mild condition) of G on A and any closed normal subgroup N of G. For
discrete multiplicative unitaries, Ng’s theorem generalizes Baaj-Skandalis
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duality (ignoring differences between full and reduced crossed products) in
the same way that Green’s theorem generalizes Imai-Takai-Takesaki duality
([10]), and Mansfield’s theorem generalizes the duality of Katayama ([13]).
Now the significance of Green’s theorem is that his imprimitivity bimod-
ule may be viewed as a Hilbert A ×α| N -module with a nondegenerate left
action of A×αG by adjointable operators, and thus allows induction of rep-
resentations from A×α|N to A×αG via Rieffel’s framework ([21]). Similarly,
Mansfield’s bimodule allows induction of representations from A×δ|G/N to
A ×δ G. The representation-inducing processes arising from these bimod-
ules, and their interactions with one another, have received much attention
lately (see [3, 8, 5, 12, 20]), and the method that has evolved is to work with
the bimodules that implement the inducing maps on representations, rather
than with those inducing maps themselves. We call the bimodules involved
right-Hilbert bimodules; they are essentially imprimitivity bimodules KXB
together with nondegenerate homomorphisms of A into M(K).
The equivariant right-Hilbert bimodules — that is, those right-Hilbert
bimodules AXB which carry compatible actions or coactions of a group
G — turn out to be closely related to imprimitivity theorems. In work
with S. Echterhoff and I. Raeburn which is currently in preparation we
have shown, for example, that Green’s imprimitivity theorem can be viewed
as a natural equivalence between the crossed product functors (A,G,α) 7→
A×αG×αˆ|G/N and (A,G,α) 7→ A×α|N defined on a category whose objects
are C∗-algebras with actions of G and whose morphisms (A,α)→ (B, β) are
(isomorphism classes) of equivariant right-Hilbert A – B bimodules ([4]).
In this paper, we show that Ng’s imprimitivity theorem is similarly com-
patible with equivariant right-Hilbert bimodules. To do so, we must first
develop a theory of coactions of Hopf C∗-algebras SV and SˆV on right-Hilbert
bimodules, and their crossed products; this is done as efficiently as possible
in Section 2 by building for the most part on Ng’s imprimitivity bimodule
apparatus ([16]). In Section 3, we review Ng’s fixed-point theorem ([18,
Proposition 2.11]), since it provides the construction of the bimodule which
appears in his imprimitivity theorem. Here we prove two lemmas relating
Ng’s bimodule to the linking algebra and standard right-Hilbert bimodule
(see below) constructions we use in proving our main theorem.
In the final section, we prove our main result: for U , V , and W as in Ng’s
theorem, and for a suitably nondegenerate injective right-Hilbert bimodule
coaction of SV on AXB ,
N(A)⊗A×SˆW X × SˆW
∼= X × SˆV ×r SU ⊗B×SˆV ×rSU N(B)
as right-Hilbert A×SˆV ×rSU – B×SˆW bimodules, where N(A) denotes Ng’s
A× SˆV ×r SU – A× SˆW imprimitivity bimodule (and similarly for N(B)).
As discussed above for group actions, this should give a natural equiva-
lence between certain crossed-product functors, although we don’t formalize
this in the present paper. (Part of our point here is that any reasonable
imprimitivity theorem should be compatible with equivariant right-Hilbert
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bimodules, and that the proof of this, following the same strategy we use in
the proof of Theorem 4.1, should be relatively straightforward.) Our theo-
rem should have implications for induced and restricted representations of
crossed products by Hopf C∗-algebras, and for equivariant KK-theory as in
[1].
A substantial amount of this research was conducted while the first author
visited the second at Arizona State University, and on another occasion while
both authors visited the University of Newcastle. We particularly thank Iain
Raeburn in Newcastle for his hospitality.
Preliminaries
For compatibility with Ng’s work on imprimitivity bimodules, we define
a right-Hilbert A – B bimodule over C∗-algebras A and B to be an imprim-
itivity bimodule KXB together with a nondegenerate homomorphism of A
into M(K). If X is a full Hilbert B-module (cf. [14]), then X is a KB(X)
– B imprimitivity bimodule, and M(KB(X)) = LB(X), so this is the same
as having a nondegenerate action of A by adjointable operators on X. Note
that K itself becomes a right-Hilbert A – K bimodule by using the natural
K – K imprimitivity bimodule structure on K; we call this a standard right-
Hilbert bimodule. We have the decomposition AXB ∼= AK ⊗K XB of any
right-Hilbert bimodule as a balanced tensor product of a standard bimod-
ule and an imprimitivity bimodule. We use the conventions of [6] regarding
multiplier bimodules, linking algebras, and homomorphisms of imprimitivity
bimodules.
Let (S, δS) be a Hopf C
∗-algebra, and let δ : A→M(A⊗S) be a coaction
of S on a C∗-algebra A, as in [2, Definition 0.2]. The coaction δ is called non-
degenerate if span{δA(A)(1⊗S)} = A⊗S. A covariant pair for (A,S, δ) on
a C∗-algebra B consists of a nondegenerate homomorphism θ : A → M(B)
and a unitary corepresentation u ∈M(B ⊗ S) of S such that
(θ ⊗ id) ◦ δ(a) = Ad(u)(θ(a)⊗ 1)
for each a ∈ A ([17, Definition 2.8]). The full crossed product for (A,S, δ)
is a C∗-algebra A ×δ Sˆ together with a universal covariant pair (j, v) for
(A,S, δ) on A×δ Sˆ ([17, Definition 2.11(b)]). If S = SˆV for a multiplicative
unitary V coming from a Kac system (see below), we write A ×δ SV (with
no hat) for A×δ Sˆ.
Let V ∈ L(H ⊗H) be a regular multiplicative unitary as in [2]. We let L
and ρ denote the maps of L(H)∗ into L(H) defined by
L(ω) = (ω ⊗ id)(V ) and ρ(ω) = (id⊗ω)(V );
then we have the associated reduced Hopf C∗-algebras
SV = span{L(ω) | ω ∈ L(H)∗} and SˆV = span{ρ(ω) | ω ∈ L(H)∗}
with comultiplications δV and δˆV , respectively, given by
δV (x) = V (x⊗ 1)V
∗ and δˆV (y) = V
∗(1⊗ y)V
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([2, The´ore`me 3.8]). The corresponding full Hopf C∗-algebras are denoted
(SV )p and (SˆV )p, but their comultiplications are still denoted δV and δˆV ([2,
Corollaire A.6]). We view L both as a faithful representation of SV and as
a nondegenerate representation of (SV )p on L(H); similarly, we view ρ as a
map on both SˆV and (SˆV )p (cf. [17, Proposition 1.16(i)]).
The unitary corepresentations u ∈ M(B ⊗ SV ) of SV are in bijective
correspondence with the nondegenerate homomorphisms ν : (SˆV )p →M(B)
([17, Lemma2.6]). If (A,SV , δ) is a coaction, by [17, Remark 2.12(b)] we
have
A×δ SˆV = span{j(a)µ(y) | a ∈ A, y ∈ (SˆV )p},
where µ : (SˆV )p → M(A ×δ SˆV ) is the nondegenerate homomorphism cor-
responding to v. For every pair of homomorphisms θ : A → M(B) and
ν : (SˆV )p → M(B) coming from a covariant pair (θ, u), there is (by defi-
nition of the crossed product) a unique nondegenerate homomorphism θ ×
ν : A×δ SˆV →M(B) such that
(θ × ν) ◦ j = θ and (θ × ν) ◦ µ = ν,
and the latter condition is equivalent to
((θ × ν)⊗ id)(v) = u.
Let πL = (id⊗L) ◦ δ : A→ LA(A⊗H). Then the reduced crossed product
([17, Definition 2.11(a)]) is
A×δ,r SˆV = C
∗
(
{πL(a)(1 ⊗ ρ(ω)) | a ∈ A,ω ∈ L(H)∗}
)
⊆ LA(A⊗H).
The reduced crossed product by a coaction δp of (SV )p is defined similarly,
and we have
A×δp,r (SˆV )p
∼= A×δ,r SˆV ,
where the coaction δ = (id⊗L) ◦ δp of SV is the reduction of δp ([17, Propo-
sition 2.14]). There is a dual coaction δˆ of (SˆV )p on the full crossed product
A×δ SˆV which satisfies
δˆ(j(a)µ(y)) = (j(a) ⊗ 1)(µ ⊗ id)(δˆV (y))
for all a ∈ A, y ∈ (SˆV )p; we also denote its reduction by δˆ ([19, Proposi-
tion 2.13]).
Now suppose V comes from a Kac system (H,V,U) ([2, De´finition 6.4]).
For any coaction δ of SV on A, we have
A×δ,r SˆV = span{πL(a)(1 ⊗ ρ(ω)) | a ∈ A,ω ∈ L(H)∗} ⊆ LA(A⊗H).
(1.1)
Similarly, for any coaction δ of SˆV on A, we denote the reduced crossed
product by A×δ,r SV ([2, De´finition 7.1]), and we have
A×δ,r SV = span{πˆλ(a)(1 ⊗ L(ω)) | a ∈ A,ω ∈ L(H)∗} ⊆ LA(A⊗H),
(1.2)
where λ = Ad(U) ◦ ρ and πˆλ = (id⊗λ) ◦ δ ([2, Lemme 7.2]).
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It is important to note that for any Kac system (H,V,U), (H, Vˆ , U) is
also a Kac system ([2, Proposition 6.5]), where Vˆ = Σ(U⊗1)V (U⊗1)Σ and
Σ denotes the flip operator on H⊗H, and that then (SˆV , δˆV ) ∼= (SVˆ , δVˆ ) as a
consequence of [2, Proposition 6.7]. Hence, for any coaction (A, SˆV , δ) there
is a coaction (A,SVˆ , δ
′) such that A×δSV ∼= A×δ′ SˆVˆ and A×δ,rSV
∼= A×δ′,r
SˆVˆ . Thus any results about crossed products by coactions of SV always yield
analogous results for coactions of SˆV : for example, Equation (1.2) above can
be derived from Equation (1.1) by replacing V by Vˆ .
Let V be a regular multiplicative unitary, and let ψ : A → M(B) be a
nondegenerate homomorphism which is equivariant for coactions δA and δB
of SV ; i.e. such that
δB ◦ ψ = (ψ ⊗ id) ◦ δA.
If (jB , vB) is the universal covariant pair for (B,SV , δB) on B × SˆV , then
(jB ◦ ψ, vB) is a covariant pair for (A,SV , δA), so we get a nondegenerate
homomorphism ψ × SˆV = (jB ◦ ψ) × µB : A × SˆV → M(B × SˆV ), where
µB : (SˆV )p → M(A × SˆV ) corresponds to vB as in [17, Lemma 2.6]. If ψ is
equivariant for coactions of SˆV on A and B, we likewise get a nondegenerate
homomorphism ψ × SV : A× SV →M(B × SV ).
The analogous result for reduced crossed products, which we will need in
order to define the reduced right-Hilbert bimodule crossed products in the
next section, requires a bit more work:
Lemma 1.1. Let V be a regular multiplicative unitary on a Hilbert space H,
and let δA and δB be coactions of SV on C
∗-algebras A and B. Suppose also
that ψ : A→M(B) is a δA – δB equivariant nondegenerate homomorphism.
Then there exists a nondegenerate homomorphism ψ ×r SˆV : A ×δA,r SˆV →
M(B ×δB,r SˆV ) such that
(ψ ×r SˆV )
(
πAL (a)(1 ⊗ ρ(y))
)
= πBL (ψ(a))(1 ⊗ ρ(y))(1.3)
for a ∈ A and y ∈ SˆV .
Proof. As in the proof of [2, The´ore`me 7.5], A ×r SˆV acts nondegenerately
on A⊗H, and therefore on (A ⊗H)⊗A B, where B is the standard right-
Hilbert A – B bimodule arising from ψ. It is straightforward to check that
the map Φ: (A⊗H)⊗A B → B ⊗H determined by
Φ((a⊗ ξ)⊗A b) = ψ(a)b⊗ ξ
is a Hilbert B-module isomorphism; thus LB((A⊗H)⊗AB) ∼= LB(B⊗H), so
we obtain a nondegenerate homomorphism ψ×r SˆV : A×r SˆV → LB(B⊗H)
characterized by
(ψ×rSˆV )
(
πAL (a)(1⊗ρ(y))
)(
Φ((c⊗ξ)⊗Ab)
)
= Φ
(
πAL (a)(1⊗ρ(y))((c⊗ξ)⊗Ab)
)
for a, c ∈ A, y ∈ SˆV , ξ ∈ H, and b ∈ B.
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Now for a, c, ξ, and b as above, factor ξ = L(x)η for some x ∈ SV and
η ∈ H, and choose ai ∈ A and xi ∈ SV such that δA(a)(1⊗x) ≈
∑n
i ai⊗xi.
Then we have
(ψ ×r SˆV )(π
A
L (a))
(
Φ((c⊗ ξ)⊗A b)
)
= Φ
(
πAL (a)(c⊗ ξ)⊗A b
)
= Φ
(
(id⊗L) ◦ δA(a)(c ⊗ L(x)η)⊗A b
)
= Φ
(
(id⊗L)(δA(a)(1⊗ x))(c ⊗ η)⊗A b
)
≈
n∑
i
Φ
(
(id⊗L)(ai ⊗ xi)(c⊗ η)⊗A b
)
=
n∑
i
Φ
(
(ai ⊗ L(xi))(c ⊗ η)⊗A b
)
=
n∑
i
Φ
(
(aic⊗ L(xi)η)⊗A b
)
=
n∑
i
ψ(aic)b⊗ L(xi)η
=
n∑
i
(ψ(ai)⊗ L(xi))(ψ(c)b ⊗ η)
= (ψ ⊗ L)
( n∑
i
ai ⊗ xi
)
(ψ(c)b ⊗ η)
≈ (ψ ⊗ L)
(
δA(a)(1⊗ x)
)
(ψ(c)b ⊗ η)
= (ψ ⊗ L)(δA(a))(1 ⊗ L(x))(ψ(c)b ⊗ η)
= (ψ ⊗ L) ◦ δA(a)(ψ(c)b ⊗ ξ)
= (id⊗L) ◦ δB(ψ(a))Φ((c ⊗ ξ)⊗B b)
= πBL (ψ(a))
(
Φ((c⊗ ξ)⊗B b)
)
,
so that (ψ ×r SˆV )(π
A
L (a)) = π
B
L (ψ(a)). Since it is straightforward to check
that (ψ×r SˆV )(1⊗ρ(y)) = 1⊗ρ(y) for y ∈ SˆV , this shows that ψ×r SˆV maps
A×r SˆV intoM(B×r SˆV ) ⊆ LB(B⊗H) and also establishes Equation (1.3),
which in turn makes it evident that ψ ×r SˆV is nondegenerate.
2. Coactions on right-Hilbert bimodules
Let V be a regular multiplicative unitary. For simplicity, we’ll just write
S for SV and Sˆ for SˆV . We define a coaction of the Hopf C
∗-algebra S
on a right-Hilbert A – B bimodule X to be an imprimitivity bimodule
coaction (δK , δX , δB) of S on KXB ([16, Definition 3.3(a)]) together with a
C∗-coaction δA of S on A such that the associated homomorphism ψ : A→
M(K) is δA – δK equivariant. We say that a right-Hilbert bimodule coaction
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(δA, δX , δB) is injective if δA and δB are (in which case δX will be also), and
we say it is nondegenerate if δA and δB are nondegenerate C
∗-coactions.
Given an imprimitivity bimodule coaction (δK , δX , δB) of S on KXB , the
rule
δL
(
k x
y˜ b
)
=
(
δK(k) δX(x)
δX(y)˜ δB(b)
)
defines a coaction δL of S on the linking algebra L(X) =
(
K X
X˜ B
)
([16,
Lemma 3.7]). Departing slightly from Ng, we will define the imprimitivity bi-
module crossed product KXB×δX Sˆ to be the corner jL(p)(L(X)×δL Sˆ)jL(q),
where p = ( 1 00 0 ) and q = (
0 0
0 1 ) are the canonical projections in M(L(X)).
By [16, Theorem 3.11], KXB ×δX Sˆ is then a K ×δK Sˆ – B ×δB Sˆ imprimi-
tivity bimodule which is an imprimitivity bimodule crossed product in Ng’s
sense ([16, Definition 3.5(b)]), and we have
L(X)×δL Sˆ
∼=
(
K ×δK Sˆ X ×δX Sˆ
(X ×δX Sˆ)˜ B ×δB Sˆ
)
= L(X ×δX Sˆ).
Similarly (this time in keeping with Ng), we define the reduced crossed prod-
uct KXB ×δX ,r Sˆ to be (id⊗L) ◦ δL(p)(L(X) ×δL,r Sˆ)(id⊗L) ◦ δL(q) ([16,
Remark 3.20(a)]). By the proof of [16, Proposition 3.19], it is a K ×δK ,r Sˆ
– B ×δB ,r Sˆ imprimitivity bimodule, and
L(X)×δL,r Sˆ
∼=
(
K ×δK ,r Sˆ X ×δX ,r Sˆ
(X ×δX ,r Sˆ)˜ B ×δB ,r Sˆ
)
= L(X ×δX ,r Sˆ).
Now given a right-Hilbert bimodule coaction (δA, δX , δB) of S on AXB ,
the nondegenerate homomorphism ψ×Sˆ : A×Sˆ →M(K×Sˆ) makes KXB×Sˆ
into a right-Hilbert A×Sˆ – B×Sˆ bimodule, which we denote by AXB×Sˆ and
call the right-Hilbert bimodule crossed product of AXB by S. Similarly, the
nondegenerate homomorphism ψ×r Sˆ : A×r Sˆ →M(K×r Sˆ) of Lemma 1.1
makes KXB ×r Sˆ into a right-Hilbert A×r Sˆ – B ×r Sˆ bimodule, which we
denote AXB ×r Sˆ. If V comes from a Kac system, we define right-Hilbert
bimodule coactions of SˆV ∼= SVˆ and the right-Hilbert bimodule crossed
products AXB × SV and AXB ×r SV by replacing V with Vˆ in the above
definitions.
If (δK , δX , δB) is an imprimitivity bimodule coaction of S on KXB , it
is straightforward to check that the dual coaction δˆL of Sˆp on L(X) × Sˆ
restricts to the dual coactions δˆK and δˆB on the diagonal corners K× Sˆ and
B × Sˆ. The restriction of δˆL to the upper right corner KXB × Sˆ gives a
map δˆX such that (δˆK , δˆX , δˆB) is an imprimitivity bimodule coaction of Sˆp
on KXB × Sˆ which we call the dual imprimitivity bimodule coaction. (One
can show that this definition agrees with that given for Hilbert modules
in [16, Remark 2.18].) If (δA, δX , δB) is a right-Hilbert bimodule coaction
of S on AXB , we define the dual coaction of Sˆp on AXB × Sˆ to be the
dual imprimitivity bimodule coaction (δˆK , δˆX , δˆB), together with the dual
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C∗-coaction δˆA. Since
((ψ × Sˆ)⊗ id) ◦ δˆA(jA(a)µA(y))
= ((ψ × Sˆ)⊗ id)
(
(jA(a)⊗ 1)(µA ⊗ id)(δˆV (y))
)
= (jK(ψ(a)) ⊗ 1)(µK ⊗ id)(δˆV (y))
= δˆK(jK(ψ(a))µK(y))
= δˆK ◦ (ψ × Sˆ)(jA(a)µA(y))
for all a ∈ A, y ∈ Sˆp, the nondegenerate homomorphism ψ × Sˆ : A × Sˆ →
M(K × Sˆ) is δˆA – δˆK equivariant, so this is indeed a right-Hilbert bimodule
coaction.
Given a right-Hilbert bimodule coaction (δA, δK , δK) of S on a standard
bimodule AKK , we have potentially two different right-Hilbert A × Sˆ –
K× Sˆ bimodules: the bimodule crossed product AKK × Sˆ and the standard
bimodule formed from the C∗-algebra crossed productK× Sˆ and the nonde-
generate homomorphism ψ× Sˆ : A× Sˆ →M(K × Sˆ). The following lemma
shows that these coincide; in other words, a crossed product of a standard
bimodule is a standard bimodule.
Lemma 2.1. Let V be a regular multiplicative unitary, and let (δA, δK , δK)
be a right-Hilbert bimodule coaction of S = SV on a standard bimodule AKK .
Then the right-Hilbert bimodule crossed product AKK ×δK Sˆ is isomorphic
to the C∗-crossed product K ×δK Sˆ as a right-Hilbert A ×δA Sˆ – K ×δK Sˆ
bimodule. An analogous statement also holds for the reduced crossed prod-
ucts.
Proof. Since AKK × Sˆ is by definition KKK × Sˆ with the same homomor-
phism ψ × Sˆ, it suffices to show that KKK × Sˆ is isomorphic to the C
∗-
crossed product K ×δK Sˆ as a K ×δK Sˆ – K ×δK Sˆ imprimitivity bimodule.
Let L =
(
K K
K K
)
be the linking algebra for KKK , and let δL =
(
δK δK
δK δK
)
be
the associated coaction. Then by [16, Theorem 3.11],
L×δL Sˆ
∼=
(
K × Sˆ KKK × Sˆ
KKK × Sˆ K × Sˆ
)
,(2.1)
and the projection j
(
1K 0
0 0
)
in M(L×δL Sˆ) corresponds to
(
1
K×Sˆ
0
0 0
)
under
this isomorphism.
Let M2 denote the C
∗-algebra of two-by-two matrices over C. Then the
canonical isomorphism Φ: M2 ⊗ K → L determined by Φ
((
a b
c d
)
⊗ k
)
=(
ak bk
ck dk
)
is clearly id⊗δK – δK equivariant; thus
L×δL Sˆ
∼= (M2 ⊗K)×id⊗δK Sˆ.(2.2)
Note that this isomorphism takes j
(
1K 0
0 0
)
∈M(L×δL Sˆ) to j ((
1 0
0 0 )⊗ 1K) ∈
M((M2 ⊗K)×id⊗δK Sˆ).
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We next claim that
(M2 ⊗K)×id⊗δK Sˆ
∼=M2 ⊗ (K ×δK Sˆ).(2.3)
For if ι denotes the trivial coaction of C on M2, then [17, Proposition 3.2]
implies that
(M2 ⊗K)×ι⊗δK Ĉ⊗ S
∼= (M2 ×ι Cˆ)⊗ (K ×δK Sˆ),
and the right and left sides of this equation are naturally isomorphic to the
right and left sides, respectively, of Equation (2.3). Under this isomorphism,
the projection j(( 1 00 0 )⊗ 1K) ∈M((M2 ⊗K)×id⊗δK Sˆ) is carried to (
1 0
0 0 )⊗
1K×Sˆ ∈M(M2 ⊗ (K ×δK Sˆ)).
Combining Equations (2.1), (2.2), and (2.3), we have(
K × Sˆ KKK × Sˆ
KKK × Sˆ K × Sˆ
)
∼=M2 ⊗ (K ×δK Sˆ),
and since j
(
1K 0
0 0
)
maps to ( 1 00 0 )⊗ 1, it follows that the corners KKK ×δK Sˆ
and K×δK Sˆ are isomorphic as K×δK Sˆ – K×δK Sˆ imprimitivity bimodules.
For the reduced crossed products, it again suffices to show that KKK×r Sˆ
is isomorphic to K ×r Sˆ as a K ×r Sˆ – K ×r Sˆ imprimitivity bimodule. By
[16, Remark 3.20(a)] we have
L×δL,r Sˆ
∼=
(
K ×r Sˆ KKK ×r Sˆ
KKK ×r Sˆ K ×r Sˆ
)
,
and it follows from equivariance of Φ: M2 ⊗K → L that
L×δL,r Sˆ
∼= (M2 ⊗K)×id⊗δK ,r Sˆ.
Applying [17, Proposition 3.3], which is the reduced version of [17, Propo-
sition 3.2], we get
(M2 ⊗K)×ι⊗δK ,r Ĉ⊗ S
∼= (M2 ×ι,r Cˆ)⊗ (K ×δK ,r Sˆ),
and hence
(M2 ⊗K)×r Sˆ ∼=M2 ⊗ (K ×r Sˆ).
Combining these isomorphisms and matching up the projections as above,
it follows that KKK ×δK ,r Sˆ
∼= K ×δK ,r Sˆ.
For the proof of our main result (Theorem 4.1) we will need to know that
the decomposition AXB ∼= AK ⊗K XB is equivariant:
Lemma 2.2. Let V be a regular multiplicative unitary, let (δA, δX , δB) be
a right-Hilbert bimodule coaction of S = SV on AXB, and let δK be the
associated coaction on K = KB(X). Then there exist right-Hilbert bimodule
isomorphisms
AXB ×δX Sˆ
∼= (AKK ×δK Sˆ)⊗K×Sˆ (KXB ×δX Sˆ)
and
AXB ×δX ,r Sˆ
∼= (AKK ×δK ,r Sˆ)⊗K×rSˆ (KXB ×δX ,r Sˆ).
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Proof. By definition, AXB ×δX Sˆ is the imprimitivity bimodule KXB ×δX Sˆ
with the nondegenerate homomorphism ψ × Sˆ : A× Sˆ →M(K × Sˆ) arising
from ψ : A→M(K). Since AKK×Sˆ is KKK×Sˆ with the same map, for the
first isomorphism it suffices to show that KXB×δX Sˆ
∼= (KKK ×δK Sˆ)⊗K×Sˆ
(KXB ×δX Sˆ) as imprimitivity bimodules. But by Lemma 2.1, KKK × Sˆ
∼=
K × Sˆ, so the result follows from the usual cancelation C ⊗C Y ∼= Y .
The assertion about the reduced crossed products follows similarly from
Lemma 2.1.
3. The fixed-point theorem
Based upon the familiar results for actions of compact groups and coac-
tions of discrete groups, one would guess that the crossed product by a
coaction of a Hopf C∗-algebra of compact type is Morita equivalent to the
fixed-point algebra. In [18] Ng proves a version of this fixed-point theorem,
and this is crucial for his imprimitivity theorem, which we study in the
next section. (We should point out that the imprimitivity theorem natu-
rally involves a coaction of SˆU for a multiplicative unitary U coming from a
discrete Kac system, but is proved by applying the fixed-point theorem to
the corresponding coaction of SUˆ , where Uˆ is compact.) Here we recall Ng’s
fixed-point result and establish some relations to multipliers and bimodules,
in preparation for our work with Ng’s imprimitivity theorem in Section 4.
Let V be a regular multiplicative unitary of compact type such that SV
has a faithful Haar state ϕ. Again we’ll just write S for SV and Sˆ for SˆV .
Let δ be a coaction of S on a C∗-algebra A which is effective in the sense
that
span{δ(A)(A ⊗ 1)} = A⊗ S.
Ng shows in two steps ([18, Theorem 2.7 and Proposition 2.9]) that the
reduced crossed product A ×δ,r Sˆ is Morita equivalent to the fixed-point
algebra Aδ. Since it will simplify our computations with the imprimitivity
bimodule, we will combine Ng’s two steps into one.
Ng’s strategy is to use a nonunital version of Watatani’s C∗-basic con-
struction ([22]). The map E = EA = (id⊗ϕ)◦δ is a conditional expectation
of A onto Aδ, and so A becomes a full pre-Hilbert Aδ-module under right
multiplication and the pre-inner product
〈a, b〉Aδ = E(a
∗b).
The Hausdorff completion of the pre-Hilbert Aδ-module A is a full Hilbert
Aδ-module, denoted F = F(A). Let η = ηA be the canonical map of A into
F , and define eA ∈ LAδ(F) and λ = λA : A→ LAδ(F) by
eAη(a) = η(E(a)) and λ(a)η(b) = η(ab).
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Then the C∗-basic construction is defined to be the closed span in LAδ(F)
of λ(A)eAλ(A), and is denoted C
∗ 〈A, eA〉. Since
eAλ(a)eA = λ(E(a))eA and E(a
∗) = E(a)∗,
C∗ 〈A, eA〉 is a C
∗-algebra; in fact, a routine computation shows C∗ 〈A, eA〉
coincides with the imprimitivity algebra KAδ (F). Moreover, a short com-
putation shows that the left inner product is given on the generators by
C∗〈A,eA〉〈η(a), η(b)〉 = λ(a)eAλ(b
∗).
Therefore, the Hausdorff completion F of the span{λ(A)eAλ(A)} – A
δ pre-
imprimitivity bimodule A is a C∗ 〈A, eA〉 – A
δ imprimitivity bimodule.
Ng’s first step is to temporarily assume the coaction δ is injective. Then
the conditional expectation E is faithful, and Ng proves ([18, Theorem 2.7])
that in this case the map
λ(a)eAλ(b) 7→ δ(a)(1 ⊗ ρ(ϕ))δ(b)
extends to an isomorphism of the C∗-basic construction C∗ 〈A, eA〉 onto the
reduced crossed product A×δ,r Sˆ, where
ρ(ϕ) = (id⊗ϕ)(V ),
which, as Ng observes in [18, proof of Lemma 2.5], is a member of Sˆ.
Ng’s second step is to remove the injectivity condition on δ and note
that, if we put I = ker δ, there is an injective coaction δ′ on A/I given by
δ′(q(a)) = (q ⊗ id) ◦ δ(a), where q : A → A/I is the quotient map. Then
δ′ is also effective, q maps Aδ isomorphically onto (A/I)δ
′
, and the reduced
crossed products A ×δ,r Sˆ and (A/I) ×δ′,r Sˆ coincide. Ng deduces as a
corollary ([18, Proposition 2.9]) that A×δ,r Sˆ is still Morita equivalent to A
δ.
To combine Ng’s two steps, note that in the second step the imprimitivity
bimodule F(A/I) is the completion of A/I with inner product
〈q(a), q(b)〉(A/I)δ′ = EA/I(q(a)
∗q(b)) = q ◦ EA(a
∗b) = q
(
〈a, b〉Aδ
)
.
Since q is faithful on the image of 〈·, ·〉Aδ , F(A/I) can be identified with
F(A). More precisely, the map ηA(a) 7→ ηA/I(q(a)) is well-defined and ex-
tends to an isomorphism Φ of the Hilbert Aδ-module F(A) onto the Hilbert
(A/I)δ
′
-module F(A/I), with right coefficient map q|Aδ . Moreover, a short
computation shows
Φ
(
λA(a)eAλA(b)ηA(c)
)
= λA/I(q(a))eA/IλA/I(q(b))Φ(ηA(c)),
so Φ is in fact an isomorphism of the C∗ 〈A, eA〉 – A
δ imprimitivity bimodule
F(A) onto the C∗
〈
A/I, eA/I
〉
– (A/I)δ
′
imprimitivity bimodule F(A/I),
with left coefficient map determined by
λA(a)eAλA(b) 7→ λA/I(q(a))eA/IλA/I(q(b)).
Combining with the isomorphism
λA/I(q(a))eA/IλA/I(q(b)) 7→ δ
′(q(a))(1 ⊗ ρ(ϕ))δ′(q(b))
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of C∗
〈
A/I, eA/I
〉
onto (A/I)×δ′,r Sˆ, and with the identification of A×δ,r Sˆ
and (A/I) ×δ′,r Sˆ, we get an isomorphism
λA(a)eAλ(b) 7→ δ(a)(1 ⊗ ρ(ϕ))δ(b)
of C∗ 〈A, eA〉 onto A ×δ,r Sˆ. Putting all this together, we have a one-step
version of Ng’s fixed-point theorem ([18, Proposition 2.11]) — although we
haven’t addressed the case of coactions by Sp:
Proposition 3.1 ([18]). If V is a regular multiplicative unitary of compact
type such that S = SV has a faithful Haar state ϕ, and if δ is an effective
coaction of S on A, then A is a pre-imprimitivity bimodule between the pre-
C∗-algebra B = span{δ(A)(1 ⊗ ρ(ϕ))δ(A)} and the fixed-point algebra Aδ,
with operations given for a, b, c ∈ A and d ∈ Aδ by(
δ(a)(1 ⊗ ρ(ϕ))δ(b)
)
· c = aE(bc)
a · d = ad
B〈a, b〉 = δ(a)(1 ⊗ ρ(ϕ))δ(b
∗)
〈a, b〉Aδ = E(a
∗b).
Consequently, the Hausdorff completion F(A) of A is an A ×δ,r Sˆ – A
δ
imprimitivity bimodule.
Now let (δA, δX , δB) be a coaction of S on an A – B imprimitivity bimod-
ule X, let L = L(X) be the linking algebra, and let δL be the associated
coaction of S on L. Then we have
δL(L)(L⊗ 1) ⊇
(
δA(A) δX(X)
δX(X )˜ δB(B)
)(
A⊗ 1 0
0 B ⊗ 1
)
=
(
δA(A)(A ⊗ 1) δX(X) · (B ⊗ 1)
δX(X )˜ · (A⊗ 1) δB(B)(B ⊗ 1)
)
and
δX(X) · (B ⊗ 1) = δX(X · B) · (B ⊗ 1)
= δX(X) · δB(B)(B ⊗ 1);
it follows from this (and by symmetry) that δL is effective whenever δA and
δB are.
Let p = ( 1 00 0 ) ∈ M(L). We will need the following result in the next
section.
Lemma 3.2. Let V be a regular multiplicative unitary of compact type such
that S = SV has a faithful Haar state ϕ, and with notation as above, suppose
that δA and δB are effective. Then the inclusion A →֒ L extends to an
isomorphism Φ of the A ×δA,r Sˆ – A
δA imprimitivity bimodule F(A) onto
the δL(p)(L×δL,r Sˆ)δL(p) – pL
δLp imprimitivity bimodule δL(p) · F(L) · p.
Proof. Let’s first make sure we understand all the components of the state-
ment of the lemma. On the right side of F(L) we regard p as an element
EQUIVARIANCE AND IMPRIMITIVITY 13
of M(LδL), which naturally embeds in M(L). Since the projections p in
M(LδL) and δL(p) = p⊗ 1 in M(L×r Sˆ) are full, δL(p) · F(L) · p is indeed
a δL(p)(L×r Sˆ)δL(p) – pL
δLp imprimitivity bimodule. We have
δL(p)(L×r Sˆ)δL(p) = (p ⊗ 1)span{δL(L)(1M(L) ⊗ Sˆ)}(p ⊗ 1)
= span{(p⊗ 1)δL(L)(p⊗ 1)(1M(A) ⊗ Sˆ)}
= span{δL(p)δL(L)δL(p)(1M(A) ⊗ Sˆ)}
= span{δL(pLp)(1M(A) ⊗ Sˆ)}
= span{δA(A)(1M(A) ⊗ Sˆ)}
= A×r Sˆ,
where we have used p = 1M(A). On the other side, since EL|A = EA and the
natural extension of EL to M(L) is a conditional expectation onto M(L
δL),
we have
pLδLp = pEL(L)p = EL(pLp) = EA(A) = A
δA .
Thus, it suffices to show the inclusion A →֒ L respects the right inner
products and the left module multiplications. For the inner products, if
a, b ∈ A then
〈a, b〉LδL = EL(a
∗b) = EA(a
∗b) = 〈a, b〉AδA .
Turning to the left module multiplications, first note that
δL(p)(1M(L) ⊗ ρ(ϕ))δL(p) = p⊗ ρ(ϕ) = 1M(A) ⊗ ρ(ϕ),
so for a, b ∈ A we have
δL(a)(1M(L) ⊗ ρ(ϕ))δL(b) = δA(a)(1M(A) ⊗ ρ(ϕ))δA(b).
Hence, for a, b, c ∈ A we have
(
δL(a)(1M(L) ⊗ ρ(ϕ))δL(b)
)
· c = aEL(bc) = aEA(bc)
=
(
δA(a)(1M(A) ⊗ ρ(ϕ))δA(b)
)
· c,
and we’re done.
We’ll also need the following lemma concerning standard bimodules.
Lemma 3.3. Let V be a regular multiplicative unitary of compact type such
that S = SV has a faithful Haar state ϕ. If ψ : A→M(B) is a nondegener-
ate homomorphism which is equivariant for effective coactions δA and δB of
S, then ψ extends to a nondegenerate imprimitivity bimodule homomorphism
Ψ: F(A)→M(F(B)) with coefficient maps ψ ×r Sˆ and ψ|AδA .
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Proof. By [12, Lemma 5.1], it’s enough to show ψ preserves both module
multiplications and inner products. For a, b, c ∈ A and d ∈ AδA we have
ψ
((
δA(a)(1 ⊗ ρ(ϕ))δA(b)
)
· c
)
= ψ(aEA(bc)) = ψ(a)ψ ◦ EA(bc)
= ψ(a)EB ◦ ψ(bc) = ψ(a)EB
(
ψ(b)ψ(c)
)
=
(
δB(ψ(a))(1 ⊗ ρ(ϕ))δB(ψ(b))
)
· ψ(c)
= (ψ ×r Sˆ)
(
δA(a)(1⊗ ρ(ϕ))δA(b)
)
· ψ(c),
ψ(a · d) = ψ(ad) = ψ(a)ψ(d) = ψ(a) · ψ(d),
M(B×r Sˆ)
〈ψ(a), ψ(b)〉 = δB(ψ(a))(1 ⊗ ρ(ϕ))δB(ψ(b))
= (ψ ×r Sˆ)
(
δA(a)(1 ⊗ ρ(ϕ))δA(b)
)
= (ψ ×r Sˆ)
(
A×rSˆ
〈a, b〉
)
,
and
〈ψ(a), ψ(b)〉M(BδB ) = EB
(
ψ(a)∗ψ(b)
)
= EB ◦ ψ(a
∗b)
= ψ ◦ EA(a
∗b) = ψ|AδA
(
〈a, b〉AδA
)
.
4. Equivariance and imprimitivity
We now turn to the result we call Ng’s imprimitivity theorem ([18, The-
orem 3.4]). This is an analogue, for multiplicative unitaries of discrete type
(in fact, coming from discrete Kac systems), of Green’s and Mansfield’s
imprimitivity theorems for group actions and coactions, respectively. Our
main theorem (Theorem 4.1) says that Ng’s theorem is compatible with
equivariant right-Hilbert bimodules; we begin by introducing the notation
and construction of Ng’s imprimitivity bimodule.
Let U , V , andW be multiplicative unitaries coming from discrete Kac sys-
tems, and assumeW is a normal submultiplicative unitary of V and U is the
corresponding quotient (see [18, Definition 3.2]); this implies that there ex-
ist surjective Hopf ∗-homomorphisms LV,W : SV → SW and ρV,U : (SˆV )p →
(SˆU )p. Thus any coaction δ of SV on A can be restricted to a coaction
δ| = (id⊗LV,W ) ◦ δ of SW on A, and any dual coaction δˆ of (SˆV )p on
A ×δ SˆV can be restricted to a coaction δˆ| = (id⊗ρV,U ) ◦ δˆ of (SˆU )p on
A ×δ SˆV . We can pass to the corresponding coaction of the reduced C
∗-
algebra SˆU without changing either the crossed product or the fixed-point
algebra, and we continue to denote this coaction by δˆ|.
Now assume further that W is amenable, and let ρW,V : (SˆW )p → (SˆV )p
be the Hopf ∗-homomorphism vouchsafed by the normality of W in V . Ng
shows that if δ is nondegenerate, the nondegenerate homomorphism
φA = j
V
A × (µ
V
A ◦ ρW,V ) : A×δ| SˆW →M(A×δ SˆV )
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is actually an isomorphism of A×δ| SˆW onto the fixed-point algebra (A ×δ
SˆV )
δˆ|, and that the restricted dual coaction δˆ| of SˆU is effective. Viewing
this as an effective coaction of SUˆ with Uˆ compact, Proposition 3.1 provides
an A ×δ SˆV ×δˆ|,r SU – (A ×δ SˆV )
δˆ| imprimitivity bimodule F(A ×δ SˆV );
using the isomorphism φA, this becomes an A ×δ SˆV ×δˆ|,r SU – A ×δ| SˆW
imprimitivity bimodule which we denote by N(A).
With notation as below, we define the map δX | : X →M(X ⊗ SW ) to be
(id⊗LV,W ) ◦ δX ; it is straightforward to check that then (δK |, δX |, δB |) is an
imprimitivity bimodule coaction of SW on KXB and that ψ : A→M(K) is
δA| – δK | equivariant. We call the resulting right-Hilbert bimodule coaction
(δA|, δX |, δB |) of SW the restricted coaction from SV . The restricted dual
right-Hilbert bimodule coaction (δˆA|, δˆX |, δˆB |) of (SˆU )p is defined similarly;
its reduction to SˆU is also denoted (δˆA|, δˆX |, δˆB |).
Theorem 4.1. Let U , V , and W be multiplicative unitaries coming from
discrete Kac systems, with W an amenable normal submultiplicative unitary
of V and U the corresponding quotient. Let (δA, δX , δB) be an injective,
nondegenerate coaction of SV on a right-Hilbert A – B bimodule X, and
suppose that the associated coaction δK on the imprimitivity algebra of X is
also nondegenerate. Then the diagram
A×δA SˆV ×δˆA|,r SU A×δA| SˆW
B ×δB SˆV ×δˆB |,r SU B ×δB| SˆW
✲N(A)
❄
AXB×δX SˆV ×δˆX |,r
SU
❄
AXB×δX |SˆW
✲
N(B)
(4.1)
commutes in the sense that
N(A)⊗A×SˆW (AXB × SˆW )
∼= (AXB × SˆV ×r SU )⊗B×SˆV ×rSU N(B)
as right-Hilbert A× SˆV ×r SU – B × SˆW bimodules.
Proof. By definition we have an imprimitivity bimodule KXB , a nondegener-
ate homomorphism ψ : A→M(K), and a coaction δK of SV on K = KB(X)
such that ψ is δA – δK equivariant and (δK , δX , δB) is an imprimitivity bi-
module coaction of SV on KXB which is nondegenerate by assumption. Our
strategy will be to prove a version of Diagram (4.1) for the imprimitivity
bimodule KXB , a version for the standard bimodule AKK , and then to
combine them using the decomposition Lemma 2.2.
First consider the imprimitivity bimodule KXB : let L = L(X) be the
linking algebra of X, let p = ( 1 00 0 ) and q = (
0 0
0 1 ) be the canonical projections
in M(L), and let δL be the associated coaction of SV on L. Then δL is
injective since δK and δB (hence also δX) are. Since δB is nondegenerate,
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we have
span{δX(X) · (1⊗ S)} = span{δX(X · B) · (1⊗ S)}
= span{δX(X) · δB(B)(1⊗ S)}
= span{δX(X) · (B ⊗ S)}
= X ⊗ S;
similarly, the nondegeneracy of δK implies that span{δ˜X(X) · (1 ⊗ S)} =
X˜ ⊗ S. It follows easily that δL is nondegenerate as well. Thus, by [18,
Theorem 3.4], we have a K ×δK SˆV ×δˆK |,r SU – K ×δK | SˆW imprimitivity
bimodule N(K), and an L ×δL SˆV ×δˆL|,r SU – L ×δL| SˆW imprimitivity
bimodule N(L). We claim that
N(K)⊗K×SˆW (KXB × SˆW )
∼= (KXB × SˆV ×r SU )⊗B×SˆV ×rSU N(B)
(4.2)
as K × SˆV ×r SU – B × SˆW imprimitivity bimodules.
Now δL| =
(
δK | δX |
δ
X˜
| δB |
)
, so
L(X) ×δL| SˆW
∼= L(X ×δX | SˆW ).(4.3)
Also, (L(X)×SˆV , (SˆV )p, δˆL) ∼= (L(X×SˆV ), (SˆV )p, ǫL), where ǫL =
(
δˆK δˆX
δˆ
X˜
δˆB
)
.
It follows that the coactions δˆL| and ǫL| =
(
δˆK | δˆX |
δˆ
X˜| δˆB |
)
of (SˆU )p are isomor-
phic, and therefore that their reductions are, so that
L(X)×δL SˆV ×δˆL|,r SU
∼= L(X ×δX SˆV )×ǫL|,r SU
∼= L(X ×δX SˆV ×δˆX |,r SU ).
(4.4)
Let pW , qW ∈ M(L(X × SˆW )) and pU , qU ∈ M(L(X × SˆV ×r SU )) be the
canonical projections. Then using Equations (4.3) and (4.4) to view N(L)
as an L(X× SˆV ×rSU) – L(X× SˆW ) imprimitivity bimodule, [7, Lemma 4.6]
gives us a K × SˆV ×r SU – B × SˆW imprimitivity bimodule isomorphism
(pU ·N(L) · pW )⊗K×SˆW (KXB × SˆW )
∼= (KXB × SˆV ×r SU )⊗B×SˆV ×rSU (qU ·N(L) · qW ).
Thus, in order to establish Equation (4.2) we only need imprimitivity
bimodule isomorphisms pU ·N(L) · pW ∼= N(K) and qU ·N(L) · qW ∼= N(B),
and by symmetry it suffices to prove the first. Now the isomorphism L(X ×
SˆV ×r SU ) ∼= L(X × SˆV ) ×r SU takes pU to ǫL(pV ), and the isomorphisms
L(X× SˆW ) ∼= L(X)× SˆW ∼= (L(X)× SˆV )
δˆL| ∼= L(X× SˆV )
ǫL| carry pW to pV .
Therefore, Lemma 3.2 (applied to the coaction of SUˆ on L×r SˆV equivalent
to δˆL|) tells us that
pU ·N(L) · pW ∼= ǫL(pV ) · F(L×r SˆV ) · pV ∼= F(K ×r SˆV ) ∼= N(K),
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which gives Equation (4.2).
Next we consider the standard bimodule AKK with the right-Hilbert bi-
module coaction (δA, δK , δK). We claim that
N(A)⊗A×SˆW (AKK × SˆW )
∼= (AKK × SˆV ×r SU )⊗K×SˆV×rSU N(K)
(4.5)
as right-Hilbert A× SˆV ×r SU – K× SˆW bimodules; by [12, Lemma 5.3] and
Lemma 2.1, it’s enough to show that there is a nondegenerate imprimitivity
bimodule homomorphism Ψ from N(A) to M(N(K)) with coefficient maps
ψ × SˆV ×r SU and ψ × SˆW . Applying Lemma 3.3 to the nondegenerate
homomorphism ψ× SˆV : A× SˆV →M(K× SˆV ), which is equivariant for the
coactions (of SUˆ equivalent to) δˆA| and δˆK | of SˆU , we obtain a nondegenerate
imprimitivity bimodule homomorphism Ψ: F(A × SˆV ) → M(F(K × SˆV ))
with coefficient maps ψ×SˆV×rSU and (ψ×SˆV )|(A×SˆV )δˆA|
. Now by definition,
ψ× SˆV = (j
V
K ◦ψ)×µ
V
K , and Ng’s isomorphism φA : A× SˆW → (A× SˆV )
δˆA|
is jVA × (µ
V
A ◦ ρW,V ). Thus,
φK ◦ (ψ × SˆW ) = (j
V
K × (µ
V
K ◦ ρW,V )) ◦ ((j
W
K ◦ ψ)× µ
W
K )
= (jVK ◦ ψ)× (µ
V
K ◦ ρW,V )
=
(
(jVK ◦ ψ)× µ
V
K
)
×
(
jVA × (µ
V
A ◦ ρW,V )
)
= (ψ × SˆV ) ◦ φA.
This shows that the isomorphisms φA : A× SˆW → (A× SˆV )
δˆA| and φK : K×
SˆW → (K×SˆV )
δˆK | carry the coefficient map (ψ×SˆV )|(A×SˆV )δˆA|
to ψ×SˆW ; in
other words, viewed as a map of N(A) into M(N(K)), Ψ is a nondegenerate
imprimitivity bimodule homomorphism with coefficient maps ψ× SˆV ×r SU
and ψ × SˆW , which establishes Equation (4.5).
We now have a prism
A×SˆV ×rSU A×SˆW
K×SˆV×rSU K×SˆW
B×SˆV ×rSU B×SˆW
✲N(A)
❅
❅
❅
❅❘
AKK×SˆV ×rSU
❄
AXB×SˆV ×rSU
❅
❅
❅
❅❘
AKK×SˆW
✲N(K)
 
 
 
 ✠
KXB×SˆV ×rSU
❄
AXB×SˆW
 
 
 
 ✠
KXB×SˆW
✲N(B)
in which the front two faces commute by the above arguments, and the
commutativity of the back face is the desired result; it only remains to show
that the two side triangles commute. That is, we need to know that
AXB × SˆV ×r SU ∼= (AKK × SˆV ×r SU)⊗K×SˆV×rSU (KXB × SˆV ×r SU)
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and
AXB × SˆW ∼= (AKK × SˆW )⊗K×SˆW (KXB × SˆW )
as right-Hilbert A × SˆV ×r SU – B × SˆV ×r SU and A × SˆW – B × SˆW
bimodules, respectively. But this follows from Lemma 2.2, in the first case
applied to the coaction (δˆA|, δˆX |, δˆB |) of SˆU on AXB × SˆV and then using
K × SˆV ∼= AKK × SˆV from Lemma 2.1.
Remark 4.2. For an imprimitivity bimodule coaction (δK , δX , δB) of a Hopf
C∗-algebra, it is probably true that δK is nondegenerate whenever δB is; this
would simplify the hypotheses of Theorem 4.1 somewhat. Unfortunately, we
have been unable to find a proof. (For group coactions, it is true — see [11,
Proposition 2.3] — and the proof is fairly nontrivial.) It may be possible
to finesse the problem, but since our main point here is to illustrate our
approach to imprimitivity theorems, we have chosen not to get mired in
nondegeneracy issues.
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