The averaging theory for the slow Markov walks is extended to the so called slow-in-the-average Markov processes where the jump vector takes arbitrarily large values with sufficiently small probabilities. The results obtained are important for applications, in particular, communication networks and manufacturing systems. 
II. SLOW-IN-THE-AVERAGE MARKOV WALKS
Consider the Markov process defined by x(n + 1) =x(n) + @(x(n), . ..) x(n -r), 5(n)),
XER~,<ER~,@:R~XR~X . ..xRNxRW+RN. (r+ 1) where l(n), n = 0, 1, . . . . is a sequence of conditionally independent random variables with the following conditional probability distribution: f(HlZ) I x(n), . ' ., x(n -r)) = tfi(5l(n)lx(~)~ "-9 (n-r)), -,fw(5w(n)lx(~), . . . . +2-r))).
Assume that q Q;@(n), ..., x(n -r), 5(n)) I x(n), . 
and R and S are independent of E. Assume also that both
where \lZll = X7= i IZil. The process defined by (l)-(5) will be referred to as slow-in-the-average Markov walk. As it follows from (l), (3), the jump vector, @, can take arbitrariiy large values but with sufficiently small probabilities. there exists E,, = Eg(o) and F= F(z) such that for all 0 < E < E" P{ llx(n, x0, no) -An, x0, no)11 < 0) 3 1 -OF(~), ne [no, no+71El,
where x(n, x0, no), and y(n, x0, no), are solutions of (1) and (6) respectively which belong, together with their o-vicinity, to Q.
Assume that all trajectories of (1) are bounded a.s. and the equilibrium of (6) is globally asymptotically stable. Then, under the assumptions (3))(5), for any 6 > 0, there exists lo > 0 such that for all 0 < E < co P{ 11x(4 x0, no) -y(n, x0, noIll < 6) 3 1 -6, nE [no, ~0). (8) The proofs of these theorems are given in the Appendices.
APPENDIX I
The proof of Theorem 1 requires several auxiliary results: LEMMA 1. Under the assumptions of Theorem 1, there exist positive constants T, and T, such that the following inequality is true:
for all I > n.
From (3)- (5), we obtain El1 lx(O -x(fi)ll I-I < C Ell@Ws), . . . . -4s -r), t(s))ll x=n N I-l a CE E2 + I@i(X(S), ..., 4s -r), i=ls=fl 2E =;, :z:E{(;) The last inequality follows from Lemma 2 in [ 11.
Q. E.D.
To formulate the second lemma, introduce a random variable where 6 is positive real to be chosen below. 2. Under the assumptions of Theorem 1, there exists a positive real S, such that the following inequality is true:
Proof From Lemma 1,
where S, = NT erz a 1 .
Q.E.D. 
ProofI From (12), we obtain = E$bi(X(tl), . ..) x(n -r)) Since the conditions of Lemma 3 are met, we have Averaging this inequality over the distribution of < and taking into account that E(Ellx(l, no + No + n) I ill) = Ellx(x(n,), no + No + n)ll, we obtain no [n,+N,, n,+2N,,].
As follows from (17), P{ ll[l] > p112} <p 'I2 Hence, taking into account that . all trajectories of system (1) 
We now prove by induction that (19) holds for all n E [no, a). Let Consequently, W(n, x0, no) -y(n, x0, no)11 < $p + gp1j2, n E [no + T/E, 02 ).
Taking into account the inequality er/"~(r) <p/2, we have Wh x0, no) -y(n, x0, no)ll -c ;p + gp2, nE [no, a).
Let 6" = 5~ + gp1j2, then q Il.+, x0, no) -y(n, x0, no)11 < S} 2 1 -6.
Q.E.D.
