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Abstract 
 
Two popular hazards in supervised learning of 
neural networks are local minima and overfitting. 
Application of the momentum technique dealing with 
the local optima has proved efficient but it is 
vulnerable to overfitting. In contrast, deployment of the 
early stopping technique might overcome the 
overfitting phenomena but it sometimes terminates into 
the local minima. This paper proposes a hybrid 
approach, which is a combination of two processing 
neurons: momentum and early stopping, to tackle these 
hazards, aiming at improving the performance of 
neural networks in terms of both accuracy and 
processing time in function approximation. 
Experimental results conducted on various kinds of 
non-linear functions have demonstrated that the 
proposed approach is dominant compared with 
conventional learning approaches.  
 
 
1. Introduction 
 
A vast number of applications for artificial neural 
networks have been found in various fields [1], 
including pattern recognition and regression (also 
known as function approximation), identification, 
classification, speech, vision, and control systems. 
Function approximation, or regression analysis, 
including time series prediction, fitness approximation 
and modeling is a striking application of neural 
networks. To be capable in performing complex 
functions, a neural network needs to be trained using 
the supervised learning technique. It is however there 
are two major hazards that occur during neural network 
training called overfitting and local minima.  
The overfitting happens when the errors calculated 
on the training data are very small values, but the 
errors are large for new data presented to the network. 
In other words, the network has not learned to 
generalize to new situations though it has memorized 
the training data. To deal with this problem, one 
possible solution is to use a simple network which will 
not have enough power to overfit the data. For a 
specific application, it is however not easy to 
determine how complex a network should be. Thus 
there are two widely used ways for improving 
generalization of the network: regularization and early 
stopping [2]. 
The operation of the gradient descent algorithm [3] 
is analogous to dropping a ball on the error surface, 
and letting it roll down till it is fixed at the lowest point 
(global minimum). However, if the error surface is not 
flat, having many valleys, then because the ball is 
dropped randomly it is only able to go to the nearest 
valley. The valley that the ball traps into may not be 
the globally lowest point, and is called a local 
minimum. Generally, local minima are the points on 
the error surface where small adjustment of weights in 
any direction cannot decrease errors. One of the 
popular techniques to escape the local minima is the 
momentum method [4]. With momentum, which acts 
like a lowpass filter, a network can ignore small 
features in the error surface.  
Recent researchers have shown many efforts in 
overcoming overfitting and local minima. Caruana et 
al. utilized excess capacity backpropagation networks, 
which conventionally generalize poorly, with the early 
stopping to enhance generalization capability of 
networks [5]. A new perspective in dealing with 
overfitting from the geometrical interpretation of 
multilayer perceptron has been suggested by Ding and 
Xiang [6]. A repeated two-phase model (back-
propagation and gradient ascent) has been proposed by 
Tang et al. to escape from the local minima [7]. Li and 
Xu divided the process of training into a certain 
number of phases using phase evaluation 
backpropagation [8]. 
Once the above approaches have dealt with 
overfitting and local minima separately, an overall and 
simultaneous solution for both these hazards is still a 
must. This paper proposes a combination between two 
prevalent techniques: early stopping and momentum 
for smoothing the learning process with the aim of 
increasing the performance of neural networks in 
function approximation. The approach is tested with 
the feedforward neural network using the 
backpropagation training.  
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Figure 1. Integration of the momentum and early stopping techniques  
 
2. Feedforward neural networks and 
hybrid supervised learning 
 
2.1 Feedforward neural networks background 
The feedforward neural network [9] was the 
simplest type of artificial neural network. With this 
network, the information moves forwardly from the 
input layer through the hidden layers and to the output 
layer without cycles or loops. The number of hidden 
layers is varied depending on the complexity of the 
problem being solved.  
 
2.2 Hybrid supervised learning  
The proposed approach is outlined in Figure 1 that 
shows the simultaneous integration of the momentum 
and early stopping techniques to the conventional 
supervised learning of neural networks.  
 
2.2.1 Conventional supervised learning 
The backpropagation learning approach was utilized 
to tune the parameters relying upon the aim of 
minimizing the squared error function: 
 2)()(
2
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)( xFxfxe   
where )(xf  is the observed (real) value and )(xF  is 
the value computed from the ANNs and is the value at 
the output layer. The parameters   are updated using 
the Levenberg-Marquardt algorithm [2] based on the 
Jacobian matrix that contains first derivatives of the 
network errors: 
  eJIJJtt TT 1)()1(    
with J  as the Jacobian matrix, I  as the identity 
matrix and   as the learning rate. 
 
2.2.2 Momentum technique 
The momentum technique is integrated in the 
parameter tuning process to increase the speed of 
convergence by simply adding a fraction of the 
previous weight update to the current one. The learning 
formula with momentum is as follows: 
  )(.)()1( 1 teJIJJtt TT 	 
   
where 0 <  < 1 is the momentum coefficient. 
 
2.2.3 Early stopping 
The training data are divided into two subsets. The 
first subset is used for updating the network weights 
whereas the second subset is for validating the 
occurrence of overfitting. Both training and validation 
errors normally decrease during the initial phase of 
training. However, the validation error will increase 
when the network begins to overfit the data (Figure 2).  
 
 
Figure 2. Collating training and validation errors for 
early stopping 
 
The training is stopped when the validation error 
increases for a specified number of iterations, and the 
weights and biases at the minimum of the validation 
error are returned [2]. 
 
3. Experiments and results 
 
The experiments are performed on a variety of 
function types: 1-D (Dimension), 2-D and 3-D, and the 
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results are assessed in terms of the mean squared error 
(MSE) of the function approximation. Below are three 
sample test functions used as approximands. The 
variables x, y, z are all investigated in [-1, 1].  
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The data samples for experiments are collected by 
the process of spreading points uniformly in the input 
space where the number of points greatly exceeds the 
number wanted. Then randomly select points with 
probability equal to wanted number/spread number. 
The split of input data into training, validation and 
testing dataset is also performed randomly. 
Corresponding to three function types, experiments are 
divided into 1-D, 2-D and 3-D. Each type of 
experiment uses the same network configuration in 
order for comparisons to be established. The 3-layer 
network configurations for 1-D, 2-D and 3-D 
experiments respectively are 1-50-1, 2-75-1, and 3-
100-1. Results of experiments are tabulated in Table 1, 
2 and 3 in which MSEs on testing samples and 
numbers of training epochs are used as criteria to 
compare respectively the accuracy and processing time 
between models.  
Table 1. Resulting table of 1-D experiments (the network configuration: 1-50-1) 
 
 
Conventional 
Supervised 
Learning (SL)
SL + 
momentum 
SL + early 
stopping 
SL + momentum 
+ early stopping 
Learning sample number 238 238 182 182 
Evaluating sample number 0 0 56 56 
Testing sample number 53 
Learning rate 0.01
Momentum coefficient  - 0.9 - 0.9 
Epoch number 2000 2000 255 442
Starting 
MSE on 
training samples 23.2086 25.7937 27.4463 25.0564 
evaluating samples - - 29.0796 34.6397
Stopping 
MSE on 
training samples 1.0543e-006 2.0813e-006 8.0069e-005 2.1173e-005 
evaluating samples - - 0.0155 0.0099
MSE on testing samples 0.0459 0.0276 0.0317 0.0161 
Illustrated figures Fig. 3a Fig. 3b Fig. 3c Fig. 3d
 
    
(a) (b) 
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(c) (d) 
Figure 3. MSE on training and validation data sets in the 1-D case 
 
Table 2. Resulting table of 2-D experiments (the network configuration: 2-75-1) 
 
 
Conventional 
Supervised 
Learning (SL) 
SL + 
momentum 
SL + early 
stopping 
SL + momentum 
+ early stopping 
Learning sample number 752 752 558 558 
Evaluating sample number 0 0 194 194 
Testing sample number 173 
Learning rate 0.01 
Momentum coefficient  - 0.9 - 0.9 
Epoch number 1500 1500 211 267 
Starting 
MSE on 
training samples 139.0608 146.4266 134.9765 134.9403 
evaluating samples - - 161.8126 133.1697 
Stopping 
MSE on 
training samples 0.1176 0.1022 0.1467 0.1287 
evaluating samples - - 1.5320 1.5477 
MSE on testing samples 0.7640 0.6985 1.4507 0.6181 
Illustrated figures Fig. 4a Fig. 4b Fig. 4c Fig. 4d 
 
    
(a) (b) 
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(c) (d) 
Figure 4. MSE on training and validation data sets in the 2-D case 
 
Table 3. Resulting table of 3-D experiments (the network configuration: 3-100-1) 
 
 
Conventional 
Supervised 
Learning (SL) 
SL + 
momentum 
SL + early 
stopping 
SL + momentum 
+ early stopping 
Learning sample number 6220 6220 4683 4683 
Evaluating sample number 0 0 1537 1537 
Testing sample number 1571 
Learning rate 0.01 
Momentum coefficient  - 0.9 - 0.9 
Epoch number 1000 1000 400 460 
Starting 
MSE on 
training samples 5.2635e+003 5.8022e+003 5.7884e+003 5.2702e+003 
evaluating samples - - 5.8444e+003 5.2432e+003 
Stopping 
MSE on 
training samples 1.2084 0.6934 0.7807 0.7982 
evaluating samples - - 7.5379 6.7845 
MSE on testing samples 4.4243 4.1243 4.8095 3.2908 
Illustrated figures Fig. 5a Fig. 5b Fig. 5c Fig. 5d 
 
    
(a) (b) 
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(c) (d) 
Figure 5. MSE on training and validation data sets in the 3-D case 
 
Experimental results for all three cases (1-D, 2-D, 
and 3-D) demonstrated that the supervised learning 
integrated with momentum results in the accuracy 
approximately equal to that of the proposed approach. 
It however takes more epochs (more time) to train the 
networks than the cases having the early stopping 
integrated. The early stopping usually stops the 
learning process early but MSE in these cases is still 
high unless the momentum also is integrated. It is 
obvious in the above results that the simultaneous 
combination of both momentum and early stopping 
lead to the efficiency in terms of both time processing 
and accuracy. 
 
4. Conclusions 
 
By using the combined model between early 
stopping and momentum techniques with supervised 
learning, the feedforward neural networks become 
smoother and more stable in the training process and 
thus result in less time and better accuracy in non-
linear function approximation capability. The proposed 
technique can be applied to other types of neural 
networks in particular or machine learning techniques 
in general where the supervised learning is utilized. 
The accuracy obtained herein, though not very 
significantly improved compared to the conventional 
approaches, but definitely has an importance in some 
applications where accuracy and time are very crucial 
factors.  
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