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Abstract Sleep is a physiological process not only for the
rest of the body but also for several brain functions such as
mood, memory, and consciousness. Nevertheless, the nat-
ure and functions of sleep remain largely unknown due to
its extremely complicated nature and lack of optimized
technology for the experiments. Here we review the recent
progress in the biology of the mammalian sleep, which
covers a wide range of research areas: the basic knowledge
about sleep, the physiology of cerebral cortex in sleeping
animals, the detailed morphological features of thalamo-
cortical networks, the mechanisms underlying fluctuating
activity of autonomic nervous systems during rapid eye
movement sleep, the cutting-edge technology of tissue
clearing for visualization of the whole brain, the ketogen-
esis-mediated homeostatic regulation of sleep, and the
forward genetic approach for identification of novel genes
involved in sleep. We hope this multifaceted review will be
helpful for researchers who are interested in the biology of
sleep.
Keywords Sleep  Thalamus  Amygdala  Tissue
clearing  Ketogenesis  Forward genetics
Introduction
From a historical perspective of sleep research
One feels tired and falls asleep every night and wakes
feeling refreshed every morning. At first glance, the
structure of sleep and wakefulness is pretty simple, as if a
computer turns on and off by itself. As is often the case in
biology, despite of its simple appearance, illuminating a
comprehensive picture of sleep is not without complica-
tions. A vast amount of research indicates that all aspects
of sleep are inextricably linked with the brain and that the
brain does not work properly without sleep. Thus, sleep is
described briefly and clearly as follows: sleep is of the
brain, by the brain, and for the brain [1]. The consider-
ations of sleep from its outward aspects have been doc-
umented since ancient times (e.g., the earliest hypothesis
of sleep was proposed in the fifth century B.C.). On the
other hand, neurobiological insights into sleep rested
quietly until the two breakthroughs in the early 20th
century, which are the invention of electroencephalogra-
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There is no doubt that electroencephalography was the
first and only methodology for disclosing the relationship
between sleep and brain activity. Electroencephalography
shattered the concept that the brain is silent during sleep,
and nowadays is used for monitoring sleep states. Some-
what surprisingly, in the process of a study of ‘telepathy’,
German neurologist Berger [2] discovered the electroen-
cephalogram (EEG) in humans and showed that EEG
exhibits low-amplitude fast activity during wakefulness.
Within a few years after that, it was demonstrated that the
large-amplitude oscillations dominate the EEG under some
types of anesthesia [4] and during sleep [5, 6]. The large
and slow EEG wave (1–4 Hz in frequency) is termed slow-
wave or delta activity. Sleep accompanied by slow-wave
activity is called slow-wave sleep (SWS) or non-rapid-eye-
movement (NREM) sleep. The name of NREM sleep is an
antonym of another sleep state, rapid eye movement
(REM) sleep. REM sleep was discovered later [7], which is
characterized by the low-voltage and rapid EEG as wake-
fulness, the lower level of electromyogram (EMG) relative
to that of NREM sleep, and, as the name suggests, the high
activity of electrooculogram (EOG). Based on its unique
characteristics, REM sleep is also called paradoxical sleep
(PS) or active sleep.
In parallel with the discovery of EEG, neuroanatomical
research of sleep began with close observation of an
infection by Austrian neurologist von Economo [8].
Encephalitis lethargica (also called von Economo disease)
became epidemic for about 10 years from 1915. The dis-
ease causes inflammation in several brain regions and
disturbance of sleep. von Economo proposed that, owing to
the correlation between the site of inflammatory lesion and
the sleep disorder, (1) an arousal system is localized in the
brainstem and provides the waking signal to the forebrain,
(2) a sleep center is present in the basal ganglia or the
anterior hypothalamus, (3) the posterior hypothalamus is
involved in narcolepsy, which is one of the sleep disorders
and characterized by frequent transitions between sleep and
wakefulness [3]. Later experimental studies have con-
firmed to some extent von Economo’s hypotheses: (1)
arousal state is regulated by the reticular activating system
(RAS) including monoaminergic and cholinergic neurons
in the brainstem [9]; (2) sleep-active GABAergic neurons
reside in the ventrolateral preoptic nucleus (VLPO) of the
anterior hypothalamus and innervate the arousal systems in
the brainstem and hypothalamus [10, 11]; (3) narcolepsy is
caused by a loss of neuropeptide orexin/hypocretin, pro-
duced by a neuron group in the lateral hypothalamic area
(LHA) of posterior hypothalamus, or its receptor [12, 13].
For understanding sleep as a biological process, it is
necessary but not sufficient to localize the elements
required for regulation of sleep. Circuit-level models of the
regulatory mechanisms for sleep have also been proposed
and revised several times over the years (e.g., flip-flop
switch model for sleep and wakefulness [14–16], brainstem
circuits for REM sleep [17–19], and thalamocortical net-
works for neural oscillations during sleep [20–22]). Even at
present, however, it is truly difficult to find clear answers as
to basic and practical questions on sleep such as what is the
status of the brain during sleep, how does the brain control
sleep, and what are the benefits of sleep? In this review,
consisting of six sections covering a wide range of research
fields, we provide an overview of the current knowledge
and methodologies in sleep biology.
Section 1: Cortical dynamics during sleep
What is sleep? This fundamental question must be
answered before we can achieve an understanding of the
mechanisms and functions of sleep, however, it has been
virtually ignored in the biology of sleep. Sleep is generated
by the brain. Therefore, a neurophysiological perspective is
an essential consideration for biology of sleep [23].
Although sleep is a global phenomenon not only in the
brain but also in the whole body, it is not so reliable to
judge the sleeping state in many species of animals only by
the behavioral aspects such as posture, body motion, and
opening and closing of eyelids. As described above, the
EEG reflects closely the state of sleep. In fact, EEG is
generally used to score sleep stages in mammals including
humans. In other words, the neurophysiological features of
cerebral cortex are the keys for understanding the state of
sleep itself. Unfortunately, however, it is almost impossible
to estimate the electrophysiological behavior of individual
cells from EEG date, because, in principal, this inverse
problem is ill-posed [24].
Ideally, the state of sleep should be understood from a
comprehensive picture of the neural activity all over the
cortex in vivo with high spatial (subcellular–cellular) and
temporal (millisecond–second) resolution. In reality, con-
ventional techniques do not simultaneously meet the
requirements [25]. It should be noted that functional
imaging of the whole brain with a cellular resolution has
been achieved with light-sheet microscopy in the larval
zebrafish in vivo [26] and in the larval Drosophila ex vivo
[27]. At this point, however, it is technically difficult to shed
light on the mammalian brain in vivo with light sheets due to
the larger size and the lower optical transparency compared
to that of the larvae. For obtaining accurate knowledge of
individual neural dynamics, currently available methods to
measure a wide-range of cerebral activity are partly
prospective but still need further improvement. Hence, in
the mammalian brain, we can still learn a lot from the so-
called ‘bottom-up (from parts to the whole)’ approaches
with in vivo cellular physiological techniques which have
continued since the era of classical single-unit studies.
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The rhythmic activity in the cortex during SWS is a
common feature across areas, species, and dimensions,
which is being explored with the use of electrophysiolog-
ical techniques such as unit, intracellular, and patch-clamp
recordings in vivo. In intracellular studies, the sequential
depolarized (UP) and hyperpolarized (DOWN) states
appear in the membrane potentials of cortical neurons
under anesthesia, which are correlated with the oscillations
in the EEG [28–30]. The UP/DOWN states are observed
also in naturally sleeping animals [31, 32]. In natural sleep,
the transition of UP/DOWN states is synchronous not only
between nearby neurons [33] but also between distant
neurons (up to 12 mm apart) [34]. In extracellular studies,
sleep provokes a change in firing behaviors of pyramidal
tract neurons: a regular spiking during wakefulness and a
rhythmic burst firing during SWS [35]. During SWS,
multiple cortical neurons cease to fire in synchrony for a
short period, and that the silent periods are associated with
surface EEG and local field potentials (LFP) in rats [36, 37]
and in humans [38]. The period of spontaneous discharge
and the period of quiet in a group are referred to as ON and
OFF period, respectively. However, it has not been proven
directly whether ON/OFF periods in the extracellular
studies correspond to UP/DOWN states in the intracellular
studies. In addition, the origin and the mechanisms
involved in the rhythmic cortical activity for SWS remain
controversial [22, 39].
Two-photon microscopy, another standard technique for
cellular physiology in vivo, recently began to be used in
sleep research. Currently available two-photon microscopes
cannot scan the whole brain in vivo, but can illuminate
aspects of cortical dynamics different from electrophysio-
logical insights. Ca2? imaging of cortical neurons reveals
that there is a synchrony in activity of cortical neurons in
immature mice, but the synchronous activity is not corre-
lated with the ratio of low-frequency (0.5–4.0 Hz) to high-
frequency (20–60 Hz) EEG power [40]. Sleep is liked with
learning and memory [41, 42] in which morphological
changes in dendritic spines have an important role [43, 44].
The observation of dendritic spines in the cortex in vivo
have shown that sleep contributes to turnover of dendritic
spines in immature mice [45–47]. Furthermore, formation
of spines after motor learning depends on SWS but not on
REM sleep [47]. Interestingly, visualization of the influx of
cerebrospinal fluid into the cortex indicates that clean-up of
the interstitial space in the brain is enhanced under keta-
mine/xylazine anesthesia and declined when awakened
from sleep [48]. In the two-photon experiments, however,
there is still almost no direct information on the cortex
during ‘natural’ sleep. To gain precise understanding of
spatio-temporal dynamics of the cortex during natural sleep,
we designed and constructed the two-photon imaging sys-
tem for naturally sleeping animals, which allow to visualize
physiology and morphology of cortical cells during wake-
fulness, SWS, and REM sleep (Fig. 1). Fluorescence
imaging of the sleeping brain makes it possible to directly
answer open questions in neurophysiology of sleep (e.g.,
how do synchronized neural activity during SWS travel
within a microscopic field, what type of cortical neurons are
activated or inactivated during sleep, does astrocytic
activity respond to sleep, and is the motility of microglial
fine processes influenced by sleep?).
Fig. 1 The two-photon imaging
of sleeping mice. a Schematic
of a two-photon microscopy
apparatus for naturally waking/
sleeping mice. This
experimental apparatus is based
on the rig proposed by David
Tank’s laboratory [118]. Mice
can fall asleep spontaneously
even under the head-restrained
condition owing to a floating
trackball. For detection of sleep
state, EEG/EMG signals are
recorded simultaneously with
two-photon imaging. b Two-
photon image of GCaMP-
expressing neurons (green) in
the layer 2/3 of primary motor
cortex
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Section 2: Novel classification of rat thalamic
neurons on the basis of single-cell labeling studies
The thalamus not only acts as a relay between subcortical
areas and the cerebral cortex but also appears to play an
important role in regulating attention and arousal [15]. On
the basis of the functions and input–output organizations,
the thalamic nuclei have been traditionally divided into
three groups, ‘‘specific nuclei’’, ‘‘association nuclei’’, and
‘‘nonspecific nuclei’’ [49]. Specific nuclei receive specific
signals from subcortical regions and relay the information
topographically to specific regions of the cerebral cortex.
Association nuclei receive a few afferents from subcortical
regions, but form a strong reciprocal connection with
specific regions of the cerebral cortex, especially associa-
tion areas. Nonspecific nuclei, consisting of the intralami-
nar and midline thalamic nuclei, project to wide regions of
the cerebral cortex rather than to restricted areas as the
specific and association nuclei do, and are thought to
function in regulating the excitability of wide regions of the
cerebral cortex, and in the arousal system.
Recently, a novel classification of thalamic neurons has
been proposed: core-type neurons and matrix-type neurons
[50, 51]. The core and matrix classification of the thalamic
neurons was originally proposed mainly in the sensory
thalamus of primate and carnivore. Core-type neurons are
found principally in primary sensory thalamic nuclei,
express parvalbumin, and send axon fibers to middle layers
(mainly layer 4) of restricted cortical fields. In contrast,
matrix-type neurons are distributed throughout the thala-
mic nuclei, and produce calbindin D28 k and project
preferentially to the superficial layer of the widespread
cortical areas. The most different point of the novel ‘‘core-
matrix classification’’ from the ‘‘specific–nonspecific clas-
sification’’ is that diffusely projecting thalamic neurons
(matrix-type neurons) are not restricted only in the
intralaminar and midline thalamic nuclei (nonspecific
nuclei), but distributed throughout the thalamus. In rodent
brain, however, because no thalamic relay neurons produce
parvalbumin, it is difficult to differentiate thalamic neurons
only by their chemical or molecular characteristics.
Instead, the morphological analysis of cortical axonal
arborizations helped us classify the thalamic neurons to
core- and matrix-type neurons.
By a single neuron labeling method with Sindbis viral
vectors, Kaneko and colleagues analyzed axonal arboriza-
tion of the rat thalamic neurons in the ventral anterior–
ventral lateral nuclei (VA–VL), ventromedial nucleus
(VM) [52, 53], posterior medial nucleus [54], and lateral
posterior nucleus [55]. The present review focuses on the
motor thalamic nuclei, the VA–VL and VM, and tried to
apply the core and matrix classification to the results. The
motor thalamic nuclei are known to receive inputs from the
basal ganglia and cerebellum. The inhibitory afferents from
the output nuclei of the basal ganglia principally enter the
VM and inhibitory afferent-dominant zone (IZ) of the VA–
VL [52, 56], the latter being located in the rostroventral
portion of the VA–VL. On the other hand, the caudodorsal
portion of the VA–VL receives glutamatergic excitatory
afferents mainly from the deep cerebellar nuclei [56, 57],
and has been named excitatory subcortical afferent-domi-
nant zone (EZ). Interestingly, in the cerebral cortex, the
largest difference in axonal arborizations between VM/IZ
neurons (recipients of the basal ganglia input) and EZ
neurons (recipient of cerebellar input) was found in their
laminar preference. All five of the EZ neurons recon-
structed in the single neuron labeling study projected more
than 85 % of axon fibers to cortical layers 2–5 like core-
type neurons, however, axonal arborizations of single EZ
neurons were not restricted in single cortical areas [52].
Thus, there might be at least two subtypes in the core-type
neurons: focal-core-type neurons, projecting to the cortex
in an area-specific manner; and diffuse-core-type neurons,
projecting to multiple areas.
In contrast, VM and IZ neurons sent their axon fibers
predominantly to the superficial layer of widespread cor-
tical areas [52, 53], indicating that these neurons are clas-
sified into the matrix-type. Thus, as Jones suggested,
diffusely projecting thalamic neurons (matrix-type neu-
rons) were not restricted in the intralaminar and midline
thalamic nuclei (nonspecific nuclei). Further, it should be
noted that the axonal arborizations of matrix-type neurons
(IZ and VM neurons) showed a widespread distribution
even at a single-neuron level, as compared with those of
core-type neurons (EZ neurons). These results suggest that
even when a small number of matrix-type neurons are
activated, many pyramidal neurons in widespread cortical
areas would be activated through the apical dendrites, and
may thus be associated with general arousal or attentional
mechanisms.
Section 3: Neural mechanisms for inducing
fluctuations of autonomic nervous system
during REM sleep
REM sleep (or PS) is characterized by EEG desynchro-
nization and muscular atonia. In addition to these tonic
events, several phasic events occur during REM sleep,
including ponto-geniculo-occipital (PGO) waves, REMs,
or fluctuations of the autonomic nervous system, which are
expressed as abrupt changes of respiration, heart rate, or
blood pressure, etc. PGO waves originate from the pons,
conducted to lateral geniculate nucleus, then to occipital
(visual) cortex, resulting in activation of the visual system
during REM sleep. Since PGO waves occur in close rela-
tion with REMs, these events are considered to be involved
4 J Physiol Sci (2016) 66:1–13
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in forming visual images of dreaming [58, 59]. Comparing
to PGO waves and REMs whose function and mechanisms
have been investigated by many researchers [58–61],
fluctuations of the autonomic nervous system during REM
sleep have been paid less attention, although it is highly
probable that the changes of autonomic nervous system
during REM sleep reflect emotional changes during REM
sleep or dreaming.
Emotional changes during waking are mediated by the
amygdala, which is known to be a center of emotion and is
involved in expression of emotion such as fear or aggres-
sion, and in forming emotional memory. During REM
sleep, without external stimuli that cause emotional chan-
ges, some endogenous factors induce similar changes to
those caused by the external stimuli during waking. Brain
imaging studies in human and neural recording studies in
animals have revealed that the amygdala becomes active
during REM sleep [59, 62, 63]. So, the amygdala would
have a role in emotional changes during REM sleep.
Generation of REM sleep is regulated by the cholinergic
and glutamatergic neurons in the mesopontine tegmental
area including laterodorsal/pedunculopontine tegmental
nuclei (LDT/PPT) and the areas ventral to the LDT (named
differently among researchers, such as nucleus pontis ora-
lis; nRPo, peri-locus coeruleus a; periLCa, locus sub-
coeruleus; SLC or sublaterodorsal tegmental nucleus;
subLDT) [19, 64]. A population of neurons in these areas
exhibits specific firing during REM sleep, which are silent
during waking, start to increase firing before the state shift
from SWS to REM sleep, become maximally active during
REM sleep (REM-on or PS-on neurons). Another popula-
tion of neurons becomes active both during waking
(W) and REM sleep (W/REM or W/PS active neurons)
[65–67]. These neurons, by ascending projection to the
thalamus, hypothalamus, basal forebrain, or directly to the
cerebral cortex, activate cortical neurons to induce desyn-
chronization of EEG, and by descending to the medulla,
suppress muscular tonus, or induce muscular atonia during
REM sleep [68]. In addition to these tonic firing neurons,
there are still a variety of neurons in the LDT/PPT-subLDT
area that discharge in a phasic manner during REM sleep.
Some of these exhibit phasic firing synchronous with REM
or PGO wave and are considered to be involved in the
generation of these phasic events [69–71], while there are
still many phasic firing neurons whose functions remain to
be known.
Blood pressure fluctuation during REM sleep is a
remarkable sign during REM sleep mediated by the auto-
nomic nervous system [72]. To elucidate the mechanisms
for regulating blood pressure during REM sleep, we
focused on the amygdala and the cholinergic neurons in the
LDT, crucial components for the generation of emotion and
REM sleep. Single neuronal activity in the amygdala and
LDT in relation with blood pressure fluctuation during
REM sleep was investigated in unanesthetized, head-re-
strained rats.
Of 108 neurons recorded from the amygdala during
sleep–waking cycles, 53 (about 50 %) displayed higher
firing during REM sleep. Among them, 36 were most
active during REM sleep (PS), and were called PS-active
neurons, 12 became active during SWS and REM sleep
(SWS/PS active neurons), and five were active during
waking and REM sleep (W/PS active neurons). In contrast
to PS-on neurons in the brainstem REM sleep-generating
center, an increase in firing in these neurons during REM
sleep started after the onset of REM sleep and the firing did
not continue throughout the REM sleep period but
appeared at some limited periods of REM sleep in phasic
manner. A neuron in Fig. 2 exhibits phasic firing during
REM sleep, which is preceding about 1 s to the increase in
blood pressure. Of 50 neurons examined, 11 (22 %)
showed firing correlated with and preceding blood pressure
fluctuation during REM sleep, while another seven (14 %)
showed correlation but the firing increase delayed to blood
pressure changes.
Similar properties of neurons were obtained from the
LDT. The cholinergic neurons in the LDT were discrimi-
nated form other types of neurons by the shape of action
potentials (spikes) with longer duration of positive com-
ponents and smaller amplitude, and longer duration of
negative components [73]. Seven of 17 (41 %) LDT neu-
rons discharged in close correlation with and preceding
blood pressure fluctuation during REM sleep. Among
them, six neurons were judged to be cholinergic from the
spike shape. These results indicate that the amygdala and
the cholinergic neurons in the LDT have a crucial role in
driving blood pressure fluctuation during REM sleep.
The question that remains is: How is the blood pressure
fluctuation during REM sleep regulated by these struc-
tures? It is required to clarify whether the emotional system
is activated by the REM sleep-generating system or the
REM sleep-generating system is driven by the emotional
system during REM sleep. Preceding works have shown
that after the brain transection at the mid-pontine level in
cats, muscular atonia and REM, basic signs of REM sleep
appear periodically, but blood pressure fluctuation disap-
peared, indicating that blood pressure fluctuation during
REM sleep is driven by the forebrain structures rostral to
the transection [74, 75]. Neuroanatomical studies have
revealed that the LDT send ascending projections to vari-
ous forebrain structures including amygdala [76]. These
studies lead us to hypothesize that the ascending cholin-
ergic neurons in the LDT activate amygdala neurons,
which drive blood pressure fluctuation during REM sleep.
It is still probable that the descending drive from the
amygdala (which causes blood pressure increase
J Physiol Sci (2016) 66:1–13 5
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responding to emotional events during waking) would also
activate LDT during REM sleep. Further studies are
required to elucidate the exact relations between the
emotion system and the REM sleep-generating system
during REM sleep.
Section 4: Whole-brain imaging to identify sleep-
controlling circuits
The sleep–wake cycle is an organism-level biological
phenomenon. The states are behaviorally and electro-
physiologically defined, and its regulatory mechanism
apparently implemented in the cellular circuit layer.
However, experimental approach to such organism-level
functions are still challenging due to the complexity of
multi-cellular organisms. Systemic identification of cellular
components and their connections are still needed to fully
understand the features of sleep-controlling neural circuits.
From such a viewpoint, recent technologies of three-di-
mensional (3D) imaging with tissue-clearing methods are
providing a novel approach of identifying the sleep circuit.
Now, researchers have been able to observe 3D cellular-to-
subcellular structures of cleared tissues with two-photon or
even single-photon microscopies [77–79] and a widefield
fluorescence microscopy [80]. In addition, combination of
efficient clearing methods with a light-sheet microscopy
enables high-throughput imaging at the whole-brain scale
[81–83]. These studies performed 3D imaging experiments
related to circuit mapping such as axon tracing, 3D-im-
munohistochemical analysis, and rabies virus-based
synaptic tracing [78–80, 84–89].
One of the author’s groups also developed a high-
throughput 3D imaging and analysis pipeline termed clear,
unobstructed brain/body imaging cocktails and computa-
tional analysis (CUBIC) [90, 91]. CUBIC aims to provide a
comprehensive cell detection and analysis throughout a
whole brain or even a whole body. This purpose was
achieved by three steps of CUBIC: (1) an efficient and
reproducible tissue clearing, (2) a high-throughput whole-
organ or whole-body imaging of the cleared tissue with a
light-sheet microscopy, and (3) computational analyses of
the acquired 3D images to extract biological information.
Clearing reagents of CUBIC were developed based on a
hydrophilic reagent Sca/e [77], and contain aminoalcohols
instead of glycerol in the original recipe. The CUBIC
clearing reagents can clear tissues efficiently and repro-
ducibly by its ability of not only lipid removal and
refractive index adjustment but also an active heme
removal. Such efficient clearing ability as well as preser-
vation of fluorescent protein signals enable 3D fluorescent
imaging of whole organs or even a whole body by using
light-sheet microscopy. Many applications of CUBIC in
cell and cellular circuit studies were demonstrated. For
example, 3D immunohistochemical analysis of the
hypothalamic regions identified neurons with specific
neuropeptides in the suprachiasmatic nucleus. Extractions
of anatomical structures and their quantitative comparison
in a pathological state were also performed. In a more
complicated case, 3D images of whole-brain neural activ-
ities with or without light stimuli were collected by using
Arc-dVenus transgenic animals [92]. These images were
aligned to a ‘standard brain’ and then subtraction of these
neural activity signals was calculated to directly compare
two brains in the two experimental conditions. The infor-
matics analysis clearly depicted the brain regions respon-
sible for the light stimuli. Thus, CUBIC, together with
other tissue clearing and imaging methods, have the
potential to facilitate our understandings about sleep cir-
cuits in the brain.
Section 5: Regulation of sleep homeostasis
and energy metabolism focusing on PPAR
and ketone body
Multiple studies have demonstrated an association between
sleep and energy metabolism. Numerous epidemiologic
studies have provided evidence that short-duration or poor-
quality sleep induces appetite dysregulation, increases
Fig. 2 Single-unit recording
from neurons in the amygdala
during REM sleep. PS-active
neurons recorded from the
amygdala, which shows phasic
firing preceding blood pressure
(BP) increase (a vertical dashed
line) during REM sleep
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body mass index (BMI), and decreases glucose tolerance
and insulin sensitivity, which increases the risk of type 2
diabetes [93–96]. However, the mechanisms of the rela-
tionship between sleep restriction and metabolic disorders
have remained elusive. We recently demonstrated that
peroxisome proliferator-activated receptors (PPARs) and
ketone bodies (acetoacetate, AcAc and b-hydroxybutyrate,
BHB), both of which are important for energy metabolism,
also participate in sleep regulation.
PPARs are transcription factors and are members of the
steroid hormone nuclear receptor superfamily. PPARs
include three known isotypes, PPARa, PPARb/d, and
PPARc; these isotypes have many shared biological effects
including effects on lipid and glucose metabolism [97–99].
The expression of PPARa is known to be directly con-
trolled by the Clock gene [100, 101]. It was reported that
mice treated with bezafibrate, an anti-hyperlipidemic
PPAR ligand, showed phase-advanced circadian locomotor
activity [102]. We therefore examined whether PPARs are
involved in sleep regulation in the following experiments.
In mice provided bezafibrate-supplemented food for
2 weeks, the acrophase of wakefulness and NREM sleep
rhythm was advanced by approximately 3 h in comparison
with controls [103]. In bezafibrate-treated mice, slow-wave
activity (SWA, power density of EEG delta band between
0.5 and 4.0 Hz) during NREM sleep, an indicator of sleep
depth, was greater than that in controls over 24 h [103].
These bezafibrate-treated mice showed no significant
rebound in SWA for NREM sleep after sleep deprivation
[103]. Increased SWA during NREM sleep was also
observed in mice with intracerebroventricular (ICV)
injection of bezafibrate (unpublished data), suggesting that
the enhancement of SWA observed in our study was due to
central rather than peripheral effects. These results suggest
that central PPARs action plays an important role in the
regulation of circadian rhythms and sleep homeostasis.
In that study, bezafibrate treatment significantly affected
plasma levels of ketone bodies. Ketone bodies are gener-
ated from the breakdown of fatty acids and become major
fuels in most tissues under conditions of reduced glucose
availability, such as starvation or consumption of a high-fat
diet [104, 105]. We have found that mice treated with
bezafibrate showed increased AcAc and decreased BHB in
plasma, accompanied by increased SWA in NREM sleep
[103]. In addition, mice treated with bezafibrate showed
increased expression of genes encoding ketogenic enzymes
such as 3-hydroxy-3-methylglutarate-CoA synthase 2
(Hmgcs2) and carnitine palmitoyltransferase 1a (Cpt1a) in
the liver. PPARa activation leads to stimulation of keto-
genesis, and both Hmgcs2 and Cpt1a are downstream
genes of PPARa [104, 106]. However, it was not clear
whether ketone body metabolism itself in the brain was
responsible for the changes in sleep homeostasis. In order
to address this issue, we next investigated the role of
ketone bodies in the regulation of sleep homeostasis.
We found that sleep deprivation for 6 h induced a
marked increase in plasma AcAc and BHB accompanied
by enhanced SWA during subsequent NREM sleep [107].
In addition, sleep deprivation increased the expression of
ketogenic genes (PPARa and Hmgcs2) and decreased
ketolytic enzyme gene expression (succinyl-CoA-3-oxoa-
cid CoA transferase, Scot, and acetoacetyl-CoA synthetase,
Aacs) in the hypothalamus and cortex. In contrast, sleep
deprivation did not affect the expression of these genes in
the liver. A recent study reported that astrocytes in the
brain can produce ketone bodies [108, 109], although the
liver is known to be the major organ that supplies the brain
with ketone bodies [110]. Our results suggest that sleep
deprivation may activate ketogenesis mainly in the brain,
rather than in the liver.
In addition, direct injection of AcAc into the lateral
ventricle decreased the amount of REM sleep and
increased SWA during NREM sleep, while BHB injection
did not affect it [107]. Circulating AcAc can suppress the
activity of vesicular glutamate transporters (VGLUTs)
leading to decreased glutamate release and consequent
suppression of excitatory neurotransmission [111]. Cortical
projections of the glutamatergic system are known to be
important for cortical activation and wakefulness [112].
We used in vivo microdialysis to investigate whether icv
injection of AcAc would suppress glutamate release, and
confirmed that ICV injection of AcAc did decrease gluta-
mate release in the lateral ventricle, while injection of
vehicle or BHB did not affect glutamate release [107].
These results suggest that AcAc would be more important
for regulation of sleep homeostasis than BHB.
At the present time, we can not determine the origin of
the change in peripheral plasma ketone bodies because of
technical limitations in the measurement of ketone bodies
in mouse brains. We are now planning to investigate the
effects of central inhibition of ketogenesis on regulation
of sleep homeostasis in a future study. In conclusion,
sleep deprivation increased ketone bodies and ketogene-
sis-related genes accompanied by enhanced SWA during
subsequent NREM sleep. ICV injection of ketone body
(acetoacetate) enhanced SWA and suppressed glutamate
release. These results suggest that sleep loss activates
brain lipid metabolism and increases ketone body (AcAc),
which results in suppression of neuronal activity, leading
to deeper sleep. Our results provide additional evidence
for an interaction of energy metabolism and sleep/wake
regulation, and indicate that alteration of metabolic
function affects sleep quality. In this regard, the devel-
opment of a detailed nutritional approach to the treatment
of sleep disorders may contribute to a novel therapeutic
strategy.
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Section 6: A forward genetic approach to identifying
novel genes regulating sleep/wakefulness behavior
Advances in optogenetic and pharmacogenetic research
enable us to directly examine whether the specific neural
circuitry can regulate sleep/wakefulness states. However,
an acute effect on sleep/wakefulness behavior induced by
optogenetic and pharmacogenetic manipulation does not
necessarily mean that the neural circuitry is responsible for
the physiological sleep/wakefulness. Furthermore, pro-
longed manipulation to suppress NREM sleep or REM
sleep eventually becomes less effective because there is a
homeostatic drive to restore deprived NREM sleep or REM
sleep. The homeostatic regulation of sleep/wakefulness and
the molecular entity of ‘‘sleep need’’ remain unknown.
Genetic components shape sleep/wakefulness.
Monozygotic twin pairs show higher similarity in spectrum
profiles of EEG during NREM sleep compared with dizy-
gotic twin pairs [113]. Each inbred mouse strain has
specific sleep characteristics such as amount of waking
time, NREM sleep duration [114], and the distribution of
EEG spectral peak frequency [115]. Along these lines,
there have been many studies examining sleep/wakefulness
of gene-modified mice, which is called a reverse genetic
approach [116]. Except for the serendipitous discovery of
narcoleptic phenotypes of orexin-deficient mice [12], most
studies of gene-modified mice turned out to confirm the
results that had been predicted from pharmacological
studies because many of these genes are selected based on
their pharmacological effects on sleep. The normal wake
duration of histidine decarboxylase-deficient mice, which
lack histamine, a wake-promoting neurotransmitter,
enhanced our awareness of a possible masking of sleep
phenotype by tight homeostatic feedback [117]. Another
substantial drawback of research using gene-modified
mice, most of which is gene-deficient type modification, is
that homozygous mutants are lethal or unhealthy and
therefore cannot be examined or are not suitable for sleep
analysis.
In contrast, forward genetic research is free from any
assumptions and can begin from a clear sleep abnormality
to find a gene or gene mutation responsible for sleep/
wakefulness. The dominant screening method is based on
dominant phenotypes, which appear in heterozygous
mutants. The biggest drawback of forward genetic research
in mammals is that it requires vast amounts of labor, time,
and money. Because we employed EEG/EMG-based sleep/
wakefulness staging, we need to develop a team composed
of well-trained surgeons for implanting EEG/EMG elec-
trodes, and we also require a streamlined system of EEG/
EMG recording and staging.
Let us briefly consider the number of mutagenized mice
we have to examine. The expected number (E1) of
mutagenized mice showing sleep abnormality is propor-
tional to the number of mice screened (N).
E1 ¼ N  P1
where P1 is the probability of mutagenized mice having a
sleep phenotype. For qualitative data such as total wake
time, we select mice showing sleep/wakefulness parame-
ters that deviate from an average value by three times the
standard deviation. When a parameter follows a normal
distribution, the probability of deviation beyond three
standard deviations is 0.0028. Thus, P1 should be higher
than this value.
Because the majority of screened mice show sleep
abnormalities by chance or due to the summation of weak
effects derived from multiple gene mutations, most of their
offspring do not show sleep abnormality similar to their
father. The expected number of mouse pedigrees showing
sleep abnormality (E2) is given by
E2 ¼ E1 P2
where P2 is the probability of heritable sleep abnormality
recognized in the offspring of a founder mouse.
We usually examine whether sleep abnormality is
heritable using 15–20 male mice of N2; then, if the
pedigree passes the heritability test, we obtain a total of
60–100 N2 male mice for linkage analysis. Linkage
analysis gives us a LOD score, which indicates the like-
lihood of genetic loci linked to a certain phenotype.
Importantly, the LOD score depends on the extent of the
phenotype. As shown in Fig. 3, I performed simulations
examining the relationships among LOD score, daily total
wake time, and the number of N2 mice, showing that the
LOD score is dependent on daily wake time and on the
number of N2 mice. Higher LOD scores mean a stronger
sleep phenotype if the number of N2 mice is constant.
Another simulation also showed that the pedigree having
a LOD score\ 7–10, when based on the analysis of 80
N2 mice, is not suitable for further investigation because
the sleep phenotype is so weak that it is difficult to obtain
statistically significant differences when compared with
wild-type littermates. However, it is well worth examin-
ing the homozygous mutants because homozygous
mutants may have stronger and more robust sleep
abnormality than heterozygous mutants. The expected
number of mouse pedigrees showing high LOD score is
given by
E3 ¼ E2 P3
where P3 is the probability of N2 mice of heritable sleep-
abnormal pedigrees showing a sufficiently high LOD score.
The number (Y) of mutagenized mice necessary to
establish at least one pedigree showing a high LOD score
with the probability X is given by
8 J Physiol Sci (2016) 66:1–13
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Y ¼ logð1 XÞ
logð1 P1 P2 P3Þ
If we assume the values as follows: P1 = 0.005,
P2 = 0.25, P3 = 0.3, approximately 3000 mutagenized
mice are necessary to obtain at least one pedigree showing
robust sleep abnormality with the probability of 0.7. Thus,
the number of animals is highly important in a forward
genetics project.
We have set up an EEG/EMG recording system that can
obtain EEG and EMG signals simultaneously from up to 80
mice. A team of well-trained research staff and students
has been working on EEG/EMG electrode surgery,
recording, and staging of sleep/wakefulness of up to 80
mutagenized mice per week (Fig. 4). Through this effort,
we have established several pedigrees showing sleep
abnormalities, including Sleepy and Dreamless mutant
pedigrees. Sleepy mutant mice are characterized by shorter
daily wake time, while Dreamless mutant mice show
reduced time spent in REM sleep and short REM sleep
episode duration. We are now working on to elucidate how
the Sleepy and Dreamless genes regulate sleep and are
continuing the screening of mutagenized animals to
establish another sleep abnormal pedigree and identify
another sleep regulatory gene.
Conclusions
In this review we have presented six differently focused
pictures of what is going on in the current biology of
sleep. Two-photon imaging in the sleeping brain is a
promising method for discovering novel phenomena in the
cortex during sleep. Single-cell tracing with Sindbis viral
vectors discloses the exact axonal arborizations of thala-
mic neurons. Single-unit recording during sleep shows that
the amygdala and the LDT are involved in the fluctuating
blood pressure during REM sleep. Fast-evolving tissue-
clearing technologies are promoting a systematic analysis
of the brain without missing out on any details. The
studies focusing on energy metabolism indicate a close
connection between sleep homeostasis and ketogenesis via
PPARa. The large-scale forward genetics in mice has
already identified several novel genes involved in the
regulation of sleep and wakefulness. Needless to empha-
size, sleep is a global state in a living animal. The
approaches shown in this review provide fruitful infor-
mation on each aspect of sleep, but are still in the process
to achieve a systematic understanding of sleep. Further
exploring sleep requires seeing everything about sleep
form so many sides. Thus, the progress of sleep biology is
expected to be accelerated by development of method-
ologies, further multidisciplinary studies, and a theoretical
integration of the experimental evidence on sleep. Finally,
we hope that many inspired by this review will join in this
quest to find out the truth about this mysterious research
field.
Fig. 3 LOD score depends on the strength of the sleep phenotype.
Simulation of the LOD score when the average wake time of the
mutant group (half of all N2 mice examined) of the pedigree varies
using statistical software R. Blue and magenta circles indicate the
simulated LOD score and daily wake time using 60 and 80 N2 mice,
respectively. Half of the N2 mice have the wild-type allele, and their
daily wake time is set as 740 min
Fig. 4 EEG/EMG-based screening of mutagenized mice. (Left) It
takes 20–40 min to implant an EEG/EMG electrode in a mouse under
isoflurane anesthesia. (Middle) After full recovery from the surgery,
the mouse is tethered with a thin and flexible cable to transmit
EEG/EMG signals. The tethered mouse can move freely in a cage.
(Right) Each epoch of the recorded EEG/EMG is visually scored
using a staging-assist software
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