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JOREK 3D non-linear MHD simulations of a D2 Massive Gas Injection (MGI) triggered disruption
in JET are presented and compared in detail to experimental data. The MGI creates an overdensity
that rapidly expands in the direction parallel to the magnetic field. It also causes the growth of
magnetic islands (m=n ¼ 2=1 and 3/2 mainly) and seeds the 1/1 internal kink mode. O-points of
all island chains (including 1/1) are located in front of the MGI, consistently with experimental
observations. A burst of MHD activity and a peak in plasma current take place at the same time
as in the experiment. However, the magnitude of these two effects is much smaller than in the
experiment. The simulated radiation is also much below the experimental level. As a consequence,
the thermal quench is not fully reproduced. Directions for progress are identified. Radiation from
impurities is a good candidate.VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4922846]
I. INTRODUCTION
A tokamak disruption1–3 is a violent loss of plasma con-
finement due to the development of a global instability. It
comprises two consecutive phases: the Thermal Quench
(TQ) when the thermal energy is lost and the Current
Quench (CQ) when the plasma current is lost due to the very
large resistivity of the cold post-TQ plasma. Typical dura-
tions of these phases in present tokamaks are on the order of
a millisecond and a few tens of milliseconds, respectively.
Disruptions have three types of potentially deleterious
effects: heat loads on the Plasma Facing Components (PFC),
the formation of Runaway Electron (RE) beams (which can
cause extremely intense heat loads when they hit the PFC),
and electromagnetic forces on the tokamak structure. All
these effects increase with machine size. Disruptions already
pose problems in present large tokamaks and have led to the
routine use of Disruption Mitigation Systems (DMS) for
example on JET and ASDEX Upgrade. In ITER, a DMS will
be mandatory. Its design is currently underway and recent
overviews on this topic are given in Refs. 4 and 5.
Massive Gas Injection (MGI) is one of the main con-
cepts under consideration for the ITER DMS. MGI aims at
spreading heat loads by radiating most of the plasma stored
energy, preventing the generation of REs by increasing the
electron density and controlling the CQ duration (in order to
limit mechanical loads) by controlling the impurity content
and thus the temperature and resistivity of the CQ plasma. A
large body of experimental work on MGI exists, including
experiments on JET,6–9 ASDEX Upgrade,10 Tore Supra,11
DIII-D,12 TEXTOR,13 Alcator C-MOD,14 and other devices.
Results have shown the capability of MGI to fulfill part of
the objectives of the ITER DMS, but not yet all of them. For
example, the radiation efficiency of MGI should be higher
than 90% for the ITER baseline scenario,4 but this objective
has not been reached in JET experiments at high thermal
energy fraction Wth=Wtot.
7 In addition, radiation asymmetries
should be small in order not to melt the Beryllium first wall.
Another topic on which progress remains to be done is RE
suppression. For example, recent results on JET15 suggest
that MGI may prevent REs only if the gas reaches the plasma
before the formation of a runaway beam. This seems incon-
sistent with a strategy based on two successive material (gas
or pellets) injections, the first one to mitigate the thermal
loads and the second one to suppress REs, as is envisaged
for ITER.4 In addition to further experiments, modeling can
help overcome these obstacles and provide important input
for the design and future operation of the ITER DMS. Due to
the variety of timescales and phenomena involved, several
types of codes have been applied. For example, axisymmet-
ric 1.5D integrated modeling codes like DINA16 or
ASTRA17 allow simulating a full disruption in a moderate
computational time. However, 3D aspects and in particular
3D MHD activity are a central ingredient of disruption
physics which influences many of the effects of disruptions,
e.g., radiation asymmetries, heat load deposition patterns,
and the creation or losses of REs.18 3D non-linear MHD
a)For a complete listing of the JET contributors, refer to F. Romanelli et al.,
Proceedings of the 25th IAEA Fusion Energy Conference 2014, Saint
Petersburg, Russia.
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codes have been applied to disruption simulations for several
decades (see Refs. 19 and 1–3, and references therein) with
gradually increasing accuracy thanks to increasing computa-
tional resources. Recent work includes M3D simulations
which were mainly focused on the vertical displacement of
the plasma and the halo current20 and NIMROD simulations
of MGI-triggered disruptions.21–25
The present paper describes simulations of an MGI-
triggered disruption in JET with another 3D non-linear MHD
code, JOREK.26 So far, JOREK has been applied mainly to
edge localised mode modeling.27–30 Work on MGI-triggered
disruptions has been initiated by C. Reux et al. for Tore
Supra with a simplified MGI model.31,32 Recently, this model
has been applied to JET and has allowed simulating the
TQ.33 After this first step, the objective is to quantitatively
validate the model. For this purpose, the MGI model has
been improved in order to treat correctly the atomic physics
for deuterium (D2). D2 MGI is not considered as a good
option for disruption mitigation due to its low radiation effi-
ciency.14 Instead, noble gases like Ar or Ne, possibly mixed
with D2, are used in JET and ASDEX Upgrade for disruption
mitigation and considered for the ITER DMS. However, sim-
ulating a D2 MGI-triggered disruption constitutes a good in-
termediate step due to the relatively simple atomic physics,
before moving to simulations of heavier gases.
This paper is constructed as follows: Section II describes
the JOREK model adapted for MGI simulations; Section III
presents the experimental pulse chosen for the simulations;
Section IV details the simulation set-up; Section V presents
the simulation results and their comparison to the experi-
ment; and finally, Section VI summarizes and gives perspec-
tives for future work.
II. THE JOREK CODE ADAPTED FOR MGI
SIMULATIONS
JOREK is a non-linear MHD code in 3D toroidal geom-
etry including the X-point and the Scrape-Off Layer (SOL)
in the computational domain. We use here the so-called
“model 500” of JOREK, which is single-fluid large aspect ra-
tio reduced MHD with an equation for neutral density and
additional terms related to atomic physics in several
equations.
Eight physical variables (normalized as summarized in
Table I) are evolved in time: poloidal flux w, toroidal current
density j, poloidal flow potential u, toroidal vorticity x,
plasma mass density q, total (ion þ electron) pressure qT,
parallel velocity vk (in this paper, the adjectives “parallel”
and “perpendicular” refer to the direction of the unperturbed
magnetic field), and neutral mass density qn, according to
the following differential equations:
@w
@t
¼ g Tð ÞDw R u;w½   F0 @u
@/
; (1)
j ¼ Dw; (2)
R$  R2q$pol @u
@t
 
¼ 1
2
R2j$poluj2;R2q
h i
þ R4qx; u
 
þ w; j½   F0
R
@j
@/
þ qT;R2
 
þ Rl Tð Þr2x
þ$  qqnSion Tð Þ  q2arec Tð Þ
 
R2$polu
 	
; (3)
TABLE I. Normalization of quantities in JOREK. Variable names with subscript “SI” denote quantities in SI units, while variables without this subscript are
the ones used in JOREK. n0 and q0 are the initial central plasma particle and mass density. The vacuum magnetic permeability is denoted l0 and the
Boltzmann constant kB.
RSI ðmÞ ¼ R Major radius
ZSI ðmÞ ¼ Z Vertical coordinate
BSI ðTÞ ¼ B Magnetic field vector; see Eq. (9)
wSI ðT m2Þ ¼ w Poloidal magnetic flux
j/;SI ðA m2Þ ¼ j=ðRl0Þ Toroidal current density; j/;SI ¼ jSI  e^/
nSI ðm3Þ ¼ qn0 Particle density
qSI ðkg m3Þ ¼ qq0 Mass density¼ ion mass particle density
TSI ðKÞ ¼ T=ðkBl0n0Þ Temperature¼ electron þ ion temperature
pSI ðN m2Þ ¼ qT=l0 Plasma pressure
vSI ðm  s1Þ ¼ v= ffiffiffiffiffiffiffiffiffil0q0p Velocity vector; see Eq. (10)
vjj;SI ðm  s1Þ ¼ vjj  BSI= ffiffiffiffiffiffiffiffiffil0q0p Parallel velocity component, where BSI ¼ jBSIj
uSI ðm  s1Þ ¼ u= ffiffiffiffiffiffiffiffiffil0q0p Velocity stream function
x/;SI ðm1  s1Þ ¼ x= ffiffiffiffiffiffiffiffiffil0q0p Toroidal vorticity; see Eq. (4)
tSI ðsÞ ¼ t  ffiffiffiffiffiffiffiffiffil0q0p Time
cSI ðs1Þ ¼ c= ffiffiffiffiffiffiffiffiffil0q0p Growth rate; cSI ¼ lnðESIðt2Þ=ESIðt1ÞÞ=ð2DtSIÞ; Energy ESIðJÞ
gSI ðX mÞ ¼ g 
ffiffiffiffiffiffiffiffiffiffiffiffi
l0=q0
p
Resistivity
lSI ðkg m1  s1Þ ¼ l 
ffiffiffiffiffiffiffiffiffiffiffiffi
l0=q0
p
Dynamic viscosity
DSI ðm2  s1Þ ¼ D= ffiffiffiffiffiffiffiffiffil0q0p Particle diffusivity (jj or ?)
jSI ðm1  s1Þ ¼ j  n0= ffiffiffiffiffiffiffiffiffil0q0p Heat diffusivity (jj or ?), where vSI ðm2  s1Þ ¼ jSI=nSI
Sion;SI ðm3  s1Þ ¼ Srec=ð ffiffiffiffiffiffiffiffiffil0q0p n0Þ Ionisation rate coefficient
arec;SI ðm3  s1Þ ¼ arec=ð ffiffiffiffiffiffiffiffiffil0q0p n0Þ Recombination rate coefficient
Eion;SIðJÞ ¼ nion= 23 l0n0Þ

Ionisation energy
Llines=brem;SIðW m3Þ ¼ Llines=brem= 23 l0
ffiffiffiffiffiffiffiffiffi
l0q0
p
n20Þ

Radiation rate coefficients (lines or bremsstrahlung)
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x ¼ r2polu ¼
1
R
d
dR
R
du
dR
 
þ d
2u
dZ2
; (4)
@q
@t
¼  $  qvð Þ þ $  D?$?qþ Dk$kq
 
þ qqnSion Tð Þ  q2arec Tð Þ; (5)
@ qTð Þ
@t
¼  v  $ qTð Þ  cqT$  vþ $  j?$?T þ jk$kT
 
þ 2
3R2
gSpitzer Tð Þj2  nionqqnSion Tð Þ
 qqnLlines Tð Þ  q2Lbrem Tð Þ; (6)
qB2
@vk
@t
¼ q F0
2R2
@ B2v2k
 	
@/
 q
2R
B2v2k;w
h i
 F0
R2
@ qTð Þ
@/
þ 1
R
w; qT½  þ B2lk Tð Þr2polvk
þ q2arec Tð Þ  qqnSion Tð Þ
 
B2vk; (7)
@qn
@t
¼ $  Dn : $qnð Þ  qqnSion Tð Þ þ q2arec Tð Þ þ Sn; (8)
where ðR; Z;/Þ is a direct toroidal coordinate system, $pol
denotes the del-operator in the poloidal plane, the Poisson
brackets are defined as ½f ; g ¼ @f@R @g@Z  @f@Z @g@R, and the parallel
gradient as $k ¼ bðb  rÞ, where b ¼ B=jBj.
The magnetic field is defined as
B ¼ F0$/þ $w $/; (9)
with the diamagnetic function F0 considered constant.
The velocity vector is defined as
v ¼ vEB þ vkB ¼ R2$/ $u þ vkB: (10)
Sion and arec designate, respectively, the ionization and
recombination rate coefficients for deuterium, parameterized
according to Refs. 34 and 35 as
Sion Teð Þ ¼ hrionvi ¼ 0:2917 1013 13:6
Te
 0:39
 1
0:232þ 13:6
Te
exp  13:6
Te
 
; (11)
arec Teð Þ ¼ hrrecvi ¼ 0:7 1019 13:6
Te
 1
2
; (12)
where Sion and arec are in m3=s and Te is in eV. In the code,
we assume that Te ¼ T=2, so that Ti¼Te.
nion is the normalized ionization energy of a D atom,
which is considered to be 13.6 eV. In the present work, we
neglect the bond-dissociation energy of D2 molecules.
Assuming that this energy is the same as for H2 molecules,
i.e., about 5 eV, this seems reasonable in the sense that it is
smaller than the ionisation energy of two D atoms by a factor
of about 5.
Llines and Lbrem designate the line and bremsstrahlung
radiation rate coefficients. A fit of ADAS data36 is used for
line radiation and bremsstrahlung is parameterized according
to Ref. 37. It is interesting to compare the energy sink rates
related to atomic physics which appear in the energy equa-
tion (Eq. (6)), i.e., nionSion, Llines and Lbrem. This is done in
Figure 1. For Te > 10 eV, ionization slightly dominates line
radiation, while below 10 eV, line radiation is dominant. The
bremsstrahlung rate coefficient is roughly 5 orders of magni-
tude smaller than the other two rates, but, of course, it should
not be compared directly since in Eq. (6) it is multiplied
by q2 whereas the other rates are multiplied by qqn. The
relative influence of these terms will be discussed in details
in section VC.
The resistivity g which appears in the induction equation
(Eq. (1)) is typically increased in JOREK simulations com-
pared to the Spitzer value in order to thicken the current
sheets which otherwise would be too thin to be resolved
(for the same purpose, a hyper-resistivity term, not shown in
Eq. (1), may be used). However, in the energy equation
(Eq. (6)), the Joule heating term gSpitzerj
2 uses the Spitzer
resistivity in order not to alter the energy balance.
Sn is a volumetric neutral source term used to simulate
the influx of gas from the MGI. Its parametrization will be
described in detail in Sec. IV.
One limit of the model is the purely diffusive treatment
of neutral transport, which does not stem directly from first
principles. This point must be kept in mind in the interpreta-
tion of the results presented in Sec. V.
III. DESCRIPTION OF THE EXPERIMENT
We simulate JET pulse 86887. This is an Ohmic D
plasma pulse with Bt¼ 2 T, Ip¼ 2 MA, q95 ¼ 2:9 in which a
disruption was MGI-triggered on a “healthy” plasma by acti-
vating the Disruption Mitigation Valve number 2 (DMV2),
pre-loaded with D2 at 5 bar (5 105 Pa), at t¼ 61.013 s. The
times given below are relative to this time. The volume of
the DMV2 reservoir is 103 m3, and its temperature is about
293K, so it initially contains about 1:2 1023 D2 molecules,
which represents roughly 10 times more D nuclei than ini-
tially present in the plasma. Electron density ne and
FIG. 1. Energy sink rates related to atomic physics which appear in Eq. (6):
nionSion, Llines, and Lbrem.
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temperature Te profiles measured by High Resolution
Thomson Scattering (HRTS) just before the MGI, together
with fits of these profiles used as initial conditions in the
JOREK simulations, are shown in Figure 2. Central values
are ne ¼ 3 1019 m3 and Te ¼ 1:2 keV.
Figure 3 shows an overview of the disruption phase.
First effects of the MGI are visible from about 2ms in the
form of increases in the line integrated density, radiated
power Prad, and magnetic fluctuations, and decreases in Ip
and the central Soft-X Ray (SXR) signal. These effects inten-
sify in time, especially the drop in SXR, until at about 12ms;
the SXR signal quickly drops to zero and a burst of MHD
activity, a peak on Ip and, a few milliseconds later, a peak on
Prad are observed. It is interesting to note that most of the
drop of the central SXR signal occurs before the burst of
MHD activity and on a rather slow timescale (on the order of
10ms). The CQ ensues and lasts about 80ms. We note that
magnetic fluctuations and Prad remain at a substantial level
during the first 20ms of this CQ.
IV. SIMULATIONS SET-UP
A. Initialization
The JOREK simulations start by solving the Grad-
Shafranov equation, using input from the equilibrium recon-
structed by EFIT (Equilibrium FITting) at t¼ 60.9 s (i.e.,
about 100ms before the MGI). More precisely, the EFIT
poloidal flux w is used as a boundary condition in JOREK.
Concerning p0 and ff 0, the EFIT profiles are not directly used
since they do not take kinetic measurements into account.
Instead, HRTS ne and Te measurements (see Figure 2) are
used to compute the pressure profile, assuming Ti¼ Te.
Mapping this profile on the EFIT w and deriving with respect
to w provides p0. The ff 0 profile is then adjusted so that the
flux surface averaged toroidal current density profile
jmeanðwnÞ ¼ hj/=Ri=h1=Ri (where wn is the normalized EFIT
w, equal to 0 on the magnetic axis and 1 at the last closed
flux surface) remains close to the one provided by EFIT. For
this purpose, the relationship between p0; ff 0, and jmean pro-
vided by the flux surface averaged Grad-Shafranov equation
is used.
After solving the Grad-Shafranov equation, JOREK con-
structs a flux surface aligned grid in the poloidal plane which
is shown in Figure 4. Typically, about 100 points in the
radial direction and 200 in the poloidal direction are used.
2D Bezier finite elements are used for the poloidal plane.38
Concerning the toroidal discretization, JOREK uses Fourier
harmonics. The simulations presented here include all
harmonics from n¼ 0 to n¼ 5 (from n¼ 0 to n¼ 10 for the
simulation with q0 ¼ 0:94).
Starting from the Grad-Shafranov solution, time evolu-
tion begins. Before turning on the MGI, the plasma is let
to evolve for about 1000 sA in order for SOL flows to es-
tablish, i.e., for the Bohm boundary conditions imposed at
FIG. 2. Experimental Te and ne profiles from high resolution Thomson scattering (dashed lines) and fits of these profiles used as initial conditions in the
JOREK simulations (plain lines).
FIG. 3. Experimental time traces, from top to bottom: plasma current Ip,
magnetic fluctuations from Mirnov coil H302, radiated power from bolome-
try, line integrated density from interferometry (valid until about 10ms), and
soft X-rays signal from a central chord. The time origin corresponds to the
DMV2 trigger.
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the target plates to propagate and for flow equilibrium to be
reached.
It should be mentioned that the initial toroidal rotation
profile is set to 0 in these simulations. The rotation is prob-
ably small in this Ohmic scenario, but no measurements are
available.
B. Massive gas injection
Then, the MGI is triggered by turning on the volumetric
source term Sn appearing in Eq. (8). The following expres-
sion is used:
Sn ¼ dMn
dt
tð Þ  f R; Z;/ð ÞÐ
f dV
; (13)
with the spatial shape of the source set as
f ¼ exp  R  RMGIð Þ
2 þ Z  ZMGIð Þ2
Dr2MGI
 !
 exp  / /MGI
D/MGI
 2 !
: (14)
Here, ðRMGI; ZMGI;/MGIÞ ¼ ð3:8m, 0.28m, 4.51 rad) is the
position where neutrals from DMV2 are assumed to be deliv-
ered into the plasma and DrMGI ¼ 4 cm and D/MGI ¼ 0:6 rad
are the assumed poloidal and toroidal extensions of the
neutral source. Note that the value of D/MGI is constrained
by the number of toroidal harmonics ntor included in the
simulation, the real value being probably smaller than 0.6 rad.
The normalization by
Ð
f dV in expression (13) ensures
that the total mass of neutrals injected per time unit is equal
to dMndt . The parameterization of
dMn
dt is based on laboratory
experiments and modeling of the DMV reported in Ref. 13.
After the valve opening, the gas travels inside a guiding tube
of length Ltube¼ 2.36m and cross-sectional area Atube ¼ 1:8
102 m2, which is much larger than the valve orifice area.
It is shown in Ref. 13 that this situation is well described
with the 1D Euler equations, whose solution is a so-called
“rarefaction wave.” The forefront of this wave travels at a
velocity of 3  cs, where cs is the gas sound speed at the reser-
voir temperature. In the present case, cs¼ 923m/s, and it
therefore takes t0 ¼ Ltube3cs ’ 0:9 ms for the first gas particles to
arrive at the exit of the tube and enter the vacuum vessel
through the midplane port of Octant 3.
dNn
dt ¼ 1mD2
dMn
dt is represented in Figure 5. Before t¼ t0,
dMn
dt ¼ 0. Then, for t0 < t < t1, the mass of gas entering the
vessel per unit time according to Ref. 13 is
dMn
dt
tð Þ ¼ q0DMV2AtubeKLtube
mm
m þ 1ð Þmþ1

Xmþ1
k¼0
1ð Þk1 m þ 1ð Þ!
m  k þ 1ð Þ!k! k  1ð Þ
Ltube
csm
 k1
tð Þk;
(15)
where q0DMV2 ¼ mD2PDMV2VDMV2=ðkBTDMV2Þ is the initial
mass density in the DMV2 reservoir, K is a factor calculated
from laboratory experiments which depends mainly on the
ratio of the valve orifice area to the tube area Atube, and
m ¼ 2=ðc 1Þ, where c ¼ cp=cv is the ratio of specific heats
(m¼ 5 for D2). t1 corresponds to the moment when the time
integral of dMndt is equal to the mass of gas initially contained
in the reservoir and logically, dMndt ¼ 0 for t > t1 (this sharp
cut at t¼ t1 is an approximation of the model, in reality dMndt is
continuous).
C. Other input parameters
In the simulations presented here, the initial value of the
resistivity g at the centre of the plasma is g0 ¼ 108  107
FIG. 5. Number of D2 molecules injected per time unit into the JET vacuum
vessel by DMV2 pre-loaded with D2 at 5 bar, according to Ref. 13.
FIG. 4. JOREK flux surface aligned grid built from 200 poloidal chords and
81 closed, 15 open and 8 private flux surfaces. In total, the grid contains
about 20 000 cells in the poloidal plane.
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in JOREK units, i.e., g0;SI ¼ 3:5 108  3:5 107 X:m.
The experimental Spitzer value37 is about 2 108 X:m, i.e.,
a factor 175 175 smaller than the simulation value. The
temperature dependency of g is taken into account in
JOREK by using g ¼ g0  ðT0=TÞ3=2, where T0 is the initial
temperature at the centre of the plasma. A rather large hyper-
resistivity is also used in these simulations for numerical sta-
bility purposes, whose influence will be studied in future
work.
The parallel heat conductivity used in the simulations is
jk0 ¼ 800 in JOREK units, i.e., jk0;SI ¼ 6:7 1028 m1s1.
The experimental Spitzer-H€arm value37 is 6:9 1029 m1s1,
i.e., a factor of 10 larger than in the simulation. Similar to the
resistivity, jk depends on the temperature: jk ¼ jk0 
ðT=T0Þ5=2. The perpendicular heat conductivity is j?0 ¼
5 107 in JOREK units, i.e., j?0;SI ¼ 4:2 1019 m1s1,
which corresponds to a v? typical of turbulent transport (of the
order of 1 m2  s1).
For the viscosity, we use, in JOREK units, l ¼ 106
and lk ¼ 104, i.e., lSI ¼ 2:8 107 kg m1  s1 and
lk;SI ¼ 2:8 105 kg m1  s1, and a temperature depend-
ency of the perpendicular viscosity is taken into account,
using l? ¼ l0?  ðT=T0Þ3=2. Typical particle diffusivities
used in the simulations are Dn ¼ 102; D? ¼ 105, and
Dk ¼ 102 in JOREK units, i.e., Dn;SI ¼ 2:8 104 m2=s;
D?;SI ¼ 28 m2/s and Dk;SI ¼ 2:8 104 m2/s. The choice of
these values is dictated mainly by numerical stability rea-
sons. Indeed, particle diffusion tends to smooth gradients
and helps prevent numerical instabilities. In the absence of a
first principles model for neutrals transport, it is not clear
what a realistic value of Dn would be (in fact, a diffusive
model may not even be appropriate). As for D?, a typical
value representative of turbulent transport would be 1 m2/s, a
factor of 28 smaller than in the simulation. Finally, Dk has
no physical origin and is used only for numerical stability
reasons. Efforts are currently made by the JOREK commu-
nity in order to overcome these numerical issues, including
generalized finite elements, Taylor-Galerkin stabilization,
and an improved treatment of the grid center. Recently,
simulations with Dk ¼ 0 have been run without displaying
numerical instabilities.
D. Computational resources
These simulations have been run on the HELIOS (from
IFERC-CSC) and CCRT-CURIE (from CEA) supercom-
puters. A typical run on HELIOS uses 36 nodes, and one
time step takes around 200 s. Depending on the conditions
(e.g., level of MHD activity), the time step typically varies
between 1 and 100 in JOREK units (i.e., 0:35–35 ls). A full
simulation represents around 104 node-hours.
V. SIMULATION RESULTS
Simulation results will now be presented, focusing in
Sec. VA on the increase in plasma density caused by the
MGI, then in Sec. VB on MHD aspects, and finally in Sec.
VC on radiation aspects.
A. Increase in electron density
As the MGI is turned on, the neutral density qn
increases and takes a spatial distribution similar to that of
the source Sn, as shown in Figure 6. After a fast transient
increase, qn becomes approximately stationary, which indi-
cates that an equilibrium is established between sources,
sinks, and transport terms in Eq. (8). The stationary neutral
density at the injection location is on the order of
1019 m3.
The ionization of neutrals causes a local increase in
plasma density, as can be seen in Figure 7. The density at the
location where neutrals are deposited reaches several times
1020 m3. This is accompanied by a cooling of the edge of
the plasma, also visible on Figure 7.
Figure 8 shows that the overdensity expands in the
parallel direction. In the simulations, parallel diffusion and
convection contribute about equally to this expansion, but it
should be kept in mind that parallel diffusion is present only
for numerical stability reasons. In reality, the expansion
should be purely convective. The origin of the convective
expansion is worth being discussed. One can see in Figure 9
that a structure of vk is created by the MGI, with vkb pointing
away from the overdensity. This parallel flow is presumably
driven by a pressure gradient resulting from the heating by
parallel thermal conduction of the overdense region faster
than its cooling by energy loss terms related to atomic
physics. A similar phenomenon is observed in JOREK pellet
injection simulations.39
It is important to set simulation parameters such that the
increase in ne be consistent with experimental observations.
In order to do this, we use synthetic interferometry. In JET,
the interferometer is installed 1808 away toroidally from
DMV2 (see Figure 10). Figure 11 shows experimental and
simulated line-integrated densities for Lines of Sight (LoS)
2, 3, and 4 of the interferometer (see Figure 10 to visualize
their location). Three simulations are shown, with
PDMV2 ¼ 1, 2 and 5 bar, respectively. Although it does not
go very far, the simulation with the experimental pressure
PDMV2 ¼ 5 bar gives a too large increase when PDMV2 ¼ 1 or
2 bar gives a better match. This is remindful of experimental
observations on the mixing efficiency of MGI (defined as the
number of atoms delivered to the plasma divided by the
FIG. 6. Neutral density at the beginning of the MGI, in JOREK units.
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number of atoms that have entered the vessel at a given
time) which has been found of the order of a few tens of %
in a range of experiments.13 The simulations described in
detail in the following use PDMV ¼ 1 bar. Looking at Figure
11, LoS 2 and 3, which are rather central, are moderately
well matched with PDMV2 ¼ 1 or 2 bar, while for LoS 4,
which goes through the edge of the plasma, the simulated
value is much lower than the measured one. We found that
reducing D? improves the overall match on the three LoS;
however, as stated above, it tends to cause numerical
instabilities.
B. MHD aspects and role of q0
We now describe the MHD activity caused by the MGI.
A particular focus is given on the role of the initial safety
factor on the magnetic axis, q0. The value given by EFIT
10ms before the MGI is q0 ¼ 0:78. The fact that q0 < 1 is
consistent with the presence of sawteeth in this discharge.
However, EFIT is not constrained by polarimetry nor
motional Stark effect measurements in this pulse, thus the
value of q0 should be taken with caution. Therefore, simula-
tions have been run with 3 values of q0: 0.75, 0.94, and 1.04.
This was done by changing the jmean profile while keeping Ip
FIG. 7. Poloidal cross-sections, in the plane of the gas entry point, before (top row) and during (bottom row) the MGI, of the neutral density (left column), elec-
tron density (middle column), and electron temperature (right column).
062509-7 Fil et al. Phys. Plasmas 22, 062509 (2015)
(almost) constant. From SXR measurements, the sawtooth
inversion radius (which should give the position of the q¼ 1
surface) is about r=a ¼ 0:3 in the sawteeth preceding the
MGI. The q0 ¼ 0:94 case has the q¼ 1 surface near this ra-
dius and may therefore be considered as the most realistic
case. The simulations presented in this section all have
PDMV2 ¼ 1 bar. The case with q0 ¼ 0:75 has an initial central
resistivity (in JOREK units) of g0 ¼ 107 while the other
cases have g0 ¼ 108.
Figures 12–14 display time traces of the magnetic ener-
gies in the different toroidal harmonics in the three simula-
tions (note the different time axes).
In all cases, a fast increase of the magnetic energies of
all toroidal harmonics can be observed during the first milli-
second or so. This increase is associated to the growth of
magnetic islands, mainly m=n ¼ 2=1, 3/2, and 1/1 (the latter
only for cases with q0 < 1), all of which are visible in the
Poincare cross-sections shown in Figure 15. The 1/1 mode
(for simulations with q0 < 1) is different from other modes
because it is unstable even without MGI (as one would
expect), as can be seen in Figure 16, which compares the
magnetic energy in the n¼ 1 harmonic for cases with and
without MGI. The energy grows in both cases, but in the
case without MGI, it starts from a very low level (numerical
noise) and hence takes much longer to reach a significant
FIG. 9. Poloidal cross-section, in the plane of the gas entry point, of the par-
allel velocity.
FIG. 10. Left: Location of diagnostics, DMVs and octant numbers in JET, seen from the top. Right: Interferometer lines of sight.
FIG. 8. Isocontours of the electron density at (a) t ¼ 0:55ms and (b) t¼ 0.76ms, showing the parallel expansion of the overdensity created by the MGI.
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amplitude, while in the other case, it is seeded by the MGI
and takes a much larger value from the beginning of the
simulation.
It can be observed in Figure 15 that O-points of all
island chains are located at the outer midplane (h¼ 0), i.e.,
in front of the MGI. This is consistent with experimental
observations based on measurements with the set of saddle
loops. Note that NIMROD simulations also find that the
O-point of the 1/1 mode is in front of the MGI location.21
Although a detailed analysis would be needed in order
to understand what happens during this first phase of the
simulations, the simultaneous growth of the energies of all
harmonics suggests that the MGI drives the modes by
directly imposing a 3D structure rather than by making the
axisymmetric profiles unstable. A possible mechanism may
be that the local cooling caused by the MGI reduces the
toroidal current density j locally through an increased
resistivity. The missing current would then cause the appear-
ance of magnetic islands, with O-points at the position of the
missing current (as in neoclassical tearing modes). The same
current perturbation would also cause a magnetic perturba-
tion dB in the core of the plasma which would give rise to a
j  dB force pointing away from the MGI deposition region,
consistently with the observed phase of the 1/1 mode. This
simple picture has the interest of being consistent with the
observed spatial phase of the modes; however, a close look
at the simulations results indicates that the reality is probably
more complex. Another possibly important mechanism, for
example, is that the MGI creates a 3D perturbation in the
pressure field, to which j and B have to adapt in order for
force balance to pertain.
In simulations with q0 < 1, a crash of the 1/1 mode can
be observed at t ’ 1:2 ms (q0 ¼ 0:75) and t ’ 1:6 ms
(q0 ¼ 0:94) (see Figures 12 and 13). The crash is preceded
FIG. 12. Magnetic energies in the different toroidal harmonics for the simu-
lation with q0 ¼ 0:75.
FIG. 13. Magnetic energies in the dif-
ferent toroidal harmonics for the simu-
lation with q0 ¼ 0:94.
FIG. 11. Experimental and simulated interferometry measurements for 3
lines of sight, with a scan of PDMV in the simulations.
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by a fast growth of high n harmonics, all harmonics reaching
a comparable amplitude at the time of the crash, which is
typical of the non-linear phase of the internal kink mode.40,41
It is interesting to compare the simulations and experiment
in terms dB/dt measurements from Mirnov coils. This is
done in Figure 17, where it appears that the burst of dB/dt in
the experiment is 13ms after the DMV2 trigger, which is
much later than the crash of the 1/1 mode in the simulations.
It is not clear experimentally whether there exist signs of a
1/1 mode crash near the same time as in the simulations.
What is clear is that fluctuations on the same order as in the
q0 ¼ 0:75 simulation are not observed at this time. As stated
above, the inversion radius of sawteeth is consistent with the
q0 ¼ 0:94 case, while the q0 ¼ 0:75 has the q¼ 1 surface
much further out. The fact that the latter case produces very
large magnetic fluctuations which are not observed experi-
mentally is therefore not surprising and merely confirms that
FIG. 14. Magnetic energies in the dif-
ferent toroidal harmonics for the simu-
lation with q0 ¼ 1:04.
FIG. 15. Poincare cross-sections after 1.53ms for the q0 ¼ 0:94 case (top)
and after 1.8ms for the q0 ¼ 1:04 case (bottom).
FIG. 16. Magnetic energy of the toroidal harmonic n¼ 1 for the simulation
with q0 ¼ 0:94, with and without MGI.
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FIG. 17. Magnetic fluctuations: the
red, orange, and green curves are the
JOREK output for the 3 simulations
and in blue is the Mirnov coil (H302)
experimental datum. t¼ 0 s corre-
sponds to the time of the DMV2 open-
ing. The synthetic diagnostic is not
fully realistic since the actual Mirnov
coil (H302) is outside the JOREK com-
putation domain. Also, the ideal wall
boundary conditions may reduce the
simulated dB/dt, since the boundary of
the JOREK domain is inside the actual
wall.
FIG. 18. Poincare cross-section and current density at the peak of MHD activity for the simulations with q0 ¼ 0:94 (upper plots) at t¼ 9.2ms and q0 ¼ 1:04
(lower plots) at t¼ 8.9ms.
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this case is not realistic. In the following, we will therefore
focus on the q0 ¼ 0:94 and q0 ¼ 1:04 cases.
The second phase of the simulations, between 2 and
10ms roughly, is characterised by a slower evolution of the
magnetic energies. Taking a close look at Figures 13 and 14,
one can see that after a short plateau-like phase between 2
and 3ms, the n¼ 1 energy starts to increase again. Higher n
harmonics follow. In the q0 ¼ 0:94 case in particular, it is
interesting to see that n¼ 2, 3, 4, and 5 harmonics start to
grow successively. This growth is associated to an increase
in the width of magnetic islands which leads to the formation
of a stochastic layer at the edge of the plasma and to small
scale structures visible, for example, on j (see Figure 18). A
peak of MHD activity is reached around 9ms (see Figures
13 and 14). The non-simultaneous growth of the energies in
the different harmonics, which contrasts with the first phase
of the simulations, suggests that in this second phase, the
growth of the modes is due to the axisymmetric profiles
becoming unstable. An often described picture40 is that MGI
contracts the current channel by cooling the edge of the
plasma, making it more resistive. The loss of current at the
edge induces current in the still hot region inside the cold
front, creating a large current gradient which can strongly
drive tearing modes, especially when it is located just inside
low order rational surfaces, for example, q¼ 2. This effect
has been found in previous JOREK simulations, leading to
the TQ.33 In the present simulations, this mechanism is prob-
ably at play too. The successive growth of the n¼ 1, 2, 3, 4,
and 5 harmonics in the q0 ¼ 0:94 case may be due to the
successive destabilization of the 2/1, 3/2, 4/3, 5/4, and 6/5
modes as the cold front penetrates inward. Looking at the
plasma current (Figure 19), a small spike appears at t ’ 10
ms in the q0 ¼ 1:04 simulation. At the same time, a burst of
magnetic fluctuations is visible for this simulation (see
Figure 17). On the other hand, neither the Ip spike nor the
burst in dB/dt are distinguishable in the simulation with
q0 ¼ 0:94, which is probably related to the smaller extent of
the stochastic layer and smaller magnetic energies in this
case. Experimentally, both the Ip spike and the dB/dt burst
are observed at about the same time as in the q0 ¼ 1:04 sim-
ulation, which is encouraging, but they are about one order
of magnitude larger, indicating that the MHD activity in the
simulations is much smaller than in the experiment. Reasons
for this discrepancy will be investigated in future work. It is
likely that producing a sharper current profile, possibly via a
sharper cold front, would strengthen the MHD.
The third and last phases of the simulations are charac-
terized by a much slower evolution of the energies for a few
tens of millisecond, until a small burst of activity happens at
t ’ 23ms for q0 ¼ 0:94 and t ’ 41 ms for q0 ¼ 1:04. This
burst is associated to the crash of a 1/1 mode which can
come into existence due to an increase in j and drop in q at
the center of the plasma.
Figure 20 displays the time evolution of the central Te
and pressure for the simulations with q0 ¼ 0:94 and
q0 ¼ 1:04. Te drops from about 1.2 keV to about 500 eV in
FIG. 19. Total plasma current for q¼ 0.94 and q¼ 1.04 cases and compari-
son to the experiment.
FIG. 20. Central electron temperature and central total pressure for q¼ 0.94
and q¼ 1.04 cases.
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the first 10ms and then decreases in a much slower way,
except for the fast drops corresponding to 1/1 mode crashes.
It can be seen that the pressure changes much less than Te
(see Figure 20).This is because the central cooling is mainly
due to dilution, which is itself due to the perpendicular diffu-
sion of the overdensity caused by the MGI. As mentioned in
Sec. IV, a large perpendicular diffusivity is used in these
simulations: D?;SI ¼ 28 m2/s, hence the typical particle dif-
fusion time across the plasma is on the order of 10ms. The
fact that Te does not go below a few hundreds of eV in the
simulations shows that the TQ is not fully reproduced. This
is not surprising since, as we saw above, the MHD activity is
much weaker in the simulations than in the experiment. In
particular, the stochastic region in the simulations is confined
to the outer half of the plasma, while good flux surfaces
remain in the inner half. Another possible cause for the
incompleteness of the TQ in the simulations is a too low
level of radiation, as we shall see in the following section.
C. Radiation
Another key aspect of MGI-triggered disruption physics
is radiation. It is also a critical aspect of the design of the
ITER DMS, since a too localized radiation could result in
wall melting.4 It is therefore important that simulations repro-
duce the measured radiation. The radiated power is measured
at JET by two bolometer arrays: a vertical one located at the
same toroidal angle as DMV2 and a horizontal one located
1358 away from it toroidally. The position of the bolometers
and their LoS are shown in Figures 10, 21, and 22.
FIG. 21. Vertical bolometer measurements.
FIG. 22. Horizontal bolometer measurements.
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Figures 21 and 22 show the radiation measured by the
vertical and horizontal bolometers, respectively, as a func-
tion of time and LoS poloidal angle. The first effects of the
MGI are visible from t¼ 7ms and a strong burst on virtu-
ally all LoS is visible at t ’ 15 ms, corresponding to the
spike in Prad in Figure 3. The order of magnitude of the
radiation measured by the bolometers is 1MW m2,
which—given that a typical chord length is 1m—corre-
sponds to a volumetric radiated power of 1 MW m3. It is
interesting to speculate on the possible origin of this radia-
tion. As shown in Figure 1, the bremsstrahlung
(resp. D line) radiation rate function is of order 1038
1036W m3 (resp. 1032 1031 W m3), meaning that
in order to reach the observed level of radiated power, ne
(resp. ðnenDÞ0:5) should be of order 1021  1022 m3 (resp.
1 3 1019 m3). Given the observations presented in
Sec. VA, it is unlikely that ne rises enough for bremsstrah-
lung to make a significant contribution to the observed
radiation. On the other hand, D line radiation cannot be
excluded as a significant contributor in regions where
nD > 10
18 m3. Finally, the observed radiation may well
come from impurities, an effect which is not included in
the simulations.
Synthetic bolometers have been implemented in the
JOREK code, and the time evolution of the signal for each
LoS is plotted in Figure 23 (for the simulation with
q0 ¼ 0:94). Poloidal cross-sections of the bremsstrahlung
and line radiated power in the toroidal plane of the bolome-
ters are also plotted in Figure 24 to help understanding the
simulation data. Experimentally, it can be noticed in Figures
21 and 22 that in the pre-TQ phase, patterns exist on the bol-
ometry data. In particular, the horizontal bolometer (Figure
22) shows a clear peak near 2128 and a smoother and smaller
peak near 1558. The 2128 (resp. 1558) LoS of the horizontal
bolometer goes through the bottom (resp. top of the plasma)
(see Figure 22). This observation may be compared to the
simulated pattern of line radiation in the plane of the hori-
zontal bolometer (bottom right plot in Figure 24), which also
shows peaks in these regions (note that the line radiation
peak at the outboard midplane is an artefact due to an insuffi-
cient toroidal localization of the neutral source), which are
connected to the gas deposition region. The pre-TQ pattern
measured by the vertical bolometer (Figure 21) is less clear
but shows peaks near 2628 and 2828. The 2628 (resp. 2828)
LoS goes through the center of the plasma and X-point
region (resp. gas deposition region). In the simulations, a
FIG. 23. Simulated bolometry signals: KB5V corresponds to the vertical bo-
lometer and KB5H to the horizontal bolometer.
FIG. 24. Poloidal cross-sections of the bremsstrahlung (top) and line (bot-
tom) radiated power in the toroidal plane of the vertical (left) and horizontal
(right) bolometers at t ¼ 9:35ms.
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strong peak also exists near 2828, which is dominated by line
radiation in the gas deposition region where both neutral and
ion densities are high (see bottom left plot in Figure 24).
However, the peak near 2628 is not present in the simula-
tions. It therefore appears that simulations help interpret
some, but not all, qualitative features of the measured pre-
TQ radiation pattern.
Quantitatively speaking, there is a clear mismatch for
the radiation measured in the plane of the horizontal bolome-
ter (i.e., toroidally away from DMV2). Indeed, it can be seen
in Figure 24 that simulated bremsstrahlung radiation in this
plane is of the order of a few kW m3 and that line radia-
tion at the top and bottom of the plasma is even much
smaller. This is by orders of magnitude smaller than meas-
ured levels (as seen comparing Figure 23 with Figures 22
and 21). We speculate that including a parallel convection
term at the plasma velocity in the neutral transport equation
(which may come from plasma-neutral friction by, e.g.,
charge exchange) would increase the line radiation in the top
and bottom region and improve the match. This is planned
for future work. At the location of the vertical bolometer
(i.e., toroidally close to DMV2), the quantitative agreement
is better in the sense that the simulated line radiation peak
(see Figure 24), which is about 2 MW m3, has an order of
magnitude compatible with the measured peak at 2828 (see
Figure 21).
Finally, the global radiation burst observed experimen-
tally at t ’ 15ms on virtually all LoS (see Figures 21 and
22) is absent in the simulations.
Prad, the total radiated power, is one order of magnitude
lower than in the experiment, and the radiation burst
observed in Figure 3 is not observed in the simulations.
These clear discrepancies may be due to an inappropri-
ate gas transport model, but it seems more likely that they
are due to the fact that impurities (either intrinsic or coming
from the wall42) are not included in the present model.
VI. SUMMARYAND OUTLOOK
First simulations of a D2 MGI-triggered disruption in an
Ohmic JET plasma have been performed with the JOREK
code. The objective is to progress in the understanding of
MGI-triggered disruptions, and also to validate the model on
a “simple” case before applying it to more complicated cases
(e.g., high Z MGI) and eventually to ITER. For this purpose,
an equation for neutral density as well as appropriate atomic
physics terms are included in JOREK. Present model limita-
tions are the assumption of a purely diffusive transport of
neutrals and the neglect of impurities. Other limitations
come from numerical stability concerns, typically requesting
diffusion coefficients to be larger than realistic.
The MGI gives rise to an overdensity that rapidly propa-
gates in the parallel direction. Simulations with PDMV2 ¼ 1
or 2 bar match interferometry measurements better than with
the experimental value of 5 bar, suggesting that not all of the
gas enters the plasma in the experiment. The main focus of
the paper is on the MHD activity. In the first few millisec-
onds, the MGI causes the simultaneous growth of several
magnetic island chains (mainly 2/1 and 3/2) and seeds the
1/1 internal kink mode in cases with q0 < 1, presumably via
imposing a 3D structure rather than by creating unstable axi-
symmetric profiles. The O-points of all islands (including
1/1) are located in front of the gas deposition region, consis-
tently with experimental observations. In a second phase,
tearing modes keep growing, but this time presumably due to
an unstable current profile. A peak in MHD activity takes
place near 10ms, associated to a stochastic layer covering
roughly the outer half of the plasma and (in one of the simu-
lations) to a peak in Ip and a burst of dB/dt on the synthetic
Mirnov coil signal. These two typical signatures of the TQ
are observed experimentally near the same time, which is
encouraging, but with a magnitude larger by roughly one
order of magnitude. Not surprisingly, the TQ is not complete
in the simulations: Te does not go below a few hundred eV at
the end of the simulation (most of the drop being actually
due to dilution, owing to the fast diffusion of the overdensity
to the center due to the large diffusion coefficient used for
numerical stability reasons). This incomplete TQ can be
attributed to good flux surfaces remaining in the core but
may also be related to missing radiation. Indeed, the level
of radiation in the simulations is much smaller than the
experimental one.
In view of these results, directions for progress can
clearly be identified. In order to get a complete TQ in the
simulations, a much stronger MHD activity is needed. The
creation of a strongly unstable current profile by the penetra-
tion of a cold front is likely to be the key. This effect has for
example lead to the TQ in previous JOREK MGI simula-
tions.33 One difference with the present simulations was that
the cold front was much sharper due to different atomic
physics settings. Effects that could sharpen the cold front
should therefore be sought. It is interesting to assess the
influence of simulation parameters. For example, we have
used a D? profile with a large value only in the injection
region (where it is needed for numerical stability) and a
smaller value further toward the core, but this has not pro-
vided a TQ. Another possibility is that the large hyper-
resistivity used in this simulations for numerical reasons
artificially stabilizes the MHD. This will be studied in the
near future.
The observation that simulated levels of radiation are
much below reality strongly suggests that a match to the
experiment requests other ingredients to be added. Radiation
from intrinsic impurities is a good candidate and will be
added in the near future. Another direction for progress is to
improve the neutral transport model, for example, by imple-
menting neutral convection. Related to this, it may be impor-
tant to take into account the momentum source associated to
the MGI.
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