Abstract-Although Cramér-Rao Bounds (CRB) for directionof-arrival (DOA) estimation have been extensively studied for decades, existing results are mainly applicable when there are fewer sources than sensors. In contrast, this letter considers an underdetermined signal model (more sources than sensors) and investigates conditions under which CRB exist. Necessary and sufficient conditions are derived for the associated Fisher information matrix to be nonsingular, which in turn, leads to closed-form expressions for the CRBs for underdetermined DOA estimation. These conditions highlight crucial roles played by the array geometry, as well as the correlation between source signals. The CRB for different array geometries are numerically compared both in the overdetermined and underdetermined settings.
I. INTRODUCTION

D
IRECTION-OF-ARRIVAL (DOA) estimation is a central problem in antenna array processing, that arises in diverse scenarios such as target localization, tracking and interference suppression in passive and active radar, radio astronomy, multimicrophone speech processing, and so forth [1] . The Cramér-Rao bound (CRB) provides a fundamental lower bound on the estimation error (mean squared error) of any unbiased DOA estimator, and hence it can be used as a universal tool to assess the performance of DOA estimation algorithms. Over the last three decades, CRB for DOA estimation have been extensively studied and simplified for different array signal models [2] - [4] , [6] . However, almost all existing derivations assume an overdetermined signal model, where the number of sources (say, D) is smaller than the number (say, M ) of sensors. As explained later in this letter, this is partly because most array signal models are based on a uniform linear array (ULA), that is incapable of resolving more sources than sensors.
Recently, nonuniform array sparse geometries such as nested [8] and coprime arrays [9] have been proposed, that are capable of localizing O(M 2 ) sources with only M antennas. This is achieved by exploiting their difference coarrays (or virtual arrays) [7] , which provably contain ULA segments with O(M 2 ) elements. However, existing results mostly establish identifiability of D ≥ M DOA parameters (assuming ideal covariance matrix is available), and there is a pressing need for analyzing the estimation performance of nested or coprime arrays for underdetermined DOA estimation, in the presence of noise and/or limited time snapshots. The first step towards such a performance analysis would be to develop CRB for the corresponding signal models. Existing CRB derivations are mostly applicable in the regime D < M, and they do not indicate if it is at all possible to compute the CRB when D ≥ M .
In this letter, we derive simplified explicit conditions on the Fisher information matrix (FIM) under which it is possible to invert the FIM and compute the CRB when D ≥ M . These conditions directly reveal the role of the coarray [7] . Two kinds of array signal models are usually considered for CRB computations: conditional model (CM) and unconditional model (UM) [3] . The CRB for coprime arrays was explicitly computed for D = 2 sources in [10] . However, we now show that the CM cannot be used for computing CRB when D > M, since the associated FIM is necessarily singular. On the other hand, we show that for the UM, if the source signals are assumed to be statistically uncorrelated, the FIM continues to be nonsingular even in the underdetermined setting. A major contribution of this work is to show that the coarray geometry plays crucial role in establishing necessary and sufficient conditions for nonsingularity of the FIM. Although CRB for uncorrelated sources has been studied earlier in [6] , an underdetermined signal model has not been considered, and no explicit conditions are derived for the existence of CRB when D ≥ M . In our earlier paper [11] , closed-form CRB expressions for coprime arrays was derived for a gridbased model. In this letter, we extend and further develop those results for continuous-valued DOA parameters. During the final stage of preparing files for the galley, we became aware of the recent work on CRB and MUSIC for coprime and sparse arrays, reported in [15] - [17] .
II. SIGNAL MODEL AND STOCHASTIC CRB
Although CRB for array processing have been studied for decades [2] - [4] , [6] , the case of underdetermined DOA estimation (when there are fewer sources than the number of physical sensors) has received little attention. Our goal is to bridge this gap by deriving exact conditions on the geometry of the array manifold under which the FIM is guaranteed to be nonsingular even in the underdetermined setting, which is equivalent to the existence of CRB. Under these conditions, the CRB will provide a fundamental lower bound on the performance of any algorithm that aims to localize more sources than sensors, such as those proposed in [8] , [13] , [14] . 
The 2D unknown parameters describing the distribution of the received signal are
T . We denote the vector of unknown pa-
T . We will study the FIM for estimating Ψ from the received signal y(l), l = 1, 2, · · · L distributed according to (1) to establish precise conditions under which the CRB can be computed in the underdetermined setting (D ≥ M ).
B. Unconditional CRB
Consider L i.i.d realizations of a random vector y ∈ C M distributed as y ∼ N (0, R(Ψ)). Notice that the covariance matrix R(Ψ) is parameterized by Ψ. For the given signal model,
In this case, the entries of (unconditional) FIM J(Ψ) are given by the general formula where
. This representation of the FIM leads to the following (matrix) form of the CRB derived in [4] :
. In deriving (3), the FIM has been assumed to be invertible, an assumption which is largely true in the regime D < M considered in [4] , [12] . However, in this letter, we will reevaluate the rank of J(Ψ) in the regime D ≥ M , and develop explicit conditions (dictated by the array geometry), under which it is possible to compute the CRB. However, the expression of the CRB may not be simplified to the form (3) when D ≥ M .
III. NONSINGULARITY OF UNCONDITIONAL FIM AND CRB
In this section, we study the algebraic structure of J(Ψ) to understand when it is possible to derive CRB in the underdetermined setting. Under the assumption (A1), we rewrite the FIM which was earlier derived in [6] , [12] , and then conduct a deeper analysis on J(Ψ), highlighting the role of "co-array" as a significant factor in determining the rank of J(Ψ).
A. Coarray and Khatri-Rao Product
Given a set S = {d m , 1 ≤ m ≤ M } of sensor positions, the difference coarray associated with S is given by
Notice that the number of distinct elements in S d (denoted as |S d |) is completely determined by the array geometry. It is well known that for a ULA, |S d | = 2M − 1 whereas that for nested, coprime, and minimum redundancy arrays is O(M 2 ) [8] . Fig. 1 shows the geometries of nested array and ULA along with their corresponding difference coarrays.
Given the array manifold matrix A(Θ), we denote its Khatri-
where represents column-wise Kronecker product between two matrices with same number of columns. There is a direct connection between A ca (Θ) and S ca since the elements of A ca (Θ) are given by
Each distinct row of A ca (Θ) corresponds to an element in S ca and hence A ca (Θ) corresponds to the manifold of a virtual array whose sensors are located at S ca .
We also define a related matrix B(Θ) ∈ C M 2 ×D whose elements are given by
where k = (n − 1)M + m. It can be easily verified that B(Θ) contains the same number of repeated rows as A ca (Θ) and they occur at identical indices. Moreover, we have rank(A ca (Θ)), rank(B(Θ)) ≤ min (D, |S d |) .
B. Nonsingularity of FIM When D ≥ M
We now state our main result regarding the nonsingularity of J(Ψ) by explicitly accounting for the role played by the coarray. We make the following additional assumption on the array geometry.
(
A3) S d contains the consecutive integers between 0 and M d (and their negatives).
Many arrays such as ULA, nested, and coprime satisfy this assumption, where
2 ) for nested and coprime arrays. In general, we have
The following theorem states the main result concerning the invertibility of J(Ψ), and derives conditions under which the CRB exists. For ease of representation, we suppress the notations Ψ and Θ in the following derivations, hoping that they will be clear from the context. 
Theorem 1: Under assumptions (A1-A3), if 2D ≤ 2M d + 1, the FIM J(Ψ) is invertible and the CRB for Θ is given by
ca and B (u ) , respectively, such that for 1 ≤ m ≤ 2D: 
and let f (x), h (x) be their derivatives with respect to x.
Hence, the polynomial f (x) is such that both f (x) and f (x) have zeros given by x = e j ω 1 , . . . , e j ω D , implying these are double zeros for f (x). This implies that f (x) has 2D (double) zeros. However, the degree of f (x) is 2D − 1, implying that it can only have 2D − 1 zeros, thereby contradicting our assumption that G 1 is rank deficient. Hence, if 2D ≤ 2M d + 1, G has rank 2D and J(Ψ) is nonsingular. In this case, following [6] , [12] , the CRB for Θ is given by (6) [5] . This explains why most traditional DOA estimation algorithms (that implicitly assume a ULA geometry) require D < M. A nested array [8] with M sensors, however, satisfies
Hence, it is possible to compute CRB for such an array even in the underdetermined setting (
is both necessary and sufficient for J(Ψ) to be invertible for these arrays. However, for coprime arrays, due to the presence of holes, |S d | > 2M d + 1 and hence there is a gap between the necessary and sufficient conditions. This gap will be demonstrated in our numerical simulations.
We now summarize the CRB expressions for different problem settings in Table I . In particular, note that the CRB expression for the determined signal model (D = M ) is also given by (6) . When D < M, (6) can be further simplified to (3).
C. Conditional Versus Unconditional CRB
We have established that the unconditional FIM can be nonsingular even when D ≥ M . We now consider the conditional signal model which has been extensively studied in [2] , [3] . In [10] , the conditional signal model was used to derive CRB for a coprime array when there are D = 2 sources. However, we will now show that the CM is an inappropriate choice for analyzing the performance of these arrays (whose difference set contains O(M 2 ) elements) when there are more sources than sensors, since the corresponding CRB does not exist. To see this, recall that under the CMA, the received signal vectors {y [ 
Assuming the noise power σ 2 n is known, there are 2LD + D unknown (real valued) parameters associated with this model, given by Ψ = [{Re(s
where X, Γ are appropriately defined matrices (see Appendix E in [2] ) and H b ∈ R 2D L×2D L is a block diagonal matrix consisting of L blocks given by
Here, Hence, under CMA, the CRB exists only if D ≤ M , i.e., there are fewer sources than sensors. When D > M, J C (Ψ) is necessarily singular, implying that no unbiased estimator with finite variance exists [5] . This is true irrespective of the array geometry. Hence, under the CMA, it is not possible to identify more sources than sensors, even when sparse arrays, such as coprime and nested, are used.
IV. SIMULATIONS
We now conduct some proof-of-concept simulations to validate our claims and compare the CRB of ULA and different sparse arrays both in the overdetermined (D < M) and underdetermined (D ≥ M ) regimes. First, we study the phase transition diagrams for nonsingularity of FIM for ULA, nested and coprime arrays. Fig. 2(a) and (b) , for the ULA and nested array, the necessary and sufficient conditions match exactly. However, in Fig. 2(c) , we observe a gap between the two bounds, which is due to the fact that 2M d + 1 can be smaller than |S d |.
In the second set of simulations, we evaluate the CRB (calculated from the trace of the CRB(Θ)) corresponding to ULA, coprime, and nested arrays for both D < M and D ≥ M . We assume L = 1000, M = 12, N 1 = 3, N 2 = 7. The CRB, as a function of SNR, is plotted in Fig. 3 . The plots indicate that the nested array has the best performance compared to the other arrays.
V. CONCLUSION
In this letter, we considered an underdetermined signal model (more sources than sensors) and derived sufficient and necessary conditions for the associated FIM to be nonsingular. We established that the CM is unsuitable for deriving the CRB in the underdetermined setting. We derived closed-form expressions for the CRB for underdetermined DOA estimation and numerically compared the CRB for different array geometries such as ULA, nested, and coprime arrays. We also verified our theoretical bounds through numerical simulations and empirical phase transition diagram.
