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For a finite measure dA on R’ the closed linear span in Lp(dA) of the exponen- 
tials {edt, : 1 t 1 Q T} is discussed. These results are applied in the characterixa- 
tion of the spectral densities of stationary Gaussian processes which exhibit 
a Markovian character. 
Let A(&) 3 0 be a u-finite Bore1 measure on RI. For 1 < p < co let Lpd 
denote the usual L” space based on A. That is, L”, consists of equivalence 
classes of functionsf(x) which satisfy 
We will simply write L* in case A(&) is Lebesgue measure dx, and we wil allow 
the usual imprecision when speaking of elements of LpA; sometimes we mean 
functions and sometimes equivalence classes of functions. If {fa : OL E A} is any 
set of elements in L”, we write sT{fa : 01 E A},pA or simply sy{fa : OL E A} to 
denote the closed linear span in LB, of the set {fa : 01 E A}. 
If d(dx) is finite we will set 
L’,(T) = n sp(eits : 1 t 1 < T + c}. 
E>O 
P-2) 
The main purpose of this paper is to formalize an argument of de Branges [l] 
which yields 
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THEOREM 1. For 1 < p < co either LPd( T) = LPd or L%(T) is the space of 
all entire functions of exponential type < T whose restrictions to R1 are in LPd . 
For p = 2, Theorem 1 was proved by Levinson and McKean [7, p. 1351 
under the additional hypothesis that d(dx) = d(x) dx, where d(x) is even and 
satisfies 
s m In d(x) -dx > --co. --m 1 +x2 
Again for p = 2, Theorem 1 is stated in the Doklady note [5] of Krein when 
A(dx) is even. The present methods are more general and at the same time 
simpler. 
Our primary interest in Theorem 1 comes from applications to stationary 
Gaussian processes. In this context, p = 2 and L2,,(T) is naturally associated 
with the a-field 
z(T) = n 4Xt :ltl G T+E), TZ 0, 
r>O 
(0.3) 
where {X, : t E R1} is a separable stationary Gaussian process with covariance 
function 
EX,X, = Cm ef(t-s)z A(dx) 
J --m 
and u{X, : t E A} denotes the a-field generated by the variables {X, : t E A}. 
When studying the Markovian character of the process {Xt} it is of interest 
to know conditions on A(dx) which guarantee that the “past” = o{Xt : t < T} 
and the “future” = u{X, : t > - T} are independent when conditioned on C (T). 
In this context we obtain a new proof of another theorem of Levinson and 
McKean. 
THEOREM 2. Suppose A(dx) is absolutely continuous with A(dx) = A(x) dx and 
that L2,( T) # L2A . Then conditioned m C (T), u{X, : t < T} and u{X, : t 2 - T} 
are independent if and only ifA-l(x) agrees a.e. with an entire function of exponential 
type < 2T. 
The methods used here are again those used by de Branges in his study of 
local operators [l]. These also lead to a corrected version of a theorem of 
Gurrarii [2, 31 which we state as Theorem 3 in Section 3. 
In the final section we indicate the relations between the local reproducing 
kernel Hilbert spaces of [9] and Theorem 2. A new and unexplored relationship 
between the Markov character of (X,} and the Hilbert transform in the space 
L:-= is also exhibited. 
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1. A LEMMA OF DE BRANGES 
The main argument from which all else follows is the following slightly 
modified lemma from de Branges thesis [l]. We present a proof for completeness. 
LEMMA 1. Let p(dx) be a finite signed measure on R1 with Four&~ transform 
F(t) = Jettzp(dx). I f  P(t) = 0 for / t 1 < T and if f(x) EL:,, is the restriction 
to R1 of an entire function of exponential type a < T, then 
0 = SW f  ‘2 1 fxcx) p(dx). 
--m 
Proof. Let h(z) denote the entire function 
We must show h(z) EG 0 and this will follow from the Phragmen-Lindelijf 
principle. The necessary estimates come from first considering the special case 
f  (2) = eibz with-T<b<T. 
Observing that 
(&bZ - eibE)/(z _ x) = ieibz 
s 
1 ,+(s-S) dfl, 
we have by Fubini’s theorem 
s 
m eibz _ eibz 
8-X 
p(dx) = ie”bz 
-02 s 1 4%+6ziW> W) 
= 0, 
since p(p) = 0 for -T < /3 < T. Turning now to the general f ,  we have for 
y  = I+) # 0, 
and by (l.l), 
h(x) = f(z) e-ibz I”“, & p(dx) - l” fi r(dx) I b I < T. 
This yields the estimate 
1 h(z)1 < 5 {Ifk) e-ibz I + 11, (l-2) 
where here and in the following const. depends on f .  
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Setting b = 0 and recalling that f is of type a < T we have 
(1.3) 
We now want to conclude that h(z) is of exponential type. By Jensen’s inequality 
we have 
and from (1.3) we see 
log 1 h(z)] < const. 
.r 2w{T(I z / + 1) - log 1 y + sin 0 I} d6’ 0 
< const. T(J z / + 1). 
Thus h(z) is of the exponential type. 
To conclude h(z) = 0 we return to (1.2) with b = &T and z = q + ir, 
where E # 0 is small. Because f has type a < T we see that for small c # 0, 
h(Ey-tiy)+O as lYI-+~. But by the Phragmen-Lindeliif principle an 
entire function of exponential type which vanishes at both ends of two distinct 
rays is identically zero. Thus h(z) = 0 and the proof is complete. 
2. PROOF OF THEOREM 1 
We first show that each f in Lpd which is the restriction to R1 of an entire 
function of type a < T is in L”,( T). In fact, if f is not in LaA( T) the Hahn-Banach 
theorem implies the existence of a function g # 0 in Lq,, [(l/p) + (l/q) = I], 
for which 
0 = jym eitzg(g(x) d(dx), for -T<t<T, (2-l) 
but 
Set I = g(x) A(&) and apply Lemma 1 to the function 
f,,,(l) = -f (4) sin 42 - 0 E # 0. 
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Upon observing thatf&) = 0 we conclude for E < T - a that 
Letting E + 0 we have by dominated convergence 
Because this contradicts (2.2), we must conclude that f E LpA( T). 
Under the weaker hypothesis that the type off is < T we may still conclude 
that feLDd( T). In fact, we have just seen that frz L”,(S) for each S > T, and 
it follows at once from the definition of Lpd( T) thatLP,( T) = n {Lpd(S) : S > T}. 
To complete the proof of Theorem 1 we need only show that the assumption 
~5*~‘,( T) # LpA implies that each f in Lpd( T) is of type < T. But since L%(T) = 
&,r $5(&z : 1 t 1 < S> it also suffices to show that if f  E ij5{eit* : 1 t 1 < S} and 
s@5{eitx : 1 t 1 < S} # L% then f is of type < S. The needed estimates follows 
from Lemma 1 and are adopted from de Branges. 
Introduce the function 
L(a) = sup [lf(z)l :f(.z) = c aneitnz with 1 t, 1 < S and I/f& < 11, 
in which the summation is understood to be finite. 
Because ij{eit+ : 1 t I < S} # L” d there must exist a function g EL”~ 
P/P) + U/n) = 11 with Ilg llq = 1 and 
I 
eitzg(x) A(&) = 0 for 1 t I < S. 
From Lemma 1 we conclude that each f of the form f(z) = C akeitk* with 
j t, 1 < S satisfies 
We thus see 
and from the definition of L we have 
(2.3) 
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Inequality (2.3) shows that L(z) is finite a.e. We now strengthen this to show 
that L(z) < co everywhere and satisfies 
lim sup v  < S, 
as z -+ CO along the rays arg z = kv14; k = 1,3,5 and 7. Applying the 
Phragmen-Lindelof principle we may conclude that each function in 
q{P : 1 t 1 < S} is entire of type < S. 
Proceeding, if f(x) = C aRei@ with 1 t, 1 < S, then In ( eiS@+i’f(z)I is 
bounded and is subharmonic on y  > - 1, and hence 
if y  > --I.’ 
An analogous relation holds for y  < + 1. If  we show 
[” ln+L(t f i> dt < co 
J-m 1+ t2 
it follows that L(z) < cc and satisfies 
In&z) ,( S( y  + 1) + Q-C!) Jm 
T m 
(2.5) 
In+ L(t - i) dt 
(t - x)” + (y + 1)2 ’ 
if y>l 
and the desired inequality (2.4) results. 
But returning to (2.3) we note that the functions 
J&4 = j m id4 44 --m z&i-x 
are in the Hardy spaces H”* of bounded analytic functions in the upper (respec- 
tively, lower) half plane. Thus it is known that, (see [4, p. 133]), 
s m I log I k&>l I dx < o3 --co 1 +x2 (2.6) 
Recalling that j-d(&) = c < co we know L(z) > c-l so that (2.3) and (2.6) 
now combine to yield the necessary result (2.5). The proof of Theorem 1 is 
now complete. 
For later use we state the following elementary corollary of Theorem 1. 
1 In+(r) = Wm=W, Y)). 
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COROLLARY 1. If&x) = d(x) d x is not assumed finite but satisjes 
s m ln+d-l(x) dx < co , -co 1 + xa 
then the space of entire functions f (z) of type < T whose restrictions to R1 are in 
LpA is a closed subspace ofLpd for each T > 0. 
3. DISCUSSION OF THEOREM 2 
Let (X, : t E R1} denote a complex valued separable stationary Gaussian 
process with covariance given by (0.4). I n what follows we assume that d(dx) 
is absolutely continuous with density d(x). Our immediate task is to formulate 
the conditional independence of the u-fields u{X, : t < T} and u{X, : t > -T) 
given C (T) in terms of the space LzA. To this end we introduce the following 
subspaces of L2, . 
H+(T) = sp(eitz : t > -T} 
H-(T) = s&F : t < T). 
Because {X,} is Gaussian it follows that u{X, : t < T} and u{X, : t > -T} 
are conditionally independent over C (T) if and only if for each s > - T the con- 
ditional expectation E{X, 1 u{X, : t < T}} is measurable over C (T). An equiv- 
alent condition is easily obtained by use of the standard Hilbert space isometry 
determined by Xt ++ ettx which maps sp{X, : t E R1} onto LzA, and by identifying 
the conditional expectation as a projection operator. Namely, for each s > - T, 
E{X, 1 u{X, : t < T)) is measurable over 2 (T) if and mZy if P(e+sz) E L2,(T), 
where P denotes the projection onto H-(T). 
It is easily shown that 
L2A( T) C H+(T) n H-(T) 
and we can thus define the spaces 
H,,+(T) = H+(T) @L2,(T), 
H,,-(T) = H-(T) 0 L2,( T). 
(3.2) 
With these definitions we can now state the obvious 
152 PITT 
PROPOSITION 1. In order that u{X, : t < T) and u{& : t 2 -T) are condi- 
tionally independent given C (T), it is necessary and su$+nt that 
L2, = H,,-(T) @ L2,( T) @ H,+(T). (3.3) 
The identity (3.3) can hold with L2,(T) = L2, but this would imply that the 
process {A?,> is deterministic and therefore uninteresting from the vantage point 
of Markov processes. We thus will assume that L2,( T) # L24. In this case we 
see that H,,+(T) = L2, 0 H-(T) # (0). Thus the process is regular and the 
spectral density satisfies 
(3.4) 
Moreover, d(x) = 1 h(x)12 a.e., where h(x) is an outer function in the Hardy 
space Ha+. In fact, 
Im z > 0, (3.5) 
and 
h(x) = lii h(x + iy) a.e. (3.6) 
Moreover, among all functions K E Hz+ with 1 k I2 = A, the outer function h 
is characterized by 
In I h(z)/ = $ jIrn (x ‘f3 $(y y2 dt. (3.7) 
Details and additional facts may be found in Hofhnan [4, Chapter 81. 
We now use the isometry f +-+ fh from L2A onto L2 to identify the spaces 
H*(T) and H,,*(T). 
hH+( T) = sp(eitzh(x) : t 3 -T},, 
= ,-iTx1;12+ , (3.8) 
where we have used the fact that h is outer and hence 
sp{eit;“h(x) : t > O> = H2+. 
From (3.8) we see 
H+(T) = ‘; Hz+ 
H,-(T) = Lz4 0 H+(T) = 7 Ha-. 
(3.9a) 
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Analogously we have 
ei TX 
II,+(T) = T  IF+. 
The relation (3.3) is thus equivalent to 
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(3.9b) 
(3.10) 
We also note that if relation (3.10) holds for a fixed T = T, then it remains valid 
for any T > T,, . 
We now state a more general theorem which immediately implies Theorem 2. 
In order for the statement to make sense we need the fact that for any d(x) >, 0 
satisfying (3.4) the function h defined by (3.5) satisfies (3.6) and d(x) = 1 h(x)12 
a.e. 
Because d(x) is not assumed to be in L’ the functions & may not be in L2,. 
In light of Theorem 1 and its corollary we thus redefine L2,(T) as the space of all 
entire functionsf(z) of exponential type < T whose restrictions to R1 are in L2,. 
THEOREM 3. Let A(x) > 0 satisfy (3.4) and define h(x) by Eqs. (3.5) and (3.6). 
In order that 
L2~ = y H2- @L2,(7’) @ ‘; f..2+ 
hold for all T 2 To it is necessary and su@cient that A-l(x) agrees a.e. with the 
restriction to RI of an entire function of exponential type < 2T, . 
It should be noticed that A(x) is not assumed to be locally integrable and to 
this extent Theorem 3 is an extension of Levinson and McKean’s results. 
Theorem 3 also represents a weakened but true version of Gurarii’s theorem 2 
in [2], which can be shown false with the counter example A(x) = ea. 
4. PROOF OF THEOREM 3 
Necessity: Consider the operator A defined on L2 Fourier transforms by 
4(t) = sIm eit*[egTo5/h(x)] f (X) dx, (4-l) 
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where 3(“<t) = jTW eitzf(x) dx is the Fourier transform off and the domain 9,, 
of A consists of alI{ for which [eiT@/~(x)]f(x) eLz. The idea of the proof is to 
show that (3.10) implies A is T,-local in the sense: ;f3~9,., andi vanishes 
on some open set containing [-T,, , To] then A&t) vanishes on a neighborhood of 
t = 0. 
We then follow de Branges and prove 
PROPOSITION 2. Let K be de$ned on L2 Fourier transforms by 
eitzk(x) f(x) dx, (4.2) 
where 1 k(x)1 > 0 a.e. and sTW In+ 1 K(x)l/(l + x2) dx < co. If  R is T,,-local then 
k(x) agrees a.e. with the restriction of an entire function of type < T, . 
Together with the T,,-locality of A this and the observation 
A-l(x) = [eiros/h(x)] - [e-iroZ/h(x)] 
complete the proof of necessity. 
We begin with 
LEMMA 2. Fix T > T,, and suppose f  E L2 satisJies 
s ym I f(x)]” A-l(x) dx < co 
and 
3@> = 0 for 1 t 1 < T. 
Then for any number S with T > S > T,, 
f(x) - ,-is”f- + e&s’E hof+ , 
44 w 
(4.3) 
(4.4) 
(4.5) 
where f+ E H2k. 
Proof. Because (f/h) ELM we see that F z f/A E L2, . I claim 
0 = j-1, F(x) &4 “(4 dx = s f  (x) B(x) dx (4.6) 
for each + EP~(S). T o see this, introduce the function fC(x) = f(x) . (sin EX/CX). 
Then fC E L1 and $( -) z is an entire function of type < S in Ltf,, . By Theorem 1, 
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tFF%($) and for small enough E, k(t) vanishes on a neighborhood of 
, * ence 
Letting l 4 0, (4.6) follows. A glance at (3.10) now gives 
F(x) = [e-isz/h(x)] f-(x) + [et+(x)] f+(x) 
with f+ E H 2*. Observing that f/h = hF the lemma follows. 
To complete the proof that A is T,-local we see from (4.5) that 
(4.7) 
[earon/h(x)] f  (x) = e-i(s-To)s f-(x) + e”‘“+‘o)“[h(x)/h(x)]- f+(x). (4.8) 
Because f- E Hz- we see that the Fourier transform of e-i(s-T&f- vanishes for 
t < S - T, . Also we see from (3.10) that ei(S+TO)Z[h/hj f+ E ei(s-To)zHz+, and 
hence its Fourier transform vanishes for t > T, - S. Thus the transform of 
[eiToB/h(x)] f (x) vanishes for 1 t 1 < S - T,, , or in other words A is T,,-local. 
Proof of Proposition 2. Consider the function 
A(X) = min 
I 
6, I w4l - &I > 0 a.e. (4.9) 
This function is in Ll r\ L2 and satisfies 
m 
s I 
In A(x) 
--m 1 + xs dx < O”* (4.10) 
Moreover, k * A E Ll and thus k E L1*. 
In order to show k is of exponential type < T,, we will show k E Ll,(T) for 
each T > T, and thatLl,(T) # L1, . Theorem 1 then completes the proof. 
To see that k E L1,( T) for T > To we proceed by contradiction. If k 4 Lld( T) 
then there is a bounded function B(x) for which 
s OD eitnB(x) A(x) dx = 0 for 1 t I < T -03 (4.11) 
while 
s 
m k(x) B(x) A(x) dx # 0. (4.12) 
-co 
But BA E gK with ra k(x) B(x) A(x) dx = K(BA)(O), and (4.11) implies that 
@A)(t) = 0 for 1 t I < T. Since Kis assumed To-local we see that K(BA)(O) = 0, 
and thus we must conclude that k E Ll,( T). 
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To see that U,( T) # L1* we simply observe that (4.10) implies the existence 
of a function f0 E Ha+ with 1 jo( = A( x a.e. Now consider the function ) 
f(x) = ei(T+*)yO(X). Clearly f(x) = C(X) A(x) for some function C with 
1 C(X)/ = 1 a.e. Hence C(X) ELM* and 
o = I”_, eitz~(x) A(x) dx = /Iw eit’ftx> dx 
for t < T + *’ 
Thus C $ LIA( T) and LIA( T) # L1, . This completes the proof of Proposition 2 
and also the proof of necessity. 
Sufficiency: Suppose d-l(x) > 0 is an entire function of exact type 2T,, and 
that jzo ] In d(x)l/(l + x2) dx < co. Let h(z) be the outer factor of d(x). 
We must show that (3.10) holds, or what is the same, that the three subspaces 
e-iTX 
- H2-, 
44 
L2,( T), and 
e-iTx I’la+ 
&4 
of L2, are orthogonal and span La, for each T 3 T,, . 
Ahiezer’s theorem [6, p. 4371 asserts that d-l(z) = K(z) k(z) where k(x) is 
entire of type T,, and k(z) has no zeros in the open upper half plane. From this 
and the Poisson representation (3.7) for In 1 h(z)/ it is easy to deduce that l/h(a) 
is entire and has exact type 2T, . Moreover, 
lim sup In 1 h(iy)l = 0 e lim sup In I h(--iy)l = 
Y - ?I-+--m Y 
-2T,, . (4.13) 
Il+tm 
It follows from the Nevanlinna representation theorem for functions analytic 
in the upper half plane (see, e.g., [6, p. 2401) that 
ln W 
I I - = (2To)y + In I x(41; Na> for y = Im z > 0, 
where X(Z) is analytic and I x(z)1 < 1 on Im z > 0. Thus for T 2 To , 
&T”h(z)/h(%) is analytic and bounded by 1 in the open upper half plane. 
For any f,. E H2+ we see that [eizT@h(z)/@)] f+(z) E H2+, and from this that 
0 = jrn ei2Tx (-$$-) f+(x)j-(x) dx 
-al 
(4.14) 
= 
s ;_ g)f+(x) (g f-(x)) 4x) dx 
for each f-~ H2-. From (4.14) we see the spaces [e-iTs/h(x)] Ha- and 
[e*Ts/&)] Hz+ are orthogonal in L2,. 
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We now show that Lad( T) is orthogonal to [eirZ/&)] H2+. That [e-r”/h(x)] Ha- 
is also orthogonal follows by symmetry. 
The orthogonality of L2,(T) to [eiT2/Qx)] Hz+ is equivalent to the fact that 
for 45 E La,( T), eir%(x) B(x) E Hz+. This is seen from 
which must vanish for each f+ E H a+ if PA(T) is orthogonal to [e*rS/@)] H2+. 
Thus we prove 
LEMMA 3. Let d = 1 h I2 where h is outer. If 4 E L2,( T) then eiTzh(x) d(x) E H2+. 
Proof. We may reduce this to the case when h E H2+. In fact, factoring h 
as the product h = h, - h, of two outer functions with 1 h, 1 > 1 and h, E H2+, 
we see that h,ei%$ tzL2 and that heW# E H2+ if and only if h2eiTx$ E Hz+. 
Thus assuming h E H2+ we know by Theorem 1 that 
eiTz+(x) E s,(eiTz : -8 < t < 2T + S},,, 
for each 6 > 0, and hence 
eiTZh(x) $(x) E n e-“8zsp(e*tsh(x) : t > 0} = n e--iS@H2+ = Hz+. 
6>0 6>0 
To complete the proof of necessity we will show that each f E La,, which is 
perpendicular to both [e-iTZ/h(x)] H2- and [eiT2/Q)] H2+ is in L2,( T). 
Suppose f is perpendicular to [eir*/&)] Hz+. Then 
0 = jm f (x)(e-“Tz/h(x))f+(x) d(x) dx 
--m 
zzz 
i mm f  (x) h(x) epiTsj+(x) dx. 
for each f+ E H2+. 
Thus we see 
fi(x) e-iT3Ef(x) E H2- 
and analogously if f  is perpendicular to [e-iT2/h(x)] H2- 
h(x) eiT2f (x) E H2+. 
From (4.16) we see that 
m = ---& h(x) eiT”f(x) E Ha+ n L1. 
(4.15) 
(4.16) 
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Applying Cauchy’s formula we get 
1 g(z)[ < 7 for y = Im z > 0. (4.17) 
Multiplying g by e- iToz/h(z) which is of type T, we have for T > T,, 
From (4.15) we get an analogous estimate in the lower half plane and together 
they combine, as in the proof of Lemma 1, to imply that f(z) is of type < T,, . 
5. ON THE MARKOV PROPERTY AND THE HILBERT TRANSFORM 
Again we let {X, : t E Ri} be a stationary Gaussian process with covariance 
function 
P(t - s) = EX,X, 
= jm e’ft-“JxA(dx). 
--m 
We will say {X, : t E R1) is Markovian provided a{Xt : t < 0) and o{X, : t 3 0} 
are conditionally independent when 2(O) = &>,, u{X, : j t 1 < C} is given.2 
Let Z? denote the reproducing kernel Hilbert space associated with the 
kernel p. Elementary considerations allow one to identify & as consisting of all 
functions of the form 
u(t) = Jrn e-itzf(x) A(dx), with f gL2, . (5.1) --m 
In case A(dx) = A(x) dx, the map f t) f. A = F enables one to express u 
in the form 
u(t) = jm eritzF(x) dx, with FE L2,-I . (5.2) 
-co 
Note also that F = .f 0 A E L1. The inner product (* , *) in $+? is determined by 
the norm 
jj u II2 = jm 1 F(x)j2 A-l(x) dx. (5.3) --m 
2 This terminology is of course not standard in that the o-field C(0) is in general much 
larger than 0(X,}. 
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In the papers [8,9] it became clear that the space (Z, (. , .)} is an appropriate 
tool for studying the Markovian character of (X,}. The basis for this is the 
following proposition which is a trivial modification of Theorem 3.3 in [9]. 
PROPOSITION 3. The process {X,} is Markoviaz if and only if {S, (* , .)} 
satisfies the conditions: 
(L.l) If u*(t) E fl with supp u+ C [0, 00) and supp u- C (-CO, 0] then 
(U + , u-> = 0. 
(L.2) If u E A? vanishes near t = 0 then the function 
u+(t) = I 
40 if t>,O 
0 if t<O 
is in Z. 
A space # satisfying L.l and L.2 was called local in [9], where we asserted 
that L.2 was only a technical condition specifically designed to eliminate 
trivialities. Although the origin of L.2 remains the same I no longer find it 
uninteresting. 
For each E > 0 we introduce the subspace of L:-l 
X, = {F E Lj-1 : P(t) = 0 for 1 t 1 < E}~~-, , (5.4) 
and let S? be the closed subspace spanned by the xc . Now consider the Hilbert 
transform 
F(x - Y> dy 
* Y (5.5) 
as a transform defined on Lzel . 
Because each FE Lz-1 is also in L1 the limit exists for a.a. x. Of course, H is 
not a bounded operator either on Li-1 or on L1 as is easily seen by looking at 
Fourier transforms. 
For F E L2 one easily obtains 
HF(t) = E(t) * sign t, a.e. (5.6) 
Because Fourier transforms of L1 functions are continuous we see that HF can 
not possibly be in L1 (or L:-l) unlessP(0) = 0. 
If, however, FE Li-I and u(t) = P(t) vanishes near t = 0 it is conceivable 
that F EL:-’ , and in fact (L.2) and (5.6) show that H maps Z; bijectively onto 
itself. Combined with (L.l) we see that the restriction of H to x is in fact 
unitary. The unexpected result of this observation and Proposition 3 is 
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THEOREM 4. The process {X, : t E R1} is Markovian if and only if the restriction 
of the Hilbert transform H to the space 2” CL:-, is unitary. 
As an easy consequence of Theorem 3 we have 
THEOREM 5. If 0 < A(x) E L1 satisfies j In d(x)/(l + x2) dx > -CQ then 
x # (0) for all E > 0. The restriction of the Hilbert transform H to x, is unitary 
if and only if A-l(x) is entire of type < 2~. 
Remarks. Once Theorem 5 has made an appearance it is natural to ask other 
questions. Three of the following examples would have probabilistic interest. 
All are, as far as I know, open. 
What conditions on A guarantee that the restriction of H to X, is bounded ? 
With the appropriate changes in the domain X, , when is H bounded in Lj-’ 
and when is H an isometry ? 
In several variables there are also questions that arise from probabilistic 
problems. Is a restatement of Theorem 4 in several variables true if we replace H 
by the class of Hilbert transforms in all possible directions on Rn ? 
In order to generalize Theorem 4 to several variables we introduce a new class 
of operators, which we formally define on Fourier transforms. For each open 
set D C Rn with smooth boundary, TD is defined by 
Gt) = f(t) if teD 
= -f(t) if t$D. 
Theorem 4 remains true in several variables if we just replace H with the 
operators To . Is there an analog of Theorem 5 ? 
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