The conjugacy classes of the Monster which occur in the McKay observation correspond to the isomorphism types of certain 2-generated subalgebras of the Griess algebra.
implies as a corollary the celebrated fact that the Monster is a 6-transposition group. Furthermore, Sakuma proved that any two 1 /2-conformal vectors generate a vertex algebra of one of 9 isomorphism types, all occurring in V ♮ . The same types were also studied by Norton in the Griess algebra [C85] , where the isomorphism type is determined by the conjugacy class of the product of the corresponding (2A)-involutions in the Monster: the possibilities are (1A), (2A), (3A), (4A), (5A), (6A), (4B), (2B), (3C). Remarkably, these are exactly the classes that McKay observed to label the affine E 8 Dynkin diagram.
A radical further step was taken by Ivanov [I09] in axiomatising some properties of weight-2 subspaces of OZ-type vertex algebras generated by 1 /2-conformal vectors, under the name of Majorana algebras. In this new context Sakuma's theorem still holds [IPSS10, HRS13] (now leading to the list of the 9 finite-dimensional Norton-Sakuma algebras); furthermore the Griess algebra is a Majorana algebra, and many other small finite groups have been realised as automorphism groups of Majorana algebras [S12] . This puts the Monster into a family of representations of groups on nonassociative commutative algebras. The axioms are quite different to those of vertex algebras but still includes the parameters 1 /4, 1 /32 dictated by the Virasoro algebra at central charge 1 /2.
In this text, we generalise the theory to use the formal parameters α, β. This enlarges our story to a context introduced in [HRS13, HRS14] : axial algebras delineate a new class of commutative nonassociative algebras. It also allows us to deduce results for c-conformal vectors when c = 1 /2. In contrast to well-known nonassociative algebras using word relations, such as Lie and Jordan algebras, our nonassociative algebras are controlled by fusion rules. The key definition is a Φ-axis: an idempotent, whose eigenspaces multiply according to the fusion rules Φ. If structure constants describe the multiplication of elements, fusion rules can be understood as describing the multiplication of submodules. We study the Ising 1 fusion rules Φ(α, β) of Table 1 . The specialisation to Φ( 1 /4, 1 /32) recovers the Majorana axes and 1 /2-conformal vectors. Crucially, the Z/2-grading on Φ(α, β) means that every Φ(α, β)-axis induces an involution in the automorphism group.
The simpler case of Jordan-type fusion rules Φ(α) ⊆ Φ(α, β) was completely solved in [HRS14] and allows a remarkable new characterisation of 3-transposition groups in the generic case of α = 0, 1; in the special case α = 1 /2, it includes some Jordan algebras [DMR15] .
We find the axial generalisation of each Norton-Sakuma algebra, and thereby introduce new examples of nonassociative algebras with good properties. Our results have an algebrogeometric flavour, in that to each of our algebras A α,β over a field F we can attach a solution set {(α, β) | A α,β exists} ⊆ F 2 . For each Norton-Sakuma algebra we find the irreducible variety of (α, β) that generalises the algebra. This is plotted in Figure 1 . The intersection of all varieties (indeed, of any two not including (3A ′ α,β )) is the distinguished point (α, β) = ( 1 /4, 1 /32). We now give an outline of the paper and explain results and methods in more detail.
In Section 1, we recall our framework for axial algebras, which are commutative, nonassociative algebras generated by idempotents whose eigenvectors satisfy fusion rules. We also introduce Miyamoto involutions, the Frobenius property of having an associating bilinear form, and prove several key lemmas. We briefly review some results from Majorana theory at the end, and results from the Jordan-type fusion rules Φ(α).
The main result of Section 2 is a generalisation of [HRS13] 's Theorem 1.1, where in particular we no longer require the existence of a bilinear associating form: Theorem 0.1 (Corollary to Theorem 2.4). There exists a ring R and a Φ-axial R-algebra A such that, if B is an S-algebra finitely generated by Φ-axes, then S is an associative R-algebra and B is a quotient of A ⊗ R S.
In particular, the classification of quotients of the universal m-generated Φ-axial algebra classifies all the m-generated Φ-axial algebras; we use this for m = 2. We call a 2-generated Φ-axial algebra a Φ-dihedral algebra for short.
In the subsequent Section 3, we compute (with some restrictions on parameters) the structure constants for the universal 2-generated Ising axial algebra. Our calculations are more general than, but very much inspired by, Sakuma's [S07] ; we rely on [GAP] to accurately complete the large but simple polynomial calculations. We do not find all relations among the coefficients, but Theorem 3.7 contains the multiplication on a spanning set of size 8 over a finitely-generated polynomial ring. Section 4 introduces the so-called (axial) cover of a quotient algebra, which is its maximal axial generalisation. Namely, if A is a simple 2-generated axial algebra, and U is the appropriate universal 2-generated axial algebra, then A is a quotient of U by a maximal ideal B; the cover of A is the quotient of U by the largest irreducible ideal containing B. We also record the eigenvectors and a relation from the fusion rules which are key to finding the covers of the Norton-Sakuma algebras.
In Sections 5 to 8, under the mild additional assumption of a symmetry between the generators, we find covers of the five Norton-Sakuma algebras over Q in which all the permissible eigenvalues 1, 0, 1 /4, 1 /32 are realised (namely (3A), (4A), (4B), (5A), (6A)); the covers are dihedral Ising-axial algebras which can be specialised to a Norton-Sakuma algebra, but it turns out they can also be specialised in infinitely many other ways. The degenerate cases (1A), (2B)
are their own covers, and (2A), (3C) are covered by (3C α ) (see also Section 1). We establish:
Theorem 0.2 (Corollary to the results of Sections 5 to 8). The (maximal) covers of the NortonSakuma algebras (nX) for n ≥ 4 are given by Table 2 , together with a weak cover of (3A). The algebras are Frobenius and satisfy a global 6-transposition property.
We further establish the existence of an associating bilinear form on the covers. We use this form to determine the α, β for which our algebras have nontrivial quotients over R. The order of the product ρ of the Miyamoto involutions of the two generators is also established.
I would like to thank S. Shpectorov and C. Hoffman for invaluable discussions, and the referee for his extensive improvements.
Axial theory
Definition. Fusion rules are a map ⋆ : Φ × Φ → 2 Φ on a finite collection Φ of eigenvalues.
Alg. |ρ| dim. Parameters
Quotients page We often implicitly pair ⋆ with Φ. We primarily consider the Ising fusion rules Φ(α, β) = {1, 0, α, β}, a set of size 4 with a symmetric map ⋆ given by Table 1 . Suppose that R is a ring. For us, rings are always commutative and associative with 1.
An R-algebra A is an R-module together with a commutative but not necessarily associative
multiplication. An element a ∈ A is semisimple if ad(a) ∈ End(A) is diagonalisable, where ad(a) is the (left-)adjoint map x → ax; equivalently, A has a direct sum decomposition into eigenspaces for ad(a). We introduce a special notation for eigenspaces.
We likewise write x a α for the projection of x ∈ A onto A a α , and even x a {α 1 ,...,αn} = x a α 1 + · · · + x a αn . We may omit the superscript a if a is understood from context.
For the most part we will consider rings R which are a field F, a polynomial ring over F, or a quotient of a polynomial ring of Z, and our algebras are free modules over R. For this reason we almost always work in the following special situation. (We are not aware of similar definitions in the literature.) Definition. A ring R is everywhere faithful for its module M if, for any nonzero m ∈ M , the annihilator ideal {r ∈ R | rm = 0} of its action is always trivial.
Such a ring, if M is nonzero, is a domain, and contains exactly two idempotents: 0 and 1.
Recall that a ∈ A is an idempotent if aa = a. An idempotent a is primitive if it spans its 1-eigenspace, that is, if A a 1 = a . In that case, when R is everywhere faithful, there exists a map λ a : A → R such that x a 1 = λ a (x)a. This λ is well-defined, since a spans its 1-eigenspace A a 1 ∋ x a 1 and the R-annihilator of a is 0, so λ a (x) ∈ R must be unique to satisfy x a 1 = λ a (x)a.
Definition. a ∈ A is a Φ-axis if a is a semisimple primitive idempotent such that
A Φ-axial algebra A is a commutative nonassociative algebra generated by Φ-axes.
The fusion rules Φ are Z/2-graded if there exists a partition Φ = Φ + ∪ Φ − such that, for ε, ε ′ ∈ {+, −} and α ∈ Φ ε , β ∈ Φ ε ′ , α ⋆ β ⊆ Φ εε ′ . If Φ is Z/2-graded, there exists an automorphism τ (a) ∈ Aut(A) for every Φ-axis a acting as identity on A a
Lemma 1.1. Suppose that t ∈ Aut(A) and that a ∈ A is a Φ-axis. Then a t is again a Φ-axis.
Proof. a t a t = (aa) t = a t is a nonzero idempotent, and, since t is linear and ad(a) affords a semisimple decomposition, ad(a t ) = ad(a) t again affords a semisimple decomposition. In
and furthermore the eigenvalues of a t are precisely the eigenvalues of a and lie in Φ. Moreover, the fusion rules are also transported: suppose that x ∈ A a λ and y ∈ A a µ . Then
If Φ is Z/2-graded, then t interchanges the −1-eigenspaces of τ (a) and τ (a t ).
If a 0 , a 1 are Φ-axes and Φ is Z/2-graded, we write T = τ (a 0 ), τ (a 1 ) and ρ = τ (a 0 )τ (a 1 ).
Then T is a dihedral group and we set
The following important result also implies Lemma 4.1 in [S07] : Lemma 1.2. Suppose that Φ are Z/2-graded fusion rules, and a 0 , a 1 are Φ-axes generating a
Proof. The conjugacy classes of two generating involutions in a dihedral group have equal size, so |τ
and n the smallest positive integer such that a 0 = a n . If no such n exists then A is infinite and both a T 0 and a T 1 are infinite (as ρ has infinite order, one of τ (a 0 ) T and τ (a 1 ) T must be infinite, and the sizes of these orbits coincides, so both are infinite). Suppose instead that there is such an n.
If n is odd then n = 2m + 1 and a 0 = a 2m+1 = a τ m 1 . Therefore a T 0 = a T 1 has size n and
so ρ 1+2m = ρ n = 1. In the last step, we used that ρ τ (a 0 ) = ρ −1 .
If n is even then n = 2m and a 0 = a
so ρ has order 2m as required. On the other hand, τ (a 0 ) T has size at most m, so in fact both τ (a 0 ) T and τ (a 1 ) T have size m and are disjoint. We see that τ (a 0 ) T has the same cardinality as a T 0 , so repeating the argument with a 1 in place of a 0 shows that τ (a 1 ) T and a T 1 are also of equal size. Therefore a T 1 and a T 0 have size m and are disjoint.
A fusion rule Φ is Seress if for all α ∈ Φ we have that 1 ⋆ α ⊆ {α} ⊇ 0 ⋆ α (and in particular
Lemma 1.3. If Φ is Seress and a ∈ A is a Φ-axis, then for any elements x ∈ A, z ∈ A a {1,0} we have a(xz) = (ax)z.
Proof. By linearity, we may suppose that x ∈ A a α . As x, xz ∈ A a α , a(xz) = αxz = (ax)z.
Finally, we say that an algebra A is Frobenius if there exists an bilinear form (, ) on A which is associating: for all x, y, z ∈ A, (xy, z) = (x, yz). Note that the eigenspaces of an element a ∈ A are (, )-perpendicular if the pairwise difference of their eigenvalues is invertible, and (, ) is symmetric if A is generated by idempotents.
The Jordan-type fusion rules are the restriction Φ(α) of Φ(α, β) to the set {1, 0, α}. From [HRS14] we deduce Theorem 1.4 (follows from [HRS14] , Theorem 1.1). If k is a field containing 1 2 andᾱ = 0, 1, and A is a 2-generated Φ(ᾱ)-axial k-algebra, then A is a scalar extension of a quotient of the algebraÂ with basis {a, b, s} and multiplication from Table 3 over the ring
such that the images of α, λ areᾱ, λ a (b) respectively. 
Accordingly, set the idealJ A to be (2α − 1) or (α − 2λ). ThisJ A is prime, and together with an idealĪ A , affords the cover of A; for example,J (2A) =J (3C) = (α − 2λ). See also Section 4.
The following was proven in [HRS13] , following the groundbreaking work in [S07, IPSS10] .
Theorem 1.5 (Theorems 5.10, 8.7 [HRS13] ). There exists an algebra U over Q 9 such that any 2-generated Φ( 1 /4, 1 /32)-axial Frobenius algebra over Q is a quotient of U , and U is the direct sum of the Norton-Sakuma algebras over Q.
The universal algebra
In this section, we make the formal construction of a certain universal algebra: an algebra of which all Φ-axial algebras, or in our case of interest all Φ(α, β)-dihedral algebras, are quotients. We proceed by constructing a chain of increasingly specialised universal objects, starting from a free magma.
Let {α 3 , . . . , α n } be a collection of symbols, α 1 = 1, α 2 = 0, and set Φ = {1, 0} ∪ {α 3 , . . . , α n }.
Suppose that R is a ring and S is an associative R-algebra. For an R-algebra A, the scalar extension by S of A is the S-algebra A ⊗ R S with product (x ⊗ s)(y ⊗ s ′ ) = (xy) ⊗ (ss ′ ). Let A = {a 1 , . . . , a m } be an ordered collection and M ′ the nonassociative magma on A, that is, the collection of all bracketings of nonempty words on A together with a multiplication given by juxtaposition. In the category of R-algebras with m marked generators, where morphisms are algebra homomorphisms mapping the marked generators to marked generators and preserving the ordering, RM ′ is an initial object: there exists exactly one morphism from RM ′ to any other object A in the category. This mapping RM ′ → A is given by evaluating the word w ∈ M ′ as a word in A.
Furthermore set M to be the commutative nonassociative magma on idempotents A, that is, M is M ′ modulo the relations a i a i = a i for all i and uv = vu for all words u, v. Then RM is an initial object in the category of commutative (nonassociative) R-algebras generated by m marked idempotents.
Let λ a (w) be a symbol for all a ∈ A and w ∈ M, and set
Lemma 2.1. Suppose that A is an everywhere faithful R-algebra, generated by a set A of primitive idempotents with eigenvalues Φ. If R is an associative
is an associative R ′ -algebra in a unique way such that w a 1 = λ a (w)a for all a ∈ A, w ∈ M.
Proof. We use the multiplication in A to identify the mapping of λ a (w) ∈ R ′ into R. LetR be the polynomial ring R[λ A (M)] of R extended by indeterminates λ a (w) for all a ∈ A, w ∈ M (c.f. (9)). Then there exists a unique mapping of R ′ intoR: as R is an associative R ′′ -algebra, there existsψ : R ′′ → R; this extends canonically toψ :
is,ψ : R ′ →R, by settingψ(λ a (w)) = λ a (w). Let J be the ideal ofR generated by λ a (w) − λ a (w)
for all a ∈ A and w ∈ M, wherew ∈ A is the evaluation of the word w ∈ M and the second λ a is the ordinary mapping A → R ⊆R. Then set ψ : R ′ → R to be the map r →ψ(r)/J. Asψ,ψ are ring homomorphisms, so is ψ, and ψ makes R an associative R ′ -algebra.
Let A ′ be the quotient of R ′ M modulo the ideal generated by
Then A ′ is generated by primitive diagonalisable idempotents.
Lemma 2.2. There exists a unique morphism from A ′ to any R ′ -algebra A generated by m primitive diagonalisable idempotents with eigenvalues Φ.
Proof. As in the proof of Lemma 2.1, for w ∈ A ′′ , writew for the evaluation of the word w in A, andw for the evaluation of the wordw in A ′′ . Set I A to be the ideal generated by w −w for w ∈ A ′′ . Then I A is the evaluation ideal in A ′′ induced by A, and is the unique mapping from A ′′ to A preserving the m generating idempotents. That the m generators in A are primitive diagonalisable idempotents with eigenvalues Φ implies that the ideal in (10) is contained in I A and therefore the unique mapping from A ′′ to A factors through a morphism from A ′ to
A.
Let C ′ = C ′ R ′′ be the category whose objects are pairs (R, A) such that R is a ring and an associative R ′′ -algebra, the generators A in A are primitive diagonalisable idempotents with (ordered) eigenvaluesΦ = {1, 0,ᾱ 2 , . . . ,ᾱ n }, and A is an everywhere faithful R-algebra generated by A. (For convenience, we always write A for the generating set, as the generators can be identified without danger of confusion.) Morphisms in the category from (R 1 , A 1 ) to (R 2 , A 2 ) are pairs (φ, ψ) such that φ : R 1 → R 2 is a R ′′ -algebra homomorphism and ψ : A 1 → A 2 is an algebra homomorphism mapping generators to generators and compatible with φ, in the
This follows since R is an R ′ -algebra, by Lemma 2.1, by a unique nontrivial map φ :
encoding the identification ofᾱ i with α i . Furthermore A ′ is initial among R ′ -algebras generated by m marked primitive idempotents acting diagonalisably with eigenvalues Φ by Lemma 2.2.
Suppose that (J, I) is a pair with J an ideal of R and I an ideal of A. The pair (J, I) match if JA ⊆ I and λ a (x) ∈ J for all x ∈ I, a ∈ A. If (J, I) match and I contains none of the generators in A, then (R/J, A/I) is again an element of C ′ , since A is preserved, R/J is again an associative algebra over R ′′ (and hence R ′ ) acting everywhere faithfully on A/I, and A/I is generated by m primitive diagonalisable idempotents with eigenvalues Φ.
Take an arbitrary object (R, A) and let (φ, ψ) be the morphism from (R ′ , A ′ ) to (R, A). Then ψ is a surjection in the sense that RA ′ ψ = A. We can write φ as the composition
The ideals (J R , I A ) match by the condition that ψ, φ s have to be compatible. Write C ′ (J, I) for the subcategory of C ′ whose objects are algebras (R, A) such that J R ⊆ J, I A ⊆ I. In C ′ (J, I),
So far, Φ has only been a collection of eigenvalues. Now suppose that Φ comes with fusion rules ⋆. We write down two special ideals J ′ , I ′ : let I ′ be generated by
for all x, y ∈ A and α j , α k ∈ Φ and a i ∈ A, and set
match. The ideals J ′ , I ′ are minimal with respect to the axioms of Φ-axial algebras, that is, if (R, A) are Φ-axial R ′ -algebras then they are in C ′ and the unique morphism (φ, ψ) :
is the category of m-generated Φ-axial algebras and has initial object (R U , U ) = (R ′ /J ′ , A ′ /I ′ ). We have Theorem 2.4. For fusion rules Φ = {1, 0, α 3 , . . . , α n }, m ∈ N, and R ′′ from (8), there exists an algebra U over a ring R U such that if S is an associative R ′′ -algebra and B is an m-generated Φ-
as an algebra over
We say that the R U -algebra U is the universal m-generated Φ-axial algebra. This implies Theorem 0.1: finite generation means that there exists an m for which Theorem 2.4 gives the desired result.
Note that, if we replaced the underlying ring R ′′ in (8) with a larger ringR ′′ , Theorem 2.4
continues to hold with minor modification. In particular, set
The upcoming Theorem 3.7 gives the multiplication table for an algebra A R 0 over R 0 . The universal Φ(α, β)-dihedral algebra U that exists by Theorem 2.4 is a quotient of A R 0 , although we will not completely determine U in this text.
The multiplication table
From now on, we only consider the Ising fusion rules Φ = Φ(α, β). Suppose that R is an associative R ′′ (Φ)-algebra from (8), so that 1 2 , α, β ∈ R and α, β, α − 1, β − 1, α − β are invertible in R. Suppose that A is a (commutative, nonassociative) R-algebra generated by Φ-axes a 0 , a 1 .
In this section, culminating in Theorem 3.7, we give a spanning set and multiplication table for the algebra structure of A, under some further conditions on R.
will play a critical role for us because of the Z/2-grading on Φ.
Recall that, for a Φ-axis a ∈ A, τ (a) ∈ Aut(A) is the automorphism acting as −1 on the β-eigenspace of a and fixing everything else, and our conventions from Section 1. Let B be the subset of A with elements
for
In this section we compute the products between elements of B, recorded in lemmas; other computations will be part of the rolling text.
Four elements of the ring will also have a special role to play. Namely, we write
Note that, since α, β, λ, λ f , λ 2 , λ f 2 lie in the ring R, the automorphisms of A and in particular τ (a 0 ), τ (a 1 ) fix them.
The superscript f notation refers to the map f , called the flip, interchanging a 0 , a 1 . In general f is not an automorphism, but it turns out to be in some special cases. It has an action on the ring and on the algebra.
Recall that, by the definition of a Φ-axis a, any element x ∈ A may be written as
where x a φ is the projection of x onto the φ-eigenspace A a φ of a. We omit the superscript a when context makes it clear which idempotent a is being used for this decomposition. In this section, all eigenvector decompositions will be with respect to a or a 0 unless indicated otherwise. Furthermore, recall that x 1,0 is the projection of x onto A a 1 ⊕ A a 0 , and x + is the projection of
We deduce that
The latter follows since τ (a) inverts the β-eigenspace. So we have that
). The former is found by using the previous equations in ax = λ a (x)a + αx α + βx β and rearranging.
Furthermore
using the substitution (18) in the expression a 2 x = λ a (x)a + α 2 x α + β 2 x β .
It follows that a • x lies in A a {1,0,α} (and thus is fixed by τ (a)) for any x ∈ A:
Lemma 3.1. We deduce
Proof. The equation (24) can be deduced starting from the definition of •:
by (20), and then rewriting ax using • as
This gives the result after collecting terms and writing x + = x − x β . From (24) we deduce a 0 s, a 0 s 2 by substituting a 1 , a 2 for x respectively. Then a 1 s follows by swapping a 0 , a 1 .
We define a further commutative product
for our computations. With respect to the Φ-axis a, for x, y ∈ A,
To deduce this, we use the previous calculations for (x • a) 1,0 and (x • a) α . From the fusion rules, since (x • a) β = 0, we have that
which gives (26) when we use that (x + y + ) 1,0 = x 1,0 y 1,0 + x α y α . For (27),
and after using x 1,0 y α + x α y 1,0 = (x + y + ) α we have the answer.
We also find that, for x, y ∈ A, when α − 2β is invertible,
The expression (28) is just a rearrangement of (27). For (29), rearranging from (26),
As (x + y + ) + = x + y + , rearranging gives the final claim.
Lemma 3.2. We have that, if α − 2β is invertible, then
from the equation, for any x, y ∈ A,
Proof. Note that
Now we can compute in two ways:
, on the one hand; on the other,
and using (29),
So we may rearrange for our desired term:
and finally, using (28),
so we arrive at our conclusion (31) after collecting terms.
Now also note that, with respect to the Φ-axis a, for any idempotent e ∈ A,
By definition of τ (a), e + = 1 2 (e + e τ (a) ). Hence, multiplying out, e + e + = 1 4 (e + e τ (a) ) + 1 2 ee τ (a) , and we rewrite the expression using the definition of •. For the product ss, we specialise: for
We need a number of auxiliary expressions. Observe that (18) can be rewritten as,
By application of (24) with a 1 in place of a, substituting
We immediately deduce, using s + = s and a + = a, then using (21) and (35),
Finally, we substitute a 1 in place of x in (34), and substitute the expressions we collected for (a 1 * a 0 a 1 ) + in (37), for (a 1 ) + (a 1 ) + in (33), for (a 1 ) α in (35), and for (a 1 * a 0 a 1 ) α in (38), to find
which is the equation given in the statement, once its terms have been collected.
From now on, for the rest of this section, we will assume that α − 2β is invertible.
Lemma 3.3. If α − 4β is invertible, then
and therefore the R-span of B is stable under T . Thus we deduce expressions for
Proof. Lemma 3.2 calculates ss using eigenspace decompositions and fusion rules with respect to a 0 , and by repeating the computation with the roles of a 0 and a 1 swapped, we obtain an expression for (ss) f from (30). On the other hand, s is symmetric in a 0 and a 1 so that ss is invariant under interchange of a 0 and a 1 . The equation (41) follows from the equality (ss) f = ss. Since a 3 = (a −2 ) f , we see the desired term in the expression for (ss) f :
Rearranging yields the claim for a 3 .
Now observe that
Out of these, the only term not already in B is a 3 . Our above expression for this term shows that RB and RB f coincide. As a 4 = a
with the roles of a 0 , a 1 reversed, we have that B τ (a 1 ) ⊆ RB f = RB also, and since B τ (a 0 ) = B this proves RB T = RB. Now all of the terms in (3.3) are in the T, f -orbit of a 0 s or a 0 s 2 :
From now on we also assume that α − 4β is invertible.
Lemma 3.4. We have that
and from this follow expressions, using the T -invariance explained in Lemma 3.3, for
Proof. Recall from (35) and (19) that
First we write down, using Lemma 3.3,
From the fusion rule 0 ⋆ 0 = 0 we deduce that a 0 ((a 1 ) 0 (a 1 ) 0 ) = 0. The only product we do not already know is a 0 s f 2 , so substituting and rearranging gives the result. The second set of equations follows from the fact that T is transitive on a −2 , a −1 , a 0 , a 1 , a 2 , and we have expressions for a 0 x for all x ∈ B, so we can take any product a i x and find a representative a 0 x ′ in the T -orbit of a i x with an expression for this product in RB. As RB is T -closed, this allows us to calculate any a i x.
Lemma 3.5. We can find an expression for ss 2 in RB, and hence get an equation for ss f 2 too. We also have expressions for s 2 s 2 and s
Proof. We will derive the first equality starting from the equation
which follows from the fusion rules. The key is that the contributions of ss 2 from each of the terms (a 1 ) 0 (a 2 ) α and (a 1 ) 0 (a 2 ) 0 cancel on the lefthand side, but not on the righthand side.
We know (a 1 ) 0 from (45). In the same way we calculate
and also get, from (35),
The previous lemmas are enough to calculate the products, so arriving at the answer is a matter of rearranging the copious terms.
Then ss f 2 = (ss 2 ) f . The third and forth products promised follow from
using the same method.
Lemma 3.6. We can express s 2 s f 2 in RB.
Proof. Recall that idempotents are preserved by automorphisms, so that a 3 a 3 = a 3 . The expression afforded in Lemma 3.3, and knowing all other products, allows us to express s 2 s f 2 .
Altogether the previous sequence of Lemmas proves Theorem 3.7. Suppose that R is an associative
If A is an algebra over R generated by two Φ(α, β)-axes a 0 , a 1 , then A is spanned by
with the multiplication table described by the previous Lemmas 3.2 to 3.6.
In particular, when U is the universal 2 generated Φ-axial algebra over ring R U from Theorem 2.4 with the extra condition that α − 2β, α − 4β be invertible, then R U is a quotient of the polynomial ring
and U has the multiplication table of Theorem 3.7 over R U . (That U cannot be spanned by a set of size 7 is clear by the existence of (6A), a quotient algebra which is 8-dimensional over
Q.)
We now define a form (, ) on the algebra of Theorem 3.7 by setting (a i , a i ) = 1 and applying several relations which are necessary for (, ) to be Frobenius. (We do not apply all such relations to guarantee that (, ) is Frobenius, since their computational complexity exceeds our capabilities. But applying all these relations is a valid possibility, which was exploited especially for
We likewise compute the remaining values of the form up to action by T and f .
By this definition, (, ) does not make the algebra Frobenius; for example, (a −1 , a 2 ) = (a −1 , a −1 a 2 ).
However, some quotients of (, ) will turn out to be Frobenius in the sequel.
Fusion rules and covers
Not all fusion rules have been enforced yet. We describe, given a Φ(α, β)-dihedral algebra, how to find its generalisation, called an axial cover, by finding smaller ideals, coming from the fusion rules, in the universal algebra previously described. We also introduce the extra assumption that the coefficient functions λ e , λ f are symmetric.
Suppose that R is a ring satisfying the assumption in Theorem 3.7, so that R is an associative algebra over
Let A R be the free R-module on B = {a −2 , a −1 , a 0 , a 1 , a 2 , s, s 2 , s f 2 } together with the multiplication from Theorem 3.7. Then a 0 , a 1 ∈ A R are not necessarily Φ(α, β)-axes, since their eigenvectors do not satisfy the fusion rules in general, as we will see in Lemma 4.3. Therefore
However, Theorem 3.7 shows that any Φ(α, β)-dihedral algebra over a ring R satisfies the multiplication rules given in Section 3, and therefore is a quotient of A R . In particular, Theorem 2.4 asserts that there exists a ring R U , which is a quotient of R 0 by some ideal
, and an algebra U over R U which is the universal Φ(α, β)-dihedral algebra. Hence U is a quotient of A R U by some ideal I R 0 Φ(α,β) . (We use the subscript Φ(α, β) in our notation for these ideals to indicate that they come solely from the fusion rules.) While actually finding U over R U is beyond our reach, we work with A R 0 over R 0 as an approximation to the universal object.
Short of classifying all the Φ(α, β)-dihedral algebras, we use our results to significantly generalise the known Φ(α, β)-dihedral algebras by a pullback of ideals, as we now explain. Namely, suppose that (nX) R is a Φ(α, β)-dihedral everywhere-faithful R-algebra, where R is an associative algebra over R 0 . Then, by Theorem 2.4, there exist matching ideals
such that
Recall that, for the two ideals J R (nX) , I R (nX) to match, we must have J R (nX) U R ⊆ I R (nX) , and λ a i (x) ∈ J R (nX) for i = 0, 1 and any x ∈ I R (nX) . Note that, if R is a domain, then J R (nX) is a prime ideal.
Suppose we have matching ideals
is the (axial) cover of (nX). Note that it is possible that there are infinite descending chains of such ideals J ′ R (nX) , I ′ R (nX) , so it is not a priori clear that their intersection, or the axial cover, is well-defined.
If the idealsĴ R (nX) ,Î R (nX) are strictly smaller than J R (nX) , I R (nX) , this means that (nX) is subject to additional constraints other than those coming from the fusion rules. Then (nX) is a proper quotient of its axial cover, which is its largest generalisation as an axial algebra. Our specific application will be to the Norton-Sakuma algebras (nX), listed in Table 4 .
Since R U and therefore U R are not available to work with, we will use our approximation A R 0 as follows. We still consider a fixed Φ(α, β)-dihedral algebra (nX) over an everywhere faithful ring R which is an associative R 0 -algebra. Then
shows, in the top line, the relation among the algebras, and in the bottom line the relation among their rings. Instead of findinĝ
we will try to find idealsĪ
such thatĪ
Notice that A R /Ī R (nX) as an (R 0 ⊗ Z R)/J R (nX) -algebra is exactly the axial cover of (nX). As it turns out, a subset of the fusion rules will be sufficient to generateĪ R (nX) andJ R (nX) , which will considerably shorten our work. In practice, we can calculateJ R (nX) as follows. As the cover is everywhere faithful over its ring (R 0 
must be a prime ideal. Thus we have Lemma 4.1. For any p ∈ J R Φ(α,β) , let p (nX) be the smallest factor of p contained inJ R (nX) . Then (nX) and coprime to α −ᾱ then the ideal (p(α)) + (α −ᾱ) is equal to (1), the entire ring, which impliesĴ R (nX) = (1) and (nX) is the trivial algebra. The same argument applies with respect to β. This is a useful restriction on relations insideĴ R (nX) .
We now provide the eigenvectors and fusion rules used to find the idealsĪ R (nX) ,J R (nX) .
Lemma 4.2. In the algebra A R (coming from Theorem 3.7),
, and
Proof. Since we have the multiplication table, it is a routine calculation to check that the vectors listed are eigenvectors of the appropriate eigenvalues. That a 0 spans A a 0 1 comes from the assumption of primitivity.
Similarly, eigenvectors of a 1 can be easily calculated by interchanging the rôles of a 0 and a 1 in the above.
Lemma 4.3. The coefficient of
The other nonzero coefficients are those of a −2 , a 0 , a 1 , a 2 .
Proof. We establish the formula by direct computation using the results of Section 3. That the coefficient is unique follows by our assumption that we are working over an everywhere faithful ring.
Finally, to simplify our calculations, we introduce an assumption on the coefficients.
We will from now on, for simplicity of calculation, assume that λ 1 = λ f 1 and λ 2 = λ f 2 . This assumption is realised in at least three different situations: Lemma 4.4. Suppose that a 0 = a 2n+1 for some n. Then λ a i (a j ) = λ a j (a i ) for all i, j, so that
Proof. The group T = τ (a 0 ), τ (a 1 ) acts transitively on pairs {a i , a j } with i − j ≡ 2 0 and on pairs {a i , a j } with i − j ≡ 2 1. If a 0 = a 2n+1 , then τ (a n+1 ) ∈ T swaps a 0 = a and a 1 = b, and {a 0 , a 2 } is swapped with {a 1 , a −1 }. As τ (a n+1 ) also swaps the respective 1-eigenspaces,
2 , but T is generated by τ (a 0 ), τ (a 1 ) which both fix s 2 , so τ (a n+1 ) must fix s 2 and therefore s 2 = s We are not sure if similarly λ a (b) = λ b (a) is a consequence of the axioms for Ising-axial algebras, but no counterexamples are known.
In the following sections, we find the covers of the Norton-Sakuma algebras (nX) over Q, described below, for (nX) one of (4A), (4B), (5A), (6A). The cover for (3A) is more complicated to determine, so we instead find a weak cover: we calculate idealsĪ (3A) ⊆Ī ′ (3A) ⊆Î (3A) and J (3A) ⊆J ′ (3A) ⊆Ĵ (3A) which conjecturally coincide withĪ (3A) andJ (3A) . The Norton-Sakuma algebras (nX) are given by Table 4 together with the formulas
Under the isomorphism type (nX), we give a spanning set and notes; the other column contains all the products necessary to calculate in the algebra.
The cover of (5A)
Only the first factor in (68) is 0 in (5A) and therefore this factor is in J (5A) . Thus in R/J (5A) , as α − 1 is invertible,
After substituting (70), the only terms with nonzero coefficients in a 0 (z 2 z 2 ) are a −2 , a 0 , a 2 , 
We deduce several possibilities. We cannot have a nontrivial relation among the elements a −2 , a 0 , a 2 in the cover of (5A), because they are linearly independent in (5A). Among the coefficients, the possibilities are as follows. Firstly, β = 4α 2 −5α+1
. In (5A), only the second possibility is satisfied, so in the cover of (5A), we have
We again have new possibilities.
If β = ). We now compute the action of a 2 on the subspace Q spanned by
Q is fixed by ad(a 2 ), and
Therefore Q must decompose into a direct sum of 0, α or β-eigenvectors for a 2 . Now suppose that µ is an eigenvalue of N , so that det(N − µI 2 ) = 0. That is,
We can substitute µ = 0, α, β = (76), and is the cover (5A α ) of (5A).
Proof.
A is generated by a 0 , a 1 , so we only need to check the fusion rules for a 0 , a 1 . We do this in [GAP] , using Lemma 4.2 and the obvious symmetry between the a i .
We check manually, that is, in [GAP] , that in the case (α, β) = ( 1 2 , 3 16 ), the vector space Q is also killed and the resulting algebra has the same presentation.
Description
Products Proof. We check by direct computation in [GAP] that the form on (5A α ) induced as a quotient of the form in Section 3 is Frobenius. We also use [GAP] to calculate the Gram matrix, the determinant of which is −5 6 2 36 (3α − 7)
This is positive exactly when (3α − 7)(5α − 1) < 0, and the root (5α − 1) is not admissible since this implies β = 1 5 = α, but the other roots have (α, β) as ( 7 /3, 4 /3) and ( 1 /3, 1 /12).
Lemma 5.3. We have |τ (a 0 )τ (a 1 )| = 5.
Proof. τ (a 0 ) and τ (a 1 ) act as the permutation matrices corresponding to (1, 5)(2, 4)(3)(6) and
(1, 2)(3, 5)(4)(6) on (5A α ), respectively. Since a 0 and a 1 are in the same orbit under T , we have that |τ (a 0 )τ (a 1 )| = 5 everywhere by Lemma 1.2.
The cover of (6A)
Only the second factor in (68) is 0 in (6A):
Since dim(6A) = 8, the key relations for the cover come from the ring, that is,Ī (6A) =J (6A)Û .
Suppose that the coefficient of λ in (78) is 0, that is, α 2 −6αβ −α+4β = 2(2−3α)β +α(1−α) = 0.
As α = 2 3 is not a solution to this equation, we can rearrange to find
(which is not inJ (6A) ) and substituting this into (78),
This irreducible polynomial is coprime to α − 1 4 , so that (α − 1 /4)(7α 2 − 12α + 4) = (1) and
After making the substitution, we again calculate a(z 2 z 2 ), and find that the coefficient of a 2 is
We deduce an expression for λ 2 (its coefficient being not 0 when α = 1 7 (4 ± √ 2)). Substituting, we find that the coefficient of a 2 in a 0 (xx 2 ) is
So β = α 2 4(1−2α) . After specialising, we find no more relations. We get
2 , 1}, with basis a −2 , a −1 , a 0 , a 1 , a 2 , s, s 2 , s f 2 and multiplication from Table 6 is a 2-generated Φ(α, α 2 4(1−2α) )-axial algebra and the cover (6A α ) of Norton-Sakuma algebra (6A).
Proof.
A is generated by a 0 , a 1 , so we only need to check the fusion rules for a 0 , a 1 . We do this in [GAP] , using Lemma 4.2.
α 4 (9α−4) (2α−1) 2 (5α−2)s 2 Proof. We check by direct computation in [GAP] that the form on (5A α ) induced as a quotient of the form in Section 3 is Frobenius. We also use [GAP] to calculate the Gram matrix, the determinant of which is
This is positive exactly when (2α − 1)(α − 1)(3α − 2)(7α − 4)(12α 2 − α − 2) < 0. The roots of the equation which are not already ruled out in Theorem 6.1 correspond to (α, β) being ( 3 /2, − 9 /32), ( 4 /7, − 4 /7) and α = 1 /24(1 ± √ 97).
Lemma 6.3. On (6A α ), |τ (a 0 )τ (a 1 )| = 3, the flip is an automorphism and |τ (a 0 )τ (a 1 )| ≤ 6 in any larger algebra.
Proof. On (6A α ), τ (a 0 ) is the permutation matrix of (1, 5)(2, 4)(3)(6)(7)(8) and τ (a 1 ) fixes a 1 and a −2 , s, s 2 , s f 2 , a −1 is mapped to
and swaps a 0 with a 2 . Therefore, for κ = 4 1−2α 
and (τ (a 0 )τ (a 1 )) 3 is the identity matrix. By Lemma 1.2, τ (a 0 )τ (a 1 ) has order at most |a T 0 ∪a T 1 | = 6.
The covers of (4A), (4B)
The third factor in (68) is 0 in (4A) and in (4B) and therefore, in these cases, as α = 1,
Lemma 7.1. If (α, β, λ) is not a root of (90), then a 0 = a 4 .
Proof. Our aim is first to show that a 2 = a −2 , by showing that
that is, we find constants κ, κ 1 , κ z , κ zz , κ z 2 , κ x , κ x 2 such that κk = κ 1 a 0 + κ z z + κ zz zz + κ z 2 z 2 + κ x x + κ x 2 x 2 + kk,
which implies that κk = 0, because k ∈ A a 0 β so kk ∈ A a 0 1,0,α and the semisimplicity of a 0 implies that A a 0 β ∩ A a 0 1,0,α = 0. We multiply kk using the multiplication table. That suitable κ, κ 1 , κ z , κ zz , κ z 2 , κ x , κ x 2 exist follows from the fact that the coefficients of a −1 and a 1 in a 2 a −2 are equal, so that there are only 7 parameters; now the chosen set is linearly independent in those seven variables. Even though the actual equations are lengthy, the working is straightforward: 4 (α − 1) −1 (2α − 1) −4 . The equations have three, two and two real roots respectively. Note that α = 1 /4 is not a solution to any of them. Therefore if α is not a solution to (95) then K is killed by the fusion rules.
Theorem 7.4. The algebra A, denoted (4B α ), over R = Z[ 1 /2, α, α −1 ], for α = 0, 1, 2 nor a root of (95), with basis a −1 , a 0 , a 1 , a 2 , s and multiplication from Table 7 is a 2-generated Φ(α, α 2 /2)-axial algebra and the cover of (4B).
Proof.
A is generated by a 0 , a 1 , so we only need to check the fusion rules for a 0 , a 1 . We do this in [GAP] . This is easily done using Lemma 4.2.
Lemma 7.5. The algebra (4B α ) is Frobenius; it is positive-definite for all α, and degenerate for α = −1.
Proof. We check by direct computation in [GAP] that the form on (4B α ) induced as a quotient of the form in Section 3 is Frobenius. We also use [GAP] to calculate the Gram matrix, the determinant of which is α 4 2 8 (α − 2) 4 (α + 1) 2 .
This is always positive. Its roots are α = −1.
Description Products
a −1 , a 0 , a 1 , a 2 , s a i s = − Table 7 : (4B α ) Lemma 7.6. s 2 + β(a 0 + a 2 ), s f 2 + β(a 1 + a −1 ) ∈ I (4A) and λ 1 − β ∈ J (4A) .
Proof. From (87), when λ 2 = 0 we get (λ 1 − β)(2(2α − 1)λ 1 − α 2 − 2αβ + 2β) = 0.
But λ 1 − β = 0 in (4A) and the other factor is not 0 in (4A).
From 0 = λ 2 = λ a 0 1 (a 2 ) = λ a 1 1 (a −1 ) we deduce that a 0 a 2 = 0 = a 1 a −1 .
Lemma 7.7. α − 1 4 ∈ J (4A) .
Proof. From Lemma 7.6 we substitute λ 1 = β, λ 2 = α /2, α = 1 /4, β = 1 /32 into (90) and see that this is not a solution. Therefore a −2 − a 2 ∈ I (4A) . After substituting similarly, we have that z = −αβa 0 + 1 2 (α − β)(a −1 + a 1 ) − s is a 0-eigenvector for a 0 . Then from the fusion rule 0 ⋆ 0 = {0}, a 0 (zz) = −α(α − 1 4 )(α − β)(β(a −1 + a 1 ) + 2s) = 0
and as there can be no further relations in I (4A) since (4A) is 5-dimensional, we must have α − Table 8 is a 2-generated Φ( 1 /4, β)-axial algebra for all β ∈ k {1, 0, 
Proof.
Lemma 7.9. The algebra (4A β ) is Frobenius; it is positive-definite for 0 < β < Proof. We check by direct computation in [GAP] that the form on (4A β ) induced as a quotient of the form in Section 3 is Frobenius. We also use [GAP] to calculate the Gram matrix, the determinant of which is β 8 (1 − 2β) 3 .
This is positive when β(1 − 2β) is positive. Its only acceptable root is β = 1 2 .
Lemma 7.10. On (4A β ) and (4B α ), |τ (a 0 )τ (a 1 )| = 2, and |τ (a 0 )τ (a 1 )| ≤ 4 in any larger algebra.
Proof. τ (a 0 ) and τ (a 1 ) are the permutation matrices corresponding to (1, 3)(2)(4)(5) and (1)(2, 4)(3)(5), respectively, on both (4A β ) and (4B α ). By Lemma 1.2, the order of |τ (a 0 )τ (a 1 )| is bounded by 2 + 2 = 4, the size of a T 0 ∪ a T 1 .
Description Products
a −1 , a 0 , a 1 , a 2 , s a i s = −β 2 a i + 1 8 (1 − 4β)β(a i+1 + a i+3 ) + 1 4 (1 − 4β)s a i = a i mod 4 ss = 1 32 β(4β − 1)(8β − 1)(a −1 + a 0 + a 1 + a 2 ) + 1 4 β(3 − 8β)s a i , a i+2 ∼ = (2B) (a i , a j ) = β (1−2α) (3α 3 − 5α 2 β + 8αβ 2 − 4α 2 + 7αβ − 4β 2 + α − 2β)a i a 0 , a 1 , a 2 , s + 1 2 β(α − β)(a i+1 + a i+2 ) + (α − β)s a i = a i mod 3 ss = (α−β) 8(1−2α) (3α 3 − 13α 2 β + 16αβ 2 − 4α 2 + 11αβ − 8β 2 + α − 2β)(a 0 + a 1 + a 2 ) + 1 4(2α−1) (9α 3 − 27α 2 β + 12αβ 2 − 6α 2 + 13αβ − 6β 2 + α)s (a i , a j ) = 1 4 (3α 2 +(3β−1)α−2β) (2α−1) and degenerate when (3α − β − 1)(3α 2 + 3αβ − β − 1)(3α 2 + (3β − 9)α − 2β + 4) = 0.
Proof. We check by direct computation in [GAP] that the form on (3A ′ α,β ) induced as a quotient of the form in Section 3 is Frobenius. We also use [GAP] to calculate the Gram matrix, the determinant of which is −α 2 2 9 (2α − 1) 5 (3α − β − 1)(3α 2 + 3αβ − β − 1)(3α 2 + (3β − 9)α − 2β + 4) 3 .
Lemma 8.3. We have |τ (a 0 )τ (a 1 )| = 3.
Proof. τ (a 0 ), τ (a 1 ) are the permutation matrices of (1)(2, 3)(4) and (1, 3)(2)(4) respectively on (3A ′ α,β ). Lemma 1.2 implies that the order of τ (a 0 )τ (a 1 ) is bounded by 3 everywhere.
