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Abstract. In the cinema history of astronomy, we are currently at the stage
of the Lumiere brothers with contemporary surveys providing short monochro-
matic time sequences of the sky. By the end of the next decade, however,
panchromatic blockbusters will be commonplace and science will be predom-
inantly driven by the objects that change in successive “frames”. Web-scale
computing resources will be required just to process the torrents of data events
but the key to understanding them will be contextualisation — linking together
disparate (sets of) events and relating them to archival and supplementary data
in a machine-comprehensible way. Much of the data mining and analysis of such
data portfolios will be performed by proxy scientists — intelligent agent avatars
that represent an individual’s particular research interests in high-dimension
parameter spaces. Although this view might sound like science fiction, in this
paper, I will review the technologies that will make it achievable. In particular, I
will cover new approaches to web services that will be required to support these
massive event streams, social networking techniques that will facilitate science
and semantic technologies that will underpin everything.
1. Introduction
Transient astronomy is one of the oldest branches of astronomy and yet it is still
largely mired in the Victorian era. In November 1892, Edward Barnard pho-
tographed Comet 17P/Holmes on a number of successive nights as it underwent
a spectacular outburst (Barnard 1913). When the same object exhibited similar
behaviour in late 2007, the study methodology was exactly the same (ICQ 2007):
the one concession to a hundred years of technological innovation and progress
was that the 21st century images were digital. However, if another outburst
occurs during the comet’s 2021 return, things will be radically different.
We stand on the cusp of a paradigm shift in astronomical computing, and,
by extension, astronomy in general. Within a decade, the tools and techniques
that have supported a generation of research and discovery (and that many
senior personnel still view as novel) will seem positively antiquated. The impetus
for this sea change is the much vaunted data avalanche that the next generations
of surveys will bring. Peta- and exascale data streams will be commonplace
features of daily astronomical life. Working with such data will actually require
the systems that have been pitched for the past decade: vastly distributed data
and computing resources utilised by intelligent agents managing data discovery
and analysis according to a set of beliefs and intents. A real indication that
things are going this way is that components of these systems are not only being
actively worked on in computer science departments but also in industry. For
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example, social networking and on-demand media are promoting development
in the same areas that astronomy and other sciences are.
Core to the NewThink is the appreciation that the quadrillions and quin-
tillions of bytes of data are not independent of each other but are deeply in-
terconnected. To make sense of this all — to be able to do science — these
relationships and relationships of sets of relationships need to be expressed in
a manner that computers can manage. Machine processing evolves from just
sheer number crunching to encompass metadata processing as well and being
able to decide what to do with different pieces of data: for example, magnitudes
could be derived from a flux-calibrated spectrum or new observations could be
scheduled to fill holes in coverage or if certain criteria are met.
In this paper, I will present a view of where I think astronomical computing
will be in 2020 and the types of systems that will comprise this. As with any
predictions, much of this will be probably be completely wrong, especially as
Hobsbawm says: “The only certain thing about the future is that it will surprise
even those who have seen furthest into it”.
2. The Data Challenge
The sum total of astronomical data doubles about every year and so far tech-
nology has kept up but we are warned that there is a data avalanche, tsunami,
explosion and/or fire hose imminent. These warnings have formed the basis of
many grant applications in recent years and yet we always seem to be just on
the edge of the data catastrophe. In this section, I will show that not only will
we really be in the thick of it by 2020 but that actually we have underestimated
the scale of it.
2.1. The Era of the Great Surveys
Between 1860 and 1900, the world was defined cartographically: in the next 10
- 15 years, the universe will be defined cosmographically. A slew of new deep
all-sky imaging surveys, both ground- and space-based and ranging across the
electromagnetic spectrum, are being planned, e.g. GAIA1, LSST2, EXIST3,
EUCLID4 and SKA5. Although the primary science goals range from precision
astrometry to determining the geometry of the dark universe to testing general
relativity, the surveys will all map much of the cosmos repeatedly, providing a
panchromatic temporal census of the universe to z∼3.
Instead of waking up to an Astronomy Picture of the Day, we will rise to
The Universe Today, summarising the changes in position, flux/spectra, and new
observations of billions of objects, from near-Earth asteroids to distant quasars,
1http://gaia.esa.int
2http://www.lsst.org
3http://exist.gsfc.nasa.gov/
4http://sci.esa.int/science-e/www/area/index.cfm?fareaid=102
5http://www.skatelescope.org
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within the past 24 hours. These data will form the grist for the computational
mills of scientific discovery.
2.2. The LeaSST of Our Worries
In terms of data volumes and complexity, the bugbears of the past decade, such
as LSST, now seem eminently manageable but those of the next decade are truly
awe-inspiring. A useful comparison measure when talking about data volumes
and rates is the Large Hadron Collider (LHC) at CERN. At peak capacity (when
all four experiments are running simultaneously), this will produce ∼1.8GB/s
and requires the largest distributed computing network in the world at present
to handle its output. Since the network can transfer data at ∼1GB/s, I’ll use
this as a fiducial value, denoted as 1 LHC.
Table 1 gives the data rates for a number of high-throughput surveys in
terms of LHCs. As can be seen, LSST really should not be a problem with LHC
solved; the real issue is with the new breed of radio surveys. In primary oper-
ation mode, SKA will produce ∼200 - 2000PB of data/day (LHC will produce
∼4PB/year) and there are operating modes with even higher data rates.
There are a number of “new” management strategies that one can adopt to
handle these rates. The first is to throw away all raw data and keep only data
products. Real-time processing happens at the detector and reduced products
are then fed downstream. Full processing does not happen continuously but
rather on-demand, triggered when a characteristic signature is recognised in the
raw data (this is the model that LHC employs). These are also survey facilities
rather than general purpose observatories which means that the key programs
are very well defined and not at the whim of a varying user base. The data
products can be thus very homogeneous and highly optimised.
One final consideration to be borne in mind is that associating and relating
data both to itself and to other data, which I maintain is required for computa-
tional science, will increase its volume and complexity.
2.3. A Pragmatic Approach
A pragmatic approach is one in which “things are dealt with sensibly and real-
istically in a way that is based on practical rather than theoretical solutions”.
One area of research that is crucial to handling the vast quantities of astronom-
ical data is scalability; a pragmatic approach would look to social networking
Table 1.: Survey data rates.
Survey Wavelength Operational Data rate
[LHCs]
LSST Optical 2014 0.3
ASKAP Radio 2012 2
LOFAR Radio 2010 50 - 200
SKA Radio 2020 2500 - 25000
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and online gaming for scalability answers rather than to computer scientists for
theoretical solutions.
Pragmatism is also an academic concern in its own right. In the field of
semantics, it is the study of the ability of natural language to communicate more
than that which is explicitly stated; in other words, contextual communication.
For example, in a pragmatic analysis of a spoken conversation, the emphasis is
not on what is being said but how it is said — oratorical techniques and body
language — and how what is being said relates to wider and associated topics
under discussion.
When applied to astronomical data, a pragmatic approach in the semantic
sense should make data processing and analysis much easier. One is dealing with
both information — the raw data — and knowledge — the data’s context, i.e.
how it relates to other entities. While such a methodology is quite usual when
humans are in the loop — we know what to do with particular data — it is still
novel for an automated system. Yet with the data volumes under consideration,
such a system is the only viable one.
3. The Computing Challenge
The processing requirements for handling the immense data volumes of 2020 are
non-trivial. In this section, I will discuss the various ways that these can be met
in terms of infrastructure and programming.
3.1. When Clouds Collide
When LSST becomes operational in 2014, it will require one of the top 1000
computers in the world at that time. However, when SKA comes online six
years later, it needs the top computer in the world. Obviously a distributed
approach, as demonstrated by LHC, is the answer to finding suitable processing
power to handle the data. However, local grids or clouds, even those offered by
the largest vendors, will not be enough. Only by merging such systems into a
truly global or web-scale environment will sufficient capacity be available.
Unfortunately the success of the cloud concept has created the very problem
that it was designed to avoid: implementation dependency. Cloud proliferation
has led to a real heterogeneity in the types of hypervisor that clouds employ
to manage their virtual environments. Administering a job that has been dis-
tributed across multiple clouds now requires a specific client interface for each
flavour of cloud. One solution is to “virtualise the virtual” (Graham et al. 2008)
and create an abstraction layer that sits on top of the hypervisors but hides all
their implementation details.
3.2. The Message is the Thing
A strong feature of a web-scale processing environment will be high-volume, fre-
quent, low-latency services, particularly where real-time processing is needed.
This type of environment requires monitoring and control protocols that can
efficiently manage the composition of workflows while optimising an overall pro-
cess’s anticipated response time. The bulk of network traffic consists of orches-
trating and choreographic messages operating in more sophisticated exchange
patterns than just traditional request-response. This is particularly true when
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private and public policies must be preserved and incorporated into an overall
process. In addition, the acquisition and use of services must be bound by a
mutually agreeable service level (and price). At times, these agreements must
be negotiated and ratified and the set of messages that belongs to a particular
contract negotiation needs to be tightly coupled.
The SOAP and REST-based service-oriented architectures of today will be
superseded by message-oriented architectures, at the very least for control flows,
where the emphasis is on the transfer of a message and the processing of the
contents of that message in application-specific ways. The behaviour of what
happens with the contents of a message is defined through standardised descrip-
tions of complex message-exchange patterns. Message-oriented architectures
are particularly well-suited to very heterogeneous environments which anything
web-scale will most certainly be.
3.3. Declaring Your Intents
By its nature, web-scale processing will be extremely parallel and data-centric.
This is far more the natural purview of declarative languages rather than imper-
ative ones with the emphasis put on data definitions, structures and relations
over procedural functions and interfaces. Declarative programs also tend to
be far easier to parallelize than imperative ones. Whilst SQL and XML-based
markup languages, e.g. XSLT, have been the dominant declarative languages
in recent years, there is a growing resurgence of effort in functional and logic
programming languages such as Haskell, Erland and Prolog and in new hybrid
languages that combine aspects of both styles, such as Curry6.
There has also been development of frameworks to support distributed com-
puting on large data sets on clusters of computers, such as MapReduce from
Google (Dean & Ghemawat 2004). The power of these is illustrated by the re-
cent benchmark of sorting 1PB (10 trillion 100-byte records) in 6 hours and 2
minutes on 4000 computers using this methodology. Open-source implementa-
tions, such as Hadoop7 are available, making such techniques far more accessible
to the astronomical community. There are even declarative languages, such as
Pig Latin8, which explicitly compile into code that runs on MapReduce frame-
works.
4. The Storage Challenge
For 30 years, the advice has been that the best way to manage data is to store
it in a relational database. In this section, I will show that we should not expect
this to be the case for much longer and introduce the alternatives.
6http://www.informatik.uni-kiel.de/ curry/
7http://hadoop.apache.org
8http://hadoop.apache.org/pig/
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4.1. The Memory of Persistence
Every few years, a group of industry and academic database experts produce a
report that describes the current state of database research and highlights future
directions and concerns. The 2008 Claremont Report on Database Research
(Agrawal et al. 2008) states:
Current big-market relational database systems have very narrow
regimes where they provide peak performance [. . .] and cannot scale
to the cloud context.
The implication is very clear: in 2020, the bulk of astronomical data will not
be on SQL Server, MySQL or Oracle. Obviously there will still be a place for
such products but the type of operations that are carried out in a web-scale
data-centric environment are not well supported by relational databases.
At least part of the problem is that there will be a heterogeneity of struc-
tured, semi-structured and unstructured data. This needs to be persisted in an
easily searchable manner. Just representing such data across the wire is a big
concern and there is a groundswell that XML will not be the primary format
used in a decade’s time. The main issue is one of scalability as people have
come to the conclusion that XML is not as lightweight as it could be and has
limitations, e.g. how binary data is represented, that are having impacts on
performance.
Google’s Protocol Buffer9 is a lightweight alternative to XML for repre-
senting structured data that is claimed to be a order of magnitude faster to use.
Various groups are also trying to define platform-independent binary represen-
tations.
4.2. Denormalizing Data
Properly normalised data is the dream of the relational database user but it
can impose heavy access loads, especially if many joins are required to answer a
query. In order to meet performance demands, a number of web companies, such
as Google, Amazon, and Facebook, have developed systems which treat stored
data as though it were all in one big table, effectively denormalized, although
these are highly distributed in practice. Quite a few of these are also very column
limited with only two (keyword-value), three (subject-predicate-object, keyword-
value-timestamp), or four (subject-predicate-object-provenance) columns. The
value/object column often then holds a tuple of values or of other columns.
Some of these solutions also feature other scalability improvements such as being
column-oriented instead of row-oriented.
Open-source implementations of some of these systems are available, such
as Hypertable10, HBase11 and Cassandra12. A particular interesting program for
9http://code.google.com/p/protobuf/
10http://hypertable.org/
11http://hadoop.apache.org/hbase/
12http://code.google.com/p/the-cassandra-project/
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astronomy is the SciDB13 system that is being developed at Berkeley specifically
for science data but with significant industry backing.
5. The Autonomy Challenge
Even if the computing and storage challenges of 2020 have been met, working
with the data will still be too sizable an enterprise for a human to contemplate.
In this section, I will consider the systems that will mediate with the data on
our behalf.
5.1. A Confederacy of Agents
Web agents can be classified according to a number of criteria but a particularly
useful taxonomy (Huang et al. 2000) defines them as:
• 2D (aware of http, file and ftp protocols) versus 3D (aware of these plus
VR-specific protocols)
• Client (client side) versus server (server side)
• Single (does not co-operate with other agents) versus multiple (co-operates
with other agents)
In terms of this, the type of agents that would interact with astronomical data
in 2020 would be 3D-server-multiple ones. They will be working in virtual data
spaces with their own network protocols and together with other agents, creating
agent frameworks that exhibit agent collaboration patterns in order to achieve
a common goal.
Intelligent agents are programmed against the Belief-Desire-Intention (BDI)
paradigm. From its interactions with its environments and other agents, an
agent retrieves information which becomes part of its beliefs. It reasons based
on its preferences (derived from its desires) and the information in its beliefs.
This leads to a set of intentions and actions for the agent to perform. Given
this architecture, agents are frequently written and instructed in declarative
logic programming languages. The programmatic outcome of the agent is then
specified as a set of criteria that form its desires.
5.2. Proxy Scientists
Agent systems — both cognitive and reactive — in a web-scale environment will
perform many of the tasks that desktop-based software is currently employed for.
Data exploration, visualisation and analysis will occur in virtual environments
with the agents mediating between us and the data. Although interactions with
the agents through programmatic interfaces external to the virtual environments
will be possible, interactions with them will also be possible within the virtual
environments through avatars — representations of human/software agents in
the virtual environment. These agent avatars, residing in the computing/data
environment and programmed with (our) beliefs, desires and intents serve as
proxy scientists.
13http://scidb.org/
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The avatar interface offers a more natural and subjectively richer way of
interaction with agents (and ultimately data) than an API. Verbal and gestu-
ral communication can be employed alongside textual: for example, “rotate the
data object by 90 degrees about the z axis” could just as easily be expressed
by a quarter turn of an avatar’s hand in the appropriate plane. Similarly work-
flows can also be constructed simply by dragging and dropping components and
pointing to indicate the order of execution. Such interaction modes would also
be two-way with agent avatars responding to us and communicating to other
agents in like fashion. Semiotic vocabularies for general use and private agent-
agent communication would be defined within the virtual environments allowing
for arbitrarily complex messages to be layered onto specific tokens — words or
gestures.
The Meta Institute for Computational Astrophysics14 is a group of profes-
sionals interested in employing virtual reality and virtual world technologies for
data visualisation and scientific collaboration within astronomy.
6. The Pragmatic Backbone
When an agent or service is working with data in the web-scale environment, it
is vital that it can place the data in context, both in terms of metadata about
the data itself and how it relates to other data. In this section, I will discuss
how such contextualisation can be achieved.
6.1. Contextualisation
Contextualising data consists of making a statement that one data object is
associated with another data object in some fashion. A simple form of con-
textualisation is annotation — associating a data object with a tag — which
web sites like Flickr offer for images. The tag can be free text, e.g. “This
looks pretty”, or it could come from a finite list of terms, e.g. “spiral galaxy”.
The collective set of terms applied to a group of data is known as a folkson-
omy and can itself be mined for information about the group’s context: for
example, if all tags are about galaxies then the data set using this folksonomy
can be tagged as something to do with galaxies. The folksonomy could also
be used for other data sets known to be associated with galaxies. The As-
troDAS (Bose, Mann, & Prina-Ricotti 2006) and SKUA (Gray, Gray, & Ounis
2009) projects offer annotation services for astronomical data.
The Linked Data15 project formed by Tim Berners-Lee makes contextual-
isation more formal by specifying that each part of the association statement
— subject, predicate (which identifies the type of association) and object — is
identified by a dereferencable URI. It is easy enough to dereference the URIs
pointing to the two data objects (subject and object) but the predicate also
needs to be resolvable, in this case, to a human-readable document describing
the nature of the relationship between the subject and the object.
14http://mica-vw.org
15http://linkeddata.org
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The associations can be defined in semantic models that formally define
the context including the classes of objects that might be found in a particular
context, the properties they might exhibit and the relationships and types of
relationship that might exist between them. Such models may be specified as
simple vocabularies, taxonomies, or full-blown ontologies using semantic tech-
nologies such as RDF, RDFS and OWL.
These models are fully machine-comprehensible and can be programmed
against. For example, a property that a galaxy might have is a redshift which
means that there should be a spectrum of the galaxy associated with its image.
If the spectrum is missing then an agent could schedule one to be taken with
an appropriate robotic telescope and the redshift extracted from the resultant
data.
6.2. Data Portfolios
In transient astronomy, a significant initial discovery will often lead to a data
cascade in follow-up observations and information, such as light curves con-
structed from past images and catalogues, particularly when these then suggest
still further observations and data mining. This growing collection of connected
bytes, which is known as a data portfolio, forms the context for the initial event.
One particularly useful representation of the data portfolio is as an XHTML
/RDFa document. This specifies the collection of data objects and the relation-
ships between them in a manner that is both readable by a human and a com-
puter. The XHTML can be formatted with CSS to look like a Wiki page for the
event, for example. The RDFa captures the same information as dereferencable
URIs and terms from domain-specific ontologies to label the predicates and can
be extracted from the document with the appropriate parser.
When millions of transients are being reported per night in 2020, data
portfolios and similar contextual constructs will be used to orchestrate the data
cascade associated with each event. Agents, both human and machine, will be
able to access the full context of an interesting event in one go and determine
appropriate courses of action.
7. The Shape of Things to Come
In this paper, I have attempted to provide a broad overview of what astronom-
ical computing will look like in 2020. In summary, I believe that in the light
of overwhelming data rates, data event streams will replace raw data streams.
These will consist of data products produced in real time by the collecting in-
strument in response to characteristic signatures seen in the raw data. Data and
metadata will reside in distributed denormalized systems accessible by a mas-
sive distributed parallel web-scale environment, in which computation occurs.
Intelligent agent systems will manage data discovery and analysis according to a
specified set of beliefs and intents. Declarative languages will form the common
programming paradigm and contextual data constructs will underpin everything.
As with any enterprise of this nature, people will disagree with some, much
or all that I have proposed. To them, I offer an invitation to look forward to the
sequel to this paper in 11 years’ time — “Astronomy 2020: reflections on where
I went wrong”.
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