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Nowadays, wireless Access Points (APs) operating in Wireless Local Area Networks
(WLAN) or Wi-Fi networks are densely deployed to satisfy user demands for high
data rates. In addition, future Wi-Fi networks will be required to support devices,
in terms of data communications and energy delivery, that are operating as part of
an Internet of Things (IoT) eco-system. However, the increasing energy consump-
tion and interference of Wi-Fi networks have become key concerns to operators and
researchers. To address these concerns, a promising approach is to equip APs with
Energy Harvesting (EH) capabilities. Another approach is to exploit channel bond-
ing or transmit power control to increase the capacity of a Wi-Fi network. Channel
bonding allows an AP to form a wider channel that offers higher data rates. It also
helps increase spectrum efficiency. Lastly, transmit power control allows an AP to
either increase the received signal strength at users or reduce the interference to
neighboring APs.
The aforementioned approaches, however, lead to a number of problems. First,
a bonded or wider channel may cause an AP to be more susceptible to interfer-
ence from neighboring APs because of the use of overlapping channels. Second, as
spectrum resource is limited, APs must be assigned an appropriate number of chan-
nels corresponding to varying traffic demands over time. Otherwise, they may be
under-provisioned, resulting in delays and poor user satisfaction, or over-provisioned,
II
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resulting in low spectrum efficiency. Third, a high transmit power level may lead
to higher interference at APs sharing the same channel and also causes an AP to
have higher energy expenditure. This is especially important if an AP is powered
by a renewable energy source, because such an AP will experience energy outages
frequently in the future if it fails to manage the use of energy, resulting in service
suspension. On the other hand, a low transmit power level may result in low data
rates or energy harvesting rates at IoT devices. Therefore, it is necessary to de-
velop adaptive resource allocation solutions that assign one or more channel(s) and
a transmit power level to APs according to their traffic load or channel state. Unfor-
tunately, most resource allocation solutions to date fail to consider traffic variation
and random Channel State Information (CSI). Moreover, they assume CSI is fixed
or is known by APs in advance.
Henceforth, this thesis aims to develop novel resource allocation algorithms to
address the following problems: (i) when do APs use a single or bonded channel?
and (ii) when do APs use a high and low transmit power? The developed algo-
rithms should have a learning ability that allows APs to adapt to random traffic
load, imperfect CSI, and time-varying energy arrivals. Critically, they should be
readily deployable by current APs. Lastly, APs may only have historical and local
information, such as the channel gains of users in the last slot and their own data
queue length.
This thesis, therefore, investigates learning algorithms that aim to optimize chan-
nel assignment and transmit power control in Wi-Fi networks. It first studies the
problem of satisfying random user demands in Wi-Fi networks. It formulates this
problem as a Markov Decision Process (MDP) where the problem is to use one
or more channel(s) that yield the highest user satisfaction in each state. It then
proposes a Deep Reinforcement Learning (DRL) solution for APs to learn the best
channel bonding policy in order to satisfy their user demand and minimize interfer-




Next, this thesis considers charging Radio Frequency (RF)-energy harvesting
IoT devices that operate in Wi-Fi networks. These kind of energy users are able to
harvest ambient RF-energy whenever a solar-powered AP transmits. They have a
certain amount of energy requirement. The aim is to determine the transmit power
level of a solar-powered AP in order to satisfy (i) the data rate requirement of
legacy data users and (ii) the energy requirement of RF-energy harvesting devices.
However, the challenge is that the energy arrival rate of a solar-powered AP and
the channel gain to devices are random and time-varying because of fading effect.
Current works that consider both types of users do not consider random energy
arrivals, and assume an AP has perfect knowledge, e.g., current channel gains to
RF-energy harvesting devices. To this end, this thesis models the transmit power
allocation problem as an MDP, and solves it using a DRL solution. In addition, this
thesis uses Gaussian Process Regression (GPR) to predict network dynamics, e.g.,
energy arrivals. After that, it uses a Model Predictive Control (MPC) approach to
determine the best transmit power for future slots. Both solutions do not require
real-time knowledge of the CSI of devices and the energy arrival rate to an AP.
Lastly, this thesis considers approaches to maximize the Energy Efficiency (EE)
of an AP subject to random interference from its neighboring APs. The aim is to
maximize the EE of an AP while minimizing its data queue delays and overflows.
This thesis presents a DRL-based solution to assign one or more channel(s) to an
AP and to determine its transmit power level. Unlike previous works, the proposed
solution considers random traffic loads and channel gains. Also, it uses only local
information available at an AP; i.e., its data queue length. Using an analytical
model, this thesis first shows how different traffic loads, channels and transmit power
levels impact the EE experienced by an AP. Then, this thesis outlines a model-free
MDP. The MDP characterizes the state of an AP, its action, and a reward that
is a function of the delay and EE experienced by an AP. It employs a DRL-based




I would like to extend my heartfelt gratitude to people who have offered me support
and encouragement during my PhD study.
First of all, my genuine appreciation goes to my supervisor A/Prof. Kwan-Wu
Chin for his sustained concerns and constructive suggestions. It is his professional
guidance and strict requirements that have helped me lay a solid foundation for
academic research. Besides, he spared no effort to review my papers and provided
prompt feedback even when he is tied up. Without his comprehensive support, I
could not have reached this far.
Besides, I gratefully acknowledge all the anonymous reviewers and editors of the
journals for their constructive comments, which make my works solid.
Finally, I am indebted to my parents, granny and fiancée for their love and
unceasing encouragement during my PhD study. My sincere thanks go to my friends







1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem Space and Motivation . . . . . . . . . . . . . . . . . . . . . 3
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.1 Channel bonding with random traffic demands . . . . . . . . . 7
1.3.2 RF-charging in Wi-Fi networks . . . . . . . . . . . . . . . . . 8
1.3.3 Energy Efficient Channel Bonding and Transmit Power Control 9
1.4 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Literature Review 12
2.1 Channel Bonding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.1 Non-Traffic-Aware Channel Bonding . . . . . . . . . . . . . . 13
2.1.2 Traffic-Aware/Adaptive Channel Bonding . . . . . . . . . . . 14
2.2 Wireless Charging and Transmit Power Control . . . . . . . . . . . . 16
VI
Contents
2.2.1 Wireless Charging in Wi-Fi networks . . . . . . . . . . . . . . 16
2.2.2 Transmit Power Control . . . . . . . . . . . . . . . . . . . . . 19
2.3 Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Cognitive Radio . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Femtocell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.3 Cellular . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.4 Satellites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.5 Wireless Local Area Networks . . . . . . . . . . . . . . . . . . 26
2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 Channel Bonding with Random Traffic Demands 32
3.1 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.1 User Arrival Model . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.2 Interference Model . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.3 User Traffic Demand . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.4 Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.1 Markov Decision Process . . . . . . . . . . . . . . . . . . . . . 38
3.2.2 Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . 40
3.2.2.1 Update strategy . . . . . . . . . . . . . . . . . . . . 41
3.2.2.2 Memory replay strategy . . . . . . . . . . . . . . . . 41
3.2.2.3 Action selection strategy . . . . . . . . . . . . . . . . 42
3.2.3 Instantiation . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4 Learning to Charge RF-Energy Harvesting Devices in Wi-Fi Net-
works 60
4.1 System Model and Problem . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
VII
Contents
4.2.1 Solution-1: Reinforcement Learning . . . . . . . . . . . . . . . 64
4.2.1.1 MDP . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2.1.2 DQN . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2.2 Solution-2: MPC . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5 Energy-Efficient Channel Bonding and Transmit Power Control 83
5.1 System Model and Problem . . . . . . . . . . . . . . . . . . . . . . . 84
5.2 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.3 Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.1 MDP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.2 Q-learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.3.3 The DDQN Architecture . . . . . . . . . . . . . . . . . . . . . 100
5.3.4 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.4.1 Convergence of DDQN . . . . . . . . . . . . . . . . . . . . . . 104
5.4.2 Realistic Traffic . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.4.3 Poisson Traffic . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.4.4 Neighbor Distances . . . . . . . . . . . . . . . . . . . . . . . . 114




A Steady-State Probabilities for CTMC 135
VIII
List of Figures
1.1 An example Wi-Fi network. . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 An illustration of fixed and traffic-aware channel bonding. . . . . . . 4
1.3 An example network with a solar-powered AP and both legacy users
and RF-energy harvesting IoT devices. Both sensors receive energy
whenever the AP uses a high transmit power level, denoted by the
gray circle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.1 An illustration of user arrivals and departures in a WLAN. . . . . . . 36
3.2 The action selection strategy of an agent. . . . . . . . . . . . . . . . . 43
3.3 An illustration of the action space of an AP. . . . . . . . . . . . . . . 45
3.4 Elapsed time versus average fraction of satisfied demands. . . . . . . 49
3.5 Elapsed time versus average reward gained by agents. . . . . . . . . . 50
3.6 Elapsed time versus average percentage of satisfied users. . . . . . . . 51
3.7 Elapsed time versus average amount of maximum interference. . . . . 52
3.8 Channel usage of APs running DQN-1, DQN-2, TRL, Heuristic and
Random. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.9 The impact of increasing traffic demand per user D. . . . . . . . . . . 54
3.10 The impact of varying user arrival rates. . . . . . . . . . . . . . . . . 57
IX
List of Figures
3.11 Performance of algorithms in different WLANs, where N and M are
number of APs and number of channels, respectively. The term C/D
denotes the maximum number of users that can be satisfied by a
single channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.1 An illustration of the DQN approach that is run by an AP. . . . . . . 67
4.2 Elapsed time versus energy efficiency. . . . . . . . . . . . . . . . . . . 73
4.3 The satisfaction of both types of users. (a) Average number of ac-
tivated IoT devices per slot. (b) Average fraction of satisfied data
users. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4 Elapsed time versus reward gained by the tested algorithms/schemes. 75
4.5 The satisfaction of both types of users under a random energy arrival
scenario. (a) Average number of activated IoT devices per slot, and
(b) Average fraction of satisfied data users. . . . . . . . . . . . . . . . 76
4.6 Varying solar panel sizes versus the number of activated devices. . . . 78
4.7 Varying solar panel sizes versus the fraction of satisfied data users. . . 79
4.8 Average device distance versus the number of activated devices. . . . 80
4.9 Maximum user distance versus the fraction of satisfied data users. . . 81
5.1 An example WLAN. Each AP maintains a data queue. As indicated
by the red and black ellipses, AP i can use different transmit power
levels, which result in different EE and data rates to user u. User
u may experience interference when AP j is transmitting data to its
user v on the same channel. . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 The transition diagram of the CTMC with six states. . . . . . . . . . 89
5.3 Different λj and Pc values. . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4 Different λi and Pc values. . . . . . . . . . . . . . . . . . . . . . . . . 94
5.5 Different pit and Pc values. . . . . . . . . . . . . . . . . . . . . . . . . 95
5.6 Interaction between an agent (AP) and its environment (Wi-Fi net-
work). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
X
List of Figures
5.7 The DDQN architecture. . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.8 Elapsed time versus the reward gained by tested algorithms/schemes. 105
5.9 Elapsed time versus EE achieved by the tested algorithms/schemes. . 105
5.10 Elapsed time versus queue length achieved by the tested algorithms/schemes.106
5.11 Traffic load of two APs over seven days. The Y-axis represents the
normalized traffic load in each slot. The traces from [1] on Monday,
Wednesday, Friday and Sunday is used to train the agent, and those
on Tuesday, Thursday and Saturday is used to assess the agent. . . . 107
5.12 Elapsed time versus reward gained by the tested algorithms/schemes
during the assessment phases. . . . . . . . . . . . . . . . . . . . . . . 109
5.13 Elapsed time versus EE experienced by the tested algorithms/schemes
during the assessment phases. . . . . . . . . . . . . . . . . . . . . . . 109
5.14 Comparisons of the average EE (a), queue length (b) and number
of overflows (c) experienced by the tested algorithms/schemes during
the assessment phases. . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.15 Average EE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.16 Average queue length (in Mb). . . . . . . . . . . . . . . . . . . . . . . 113
5.17 Total number of overflows. . . . . . . . . . . . . . . . . . . . . . . . . 114
5.18 Average EE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.19 Average queue length (in Mb). . . . . . . . . . . . . . . . . . . . . . . 116
5.20 Total number of overflows. . . . . . . . . . . . . . . . . . . . . . . . . 116
XI
List of Tables
1.1 A summary of key features of current and future Wi-Fi networks. . . 3
2.1 Works on channel bonding. . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Works that apply RL. . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1 Common Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Common Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Parameter values used in experiments. The bold parameters are sim-
ilar to those reported in [2]. . . . . . . . . . . . . . . . . . . . . . . . 47
4.1 Parameter values used in experiments. . . . . . . . . . . . . . . . . . 71
5.1 Key Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2 The network states represented by the CTMC. . . . . . . . . . . . . . 90
5.3 Parameter values used in analysis. . . . . . . . . . . . . . . . . . . . . 92
5.4 Parameter values of the power model in [3] . . . . . . . . . . . . . . . 93
5.5 Parameter values used in simulations. . . . . . . . . . . . . . . . . . . 104
XII
Abbreviations




BSS Basic Service Set
EH Energy Harvesting
RF Radio Frequency
IoT Internet of Things
CSI Channel State Information
MDP Markov Decision Process
DRL Deep Reinforcement Learning
DQN Deep Q-network
MPC Model Predictive Control
GPR Gaussian Process Regression
CTMC Continuous Time Markov Chain
DDQN Dueling Deep Q-Network
CCA Clear Channel Assessment
HAP Hybrid Access Point
MBS Macro Base Station
XIII
Abbreviations
FBS Femto Base Station
MINLP Mixed-Integer Non-Linear Programing
CSMA Carrier Sense Multiple Access
D2D Device-to-Device
SINR Signal to Interference plus Noise Ratio
MILP Mixed-Integer Non-Linear Programming
RSS Received Signal Strength
QoE Quality-of-Experience
CNN Convolutional Neural Network
MCS Modulation and Coding Scheme
POMDP Partially Observable Markov Decision Process
LSTM Long Short-Term Memory
OBSS Overlapping BSS
SGD Stochastic Gradient Descent
TRL Tabular RL
WCO Widest Channel Only
PCO Primary Channel Only
SNR Signal-to-Noise Ratio
RBF Radial Basis Function
ADC Analog-to-Digital Converters






IEEE 802.11 Wireless Local Area Networks (WLANs), also known as Wi-Fi net-
works, have been widely deployed outdoors and indoors, such as offices, shopping
malls, and airports, to provide users with high-speed Internet connectivity. In par-
ticular, operators are beginning to deploy dense Access Points (APs) or small cell
Base Stations (BSs) to satisfy the explosive growth in mobile data traffic [4]. To
meet the urgent demands for high data rates, by 2022, a total of 549 million APs
will be in operation. A key issue of concern is their energy consumption, where the
radio on APs accounts for more than 80% of their energy consumption [5]. This fact
motivates research into improving not only the throughput but also the Energy Ef-
ficiency (EE) of Wi-Fi networks, where EE is defined as the amount of transmitted
data (in bits) using per Joule of consumed energy [6].
Fig. 1.1 shows an example Wi-Fi network. APs have their own coverage. Each
AP and its associated users, sensors and devices form a Basic Service Set (BSS);
they operate on the same channel and some BSSs may overlap spatially. APs are
responsible for transmitting/receiving packets to/from their users or sensors. The
central controller manages the Wi-Fi network, where it monitors the traffic load of
1
1.1. Background
APs and assigns them one or more channels.
Figure 1.1: An example Wi-Fi network.
Table 1.1 lists key features of current and future Wi-Fi systems. For example,
channel bonding allows an AP to combine several channels to form a single logi-
cal channel with a wider bandwidth. Hence, APs are able to achieve higher data
rates. This is because the capacity of a link is directly proportional to the avail-
able bandwidth. A higher data rate leads to smaller transmission delays and higher
EE [7] [6]. Transmit power control is another approach to improve the data rate and
EE of APs, where an AP can increase its transmit power to improve the received
signal strength at users. Alternatively, an AP could reduce its transmit power to
minimize its energy consumption or interference to its neighboring APs [6]. Energy
efficiency is also becoming a concern [8]. To this end, future WLANs are likely to
incorporate Energy Harvesting (EH) APs in order to reduce carbon emissions and
operating expenditure [9]. In addition, future Wi-Fi networks can be used to sustain
the operation of Radio Frequency (RF)-energy harvesting Internet of Things (IoT)
devices; see [10] for a prototype that uses transmissions from an AP to power an
on-board camera and temperature sensor. These IoT devices are able to harvest
ambient RF-energy whenever the AP transmits to its legacy users.
2
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Table 1.1: A summary of key features of current and future Wi-Fi networks.
Features Examples Benefits
Channel bonding [3, 11]
Increase data rate, energy
efficiency; reduce latencies.
Transmit power control [6]
Increase data rate, energy
efficiency, coverage;
reduce interference.
Energy Harvesting (EH) [9]
Reduce carbon emissions and
operating expenditure; allow
an AP to power itself.
Radio Frequency (RF)-charging [10, 12]
Support future IoT devices;
reduce wiring cost.
1.2 Problem Space and Motivation
The use of channel bonding and transmit power control gives rise to a number of
issues. First, although the use of bonded channels affords more bandwidth, it also
results in a higher risk of interference due to limited spectrum. Indeed, as shown
in [13], naively bonding channels can lead to low data rates.
Second, transmit power control may reduce the received signal strength and
data rate of users. This means an AP with heavy traffic load may have insufficient
capacity, resulting in data queue overflows and high delays. On the other hand, a
high transmit power creates more interference at nearby APs.
Third, as the traffic load of an AP is time-varying [1], it needs to optimize its
transmit power and usage of bonded channels. Doing so helps the AP gain more
bandwidth or data rate, accordingly. Otherwise, an AP may have insufficient or over-
provisioned capacity when its traffic load changes. This is illustrated in Figure 1.2.
Under a fixed channel bonding policy, we see that the capacity of AP-2 is over-
provisioned, whereas, AP-1 has insufficient capacity to handle its traffic demand.
The optimal policy, see scenario-2, is where AP-2 is allocated less bandwidth than
AP-1.
To optimize EE [8], APs may be equipped with the energy harvesting capability
that allows them to harvest renewable energy, e.g., solar and winds [9]. Figure 1.3
shows a solar-powered AP that serves not only legacy data users/devices, which
3
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Fixed channel bonding Traffic-aware channel bonding
  Demand   Cpacity Over-provisioned 
capacity
   Unsatisfied Demand  AP   Coverage  User
Scenario-1 Scenario-2
Figure 1.2: An illustration of fixed and traffic-aware channel bonding.
do not have RF-energy harvesting capability, but also nearby IoT devices that are
equipped with a temperature sensor and an RF-energy harvester. All nodes operate
on the same frequency. Whenever the AP delivers data to legacy users, IoT devices
harvest RF-energy. The amount of harvested RF-energy is a function of their dis-
tance to the AP, time-varying channel gains, how often the AP transmits and also
the AP’s transmit power; Figure 1.3 shows two possible transmit power levels. A
key challenge here is that the transmit power used by the AP is dependent on its
available energy, which exhibits spatio-temporal properties. Critically, the AP only
has causal knowledge of its solar energy arrivals; i.e., the AP only knows its current
and past energy arrivals. Another challenge is that IoT devices may be tasked with
returning their sample data periodically or require a certain amount of energy to
execute their tasks [14]. In both cases, they may not harvest sufficient energy from
AP transmissions.
As discussed later in Chapter 2, the main approaches to address the aforemen-
tioned issues are integer/non-integer/chance-constraint programming, convex opti-
mization or game theory methods. Most approaches to date do not consider traffic
variation. Some naive approaches for channel bonding/transmit power control may
optimize a network according to the average or peak traffic demands. In doing so,
4
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Figure 1.3: An example network with a solar-powered AP and both legacy users
and RF-energy harvesting IoT devices. Both sensors receive energy whenever the
AP uses a high transmit power level, denoted by the gray circle.
they cannot provide accurate adaptation to traffic changes because the actual traf-
fic may exceed the average value. For adaptive approaches, no one has considered
energy efficiency maximization. Critically, they do not consider both RF-energy
harvesting and legacy data users in a Wi-Fi network.
Henceforth, this thesis develops machine learning-based radio resources alloca-
tion approaches to assign a bonded channel as well as transmit power in order to
increase the capacity or energy efficiency of a WLAN. In particular, they will con-
sider the following random quantities: traffic demands, user population, channel
gain, energy arrivals.
The key research questions are as follows:
• When and how does an AP bond channel(s)? As mentioned above, channel
bonding is a double-edged sword for an AP; it could improve the capacity of
the AP, but may also lead to higher interference, which reduces the SINR of
users. Hence, it is important to carefully study when and how does an AP
bond channel(s).
5
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• How do APs adapt to changing network conditions? One reason for this ques-
tion is that channel bonding/transmit power policies are dynamic, meaning
that the bandwidth, channels and transmit power of APs vary over time. Nor-
mally, APs cannot automatically manage their channels and transmit power.
Also, without proper training, an AP cannot adapt its policy to traffic. This
may result in queue overflows at APs when there is a heavy traffic load, which
incurs re-transmissions and high delays. To this end, each AP needs to decide
whether it should expand its operating bandwidth, switch to a non-overlapping
channel or use a higher transmit power whenever its traffic demand increases.
• How does an AP handle the increased interference when it uses wider chan-
nels or high transmit power levels? One approach is to reduce its transmission
power. However, this may degrade the SINR of users, which in turn reduces
their data rate. Hence, there is a need to jointly optimize channel assign-
ment and transmission power control. More specifically, it needs to consider
the following trade-offs: (i) use a bonded channel to obtain a high data rate
but incur a high transmit power to overcome interference, or (ii) use a single
channel with no interference and minimal transmit power but with a much
low data rate. Ideally, an AP should use a bonded channel when there is no
interference. However, the main challenge is that the amount of interference
is a function of random channel gains and traffic arrivals at neighboring APs.
• How do energy harvesting APs avoid energy shortage and battery overflows
when they have causal energy arrivals? APs are only aware of current bat-
tery level and past information of energy arrivals. This means APs need to
learn how to determine the use of energy according to the said information.
Otherwise, APs may experience energy shortages when they use a high trans-
mit power or need to transmit frequently. In addition, there will be battery
overflows if APs do not transmit frequently.
• How do APs supply energy to nearby RF-energy harvesting devices while not
6
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affecting the data communication of legacy users? RF-energy harvesting de-
vices have sensory tasks, which consumes a certain amount of energy. However,
they may not harvest sufficient energy from data communications between an
AP and legacy users. Hence, an AP needs to decide when to increase its
transmit power level to deliver more energy to RF-energy harvesting devices.
However, a critical challenge is that an AP has imperfect Channel State In-
formation (CSI) to devices. Note that it is impractical to collect the actual
CSI to IoT devices because they have to be charged first before an AP can
send them pilot signals. This incurs significant delays when there are a large
number of IoT devices and will impact the throughput of legacy users because
all devices and users operate over the same channel. In addition, this process
consumes extra energy, which may exacerbate energy shortages at an energy
harvesting AP.
1.3 Contributions
This thesis proposes RL-based radio resource allocation algorithms to address the
previous problems. In particular, it outlines a number of solutions that allow an AP
to learn its transmit power and channel bonding policy over time subject to varying
traffic or/and energy arrivals. These solutions are detailed below.
1.3.1 Channel bonding with random traffic demands
This thesis addresses the problem of determining the optimal channel bonding policy
that allows APs to adapt to time-varying traffic demands. Specifically, each AP is
required to independently learn the number of channels to bond in order to satisfy
future traffic demands. A key challenge here is that APs can only rely on historical
traffic demands. This problem is of interest because network operators need to
manage channel resources according to spatio-temporal user demands [15].
APs equipped with a novel RL-based solution are able to learn the best channel
7
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assignment policy given a varying number of users and interference that stems from
using partially overlapping channels. In particular, an AP/agent learns the optimal
policy that allows itself to bond channels in order to meet its traffic demands while
minimizing interference to other APs. The channel bonding problem is formulated as
a Markov Decision Process (MDP) [16], which is then solved by Deep Reinforcement
Learning (DRL) or Deep Q-network (DQN) [17].
Past works, see Chapter 2, have used integer/non-linear/chance-constraint pro-
gramming, convex optimization or game theory methods to bond channels. However,
none of them have considered RL approaches [18]. In addition, as the proposed RL
approach is run by each AP, APs are able to assign channel(s) by themselves. This
means the proposed RL approach is suitable for use in large-scale WLANs. By
contrast, most traffic-aware channel bonding algorithms to date allocate channel(s)
to APs in a centralized manner. This thesis considers random and unknown traf-
fic demands. By contrast, most prior approaches do not consider traffic variation.
Some approaches such as [19] and [20] consider only fixed or known traffic demands.
This thesis also considers interference caused by using partially overlapping chan-
nels. In contrast, past works assume orthogonal or non-overlapping channels. This
consideration is significant because the authors of [21] have shown that assigning
non-overlapped channels only may result in poor channel utilization.
1.3.2 RF-charging in Wi-Fi networks
This thesis addresses the problem of satisfying both RF-energy harvesting and legacy
data users in Wi-Fi networks. To this end, it presents two solutions to derive a
transmit power policy for an EH AP and compare their ability to satisfy both types
of users; i.e., either their data rate or energy requirement. The first solution relies on
the DQN framework [22], where given an AP’s state comprising of its energy level
and legacy data user channel gain, it determines the best transmit power that yields
the maximum satisfaction for both user types. The second solution uses Model
8
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Predictive Control (MPC) [23], where the AP uses Gaussian Process Regression
(GPR) [24], a machine learning method, to predict the AP’s future harvested energy
and channel gains to legacy users. Lastly, both solutions are readily deployable in
current APs.
Past works that consider supporting both types of users, see Chapter 2, have
not considered a solar-powered AP, where the proposed solutions ensure efficient
usage of an AP’s harvested energy. Also, they do not consider imperfect CSI to IoT
devices and causal knowledge of energy arrivals. Moreover, their solution has no
learning ability and requires non-causal information. On the other hand, this thesis
employs machine learning approaches that allow an AP to adapt to its historical
CSI and energy arrivals.
1.3.3 Energy Efficient Channel Bonding and Transmit Power
Control
This thesis addresses a novel problem of learning the optimal channel bonding and
transmit power allocation policy that maximizes the EE of an AP while minimizing
its queuing delay and overflows. More specifically, this thesis considers the following
trade-offs: (i) use a bonded channel to obtain a high data rate but incur a high
transmit power to overcome interference, or (ii) use a single channel with no inter-
ference and minimal transmit power but with a much low data rate. Ideally, an
AP should use a bonded channel when there is no interference. However, the main
challenge is that the amount of interference is a function of random channel gains
and traffic arrivals at neighboring APs. In addition, an AP must not maximize EE
at the expense of long queues or overflows. To study these trade-offs, this thesis first
outlines a novel six-state Continuous Time Markov Chain (CTMC) to gain insights
into the channel and transmit power allocation problem over different traffic load
scenarios. Next, this thesis models the said problem as an MDP [16] to character-
ize the state of a Wi-Fi network, and also actions to be undertaken by an AP and
9
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reward for each action. After that this thesis outlines a Dueling Deep Q-Network
(DDQN) [25] approach that is run by an AP to solve the formulated MDP.
1.4 Publications
The works of this thesis have been published or submitted at the following venues:
1. Y.Z Luo, and K-W Chin. Learning to Bond in WLANs with Random Traf-
fic Demands, IEEE Transactions on Vehicular Technology, 69(1), pp.11868-
11879, October, 2020.
2. Y.Z Luo, and K-W Chin. Learning to Charge RF-Energy Harvesting Devices
in WiFi Networks, IEEE Systems Journal, 2021. Accepted,
doi: 10.1109/JSYST.2021.3058109.
3. Y.Z Luo, and K-W Chin. An Energy Efficient Channel Bonding and Transmit
Power Control Approach for WiFi Networks, IEEE Transactions on Vehicular
Technology. Accepted with minor revisions.
1.5 Thesis Structure
1. Chapter 2. This chapter contains a survey of related works on channel bonding,
transmit power control, RF-charging in Wi-Fi networks, and the application
of RL in communication systems.
2. Chapter 3. This chapter outlines a DRL algorithm that assigns a bonded
channel to APs to satisfy their time-varying user demand.
3. Chapter 4. This chapter proposes two machine learning-based solutions for a




4. Chapter 5. This chapter presents a DRL solution that assigns transmit power
and a bonded channel to an AP in order to maximize the AP’s EE while
minimizing its queuing delay and overflows.
5. Chapter 6. This chapter concludes the thesis, presents the main contributions




This chapter first presents works on channel bonding; see Section 2.1. After that,
Section 2.2.1 discusses works related to wireless charging. Section 2.2.2 reviews
works that consider power control/energy management in wireless networks, includ-
ing WSNs, WPCNs, WLANs and cellular networks. Lastly, Section 2.3 summarizes
the application of reinforcement learning in wireless networks.
2.1 Channel Bonding
Works related to channel bonding aim to increase spectrum efficiency, energy effi-
ciency, or/and reduce interference when using bonded channels. The problem is to
determine when and how to bond channel(s). As mentioned in Chapter 1 the key
issue to consider when bonding channels is the increase in interference among APs,
which degrades data rates [13]. In this respect, past works aim to avoid interference
by assigning non-overlapping or partially overlapping channels to neighboring nodes.
The second issue is bandwidth assignment to APs, which determines their capacity.
To be specific, APs need to be assigned with a bandwidth to meet their current traf-
fic demands. This is important because the traffic load of APs is time-varying [1].
A fixed channel bonding policy may result in insufficient or excess capacity. In this
regard, prior works on channel bonding can be grouped into two sub-categories: (i)
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those that only aim to maximize throughput or minimize interference, and (ii) those
that consider traffic load.
2.1.1 Non-Traffic-Aware Channel Bonding
Prior works on channel bonding aim to maximize AP throughput. They assume
that APs are always busy and do not consider traffic load variation. Reference [26]
and [27] study the problem of when and how a node bonds channels in order to
maximize its throughput. Both works employ a continuous-time Markov Chain to
model channel availability and then determine which channel should be bonded.
In reference [26], the authors use nonlinear integer programming and the branch-
and-bound method to determine a channel bonding solution with the minimum
interference. Reference [27] studies four channel bonding rules: (i) no bonding and
only use an idle channel, (ii) always bond the whole band, (iii) always bond the
widest continuous idle channels, and (iv) bond a random number of continuous idle
channels. Then, it proposes an algorithm that decides which rule is adopted under
different deployment densities.
The work in [28] considers Clear Channel Assessment (CCA) adjustment when an
AP bonds channel. APs are pre-assigned a group of partially overlapping channels.
The aim is to minimize collisions as well as the number of backoffs. The algorithm
calculates an appropriate CCA threshold for each AP according to its link quality
and channel occupancy time. The link quality corresponds to the average received
signal/interference strength observed by clients. To ensure nodes access the channel
fairly, a node will analyze the channel occupancy time of different clients to fine-
tune their CCA threshold. After that, each AP independently adjusts its bandwidth
under different deployment densities to avoid collisions.
In references [29] and [30], the authors employ game theory to maximize the
throughput of APs. The problem is formulated as a game, where each AP is a
player, and it adopts different channel bonding strategies. By observing the strat-
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egy of neighboring APs, an AP decides the optimal channel bonding strategy that
maximizes its utility function. In reference [29], the utility function is defined as a
function of the throughput of an AP and its neighboring APs as well as their SINR
values. In [29], the utility function is related to the throughput of an AP and the
amount of overlap with the frequency chosen by neighbor APs.
Another work in [31] studies the energy consumption and throughput of APs
when using different bandwidths. The proposed bandwidth allocation solution aims
to maximize the throughput or minimize the energy consumption of an AP when it
is transmitting a given file to a user.
2.1.2 Traffic-Aware/Adaptive Channel Bonding
There are also works that aim to design traffic-aware channel bonding algorithms.
The main research question is how to determine the bandwidth or capacity of APs
given their traffic. The aim is to maximize the probability that APs satisfy their
traffic demands. Existing works have also considered other factors such as fairness,
balance in capacity, interference or spectrum efficiency.
A recent work [32] proposes a demand-sensitive channel bonding algorithm for
IEEE 802.11ac networks. APs are assigned a group of non-overlapping and con-
tiguous channels by a central controller. The aim is to determine a channel as-
signment/bonding policy that minimizes the usage of bandwidth while meeting the
demand of APs. The authors solve the problem in two stages. First, they assume
demands are deterministic and then determine the central frequency and bandwidth
for APs. The authors use an integer linear program to determine the central fre-
quency of APs. In the second stage, the authors consider random demands. The
authors employ chance-constrained programming to minimize the difference between
the demand and capacity of APs. In reference [15], APs have time-varying traffic
load and periodically exchange their traffic load information with neighboring APs.
Using the exchanged information, APs aim to (i) prevent starvation, and (ii) miti-
14
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2.2. Wireless Charging and Transmit Power Control
gate interference between neighboring APs.
Reference [33] considers two objectives: (i) to maximize the spectrum utilization
of APs, and (ii) to ensure that each AP fairly has the capacity corresponding to its
traffic load. The authors apply integer linear programming to assign non-overlapping
channels to APs. Different from [32] and [33], reference [34] considers assigning
overlapping channels to interfering APs according to the number of associated users.
The objective is to (i) ensure the max-min fairness of bandwidth obtained by each
link between an AP and its user, and (ii) mitigate interference between links. In
a similar work [19], when determining the bandwidth and central frequency of a
link, the authors consider a link’s traffic demand, SINR and channel overlaps. In
particular, the authors schedule links and assign channels according to the estimated
interference and throughput of links.
Another game-theoretical work in [20] aims to achieve Nash Equilibrium in which
APs have the minimum difference between their capacity and their traffic load.
Recently, reference [35] adopts a DRL approach to assign a bonded channel to
AP with a random traffic load. The DRL solution aims to assign non-overlapping
channels to APs in order to minimize their queue length or latencies.
2.2 Wireless Charging and Transmit Power Con-
trol
This section summarizes the works that have considered wireless charging in Wi-Fi
networks. Next, this section reviews works on power control in wireless networks.
2.2.1 Wireless Charging in Wi-Fi networks
To date, numerous past works have employed wireless charging, also known as RF-
charging technologies, see [36] for details. RF-charging technologies enable a Hybrid
Access Point (HAP) to replenish nodes wirelessly. Using their harvested energy,
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these nodes sense their environment, which generates data to be transmitted to the
sink node or a HAP. In future Wi-Fi systems, an AP is likely to operate as an energy
source or HAP for RF-energy harvesting nodes/users; see [10] for a prototype that
uses transmissions from an AP to power on-board cameras or temperature sensors.
Specifically, the authors consider a traditional AP that uses transmit power of 23
dBm on three antennas with 4.04 dBi gain to power low-power temperature and cam-
era sensors within 20 and 17 feet, respectively. These so-called nodes/users/sensors
are able to harvest ambient RF-energy whenever APs transmit data. However, as
mentioned in [10], a key challenge is that RF-energy harvesting devices may not
harvest sufficient energy from AP transmissions. Hence, a key problem is determin-
ing how APs use the wireless channel to ensure RF-energy harvesting devices have
sufficient energy to achieve their sensing tasks, while not affecting data communica-
tions. For example, an AP needs to determine its transmit power or when to send
a power packet for RF-energy harvesting devices. In this regard, this section sum-
marizes works that consider the coexistence of RF-energy harvesting devices and
legacy data users, or the coexistence of data communications and energy transfers.
Note, these two types of users have different properties. First, RF-energy harvesting
devices comprise an energy harvester and battery. They can harvest energy when
an AP transmits to its users. Alternatively, an AP needs to send them dedicated
power packages. By contrast, data users only have a data rate requirement. To
date, only a small number of works have considered supporting these two types of
users; examples include [10, 12, 37–40].
In [10], the authors use IEEE 802.11g APs to power battery-free temperature
or camera sensors. These sensors have a certain energy requirement. To guarantee
that sensors always have sufficient energy, APs inject a power packet whenever their
data queue length is shorter than a given threshold. The problem is to determine
this threshold for different distances between sensors and an AP.
In [38], the authors consider an OFDMA-based two-tier system with a Macro
Base Station (MBS) and a Femto Base Station (FBS). RF-nodes are assigned sub-
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carriers dedicated for charging. The authors consider the following tradeoff: the
interference caused by an MBS and FBS is beneficial for RF-nodes, but it is harmful
to legacy data users. This is because data users will experience a poor SINR, while
RF-energy harvesting devices could harvest more energy. The objective of [38] is
to use the least amount of energy to (i) deliver sufficient energy to RF-nodes, and
(ii) meet the data rate requirement of legacy data users. The challenge is that the
channel gain of sub-carriers is different. The authors employ Mixed-Integer Non-
Linear Programming (MINLP) to determine sub-carrier and transmit power for both
RF-nodes and legacy data users.
Reference [37] considers using several APs to power sensor nodes. APs maintain
a packet queue. The objective is to schedule the transmissions of APs in order to
(i) maximize the amount of energy delivered to RF sensors, and (ii) minimize the
queue length of APs. The challenge is that the packet arrivals and channel gains are
random. The authors model the scheduling problem as an MDP. The state is the
queue length of APs and the channel gain to sensors. The action is to determine an
order for AP transmissions. The reward received by an agent is a function of the
sum rate of data users and the amount of energy delivered to sensors.
Unlike [38] [37] [10], reference [12] considers uplinks. Specifically, sensor nodes
are able to harvest ambient RF-energy whenever (i) an AP transmits beacons to
sensors, and (ii) a neighbor sensor node transmits its data to an AP. Sensor nodes
have a constant energy requirement per slot. The objective is to maximize the
total network throughput while meeting the energy requirement of sensor nodes in
each slot. The problem is to determine the frequency of sending a beacon and the
charging time for sensor nodes.
Reference [39] considers only uplink communications. In each slot, a HAP first
charges RF-energy harvesting devices and then receives data from both legacy data
user and RF-energy harvesting devices. The aim is to (i) maximize the total through-
put of the system, or (ii) maximize the minimum throughput of users. The problem
is to determine the duration allocated for charging RF-energy harvesting devices
18
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and for receiving data from users.
Reference [40] considers a multiuser MIMO system with several data users and
one RF-energy harvesting user. The problem is to determine the maximum number
of active beams at a base station for data users under a constant total transmission
power constraint. The objective is to (i) maximize the sum-rate of data users, and
(ii) ensure that a coexisting RF-energy harvesting user harvests a given amount of
energy from beams.
2.2.2 Transmit Power Control
Apart from channel bonding, transmit power control is an alternative approach to
improve the EE or throughput of a wireless network. It allows a BS/AP to adjust
its transmit power level in order to (i) reduce its energy consumption or interference
to other APs, or (ii) to increase the receive signal strength and data rate of users.
However, an AP using transmit power control has to consider the following trade-
offs: (i) use a high transmit power to obtain a high data rate but incur high energy
consumption and interference to neighboring APs, or (ii) use a low transmit power
to minimize the interference but with a much lower data rate. A key challenge is
that the condition of a channel, the traffic and channel accesses of APs are causal
and random.
This section reviews prior works that have considered the said power allocation
problem. Examples includes [41–44]. They apply transmit power control to improve
the data rate or energy efficiency of a wireless network. Specifically, reference [41]
considers transmit power control for an AP when it has a Markovian channel. The
channel condition of an AP is modeled as a Markov chain with two states; namely,
‘bad’ and ‘good’. The aim is to minimize the energy consumption of an AP for a
given packet error rate of a single mobile user.
In reference [42], the authors consider the impact of Carrier Sense Multiple Ac-
cess (CSMA) when assigning transmit power to APs. The aim is to minimize the
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interference among two neighboring APs, and thereby, increase their throughput
and energy efficiency. Users evaluate the Received Signal Strength Indicator (RSSI)
from an associated AP and next strongest AP(s), then return this information to its
AP via TCP frames. Then, APs exchange information with each other via a con-
troller. Last, with this information, APs adjust their transmit power cooperatively
to mitigate the interference to these edge users. The work in [44] considers a WLAN
coexisting with a Device-to-Device (D2D) link; they share the same spectrum. The
objective is to determine the transmit power of an AP in order to maximize the EE
of the AP while avoiding the jamming of the D2D communication.
Many works jointly apply transmit power control and methods such as channel/sub-
carrier assignment [43, 45–48], modulation order selection [44, 45, 49], CCA thresh-
old adjustment [50], developing new MAC protocols [42, 51, 52], link schedule [53]
and AP sleep control [47]. Among these references, the most relevant references
include [43, 46–48], which jointly consider channel assignment and transmit power
control in wireless networks. They aim to maximize the energy efficiency or sum-rate
of APs/BSs.
Reference [48] assigns sub-carriers to users and then determines the transmit
power of sub-carriers in order to maximize the EE of a cell. The work in [46] consid-
ers packet routing, transmit power control and channel assignment for meshed APs.
The objective is to minimize the energy consumption for transmitting one packet.
Reference [43] proposes a joint channel allocation and transmit power control algo-
rithm for densely deployed APs to minimize the interference between them. The
optimal transmit power and channel is determined as per the Signal to Interference
plus Noise Ratio (SINR) experienced by users. In reference [47], the authors ap-
ply Mixed-Integer Non-Linear Programming (MILP) to jointly determine user-AP
association, AP sleep mode, transmit power and channel assignment in order to




Reinforcement Learning (RL) [18] is a branch of machine learning, which is widely
applied in many areas such as intelligent control, analysis and prediction. It allows
an intelligent agent to gain the knowledge of an environment and makes a decision
that optimizes a given objective. RL can also include an artificial neural network
to form so-called Deep Reinforcement Learning (DRL) [54]. To date, RL has been
applied widely in communication systems; e.g., [54]. In general, an intelligent agent
can run at a base station, a transmitter or a central controller. It observes the state of
an environment, takes an action and then receives a reward. Here, the environment is
represented by a tuple of numeric values which indicates the current or past network
status observed by an agent; e.g., channel gain, SINR or Received Signal Strength
(RSS). The action taken by an agent usually corresponds to adjusting some network
parameters; e.g., power level or channel. The reward received by an agent can be
the throughput or capacity of a base station.
This section discusses the application of RL to achieve objectives such as inter-
ference mitigation and collision avoidance. Approaches include channel allocation,
transmit power control and media access control. Table 2.2 presents a summary
of optimization problems in different communication systems that can be solved by
employing an RL framework.
2.3.1 Cognitive Radio
Cognitive radio systems offer a natural ground for the application of RL. To uti-
lize radio resources in a more efficient manner, users are classified as primary and
secondary users. Primary users are licensed to access a frequency band, while sec-
ondary users are able to transmit on the same frequency band if they do not interfere
with any primary user. To this end, the major aim of secondary users is to avoid
interfering with primary users.


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































and secondary users. Their idea is to observe the channel access behavior of primary
users. For example, these users could observe which channels to access and their
transmit power in order to learn how to take an action to avoid collision with primary
users. Reference [55] considers channel assignment for secondary users, while [56]
determines the transmit power level of secondary users. Both works employ Q-
leaning, but reference [56] uses a neural network, which allows an agent to deal
with high dimensional state-action space. Secondary users run an agent. The state,
action and reward definition of reference [55] [56] is shown in Table 2.2.
Reference [57] proposes a DQN based power control algorithm for secondary base
stations. The authors consider the Quality-of-Experience (QoE) of users, which is
evaluated by the actual throughput, error rate, packet loss probability and SNR of a
video traffic link. Both primary and secondary users have a required SINR threshold.
The aim is to guarantee the SINR requirement of users while maximizing the QoE
of secondary users. An agent decides the SINR threshold for each secondary user.
Then, each secondary user is able to calculate the optimal transmit power according
to the SINR threshold of users. The state observed by an agent corresponds to the
current SINR thresholds of users and the interference causes to the primary user and
secondary users. The action taken by an agent is to determine the SINR threshold
of a secondary user. The reward received by an agent corresponds to the QoE gained
by secondary users.
2.3.2 Femtocell
RL is also appropriate for femtocell systems. A femtocell is a small, low-power base
station that is used to extend the service coverage in indoor environments or at the
edge of a cell. Channel resources in femtocell networks are divided into resource
blocks containing several subcarriers. A femtocell system always coexists with other
telecommunication systems; e.g., a macrocell system. To this end, one key challenge
is how to mitigate inter-tier interference between macrocells and femtocells.
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To mitigate inter-tier interference in femtocell systems, prior works have consid-
ered sub-carriers assignment [58], power control [59] and those that consider both
subcarrier allocation and power control [60]. In [58] and [59], the approaches are
decentralized, meaning each femtocell is an independent agent and does not ex-
change any information. Agents learn how to assign subcarriers to their users or
configure their transmit power on different subcarriers automatically to mitigate in-
terference. Both works employ Q-learning. The state, action and reward definition
of [58] and [59] are compared in Table 2.2.
In reference [60], the authors utilize both subcarriers assignment and power con-
trol to mitigate interference. The novelty of [60] is that femtocells are not inde-
pendent agents as they may exchange some information. Agents maintain a global
Q-table to achieve cooperative learning. A key challenge in cooperative learning
is that agents may lose generalization in choosing actions as they share the same
Q-table. To deal with this challenge, an agent tends to choose subcarriers with a
higher channel gain. As the channel gain changes, different agents will not always
choose the same action.
2.3.3 Cellular
In a cellular system, a channel only belongs to a user during its service time. The
channel will be released after the service terminates. If there is no channel for a
new request, then it will be blocked. Another problem is that due to frequency
reuse, users in a cell may experience inter-cell interference. These problems require
specific channel resource management and transmit power control. The following
works employ RL to carry out channel assignment and power control in cellular
systems.
Maximizing the number of channels in a cell leads to fewer blocked requests. In
this respect, reference [61] uses Q-learning to achieve the said aim. Base stations
run an agent. The state observed by an agent is defined by the number of channels
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occupied by interfering cells. The action taken by an agent corresponds to assigning
an available channel to an incoming request. The reward received by an agent cor-
responds to how many cells are using an assigned channel. To deal with large space
and continuous input parameters, the authors use a neural network to approximate
state-action values.
As for interference mitigation, the authors in reference [62] and [63] consider
power control of downlinks and uplinks, respectively. Specifically, in reference [62],
each base station runs an agent and applies the transmit power control policy of the
agent. However, in [63], a central controller that runs an agent adjusts the transmit
power of users. Both works use SINR to measure interference. The SINR of a user is
associated with its time-varying channel gain, large-scale fading and transmit power.
The state observed by an agent corresponds to the transmit power of a base station,
the received power, interference strength or SINR of users. The action taken by an
agent is to assign transmit power level to a base station. The reward received by
an agent is the throughput of cells or users. The novelty of [63] is that the reward
is shared by neighboring agents, which encourages agents to cooperate rather than
contend for resources. Both works use neural networks to deal with high-dimensional
and continuous state-action space.
2.3.4 Satellites
RL is also employed in satellite communications. The simplest satellite system
consists of a satellite in orbit and a ground base station. Here, the key challenge is
to tackle changing channel conditions due to atmospheric conditions and spacecraft
orbital dynamics. Further, the uncertainty in channel conditions produces high
dimensional and continuous state-action space, leading to the problems of poor
convergence and complex computation.
To address random channel conditions, reference [64] designed a novel RL frame-
work to optimize satellite link parameters such as modulation order, encoding rate
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and transmit power. An agent takes an action to tune these parameters. The nov-
elty of this work is that it uses two different neural network blocks to cooperatively
choose an action; namely, Block-1 and Block-2. Each block contains several neu-
ral networks. The state observed by an agent corresponds to the SNR level at the
ground station. Block-1 predicts the value of actions for a certain state, whereas,
Block-2 chooses an action that is able to satisfy the maximum value estimated by
Block-1. The proposed framework can be used to optimize multiple network parame-
ters in parallel; e.g., bit error rate, throughput, bandwidth usage, spectral efficiency,
consumed power, and power efficiency.
Another work provides a solution to deal with high dimensional state-action
space. The solution uses a DQN and a Convolutional Neural Network (CNN) [65].
The authors consider a multi-beam satellite system. The aim is to minimize the
number of blocked requests that arrive at a satellite. The state observed by an
agent is defined by three indicators which are the group of active users, the channels
they occupy, and the user that initiated a new request. The action taken by an
agent is to assign a channel to a new request or decline the request. The reward
gained by an agent depends on whether a new request is blocked. Interestingly, the
authors adopt a CNN to extract the useful features from the geographical footprint
of beams in order to reduce the dimension of state space.
2.3.5 Wireless Local Area Networks
In Wireless Local Area Networks (WLANs), RL can be used to solve media access
control, transmit power control, and channel assignment problems. Each AP has
its own coverage and forms a BSS. Users or sensors are randomly located around
APs. Some BSSs may overlap spatially. As mentioned in Chapter 1, the problem
is to carefully handle the increase in interference between overlapped BSSs, which
degrades data rates [72]. This section summarizes references that consider this
problem. The approaches include channel assignment, transmit power control and
26
2.3. Reinforcement Learning
dynamic spectrum access. Specifically, a node can change its channel dynamically
to maximize the opportunity of successful transmissions, where a node can either
be an AP or a station.
The following works solve the interference problem through channel assignment
and transmit power control. Reference [66] designs a Q-learning-based resource
allocation algorithm. Each AP serves one single user. An AP learns to assign itself
a channel and tune its transmit power independently. The objective is to maximize
the SINR of users to improve their throughput. The state observed by an agent
contains the SINR value of users. The action taken by an agent is to assign a
channel and transmit power level. The reward received by an agent corresponds
to the experienced throughput. Reference [67] proposes an actor-critic-based power
control algorithm for packetized data links. There are several transmitters with
finite queues. The algorithm is decentralized and each transmitter runs an agent
that helps configure its transmit power based on its state. Specifically, its state
is defined as (i) the queue length, and (ii) the corresponding receiver’s SINR. The
reward received by an agent corresponds to whether there are packet overflows or
transmission failures; both of which result in a negative reward.
Reference [68] proposes another power control algorithm for APs. Each AP serves
a single user and runs an RL agent. A central controller takes charge of computation
and helps coordinate APs. The authors consider fading and shadowing effects.
The aim is to (i) guarantee data rate fairness between APs, and (ii) maximize the
throughput of APs. To guarantee fairness, APs with low throughput have a priority
to use high transmit power. The state observed by an agent corresponds to the
current transmit power level of an AP, the interference from its neighbors and the
interference caused to its neighbors. The action taken by an agent is to allocate a
transmit power level. The reward received by an agent relates to the throughput
of the AP and the amount of capacity dropped due to its interference caused to
its neighbors. Compared to [67] and [66], the agents in [68] works cooperatively.
Specifically, they are aware of the interference caused to their neighbors. Also, an
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agent receives a low reward if causes interference to its neighbors.
Reference [69] aims to optimize channel bandwidth, guard interval size, Modu-
lation and Coding Scheme (MCS) as well as the frame aggregation level of an AP.
The algorithm is decentralized and each AP runs an agent. The state observed by
an agent corresponds to the status of these four parameters and the SINR value of
users. The reward received by an agent refers to the bit error rate and frame error
rate. The agent adjusts the said parameter based on the current state to minimize
the bit error rate and frame error rate.
References [70] and [71] employ dynamic spectrum access approach to eliminate
collision. The aim is to find a strategy for each node to access/sense the channel
in order to maximize the number of successful transmissions. Each node runs an
agent and decisions are made in a decentralized manner. Both works model channel
access as a Partially Observable Markov Decision Process (POMDP). In [70], an
agent observes the status of past transmissions, channels used and channel capacity.
The said information is call memories. The authors employ a Long Short-Term
Memory (LSTM) layer to store memories. An agent takes an action to pick a
channel to transmit or remain silent. The reward received by an agent is a function
of the total number of successful transmissions. In [71], the authors adopt a DQN
module at both the sender and receiver. An agent observes the channel quality
over a prolonged time period. The channel quality can only be good or bad, which
is random. A sender and receiver can only sense/transmit on one channel in each
slot. The reward received by an agent is related to whether there is a transmission
success. A transmission failure is caused by poor channel quality, which leads to a
negative reward. If a transmitter and a receiver are on a different channel, there
will also be a failure. The DQN will be re-trained to find another policy if the agent




In summary, this chapter has summarized prior works that consider:
• Channel bonding, which aims to reduce interference among nodes when they
are using bonded channels, or to determine the bandwidth to nodes in order
to meet their traffic demands.
• Transmit power control, where past works have considered employing transmit
power control as well as channel assignment to increase the energy efficiency
and capacity of a wireless system. Alternatively, they also consider reducing
energy consumption and the interference among neighboring nodes.
• Wireless charging, where in future Wi-Fi systems, an AP/base station may
be tasked with charging RF-energy harvesting nodes/users. The key problem
is how to guarantee RF-energy harvesting devices have sufficient energy to
achieve their sensing tasks, while not affecting data communications of legacy
users.
• Reinforcement learning, where an agent learns to operate in cognitive radio,
cellular, satellite or Wi-Fi systems. Prior works aim to mitigate interference
or increase the data rate and energy efficiency of base stations/users.
However, existing works have the following gaps:
• Past channel bonding works such as [27–29] aim to maximize throughput or
capacity. This means they do not consider traffic or assume saturated traffic
at nodes. By contrast, this thesis considers time-varying traffic at APs. In
works that consider traffic load, the authors employ integer/non-linear/chance-
constraint programming or convex optimization; e.g., [15, 19, 26, 33, 34, 73].
These approaches are centralized, involve coordination between APs, and re-
quire perfect or global information. Critically, they are optimized for a spe-
cific scenario or nominal traffic demand. In contrast, the solutions proposed
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in Chapters 3 and 4 do not have the said limitations. In addition, current
traffic-aware channel bonding algorithms such as [19, 20, 33, 34] only con-
sider a given amount of traffic load or assume APs know their traffic demands
beforehand. For example, the work in [20, 29, 30] does not consider traffic
variation when bonding channels. Their objective is for the network to reach
Nash Equilibrium for a specific traffic load condition/configuration. By con-
trast, the solutions proposed in Chapters 3 and 4 are capable of adapting
to random traffic demands. This thesis also considers the impact of random
channel conditions on capacity and interference experienced by an AP. Works
such as [19, 35] do not consider random channel gains between APs and users.
They assume the capacity of a single channel is constant. Moreover, the said
works do not consider partially overlapping channels. As noted in [21], these
channels have the potential to increase the throughput of a WLAN. Lastly,
no past works have considered energy efficiency optimization when APs use a
bonded channel. Although the closest work in [31] considers the EE of APs,
it does not consider traffic variations. Also, the solution in [31] does not have
any learning ability.
• The work in this thesis is fundamentally different to those that consider both
data communication and RF-charging in Wi-Fi systems. In references [10,
12, 37–39], APs or base stations have no EH capability. This thesis considers
the challenge that an AP has no knowledge of solar energy arrivals. This is
critical because an AP’s energy level is bounded by its battery level and energy
arrivals. This means an AP may experience energy outages in the future. Also,
this thesis aims to control the transmit power at an AP with stochastic energy
arrivals in order to satisfy both RF-energy devices and legacy Wi-Fi users.
Another distinction to prior works is that this thesis considers imperfect CSI
to IoT devices and causal knowledge of energy arrivals. Moreover, they use
mathematical optimization techniques that require non-causal information.
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On the other hand, this thesis employs machine learning approaches that allow
an AP to adapt to its historical CSI and energy arrivals.
• Prior works on transmit power control, such as [43, 46–48], do not consider
channel bonding. Specifically, their solution assigns a single channel to an AP
in order to minimize interference or increase energy efficiency. Their solution,
such as MILP and convex optimization, does not have any learning ability.
Last, they do not consider traffic variations at APs. Another fundamental
difference is that they only consider either data users or RF-energy harvesting
devices.
• Numerous works have considered applying RL to improve the throughput or
energy efficiency of Wi-Fi networks; e.g., [66–71]. However, they do not con-
sider energy efficiency maximization. Specifically, no one has applied RL to as-
sign partially overlapping channels to APs in order to meet their time-varying
traffic demands while maximizing their energy efficiency. In addition, their
system does include RF-energy harvesting devices. Lastly, they do not con-
sider APs with energy harvesting capability.
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Channel Bonding with Random Traffic
Demands
As shown in Chapter 2, a number of solutions aim to assign a bonded channel to
APs. These solutions, however, are centralized, involve coordination between APs,
and require perfect or global information. Critically, they are optimized for a given
scenario or nominal traffic demand; e.g., [20, 33, 34] and [19]. In contrast, the
proposed DRL-based algorithm in this chapter does not have the said limitations.
Lastly, prior works on adaptive channel bonding do not consider partially overlap-
ping channels. As noted in [21], assigning partially overlapping channels to APs
has the potential to increase their throughput. This is because the use of partially
overlapping channels helps increase spectrum efficiency in some cases. For example,
two APs are sufficiently far apart.
Motivated by their limitations, this chapter proposes a novel DRL-based solution
that assigns a bonded channel to APs given the varying number of users and inter-
ference that stems from using partially overlapping channels. In particular, it learns
the optimal channel bonding policy that meets the time-varying traffic demands of
APs while minimizing the interference among APs. This chapter formulates the
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channel bonding problem as a Markov Decision Process (MDP). Next, it applies a
DRL or Deep Q-network (DQN) [17] to determine the optimal policy used by APs
to maximize their reward.
The remainder of this chapter has the following structure. Section 3.1 models
a Wi-Fi network and its user distribution. Section 3.2 describes the DRL-based
channel bonding algorithm. Section 3.3 presents numerical results, and Section 3.4
concludes this chapter.
3.1 System Architecture
There is an IEEE 802.11 WLAN with N APs. Each AP and its associated users
form a BSS. Each BSS is defined by its AP; this means there are N BSSs. APs are
assumed to be aware of each other’s traffic demands and the number of associated
users. This information can be obtained via the IEEE 802.11k standard, which pro-
vides an AP with the ability to measure the traffic load of an AP. APs can exchange
this information directly via a controller [74]. There are M channels that are either
marked as primary or secondary. Each channel has a bandwidth of 20 MHz and
offers C Mbps. All APs have been assigned a primary channel by an existing chan-
nel assignment algorithm; see [75] for a survey on channel assignment algorithms.
Critically, APs are able to aggregate their primary and secondary channels to form
a bonded channel to potentially offer higher data rates to devices. Time is divided
into slots with duration τ = 1 hour. The set of time slots is T = {1, 2, . . . , T},
where there are in total T slots.
In each time slot, an AP’s traffic demand is proportional to the number of asso-
ciated users, where each user has a fixed traffic demand. Henceforth, the following
sections will present the model that governs the random user arrivals at each AP,
interference between channels, and also how to calculate the reward when an AP




Table 3.1: Common Notations
Notation Description
N Number of APs
M Number of channels
C Capacity of a single channel
τ Duration of one slot
γi Exogeneous arrival rate of open class users
pji Switching probability of open class users
λi Aggregated arrival rate of open class users
Nc Total number of closed class users in the system
vi Switching probability of closed class users
ρio Aggregated traffic load due to open class users
ρic Aggregated traffic load of closed class users
Uio Number of open class users in AP i
Uio Number of open class users in AP i
U ti Total number of users in AP i
Γi Set of APs that interfere with AP i
oa,b Channel overlap factor
cti Total capacity of a BSS
Ot(i, z) Amount of channel overlap between BSS i and z
ζti Channels assigned to AP i
cti Total capacity assigned to AP i
D Traffic demand of a user
Sit It indicates whether AP i satisfies its
traffic demands at time slot t
I it It indicates whether AP i experiences
the maximum interference at time slot t
3.1.1 User Arrival Model
The number of users associated to each AP in each time slot is given by the mixed
queueing model by Chen et al. [2]. The said model is depicted in Fig. 3.1. There
are two classes of users depending on their mobility properties; namely, open and
closed. The open class has an uncertain number of users who arrive exogenously.
The behavior of open class users in BSS i can be modeled as an M/G/∞ queue,
where their arrival and departure is modeled as a Poisson process. An open class
user enters BSS i via two paths: i) exogeneous arrivals with rate γi, and ii) from
another BSS j to BSS i with probability pji. The aggregated arrival rate λi of BSS
i is defined as λi = γi +
∑N
j,i6=j λjpji. The aggregated traffic load due to open class
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users of BSS i is calculated as ρio =
λi
µi
, where µi is the service rate of AP i. After
receiving service, they leave the system. The expected residence time/service time
of users in BSS i is denoted as 1
µi
. Let Uio be the number of open class clients in
BSS i. The probability that there are ui open class users in BSS i is calculated as
per,





Different from open class users, closed class users do not exit the system and only
switch between different BSSs. The total number of closed class users is fixed, which
is denoted as Nc. Each closed class user stays in BSS i with probability vi. Let ρic
be the total traffic load of closed class users in BSS i, where ρic = Nc×vi. Let Uic be
the total number of closed class users associated to AP i. As the behavior of users is
independent, the binomial distribution with parameter vi is used to determine the
probability that AP i has ui closed class users. Formally,






ui(1− vi)M−ui . (3.2)
It is well-known that the binomial distribution can be approximated by a Poisson
distribution with parameter ρic . Let Ui be the total number of users in BSS i,
where this quantity is calculated as the convolution of the Poisson distribution that
represents the number of open and closed class users: Ui = Uoi + Uci . As the sum
of independent Poisson distributions yields another Poisson distribution, and thus,





Here, ρi includes the traffic load of both open and closed users in BSS i, and it
is defined as ρi = ρio + ρic . Equation (3.3) thus can be used to determine the
probability that the total number of users in BSS i is equal to ui. In the sections to
follow, symbol U ti denotes the number of users in BSS i at time slot t; the random




















stay in BSS j
stay in BSS i
Figure 3.1: An illustration of user arrivals and departures in a WLAN.
3.1.2 Interference Model
A channel may experience interference from overlapping channels. The degree of
interference between channel a and b is proportional to their so called overlap factor
oa,b; see also [76] for the definition of oa,b. It represents the proportion of overlap in
frequency between channel a and b, which increases as the distance between channel
a and b decreases. For example, in [76], if a = b, then oa,b = 1. If the channel is one
apart, say a = 1 and b = 2, then oa,b = 0.77 or oa,b = 0.96.
Two BSSs that are within the carrier sense range of each other, i.e., they interfere
with one another if they operate on the same channel, are called overlapping BSSs
(OBSSs); similarly, two APs that interfere are called neighboring APs. Let Γi be
the set of APs that interfere with AP i, meaning if AP i overlaps with AP j, k and
l, then Γi = {j, k, l}. Note, the relationship between any two BSSs is decided when
a WiFi network is built, meaning Γi is fixed
Define ζti to be a set containing channels assigned to AP i at time slot t. The
total capacity of a BSS is determined by how many channels its AP uses, and it is
defined as cti = |ζti | × C, where C is the capacity of a single channel.
Recall that users from two OBSSs may interfere if their AP is assigned overlap-
ping channel(s). Hence, the amount of bandwidth received by each user is propor-
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tional to the number of users on the same channel and overlapping channels. For
example, consider two neighboring APs: AP-a and AP-b. Each with five and ten
users, respectively. If both APs are assigned the same channel C1, then this channel
has in total 15 users. However, if both APs have a non-overlapping channel, say C2
and C3, then AP-a has five users contending on channel C2, and AP-b with channel
C3 has ten users. If the overlap between channel C2 and C3 is at 50%, then AP-a
has 5 + 0.5(10) = 10 users, and AP-b has 10 + 0.5(5) = 12.5 users.
Let the function Ot(i, z) return a weight in the range [0, 1] that represents the
amount of channel overlap between BSS i and z at time t; e.g., if AP i and z use the
same channel in time slot t, then Ot(i, z) = 1, meaning all the users associated to
AP i and z are treated as being on the same channel. Define Û it (.) to be a function
that returns the total number of users operating on the channel(s), i.e., ζti , assigned
to AP i in time slot t. Specifically, it is calculates as,
Û it (ζ
t





Ot(i, z)U tz, (3.4)
where





Here, the number of users associated to an AP U ti is a random number drawn from
the user model in Section 3.1.1.
3.1.3 User Traffic Demand
This section models the aggregated user traffic demand of APs, which depends on
both the random number of users associated to an APs and the channels used by
APs. Without loss of generality, all users are assumed to have a fixed demand of D
Mbps. Let d̂it(ζ
t




i ,Γi) users, which is
expressed as d̂it(ζ
t
i ,Γi) = D × Û it (ζti ,Γi). For AP i, if its total capacity cti is greater
than d̂it(.) in slot t, then the traffic demand of AP i is considered to be satisfied in
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slot t. If AP i is able to satisfy its user demands at time t, then Sti = 1; otherwise,
Sti = 0. In addition, define I
t
i to indicate whether AP i experiences the maximum
interference. That is, its value is I ti = 0 when for any given AP z in Γi, then
Ot(i, z) = 1; otherwise, I ti = 1.
3.1.4 Problem
Now, the problem at hand is to determine a channel bonding policy that maximizes
the average time slots in which APs satisfy their user demands while minimizing
their chance to experience the maximum possible interference. In other words, the
aim to allocate only sufficient capacity to APs corresponding to their traffic load,
rather than maximize their total capacity. Note, this means that the throughput of


















The problem at hand is re-formulated as an MDP. Then, this section introduces a
DRL solution, its architecture, update policy and channel bonding strategy. Lastly,
the MDP is solved by the DRL framework.
It is worth noting that the underlying user mobility model, see (3.3), follows a
Poisson process. Hence, the use arrival to an AP varies slot by slot independently,
and thus satisfies the Markov property. The notations that appear in this section
are listed in Table 3.2.
3.2.1 Markov Decision Process
An MDP is defined by the tuple (S,A, P (st+1|st, at), R(st+1|st, at)). Here, S is a
set of states. The state at time slot t is denoted as st, where st ∈ S. The set A
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Table 3.2: Common Notations
Notation Description
st The state observed by agent i at time t
at The action taken by agent i at time t
P (st+1|st, at) State transition function
r(st+1|st, at) The reward after taking action at at state st
Q(st, at) Q-value for s = st and a = at
α Learning rate
γ Reward discount factor




Tl Interval of updating the prediction network θ
Tr Interval of replacing the parameters
the target network θ
Di Memory buffer of agent i
ε Exploration rate
dit Aggregated traffic demand of the users
associated to AP i at time slot t
Pdit Prediction for the traffic demand d
i
t
associated to AP i
dit Average traffic demand associated to AP i
over the past ten slots at time slot t
Γi Set of APs that potentially interfere with AP i
contains a group of feasible actions. The action taken at time t is denoted as at,
where at ∈ A. The state transition function P (st+1|st, at) indicates the probability
that the current state st moves to the next state st+1 after taking action at. The
reward function R(st+1|st, at) returns the attained reward rt+1 after taking action
at at state st. Let π define the policy taken by an agent. Specifically, the function
π(st) returns the action taken by the agent in state st, and π
∗ denotes the optimal
policy. Given an MDP, the problem at hand is to seek the optimal policy π∗ that










In the MDP model in question, agents will observe their traffic demand, and take
an action; i.e., whether they should use bonded channels. They then obtain a
reward depending on whether the taken action satisfies their traffic demand. As
traffic demand is random, agents do not know how traffic demands change and
what reward will be given by the environment. This means the abovementioned
MDP is model-free as its transition probability P (st+1|st, at) is unknown. Therefore,
standard approaches such as value or policy iteration cannot be used to compute
policy π∗. To this end, the next section will introduce a DRL approach to find the
optimal policy for a model-free MDP [77].
3.2.2 Reinforcement Learning
The Q-leaning [78] method can be used by an agent to learn the state-action-value
or Q-value over time. In other words, it enables an agent to learn the expected
discounted cumulative reward for an action taken at a given state, which is then
used to update the corresponding Q-value of state st and action at as per Bellman’s
equation,
Qnew(st, at)← Q(st, at) + α(Q̂(rt, st+1, at+1)−Q(st, at)), (3.8)
where
Q̂(rt, st+1, at+1) = r(st, at) + γmaxQ(st+1, at+1). (3.9)
In the foregone expression, the variable α ∈ (0, 1] is the learning rate and γ ∈ [0, 1]
is the discount factor. The target Q-value and predicted Q-value is defined as
Q̂(rt, st+1, at+1) and Q(st, at), respectively. It is widely known that Q-Learning
converges if an agent visits all states sufficiently often [78].
Conventional Q-learning has two issues when the problem at hand has a large
state space. First, an agent may fail to update most states. Another issue is that
the Q-table will become too large, making searching and storage impractical [70].
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To overcome these issues, this chapter applies a DQN framework [17]. The DQN
framework is an extension of tabular Q-learning. It uses two neural networks to
approximate Q-tables, which allows them to handle large and even continuous state
space. It has three key features: update strategy, memory replay strategy and action
selection strategy. These features will be explained in the next sections.
3.2.2.1 Update strategy
The aim is to minimize the average difference between the target Q-value Q̂(rt, st+1, at+1)
and predicted Q-value Q(st, at). To achieve this, the DQN framework contains two
neural networks: a prediction network θ and a target network θ′, which are used to
compute predicted and target Q-values. The mean square difference between these
two values is defined as the loss and is denoted as L(θ). When training a DQN, the
goal is to minimize the following quantity:
L(θ) = minE[(Q̂(rt, st+1, at+1, θ′)−Q(st, at, θ))2]. (3.10)
In every Tl slots, the prediction network θ updates its parameters according to
Equ. 3.10, where the parameters are the weight and bias of neurons. The target
network θ′ has the same topology as the prediction network θ but has a different
update policy. Specifically, the target network θ′ is updated less frequently than
the prediction network θ. In every Tr slots, where Tr  Tl, the parameters of the
prediction network θ become those of the target network θ′.
3.2.2.2 Memory replay strategy
To increase sample utilization and training convergence, DQN applies a memory
replay strategy. Each agent maintains a memory buffer Di to store the visited
transition pair (st, at, st+1, rt). The size of this memory buffer is denoted as ND. At
each slot, a new transition pair will be stacked into memory. The oldest transition
pair will be deleted from Di once the memory buffer Di is full. The agent periodically
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samples a mini-batch of memories to minimize the loss L(θ). This is an application
of Stochastic Gradient Descent (SGD) with learning rate α [22].
To speed up convergence, the data in the memory buffer Di needs to be pre-
processed. Specifically, if Di contains the historical traffic demands of AP i, then to





where x and x′ are the value of the original and normalized data, respectively. The
term µ and σ correspond to the average and standard deviation of the original data
in Di.
3.2.2.3 Action selection strategy
Fig. 3.2 illustrates how an agent chooses an action for a given state. At time slot
t, the prediction network θ is fed the state st and it will output the predicted
Q-value Q(st, at, θ) for each action. An agent then selects an action according to
the maximum predicted Q-value Q(st, at, θ). To ensure sufficient exploration of the
action space, agents adopt the ε-greedy policy to choose an action. Specifically, an
agent chooses the maximum Q-value action with probability (1− ε) or it randomly
selects an action with probability ε, where ε is the exploration rate. Let ε0=1 and
εT be respectively the initial and final exploration rate. At time t, the exploration

























Figure 3.2: The action selection strategy of an agent.
3.2.3 Instantiation
This section shows how APs use DQN to bond channels. Each AP runs a DQN
agent, and observes its own traffic demand and that of its neighbors. The traffic
traffic demand that belongs to AP i at time slot t is denoted as dit, which is calculated
as dit = U
t
i ×D. There are two state definitions, denoted as State-1 and State-2.
For State-1, the state observed by AP i corresponds to the traffic demand in the
current slot and the predicted traffic Pdit for the next slot and that of its neighbors.
State-1 is defined as,
sit = {(dat , Pdat ), . . . , (d
i
t, Pdit), . . . , (d
z
t , Pdzt )}, (3.13)
where dit is the total user traffic demand of AP i at time t, Pdit is the probability that
the traffic demand of the next slot dit+1 is greater than d
i
t. Also, a to z, except i,
denote APs in Γi. The predicted traffic Pdit of AP i can be calculated using historical
traffic demands stored in the memory buffer Di. For example, if dit = 200 Mbps,
then Pdit is calculated as the number of times that the traffic demand is greater than
200 Mbps in the memory buffer divided by the buffer size ND. This is known as the
cumulative distribution probability of traffic demands.
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The second state definition, namely State-2, employed by AP i corresponds to
its average traffic, and that of its neighbors over the past ten slots and at time slot
t. This is defined as







We can see that size of state space is proportional to the number of neighbors of
AP i. For State-1, its dimension is 2× |Γi|. For State-2, its dimension is |Γi|.
Now define DQN-1 and DQN-2; they are fed with State-1 and State-2, respec-
tively. For a given AP i, its action space Ai contains all possible channel assign-
ments. As an example, consider Fig. 3.3. As we can see, AP i is able to bond several
secondary channels that are adjacent to its primary channel-2. The channel config-
uration set, also known as the action space Ai, contains all possible combinations
of the primary channel and secondary channels of AP i. Note, a bonded channel
must be consecutive or adjacent. In Fig. 3.3, there are six bonded channels for AP
i, meaning the size of action space is also six. At time slot t, this AP selects to
use one of channel configurations from Ai for time slot t+ 1 according to the action
selection strategy. Then, its agent will gain a reward.
The reward rit gained by AP i at time slot t corresponds to whether it is able
to satisfy traffic demand and experiences the maximum interference. As defined in
Section 3.1.4, I ti = 1 indicates AP i is not suffering the maximum interference. Also,
indicator Sit = 1 represents that the traffic demand of AP i at slot t is satisfied. The
reward R(t, i) for AP i at time slot t is defined as,
R(t, i) =






Lastly, it is worth noting that DQN is trained in an offline manner, where choos-
ing actions and updating the policy of a DQN are carried out separately. To be
specific, an agent/AP only needs to observe the state st and choose an action at as
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Figure 3.3: An illustration of the action space of an AP.
per the policy provided by a trained DQN. An AP can upload its historical state,
action and reward to a controller1 periodically. This information is then used to
train the DQN, and once a new policy is ready, APs are installed with a new policy.
It is worth noting that that information such as the number of associated users is
available readily at each AP.
3.3 Evaluation
The proposed DRL algorithms are evaluated by Python 3.5 with TensorFlow 1.0
and MATLAB 2017. They are compared against the following algorithms/rules:
• Tabular RL (TRL): This algorithm uses a table to store Q-values. The state
is the same as that of DQN-2.
• Widest Channel Only (WCO): Every AP bonds the maximum number of
secondary channels. If an AP is able to bond a maximum of four channels,
then it will always use four channels.
1Example WLANs controllers are those sold by vendors such as Cisco.
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• Primary Channel Only (PCO): APs do not use channel bonding and only
use their primary channel.
• Random: Every AP uniformly chooses a channel configuration in each slot.
For example, an AP either chooses to use its primary channel only, or both its
primary and secondary channels.
• Heuristic: If an AP cannot satisfy its demand in the last time slot, it will
increase its bandwidth by bonding an additional secondary channel. Other-
wise, the AP will decrease its bandwidth by releasing one secondary channel.
Note, APs always have their primary channel, and do not bond more than the
available number of channels.
Note, these rules are as per the current WiFi networks rules. For example, PCO
considers the case where APs do not bond channel. Random considers the case
where channels are randomly occupied by APs. In each slot, APs take an action
according to these rules, and then observe the resulting reward as per 3.15.
The following metrics are recorded for evaluations:
• Fraction of satisfied demands. The fraction of satisfied demands of a
given AP i is recorded for every k time slots, where k = 250. This fraction
corresponds to the number of satisfied time slots over k time slots.




) for each time slot t.
• Reward. This is defined as the average reward gained by agent i; for every k







• Amount of maximum interference. This is defined as the proportion of k
time slots in which an AP experiences the maximum interference.
• Channel usage. This corresponds to the number of time slots in which an
AP uses a given channel.
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Table 3.3: Parameter values used in experiments. The bold parameters are similar
to those reported in [2].
Model Parameters Values
Number of APs N 10
Interference probability 60%
Number of channels M 10
Primary channels 1, 4, 7 and 10
Demand per user D 25 Mbps
Capacity of each channel C 200 Mbps
Maximum bonded channel Up to four channels
Simulated time slot T 100,000 time slots
Overlap factor oa,b when a = b 1
Overlap factor oa,b when |a− b| = 1 0.5
Overlap factor oa,b when |a− b| > 1 0
Total number of closed class users Nc 441
Exogenous arrival rate γi U [1, 5]
User switching probability pij
1
N+1
Expected residence time 1
µi
U [1, 5]
Fraction of time of stay νi U [0, 017]
Algorithm Parameters Values
Learning rate α used by TRL 0.01
Learning rate α used by DQNs 0.007
Reward decay rate γ 0.2
Memory size ND 6,000 to 8,000
Mini-batch size Nmb 256
Updating interval for θ Tl Every four slots
Replacing interval for θ′ Tr Every 400 slots
Replay start time slot At slot 6,000
Activation function (Layer 1) Sigmoid
Activation function (Layer 2) ReLU
Initial exploration rate ε0 1
Final exploration rate εT 0.05
Reward of for maximum interference -0.0001
Reward of unsatisfactory demands -0.0001
Reward of satisfactory demands 1
Results collection time At slot 80,000
Observable history used by DQN-1 Last 10 slots
To train DQN agents, the system state is generated by the user arrival model
in Section 3.2. The state, action and reward in each slot are then recorded in a
memory buffer. After every four slots, the training data in the memory buffer is
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then used to update the neural network that represents the value of each action;
see Equ. 3.10. Agents are trained starting from the 6, 000-th slot after they collect
6, 000 memories. Also, after the 80, 000-th slot, the well-trained DQN agents are
tested. The average user satisfaction achieved by them is recorded and shown in
Fig. 3.9 to 3.11. In particular, this section studies three aspects. First, it studies the
percentage of satisfied users and channel usage of a dense WLAN with ten APs over
time. The probability that any two APs are neighbors is 60%, meaning that each
AP overlaps with six APs on average. This probability characterizes the density
of a WLAN and it is fixed for a given WLAN. Second, it investigates changing
traffic demands. Third, it studies six WLANs with different setups such as different
numbers of APs, channels, AP neighbors, and demand per user. To eliminate the
variance across different runs due to random experimental environment, the same
random seed is applied for every run. Therefore, the comparison between different
solutions is fair. Also, within one experiment run, average metrics are evaluated,
e.g., reward over a very large time horizon T = 100, 000. This is to eliminate the
deviation caused by randomness accoss different slots. Table 3.3 lists the parameter
values used in simulations.
Fig. 3.4, 3.6, 3.5 and 3.7 show the performance of the tested algorithms over
100,000 time slots. From Fig. 3.4, 3.6 and 3.5, we see that the performance of
all non-RL algorithms does not increase because they do not improve their channel
bonding policy. Referring to Fig. 3.4, the average fraction of satisfied demands
for Heuristic, Random, WCO and PCO is approximately 0.6, 0.56, 0.51 and 0.42,
respectively. By contrast, the average fraction of satisfied demands attained by
DQNs increases from 0.56 to 0.82. They are able to learn the best action after
training. Before the 10,000-th slot, as marked by the ellipse in Fig. 3.4, 3.6, 3.5
and 3.7, the performance of DQNs is no different to the Random method, where the
fraction of satisfied demands is 0.85. This is because TRL and DQNs have yet to
converge, meaning that the actions taken by TRL and DQN agents are arbitrary.
After the 10,000-th time slot, from Fig. 3.4, 3.6 and 3.5 we can clearly observe an
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Figure 3.4: Elapsed time versus average fraction of satisfied demands.
upward trend in user satisfaction and reward for RL-based algorithms. One reason
is that agents running DQNs begin to update their channel bonding policy according
to their memory buffer D. Also, as the exploration ε rate decreases, both TRL and
DQN algorithms begin to exploit actions with the maximum Q-value. After time
slot 30,000, the average fraction of satisfied demands, the percentage of satisfied
users and the reward of DQN algorithms converge to around 0.82, 0.96 and 0.76,
respectively. In other words, DQN algorithms improve user satisfaction by 30% to
70% as compared to non-RL algorithms.
We can see the difference in performance between DQN and TRL from Fig. 3.4, 3.6
and 3.5, where TRL’s performance and convergence are inferior to DQN algorithms.
TRL is the second-best performer among the tested algorithms. For instance, TRL
achieves 0.1 to 0.3 more fraction of satisfied demands than non-RL algorithms, and
its fraction of satisfied demands is less than that of DQNs by 18%. Referring to
Fig. 3.5, we see that the average reward gained by agents plateaus at 0.51 after
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Figure 3.5: Elapsed time versus average reward gained by agents.
80,000 slots. As a comparison, DQN algorithms converge at slot 20,000. One reason
is that DQNs are trained using a mini-batch of random samples, which minimizes the
correlation between samples and thus accelerates convergence [17]. Another reason
is that TRL is not suitable for handling a large state-action space. A limitation high-
lighted by [79] is that TRL only updates each state-action value separately, without
any generalization. In particular, TRL repeatedly updates the Q-value of several
frequently visited states, whereas, most state-action values are rarely updated [70].
Consequently, such an update policy has a slow convergence rate; indeed, it cannot
converge to the optimal Q-values within the first 100,000 time slots. The state space
is large; e.g., the observation of AP-2 has seven features and it contains more than
207 states. Here, one feature matches an input of a neural network. However, the
TRL algorithm remains superior to non-RL algorithms by 20% to 50% in terms of
user satisfaction and reward. From Fig. 3.5, DQN algorithms and TRL gain the
highest and second-highest reward after training, achieving a user satisfaction of
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Figure 3.6: Elapsed time versus average percentage of satisfied users.
0.76 and 0.51 respectively. This is because these RL algorithms are able to learn
the best action that maximizes the reward for each state. A noteworthy point with
regards to Fig. 3.5 is that the reward of WCO is always -0.0001 because bonding
four channels always leads to overlaps, which yields a negative reward.
Next, we study why TRL and DQN algorithms offer better performance by com-
bining the results shown in Fig. 3.7 and 3.8. Fig. 3.8 illustrates the channel usage
of DQNs, RTL, Heuristic and Random algorithms after 80,000 slots. The results
for WCO and PCO are omitted because they do not change the channels assigned
to APs. We can see that the Random method has the highest overall channel us-
age among the tested algorithms, meaning APs frequently use secondary channels.
However, the average fraction of satisfied demands of Random is only 0.56; its per-
centage of satisfied users is 85%. Also, WCO always results in maximum interference
among APs and thus its average fraction of satisfied demands is only 0.51; this is
worse than the Random algorithm. These results show that even when APs use
a bonded channel, they may experience poor performance because of excessive in-
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Figure 3.7: Elapsed time versus average amount of maximum interference.
terference. However, low interference does not mean high user satisfaction since
there is a trade-off between bandwidth and interference. Heuristic does not have
the same user satisfaction as DQN algorithms even though APs experience excessive
interference. This is because Heuristic is too conservative when bonding channel,
which is observable from Fig. 3.8 (d). For instance, channel-9, which is un-assigned,
remains unused by AP-1 for around 10,000 time slots. We see that AP-1 uses only
one channel during that time, which is inefficient.
Numerical results show that RL-based algorithms are able to balance between
bandwidth and interference, especially when they receive a negative reward when
they experience the maximum interference or an unsatisfied demand occurs. Fig. 3.7
shows that DQN algorithms learn to avoid interference after being trained. They
decrease the average number of times in which APs experience the maximum in-
terference from 0.63 to 0.06 upon convergence. Fig. 3.8 (a) and (b) further show
that most neighboring APs do not interfere with each other; i.e., their channels do
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Figure 3.8: Channel usage of APs running DQN-1, DQN-2, TRL, Heuristic and
Random.
overlap. Also, the results in Fig. 3.8 (a) and (b) show that DQNs agents are able
to assign bonded channels to APs according to traffic demands. For example, as we
can see from Fig. 3.8 (a), AP-9 bonded three channels for around 20,000 slots and
bonded four channels for around 5,000 slots because it has more traffic demands
than other APs. AP-1 and AP-7 only used two channels because they find that
two channels are sufficient for their traffic demands, and only those two channels
are interference-free. From Fig. 3.7, we see that when APs use TRL, the average
amount of maximum interference experienced by them reduces from 0.63 to 0.29
upon convergence. Further, Fig. 3.8 (c) shows that APs using TRL may choose
actions that lead to a high number of slots where APs experience the maximum
interference. For example, we see that AP-6 and AP-8 experience the maximum
interference on channel 8 for more than 8,000 slots. By contrast, for DQN-2, there
is no interference between AP-6 and AP-8. Also, by comparing Fig. 3.8 (c) and (e),
we find that the channel usage of AP-1, AP-6, AP-7 and AP-8 is no different to Ran-
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Figure 3.9: The impact of increasing traffic demand per user D.
dom, where these APs have one thing in common: they have many neighbors, and
thus their state space is of high-dimension. In particular, after more than 100,000
slots, we find that the user satisfaction of these APs fluctuates sharply, meaning that
the Q-table of these APs has yet to reach convergence. We see that for those APs
with many neighbors, the TRL algorithm has difficulty converging to the optimal
value.
From Fig. 3.4, 3.6, 3.5 and 3.7, we see that DQN-1 and DQN-2 have exactly
the same performance. Also, Fig. 3.8 shows both DQN algorithms have executed
the same action for 90% of the APs. This result is interesting because even though
the state used by both DQN algorithms is different, they ended up with the same
action.
Fig. 3.9 illustrates how traffic demand per user D impacts the average user
satisfaction and the proportion of time APs experience the maximum interference.
Fig. 3.9 (a) and (b) show that the user satisfaction decreases as the traffic demand
per user D increases. To be specific, the user satisfaction of non-RL algorithms
decreased by 60% to 80% on average. This is because APs require more secondary
channels to satisfy traffic demands. However, excessively increasing the number
of bonded channels reduces system performance, especially when traffic demands
are high. This conclusion can be drawn from Fig. 3.9 (a), where the satisfaction
probability of WCO exceeds PCO by 0.14 when D = 25 Mbps and the satisfaction
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probability of WCO is the same with PCO when D = 40 Mbps. As a comparison,
during high traffic demands, DQN algorithms continue to explore the widest bonded
channel for APs while minimizing the number of slots where APs use the same
channel(s). As shown in Fig. 3.9 (a), the average fraction of satisfied demands of
DQN algorithms is 0.52 when D = 40 Mbps, which exceeds other algorithms by 66%
to 188%. This is because APs do not experience high interference. As marked by
the ellipse in Fig. 3.9 (c), the amount of maximum interference experienced by APs
increases by only 0.1 when the traffic demand per user D is 40 Mbps. By contrast,
the amount of maximum interference obtained by Heuristic, TRL and Random
increased to 0.36, 0.44 and 0.62 respectively when D = 40 Mbps. The results
show that DQN algorithms are able to improve system performance, especially in
high traffic demands scenarios. We can see from Fig. 3.9 (a) that the difference in
user satisfaction between DQN algorithms and other algorithms is around 0.1 to
0.3. However, when user demand is D = 40 Mbps, the difference in the fraction of
satisfied demands ranges from 0.2 to 0.35, meaning that when D = 40 Mbps, the
improvement in system performance provided by DQN algorithms is better than
when D = 25. These results indicate that DQN algorithms are able to improve
system performance in high traffic demands scenarios.
As shown in Fig. 3.9 (a) and (b), the average fraction of satisfied demands and
percentage of satisfied users decline from 0.93 to 0.52 and from 0.99 to 0.82, respec-
tively. The reason is that the total traffic demand will exceed the maximum channel
capacity as traffic demand per user D increases. Consequently, some APs cannot
find any channel assignment policy that will satisfy their heavy traffic demand. For
example, assume every AP has a maximum capacity of 4× 200 = 800 Mbps that is
achieved by bonding four interference-free channels. However, the resulting capacity
remains insufficient for some APs when D = 40 Mbps because these APs usually
have more than 20 users. In addition, as APs use four bonded channels, there will
be more interfering users, which reduces user satisfaction.
The next experiment investigates whether DQN is able to adapt to varying user
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arrival rates. There are two sets of random user arrivals drawn from the traffic model
using the parameters shown in Table 3.3. The first set of arrival rates is denoted
as Scenario-A, and the second is denoted as Scenario-B. Then, there will be two
simulations. In the first simulation, the arrival rate of each AP is as per Scenario-A
before the 300,00-th slot. After the 300,00-th slot, the user arrival rate at APs will
be as per Scenario-B. This means every AP will have a different user arrival rate
after the 300,00-th slot. In the second simulation, for all time slots, the user arrival
rate of each AP is drawn from Scenario-B only.
Fig. 3.10 shows the elapsed time slots versus the average fraction of satisfied
demands. As marked by the dotted line in Fig. 3.10, DQN algorithms have an
average user satisfaction of 0.61 in the second simulation. From Fig. 3.10, the
first convergence is at around 25,000 slots, where the average fraction of satisfied
demands is 0.81. At slot 30,000, the average fraction of satisfied demands drops
dramatically to 0.5. One reason is that the channel bonding policy for scenario-A
is not suitable for scenario-B, which leads to a mismatch between AP capacity and
traffic demands. After switching to scenario-B, APs take a further 30,000 slots to
adapt to new traffic demands, in which their average fraction of satisfied demands
reaches 0.59. The difference to the first scenario is only 0.02, which has a user
satisfaction of 0.61. This result indicates that APs running DQN algorithms are
able to adapt to varying arrival rates even after convergence to scenario-A. This
is because existing Q-values will be updated to reflect the traffic demands under
scenario-A. Interestingly, we find that the second convergence took a longer time
than the first convergence for scenario-A. The reason is that agents need a few
slots to replace outdated experiences in the memory buffer D with new state-action-
reward transition pairs. Before that, DQNs fail to converge. After the memory
buffer D is updated, agents are able to learn the optimal channel bonding policy for
scenario-B.
Next, we conduct experiments on six WLANs with different sizes. Their main
attributes are shown in Fig. 3.11, where (a) and (b) present the user satisfaction
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Figure 3.10: The impact of varying user arrival rates.
achieved by the tested algorithms for different WLANs. We can see that DQNs
always have the highest user satisfaction under different scenarios, meaning that
they are suitable for large-scale WLANs. For example, Fig. 3.11 (a) shows that
when there are N = 15 APs, the average fraction of satisfied demands achieved by
DQN algorithms is 0.88, which exceeds other algorithms by 35% to 120%. These
results show that the increase in the number of APs N does not significantly impact
the performance of DQN algorithms. It is worth noting that, when there are N = 5
APs, the average fraction of satisfied demands and percentage of satisfied users
achieved by TRL is 0.85 and 0.96, respectively. These results are no different to
DQN algorithms because the state space is small and TRL is able to converge to the
optimal action. However, as the number of APs N increases to 30, TRL experiences
a sharp decline in user satisfaction. After N ≥ 15, the user satisfaction achieved
by TRL is the same as Random. These results show that the performance of TRL
algorithm is closely related to the number of APs N . This is because TRL is not
suited for large state space. As the network scale increases, the state space will
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Figure 3.11: Performance of algorithms in different WLANs, where N and M are
number of APs and number of channels, respectively. The term C/D denotes the
maximum number of users that can be satisfied by a single channel.
increase exponentially. Therefore, TRL agents only visit a few states and thus most
Q-values are not updated at all, meaning the actions taken by agents are arbitrary.
Interestingly, after checking the Q-table of TRL agents, we find that when N = 30,
85.9% of Q-values are zero on average, meaning that TRL agents do not learn to
bond channel. By contrast, when N = 5, only 53.3% of Q-values are zero. Therefore,
we conclude that for large-scale WLANs, a neural network instead of Q-tables is
necessary to ensure good performance.
This section also makes the following remarks. There are also experiments that
study the impact of hyper-parameters such as the learning rate α, the reward decay
rate γ and the mini-batch size Nmb. Experimental results show that these hyper-
parameters do not affect the results significantly, where the average deviation on
user satisfaction is only 3% when using different hyper-parameter values. Lastly,
Jain’s fairness index is also used to compare the user satisfaction obtained by ten




This chapter aims to equip APs with the ability to bond one or more channels
under unknown and random traffic demands scenarios. It has proposed two DRL
algorithms to maximize user satisfaction. Numerical results show that the proposed
DRL algorithms are able to learn the optimal channel bonding policy that satisfies
time-varying traffic demands and improves user satisfaction by up to 60% as com-
pared with greedy and fixed channel bonding algorithms. In addition, the results
also show that the proposed DRL algorithms have a much higher performance than
tabular Q-learning; advantageously, they are adaptive to changing traffic conditions.
As mentioned in Chapter 1, a key concern is the EE of Wi-Fi networks. Also,
future Wi-Fi networks may aim to satisfy user demands and also the energy require-




Learning to Charge RF-Energy Harvesting
Devices in Wi-Fi Networks
This chapter addresses the problem of sustaining RF-energy harvesting devices or
energy users that operate in a Wi-Fi network. As discussed in Chapter 2, prior works
that study this problem, e.g., [10, 12, 37–39], do not consider APs with EH capabil-
ity. By contrast, this chapter considers an EH AP with stochastic energy arrivals.
This is important because EH APs can reduce carbon emissions and operating ex-
penditure [9]. This chapter also addresses the bringing challenge due to random
energy arrivals. That is, an AP needs to manage the use of energy to pervert from
future energy outages. In addition, their solution has no learning ability and thus
requires non-causal information, such as perfect Channel State Informatica (CSI)
to RF-energy harvesting devices, and non-causal energy arrivals. As mentioned in
Chapter 1, collecting the current CSI of devices will consume additional energy and
incur significant delays to legacy data users.
To address these research gaps, this chapter proposes two machine learning-based
solutions that only rely on historical CSI and energy arrivals. Note, this information
is collected by an AP over time via the IEEE 802.11k standard which allows an AP
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to evaluate its resources in a WLAN. Specifically, these two machine learning-based
solutions aim to derive a transmit power level to satisfy both the data rate and
energy requirement of users. The first solution, i.e., (Deep Q-network) DQN [22],
determines the best transmit power for an AP given its energy level and legacy data
user channel gain. The second solution, i.e., (Model Predictive Control) MPC [23],
relies on Gaussian Process Regression (GPR) [24], a machine learning method, to
predict an AP’s future harvested energy and channel gains to legacy users. Lastly,
both solutions are readily deployable in current APs.
The rest of this chapter is structured as follows. Section 4.1 presents a solar-
powered Wi-Fi model with two types of users. The DQN and MPC solutions are
outlined in Section 4.2 and their analysis is in Section 4.3. The conclusion of this
chapter is in Section 4.4.
4.1 System Model and Problem
Time is discretized into T slots, and the set of time slots is T = {1, 2, . . . , T}. Each
slot is one second in length; this means the terms power and energy can be used
interchangeably. There are N IoT devices uniformly located around an AP. Let D
be the set of IoT devices. Similarly, there are U legacy data users. In each time
slot, the AP serves one data user.
The AP has a battery of size Bmax. Its energy arrival is governed by the Marko-
vian model presented in [80]. Specifically, the model contains four different solar
states: ‘Excellent’, ‘Good’, ‘Fair’, and ‘Poor’. Each state represents a different so-
lar intensity throughout a day. In the j-th state, the energy arrival x (in mJ) is
a random value drawn from a Normal distribution N (x |µj, σj) with mean µj and
variance σj. Then, the energy harvested by the AP in slot t is Ẽt = xtΦη, where Φ
and η is the panel size and the solar energy conversion efficiency. The energy level
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of the AP, denoted as Bt, evolves as per,
Bt = min(Bmax, Bt−1 − Pt−1 + Ẽt), (4.1)
where Pt (in mW) is the transmit power of the AP at time slot t, which is bounded
by Pmax. Note, the AP can be powered by other energy sources, e.g., winds, where
the difference to the solar model is the distribution of energy arrivals.
Block fading is considered. The AP is aware of the CSI to legacy or data users
but is unaware of the CSI to IoT devices. Let di denote the Euclidean distance from







where Z is drawn from a complex normal distribution CN (µ, σ2).
IoT devices has a battery with capacity bmax. Let b
t
i be the current battery
level of IoT device i. In each slot, IoT devices receive a charge whenever the AP





practical 2.4 GHz non-linear RF-energy harvester [81] is considered. For IoT device
i, the function β(pti) returns the RF-energy conversion rate given incident power p
t
i.
Each IoT device consumes a fixed amount of energy, denoted as Ê (in mJ), to
sample and return its data to the AP. If its energy level satisfies bti < Ê, device i




















In each time slot, the AP transmits to a random data user u ∈ U that has a




u/N0 be the Signal-to-Noise Ratio (SNR) of user u,
where ptu = g
t
uPt is the received signal strength and N0 is the white noise power. As
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per the Shannon-Hartley formula, its theoretical maximum data rate is,
rtu = W log2(1 + γ
t
u), (4.4)
where W is the bandwidth of the channel.
Without loss of generality, all users in U are assumed to have a fixed data rate
requirement rmin. Define an indicator J
t(Pt) that indicates whether the user u of
time slot t is satisfied if the AP uses transmit power Pt. Formally, we have
J t(Pt) =

1 if rtu ≥ rmin
0 Otherwise.
(4.5)
Similarly, we have the following indicator that represents whether all IoT devices
are able to collect a sample and transmit in slot t. Formally,
I t(Pt) =

1 if bti ≥ Ê,∀i ∈ D
0 Otherwise.
(4.6)
Define S(.) as St(Pt) = I
t(Pt)J
t(Pt). Then, the problem is as follows: find the
optimal transmit power policy π∗ that returns the transmit power level Pt for each


















, Pt 6= 0,
0, Pt = 0.
(4.8)
In words, if users meet their data rate requirement and all IoT devices are able to
transmit, then Eq. (4.8) returns the non-zero value 1/Pt. This means by improving
energy efficiency, an AP will spend less energy to satisfy the requirement of both
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data users and IoT devices.
In this regard, the second objective is to maximize the energy efficiency of the














This section first proposes a DRL solution, i.e., Deep Q-network (DQN) [17], that
allows an AP to learn the best transmit power by interacting with the system over
time. Then, it presents another solution, i.e., Model Predictive Control (MPC) [23],
which solves for the HAP’s transmit power iteratively over a planning horizon. More
specifically, it relies on Gaussian Process Regression (GPR) [24], which uses histor-
ical information to estimate future system states. The system states include the
channel gains of data users and RF-energy harvesting users and energy arrivals.
4.2.1 Solution-1: Reinforcement Learning
This section first re-formulates the optimization problem in Section 4.1 as a Markov
Decision Process (MDP) [16], which is then solved using a DQN [17]. In particular,
there is an agent, e.g., AP, that observes the state of the system, and takes a
corresponding action, which results in a reward.
4.2.1.1 MDP
Define a tuple with four elements (S,A, P (st+1|st, at), R(st+1|st, at)). The state space
is S, where st ∈ S represents the state at time t. The action space is A, where at ∈ A
is the action taken by the agent at t. The transition probability to state st+1 after
taking action at is defined as P (st+1|st, at). Lastly, the function R(st+1|st, at) returns
the reward rt after taking action at at state st. Let π be the policy taken by an
agent, where π(st) returns the action at for state st. The agent’s goal is to find
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where γ ∈ [0, 1] is the discount factor, which scales the significance of future rewards.
Now, the optimization problem at hand is instantiated an MDP as follows. Let
the state st be a tuple st = (g
t
u, Bt) that includes the channel gain of a user and
the battery level of the AP. The action at corresponds to the transmit power level
Pt ∈ [0, Pmax]. If the AP’s battery Bt has insufficient energy to support the action
at chosen by the agent, then the action is set to at = Bt.
The optimization problem at hand contains two different objectives Z1 and Z2,
which correspond to (4.7) and (4.9), respectively. To this end, this section defines
two reward definitions: Reward-1 and Reward-2. For Reward-1, the reward rt for
state st and action at is defined as rt = I
t(Pt)J
t(Pt). In particular, if the AP takes an
action that is able to satisfy both types of users, then the reward is one; otherwise,
it is zero. The second reward definition, namely Reward-2, relates to the energy
efficiency ηt(.) achieved by the AP at slot t, and is defined as rt = ηt(.). That is, if the
AP uses Reward-2, then its goal is to achieve higher energy efficiency. Note, unless
stated explicitly, the proposed approach will apply Reward-1. The aforementioned
transition of state-action-reward satisfies the Markov property. That is, the battery
level in the next state st+1 depends on the current state battery level and the action
taken at slot t. Also, the historical battery level and channel gain do not impact
the transition of the current state st to the next state st+1.
To ensure that the solution is practical, the transition probability P (st+1|st, at)
is assumed to be unknown, and hence the said MDP is model-free. This is because
the distribution of CSI and energy arrivals is not readily available in practice. More-
over, it ensures that the solution is applicable in current Wi-Fi networks. To solve
the formulated MDP, a reinforcement learning approach, namely, Deep Q-network




The aim of a DQN is to learn the state-action-value (also known as Q-value) over
time [17]. Specifically, define Q-value Q(st, at) as the expected discounted cumula-
tive reward for action at taken at state st. Formally,







It is updated as per Bellman’s equation,
Q′(st, at)← Q(st, at) + α(Q̂(rt, st+1, at+1)−Q(st, at)), (4.12)
where
Q̂(rt, st+1, at+1) = r(st, at) + γmaxQ(st+1, at+1). (4.13)
In (4.12) and (4.13), Q(st, at) and Q̂(rt, st+1, at+1) are the evaluated and targeted
Q-values, respectively. The term Q′(st, at) is the updated Q-value. The variable
α ∈ (0, 1] is the learning rate. Therefore, a DQN aims to minimize the average
temporal difference-error of Q-values, defined as,
L(θ) = minE[(Q̂(rt, st+1, at+1, θ′)−Q(st, at, θ))2]. (4.14)
Upon convergence, the parameter θ can be used to retrieve any state-action value.
A DQN uses two neural networks to estimate and store Q-values. The first neural
(evaluate) network, which is denoted θ, is used to evaluate Q-valuesQ(st, at), and the
second neural (target) network, denoted as θ′, outputs targeted Q-values Q̂(rt, st+1.
The training data is sourced from a memory buffer that stores historical state-action-
reward pairs. For every K slots, the DQN is trained using the Stochastic Gradient
Descent method [22] with a learning rate α. For every K ′ slots, where K ′  K, θ′
is replaced by θ.
Fig. 4.1 shows how a DQN agent or AP selects an action. At time slot t, the
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AP observes the environment (state st). Then, the evaluation network θ outputs
the evaluated Q-value Q(st, at) for each action. An agent then selects an action
using the ε-greedy policy, where it executes the action with the maximum Q-value
with probability (1− εt). Otherwise, a random action is taken. To ensure sufficient








where ε0 and εT are the initial and final exploration rate, respectively. The term εinc
is the diminishing rate of εt. The agent then observes the resulting reward rt, and
















Figure 4.1: An illustration of the DQN approach that is run by an AP.
4.2.2 Solution-2: MPC
MPC [23] is used to choose control actions over a time horizon. It relies on a
prediction model to estimate system dynamics, e.g., prices, weather, heating re-
quirements. The prediction is then used to build a virtual system model that sim-
ulates the changes of a real system several slots ahead. Formally, let the system
state be xτ . Denote the control action uτ taken in state xτ as vτ (xτ , uτ ). Let
ut = [ut, ut+1, . . . , ut+L] be a vector of L control actions. Define A as the collection









vτ (xτ , uτ ). (4.16)
For each time slot t, the goal is determine the optimal control action u to maximize
a performance index Vt over the time window [t, t+ L]. Mathematically,
u∗ = arg max
u∈A
Vt(u). (4.17)
The corresponding optimal average performance is denoted as V ∗t . Given u
∗, the
action u∗t is then executed in time slot t. After that (4.17) is then solved for time
slot t+ 1 and so forth.
In our case, the system state xt consists of the solar energy arrival at the AP,
the channel gain to data user s, namely gts, and lastly, we have the last recorded
channel gain value of IoT devices, i.e., gt−1 = {gt−1i | i = 1, . . . , N}. Formally,
we have, xt = (Ẽt, g
t
s,g
t−1). Note, the CSI of IoT devices in the previous slot is
readily available because IoT devices can return their sensing data and their CSI
to the AP at the same time. Also, if an IoT device fails to return its data due to
energy shortage, it will return its CSI in the next transmission around. The control
action ut is the transmit power with range from [0, Pmax]. In particular, we have
A = [0, pmax]
L; the set of transmit power used over L time slots. The performance
of a given state and control is defined as vτ (xt, ut) = I
t(ut)J
t(ut) for objective Z1.
For the second objective, it is defined as vτ (xt, ut) = ηt(ut); see Eq. (4.9).
MPC employs GPR [24] to predict the system state from t to t + L. A GPR
model G can be trained as a probabilistic non-parametric black-box to identify a
non-linear dynamic system. Given a set of training data {(qi, pi) | i = 1, 2, . . .}, a
GPR model learns the predictive response value p′ for a new input value q′. A GPR
model is trained using the following linear regression model,
p = qTwG + ξG, (4.18)
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where the coefficient wG and the error variance σ̂
2 of ξG ∼ N (0, σ̂2) are learned from
the training data. In our case, let qi be the i-th slot and pi be a component of
the system state xt. There is a separate GPR model for each network parameter.
As an example, consider the GPR model for energy arrivals at the AP. Define set
Dt with size K to store the energy arrivals in the last K slots; formally, we have
{(i, Ẽi); i = t −K, t −K − 1, . . . , t}. In each slot, the GPR model is trained using
Dt, and is then used to predict future energy arrival.
Algorithm 1 illustrates the MPC solution. Line-1 initializes Dt, where it gathers
K slots worth of data in order to train the GPR model of each component of the
system state. At line-6, the function Update(xt,Dt−1) (i) adds the system state xt
into Dt−1, (ii) deletes the oldest data xt−K from Dt−1, and (iii) returns a new Dt.
After that, G is called to update the GPR of each component of the system state Dt
by calling the function Train(.) in line-7. The function Predict(.) then returns L
predictions; namely, {xτ+1, . . . , xτ+L}. Given the predicted system states, in line-9,
MPC calls Optimize(.) to determine the optimal transmit power u that maximizes
(4.16). After that, the optimal transmit power is applied for time slot t, and is then
recorded in the vector u∗.
Algorithm 1: The proposed MPC algorithm.
Input: K, L, T
Output: u∗
1 D0 = CollectData();
2 G0 = Train(D0);
3 u∗ = ∅;
4 for t = 1, 2, . . . , T do
5 xt = GetSystemState();
6 Dt = Update(xt,Dt−1);
7 Gt = Train(Dt);
8 [xτ+1, . . . , xτ+L] = Predict(Gt,Dt);
9 u∗t = Optimize(xτ+1, . . . , xτ+L);
10 Transmit(u∗t );






Simulations are conducted using Python 3.5 with TensorFlow 1.0 and Scikit-learn
0.21, and MATLAB 2017. Experiment parameters correspond to an actual Wi-Fi
network with parameter value(s) set as per Table 4.1. For example, data users are
uniformly distributed within a range of five meters to 25 meters from the AP. RF-
energy devices are uniformly distributed within 11 meters from an AP. Note, this
range ensures IoT devices receive some energy. Beyond 11 meters, the reward is zero
because one or more IoT devices are unable to receive sufficient energy. The solar
energy conversion efficiency η is 15% [82]. The energy requirement Ê per sample
for an RF-energy device is 1.38 mJ, which includes circuit energy consumption [83].
Also, the action space is equally discretized toNA actions. This is because Q-learning
cannot handle a continuous action space; otherwise, it would result in infinite output
neurons. The interval between two adjacent actions is Pmax/NA Watts. The DQN
agent and MPC controller are installed at the AP; hence, the agent is not limited
by computational power. Also, through experimentation, DQN contains four fully-
connected layers with 500 neurons in order to accurately model Q-values. Lastly,
the GPR uses the Radial Basis Function (RBF) as the kernel to predict system
states [24].
DQN and MPC are compared against the following algorithms/solutions/rules:
• Tabular RL (TRL): The state, action and reward are the same as that of
DQN. Similarly, TRL uses the same learning rate α and reward decay rate γ
as DQN’s. However, the difference is that TRL uses a table to store Q-values
and does not have the memory replay feature. The state space is discretized
due to the fact that TRL is not able to handle continuous state space. The
discretization level is 103 which means each element of the state contains 103
integer values.
• Greedy: In every slot, the AP uses Pmax to transmit; otherwise, it uses a
transmit power level that consumes all the energy in its battery.
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Table 4.1: Parameter values used in experiments.
Model Parameters Value
Number of IoT Devices N 5
The minimum user distance dmin 5 meters
The maximum user distance dmax 25 meters
The maximum device distance d̂max 11 meters
The maximum battery of the AP Bmax 100 J
The maximum battery of IoT devices bmax 50 mJ
Solar panel size Φ 15 cm2
Solar energy conversion efficiency η 15% [82]
The maximum AP transmit power Pmax 200 mW
The mean of channel gain µ 1
The variance of channel gain σ2 0.1
Bandwidth of the channel W 20 MHz
Energy requirement per sample Ê 1.38 mJ [83]
User data rate requirement rmin 133 Mbps
Total simulated time slots T 150,000
White noise power N0 10
−6 W
Algorithm Parameters Value
Learning rate α 10−5
Reward decay rate γ 0.4
Number of actions NA 100
Memory size of DQN 50,000
Mini-batch size Nmb 200
Time interval to update θ K Every two slots
Time interval to update θ′ K ′ Every 400 slots
Replay start time slot 3,000-th
Structure of DQN Four fully
connected layers
Number of neurons 500
Activation function of neurons Leaky ReLU
Initial exploration rate ε0 1
Final exploration rate εT 0.01
Testing start slot 120,000-th
Size of Dt 20
GPR kernel RBF
Rolling/receding horizon L 4
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• Random: The AP uniformly chooses a transmit power level in the range
[0, Pmax].
• No-policy: The AP is not aware of IoT devices and aims to only meet the








It is worth noting that the above mentioned competing rules are derived from prac-
tical setups of a WiFi network. They return a specific action for an AP in each slot.
This action will then be taken by an AP which will observe the resulting reward.
Define 3,000 slots as an episode. For each episode, the average value of the
following metrics is calculated and recorded:




where nt. This metric corresponds to the average number of IoT devices that
achieve sampling per slot in one episode.





meaning the number of satisfied data users over one episode of slots.
• Energy efficiency, which is equal to 1
3000
∑t
t+3000 ηt(.). This metric is the
average energy efficiency achieved by an AP in one episode.
• Reward. This is defined as the average reward gained by the agent within
one episode; it is calculated as 1
3000
∑t
t+3000 rt, where rt refers to Reward-1.
The following experiment investigates the energy efficiency ηt(.) of the AP as-
suming it has no energy constraint; e.g., when it is connected to the grid. The agent
applies Reward-2, namely energy efficiency. The experimental results are presented
in Fig. 4.2 and 4.3. From Fig. 4.2, we see that MPC achieves the highest energy
efficiency of around 6.5. In terms of DQN and TRL, we notice that energy efficiency
increases because the RL agent learns to determine the optimal transmit power over
72
4.3. Evaluation











































































































Figure 4.3: The satisfaction of both types of users. (a) Average number of activated
IoT devices per slot. (b) Average fraction of satisfied data users.
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time. Before the 15,000-th slot, the agent has no knowledge of the environment.
Hence, as we can see from Fig. 4.2, the energy efficiency achieved by both DQN and
TRL agent is only 4.4. After training, DQN converges at around the 50,000-th slot.
We can see that DQN gains the second-best energy efficiency among the tested al-
gorithms, with around 5.8 on average. By contrast, TRL improves energy efficiency
to only 5.5. Also, we see that the energy efficiency of TRL is worse than DQN.
This is because DQN takes advantage of neural networks that allow it to deal with
continuous and large state space. In our problem, the CSI is random and continuous
values, so the state space is large. Also, the memory replay strategy used by DQN
breaks the correlation between adjacent states, which helps speed up convergence.
For non-RL approaches, such as Greedy, Random and No-policy, the energy
efficiency shown in Fig. 4.2 remains roughly the same. For example, the energy
efficiency achieved by Random is always 4.4. This is because the transmit power
used by Random is uniformly distributed in the range [0, 0.2] mW, meaning that the
average energy consumption per slot/transmit power is 0.1 mW. Such a transmit
power level is not sufficient to meet the energy/data rate demands of users. In terms
of No-policy, the energy efficiency is around 1.8 because the transmit power used by
No-policy is not sufficient to activate every IoT device. As we can see from Fig. 4.3,
the number of activated IoT devices is only 1.7
Fig. 4.3 demonstrates the average value of two important metrics, where the left
y-axis is the number of activated IoT devices per slot and the right y-axis is the
fraction of satisfied data users. From Fig. 4.3, we see that Greedy has the highest
satisfaction for both IoT and legacy data users, with five active devices per slot
with a user satisfaction of 100%, respectively. This is because Greedy is able to
use the maximum transmit power (200 mW) because there is no energy limitation
in this scenario. MPC also achieves almost 100% user satisfaction with five active
devices per slot. In terms of data users, MPC achieves a satisfaction value of 0.98.
However, from Fig. 4.2, we see that energy efficiency achieved by Greedy is always
5.0, which is lower than MPC by 35%. This means MPC uses 35% less energy to
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achieve almost the same performance as Greedy. As for DQN, Fig. 4.3 shows that
the average number of activated devices per slot is 4.65 and the satisfaction of data
users is 0.98. This indicates that MPC performs better than DQN in terms of the
number of supported IoT devices where it supports 7% more IoT devices than DQN.
Fig. 4.2 and 4.3 indicate that compared to Greedy, DQN supports 6% less number
of IoT devices per slot but its energy efficiency is 16% higher than Greedy. Also,
we see that MPC outperforms DQN by around 10% in terms of energy efficiency.
Compared to DQN, MPC uses not only the current CSI of legacy data users but
also the historical CSI of RF-energy devices. Consequently, the GPR predictor is
able to generate accurate system state predictions and thus allows MPC to choose
the optimal action. Lastly, we see that No-policy gains 100% user satisfaction but
it only supports 1.7 IoT devices per slot on average. These results confirm that the
proposed solutions, i.e., DQN and MPC, are able to effectively charge RF-energy
IoT devices.
















































































































Figure 4.5: The satisfaction of both types of users under a random energy arrival
scenario. (a) Average number of activated IoT devices per slot, and (b) Average
fraction of satisfied data users.
Next, we consider an imperfect energy supply. The solar panel size Φ is set to 15
cm2. The energy arrival at the AP is random. Fig. 4.4 shows the reward gained by
different algorithm/approaches over 150,000 time slots. Fig. 4.5 shows the resulting
satisfaction of both type of users. From Fig. 4.4, we notice that the reward increases
significantly because the RL agent learns to use energy over time. Before the 15,000-
th slot, the average reward gained by both the DQN and TRL agent is only 0.43.
After training, the DQN agent gains around 0.8 rewards on average, while TRL
improves the reward to only 0.6. Also, we see from Fig. 4.4 that DQN gains around
20% to 30% more reward than TRL. As a result, Fig. 4.5 shows that DQN is able
to support 20% more IoT devices than TRL, where the number of activated IoT
devices achieved by DQN and TRL is 4.61 and 3.9, respectively.
In terms of non-RL algorithms, Fig. 4.4 shows that MPC gains a reward between
0.75 and 0.9 which is the same as the well-trained DQN agent after the 60,000-th
slot. This indicates that both MPC and DQN have converged and they apply the
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policy with the maximum reward. In addition, MPC supports 4.65 IoT devices and
0.94 data users per slot on average. Combining the results in Fig. 4.2, we notice
that the performance of MPC declines as compared to DQN. The reason is that in
this experiment, user satisfaction depends on not only channel gains but also energy
arrivals. This significantly narrows down the difference between the user satisfaction
achieved by DQN and MPC. However, we can still notice that at the 97,500-th slot,
MPC gains around 5% more reward than DQN. We also see that Greedy gains
around 0.65 reward on average. However, its performance is worst than the case
when the AP has no energy limitation. This is because it does not conserve energy,
meaning it causes energy outages. As for the Random rule, from Fig. 4.4, it only
gains 0.44 reward on average. This is because Random only uses 0.1 mW energy
per slot, leading to battery overflow in around 90% time slots. No-policy gains only
0.1 reward; see Fig. 4.4. The reason is that the number of activated IoT devices
achieved by No-policy is only 1.7 per slot on average, meaning IoT devices require
more slots to harvest energy until they have sufficient energy to gather a sample. It
is worth noting that the performance of DQN and MPC is not significantly affected
by random energy arrivals. Comparing Fig. 4.3 and 4.5, when the AP has imperfect
information of its energy arrivals, the user satisfaction of DQN and MPC reduces by
around 8% to 4% for both types of users. By contrast, we see from Fig. 4.3 and 4.5
that the performance achieved by TRL, Greedy and Random drops significantly
when we consider random energy arrivals. For example, the average number of
activated IoT devices achieved by TRL is 3.9 per slot, whereas it is 4.55 when the
AP is powered by a perfect energy source. Also, we see that in Fig. 4.4, TRL takes
about 25,000 more time slots to reach convergence than that in Fig. 4.2. The reason
is that the state space must also include different energy levels at the AP and CSI
of users, so the state space is larger. In the case of random energy arrivals, the
shortcomings of TRL when for large state space are evident. Moreover, results show
that when we consider an imperfect energy source, transmit power control is critical.
The reason is that the AP may encounter energy shortages, which reduces system
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performance. This is evident in Fig. 4.3 and 4.5, the user satisfaction of Greedy and
TRL reduces by around 11% to 15%.















































Figure 4.6: Varying solar panel sizes versus the number of activated devices.
Fig. 4.6 and 4.7 illustrate how different solar panel sizes Φ impact user satis-
faction. From Fig. 4.6 and 4.7, we see that the satisfaction of both types of users
increases as the panel size increases. The average number of activated IoT devices
of DQN and MPC increases from 2.75 to 4.9, with a 90% increment as the panel size
doubles. Also, the performance of data users increases by 40%, from 0.71 to 0.98.
This is because the AP harvests more energy when using a larger solar panel. This
allows them to use a higher transmit power to meet the needs of those users that
are far away from the AP. In terms of Greedy and TRL, both of them are able to
support 3.55 IoT devices per slot on average, and achieve 80% satisfaction for data
users when the solar panel size Φ is 12 cm2, see Fig. 4.6 and 4.7. However, they
are inferior to DQN and MPC when Φ is larger than 12 cm2. As shown in Fig. 4.6
and 4.7, the number of activated IoT devices achieved by Random is always 3.3 per
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Figure 4.7: Varying solar panel sizes versus the fraction of satisfied data users.
slot when the solar panel size is larger than 12 cm2. This is because its average
energy consumption is 0.1 mW. Moreover, as the solar panel size increases, higher
energy arrivals lead to a higher overflow rate. As shown in Fig. 4.6 and 4.7, the
satisfaction of both data users and IoT devices gained by No-policy also remains
unchanged as the solar panel size Φ increases. This indicates that the overflow rate
of No-policy is higher than other solutions. The number of activated IoT devices is
only 1.7. The reason is that the AP is not aware of IoT devices and thus those de-
vices cannot harvest enough energy. Fig. 4.6 and 4.7 also show that the difference in
user satisfaction achieved by different algorithms/schemes is wider as the panel size
increases. This means energy management is more necessary when the solar energy
arrival rate is large. This is because when the panel size is smaller than 12 cm2, the
AP is not able to harvest sufficient energy to meet the data/energy requirements of
users. By contrast, DQN and MPC are able to learn the optimal transmit power to
maximize user satisfaction. Therefore, we see that DQN and MPC are significantly
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superior to the other tested algorithms when the panel size is larger than 15 cm2
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Figure 4.8: Average device distance versus the number of activated devices.
We now study different cell sizes. Fig. 4.8 and 4.9 show that the satisfaction of
both types of users decreases by 35% to 45% as the distance/cell size increases. This
is because the channel gain becomes smaller if the user distance increases. However,
we see that DQN has minimal degradation in user satisfaction as the cell size becomes
larger. For example, the fraction of satisfied data users decreases from 0.98 to 0.87,
an 11% drop as the IoT device distance increases from 20 to 26 meters. As shown
in Fig. 4.9, DQN is able to improve the percentage of satisfied data users by 8% to
10% when the maximum user distance is under 24 meters. Fig. 4.8 shows that MPC
achieves the same number of activated IoT devices to DQN as the maximum IoT
device distance increases from eight to ten meters. However, referring to Fig. 4.9,
MPC is no better than DQN in terms of the fraction of satisfied data users, which
is the second-best algorithm among the tested algorithms. Fig. 4.9 also shows that
as the cell size increases, No-policy supports fewer RF-energy IoT devices. It only
80
4.3. Evaluation
20 22 24 26





































Figure 4.9: Maximum user distance versus the fraction of satisfied data users.
supports 1.4 devices per slot when the maximum IoT device distance is 11 meters.
However, the user satisfaction of data users achieved by No-policy is unchanged;
see Fig. 4.9. The reason is that No-policy is only aware of data users so it will not
increase transmit power if there is an energy shortage at IoT devices.
We see from Fig. 4.8 and 4.9 that the user satisfaction achieved by different tested
algorithms converges to a smaller value as user distance increases. For example, in
Fig. 4.9, the difference in the fraction of satisfied data users achieved by DQN and
MPC converges to 0.01 as the maximum distance of data users increases to 26 meters.
This reveals that the AP cannot gain high user satisfaction through transmit power
management as the distance increases. The reason is that the channel gain becomes
smaller with increasing user/device distance. Consequently, the received power at
devices/users is too small for data receptions or energy harvesting no matter what




This chapter has shown how an AP can learn to adapt its transmit power when
serving data users and simultaneously ensure IoT devices receive sufficient energy.
The work in this chapter is significant because existing Wi-Fi networks will likely
be used to support RF-energy harvesting IoT devices. According to the results,
the proposed DQN and MPC algorithms power 10% to 42% more IoT devices and
gain 9% to 27% more user satisfaction as compared to competing algorithms. Also,
the results show that the proposed algorithms are able to determine the optimal
transmit power for devices and users according to the current and historical battery
status of an AP.
As discussed in Chapter 1, channel bonding is an alternative approach to improve
the EE of an AP. This is because channel bonding potentially increases data rate,
and thus increases the EE of an AP. To this end, the next chapter will employ both




Energy-Efficient Channel Bonding and
Transmit Power Control
As discussed in Chapter 2, existing works on channel bonding, such as [15, 29–
31, 34, 84, 85], have not considered Energy Efficiency (EE) optimization. They
aim to maximize throughput, guarantee fair capacity to APs, or assign bandwidth
to APs corresponding to their traffic load. In addition, past works that consider
transmit power control, e.g., [43, 46–48], do not assign a bonded channel to APs.
Lastly, past works require cooperation between APs [15, 84], where they require
global information such as traffic load at APs and their assigned channels [19, 32, 34,
86]. However, this chapter proposes a decentralized solution, where an AP only has
local information. Specifically, an AP is only aware of its traffic load and channel
state information reported by its associated users. The traffic load of neighboring
APs and the interference received by associated users is unknown to an AP.
To this end, this chapter addresses a novel problem whereby an AP has to inde-
pendently learn the optimal channel bonding and transmit power allocation policy
in order to maximize its EE as well as minimize queuing delays and overflows. More
specifically, it needs to balance the trade-offs between interference, energy consump-
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tion, throughput, and queue length. Ideally, an AP should use a channel with no
interference and offering sufficient capacity for its traffic. However, the issue is that
the amount of interference from its neighboring APs is random, which is governed
by random channel gains and traffic arrivals. In addition, an AP must not maximize
EE at the expense of long queues or overflows. This chapter first uses a novel six-
state Continuous Time Markov Chain (CTMC) to study this problem and obtain
some insights for the EE optimization problem over different traffic load scenarios.
Next, the channel and transmit power allocation problem is formulated as a Markov
Decision Process (MDP) [16], which is then solved using a Dueling Deep Q-Network
(DDQN) [25] run by an AP. The proposed DDQN solution allows an AP to adapt
to time-varying traffic load and to minimize its queuing delay, with no knowledge
of traffic arrivals and the interference strength from neighboring APs.
Section 5.1 formalizes a Wi-Fi model. Section 5.2 presents the said CTMC
and presents numerical results for different traffic scenarios. After that, Section 5.3
outlines the MDP and discusses the DDQN solution. Section 5.4 presents simulation
results, and Section 5.5 concludes this chapter.
5.1 System Model and Problem
Fig. 5.1 shows a WLAN with an AP i and its associated user u. The user experiences
inter-cell interference from APs outside the cell. Without loss of generality, assume
the interferer is a neighboring AP, indexed by j. Time is divided into T slots;
each slot has duration τ = 1 second, and thus the term power and energy are
interchangeable. There are N channels; each channel has a bandwidth of M MHz.
Let C = {C1, . . . , CN} denote the set of channels. Each AP is allocated a so called
primary channel, and it is able to bond one or more secondary channels. Let ζti be
the set of channels assigned to AP i at slot t. There are a total of |ζti | channels. The
bandwidth Bti of AP i is calculated as B
t
i = M · |ζti |. Also, let ζtj as the channel used
by the interfering AP j.
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Figure 5.1: An example WLAN. Each AP maintains a data queue. As indicated by
the red and black ellipses, AP i can use different transmit power levels, which result
in different EE and data rates to user u. User u may experience interference when
AP j is transmitting data to its user v on the same channel.
Define It as a binary indicator that returns one if AP i and interferer j are on
the same channel; otherwise, it returns zero. Formally, we have,
It =

0, ζti ∩ ζtj = ∅,
1, Otherwise.
(5.1)
Define gtx,y to be the channel gain from an AP or interferer x to its user y at slot
t. Block fading is considered, where gtx,y is a constant within one slot but it varies
slot by slot independently. Assume the path loss PL(dx,y) (in dB) between x and y
follows the Log-distance path loss model [87], expressed as






where dx,y is the distance between AP x and user y, PL(d0) is the path loss at the
reference distance d0 from AP x, γ is the path loss exponent, and X (in dB) is drawn
from a normal distribution given by N (0, σ2).
Let ptx be the transmit power of an AP j, where p
t
x ≤ Pmax Watts. Then, given
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Table 5.1: Key Notations
Notation Description
i, j AP i and j
u, v User u and v
t The t-th slot
T The total number of time slots
K The total number of channels
M The bandwidth of one channel
C Set of channels
ζti The channels assigned to AP i
Bti The bandwidth assigned to AP i
It Interference indicator
gtx,y The channel gain from AP x to user y
pit The transmit power of AP i
N0 The white noise power per Hertz
qti The total bits queuing at AP i
L The maximum queue length
dti The number of transmitted bits in slot t
γtu The SINR of user u
p̂ti The power consumption of AP i
ηti Energy efficiency
π Channel and transmit power policy
λi The arrival rate of user requests
µi The departure rate of user requests
sk The k-th state of the CTMC
Pc The probability of bonding channels
Πk The steady-state probability of state sk
noise power N0, the Signal to Interference plus Noise Ratio (SINR) of user u is
γtu =
pti · gti,u
N0 ·Bti + It · ptj · gtj,u
, (5.3)
where gti,u and g
t
j,u are respectively the channel gain from AP i and AP j to user u.
The symbol pti and p
t
j denote the transmit power used by AP i and j, respectively.
The symbol Bti denotes the bandwidth of AP i. As per the Shannon-Hartley formula,
the theoretical data rate r̂ti (in bits/s) from AP i to user u is given by
r̂ti = B
t




5.1. System Model and Problem
Each AP has a finite data queue that stores up to L bits. At time t, the total
queued bits at an AP x is qtx, and the number of arrived bits is a
t
x. We assume the
data arrival atx is governed by a Poisson process with an arrival rate λx. As shown
later in Section 5.4, the data arrival atx can be drawn from an actual traffic tracefile






The data queue for AP x evolves as per




x − dtx). (5.6)
We define p̂ti (in mW) as the total power consumption of AP i. We adopt the
power consumption model presented in [3] which models the Radio Frequency (RF)
chain of an IEEE 802.11ac Network Interface Card (NIC). Specifically, it models
the energy consumption of the Digital-to-Analog Converter (DAC), power amplifier,
baseband processing, mixers, antennas and filters on an IEEE 802.11ac NIC. The
power consumption p̂ti (in collection of policiesmW) is a linear function of bandwidth
Bti , transmit power p
i
t and number of transmitted bits d
t
i of AP i, which is given by,
p̂ti = B
t
i [Φ1N1 + Φ2N2 log2B
t
i + f(N2)]




t + P ,
(5.7)
where N1 and N2 correspond to the number of antennas and spatial streams at an
AP, respectively, P is an AP’s base power consumption, Φ1, . . . ,Φ5 and f are model
parameters. In Eq. (5.7), the energy consumed by the DAC, modulator, and Inverse
Fast Fourier Transform (IFFT) is respectively given by the term Φ1N1, Φ2N2 log2B
t
i
and f(N2), which are proportional to the channel bandwidth.
The EE, denoted as ηti , of AP i is defined as the amount of data (in bits) trans-
mitted per Joule of energy consumed by the AP. The unit of EE is bits per Joule.
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0, pit = 0.
(5.8)
This means an AP with higher EE can use less energy to transmit per bit of data.
Note, the EE of an AP is considered only when it transmits (busy) and assumes
it consumes zero energy or has zero EE when it is idle. However, in practice, as
per [3], an AP will have a base power consumption when it does not transmit (idle).
This fixed base power consumption can be included in results without changing the
conclusions/findings as it only scales results by a fixed constant.
Assume the interfering AP uses only its primary channel and does not bond
channels. As per (5.3)-(5.8), the EE of AP i depends on the channel ζti and the
transmit power pit assigned to AP i. Let Ω be a collection of policies, where a policy
π ∈ Ω governs the transmit power level pit and channel allocation ζti at each time t
of AP i. Note, we have 0 ≤ pit ≤ Pmax and ζti ⊆ C.












where β1, β2 ∈ (0, 1) are weights that balance EE and queue length, and Eπ[.]
denotes the expectation when using policy π. Note that the reason for including the
queue length in 5.9 is that there is a risk of queue overflow if an AP only considers
optimizing its EE. Indeed, as noted by [88], there is a trade-off between EE and
throughput. That is, increasing the EE of a network may decrease its throughput,
which may further lead to queuing delays and overflows. The aim is to find the
optimal policy in Ω, denoted as π∗, that yields the maximum long-term expected
EE and minimum queue length. Mathematically, we have






To gain some insights into the problem at hand, this section models the channel
bonding process in a WLAN with two APs, denoted as i and j, as a CTMC. There
are two users, denoted as u and v; they are associated to AP i and j, respectively.
Without loss of generality, assume there are two adjacent channels C1 and C2. As-
sume that AP i is allocated C1 as its primary channel, and it is able to bond the
secondary channel C2. Assume that AP j functions as the interfering AP and it is
assigned C2 as its primary channel. This means if AP i transmits using the bonded
channel C1 and C2 while AP j is busy, both APs will experience interference.
Fig. 5.2 shows the CTMC under consideration. User requests at AP i are modeled
as a Poisson process with an arrival rate of λi per second. AP i uses a channel to
serve user u for a random amount of time that is modeled as a negative-exponential
distribution with mean 1/µi second. The service rate µi (in requests per second) of
AP i is modeled as a Poisson process. Similarly, user request arrivals and departures
for AP j are modeled as an independent Poisson Process with parameters λj and
µj, respectively. An AP is said to be busy if it receives a request from its user and









s3: {AP i, 
Bonded}
s0: {0}
s1: {AP i, 
Primary}
s2: {AP j}
s4: {AP i, j, 
Primary}
s5: {AP i, j, 
Bonded}
Figure 5.2: The transition diagram of the CTMC with six states.
Let S = {s0, . . . , s5} be the set of CTMC states. A state sk, where k ∈
{0, 1, · · · , 5}, represents i) whether AP i and j are busy, and ii) if AP i is busy,
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whether it is using a bonded channel. Table 5.2 shows the meaning of each CTMC
state.
Table 5.2: The network states represented by the CTMC.
State AP i AP j Channel of AP i Interference
s0 Idle Idle Primary #
s1 Busy Idle Primary #
s2 Idle Busy Primary #
s3 Busy Idle Bonded #
s4 Busy Busy Primary #
s5 Busy Busy Bonded !
The transitions between states are defined as follows. The initial state is s0. If
AP i receives a request, it will use either a single channel with a probability (1−Pc)
or a bonded channel with a probability Pc, which determines whether the CTMC
moves to state s1 or s3, respectively. Similarly, if AP j receives a request in state
s0, the CTMC will move to state s2. If an AP finishes its service before another AP
receives a request, the CTMC will move back to state s0. Otherwise, the CTMC will
move to state s4 or s5, where both APs are busy. For example, if AP j receives a
request when the state is s1 or s3, the CTMC will move to state s4 or s5. Note, AP
i is assumed to not change its channel before it finishes a user request. Therefore,
the CTMC cannot directly move from state s3 to s4 or from state s1 to s5, and vice-
versa. In addition, since user request arrivals and departures are independent and
time-continuous processes, a request arrival to an AP and a request departure from
another AP do not happen at the same time. Hence, there is no direct transition
from state s1 and s3 to s2 or s4 and s5 to s0, and vice-versa.
Define Πk as the steady-state probability of state sk. We can obtain the steady-




(λi + λj)Π0 = µiΠ1 + µjΠ2 + µiΠ3, (5.11)
(µi + λj)Π1 = λi(1− Pc)Π0 + µjΠ4, (5.12)
(µj + λi)Π2 = λjΠ0 + µiΠ4 + µiΠ5, (5.13)
(µi + λj)Π3 = λiPcΠ0 + µjΠ5, (5.14)
(µj + µi)Π4 = λjΠ1 + λi(1− Pc)Π2, (5.15)
(µi + µj)Π5 = λiPcΠ2 + λjΠ3, (5.16)
5∑
k=0
Πk = 1. (5.17)
The steady-state probability of each state can be shown to be
Π0 = Γµiµj, (5.18)
Π1 = Γ(1− Pc)λiµj, (5.19)
Π2 = Γλjµi, (5.20)
Π3 = ΓPcλiµj, (5.21)
Π4 = Γ(1− Pc)λiλj, (5.22)
Π5 = ΓPcλiλj, (5.23)
where
Γ = (λiλj + λiµj + λjµi + µiµj)
−1. (5.24)
The detailed derivation can be found in Appendix A.
Let D(sk) be the data rate of AP i when it is in state sk. Let P (sk) be the power
consumption of AP i in state sk, which is calculated as per Eq. 5.7. According
to Eq. 5.8, the EE experienced by AP i in state sk is then calculated as η(sk) =
D(sk)/P (sk). The steady-state probability Πk can be treated as the expected long-
term fraction of the time that the CTMC stays in state sk [89]. Therefore, given
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T → ∞ slots, the average number of slots in which the CTMC stays in state sk is









= Π1η(s1) + Π3η(s3) + Π4η(s4) + Π5η(s5). (5.26)
Note, AP i is idle in state s0 and s2, meaning it has zero EE; these states can be
omitted from Eq. 5.25.
Table 5.3: Parameter values used in analysis.
Model Parameters Value
Distance from a user to its associated AP 10 meters
Distance from a user to its interfering AP 10 meters
Operating frequency 5 GHz
Channel bandwidth M 20 MHz
Number of channels M 2
Noise power spectral density N0 10
−15 Watts/Hz
Transmit power of APs 1 Watts [90]
Distance to the reference point d0 1 meter [91]
Number of antennas N1 1 [3]
Number of spatial streams N2 1 [3]
Variance of channel gain σ2 0
Path loss exponent γ 2 [91]
Request arrival rate λi and λj 2 [92]
Request departure rate µi and µj 2 [92]
Using the formulated CMTC, we now study different arrival rates λ, channel
bonding probability Pc values and transmit power p
i
t. Unless stated explicitly, the
parameter values listed in Table 5.3 will be applied. For instance, the distance from
a user to its associated AP and to the interfering AP is 10 meters. In addition, as
per the IEEE 802.11ac standard, the maximum transmit power of an AP is 30 dBm
(one Watt) [90]. The worst case is when AP j always transmit at 1 Watt, meaning
AP i will receive the maximum interference. At this point, assume no small-scale
fading, meaning σ2 is zero; small-scale fading will be discussed in Section 5.4.
92
5.2. Analysis
Table 5.4: Parameter values of the power model in [3]
β1 β1 β1 β1 β1 f(N2 = 1) P
0.022 0.038 802.2 0.001 4.352 1.623 472.1
Figure 5.3: Different λj and Pc values.
This section shows the impact on EE for different user request arrival rates λj
at AP j and channel bonding probability Pc values of AP i. From Fig. 5.3, we see
that the EE of the WLAN depends on both λj and Pc. There is an inflection point
located at around λj = 2 to determine whether bonding channels is beneficial to
an AP. When the neighbor’s traffic λj is smaller than 1.948, AP i will experience
higher EE with increasing Pc value to bond channel more aggressively. The highest
EE is achieved at 8.54 when λj = 0.4 and Pc = 1. However, when λj is larger than
1.948, using a bonded channel will reduce EE instead. The lowest EE is at 5.29,
where λj = 4 and Pc = 1. Generally, AP i will experience higher EE if the traffic λj
at the neighboring AP j is smaller. The reason is that a higher request arrival rate




Figure 5.4: Different λi and Pc values.
channel C0 and C1, AP i will cause more interference. This reduces the capacity
and EE of an AP.
We now study different traffic intensity λi at AP i and channel bonding probabil-
ity Pc values. Fig. 5.4 shows that the EE is strongly related to λi but is not sensitive
to Pc when λj is fixed. In general, the EE increases from 0 to 12.2 as λi increases
from 0 to 40. One reason is that as λi increases, AP i holds the channel for a longer
time, and thus transmits more bits in each slot. As a fixed circuit consumption at
APs is considered, a higher data rate yields higher EE. Another reason is that as
the arrival rate λi of AP i increases, the frequency of transitions to state s1, s3, s4
and s5 increases. This increases the steady-state probability Π1, Π3, Π4, Π5. Thus,
according to Eq. 5.25, EE increases. Also, we can see that the EE experienced by
AP j increases faster in λi < 8 than it is in λi > 8. The EE converges to around
12.2. This is because AP i will reach its maximum data rate as λi increases and thus
the EE cannot be improved without a limit. Moreover, referring to the zoomed-in
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Figure 5.5: Different pit and Pc values.
area in Fig. 5.4, at around λi = 20, we can see a 0.7% difference between the highest
and lowest EE when using different Pc values. This shows that varying the value of
Pc does not change the EE experienced by AP i under different traffic λi at AP i.
Fig. 5.5 compares different transmit power pit and channel bonding probability
Pc values. The distance between user u to AP j is 18 meters; at this distance, both
pit and Pc have a non-negligible impact on the EE experienced by AP i. Otherwise,
EE will either increase or decrease monotonically with increasing Pc values. We see
from Fig. 5.5 that when pit is less than or equal to 0.4, as indicated by the solid lines,
EE declines as Pc increases. In addition, EE is more sensitive to changing Pc for
smaller transmit power pit. For example, when p
i
t = 0.1, EE decreases from 6.29 to
4.86, which is the lowest EE value. We can also see the highest EE value is 8.2 by
using pit = 0.3 and Pc = 0. In contrast, if p
i
t is greater than 0.4, as indicated by the
dash-dotted lines, EE increases as Pc increases. For example, when using a transmit
power level of 1 W, EE increases from 6.41 to 7.24; this is an increase of 12%. In
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addition, referring to Fig. 5.5, there is an inflection point located at 0.4 ≤ pit ≤ 0.5.
That is, if pit is less than 0.4, EE will increase as p
i
t grows. Otherwise, the growth
in pit will result in a lower EE value.
In conclusion, the EE of AP i varies with its transmit power level pit and channel
bonding probability Pc. More specifically, given a Pc value, the EE of AP i is
determined by the traffic intensity λj of AP j rather than the traffic intensity λi of
AP i. Also, the optimal transmit power level pit of AP i depends on the channel
bonding probability Pc value of AP i. Moreover, this section shows that there is
an optimal channel bonding probability Pc value and transmit power level p
i
t for
different scenarios. Hence, a solution needs to adapt both quantities depending on
traffic load. This is the topic of the next section.
5.3 Solution
This section first formulates the previous problem as a Markov Decision Process
(MDP) [16], which is then solved by a deep reinforcement learning solution; namely,
Dueling Deep Q-Network (DDQN) [25]. The solution is aware of network conditions,
i.e. queue length, the channel gain to users, and assigns the optimal channel(s) and
transmit power level to an AP.
5.3.1 MDP
An MDP is formalized as a tuple (Y ,A, P (yt+1|yt, vt), R(yt+1|yt, vt)) [16]. The state
space is Y , where yt ∈ Y is the state at time t. The action space is A, where vt ∈ A
is the state at time t. As illustrated in Fig. 5.6, there is an agent, e.g., AP, that
observes the state of its environment, and takes an action. Then, the environment
moves to a new state yt+1 with probability P (yt+1|yt, vt), and the AP earns a reward
rt which is given by the reward function R(yt+1|yt, vt). Let π be the strategy adopted
by an agent, where π(yt) returns the action vt for state yt. The target of the agent
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Figure 5.6: Interaction between an agent (AP) and its environment (Wi-Fi network).
Now, define the state, action, and reward as follows. State: Each state yt
includes the queue length qti , channel gain to the associated user g
t
i,u, average arrival
bits ati and an indicator h
t
i. The indicator h
t
i ∈ {0, 1} returns one if the queue length
reduces in slot t; otherwise, it returns zero. Mathematically, it is defined as
hti =






















i). Note, the said
quantities, i.e., traffic load and channel state information, can be obtained via the
IEEE 802.11k standard, which provides an AP with the ability to measure interfer-
ence experienced by users.
Action: The action vt corresponds to the allocated transmit power level p
i
t and
channel(s) ζti at AP i in slot t. Define a binary indicator b
t
i to determine the channel
used by AP i. To be specific, if bti returns one, AP i will use a bonded channel in slot
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where pit ∈ [0, Pmax] and bti ∈ {0, 1}. As the action space is continuous, the transmit
power pit needs to be discretized into Np levels. That is, from zero power to Pmax,
the interval between two adjacent transmit power levels is Pmax/Np Watts. Hence,
the total number of actions is |A| = 2Np.
Reward: both EE and queuing delays are considered. To balance the trade-
off between EE and queuing delays, a delay cost that is a function of the queue
length at an AP will be introduced. This is important because of the following two
issues. First, as discussed in Section 5.2, an AP is able to increase EE by reducing
its transmit power in some cases. Second, as discussed in Section 5.2, if an AP
uses a bonded channel more frequently, it may experience more interference from
neighboring APs. These two issues reduce the data rate of APs, increase the queue
length of an AP, and thus may result in queue overflows.
Hence, the reward is defined as
rt =

−0.5 if qti + at+1i > L
max(0, β1 · ηti − β2 · qti) Otherwise.
(5.31)
where the coefficients β1, β2 ∈ (0, 1) aim to balance EE and queue length. The term
β2 · qti is the delay cost. Also, the reward rt is set to −0.5 in order to punish an AP
for taking the actions that lead to a queue overflow.
Note, the Markov property for the aforementioned transition of state-action-
reward holds. This is because the queue length qt+1i and the indicator y
t+1
i in the
next state yt+1 only depend on the current queue length q
t+1
i , channel gain g
t
i,u and
the corresponding action vt taken at slot t.
To ensure the solution is practical, the agent is assumed to have no prior knowl-
edge of its environment, meaning the transition probability P (yt+1 | yt, vt) is un-
98
5.3. Solution
known. To this end, a model-free reinforcement learning approach, namely, DDQN [25]
will be applied at an AP to learn the optimal policy π∗.
5.3.2 Q-learning
This section first introduces the concept of Q-learning, a value-based RL solu-
tion [18]. The general steps of Q-learning are illustrated in Algorithm-2. The
objective of Q-learning is to learn the optimal state-action-values (also known as
Q-values) over time. To be specific, the Q-value function Qπ(yt, vt) estimates the
expected discounted cumulative reward for action vt taken at state yt under policy
π. Mathematically, we have,




γR(yt+1|yt, vt = π(yt))
]
. (5.32)
Intuitively, Q-values measure the quality of actions under a certain state. Q-values
Qπ(yt, vt) are updated according to the well-known Bellman equation,
Qπ(yt, vt)← Qπ(yt, vt) + α[Q̂π(rt, yt+1, vt+1)−Qπ(yt, vt)], (5.33)
with
Q̂π(rt, yt+1, vt+1) = rt + γmaxQ
π(yt+1, vt+1), (5.34)
where Qπ(, ., ) and Q̂π(, ., ., ) is the evaluated and targeted Q-values, respectively.
The hyper-parameter α is the learning rate and α ∈ (0, 1]. The convergence of
Qπ(.)→ Qπ∗(.) is guaranteed as t tends to infinity [18]. After convergence, an agent
or AP executes the optimal policy π∗ by choosing the action that has the maximum
Q-value in each state.
To avoid local optima and speed up convergence, the ε-greedy strategy is applied
when choosing an action [18]. That is, an agent takes a random action with prob-











where ε0 and εT are the initial and final exploration rate, respectively. The term εinc
is the diminishing rate of εt.
Algorithm 2: Q-learning [18].
1 Initialize Q-values Qπ(yt, vt) = 0, ∀yt ∈ Y , ∀vt ∈ A;
2 for t = 1, 2, . . . , T do
3 Observe yt;
4 Choose vt according to the ε-greedy strategy;
5 Take vt, observe rt and observe yt+1;
6 Update Qπ(yt, vt) as per Eq. (5.33);
7 Observe yt ← yt+1;
8 end
5.3.3 The DDQN Architecture
In the said MDP problem, the state space is continuous because the channel gain
gti,u to users and the queue length q
t
i of AP i have continuous values. This means it is
impossible to update the Q-value for each state and action individually. Therefore,
it is necessary to have an efficient way to update Q-values. In addition, the agent has
to be aware of vulnerable/valuable states, in which it is likely to receive poor/high
rewards in the future. This is critical because, for example, in a state where an AP
queue is nearly full, taking an action to quickly reduce the queue length is necessary.
Otherwise, an overflow may occur in the future. However, in most states, e.g., when
an AP has low traffic loads, the choice of actions may not result in a negative
reward. By contrast, conventional Q-learning only learns the maximum Q-values
without seeing the key insight behind Q-values, i.e., the importance of states and
actions.
To address the said issues, Q-value Q(yt, vt; θ) is approximated by a neural net-
work, i.e., DDQN [25], where θ is the weight of the neural network. Specifically,
after the neural network is fed with the state, it outputs corresponding Q-values. In
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DDQN, Q-values are represented by two independent parts, value of the state V (yt)
and value of the action A(yt, vt). The state value V (yt) is a scalar defined as
V π(yt) = Evt∼π(yt)[Qπ(yt, vt)]. (5.36)
The value of actions A(yt, vt), also known as the advantage value function [25], is a
vector with dimension |A|, which is given by
Aπ(yt, vt) = Q
π(yt, vt)− V π(yt), (5.37)
and we have Evt∼π(yt)[Aπ(yt, vt)] = 0. In general, the state value and the advantage







Figure 5.7: The DDQN architecture.
Define a data stream as a set of data flowing from input to output neurons. As
illustrated in Fig 5.7, there are two data streams in the neural network; they estimate
the state value V (yt; l, θ) and the advantage value A(yt, vt; l
′, θ), respectively. Here,
l and l′ are the neuron weight of two streams, and θ represents the weight of the
neural network. In the last/output layer, DDQN aggregates the state value and
advantage values and then outputs Q-values. However, retrieving Q-values through
the inverse operation of Eq. (5.37) result in an issue called unidentifiability [25]. This
is because DDQN cannot determine the unique V (.) and A(.) for a given Q-value.




Q(yt, vt, l, l
′, θ) = V π(yt; l, θ) + A(yt, vt; l









′; l′, θ). (5.39)
5.3.4 Training
This section will introduce a target network and memory replay strategy in order to
train the DDQN. Instead of updating Q-values step by step as per Eq. 5.33, DDQN
minimizes the average temporal difference-error of Q-values. That is,
L(θ) = minE[(Q̂(rt, yt+1, vt+1; θ′)−Q(yt, vt; θ))2], (5.40)
where θ′ represents the neuron weight of the target network used to output targeted
Q-values. The target network θ′ has the same structure but different neuron weights
to the evaluation network θ. For every K slots, the neuron weight of the target
network θ′ is replaced by that of the evaluation network θ. This ensures that the
neuron weight of the evaluation network will not be changed significantly in one
iteration, which improves stability when training the DDQN.
In terms of the memory replay strategy, the agent maintains a memory dataset
that stores the historical state-action-reward pairs in each slot. For every K ′ slots,
where K ′  K, the agent randomly extracts a mini-batch of pairs from the dataset
to train the DDQN. The Stochastic Gradient Descent method [22] with a learning




Simulations are conducted using Python 3.7 with TensorFlow 2.1 and MATLAB
2017. Table 5.5 and 5.3 list the parameter values used in simulations. Assume
there are two APs, denoted as AP i and AP j and two users. Both users are 10
meters away from their associated AP and 18 meters away from the neighboring
AP. These distances correspond to a range in which APs will use a single or bonded
channel. Otherwise, an AP may use a single or bonded channel exclusively. This
issue will be discussed further in experiments. Assume there are two channels C1
and C2, and they are adjacent. As for the DDQN agent installed at AP i, it uses a
neural network that consists of four fully-connected layers and 900 neurons in total
to accurately approximate Q-values. Lastly, Different learning rates α from 10−5 to
10−1 and decay rates γ from 0.1 to 0.9 are tested. The result shows that the highest
reward is obtained by an agent when α = 10−3 and γ = 0.7.
The DDQN solution will be compared against the following algorithms/solutions/rules:
• Bonded Channel Only (BCO): AP i will always bond channel C1 and C2.
• Primary Channel Only (PCO): AP i will only use its primary channel C1.
• Random (R): AP i uniformly chooses an action from the action space in each
slot.
Assume each episode contains 1,000 slots. The average value of the following
metrics within each episode is recorded:






• Reward. This is the average reward earned by the agent per slot in an episode.




• Queue length, defined as the average number of bits queued at AP i per slot








Table 5.5: Parameter values used in simulations.
Model Parameters Value
Distance from a user to its associated AP 10 meters
Distance from a user to its interfering AP 18 meters
The maximum AP transmit power Pmax 1 Watts [90]
Variance of channel gain σ2 2 [93]
Data arrival rate λ 50 Mbps
Data queue size L 300 Mb
Total simulated time slots T 120,000
Algorithm Parameters Value
Learning rate α 10−3
Reward decay rate γ 0.7
Coefficient of EE β1 0.1
Coefficient of delay β2 0.004
Number of actions NA 8
Size of the memory dataset 50,000
Mini-batch size 100
Time interval to update θ K ′ Every four slots
Time interval to update θ′ K Every 400 slots
Neural network configuration Four fully
connected layers
Number of neurons 900
Activation function of neurons ReLU
Initial exploration rate ε0 1
Final exploration rate εT 0.02
Training start slot 6,000-th
Assessment start slot 120,000-th
• Number of overflows. This metric counts the number of time slots out of
T where an AP’s queue is full.
5.4.1 Convergence of DDQN
Fig. 5.9 and 5.8 show that both the reward and EE of DDQN increase over time.
For example, the reward increases from around 0.4 at the beginning to 1.54 after 60
episodes. This is because DDQN is able to learn a policy that returns the optimal
channel and transmit power in each slot over time. By contrast, the reward and EE
achieved by BCO, PCO and Random remain the same. The reward gained by BCO,
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Figure 5.8: Elapsed time versus the reward gained by tested algorithms/schemes.


























Figure 5.9: Elapsed time versus EE achieved by the tested algorithms/schemes.
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PCO and Random is only 1.15, 0.88 and 0.53 over 120 episodes, respectively. As
shown in Fig. 5.9, before being trained, DDQN gains only 0.4 to 0.6 reward per slot,
which is similar to Random. The reason is that before the sixth episode, the agent
is forced to explore the environment by taking arbitrary actions. This is to speed up
convergence and avoid local optima. Then, the neural network starts updating after
the sixth episode. Thus, we can see that the reward earned by DDQN increases and
then peaks at 1.54 at the 60-th episode. In addition, we also see that the reward
does not change after 60 episodes. This indicates that DDQN has converged after
60 episodes of training. From Fig. 5.8, we see that the EE achieved by DDQN also
increases from 12 to 16 at the 60-th episode. This shows that the DDQN agent has
learned to increase EE. By contrast, the EE achieved by Random, BCO and PCO
remains at 11.88, 11.49 and 8.83, respectively.


























Figure 5.10: Elapsed time versus queue length achieved by the tested algo-
rithms/schemes.
Fig. 5.10 shows that the queue length (in Mb) achieved by DDQN reduces from
around 225 to 65 Mb after convergence. The queue length achieved by PCO and
BCO is around 50 and 55, respectively. More importantly, from the results shown in
Fig. 5.8 and 5.10, the EE achieved by DDQN is approximately 40% and 78% higher
than BCO and PCO. This increase in EE is at the expense of only 20% and 25%
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longer queue as compared to PCO and BCO. These results confirm that DDQN is
able to balance the trade-off between EE and queuing delays, with a queue length
of only 65 Mb and EE of 16 after training. In contrast, the queue length when using
Random is around 225 MB; this results in a 350% longer queue than PCO and BCO.
This means AP i experiences much higher queuing delay.
We also record the number of overflows. For BCO, the number of overflows at
AP j is 13,273. This is caused by the strong interference experienced by AP j.
By contrast, the total number of overflows at both APs is zero when using PCO
and DDQN. Lastly, the number of overflows achieved by Random is 3,166. This
is because AP i cannot learn to reduce interference. Hence, AP i does not have
sufficient capacity to transmit data, resulting in queue overflows.
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Figure 5.11: Traffic load of two APs over seven days. The Y-axis represents the
normalized traffic load in each slot. The traces from [1] on Monday, Wednesday,
Friday and Sunday is used to train the agent, and those on Tuesday, Thursday and
Saturday is used to assess the agent.
5.4.2 Realistic Traffic
Next, DDQN will be validated using trace-based simulation. Specifically, this sim-
ulation uses traffic traces from [1], which contain the start time, end time, total
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number of bytes of each HTTP session from September 2014 to January 2015. Be-
fore using these traffic traces, they need to convert the session-level information into
the traffic load per unit of time. First, the traffic within a session is assumed to
be constant. That is, the number of arrived bytes per second in a session does not
change, which is calculated as the ratio of the total number of transmitted bytes
and the duration of a session. However, an AP may serve multiple HTTP sessions
at the same time. This means within one second of time, the bits arriving at an AP
may come from multiple HTTP sessions at the same time. Thus, the total number
of bytes that arrive at an AP in each second can be represented by the aggregated
number of bytes from these sessions, which is random and varies second by second.
Also, the hours in which there is zero traffic are removed. The maximum traffic is
set to 300 Mb/s because the maximum queue length is 300 Mb. The traffic arrivals
of two APs from October 19, 2014 at 22:00 to October 27, 2014 at 16:30 is extracted
and is now depicted in Fig. 5.11.
This experiment employs the following methodology. First, to help the DDQN
agent adapt to realistic traffic loads, its memory size is enlarged to 3× 106. Second,
define t̂ as the number of seconds elapsed since 00:00 of a day. For instance, at
2:00, t̂ is 7200. An AP will observe t̂ in each second, meaning that the state is now








i , t̂). This helps the DDQN agent adapt to
realistic traffic loads, which show strong periodicity on a daily basis; see Fig. 5.11.
We can also see that the amount of traffic is strongly correlated with the time of a
day due to user activities; for example, the peak hour is around 1:00 or 6:00. Third,
to avoid biases, the DDQN agent will be assessed after it is trained sufficiently. To
be specific, the agent is first trained using the traffic traces on Monday, Wednesday,
Friday and Sunday. To verify the DDQN solution, an assessment phase is defined
as a time period (day) in which the reward, EE and number of overflows achieved
by the DDQN solution are recorded. Specifically, the agent is then tested using the
traffic traces on Tuesday, Thursday and Saturday.
Fig. 5.12 and 5.13 show the reward and EE achieved by different solutions in
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Figure 5.12: Elapsed time versus reward gained by the tested algorithms/schemes
during the assessment phases.
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Figure 5.13: Elapsed time versus EE experienced by the tested algorithms/schemes
during the assessment phases.
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Figure 5.14: Comparisons of the average EE (a), queue length (b) and number of
overflows (c) experienced by the tested algorithms/schemes during the assessment
phases.
each hour during the assessment phases. The reward and the EE experienced by
DDQN fluctuate from around −0.2 to 2.0 and from 0.2 to 20, respectively. This
is because traffic arrivals change dramatically across peak and off-peak hours. For
example, as shown in Fig. 5.11, the traffic of AP i is almost zero from around 15:00
to 23:00. By contrast, the traffic is around 150 Mb/s from 00:00 to 2:00. Further,
we notice that the reward and EE at peak hours (e.g., the 40-th hour) are higher
than that of off-peak hours (e.g., the 17-th hour). As discussed in Section 5.2, the
reason is that an AP that transmits more data within a slot experiences higher EE.
Also, at off-peak hours, an AP may have zero traffic arrival, and hence its EE is
zero.
We also notice that DDQN always gains the highest reward and EE among
competing solutions. For instance, from the 40-th hour to the 52-th hour, DDQN
gains a reward of 1.2 to 2, whereas BCO, Random and PCO gain a reward of around
0.8, 0.4, 0.1, respectively. Referring to Fig. 5.13, DDQN always outperforms other
solutions. The EE experienced by BCO ranges eight to 11, which is 45% lower than
that of DDQN.
Fig. 5.14(a), 5.14(b) and 5.14(c) respectively compare the average EE, queue
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length and number of overflows experienced by competing solutions during the as-
sessment phases. Fig. 5.14(a) shows that DDQN achieves the highest average EE,
with around 13. As a comparison, BCO, Random and PCO experience an aver-
age EE of 9.6, 7.5 and 2. For Random and PCO, the reason why they experience
lower EE than DDQN is that they have low channel utilization. Also, an AP using
PCO always uses the maximum transmit power, resulting in lower EE. By contrast,
DDQN learns to adjust the transmit power of an AP according to traffic loads.
Fig. 5.14(b) shows that BCO experiences the smallest average queue length, with
around 50 Mb, respectively. DDQN also reduces the queue length of an AP, with an
average queue length of only 60 Mb. The queue of DDQN is only 20% longer than
that of BCO. Advantageously, according to Fig. 5.14(a), DDQN achieved around
38% and 560% higher EE than BCO and PCO, respectively. This is because, after
training, DDQN finds a policy that is able to balance the queue length and EE
experienced by an AP.
Fig. 5.14(c) shows DDQN experiences the least number of overflows among the
tested solutions. Specifically, it only experiences 23,126 overflows at both APs,
whereas AP j only experiences 6,305 overflows. This is because DDQN learns to
avoid interference to AP j when bonding channels. By contrast, the total number
of overflows experienced by PCO, BCO and Random is respectively 8.9%, 15.3%
and 57.7% more than that experienced by DDQN. For instance, BCO has a high
number of overflows at both APs; i.e., AP i and j have 16,205 and 10,457 overflows,
respectively. This is due to the strong interference experienced by both APs. In
terms of PCO, it recorded 3,964 overflows at AP j, since there is no interference at
AP j. However, the number of overflows at AP i is 21,209. Although PCO avoids
interference, AP i has a low channel utilization, resulting in insufficient capacity
and more overflows at peak hours. In terms of Random, AP i has an average queue
length of 85 Mb and experiences 31,065 overflows. This indicates that AP i suffers
the highest queuing delay when using Random. This is because Random cannot





























Figure 5.15: Average EE.
This experiment considers Poisson traffic. The traffic arrival rate of APs will
vary between 20 and 80 Mb/s. Fig. 5.15 shows that DDQN obtains the highest
EE. In particular, when the load is 50 Mb/s, the EE of DDQN is 16, which outper-
forms Random, BCO and PCO by 35%, 40% and 78%, respectively. As the traffic
intensity of APs increases from 20 to 80 Mb/s, we can see from Fig. 5.15 that the
EE gained by DDQN first increases from 12 to 16 and then decreases back to 12.
The EE experienced by Random and PCO also rises from 8 to 12 and from 3.5
to 13, respectively. This is because when the traffic intensity of AP i increases to
50 Mb/s, AP i can transmit more bits in each slot. As discussed in Section 5.2,
transmitting more bits within one slot yields higher EE because an AP has a fixed
circuit consumption cost. In addition, AP i becomes more unlikely to be idle and
experience zero energy efficiency in a slot, resulting in higher average EE. However,
as the traffic intensity of APs exceeds 50 Mb/s, we see that the energy efficiency
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gained by DDQN decreases from 16 to 12. One reason is that both AP i and j
need to occupy the channel for a longer time. AP i receives increasing interference
from AP j, which reduces the capacity of AP i. Another reason is that AP i needs
to increase the transmit power and consume more energy to overcome interference.
These two reasons lead to a decrease in EE of AP i. Also, Fig. 5.15 shows that the
EE gained by PCO linearly grows from 3.5 to 12.5 before the traffic intensity of APs
reaches 70 Mb/s.




























Figure 5.16: Average queue length (in Mb).
Referring to Fig. 5.15 5.16 and 5.17, at 80 Mb/s, both PCO and DDQN expe-
rience the same EE, queue length and number of overflows. For instance, the EE
experienced by both PCO and DDQN is 12. This means DDQN learns to use only
a primary channel when the traffic intensity of APs is 80 Mb/s. From Fig. 5.16
and 5.17, all competing solutions have longer queues and higher overflows when
traffic increases from 60 to 80 Mb/s. For example, the queue length experienced by
DDQN increases from 100 to near 300 Mb. Also, the number of overflows experi-
113
5.4. Evaluation
enced by DDQN increases from 0 to 30,000.






























Figure 5.17: Total number of overflows.
The DDQN agent receives negative rewards because of longer queue length and
more overflows. Consequently, DDQN learns to use a higher transmit power, which
causes the EE reduction shown in Fig. 5.15 when the traffic intensity exceeds 50
Mb/s. Further, in Fig. 5.17, once the traffic intensity exceeds 70 Mb/s, the number
of overflows experienced by APs sharply rises to 30,000 when using DDQN and PCO.
This is because AP i does not have sufficient capacity when the traffic intensity is 70
Mb/s. Therefore, balancing the trade-off between EE and queuing delay experienced
by AP i is not practical when the traffic intensity of APs is greater than 70 Mb/s.
5.4.4 Neighbor Distances
In this experiment, the distance between a user and its associated AP is always 10
meters; e.g., the distance from user u to AP j. However, the distance between a user
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and its neighboring/interfering AP will vary from 10 to 22 meters; i.e., the distance
from user u to AP j and from user v to AP i. The reason for choosing 10 to 22
meters is that we can clearly see how the different distances to an interfering AP
change the channel bonding policy used by AP i.
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Figure 5.18: Average EE.
Referring to Fig. 5.18, we see that DDQN always gains the highest EE. Specifi-
cally, DDQN achieves at least 23%, 28% and 83% higher EE than BCO, PCO and
Random achieve, respectively. From Fig. 5.18, 5.19 and 5.20, we see that the EE,
queue length and number of overflows experienced by DDQN are not affected by the
decrease in the distance to an interfering AP. For example, the EE gained by DDQN
is always around 16. This is because DDQN always learns the optimal channel and
transmit power policy when a user is at different distances to its interfering AP. In
contrast, the EE experienced by BCO and Random respectively declines from 12.5
to 9.5 and from 13 to 6.5 as the distance to an interfering AP decreases from 22
to 10 meters. This is because users experience a higher level of interference. This
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Figure 5.19: Average queue length (in Mb).
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Figure 5.20: Total number of overflows.
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also shows that using a bonded channel becomes harmful to EE as the distance to
an interfering AP decreases. In addition, we see from Fig. 5.18, 5.19 and 5.20 that
the EE, queue length and number of overflows experienced by PCO remains stable
as the distance to an interfering AP decreases. For instance, the EE achieved by
PCO is around 8.8. This is because two APs are assigned different channels when
using PCO and thus users do not experience interference at any distance. However,
the result in Fig. 5.18 shows that when the distance to an interfering AP is greater
than 14 meters, PCO is no better than BCO because PCO cannot utilize channel
resources effectively.
Fig. 5.19 shows that DDQN reduces the queue length experienced by AP i to
under 90 Mb. It is shorter than the queue for Random by 40% to 67%. When
AP i uses BCO, it has at most 25% shorter queue length than when it uses DDQN
after the distance to an interfering AP is greater than 14 meters. The queue length
experienced by BCO is almost four times that of DDQN, meaning using DDQN
experiences much lower queuing delay than using BCO for distances smaller than
14 meters. PCO experiences the smallest queuing delay, where the queue length is
50 Mb. However, the EE of PCO is 45% less than DDQN. This is because an AP
with PCO does not bond channels to obtain a high data rate. Also, PCO always
uses the maximum transmit power, leading to lower EE.
Referring to Fig. 5.20, APs do not experience queue overflow when they use
DDQN and PCO. This is because DDQN learns to minimize the interference at
both APs to ensure zero overflows at AP j. In contrast, Random and BCO lead
to more overflows as the distance to an interfering AP decreases. The number of
overflows for Random and BCO rises to 7,500 and 26,000. This is because AP
i produces stronger interference to AP j. Hence, AP j has insufficient capacity.
Moreover, Fig. 5.20 shows that the number of overflows for BCO is almost four
times as compared to that for Random when the distance to an interfering AP is
less than 10 meters. At 10 meters, using BCO leads to poor performance due to




This chapter aims to improve the EE of an AP and also reduce its queue length.
According to the mathematical analysis, the EE experienced by an AP is closely
related to the channel bonding policy and transmit power level adopted by the AP.
This chapter has proposed a DRL solution to determine the channels and transmit
power level for an AP. Advantageously, it does not require information about inter-
ference and traffic loads. Numerical results show that the proposed DRL solution
is able to learn the optimal channel bonding and transmit power allocation policy
that improves the EE experienced by an AP by up to 560% as compared to using a




This thesis has conducted a comprehensive study on introducing cognition in WLANs.
Specifically, it proposes numerous machine-learning approaches for WLANs. The
key aim is to satisfy the data rate of users or energy requirement of sensor devices.
As shown in this thesis, these approaches assign channels and a transmit power level
to APs yielding the minimum interference and the maximum EE. However, a key
problem is that user demands, the energy arrivals to an AP and CSI are random
and vary over time, meaning that any solution must be adaptive. Critically, APs
may not have perfect or non-causal information about the said quantities. Another
problem is that APs may experience increasing interference when switching to a
bonded channel or using a high transmit power level. However, existing works that
consider this problem assume APs known perfect CSI or traffic loads beforehand.
In addition, they only optimize for a given amount of traffic load.
To this end, this thesis contains a number of resource allocation solutions for
Wi-Fi networks. Unlike existing works, the proposed machine-learning approaches
have a learning ability and do not rely on perfect and non-causal information, e.g.,
perfect CSI and non-causal traffic arrivals. In a nutshell, it makes the following
contributions:
• To deal with spatio-temporal traffic [15], Chapter 3 addresses the channel
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bonding problem where APs have random traffic demands. It first formulates
this problem as an MDP that defines the state of an AP, the channel(s) used
by the AP, and resulting rewards for using one or more channel(s). Then, it
presents a DRL solution that allows each AP to independently learn to bond
one or more channel(s) in order to satisfy its traffic demands while minimiz-
ing the interference to neighboring APs. Unlike existing works, the solution
only relies on historical traffic demands, whereas current traffic demands are
unknown to an AP. This makes the proposed solutions practical and readily
deployable by current APs. Simulation results show that the proposed DRL
solution has up to 60% more user satisfaction than greedy and fixed channel
bonding algorithms.
• Future Wi-Fi systems may comprise of RF-energy harvesting devices, e.g.,
temperature sensors and on-board cameras [10]. These devices may be equipped
with an RF-energy harvestor that can be charged whenever an AP transmits
to its data users. This means operators do not need to deploy dedicated energy
beacons for these devices. In this regard, Chapter 5 considers a novel problem
that an AP has to support RF-energy harvesting devices while satisfying the
data rate requirement of legacy data users. One issue is that an AP has only
causal energy arrivals, meaning that it has to optimize the use of energy. An-
other issue is that an AP has no information of current CSI to devices. This
is because obtaining the CSI will affect data users and consume extra energy.
Existing works that consider two types of users have not addressed the said
issues. To this end, Chapter 5 proposes two machine-learning solutions, i.e.,
DQN and MPC, to determine the optimal transmit power policy for an AP.
This policy aims to satisfy both the energy and data rate requirement of users
at the same time. Both solutions do not require perfect CSI to devices and
they are adaptable to time-varying energy arrival rates. In addition, both
solutions are readily deployable in current APs. Numerical results show that
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the proposed DQN and MPC algorithms are able to support up to 42% more
IoT devices and achieve up to 27% more user satisfaction than competing
algorithms.
• To address the concern of EE [8], Chapter 4 considers EE optimization under
random traffic and interference. Specifically, an AP has to determine its chan-
nel and transmit power in order to maximize its EE and avoid interference
with its neighboring APs. A key challenge is that an AP has no information
of the traffic load of its neighboring APs, meaning that it is not aware of the
amount of interference when using a bonded channel. For example, it does not
know when does its neighbor has no data to transmit. Another key problem
is that the traffic load is realistic and causal. Past works on EE optimiza-
tion for Wi-Fi systems only consider either transmit power control or channel
bonding. Critically, they do not consider traffic variations or random channel
gain. To this end, this chapter proposes a solution based on DDQN [25] to
learn the optimal channel bonding and transmit power policy for an AP. The
learned policy takes queue delay, overflow and EE experienced by the AP into
consideration. The said problem is first studied using a novel six-state CTMC,
which shows some insight into the use of channel bonding and transmit power
control. Then, the problem is formulated as a model-free MDP and is solved
by DDQN. Numerical results show that the proposed DDQN solution is able
to improve the EE experienced by an AP by up to 560% at the least expense
of long queues or overflows as compared to using a fixed or random policy.
There are a number of possible future works. First, for the problem of charg-
ing RF-energy harvesting devices in Wi-Fi networks, Chapter 5 only considers one
energy source, i.e., the AP. However, this problem can be extended by considering
using multiple APs to charge devices. These APs are able to switch to different
channels and transmit power levels. The problem is to minimize the interference
among APs while guaranteeing that devices harvest sufficient energy. Indeed, RF-
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energy harvesting devices benefit from interference while legacy data users not. For
the same reason, the problem in Chapter 4 can also be extended by considering EE
optimization for multiple APs, where all APs have the ability to vary their channel
and transmit power level. Also, the work in Chapter 3 can be extended by consid-
ering AP switching on/off, where APs can be switched off when they have no user.
This further improves the energy efficiency of the APs. Another future direction is
to incorporate data on users behaviors to optimize a wireless network. This data
includes user distribution, spatio-temporal traffic or type of service. Such data can
be collected by internet service providers. Given this data, a machine learning al-
gorithm can then be used to jointly optimize network parameters such as transmit
power, channel, modulation scheme or antenna direction. Third, a future research
direction is to consider transfer learning to allow an agent that is trained in one
environment to be used in a different environment.
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Appendix A
Steady-State Probabilities for CTMC
The appendix shows how to derive the steady-state probabilities for CTMC in Chap-
ter 5, which is given by
(λi + λj)Π0 = µiΠ1 + µjΠ2 + µiΠ3, (A.1)
(µi + λj)Π1 = λi(1− Pc)Π0 + µjΠ4, (A.2)
(µj + λi)Π2 = λjΠ0 + µiΠ4 + µiΠ5, (A.3)
(µi + λj)Π3 = λiPcΠ0 + µjΠ5, (A.4)
(µj + µi)Π4 = λjΠ1 + λi(1− Pc)Π2, (A.5)
(µi + µj)Π5 = λiPcΠ2 + λjΠ3, (A.6)
5∑
k=0
Πk = 1. (A.7)
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Note this is an over-determined system of linear equations. To solve it, we first
extract (A.1)-(A.6), and write them into a new system of linear equations as follows
(λi + λj)X0 = µiX1 + µjX2 + µiX3, (A.8)
(µi + λj)X1 = λi(1− Pc)X0 + µjX4, (A.9)
(µj + λi)X2 = λjX0 + µiX4 + µiX5, (A.10)
(µi + λj)X3 = λiPcX0 + µjX5, (A.11)
(µj + µi)X4 = λjX1 + λi(1− Pc)X2, (A.12)
(µi + µj)X5 = λiPcX2 + λjX3, (A.13)
where Xk for k ∈ {0, 1, 2, 3, 4, 5} are unknowns.
Now, re-arrange the above system of linear equations to its standard form as follows
−(λi + λj)X0 + µiX1 + µjX2 + µiX3 = 0, (A.14)
λi(1− Pc)X0 − (µi + λj)X1 + µjX4 = 0, (A.15)
λjX0 − (µj + λi)X2 + µiX4 + µiX5 = 0, (A.16)
λiPcX0 − (µi + λj)X3 + µjX5 = 0, (A.17)
λjX1 + λi(1− Pc)X2 − (µj + µi)X4 = 0, (A.18)
λiPcX2 + λjX3 − (µi + µj)X5 = 0. (A.19)
Next, write (A.14)-(A.19) into the following form: AX = B, where A is the ma-
trix of coefficients, X = [X0, X1, X2, X3, X4, X5]
T is the matrix of unknowns and
B = [0, 0, 0, 0, 0, 0]T is the matrix of constants. Then, we perform elementary row
operations to transform A into an upper triangular matrix, where all the entries




−(λi + λj) µi µj µi 0 0
λi(1− Pc) −(µi + λj) 0 0 µj 0
λj 0 −(µj + λi) 0 µi µi
λiPc 0 0 −(µi + λj) 0 µj
0 λj λi(1− Pc) 0 −(µj + µi) 0
0 0 λiPc λj 0 −(µi + µj)

.
We add r2, r3 and r4 to r1; add r4 to r2, so we have
0 −λj −λi −λj µi + µj µi + µj
λi −(µi + λj) 0 −(µi + λj) µj µj
λj 0 −(µj + λi) 0 µi µi
λiPc 0 0 −(µi + λj) 0 µj
0 λj λi(1− Pc) 0 −(µj + µi) 0
0 0 λiPc λj 0 −(µi + µj)

.
We take row r2 and multiply it by (−λjλi ) and add it to row r3; take row r2 and
multiply it by −Pc and add it to row r4. This yields

0 −λj −λi −λj µi + µj µi + µj








0 Pc(µi + λj) 0 (µi + λj)(Pc − 1) −Pcµj µj(1− Pc)
0 λj λi(1− Pc) 0 −(µj + µi) 0




Interchange row r1 and row r2, so we have
λi −(µi + λj) 0 −(µi + λj) µj µj








0 Pc(µi + λj) 0 (µi + λj)(Pc − 1) −Pcµj µj(1− Pc)
0 λj λi(1− Pc) 0 −(µj + µi) 0
0 0 λiPc λj 0 −(µi + µj)

.
We add r2 to r5; take r4 and multiply by − λjPcλi and add it to r3, so we have

λi −(µi + λj) 0 −(µi + λj) µj µj
0 −λj −λi −λj µi + µj µi + µj
0 0 −(µj + λi) λj(µi+λj)Pcλi µi µi −
λjµj
Pcλi
0 Pc(µi + λj) 0 (µi + λj)(Pc − 1) −Pcµj µj(1− Pc)
0 0 −λiPc −λj 0 µi + µj
0 0 λiPc λj 0 −(µi + µj)

.
We take r2 and multiply by
Pc(µi+λj)
λj
and add it to r4, so we have

λi −(µi + λj) 0 −(µi + λj) µj µj
0 −λj −λi −λj µi + µj µi + µj
0 0 −(µj + λi) λj(µi+λj)Pcλi µi µi −
λjµj
Pcλi






+ 1) + µj
0 0 −λiPc −λj 0 µi + µj




We add r5 to r6; take r5 and multiply by −(1 + µiλj ) and add it to r4, so we have

λi −(µi + λj) 0 −(µi + λj) µj µj
0 −λj −λi −λj µi + µj µi + µj
0 0 −(µj + λi) λj(µi+λj)Pcλi µi µi −
λjµj
Pcλi
0 0 0 0 Pcµi(
µj+µi
λj
+ 1) µi(Pc − 1)(µi+µjλj + 1)
0 0 −λiPc −λj 0 µi + µj
0 0 0 0 0 0

.
We take r5 and multiply by −µj+λiλiPc and add it to r3, so we have
λi −(µi + λj) 0 −(µi + λj) µj µj




µi µi − µj
2+λiµj+µiµj+λiµi+λjµj
Pcλi
0 0 0 0 Pcµi(
µj+µi
λj
+ 1) µi(Pc − 1)(µi+µjλj + 1)
0 0 −λiPc −λj 0 µi + µj
0 0 0 0 0 0

.
We interchange r3 and r5; then interchange r4 and r5, so we have
λi −(µi + λj) 0 −(µi + λj) µj µj
0 −λj −λi −λj µi + µj µi + µj




µi µi − µj
2+λiµj+µiµj+λiµi+λjµj
Pcλi
0 0 0 0 Pcµi(
µj+µi
λj
+ 1) µi(Pc − 1)(µi+µjλj + 1)
0 0 0 0 0 0

= A.
Next, we use the back substitution method to solve for X5, X4, · · · , X1 one by one.
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X5 = 0. (A.20)
We notice that X5 and X4 are free variables, which can take arbitrary values. Let













Pc = 0. (A.21)
We have X4 = 1− Pc.
From row r4, we have
λj(λi + λj + µi + µj)
Pcλi









Substitute X4 = 1− Pc and X5 = Pc into (A.22),















From row r3, we have




and X5 = Pc into (A.24),
− λiPcX2 − λj
Pcµj
λj
+ (µj + µi)Pc = 0. (A.25)




From row r2, we have








, X4 = 1− Pc and X5 = Pc into (A.26),






+ (µj + µi)(1− Pc) + (µj + µi)Pc = 0. (A.27)




From row r1, we have










, X4 = 1−Pc and X5 = Pc into (A.28),
λiX0 −
(µi + λj)(1− Pc)µj
λj
− (µi + λj)Pcµj
λj
+ µj(1− Pc) + µjPc = 0. (A.29)




Next, we need find the particular solution that satisfies
∑5
k=0 Πk = 1. First, we
calculate












+ (1− Pc) + Pc
=





k=0 Πk = 1, we have
Π0 + Π1 + Π2 + Π3 + Π4 + Π5 =
λiµj + λiλj + µiµj + λjµi
λiλj
· λiλj
λiµj + λiλj + µiµj + λjµi
= (X0 +X1 +X2 +X3 +X4 +X5) ·
λiλj









, k ∈ {0, 1, · · · , 5} (A.32)
Then, we have the solution for (A.1)-(A.7) as follows
Π0 = Γµiµj, (A.33)
Π1 = Γ(1− Pc)λiµj, (A.34)
Π2 = Γλjµi, (A.35)
Π3 = ΓPcλiµj, (A.36)
Π4 = Γ(1− Pc)λiλj, (A.37)
Π5 = ΓPcλiλj, (A.38)
where
Γ = (λiλj + λiµj + λjµi + µiµj)
−1. (A.39)
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