Abstract: Uncertainties in the estimates of water constituents are among the main issues concerning the orbital remote sensing of inland waters. Those uncertainties result from sensor design, atmosphere correction, model equations, and in situ conditions (cloud cover, lake size/shape, and adjacency effects). In the Amazon floodplain lakes, such uncertainties are amplified due to their seasonal dynamic. Therefore, it is imperative to understand the suitability of a sensor to cope with them and assess their impact on the algorithms for the retrieval of constituents. The objective of this paper is to assess the impact of the SNR on the Chl-a and TSS algorithms in four lakes located at Mamirauá Sustainable Development Reserve (Amazonia, Brazil). Two data sets were simulated (noisy and noiseless spectra) based on in situ measurements and on sensor design (MSI/Sentinel-2, OLCI/Sentinel-3, and OLI/Landsat 8). The dataset was tested using three and four algorithms for TSS and Chl-a, respectively. The results showed that the impact of the SNR on each algorithm displayed similar patterns for both constituents. For additive and single band algorithms, the error amplitude is constant for the entire concentration range. However, for multiplicative algorithms, the error changes according to the model equation and the R rs magnitude. Lastly, for the exponential algorithm, the retrieval amplitude is higher for a low concentration. The OLCI sensor has the best retrieval performance (error of up to 2 µg/L for Chl-a and 3 mg/L for TSS). For MSI, the error of the additive and single band algorithms for TSS and Chl-a are low (up to 5 mg/L and 1 µg/L, respectively); but for the multiplicative algorithm, the errors were above 10 µg/L. The OLI simulation resulted in errors below 3 mg/L for TSS. However, the number and position of OLI bands restrict Chl-a retrieval. Sensor and algorithm selection need a comprehensive analysis of key factors such as sensor design, in situ conditions, water brightness (R rs ), and model equations before being applied for inland water studies.
Introduction
Sensor design (spatial, radiometric, and spectral resolution, and signal-to-noise ratio-SNR) is shaped by remote sensing applications (satellite mission). During the last decade, most sensors in orbit were designed for either oceanic water or land applications (e.g., Moderate Resolution Imaging Spectroradiometer (MODIS) Aqua and Terra). Therefore, they were not tuned for inland water applications. Despite numerous studies focusing on inland waters, these sensors are suboptimal, imposing an intense impact on the estimate accuracy [1].
Materials and Methods

Study Site Description
The selected lakes are located in the RDSM (Figure 1a,b) . This is the first and largest Sustainable Development Reserve in Brazil dedicated exclusively to the protection of the Amazonian floodplain, comprising approximately 1,124,000 hectares. This Conservation Unit was created by the State of Amazonas in 1996 and is one of the Brazilian sites of the United Nations Ramsar Convention [17] . It consists of a pristine floodplain inundated by sediment-rich whitewater rivers at the confluence of the Japurá and Solimões rivers, and forms a complex mosaic of seasonally flooded forests, lakes, and channels. Rivers and lakes undergo constant change due to the transport of sediments and organic matter, caused by the annual water level variation of up to 12 m [17] [18] [19] [20] . Moreover, the seasonal flooding changes the proportion of suspended and dissolved components in the water by altering its physical-chemical conditions [21] . Consequently, this affects the ecosystem where these waters circulate [22] . The flood pulse starts in May and ends in July, while the drought period lasts from September to November. The rising of the water level begins in January and the water starts receding in September. The flood pulse has a monomodal annual pattern (Figure 1c) , and the changes in the water level are due to changes in the snowmelt in the Andes and precipitation in the pre-andean region and in the median Amazon basin [19] . The management plan of the RDSM accounts for more than 5000 lakes in the area, that vary in shape (elongated, circular, and complex), size (from 1.5 ha to 900 ha), and connection to the main rivers and channels, which will influence the lake hydraulic residence and water flow connection during the low water level phase [23] . The criteria for lake selection included their potential for remote sensing analysis (lake size and shape), as well as accessibility throughout the year. The sampling points were selected to include the main observable changes in the lake water color. Based on the above restrictions, the Bua-Buá (triangular shape, 1 km × 2.1 km), Mamirauá (elongated shape, up to 0.4 km × 4 km), Pirarara (lozengular shape, up to 0.9 km × 2.7 km), and Pantaleão (rectangular shape, up to 1.5 km × 6 km) lakes were selected ( Figure 1a ).
In Situ Dataset
Five field missions (subsequently named M1, M2, M3, M4, and M5) were carried out for two years. Missions M2 and M3 were conducted during the rising water period (March and April 2016) and missions M1, M4, and M5 during the receding water period (July 2015, July and August 2016). In each mission, three to six sampling points were visited per lake, resulting in a total of 102 sampling points. At each sampling point, limnological and radiometric data were obtained.
For the limnological measurement, water samples were collected at the subsurface (10 cm) and kept light-free and cooled in ice for a maximum of 3 h, before being filtered. For the Chlorophyll-a concentration (µg/L), water samples were filtered through Whatman GF/F (0.7 µm) filters and for the Total Suspended Solids (TSS) (mg/L) and its Inorganic (TSIS) and Organic (TSOS) fractions, water was filtered through Whatman GF/C (1.2 µm), both of which included 45 mm filters. A maximum of 500 mL was filtered for each sample. Chl-a was analyzed according to Nush [24] and TSS and its fractions according to Wetzel & Likens [25] , in replicates.
The Colored Dissolved Organic Matter (CDOM) spectral absorptions (a CDOM (λ)) (m −1 ) were determined using a 10 cm quartz cuvette in a single beam mode of the UV-2600 Shimadzu spectrophotometer, scanning from 300 to 800 nm, with 1 nm increments. a CDOM (λ) was generated based on the a CDOM (λ) measured, following Tilstone et al. [26] , and the a CDOM exponential model for each a CDOM (λ) measured at 420 nm and the slope of each curve. Table 1 shows the range of magnitude of limnological data, illustrating the optical diversity of the lakes and the changes along the flood pulse. Table 1 . Limnological dataset for each lake and flooding phase. The names refer to the four lakes (Bua-Buá, Mamirauá, Pantaleão, and Pirarara). The mean value is shown followed by the standard deviation in parenthesis. Chl-a is Chlorophyll-a in µg/L, TSS is in mg/L, and a CDOM is a CDOM (420) in m −1 . Radiometric measurements were carried out for all sampling points, using three intercalibrated RAMSES-Trios sensors. The sensors were used to estimate the R rs , above water radiance L w , W·m −2 ·sr 1 ·nm −1 , sky radiance L SKY , W·m −2 ·sr 1 ·nm −1 , and downwelling irradiance E D , W·m −2 ·nm −1 , between 350 and 900 nm. During the measurements, the sensors were positioned with azimuth angles between 90 • and 135 • in relation to the sun and a Zenith angle of 45 • to avoid sun glint effects [27] . The measurement framework followed Mobley [28] . All of the measurements were made between 10:00 and 13:00 and at least 15 samples were obtained for each measured depth. The dataset was processed using MSDA_XE and Matlab. The R rs estimate followed Mobley [28] , with sun glint correction based on each sampling point spectrum. Figure 2 shows the R rs magnitude for all of the sampling points, split according to the water stage (rising water Figure 2a and receding water Figure 2b ). The threshold conditions influence the Remote Sens. 2017, 9, 644 5 of 18 bio-optical properties of the four lakes, with a high input of organic matter throughout the season, especially at Bua-Buá and Mamirauá during the rising water period, whereas Pantaleão and Pirarara's R rs is enhanced by the high sediment loading, particularly during the rising water period. RDSM lakes can be considered dark when compared to sediment loaded inland lakes, making it a remarkable study site to evaluate the impact of the SNR on bio-optical products.
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Data Processing
Dataset Sensor Simulation
The impact of SNR on the Rrs spectrum was assessed by simulating two datasets: Noisy spectra and noiseless spectra. The input data for the simulation were in situ measurements and the sensor design specifications. The steps for the simulation are similar for both datasets, except for the noise addition, and are described below. It is important to highlight that the simulation assumes optimum conditions such as perfect atmospheric correction, algorithm calibration, and errorless in situ measurements to isolate the noise impact.
A total of 1000 noisy orbital Rrs spectra were simulated for each of the 102 in situ Rrs measurements based on the characteristics of MSI/Sentinel-2 [29] , OLCI/Sentinel-3 [30] , and OLI/Landsat 8 [31] , resulting in a total of 306.000 spectra. The simulation workflow (Figure 3 ) consists of the following five steps: (1) Resampling in situ spectra to sensors that are band-weighted; (2) Computation of a sensor's specific noise; (3) Noise addition to simulated spectra (step 1); (4) Spectra quantization; and (5) Conversion of TOA (Top of atmosphere) irradiance solar spectrum to surface irradiance. 
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Data Processing
Dataset Sensor Simulation
A total of 1000 noisy orbital Rrs spectra were simulated for each of the 102 in situ Rrs measurements based on the characteristics of MSI/Sentinel-2 [29] , OLCI/Sentinel-3 [30] , and OLI/Landsat 8 [31] , resulting in a total of 306.000 spectra. The simulation workflow ( Figure 3 ) consists of the following five steps: (1) Resampling in situ spectra to sensors that are band-weighted; (2) Computation of a sensor's specific noise; (3) Noise addition to simulated spectra (step 1); (4) Spectra quantization; and (5) Conversion of TOA (Top of atmosphere) irradiance solar spectrum to surface irradiance. Image simulation was carried out according to the following steps:
(1) Resampling in situ spectra to sensors that are band-weighted. The conversion of each radiance spectrum to the band-weighted radiance of each sensor was based on the sensor's response function (Tables 2-4) , applied according to Equation (1):
where B is the sensor band; n is the band number, varying from 1 to n, according to sensor design; L w (B n ) is the water leaving radiance for each band in the unit of (W·m −2 ·sr 1 ·nm −1 ), ∆B n is the band width; and RF B n is the response function for each sensor band.
(2) Computation of a sensor's specific noise. The TOA radiance was converted to equivalent noise using the reference radiance at the TOA of each band and sensor (Tables 2-4) and the respective SNR [8] (Equations (2) and (3)).
where L REF is the reference radiance used to generate the specific SNR, SNR is the Signal to Noise Ratio for each sensor band, and rnd is a random number obtained from a standard normal distribution (mean equal to zero and standard deviation equal to one N (0,1)). For each sensor, a total of 1000 Noise(B n ) spectra were generated. (3) Noise addition to simulated spectra (step 1). The Noise(B n ) was added to the L w (B n ) Equation (3). To exempt the impact of error propagation due to atmospheric correction on the noise, no atmospheric uncertainty and "optimum" atmospheric correction was assumed.
where L * w (B n ) is the noisy water leaving radiance for each band. (4) Spectra quantization. L * w (B n ) quantization was carried out according to Equation (4) .
where L * b w (B n ) is the quantized noisy water leaving radiance for each band, L TOA max(B n ) is the maximum radiance measured by the sensor at B n , and nbit is the number of bits for each sensor (12 bits).
(5) Conversion of TOA (Top of atmosphere) irradiance solar spectrum to surface irradiance. The propagation of the solar spectrum to water level was based on the algorithm described by Vanhellemont & Rudick [10, 32] , using a standard atmosphere and equations derived from Kaskaoutis & Kambezidis [33] , Bird & Riordan [34] and Leckner [35] . The relationship between water leaving radiance (L w ) and reflectance (ρ) is described as:
where d 2 is the Earth-Sun distance in Astronomic Units, θ 0 is the Sun zenith angle, F0 is the solar irradiance, and ρ is the reflectance. This paper assumed a value of 1 for d, and F0 from Gueymard [36] and Gueymard et al. [37] . F0 was propagated to water level as follows [10, 32] :
Remote Sens. 2017, 9, 644 7 of 18 where t 0 and t v are the sunwater and sea-sensor diffuse transmittance, F0 wl is the solar irradiance at water level, and F0 TOA is the solar irradiance at the TOA. For each wavelength, the diffuse transmittance t 0 and t v was calculated by replacing θ with θ 0 and θ v in:
where τ r and τ OZ are the Rayleigh and Ozone optical thickness for a given atmosphere composition, respectively. The impact of water absorption and aerosol absorption on the atmospheric transmittance is ignored in this part of the process. The Rayleigh optical depth (τ r ) was calculated using the model proposed by Kaskaoutis & Kambezidis [33] , with improvements proposed by Leckner [35] :
where λ is the wavelength in micrometers, P is the atmospheric pressure at the site (1014 hPa), and P0 is the reference sea level pressure (1013.25 hPa). The t v was calculated according to Kaskaoutis & Kambezidis [33] , which was based on Bird & Riordan [34] and Leckner [35] (Equations (9) and (10)):
where α 0 is the ozone absorption coefficient, O 3 is the ozone concentration (atm.·cm −1 ), and M 0 is the ozone mass. The ozone absorption coefficient was linearly interpolated from Bird & Riordan [34] , and the ozone mass was calculated following Leckner [35] .
where h 0 is the height of the maximum ozone concentration, assumed as 22 km, and Z is the zenithal angle. Input parameters (Tables 5 and 6 ) were used for solar spectrum propagation throughout the atmosphere. The simulation of the noiseless datasets followed the same steps, except for steps 2 and 3.
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At the end of the dataset sensor simulation, the quantized noiseless water leaving radiance for each band L b w (B n ) and L * b w (B n ) were converted to R rs (B n ) according to Equation (11) , in order to be used as the input for bio-optical algorithms.
where R rs (B n ) is the Remote Sensing Reflectance at B n , F0 wl is the solar irradiance at water level, and t 0 and t v are the sunwater and sea-sensor diffuse transmittance, respectively.
Impact of Sensors Characteristics on Chl-a and TSS Algorithms
The two simulated datasets (noisy and noiseless) were used to assess the impact of the optical sensor configuration on the Chl-a and TSS algorithms currently in use [38] [39] [40] [41] [42] [43] . Seven algorithms were applied for different sensors and study sites [38] [39] [40] [41] [42] [43] , with few changes in the central wavelengths according to band availability. Algorithms were chosen based on the diversity of bands and mathematical operations involved so as to encompass a range of model equations. For brevity, such models were classified in this paper as additive (subtraction and addition), multiplicative (division and multiplication), and exponential.
Three empirical algorithms were tested for TSS (TSS_linear, TSS_exp, TSS_NSSI) and four algorithms for Chl-a (CLH, 2B, 3B, NDCI) ( Table 7) . Each algorithm was calibrated using the noiseless dataset and in situ measurements of either TSS or Chl-a. In order to remove the uncertainty of model calibration, the calibrated model was applied to the noiseless dataset, instead of the in situ dataset, and compared with the model results based on the noisy dataset input. This method has two assumptions: (i) the concentration provided by calibrated data is the reference concentration ("ground truth") against which the simulation results are assessed; (ii) the uncertainty between the noisy and noiseless outputs is only due to the changes in SNR. The modeled concentration is compared to the "ground truth", so that changes in magnitude are solely based on two aspects: algorithm constants (e.g., a, b, c, and d (Table 7) ) and R rs . Table 7 . Chl-a and TSS algorithms. The exact wavelength used changed for each sensor. CLH is a chlorophyll line height model, 2B is a red/NIR band ratio model, 3B is a red/NIR 3 band model, NDCI is a red NIR 2 band model, TSS_linear is a linear red band model, TSS_exp is an exponential red band model, and TSS_NSSI is a red/green exponential band ratio model.
Model Name
Linear Model (a × x + b) Reference
Non Linear model Reference
TSS_NSSI NSSI = (R rs (green) − R rs (red))/(R rs (green) + R rs (red)) TSS = a e −b NSSI [43] Most approaches employed to quantify the SNR impact on water algorithms use the Normalized Root-Mean-Square Error (NRMSE) (e.g., Moses et al. [8] and Gerace et al. [15] ) as a statistic measurement for assessing model quality. Although accuracy measurements such as NRMSE give an insight regarding the proportional error of the model fitting, they do not remove the intrinsic error due to the choice of algorithm equations, which might lead to an over-or underestimation of SNR error. For this reason, this paper focuses on the relationship between the algorithm equation, R rs magnitude, and the shape of the modeled concentration distribution. Considering the available bands for each sensor, Chl-a algorithms were applied to MSI and OLCI sensors, while TSS algorithms were applied to the three sensors.
Results and Discussion
Dataset Simulation
The simulated R rs values for the three sensors and the relative error are shown in Figure 4 . Given the sensor design, OLCI (Figure 4c ) presented the highest spectral resolution and number of bands, allowing an accurate portrayal of the water R rs spectrum. On the other hand, the spatial resolution (300 m) limits its application in the study of small and narrow lakes, as opposed to OLI and MSI (up to 30 m).
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Infra-Red (NIR) band, nevertheless, the relative error is due to the small SNR (Tables 2-4) . OLI has the highest relative noise impact, reaching 700% in the NIR, whereas MSI's maximum value is 250% and OLCI's maximum value is only 10%. Considering these results, the best algorithms for the retrieval of optical components should include bands between 550 and 700 nm, where relative errors are below 50% in all of the cases. Another important aspect is the relative error for each lake, as a function of water clarity. The highest errors are observed at Mamirauá and Bua-Buá (dark lakes), while the errors at Pirarara and Pantaleão (bright lakes) are below 50% for all bands. The results indicate that before selecting the sensor, it is crucial to consider the Rrs amplitude range, as long as the spatial resolution suits the lake area and shape constraints. Disregarding the sensor design, the error percentage due to noise is higher in the blue and NIR bands (Figure 4b,d,f) than that in the remaining bands. The relative high impact in the blue band is due to the higher signal from the atmosphere in relation to longer wavelengths. In the Near Infra-Red (NIR) band, nevertheless, the relative error is due to the small SNR (Tables 2-4) . OLI has the highest relative noise impact, reaching 700% in the NIR, whereas MSI's maximum value is 250% and OLCI's maximum value is only 10%. Considering these results, the best algorithms for the retrieval of optical components should include bands between 550 and 700 nm, where relative errors are below 50% in all of the cases. Another important aspect is the relative error for each lake, as a function of water clarity. The highest errors are observed at Mamirauá and Bua-Buá (dark lakes), while the errors at Pirarara and Pantaleão (bright lakes) are below 50% for all bands. The results indicate that before selecting the sensor, it is crucial to consider the R rs amplitude range, as long as the spatial resolution suits the lake area and shape constraints.
Algorithm Evaluation
Chlorophyll-a
The results show that the relative accuracy of Chl-a retrieval is highly dependent on the model equation, SNR, and R rs magnitude (Figures 5 and 6 ). In general, the concentration error increases from additive towards multiplicative band operations. Additionally, the highest error for all of the models was observed for the MSI sensor. Although the bandwidth and position are additional sources of uncertainty for algorithms, this method compared the noisy and noiseless datasets of each sensor, assuming that error amplitude is only related to the SNR of each sensor.
In the CLH model, the relationship among the bands is additive, so the noise impact is reduced when compared to the multiplicative models ( Figures 5 and 6 ). The concentration error is affected by the algorithm slope, while the intercept contribution is constant for all concentrations. The error magnitude and distribution (Figures 5a and 6a) are the same for all concentrations; so, a higher relative error is expected for low concentrations due to the algorithm intercept uncertainty. For these algorithms, the concentration changes do not depend on the R rs magnitude.
A different pattern is observed for the multiplicative Chl-a algorithms (2B, 3B, NDCI-Figures 5 and 6b-d) which apply band ratios. In this case, the noise interference can be either constructive or destructive. When compared to the additive model (CLH), a higher error amplitude is expected for all concentrations. The highest relative impact is observed in low concentrations.
The SNR impact on the Chl-a concentration changes according to the model equation (Figures 5  and 6 ). Most approaches quantifying the SNR impact on water algorithms use RMSE or NRMSE. For example, Moses et al. [8] observed sensor relative errors of up to 40% for the OC4 algorithm and 25% for the two bands red-NIR algorithm for HICO. Gerace et al. [15] used an optimization algorithm for OLI and MERIS and observed errors of 35% for Chl-a. These errors, however, were computed assuming that the R rs magnitude, model equation, and noise are independent. Based on our results and given that OC4 is a fourth-degree polynomial (not tested in this work), one would expect a higher error amplitude in Chl-a estimates due to the SNR.
For the CLH model, the error amplitude changed for each sensor, but its distribution shape remained the same. The error amplitude is constant for all concentrations, with a value of around 1 µg/L for MSI and 0.1 µg/L for OLCI. The relative error is higher for low concentrations (up to 11%) and is halved at the max concentration (Figures 5 and 6a) .
For the 2B, 3B, and NDCI models, the shape of the noisy data distributions seems to be erratic, with different amplitudes for similar concentrations for the three sensors ( Figures 5 and 6b-d) . The analysis of the in situ spectrum for model 2B, 3B, and NDCI, showed a higher error amplitude (up to 2 µg/L) for spectra with a low R rs magnitude (<0.005 sr −1 ) (Figure 7a ). On the other hand, for spectra with a higher R rs (>0.01 sr −1 ) (Figure 7b) , the amplitude is similar to that of the CLH model. Based on these results, the impact of the SNR on the Chl-a estimation is higher in dark lakes such as Mamirauá and Bua-Buá (errors of up to 2 µg/L) (Figure 7c,d) for OLCI. For the MSI sensor, the three proposed algorithms showed a higher impact than that of OLCI due to the poorer SNR, with errors above 10 µg/L. As the CLH model uses an additive operation, it can be applied to the four lakes using the three sensors, without any preprocessing. For the multiplicative models, however, spatial resampling may be necessary in order to mathematically increase the SNR. For example, with a 2 × 2 and 3 ×3 pixel window, it is possible to increase the SNR by up to two and three times, respectively. These SNR increments can be calculated by the square root of the window size times the original SNR [45] . In the case of MSI, the pixel size of the selected bands is up to 30 m, so resampling may computationally increase the SNR without compromising the results for suitable sized lakes. On the other hand, an OLCI 300 m pixel size is not appropriate for resampling for most of the small lakes due to spectral mixing [46] . Therefore, when comparing the design of sensors for inland water application, it is imperative to assess the sensor suitability for any specific study site, as well as the post processing feasibility (if required).
TSS
Similarly to Chl-a algorithms, the relative accuracy of TSS retrieval depends on the model equation, SNR, and Rrs magnitude (Figures 8-10 . In general, the TSS concentration error increases from additive to multiplicative equations and from linear to exponential models.
For the TSS_linear model (Figure 8 ), the noise impact is linear for all the sensors and throughout the concentration range. The highest error is observed for the MSI sensors (5 mg/L), followed by OLI (3 mg/L) and OLCI (negligible error). The relative contribution of the error is higher with low concentrations. Given that the absolute impact of the noise is constant throughout the concentrations, the relative error is lower for higher concentrations. For the TSS_exp model ( Figure  9 ), a distinct pattern is observed; in low TSS concentrations, the error is higher, and the distribution follows an exponential curve towards a higher concentration. The maximum errors for the TSS_exp model reach 3 mg/L and 1 mg/L for MSI and OLI, respectively ( Figure 9) . Lastly, the TSS_NSSI model ( Figure 10 ) showed an erratic pattern, similar to that displayed in the Chl-a multiplicative models (Figure 6b-d) , suggesting a dependency on the Rrs magnitude due to the band ratio approach. For spectra with a low R rs , the error distribution amplitude was higher than those with a high R rs . Therefore, future sensors for imaging inland water applications should require both a higher SNR minimum and minimum spatial resolution to cope with small and narrow lakes. Another aspect to be considered is the model equation. According to Luck [44] , higher order algorithms increase the fitness between in situ and modeled data. However, these algorithms propagate the uncertainty in Chl-a estimates due to the SNR under specific conditions (e.g., low R rs magnitude and model equation), decreasing the algorithm accuracy. Thus, the balance of those two aspects should also be considered when applying water quality algorithms, as shown by the results from the four models (Figures 5-7) .
As the CLH model uses an additive operation, it can be applied to the four lakes using the three sensors, without any preprocessing. For the multiplicative models, however, spatial resampling may be necessary in order to mathematically increase the SNR. For example, with a 2 × 2 and 3 ×3 pixel window, it is possible to increase the SNR by up to two and three times, respectively. These SNR increments can be calculated by the square root of the window size times the original SNR [45] . In the case of MSI, the pixel size of the selected bands is up to 30 m, so resampling may computationally increase the SNR without compromising the results for suitable sized lakes. On the other hand, an OLCI 300 m pixel size is not appropriate for resampling for most of the small lakes due to spectral mixing [46] . Therefore, when comparing the design of sensors for inland water application, it is imperative to assess the sensor suitability for any specific study site, as well as the post processing feasibility (if required).
Similarly to Chl-a algorithms, the relative accuracy of TSS retrieval depends on the model equation, SNR, and R rs magnitude (Figures 8-10 . In general, the TSS concentration error increases from additive to multiplicative equations and from linear to exponential models. model equation and the concentration range control the need of pixel resampling in order to reduce the noise impact. An MSI and OLI pixel size of 30 m is adequate for most lakes, but the SNR can be a limitation. One band model is usually enough for TSS retrieval, so the OLI spectral resolution is not a restriction, but the SNR, in some cases, needs to be mathematically increased similarly to Chl-a algorithms. In spite of the good congruence of the OLCI estimates, its pixel size of 300 m is a serious constraint for the study of small lakes, as for those in the RDSM. model equation and the concentration range control the need of pixel resampling in order to reduce the noise impact. An MSI and OLI pixel size of 30 m is adequate for most lakes, but the SNR can be a limitation. One band model is usually enough for TSS retrieval, so the OLI spectral resolution is not a restriction, but the SNR, in some cases, needs to be mathematically increased similarly to Chl-a algorithms. In spite of the good congruence of the OLCI estimates, its pixel size of 300 m is a serious constraint for the study of small lakes, as for those in the RDSM. The uncertainty in the TSS retrieval due to the SNR is highly dependent on the model. The model equation and the concentration range control the need of pixel resampling in order to reduce the noise impact. An MSI and OLI pixel size of 30 m is adequate for most lakes, but the SNR can be a limitation. One band model is usually enough for TSS retrieval, so the OLI spectral resolution is not a restriction, but the SNR, in some cases, needs to be mathematically increased similarly to Chl-a algorithms. In spite of the good congruence of the OLCI estimates, its pixel size of 300 m is a serious constraint for the study of small lakes, as for those in the RDSM. For the TSS_linear model (Figure 8 ), the noise impact is linear for all the sensors and throughout the concentration range. The highest error is observed for the MSI sensors (5 mg/L), followed by OLI (3 mg/L) and OLCI (negligible error). The relative contribution of the error is higher with low concentrations. Given that the absolute impact of the noise is constant throughout the concentrations, the relative error is lower for higher concentrations. For the TSS_exp model (Figure 9 ), a distinct pattern is observed; in low TSS concentrations, the error is higher, and the distribution follows an exponential curve towards a higher concentration. The maximum errors for the TSS_exp model reach 3 mg/L and 1 mg/L for MSI and OLI, respectively ( Figure 9) . Lastly, the TSS_NSSI model ( Figure 10 ) showed an erratic pattern, similar to that displayed in the Chl-a multiplicative models (Figure 6b-d) , suggesting a dependency on the R rs magnitude due to the band ratio approach.
Moses et al. [8] found similar results for HICO, with errors of up to 40% for concentrations below 3 mg/L, and up to 5% for concentrations above 5 mg/L. Although the authors used the optimized error minimization approach, the results displayed similar patterns as observed in this study. Gerace et al. [15] observed mean errors of up to 15% due to the SNR in TSS algorithms.
The uncertainty in the TSS retrieval due to the SNR is highly dependent on the model. The model equation and the concentration range control the need of pixel resampling in order to reduce the noise impact. An MSI and OLI pixel size of 30 m is adequate for most lakes, but the SNR can be a limitation. One band model is usually enough for TSS retrieval, so the OLI spectral resolution is not a restriction, but the SNR, in some cases, needs to be mathematically increased similarly to Chl-a algorithms. In spite of the good congruence of the OLCI estimates, its pixel size of 300 m is a serious constraint for the study of small lakes, as for those in the RDSM.
Conclusions
The experiment carried out to assess the impact of the SNR on water color products indicated that, regardless of the estimated parameter (TSS or Chl-a) and sensor design (OLI, OLCI, and MSI), the error pattern is similar for any given algorithm. It is important to highlight that the simulation assumes optimum conditions such as perfect atmospheric correction, algorithm calibration, and errorless in situ measurements to isolate the noise impact. For an actual orbital image, under the described suboptimal conditions, there is an increase in the uncertainty of TSS and Chl-a retrievals.
The amplitude of the retrieved concentration due to the noise is constant for the entire concentration range when using additive and single band algorithms. However, when using multiplicative algorithms, the amplitude changes according to the model equation and to the R rs magnitude. Finally, we observed that the retrieval amplitude is higher for a low concentration regarding the exponential algorithm.
The noise impact on band ratio algorithms applied to Chl-a and TSS retrieval is amplified when using a lower R rs . While this impact is less substantial for a higher R rs , it is similar to that of the additive algorithms. Although the OLCI sensor presents the best performance due to its narrow band width and high SNR (error of up to 2 µg/L for Chl-a and 3 mg/L for TSS), its spatial resolution (300 m) can be restrictive to most remote sensing studies in RDSM.
For the MSI sensor, despite its low SNR, the error magnitudes of the linear single bands algorithm used to retrieve the TSS and additive algorithms for Chl-a are low (up to 5 mg/L and 1 µg/L, respectively). Even though multiplicative algorithms using MSI data to retrieve Chl-a presented an error above 10 µg/L, the sensor could be applied if the lake size and shape enable resampling.
The OLI simulation indicated that its design is slightly better than that of MSI for all TSS algorithms, resulting in errors below 3 mg/L and 5 mg/L, respectively. However, the number and position of OLI bands are clear restrictions for Chl-a retrieval.
The sensor and algorithm selection need a comprehensive analysis before inland water studies are carried out. In this analysis, the sensor design, in situ conditions (cloud cover, lake size/ shape, and adjacency effects), water brightness (R rs ), and model equation (mathematical operation and fitting model) are the key factors considered.
The methods developed in this study will be applied in the near future under real conditions, in order to investigate the role of each of those aspects on the uncertainty caused by the real noise on bio-optical products.
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