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Sumário 
lnvestigamos a possibilidade e algumas conseqüências dinâmicas de se pre~rar um sistema 
radiação.. matéria (um átomo de Rydberg de dois níveis e um modo do campo eletromagnético 
quantizado) em um estado quântico correlacionado (emaranhado) antes de permitir que estes 
dois sistemas interajam diretamente através da interação de Jaynes-Cummings. 
Esta 'pré-correlação' é realizada manipulando os subsistemas de interesse com o auxflio de 
outros átomos e campos, em montagens utilizando as técnicas experimentais atuai~ de eletrod-
inâ.mica quântica de cavidades. 
Usando estes esquemas, somos capazes de gerar uma classe de estados emaranhados do sis-
tema átomo-campo que jamais se descorrelacionarn sob a ação da interação Jaynes-Cummings 
ressonante -e que portanto não podem ser gerados diretamente a partir das condições iniciais 
fatorá.veis usuais. Introduzindo um conjunto apropriado de coordenadas com base nos autoes-
tados 'vestidos\ investigamos a evolução dinâmica da inversão de população atômica a partir 
destas condições iniciais correlacionadas. Verificamos a ocorrência de ressurgimentos e colapsos 
suprimidos ('trapping' de população }, os quais são explicados pelo uso de uma aproximação de 
fase estacionária. A expressão aproximada permite compreender o 'trapping' como uma man-
ifestação do 'caráter vestido' médio de cada componente do estado inicial. Esta interpretação 
explica um fenômeno semelhante que ocorre em uma classe bem-conhecida de estados iniciais 
fatoniveis. 
xi 
Abstract 
• 
We investigate the feasibility and dynamical consequences of preparing a radiation-matter syg.. 
tem (a two-level Rydberg a tom and a qua.ntized electromagnetic mode) in a correlated ( entan-
gled) quantum state, before allowing these two subsystems to interact directly via the Jaynes-
Cummings interaction. 
This 'pre-correlation' is a.chieved by manipulating the subsystems of interest using other 
atoms and fields in experimental setups using present-day cavity QED techniques. Using these 
schemes, we are able to generate a class of entangled atom-field states which are never decor-
relatcd by the resoilant Jaynes-Cummings interaction, and thus cannot be dircCtly gcnera.ted 
from the usual factorized initial conditions. 
Introducing a suitablc set of coordinatcs bascd on thc 'drcssed' cigem~tates, wc invcstigatc 
the dynamical evolution of the atomic population' inversion starting from these enta.ngled initial 
conditions. We find the occurrence of suppressed collapses and revivais, or 'population trap-
ping' , which are explained by the use of a stationary·phase approximation. The approximate 
expression allows us to understand the population trapping as a manifestation of Çhe average 
'dressedness' of each component of the initial state. This interpretation explains a similar trap. 
ping phenomenon previously known to happen in a well-known class of uncorrelated initial 
conditions. 
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Introdução 
De todas as características pouco intuitivas da mecânica quântica., talvez a mais estranha e 
esquiva seja o emaranhamento de sistemas quânticos. Este conceito, primeiro definido por 
Schrõdinger em 1935 ;em um célebre artigo1 [lJ, diz respeito ao seguinte problema: suponhamos 
que ft,f2, ... sejam sistemas físicos, e que r seja o 'sistema conjunto' formado pela r~união de 
todos eles (por exemplo, podemos pensar em uma cadeia de spins, ou os átomos de um sólido). 
Então dado um estado IW} bem-determinado de r, o que se pode dizer sobre cada subsistema 
r1.r2, ... ? 
Em um mundo descrito pelas leis da física clássica, determinar o estado de r ou os de suas 
partes constituintes seriam tarefas equivalentes. Mas em um mundo quântico o todo, muitas 
vezes, pode ser de fato maior do que as partes. Como observou SchrOdinger, para a maioria 
dos estados de r, não faz sentido atribuir estados específicos a seus subsistemas (a não ser na 
forma de um ensemble estatístico, ou "mistura" de diversos estados possíveis). Reciprocamente, 
fornecer os estados (mesmo que "mistos") de r 1' r 2··· em geral não é suficiente para determinar 
o estado de r. 
As conseqüências destes fatos desconcertantes têm sido debatidas desde então, e ainda não 
foram totalmente compreendidas. Um exemplo é a existência de correlações entre medidas re-
alizadas em sistemas emaranhados mas separados espacialmente. Proposto num (igualmente 
célebre) artigo de Einstein, Podolsky e Rosen (EPR) {2], este problema e suas implicações 
filosóficas têm sido objeto de discussão por gerações de físicos {3]. Para EPR, a previsão de tais 
correlações não-locais era inaceitável, portanto uma evidência da incompleteza da mecânica 
quântica; para explicá-las, seus seguidores, como Bohm [4], propuseram a existência de graus 
1 
'Emaranharnento' (em inglês entanglement) é uma tradução aproximada da expressão alemã ( Verschriinku.ng} 
usada por SchrOdinger. · 
xiii 
de liberdade não diretamente acessíveis à experiência comum, as chamadas 'variáveis ocultas'. 
Enquanto isso, outros pesquisadores, a começar por Bohr {5}, preferiram aceitar o cmaran~ 
hamento e a não-localidade como um fato, procurando adaptar a sua visão de mundo a essa 
nova realidade. 
Devido à falta de evidência experimental capaz de decidir a quest~, durante muitos anos 
o debate a respeito ficou restrito à esfera da filosofia e das "experiências pensadas" (gedanken~ 
experimenta). Então, em meados dos anos 60, J.S. Bell demonstrou que pelo menos alguma.<; 
das posições envolvidas poderiam ser testadas experimentalmente observando~se a violação ou 
não de determinadas desigualdades {6}. Desde então, uma grande quantidade de trabalhos têm 
sido dedicados a desenvolver e refinar tais testes fundamentais da teoria (v. [7J e referências), 
e a realizá-los experimentalmente cm diversos sistemas quânticos concretos (p. ex., [8, 9]). De 
um modo geral, os resultados desses testes têm sido compatíveis com as previsões da mecânica 
quântica, indicando que o fenômeno de emaranhamento quântico realmente existe, não sendo o 
produto de uma falha ou incompleteza na teoria. 
Em parte por este motivo, nos últimos anos o interesse no emaranhamento tem gradual-
mente mudado de foco. Ao invés de procurar testar a validade da teoria, atualmente se busca 
explorar mais profundamente as propriedades do emaranhamento em si (por exemplo, ainda 
não existe uma compreensão satisfatória do emaranhamento de estados envolvendo mais de 
dois subsistemas [10]). Simultaneamente, um grande interesse tem surgido nas suas possíveis 
aplicações, como criptografia quântica [llJ, "teleportação" [12} e computação quântica [13J. 
A razão principal para esta mudança de foco, porém, é o avanço das técnicas experimentais. 
A partir de meados dos anos 80 tornou-se possível pela primeira vez manipular o estado de 
sistemas quânticos individuais (e não mais apenas o de ensembles de muitos sistemas). Também 
passou-se a se poder controlar diretamente a interação entre dois ou mais de tais sistemas. Isto 
abriu assim a possibilidade de se criar um emaranhamento controlado entre eles, e explorar 
experimentalmente as suas conseqüências não-triviais. 
Uma das á.reas aonde estes avanços têm sido particularmente notáveis é a eletrodinâmica 
quântica de cavidades 114]. Neste caso, os "sistemas individuais" passíveis de manipulação são 
de dois tipos: de um lado, o campo eletromagnético quantizado confinado em uma cavidade 
ressonante; de outro, a excitação eletrOnica de um ou mais átomos ou íons. Uma experiência 
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típica [15J consiste no seguinte cenário: um feixe de átomos preparados em um determinado 
estado de Rydberg IW)A (estado com um elétron muito excitado [16J) é enviado através de 
uma cavidade de microondas também preparada em um estado inicial específico 11lf)ç. O esta-
do I~) AC do sistema átomo-campo é assim inicialmente não-emaranhado, sendo representado 
formalmente pelo produto tensorial: 
(O.!) 
Ao entrarem em contato, átomo e campo interagem. Isto implica que os estados fatoráveis 
como j'll'} AC deixam em geral de ser estacionários, e o siste~a composto evolui até um estado 
emaranhado. Em limites apropriados, a interação pode ser escrita na forma de um Hamiltoniano 
de Jaynes-Cummings {17, 18], onde o átomo se reduz a um sistema d~ dois níveis e o campo a um 
único modo ressonante (i.e., a um oscilador harmônico). Este modelo é solúvel analiticamente, 
de forma que é possível controlar com precisão a criação de emaranhamento entre os dois 
subsistemas [19, 20]. Finalmente, após o fim da interação o estado atômico é medido, inferindo-
se daí a dinâmica do sistema. 
Nesse exemplo, bem como na maior parte da literatura, o emaranhamento entre os dois 
subsistemas é geradq exclusivamente pela sua interoção direta. Mas podemos levar esta idéia 
um passo adiante, e perguntar: e se o átomo já estiver emaranhado com o campo antes de 
atravessar a cavidade (portanto 8em que os dois sistemas tenham interagido)? Será isto possível? 
E caso for, quais as conseqüências para a evolução do sistema durante a interação? Estas são 
as questões que abordaremos neste trabalho. 
À primeira vista a idéia soa talvez estranha. Afinal, é evidente que não é possível se criar 
correlações entre subsistemas r 1 , r 2 , ... de um sistema composto r sem a existência de alguma 
interação entre eles. Se o Hamiltoniano total de r for a soma de termos que .agem apenas em 
rl, r2,··· individualmente, e se todas as medidas feitas sobre r forem de observáveis também 
pertencentes a apenas um dos subsistemas, então um estado inicialmente escrito como um 
produto (0.1) manterá esta forma indefinidamente. 
No entanto, não é impossível emaranhar dois subsistemas ft, r2 isolados entre si: basta por 
exemplo que cada um deles interaja independentemente com um mesmo, terceiro subsistema 
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"auxiliar" (r x ). Um exemplo disto ocorre no fenômeno de superradiância j21J, cm qun dois nu 
mais átomos neutros interagem simultaneamente com um mesmo modo quantizado de radiação 
(mas não entre si). É o estabelecimento de correlações entre os átomos, mesmo na ausência de 
interação direta entre eles, o fator responsável pela. amplificação da emissão de radiação que 
caracteriza este fenômeno. 
Nos casos que nos interessarão, r 1 e r 2 representarão um átomo e um modo do campo em 
uma cavidade, enquanto que rx será uma combinação de outros átomos e cavidades. Em geral, 
o estado que resulta das interações entre estes subsistemas não será fatorável como em (0.1), 
de modo que nenhum deles terá um estado próprio bem-definido. Nosso Problema inicial será 
então mostrar como manipular o estado global l-r/1 12x) (sem nunca interagir f1 e f2) de tal 
forma que, ao final do processo, r x esteja desemaranhado dos outros subsistemas: 
(0.2) 
mas também de forma que 1'1/1 12} não seja fatorável. Chamaremos os estados preparados desta 
forma de 'pré-correlacionados'. 
Veremos que tais estados são muitas vezes distintos daqueles que podem ser gerados por in-
teração direta. Desta forma, representam condições iniciais genuinamente novas para a interação 
Jaynes-Cummings. A sua evolução oferece assim uma perspectiva nova sobre A..<J proprieda.rles 
desse modelo. ~ 
A tese está organizada da seguinte forma: 
No primeiro capítulo, introduzimos ferramentas formais e conceituais necessárias para uma 
melhor compreensão do emaranhamento de dois sistemas quânticos, como operadores densidade 
reduzidos, decomposição de Schmidt, entropia de von Neumann e outros. 
Em seguida, fazemos uma revisão do modelo de Jaynes-Cummings para a interação de um 
átomo de dois níveis com um modo do campo eletromagnético. Comecamos por uma. dedução 
do modelo a partir de 'primeiros princípios', passando em seguida a um estudo de suas soluções 
nos limites tanto de ressonância exata como de relativa dessintonia entre átomo e campo. 
Seguimos analisando em maior detalhe comportamentos dinâmicos típicos nestes limites, como 
'colapsos e ressurgimentos' da. inversão atômica (no caso ressonante), c 'defasa.mento' do campo 
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(no limite dispersivo). Concluímos com uma visão geral d.aa ferramentas e aparelhos utilizados 
na investigação experimental do MJC em eletrodinâmica quântica de cavidades. 
No terceiro capítulo, mostramos como utilizar este aparato para preparar estados pré-
correlacionados de um sistema átomo-campo, permitindo em seguida a interação direta entre 
os dois subsistemas. Elaboramos dois esquemas distintos para isto, um dos quais depende da 
realização de medidas e outro completamente unitário. 
Finalmente, investigamos a dinâmica da evolução de propriedades atómicas no MJC a partir 
de estados iniciais pré-correlacionados. Para isto, introduzimos um sistemas de coordenadas 
baseado nos autoestados emaranhados do modelo ('coordenadas vestidas'). Com o seu auxílio, 
identificamos uma classe de estados pré-correlacionados (preparáveis pelos métodos do capítulo 
anterior) que nunca são desemaranhados pela interação Jaynes-Cummings ressonante. Assim, 
garantimos que sua evolução temporal é distinta daquelas a partir de ·condições iniciais fa-
toráveisi igualmente, não podem ser preparados simplesmente por interação direta a partir de 
t!Üs condições. At;1alisam.os o padrão de 'colapsos e ressurgimentos' na inversão atómica a partir 
destes estados iniciais, mostrando sua dependência com respeito às 'coordenadas vestidas'. 
Concluimos com um resumo e breve discussão dos resultados, seguidos de um apêndic~ com 
detalhes dos métodos usados para a análise dos 'colapsos e ressurgimentos'. 
xvii 
Capítulo 1 
Sistemas Quânticos Correlacionados 
Neste primeiro capítulo, introduzimos conceitos físicos e formais ütcis para a d~scri<jàu de um 
sistema quântico r formado por dois ou mais subsistema.~ r) ... rn· o objct.ivu primordial ô 
fornecer meios de quantificar as correlações não-triviais entre estes subsistema,R rmrmit.ida.c; pela 
mecâ.nica quântica. Em capítulos posteriores, esses meios set,:ão aplicados ao si.c;t.nma composto 
átomo-campo descrito pelo modelo de ,Jaynes-Cummings. 
Iniciamos com uma discussão qualitativa da noção de emaranhamento, qtw t.~m um pa-
pel cnnt.ral cm todo cst.c t.rn.halho. Para precisar melhor o conccit.o, recapitulamos ()S pon1.n-; 
principais do formalismo geral dos operadores donsid:uh~, n cm sn,l!,nida introduzimos ottl.m,-; 
ferramentas formais importantes, como os operadores densidade reduzidos c a dccomposif;iifl de~ 
Schmidt .. Essas ferramcutus siio então ut.ilizadas pam uma. auáliso quaut.il.at.iva da.<; c:orrdwJms 
entre sistemas quânticos, baseada em conceitos oriundos da t.eoria da informação, como entropia 
e entropia relativa 1. 
1.1 Sistemas e Subsistemas 
A maioria dos sistemas físicos encontrados na Natureza é ext.remamcute complexo, com nma 
quantidade enorme de graus de liberdade discrct.os e contínuos. De acordo com a mecânica 
quântica, o._c:; estados destes sistemas são descritos de maneira completa pelos clcmcnt.os. eh~ nm 
1 ApresentN;ões mais extensas deSfies diverso:<~ t.ópicos podem ser encont.radas nM rdcrt~ndRs [22, 23, 24, 25. 
26, 27] 
1 
espaço de Hilbert lll formado por funções complexas de todos esses graus de liberdade. 
Esta descrição formal trata todos os graus de liberdade de maneira equivalente. Na prática, 
porém, é quase sempre mais conveniente agrupá~los em subr..ou,iunt;os, cada um associado a um 
subsistema (formalmente, escrevemos III como o produto tensorial llilt ® ... ® IHI, de C'spaço~ 
de Hilbert, e associamos a estes os subsistemas r 1, ... , r" [281). Um exemplo simples, pnrt>m 
típico, é fornecido pelo átomo de hidrogénio: o seu r,spa.r;o d0. Hilbert. completo i'. coust.it.nídn 
pelo prodnt.o de um cspru;o para a varhívd ele~ poRic;iu1 relativa da.'! carga.<;, um para a ele\ l-õpill 
eletrôtli<:o c outro parn. a de spin nudear2 . 
A justificativa para essa divisão é apenas a sua corweniência, empírica ou teórica: cm ruuit.os 
casos, é experimentalmente possível manipular alguns desses graus de liberdade sem afct.ar c>.'i 
out.roo, ou cnt.ã.o isolar alguns ddes c t.ra.t.á~los como sist.cm~u; físicos cm si HJesmos (por exemplo, 
ionizando o elétron, podemos considerar somcnt.c as variáveis elct.rônica.<:~). De fato, é Cf;t.a. a 
razão por q11e dizemos qne o át.omo de hidrogõnio 'é const.ituído' de um prót.on ma.is 11m dót.rou. 
Em outros casos ainda, a divisão é uma maneira de visualizar melhor a ffsic~ do problema (por 
exemplo, os modos de fonons de uma rede cristalina são mais úteis do qne a." r:nonlcmadns dos 
sítios). 
É claro que n mesma ambigUidade quanto à C'~'ico\ha dos subsist.cmns t.muh6tn ocorre nn 
rnecã.nica clássica. É bem sabido que qualquer trausformação canônica dns variávds deixa 
invariant;e as equações de Hamilton; assim, um mesmo sistema clássico pode s1!r d1N:rito por 
várias combinações distintas de parâmetros, e o que é visto como um 'subsistema' ern uru 
conjunto de coordenadas pode não ter cst.c carátcr usando outro. Um exemplo familim $àn a.o;; 
coordenadas normais de um sistema de osciladores, que são definidas como combinar;õcs da.'i 
coordenadas de v:írios osciladores diferentes. 
1.1.1 Emaranhamento de Subsistemas 
• 
Existe entretanto uma diferença crucial entre as d<.>~'icrições clássica e quântica. No primeiro caRo, 
seja qual for o conjunto de coordenadas usado, o sistema é completamente descrito a.tribnindo~sc• 
um valor para cada mnn delas. Os valores de qualquer ont.ro conjuut.o ficam cnt.i\.o sinmlt.nnea~ 
mente determinados, hast.ando !;C aplicar a transformação canêmica apropriada. 
~Pelo menoR para 01! fins de ffsica utômica. 
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No caso quântico, a.<; c.oisas não são tão simples. Para ver por que, suponhamos que f scjn 
um sistema composto de dois subsistemas r 1 e r 2 (por exemplo um átomo e um modo do campo 
clct.romngnét.ico). Então, se lu.) I c lv)2 são estados de ft c r2, o produto 
I 1.11 
descreve llHl estado ele r !lO (}111\l amhos Ol'i SUbRisf.etua.<; t./~111 t.mnhôrn Hill cst.n.f\o hmu-ddinido (í~ 
o ami.logo qmiul.ico da situm.;iül d;í.<;Hica df~Hcrit.a a.dma.}. Assim, dados ohHf~rv;i.vcis A I = A I V) u:l 
c B2 = u. ® B2 pertencentes respectivamente a r I c r 2 ' o.<; RCUS valores eRperadm; .'iatis[a;t,{~IH 
sempre 
(1.2) 
O significado físico dcst.a igualdade surge se lembrarmos que a probabilida•le de~ oht.nw;iio 
de um resultado específico Ài para a medida de um observável O é dada por 
p(A,) =(II, (O)) ( !.3) 
onde II1 (O) é o projetar sobre o autoespaço de O associado no autovalor À; [28). A cq. 
(1.2) implica cnt.ão: 
(I .1) 
Assim, se At c B2 forem medidos simultaneamente, o valor {)liCont.rado para A 1 í~ c.~l.nhstu:n­
mente independente do que é medido para Bz. Outro modo de dCRerovcr ist.o ó di;;;N qlH~ 'niio 
há correlações' ent.re os dois subsistemas. Fisicamente, este tipo de est.ado fa.t.orávcl rcprc.<;cnt.a 
bem então uma situação cm q1w os snbsist.cma.<; tenham sido prcpamrlo.~ de fomw irulcpcruknl.r:. 
De um modo geral, porém, os cst.ndos de r niio têm a forma Rimplcs (1.1): devido ao 
princípio de superposição, se {[v.i)d c {lvj)2 } são bases ortonormais para IHI1 c IHI:.!> então um 
estado arbitrário cm III podo ser expandido em t.crmos da bnse produto { [u.i) 1 ® [vj)2}: 
llk'h2 = Lc~i [ui) 1 ® lui) 2 
i.j 
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( 1.5) 
Nestes casos, não é difícil ver que cm geral 
(1.6) 
e portanto 
p(a;)p(b;) f p(a;,l>;). ( 1.7) 
Vemos então que as propriedades de ri e r2 deixam de ser independentes: nrio {~mais poSflivcl 
atribuir um valor exato para o estado individual de cada subsistema -mesmo conhccendo-:-;e o 
estado global com precisão arbitrariamente grande. Torna-se incorrcto assim imaginar qne (\'>Se 
estado global pode ser determinado atribuindo a cadf;L subsistema propriedades individuais c 
independentes; estas não dão conta das correlações estatísticas implicada.<> pela eq.(1.7). Em 
outras palavras, oH subsistemas rlei:unn de ter umn úlcntúlade prórn"i.a bern-rlr!]inúln. 
Este fenómeno, o emaranhamcnto, ô a.<;.<~im Ue earát.cr puramente qnã.nt.ico: nada :-;mndhaut.e 
pode existir na física clássica, na qual se um sistema tem um estado bem-determinado, to-
das as grandezas - inclusive aquelas pertcncr.ntes a subsistemas de sistemas compost.os -· Wm 
valores bem-definidos em todos os inst.antes. Para compreendê-lo melhor, necessitaremos de 
ferramentas formais c conceituais que permitam precisar melhor o seu sent.ido; est.e P. o ohjct.ivo 
do rest.antc deste capítulo. 
1.1.2 O Formalismo de Operadores Densidade 
Antes de mais nada, vamos recapitular os principais pontos do chamado "formalismo ~\e oper-
adores densidade". Segundo a interpretação mais comumente aceita da mecânica quântica [28], 
mesmo a descrição mais completa possível de um sistema, dada por um 'vetar de estado· cm 
um espaço de Hilbert complexo ]H[, não permite em geral prever com exat.idão o resultado da.<> 
medidas que podem ser realizadas sobre ele. Apenas os resultados possíveis destas IW~(.Iida.<;, e 
as probabilidadP..s de oht.cnção de cada um deles, são hem-dct.crminados. É coJtmm r<~rcrir-s<~ 
a esta propriedade fundamental como o caniter "essencialmente probabilístico'' da mccánica 
quântica. 
Entrct.anto, mesnj,o cst.a descrição probabilística podo ser insuficient.c cm caso • .:; oud(! o 
próprio conhecimento disponível sobre o estado do sistema é incompleto. Podem ocorrer sit.n-
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açõcn P-m qne não sabemo:=; dP.krrninar o t~st.ado C'J;pC!r:ffi<:o cm que o sistema se encon1.r:t, ma:-; 
apenas as probabilidades Pi···11n de ele se encontrar em qualquer um de um conjunto de estados 
ort.onorrnais possíveis ltPJ} ... 11/J.,) . Um exemplo l.ípico :=;e dá quando tudo o que sabemos sohrn 
um sistema é que ele está em equilíbrio t(~rmico a uma det.P.rminada temperatura T; nest.e <"aso, 
podemos dizer apcna:=; que o sistema deve cst.a.r cm um dos seus aut.oest.ado.c; de energia IE1 ), 
com probabilidade dada pela distribuição de Boltzmann 
( E) P(E1) o: cxp - kf (1.8) 
Em casos corno este podemos então dizer que além da 'incerteza quântica' int.ríuscca t.emos 
ainda urna 'ignorância clássica' sobre o estado, análoga àquela existente na mecânica e:-;t.at.ístic:a 
clássica .. 
Precisamos levar ambm; cm conta na hora de fa?,C!r prcvisÕP~<; :=;obre o resultado de medida.-; 
sobre o sistema. Para isso, é Jwccssário uma cont.rapart.ida quâuti<:a para a densidade de prob-
abilidade usada nos ensemblcs estatísticos clássicos: o operador densidade [23, 24, 2!J, 25]. A 
forma deste operador surge naturalmente se exigimos que, dado qualquer observável O, o seu 
valor esperado deve :=;er n. m61lia dos valores esperados em cada nm dos CRtados ort.onormais 
possíveis ltPj) , ponderada pelas probabilidades l'j de cada. um (por hipót.cse, L,.1 l'J = l ): 
(O)~ 2::>, (.P,I o lv,,) 
j 
( 1.9) 
Levando cm conta a ortonormalidade do." C',.Stados possíveis, est.a relar,:fio pode ser rccscrit.n. na 
forma 
(O) L:P' (v,, I (2::: lv,.H>~>.I) o I v,,)~ L:P, (v,. I o l;p,) (V,, I "'•> ~Te (I:P, lv,,) ('1',1 o) 
j k jk J 
Tr (pO) (1.10) 
onde 
P ~ 2:::P; lv,,) (.P,I 
j 
é ent.ão chamado de 'o opcmdor densidade' para o sist.crrm. 
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(1.11) 
Como O ó arbit.nírio, qualquer iufonmu;iio disponfvnl sol1n~ o sist.mna pode ser oht.ida a partir 
de p 1\SatHhJ n c~J- (l.lO). (E111 ]lllrl.icltlar, se~{.\,} fnrc~1n IJS mtl.cJvalcm~s c ln O, a ]JJ"IJIJ:JIJi]ic];Jclc~ 
de se medir o valor Ài é 
P(Ã,) ~ (II;) ~ Tr (pii,) (112) 
onde IIi é o projetar sobre o autocspaço correspondente a Ài)- Por este motivo, é nswl.l rdrrir-HP 
a pcomo o 'estado do sistema'. 
Não é difícil demonstrar a._<; seguintes propriedades de p : 
pé Hermil.iano (P = pt) (113a) 
Tr(p) ~I (113b) 
pé positivo-definido, i.e., dado qualquer estado 11/l), (1/JI p !1,b) ;::: O 
Rcciprocamcnt.c, qualquer operador em .IHl com essas três propriedades pode ser flXpaudido 
na forma (1.11) , com autovctorcs ortonormais{ I1Pj)} e com autovalorcs Pi satisfazendo 
PJ > O 
J 
(1.14a) 
(l.l4b) 
Portanto, um operador a._<;sim pode ser visto como um operador densidade. O seu sentido ffiiicO 
é dado de maneira precisa pelos valores esperados (1.10). 
É evidente que este formalismo inclui como ttrn caso particular a sit.uação cm que o estado 
do sistema 6 de fato completamente bem-determinado. Nest.e caso, a expansão (1.11) se rerl11z 
a um único t.ermo, c p é representado simplesmente pelo operador de projeçã.o 
P ~I'~>) ('~>I, (115) 
equivalente ao ket. !W). Dizemos então que o <'A<;t,ado do sist.cma ó 'puro'. Caso cont.ní.rio (se 
existir mais de um estado possível), dizemos que ele é 'misto', ou que o operador densidade 
ij 
representa uma 'mistura <'.st.n.Ust.ica'. Pode-&~ mcmt.rH.f que 
(l.IG) 
Finalmente, escrevemos a equação que descreve a dinâmica (evolução temporal) rlo operador 
densidade de um sistema quâ.ntico Ha.milt.oniano [23]: 
in8
8 p(f.) =H (t) p(t)- p (t) H (t) = JH,pJ (t) 
t (Ll7) 
Esta equação, conhecida como a equação de von Neumann, pode ser obtida diretamcnt.c a part.ir 
da equação de Schrõdinger (válida para o caso especial de est.ados puros), apenas as.<>umindo a 
linearidade (i.e., que a evolução de uma tuist.ura de dois l'A<>ta.dos seja igual à (mesma) mistura 
das suas evoluções). Essencialmente, é a versão quântica da equação de Liouvillc válida para a 
densidade de probabilidade dos cnsembles nst.atfsticos clássicos [30]. 
A sua solução pode ser cRcrita formalmente em termos do operador de evolução nnit.ário 
U(t), 
p(t) = u (t) p(O) ut (t) (L18) 
onde U (t) satisfaz 
iii%, U (t) =H (t) U (t). (l.ID) 
1.1.3 'I'raços Parciais e Operadores Densidade Reduzidos 
Frisamos acima que dois sistemas quânticos emaranhados deixam na verdade de poder ser 
considerados individualmente, no sentido de que suas propriedades conjuntas não podem t=~cr 
atribuídas apenas às propriedades individuais de um e de outro. No entanto, é geralmente o caso 
de que, experimentalmente, somente observáveis referentes a estas propriedades individuaiA são 
acessíveis à medida direta. Isto ocorre particularmente quando os subsistemas emaranhados 
formam um par do 'tipo EPR', l'.spacialmente separado. Nesse sentido, continua sendo 1ít.il t.er 
um meio de se referir ao estado de cada subsistema individualmente. Isto pode ser realizado 
através dos chamados 'operadores densidade reduzidos', que vemos a seguir. 
Antes de definirmos estes operadores, porém, precisamos introduzir o concoit.o de 't.raço 
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parcial', uma operação que generaliza o traço u,•mal de um operador linear para o ca.90 de op-
eradores que atuam cm um espaço produto da forma lll = ll:it 0 Eh: 
Definição (Traço Parcial): Seja A um operador linear qualquer em 1H1 = Er1 ®lHI2 , e 
{luih}, {lvk) 2} bases ortonormais para IHI1 e lHb. Então, o tro.ço pnrcial sobre IHI2 de A é dado 
por: 
Tr2A = L(Tr2A)ijlui) 1 (1J.jl 1 
i.j 
L ((tt;l, ® (vkl,) A (lu.;) 1 ® lv•) 2 ) 
k 
(o traço parcial sobre lli1 é definido analogamenteJ). 
(1.20) 
Portanto, o traço parcial de um operador em Elt ®IHh é um novo opemdor, agindo cm Iii) oH 
IHI2 conforme o caso. Este operador possui diversas propriedades interessantes, em particular 
• Se A é um operador linear qualquer em lHI = lll1 ® IHI2, c 0 1 um operador linear que .wJ 
nye em H 1, eutfu} 
(1.21) 
Este resultado assume um sentido físico importante quando A é o próprio operador densi-
dade do sistema composto r. Como o vaJor esperado de um observável é dado por (1.10), ent.ão 
neste caso ele nos diz que todos o,<; valores esperados de obseroáveis referentes apen(M o. um 
dos subsistemas podem ser calculados a partir do tmço parcial do operador densidM.e sofwe o 
outro subsistema. Em outra.<; palavras, se só est.amos it1tcrcssados nas propriedades do ~uhsi.<;­
tema r 1, então não precisamos conhecer o operador densidade inteiro, mas apenas o operador 
~Pode-se most.rar facilmente flllC esta definição, fli!SÍlll como a •lo t.rnço nsual, ê indcpendcnt.c ,];v; bases 
escolhidas. ' 
~Thmos aqui alguns ligeirm; abusos de linguagem: em primeiro lugar, operadores em H1®H2 •la forma O, ®h 
são identificados com os seus t.rnços pardais 0 1 (que agem cm H i). Em adição, quando aplicado a um operador 
de H1 ®H2, o sfmbolo Tt1 significa "tomar o traço parcial r.om rellpeit.o a H1"; pm"ém, o mesmo sfmbolo aplicado 
a um operador só de H1 é interpretado como o traç.o usual (numérico} deste operador. 
8 
densidade reduzido dtl r 1' cldinido por 
• 
Pt := Tr2p (1.22) 
Como p1 e sua contrapartida p 2 sintetizam todas as informações referentes apenas a r 1 c 
f2 (respectivamente), podemos interpretá..-los efetivamcntc como os 'estados' destes sub..o;;istcmas 
(os seus 'estados reduzidos', como se diz). De fato, não 6 difícil demonstrar que eles satisfazem 
a todas as propriedades (1.13a- c) necessárias a um operador densidade. É importante porém 
chamar a atenção para os seguintes pontos desta int.erpretação: 
1. O conhecimento apenas dos estados reduzidos não permite reconstruir o f'..Stado original 
p : existem muitos operadores densidade que compartilham os mesmos dois opcradorrn; 
densidade rcduzidoo. (ó daro que, dado.<t Pt r. p2 , o mn.is simples deles é o cst,ado fat.oní.vol 
p = p 1 ® p 2 , mus tlxist.mu outrem que não têm C'A-;ta forma simples). 
2. Em geral, oo operadores densidade reduzidos serão mist.os, rne.•mw quando o e.<Jtado tio 
sistema global r é puro. Em outras palavras, embora possamos ter nominalmente um 
conhecimento completo de r, somos obrigados a admitir uma eerta. ignorâneia. quanto 
à condição dos seus snbsistcmas f1 c f2. Est.c é o preço qnc pagamos por cout.iuuar 
tratando r 1 e r2 como 'sistemas físicos' com idcnt.idade própria, quando na vcrrln.clc cst.a 
identidade é borrada pelo emaranharnento. 
Mesmo assim, pode-se perguntar: eomo pode surgir 'ignorâneia' em uma situação cm qnc 
temos conhcciment.o complct.o? Na verdade, apP.sar de serem descritos matcmn.tieameut.c de 
forma id~ntica, existem diferenças oonc.cit.uais sut.is entre os operadores densidade 'reduzidoo' c 
aqueles que introduzimo..:; na seção 1.1.2 para deserever uma incerteza estatística. Esta distinção 
traz problemas na hora de quantificar a correlação entre os subsist.emas. Retornaremos a 
este problema na seção 1.2.2, após termos introduzido mais algumas ferramenta."! conc.cit.nais 
necessárias. 
1.1.4 Estados Relativos e a Decomposição de Schmidt 
Vimos acima que se {lukh} e {lv;)2 } são bases ortonormais para os espaços de est.ados dos sub-
sistemas r 1 e r 2, então um estado puro arbitrário para o sistema composto pode ser expandido 
em termos da base pioduto {luk)1 ® Jv;) 2 }, na forma geral: 
I'~') I,= L Ckj iuk)I ® !vj)2 . 
kj 
(1.23) 
Esta expansão pode sempre ser reescrita de forma a ressaltar os estados de base de um do,<.; 
subsistemas (por exemplo r 1) : 
(1.24) 
Nesta última expressão, 
(1.25) 
é o chamado 'estado relativo' (normalizado) de juk} 1 [31]. O seu significado é imediato: se 
medirmos um observável 0 1 de r 1 cujos autovct.ores (não degenerados) sejam os elemento..<> 
da base {juk)d, então para cada resultado encontrado o sistema r2 será projetado no estado 
relativo Jrk}2 correspondente. 
Evidentemente, para cada escolha de base em r1 a expansão (1.24) de JW) 12 será distinta, 
e mudarão também os estados relativos correspondentes. De um modo geral, estes não serão 
ortogonais entre si, de forma que o conjunto {lrk} 2} não será o conjunto de autovetores de um 
operador Hermitiano de JHI2 . Assim, não é possível em geral interpretar a projeção de r2 sobre 
lrkb devido à medida de Ot como significando a medida simultânea de algum observável 02. 
Entretanto, existe um resultado matemático simples e elegante, provado originalmP-ntc por 
E. Schmidt. cm 1907 [32, 23, 27], segundo o qual, dado o estado puro composto IW} 12 , ó sempre 
possível encont.rar uma ba.•••e especial de r 1 de forma que os seus est.ados relat.ivos formem 
também uma base ortonormal de r 2 : 
Teorema 1.1 (Decomposição de Schmidt)5 : Dado qualquer vet.or IW) 12 em um <'Bpa.ço 
r'Demonstmções em [27, 33]. 
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produto t.enRorin.llii1 <X>IHI2, cxiHI:em hmlf$ ort.onorma.iH{Iu.k) 1} nm ill1 ~~ { lv:;)2} ~~frl IHh ('h<~:·.:~·:-; 
de Schmidt'), t.ais que llll) 12 pode ser decompost.o na forma 
I"')" = I>• l"•h ®[v,), (1.2G) 
k 
onde L:k l>..kj2 = 1; ~somatório se estende até a dimensão do menor dos subespaços IHI1 e IHh 
(caso haja um menor). 
A decomposição de Schmidt permite visualizar com maior clareza a natnre:~,a do cmaran-
hamento expresso em um estado (puro) de um sistema composto. Na expansão (1.26) ,cada 
estado jiík)2 de f2 é o estado relativo ao elemento j1i.k} 1 da base de Schmidt de r 1, c vicc-v<~rsa. 
Assim, se U 1 c V2 forem observáveis de f 1 c f2 diagonais nas rf'..spect.ivas bases de Sdnnidt. (c 
não degenerados), a medida do valor de nm implica imcdiat.ament.e no conhecimento do valor 
do outro. Estes paras de 'observáveis de Schmidt.' caracterizam então da maneira mais dident.c 
possível o emaranhamento de IW} 12 (podemos dizer que eles são mu.ximamente co'IT'Clacionrulos 
[22[). 
A obtenção das bases de Schmidt para um dado estado pode ser vista algehricarnentc como 
cada uma das bases de Sdunidl: diagouali:~,a o opf~nulor di!IIHidade reduzido do suhsiHI.I:ma 
correspondent.e: 
L i!l•l' [.t,), (.t,l, 
k 
L j!l,[2 [v,) 2 (v,[ 2 
k 
(1.27a) 
(1.27b) 
Estas expressões permitem distinguir alguns fato.<> importantes, válidos para estados puros em 
geral: em primeiro lugar, o.<; espectros de ambos o,<; opcmdores dcnsidatle reduzidos são idêntu:os. 
Assim, qualquer f1mção do estado que só dependa deste espectro, (como a entropia, que veremos 
na próxima seção) tem o mesmo valor em ambos os subsistemas. A partir de.<; te fat.o, e lembrando 
ainda que a soma na decomposição se estende até a dimensão do menor dos snbcspaços, vemos 
também que se dois si.~tcmas de dirncnsõc.~ tlesi,q1uâ.~ estria emaranhado.<;, o mimem de (:,<;lrtdos 
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do sistema maior efetivamente envolvidos não pode passar da dimen.'lão do .~istema menor·. 
Assim, um sistema de muitos, ou mesmo infinitos, níveifl int.eragindo com outro dr doi::. nfvri~ 
também ocupa., no máximo, dois estados ortonormais cm qualquer instante. 
Outro resultado, de certa forma recíproco a estes, é o seguinte: dado qualquer estado p 1 
do menor dos subsistemas (digamos, rt), sempre podemos encontrar um e..<>tado pum l1jl} de r 
tal que p 1 = Tr2 (j1,b} ('1/JI). Para isto, basta escrever p 1 na forma diagonal (1.27a) (o qnc sempre 
pode ser feito), e então, escolhendo uma hase ort.ornormal qualquer cm r 2 , escrever mn efil.ado 
na forma de Schmidt~ (1.26) 6. Uma conseqüência útil deste fato é: dado um est.ado p arhit.rário 
de qualqner espaço de Hilbert lHI, sempre podemos encontrar um outro efipa<;o de Hilbert IHI' c 
um estado puro IV>) em lll&llll' tais que p = Trw (IV>) (,PI) . 
Finalmente, frisamos que uma decomposição como a de Schmidt não existe em geral para 
estados mist.os. Isto pode ser compreendido facilmente com;iderando qne os diversos ant.orf!f.ado.<; 
de um operador densidade mist.o t.criio cm geral cada mn lnLScs de Schmidt r1ifcn~nte8. Por 
est.e mot.ivo, também não ó possível estender a decomposição para o caso em que há t.rüs ou 
mais subsistemas r 1 .•. r n, mesmo se o estado global for pnro. Podemos é claro encontrar uma 
decomposição rcagfupando os subsist.emas em dois conjuntos ft e f2, (por exemplo ft =r, 
e f 2 = r 2 ® ... ® f 11 ), e obt.eudo uma base de Schmidt. cm carla um d0$S('B dois. Porí~m, como 
vimos acima, os est.a.do.'l nxlmddos dr: ft c f 2 serão em gr:ral mist.o.<;, d{! rnmlo que niio podPmo.<; 
redividi-los em novos snbr-.onjuntos c continuar o processo. 
1.2 Correlação e Entropia 
Caracterizamos acima o cmara.nhamento de dois subsistemas como nma perda das suas iden-
tidades individuais em favor de suas propriedades conjuntas. Outra forma de dizer isto é que 
um estado global da forma (1.5) contém mais informação do que a que pode ser obt.ida apen:u; 
olhando (medindo) cada subsistema separadamente. A informação 'adicional' est.á coutida uas 
propriedades conjuntas, ou correlações, dos subsistemas, m; quais são assim tão fisicamente reais 
r;Reparamos que o mesmo procedimento não pode em geral ser feito com o subsistema maior, visto (JHC o 
número de vetores de base necessários para escrever o estat.lo composto na forma de Schmidt seria maior do que 
a dimensão do outro subsistema. 
12 
quanto as variáveis individuais familiares da física clássica7 . 
Nesta seção, procuramos quantificar de forma precisa essas idéias de informar;ão c corrdm,;iio 
contidas em um estado, fornecendo medidas diretas do emaranhamento de dois subRif>t.ema.'l. 
1.2.1 Informação e Entropia 
O conceito-chave da t.crmodinfunica c física c..<;t.atística !30] é a entropia.: é ela qnc mede a 
'quantidade de desordem' de um sistema, e é em termos do seu crescimento que se exprime a 
fundamental Segunda Lei. Aqui também faremos uso c.entral de um conceito qu0. dmrrnucrnm; 
de 'entropia', definidQ de maneira essencialmente idõntica à desses casos familiares. Eutrctan-
to, o ponto de vista que utilizaremos estará mais próximo daquele pro~nientc da Tcor'i(l da 
Informação !34], na qual entropia significa não 'quantidade de desordem', mas 'quantidade de 
falta de informação'. 
Definição (Entropia de von Neumann): Dado um operador densidade p, a Sl\A. entropia 
de von Neumann !23] (ou simplemente entropia) é dada por 
S(p) = -Trplnp (1.28) 
Esta quantidade mede a im~~~rt.f!:m qnnnt.o ao Jln}prin r!Stndn rlo .<li'ilr!mrt. Isto pod1~ sm vif'ito 
lembrando qne todo operador densidade pode ser diagonalizado na forma (Lll), ~portanto: 
S (p) ~ -I>; lnp; 
; 
(1.2~) 
É fácil ver que esta quantidade vale zero se e só se o estado for puro8 ; ainda, caso a dimensão do 
sistema seja finita(= N), S (p) assume o seu valor máximo(= ln N) apenas na condição de máx-
ima ignorância (p = j,ll ). A entropia fornece portanto uma medida direta da pureza do estado 
7 Evidentemente, em ífsica clássica também pode haver correlações estatfsticas entre as propriedades de dois 
sistemas, mas apenas. quando a descrição llestes (Jitimos é ineompleta (dada por distribuiÇtles de probabili-
dade). Neste caso, as correlações reHctem npcna.~ a ignorA.ncin do obser\fl\dor, podendo Vlttiar clc ocordo ~:om o 
conhecimento deste t11timo. Ncstn scnt.ido, clns não possuem existência objetiva. 
~Consideramos aqui O·lnO =O (pode-se mostrar f.'l.Cilmcntc que lim xlnx = 0), de modo que S(~ é Sl11l1Jl«' 
·-' bem-definida. 
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p9 • Vale ressalt.ar que ela não ê um observável, ma.<; uma função do P-.'ltndo r(~spr~dfieaiiJI!Ut.!!, 
uma função dos autovalores do estado). 
Além dessas propriedades aparentes, a definição acima implica em diversas outras, sendo 
algumas peculiares e outras decididamente não-triviais10 . Citamos abaixo duas que serão úteis 
neste trabalho: 
• Conservação Temporal: Se a evolução do sist.cma for unitária (i.e., descrita pela eq. 
(1.18)), oo aut.ovalorcs do operador dcnsidn.dc não se alt.0ram; assim, a entropia dt! vou 
Neumann se mantém constante: 
' 
S(p(t)) - -TrU(t)p(O)Uf(t)lnU(t)p(O)Uf(t) 
- Tr U (t) p (O) UI (t) U (t) (lnp(O))Uf (t) 
~ -Trp(O)lnp(O) ~ S(p(O)) (I.:! I) 
Este resultado é talvez um pouco surpreendente (dado que em geral se espera que a entropia 
aumente), mas é fácil de ser compreendido quando se vê que processos Hamiltonianos são sempr(' 
microscopicamente reversíveis. O mesmo não ocorre porém com a entropia de subsistemas: a 
sua evolução temporal é em geral não-Hamiltoniana, c sua entropia irá então poder variar com 
o tempo. 
• Convexidade (vide [22, 26] 11 ): Se o estado p for escrito como uma soma convexa de outros 
operadores densidade (p = Í:i À.:ptoonde Ài ~O e Í:i Ài = 1), então: 
(1.32) 
11 Existem outras medidas de pureza, como a quantidade 
{=1-Tt·~ (1.30) 
que também se anulam cm estados puros c as.'iumem n va.lor maximo na condição de máxima. iguoráuda. 
A entropia é a única destas que p088ui ainda outras propriedades importantes, como sttbaditivido.de [26] 
(v. seção 1.2.2). 
H1Uma coleção exaustiVA. de propriedades desta e de outras 'entropias' ê apresentada no artigo de revisão de 
Wehrl [26] 
11 Wehrl (e a maioria dos autores!) chama esta propriedade de concavidade. Aparentemente, há uma iLwcrsãn 
nas definições usadas para funções côncavas e convexas. 
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O significado físico dP..st.a propriedade é claro [35]: construir um ensemblc cst.at.f:.t.ico a 
partir da soma convexa de outros significa perder informação, pois daclo um elemento do 
ensemble conjunto já não somos capazes de dizer de qual dos ensemblno;; odgin11is ele veio. 
Também é conveniente introduzir o conceito de entropia relativa [36]-: 
Defini<,jão (Entropia Relativa): Se p eu são dois operadores densidade qnaisq\.H'f, ent-ão 
definimos que ~ entropia de u relativa a p é: 
S (ui p) = Tr p (ln p -!nu) ~ - Tr plnu- S (p) (J.:l:l) 
Pode-se mostrar (v. apêndice A) que S(u[p)!:: O, com igualdade se c só se p = u. E.o;;ta 
quantidade pode ser vista assim como uma espécie de 'distância' entre estes operadores12 . 
1.2.2 Correlaçõ~s entre Dois Subsistemas 
Armados com o conceito de entropia como medida de falta de informação, abordaremos agora 
a questão de como quantificar a correlação entre dois sistemas emaranhados. Para realizar isso, 
partimos da idéia intuitiva de correlação: se dois sistemas estão correlacionados, entRo é possível 
obter informação sobre um deles medindo observáveis do outro; ainda, esperamos que QlJanto 
maior for a correlação, maior deve ser a quantidade desta informação 'mütua' disponível. Por 
outro lado, precisamos também levar cm consideração que nem toda a_ informaf;ào dii-iponívd 
cm um estado global diz respeito às correlações entre os subsistemas: parte dela se rdf!re apmuu; 
às propriedades individuais de cada um. O nosso problema consiste portanto no seguinte: da.do 
um estado do sistema composto, como distinguir a 'informação mútua' nele contida daquda 
que só diz rcspeit.o ~~ mtd~~ subsh,;terna'! 
Como vimos na scçiio 1.1.1, esta informação mútua se manifesta experimentalmente nas 
correlações C'-Statísticas cnt.re os valores medidos de pares de observáveis (um de ca.da subsis-
tema). Entretanto, assim como a incerteza a respeito do valor de um observável particular não 
reflete a impureza total de um estado (pois depende apenas de parte do operador densidade), 
as correlações entre um par específico de observáveis jamais são capazes de refletir toda a cor-
1 ~Esta 'distância' não deve ser entendida no sentido geométrico, visto que P-ia niio obedccrJ a propric(ladrJs 
básicas, como por exemplo comutatividade: Em geral, 8 (,.I~ i= 8 {!1" ). 
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relação entre os dois subsistemas. Para isto, é necessário introduzir um índice de correla.r;iin 
independente de observáveis, de modo análogo à entropia de von Nenmann. 
Para ver como isto pode ser feito, vamos primeiro examinar as relações ent.re a entropia de 
um sistema comP:osto e as entropias de sP.us subsistemas (ou 'ent.ropias reduzida...,'). No caso 
de haver apenas dois subsistemas, estas relações são sint.ctiz~la.<; pela chamada desigualdade dr> 
Araki-Lieb [37] (demonstração em [22, 261) 
Teorema 1.3 (desigualdade de Araki-Lieb [37]): Se pé o operador densidade de um 
sistema composto, de dois subsistemas, e p 1, p 2 são os operadores reduzidos desses subsistema.<;, 
então: 
(1.34) 
Este resultado merece ser examinado em algum detalhe: em primeiro lugar, é pn<;sfvr:l 
mostrar que, a igualdade no lado direito desta expressão ocorre se e só .~e p = p 1 W p 2 • A 
• 
interpretação desta propriedade da entropia, conhecida como aditividade [26] 6 simples: em um 
estado fatorável não existem quaisquer correlações ent.re os subsistemas; assim, as incertezas 
sobre cada um dos seus cst.ados (reduzidos) são independentes, c portanto a inccrt.eza t.ot.al 
deve ser a sua soma. Notamos que, mn termodinâmica c física e:=;t.at.fstka de equilíbrio, r>:Sta 
propriedade 'extensiva' da entropia é em geral assumida como válida, baseado na idP.in de que os 
sistemas em quest.ão estão cm equilíbrio térmico com uma energia de interação muito pequena. 
Aqui, porém ela em geral não será v-álida, vist.o que os P..stados normalmente não sPrào 
fatorávois. Ao invés disso, vale a desigualdade no lado direito de (1.34), conhecida eomo a pro-
priedade de snbaditi11idade da entropia. Podemos interpretá-la do seguinte modo: a incert.c7.a 
(ou 'falta de informação') no estado total deve ser menor do que a soma da..:; incertezas indi-
viduais de cada subsist.ema, vist.o que, além das informações referent.es a cst.c>~<; subsistema.<;, o 
estado total contém t.ambém a informação 'mlitua' refcrent.e às correlações ent.rc eles. 
Comparando as propriedades de rulit.ividadc e suhfulit.ividade, vemos qnc a qnnut.ir\ad(~ rln 
correlação entre os dois sist.cmas pode ser definida t.omando-sc a (li/crença entre a informação 
contida no estado composto p c aquela contida na s11a 'part.c fn,toní.vcl' p 1 0 P2 : 
Definição (Índice de Correlação 'de von Neumann'): Dado um sist.ema composto de 
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dois subsistemas, definimos o fndice de Correlação entre os subsistemas como 
lN= S(p1) +S(p2)- S(p) (1.35) 
Naturalmente, esta definição se justifica devido às suas conseqüências serem intuitivamente 
satisfatórias. Para começar, a subadil:ividade implica que este índice é sempre positivo, e a 
aditividadc que ele se anula se e .'JÓ liC o estado for fntorável (como seria desejável). Outro 
modo de ver isto é notando que [26J: 
(1.36) 
O índice de correlação ê assim também a entropia relativa entre o estado completo e sua parte 
fatorável - portanto neste sentido mede o 'quão longe' o estado está de ser fatorávcl. 
Podemos obter outras propriedades deste índice examinando o lado esquerdo da desigual· 
dado de Araki-Lieb: notamos que, se o estado for puro (S(p) = 0), então S(p.) = S (p2 ) (o que 
confere com o resultado obtido anteriormente (eq. 1.27a), usando a decomposição de Schmidt). 
Neste caso, portanto, .. 
(1.37) 
e o índice se torna essencialmente a entropia reduzida dos subsistemas. Em qualquer outro 
caso, o lado esquerdo da desigualdade de Araki·Lieb implica: 
(1.38) 
Agora, vimos anteriormente (seção 1.1.4) que, se r1 é o menor dos dois subsist,ema.<J, então dado 
qualquer operador densidade p 1 sempre é possível encontrar um estado puro global p' tal que 
p1 = Tr2p'. Como 2S(p1) 2 2min(S(p1),S(p2)), vemos então das expressões acima que, 
dado qualquer cst~o misto p para o sist.cma composto, sempre podemos encont.rar um csbulo 
' puro p' com índic~ de correlação maior, ou pelo menos igual. Neste sentido, os estados puros 
são em geral mais correlacionatlos que os mistos. Em particular, o estado mais corr_elaciorw.do 
poss(vel é um estado puro em qne S(pJ) assume seu valor máximo [38]. 
Podemos ligar este ült.imo fato ao seguinte out.ro: um estado refl.uzido .'JÓ pode ser puro .~e o 
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ctfttuln !Jlolml fm· /t~tm'á11cl. Ist,c' Jloc lt) ser vist.o fa,:.r.nndcJ S(p1) = O ll:t ch~sigualdacle clt! A mki- Li,~ I 1, 
e vendo que nesse caso IN = O. Chegamos assim a outra constatação importante: a criação de 
correlações entre subsistemas necessariamente implica no surgimento de ignorllncia quanto ao.5 
seus e:Jtados individuais. 
Correlação versus Emaranhamento 
Apesar de possuir estas propriedades intuitivamente agradáveis, o índice de correlação {1.35) 
deve ser interpretado com alguma cautela. Recordamos que no caso de um estado global puro 
(S (p) =O) o sistema está em princípio completamente determinado, de modo qne qualquer 
indefinição quanto aos subsistemas se deve apenas ao emaranhament.o entre eles. Neste easo. 
lN representa claramente uma medida deste emaranhamento, já que é proporcional à entropia 
reduzida. 
Quando passamos a admitir alguma ignorância quanto ao e.<>tado completo (S (p) >O), as 
coisHR ddxam elo ser t;iio simpln,"l: agont, part.c da ituldiuic;iin quaut.o aos I!Sbuln"l l"l!dll:.'.idos :-;,~ 
deve à própria ignorância sobre o estado global, nada tendo a ver com correlaçôes quânticas. 
Para ilustrar o problema, consideremos por exemplo o seguinte caso extremo: 
• 
p -
onde (.PI .P') ~ (if>l <!>') ~ O 
~ (l>t)l (>th 0 I<P), (<PI,+ l>t')1 (vil, 0 1<~>'), (<t>'l,l 
{ P1 ~! (I.P), (.PI1 + l>t'), (,YI,) P2 ~ ! (1<1>), (<PI,+ I<P'), (<P'I,) 
(1.3'Ja) 
(1.39b) 
Neste caso pé não fatorâvel, p1 e p 2 são mistos, mas não podemos dizer que os subsistemas 
estão emaranhados. A situação é exatamente a mesma de um cara-ou-coroa: se um dos subsis-
temas (lados da moeda) está no estado 'linha' (cai virado para cima), o outro necessariamente 
esta 'no estado 'sem linha' (cai virado para baixo). É evidente assim que esta correlação (dit.a 
'clássica') nada tem a ver com emaranhamento, refletindo apenas a ignorância sobre o sistema 
como um todo. 
Apesar disto, o índice de correlação é positivo: 
lN (p) ~ 2ln2 -lu2 ~ lu2 >O (IA O) 
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Desta forma, concluímos que nao podemos Remprc int.erpret.a.r lN (p) como uma medida de 
emaranhamcnto. De fato, o problema de como distinguir a.o;; partes 'clássica' e 'quã.nt.ica' d11 
correlação no caso de estados mistos em geral ainda está em aberto [lO] . 
Para garantir então que o índice lN meça apcna.<J correlações genuinamente quântica._<;, va-
mos nos ater de agora em diante aos estados puros dos sistemas globais que estudaremos. 
Desta forma, usaremos de forma equivalente as expressões 'não-fatorâvel', 'correlacionado' c 
'emaranhado' para nos referir a tais estados. 
Capítulo 2 
, 
Atomos e Cavidades: o Modelo de 
Jaynes..:cummings 
Introduzimos agora o chamado lmodelo de Jaynes-Cummings' (MJC) (17, 18], o qual será o 
cenário para o restante deste trabalho. Este modelo é o mais simples usado para descrever a 
interação entre o campo eletromagnético e a matéria (átomos) de uma forma completamente 
quântica (i.c., quantizando não apenas os átomos, ma.•:; também o campo). Nele, o 'campo' é 
descrito por um único modo normal; ainda, apenas uma t.ransição atómica (ressonant.c ou quase-
ressonante com este modo) é levada em consideração, efetivamente reduzindo o átomo a um 
sistema de dois níveis. Assim, no fundo o MJC descreve praticamente o exemplo mais simples 
de dois sistemas quânticos distintos interagindo: um oscilador harmônico (campo) acoplado a 
um sistema de dois níveis (átomo). 
Apesar desta aparente simplicidade conceitual 1 este modelo se revela extremamente rico 
e interessante: em primeiro lugar1 dentro de aproximações convenientes ele é um caso raro 
de um modelo quântico solúvel analiticamente. Mesmo assim, suas soluções são de modo 
geral não-triviais, apresentando uma s(!ric de comportamentos a princípio pouco intuitivos, ma.'> 
muito elucidativos da intimidade da rclaçiio entre a radiação e matéria. Em segundo lugar {e 
talvez mais importante), apesar da idealização do modelo, suas previsões podem ser diretamenl,c 
testadas pela experiência (v. scção 2.4). Por est.es motivos, o MJC é o cenário ideal para o 
estudo do cmaranhamcnt.o de dois sistemas quânticos. 
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2.1 O Han;Iiltoniano de Jaynes-Cummings 
Vamos começar dl\ndo nma indicação de como se deriva o Hamilt.ouiauo ele intc~nu.;iio do f\tJ.JC. 
Dado que este desenvolvimcnt.o encontra-se bem descrito em diversos livros-texto (r~.g., [39. 4.0] 
(ver também [41]}), tcnt.arcmos evitar uma dedução excessivamente detalhada, conccnt.rando-
nos nas idéias principais. 
2.1.1 O Campo Eletromagnético Quantizado no Vácuo 
Antes de mais nada, recordamos como o campo elctromagnético no vácuo é quantizado. É pos-
sível mostrar (e.g., [28, 42]) que, escolhendo coordenadas apropriadas, as equações de Maxwell 
(clássicas) podem ser reescritas {no gauge de Coulomb) como uma coleção de osciladores har-
mónicos livr<'.s c dcsacoplados {o..o; chamados 'modos normais' do campo). Qnn.nti:;o;ando f'n'lSes 
osciladores da maneira canónica, o campo eletromagnét.ico quântico pode ser descrito (de forma 
segundo-quantizada) através de um operador para o potencial vetor: 
(2.1) 
Nessa expressão, Ãm (i1 dá a dist.cibuição espacial (normalizada) do m-ésimo modo normal, Wm 
a sua freqUência e â!,., ã_ são os correspondentes operadores de criação e aniquilação (bosôni-
cos)1·2. A partir do potencial vetar, podemos obter os operadores dos campos elét.rico e mag-
nético 
Ê (r') ~ L [amEm (r')+ a). E;:, (r')] 
m . 
(2.2a) 
i{ (i') - L [amRm (i')+ a), R;:, (i"J] (2.2b) 
m 
1 Ã.., (f') é um vctor, não um operador. O conjunt.o { Ã,. (T)} forma. uma b8$ ortonormal para as funr;ÔP.~ 
vetoriais definidas na região de q11antização (de volume V). O operador 11etorial Ã (f') age no espaço de Hilbert. 
formado pelo produt.o direto dos espaços de cada modo no ponto T. É bom frisar que para cada ponto T do 
espaço real existem espaços de Hilbert e operadores de campo independentes. 
2 Por simplicidade; evitamo!! denotar explicitamente a polarização e a clireção de propagação dn ea<la modo, 
agrupando todas as propriedades que distinguem os modos no •ínico fndice m. 
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onde 
(2.3a) 
(2.3b) 
A energia contida no campo é escrit.a da forma 
(2.4) 
Portanto, ela ê dada pela soma dos operadores números de excitação Nrn = atnarn de cada 
um dos modos, vezes o correspondente quantum de energia lkvrn (e acrescido da energia de 
ponto-zero !lkvrn). 
Os aut.ocst.a.Uos <-li! energia do <:ampo são 1mtíin :urunl<~<; <l:t forma produto direl.o 
IW) = ®ln...) (2.5) 
rn=l 
em que o modo 1 tem 111 excitações, o modo 2 tem n2 c assim por diant.c (estados de Fock). 
(A sua energia, dada pela (2.4) é L:m (nm + !) t1Wm ). Associamos estas exdt.:u;ões com o 
número de fótons em cada modoJ. Um estado geral do campo pode então ser descrito por uma 
superposição da forma: 
= 
IW) = C.q,n2, .... ® lnm} · (2.G) 
m=l 
Vimos que a cada modo corresponde uma unidade ele energia (lk.Jm)· Os valores permitidos 
para Wm são determinados pela geometria da situação: no caso do espaço livre, por exemplo, 
todos os modos são permitidos, e as sua..'> energias formam ttm contínuo. Esta situaçiio pode 
ser radicalmente modificada se introduzirmos condições de cont.orno sobre os modos, utilizando 
por exemplo superfícies condutoras (onde idealmente o campo deve se anular). Na presem;a d<~ 
tais 'cavidades'4 , a quantidade de modos acessíveis pode ser reduzida a 11m con.innto discreto. 
:1Portanto, o operador de criação a~ cria um fóton no modo m., c o operador de aniquilação am rnnli;'.a o 
oposto. 
~É 1\~;õllal (\euotar-sc supcrffcir.s condut.ora.o;; por 'cavichulr.s', inclcpendcntc clo fato d(! das rnJJ;lolmrr.m ou nii.o 
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com energias llWm bem separadas. Como vemos a seguir, Pn'lta discretização afcta de [orma 
fundamental a interação do campo elet.romagn6tico com átomos neutros. 
2.1.2 A Interação entre o Campo Eletromagnético e um Átomo Neutro na 
Aproximação de Dipolo 
Suponhamos agora que o campo f',steja cm contato com um átomo neutro. Na ausência do 
campo, este átomo 6 descrito por seu próprio Hamiltoniano eletrônico Hál.mno• com ufveis de 
energia discretos j'l,b.úr;. Ao considerar a interação entre átomo e campo, vamoo no.<; restringir 
então a modos com freqüóncias nas faixas ótica e de microondas, que são da mesma ordem de 
freqUências de transição entre esses níveis atómicos, c t.ambém correspondem a comprimentos de 
onda grandes o suficiente para possibilitar a construção de cavidades ressonantes de tamanho 
apropriado (v. seção 2.4.2). Mesmo para os campos ót.icos, esses comprimentos de onda, na 
faixa de O.S~1.m, são muito maiores do que as dimensões atómicas típicas (da ordNH de lÂ ). 
Assim, para a interação átomo-campo só interessará o valor de Ã {r') na posição fiJ do centro 
de massa atómico. Pelo mesmo motivo o átomo assume, do ponto de vista do campo, um 
carátcr puntual, Hignificando qnc os dct.alh~ da sua dist.ribuição int.crna de carga (dada por 
uma expansão em momentos multipolares) podem ser desprc.,ados. Podemos eonsiderar ap,~wts 
o primeiro termo ·não-nulo desta expansão: como não há carga excedente (o átomo é neutro), 
em primeira aproximação o seu carátcr é de um dipolo puntual. 
A energia de interação do átomo com o campo pode ser então modelada a partir da fórmnh1 
clássica para um dipolo j1 cm um campo P..xt.erno 
Hint = -ji · Ê(f'o) (2.7) 
(onde agora 
(2.H) 
é o operador momento dipolo atómico6 ). Isto leva ent.ão a um Hamilt.oniano total para o sist.r.ma 
algum volume de espaço.(14] 
r.Estamos interessadoi apenas nos estados ligados. 
6 A 11oma é feita sobre todas as cargas do sistema atômico 
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átomo-campo da forma 
(2.9) 
onde Hcampo e Hint são dados pelas (2.4) c (2.7) e Háf.omn é suposto conhecido.7 . 
Qualquer que seja a forma exata de Hátomn, cm geral ele comuta com o operador de paridade 
(Hátamo (r') =~torno (-r')); assim, como o momento de dipolo j1 tem paridade negativa (pois ó 
proporcional a operadores de posição), os seus elementos de matriz diagonais na hasP. de energia 
se anulam: 
(2.10) 
Portanto, usando {2.2a), a energia de intcração pode ser escrita na forma: 
(2.11) 
O problema completo descrito por esta interação é virtualmente impossível de ser resolvi-
do analiticamente de forma exata. Todavia, uma simplificação considerável pode ser feit.a se 
notarmos, usando teoria de perturbação, que a._c; tmnsições mm prolmbilidndc significat.h<l c!P 
ocorrer serão aquelas que ligam P..Stados degenerados do Hamilt.ouiauo sem int.c~rm;Ho H 0 . Sc~ndo 
assim, cada estado atómico 11/Ji) só é a.coplado significativamente aos modos do campo que sejnm 
ressonantes ou quase-ressonantes com transições 11/li) +-+ IWi) (de freqUência Wij): 
H;nt"'-LL [f(wm -w;;) (íi.; ·Em(f'o)) I.P,) (<i>; I ®am +h.cj 
m if:.j 
• 
onde f (wm - Wi.j )é próximo de uma função /). 
(2.12) 
Mesmo com esta aproximação, o problema cont.inua não sendo solúvel analit.icament.c se~ 
houver um contínuo de modos do campo com freqUências em t.orno de cada Wij. Como foi 
mostrado há muito tempo por Weisskopf e Wigner usando métodos perturbativos [43], neste 
7 Esta. indicação um tanto ad hoc da forma do Hamiltoniano geral de interaçiio pode ser substanciada atrM·ês 
de uma dedução de 'primeiros princfpios', i.e., partindo do La.grangeano completo do sistema átomo-('.ampo, 
obtendo os momentos canõnicos à. la. Dirac, etc. (42). A dedução envolve uma série de pontos bi\Stante delicndns, 
mas é possfvel reobtcr uma interaçii.o da forma (2. 7) em primeira ordem. 
24 
caso para tempos snficicnt.cmcnt.c longos o át.omo sofre o chamado dr!cn.imenf.o r!sJmnltí.nm: 
mesmo na presença do vácuo do campo a população do nfvel atõmico superior de cada transição 
decai exponencialmente. Ao mesmo t.cmpo, os modos do campo com fn'!c(iiêndas w,.. ~ w,1 siio 
populados (com um pico de intensidade no modo cxatament.c ressonante c nrn_a. largura de 
• 
freqUências inversamente proporcional ao t.empo de decaimcnt.o). 
A situação muda radicalmente quando os modos acessíveis são discrl"!t.b•;ados, por exemplo 
pela introdução de superffcies condutoras ideais [44J: se a separação entre as energias d('.SS('-8 
modos for suficientemente grande, cada transição atõmica 11Pi} +--+ 11/Jj) estará próxima da 
ressonância com no máximo um deles8 . Suponhamos assim qlle um determinado.par de níveis 
atómicos je} e lu} tenha uma freqUência de transição quase-rf'-Ssonante com a de algum modo 
permitido, e também que as outras transições desses níveis permitidas pelas regras de sclcçâo 
estejam todas longe da ressonância. Se o átomo for preparado com população nào-df'.sprezfvd 
apenas nesse par de uiveis, então somente o modo correspondente será excitado. Podemos então 
desprezar todos os demais níveis e modos, c descrever o sistema átomo-campo simplesmente 
como um sistema de dois níveis acoplado a um oscilador harmónico! 
A forma do acoplruncnto pode !ler obtida de (2.12) eliminando--se os somat.órios!J: 
(2.13) 
onde 
u+ = Ie) (gl; u- = lg) (e I. (2.14) 
são os operadores de 'levantamento' e 'abaixamento' at.ôrnicos e 
r.>.= -!1,, ·E (i'o) = -11;, ·E. (rol =-(c I P.lg) ·E (i'o) (2.15) 
~Na realidade, toda superfície condutora apresenta alguma dissipação, o que leVR a uma 'largura finita de linha· 
(pelos mesmos motivos daquela que ocorre no decaimento espontâneo) [45, 46). Em outras palavras, ao invés de 
uma freqüência ressonante idealmente discreta para cada modo, existe sempre na· prática um intervalo pequeno 
e continuo de freqUências acessíveis ao redor do valor ideal). Para que este intervalo possa ser despre7.arlo. " 
os modos considerados como essencialmente monocromáticos, é necessário que a sua largura seja extremamente 
pequena com relação A freqUência do modo. Isto impõe grandes dificuldades experimentais para a ronstrur;ô.o de 
cavidades aonde os efeitos re.c;sonantes possam ser obscrVR{los (v. seção 2.4). 
!!Também eliminamos o fndicc m das quantidades referentes_ ao campo, pois a partir de agora sô cstarmnos 
preocupados eom um úuico morlo. 
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é a constante de acoplamentolll. Desta expressão e de (2.3a), podemos ver a.'!SIIll que 11 in-
tensidade do acoplamento depende do momento de dipolo entre os dois níveis, do volume da 
cavidade e da distribuição espacial do modo no ponto onde o átomo se localiza. 
O Hamiltoniano completo do sist.ema é dado pela cq. (2.9): 
(2.16) 
Aqui, Wa é a fre<tilêucia dn t.ransição at.bmica e Wc a. frcqiif:ucia do modo qna.o.;e-n~o!IIUil.l' 
(wa ~ wc)· O zero de energia foi escolhido de forma a eliminar a energia de ponto-zero do modo, 
e também de forma a que os níveis atómicos relcvant.I'A<i t.r.uham energia..<; simótri<:as (= ±1l!W,.). 
O Hamiltoniano atómico Hátmnn na base {fe}, fg)} fica assim 
I I ( I Hóto= ~ 2/iw• (je) (cl-la) (gl) ~ 2'""• O (2.17) 
portanto proporcional à matriz de Pauli CT:r. nesta base. A partir de agora, nos referiremos ale) 
e fg) como os níveis 'excitado' e 'fundamental' do átomo, respectivamente. 
Este é o chamado 'Hmnilt.onia.no de .Taynes-Cnmrniugs', na sua forma completa [17]. 
2.1.3 Interpretação e a Aproximação de 'Onda Girante' 
Apesar da forma simples atingida para o Hamiltoniano (2.16), ele ainda é insatisfal.ório tanto 
do ponto de vista prático (no sentido de que é ainda insolúvel de forma exata) como tamhém 
do da consistência com as hipóteses qne já fizemos. 
Para compreender por que1 vamos examinar o sentido físico dos t.ermos presentes na int.cr-
ação (2.13). Notamos inicialmente que os operadores _atômkos u+ c u- podem. s1~r int.crprc-
tados de maneira semclhant.c aos operador!'~'> de criação c aniquilaçiio para o eampo: da sna 
definição (2.14), vemos que a aplicru;ão deu+ ao estado at.ômico fundamental leva ao r~xcitado 
(u- = (cr+)t realiza a ação inversa) 11 • 
Podemo..<; ver então que l'..xist.em dois t.ipos distintos de t.ermos em (2.13). Aqueles de forma 
111 Note que, como temos apenas um modo em um ponto do espaço, podemos sempre escolher Ê(f'o) de forma 
que >. possa ser tomado real. 
11 Estes operadores atOmicos são mais apropriadnm(Jntc interpretados f.omo opera1lorcs ,j,~ 1:riação c ani1111ilaçiio 
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a+ a e u-at t.êm o efcit.o dn t~xdtitf 11m dm; sisl.cma.'i ao mesmo t.mnpo mu que dt~st.n·,,~rn uma 
excit.;u;ão do ont.ro; n~pn~'itmt.am a."iHim proeessos cm que o átomo absorve um f6t.on ~~ .'H! t~xcil.n, 
ou então emitenm fót.on c se desexdta. Por outro lado, aqueles de forma <T+af c <T-a respt!d.i-
varnente criam e dcstróem uma excitação cm ambos os sistemas, representando assim processos 
em que o átomo se excita emitindo um fóton, ou se desexcita absorvendo um fóton! 
Como estamos assumindo que o modo do campo c a t.ransição atômica cm questão são 
quase-ressonantes, os termos do primeiro tipo ('ressonantes', ou 'girantes') ligam níveis que são 
aproximadamcnt.e degenerados de acordo com a parte 'não-interagente' do Hamiltoniano (Ho). 
O mesmo não ocorre com os termos do segundo tipo, ('não ressonantes', ou 'contra-girantes') 
os quais ligam est.ados que, cm Ho, têm uma diferença de energia h (wa + wc) » h (wa - w,) . 
Agora, como já vimos acima, se o acoplamento for suficientemente fraco f'..speramos que 
est.es termos ligando estados não res .. 'ionaHtes forucçam uma cont.ribuição pequena com respeito 
à dos ressonantes. De fato, para mantermos a consistência com as aproximações qne já fizemos 
(quando eliminamos termos possivelmente menos não-ressonantes do qut~ oS que temos agora) 
vemos que 6 necessário eliminar a parte não-ressonante de (2.13). 
Outra maneira de argumentar pela validade desta aproximação é passando o Hamilt.ouiano 
(2.16) para a representação de interação. Neste caso, é possível mostrar [47] que, na nova forma 
do Hamiltoniano, os termos 'giruut.es' dão origem a coul.ribuiçõcs lentamente oscilant.es oJW 
o t.cmpo (com freqHêuda Wa - Wc "' 0), enqnant.o os termos 'coul.ra-girant.es' osdlam com a 
freqüência w0 + Wc (portanto m1lit.o mais rapidamente). Assim, os SflUS efeitos dflvern em n1édia 
interferir dcstrutivament.e, não contribuindo significativamente para a evolução. 
A partir de agora, e em todo o restante deste trabalho, vamos nos rest.ringir apenas aos 
termos gimntes (realizando a chamada aproxima.ção tle onda gimnte). Assim, o Hamilt.ouiano 
que nos interessará para o sistema átomo-campo é: 
(2.18) 
fenru/Jn~co.~, visto que satisfazem relações de tmticomut.açií.rHia forma 
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Uma dJ,scussão mais detalhada dos efeitos dos t.crmos cont.ra-girautcs, incluindo eondic;ôes 
mais espeCíficas em que eles podem (ou não) ser desprezados pode ser encontrada f!m [41] e 
referências lá citadas. 
2.2 SQ!ução do MJC na Aproximação de Onda Girante 
Após a rea.lização de todas f'.ssas aproximações, o MJC se torna solúvel de maneira exata. Como 
o Hamiltobiano (2.18) não é fatorávcl cm um produto de operadores do campo c do átomo, 
já podemos esperar que os seus estados eF:tacionários também não sejam escritOR HP..st.a forma 
simples: teremos assim autoestadoo ernamnhados. 
Podemos ainda notar qne, na ausência dos termos contra-girantes, vale a lei de eonservnção: 
(2.10) 
onde 
(2.20) 
Notando qÚe u+u- é diagonal na base {je),]g}}, com autovalores 1 e O m'!pectivamrmte, 
podemos ver que o operador Ne:~: mede o 'número de excitaçõe.."'' do sistema, dr.finido como o 
número de fótons no campo, mais 1 (O) se o átomo está no estado excitado (fnndnrncut.al). A 
lei (??) exprime assim rigorosamente a idéia de que, para ~ada fóton dest.rufdo no campo, o 
átomo deve ser excitado, e vice-versa12 • 
Assim, é fácil _ver que cada estado fatorável da forma 
lc) ® ln) = le n) (2.21) 
' só é acoplado ao ~orrcspondente ]g n + 1}; desta forma, HMJC pode ser diagonalizado sr)pa-
radament.e cm cada um dos subespaço.•• IHI,. (2-dimensionais) gerados por est.ef' doi~ est.a.do.c.;. A 
única. exceção é O estado fundamental lg, O} , em que não há nenhuma cxcitaçii.o uo sistema. 
11 É importll.lltc notar que, no cont1·ário de N.,.,, niio há mn gera.\ a. conscrvn.çRo da 'energia' dada pdos l.!•nuo~ 
não interagentcs de HMJC (Ho = H.uomo + H~<>m.po = ~tlW1111., + alallwc). Esta <Jilantin. só 1:mnut.a r:o111 o 
hamiltoniano no caso de haver T/lssontincia exata (wa = wr.), fj1111.n<lo elA se re.:\uz cssenc:ialmcntc n um Jlllilt.ipln 
de Ne.,.. 
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Este estado não se acopla asHilll a JH'!nlmm oul;ro, {~ ô eh) próprio nm aut.oe~t.ado de HAt.u:, de 
energia -!liwa (o único autocstado fatoráve1) 13 ! 
O processo de diagonaJização fornece cm cada IHin os seg11int.es aut.ocstados (v. por exernplo 
, [39, 47])o 
onde (<n E (0, m 
e 
[n+) 
[n-) 
sin (<n) [c n) + cos (<n) [g n + 1) 
cos (<n) [c n) - sin (<n) [g n + 1) 
COS (en) = Ju;.n- 8) 2 H!?, 
!1n 
sin (En) 
V(b.n- 8)2 +·n;, 
-!1n 
=O> tan (2<n) = - 8-
!ln = 2~v'n+I 
As energia..<; correspondentes são: 
(2.22a) 
(2.22h) 
(2.2:la) 
(2.23b) 
(2.23c) 
(2.24a) 
(2.24b) 
(2.24c) 
(2.25) 
Vamos agora analisar o significado físico dcst.a solução: vemos primeiro que, de fat.o, o~ 
autocst.ados ln±) siio cm geral emaranhados. Neste t:a .. o;;o, como vimos uo capít.nlo 1, não 
podemos mais at.ribuir um estado (puro) bcm-rlcfinido para o átomo ou para o campo. Por 
ucaso ma.nt.ivésscmo.q os termos contra-girantes, cst.a diap;onalilm.ção Rimples já ni"-.o m~nrreria. vist.o qw• o 
Hamilt.oniano t.runb(~m dcsr.revc processos em que o átomo se cx,:ibl emitindo nm f6ton - o qom •~viclcul.r•uu,nt.•• 
não CO!l!ierva o mlmcro de cxdtaç()()s! 
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est.e motivo, é costume se referir a eles como representando um át.omo 'VP.stido' pelo campo 
(são conhecidos então como 'estados vestidos'). É bom lembrar que, juntamente com o estado 
fundamental IY O) , os estados vestidos formam uma base completa pnra o espaço de Hilbert do 
sistema át.omo-cnmpo. 
Para cada valor de n ~ O, a decomposição dos c~=>tados veRtidos em t.P-rmoR da ha."ic fat.onlvd 
{le n), lu n + 1)} depende, (via o ângulo en) do parâmetro 6, que mede a diferença, on ticssiu-
tonia, cntn~ 8."1 freqU~ucias do ~Homo c do campo. Para compreender o :;;ignifkado fi<l.<; divnrfia;; 
quantidades acima, convém examinar alguns casos-limite <le 6 fisicamente relevante:;; (c qne 
serão particularmente importantes nos próximos capítulos). 
2.2.1 Limite Ressonante 
Em primeiro lugar, vamos ver o que ocorre quando ât.omo c campo cst.ão em ressoufuwin. r:ndn 
1 
ln±)= J2 (lc n) ± lg n + 1)) (2.26) 
Portanto, neste caso '"os estados vestidos t.êm pesos iguais cm cada um dos elemcnt.os da hmlP 
fatorável {I e n} , jg n + 1}} de Ein. O operador densidade reduzido atómico wpre._<;mlta assim o 
estado de total ignorância: 
PAT = Trcampo (ln±) (n±l) = (o! o_l) (2.27) 
Isto significa que estes estados são maximamcnt.c correlacionados, no sentido de que o índice 
de correlação de von Ncumann14 (eq. 1.35) ossume o seu maior valor possível: 
lN (J71.±)) = 28 Átonw = 2lu 2 =lN umx· (2.2H) 
(Lembramos que quando um sist.erna composto é formado por dois subfiist.ema.<; de t.nmauhu;; 
designais, é a dimen:;;ão do menor qnc det.()rmina o valor máximo da correhu;fio). Observmuo~ 
1 ~Mcdido aqui pela entropia 1·cdm~ir\a, já tjltC t,()mos 11m cst.H.<Jo pnru. 
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ainda que, como os estados vestidos são autoest.ados, então se o sistema átom0-campo for 
descrito por um deles esta condição de máxima correlação se mantém durante toda a evolução 
temporal. 
Vamos examinar agora a energia (2.25). Se {j =O (:. Wa = Wc = w), temos: 
(2.2U) 
CWio niio houvesse intcração entre o !Ít.omo e o campo, os cst.aclrm fatoní.vcis {I e n) , I!J n + 1)} 
seriam autoestados degenerados do 1-Iamilt.oniano 
I Ho = -hwt:r,., + ataliw 
2 (2.30) 
com energia (n + !) /Jw. Portanto, o efeito da interação de Jaynes·Cummiugs pode ser visto 
como um levantamento dessas degenerescêncins, introduzindo uma separação de 2li.Xv'n + 1 = 
lifln entre os níveis contidos em cada subespaço En 15 . Obtemos assim uma intcrpret.açÃ.o para a 
freqUência On (a qual, por razões históricas, é c.onhccida como a 'freqUência de Rabi' (v. seção 
2.4.3)). Vale notar que cst.e cfeit.o é análogo à separação que ocorre ent.rc a._<; frcqHl'!ucias dos 
modos normais de um sist.nma formado por dois osdladorCR idênticos acoplados (dá."'skos 011 
quânticoo) [28[. 
Out.ro modo de ver isto é observando o efeito dinllmico desta separação rmtrc oR níveis: 
suponhamos que o sistema átomo--campo sP.ja preparado com o átomo no est.ado cxcit.a.d6, 
e o campo com um uümero. n de fót.ons (est.ado le n)). Caso não houvesse intcração, uada 
aconteceria: este estado já seria um autocst.ado. Na presença do Hamilt.oniano do M.JC, porP.m, 
ele é acoplado com la n + 1) . Expandindo lc n) na base (2.26) de autoestados c considerando 
as energins (2.29) ~ vemos qnc a evolução temporal a part.ir deste estado 6 dada por 111 : 
1
'' Notamos que a separação entre os níveis cresce comJ'R. 
11
' A partir deste pOnto, e no restante deste trabalho, vamos ll8sumir que a coqstante de ncoplamento >. é 
positiva, o que implica n .. > O. Evidentemente, todos os re~mltados podem ser adaptados imediatamente para o 
outro caso. 
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•( +')w!( (f!nt) .. (f!•t)1 ) = e-~ n 2 cos 2 le n)- 'tSlll 2 g n + 1) (2.31) 
Portnnto, neste caso o estado oscila periodicamente ent.re [e n) e lg n + 1) , com freqUência 
!ln (note que quando !?r = 1r o f'~'>t.ru:lo retorna à condição inicial lc n) a menoS de uma fnse). 
Podemos enxergar isso como uma troca de energia periódica entre o át.omo e o eam pn, novament-e 
semelhante à que ocorre entre dois osciladores harmónicos rcssonantes17• 
O carátcr qtu1ntico dC'.st.a troca fica bem caracterizado notando rpw, por um lado, ;u; frcqllôu-
cias de Rabi disponíveis são discreta.~ - uma conseqüôncia direta da granulariclaJ.c do campo 
quantizado, o qual só pode conter número.'> inteiros de excitação. Por out.ro lado, podemos 
ver também que a oscilação persiste mesmo no caso de nm campo inicialmente no estado de 
vácuo. Neste caso, o sistema como um todo tem uma única excitação ((N=} = 1), e oscila entre 
[e O} e lu 1} com freqUência no = 2>.. (vemos assim que a oonstant.e de acoplamento À fornccP. 
a frcqUêncin. de Rabi 'do vácuo'; t.odns as outras frcqllôndas de Rabi são nnHt.iplos, 1~111_ g1~ral 
irracionais, desta fundarnent.al). Em comparru;ão, nenhuma oscilação ocorro uo caso do át.omo 
estar tambóm inicialmente no seu estado fundamental: como. vimos, o estado lu O) é um estado 
estacionário18 
Evolução Temporal na Representação de Interação 
A evolução temporal de um estado puro ]1/1) arbit.nl.rio pode ser cscrit.a de forma mais eonveui1mt.n 
passando da rcpn!Senta.ção de Schrüdinger para a. repr-esentação de intcração [28], realizando a 
seguinte transformação unitária sobre os estados c opmndorcs: 
A - Am (t) = cxp (~Hot) Acxp ( ~iHot) 
IV') ~ I.P(t))l!l ~ exp GHot) IV') 
(2.32u) 
(2.32b) 
17É fácil ver da ~I· (2.25) que, qllll.ndo clnixamos a r.ondir;íio rle ressonânciA., os papéis d~ n .. passam a Sf'T 
desempenhados por 6.,., rJIIC é conhecida então como a 'freqUência de Rabi genera1i7ia.da'. 
1M Esta última característica não persistiria se incluíssemos os termos contra·girantes, visto qun lll\tjttclc caso 
seria possfvel um átomo simultaneamente emitir um fóton ~ se nxcit1u • portanto, o estado lu O) deixaria de ser 
estacionário. 
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Em particular, nesta representação, o Hamiltoniano do MJC tem a forma 
HRI (t) = exp (~Hot) {Ho + Hint.) cxp ( ~iHot) =li.>. ( u+aexp (ibt) +u-at cxp ( ~i6t)) 
(2.33) 
Notamos que, para dP.Ssint.onia nula (b = O), Hint. é invnria.nte pela mudança de n~pn~sen­
t.ação (i.e., Ho é uma constante do movimento). Neste caso, os ant.ovctorcs de Hn1 são (a 
menos de nma fase ch~peudnnk do t.mnpo) ns nu~smo:-; r~s1".ados vn<;t.idos da rr~p. rir~ Sdtriiclilt)!,r~r: 
(2.:!4) 
mas agora com energias: 
(2.:!5) 
(o estado lu,O)Il/ passa a ter mcrgia zero). 
Desta forma, dado um est.ado puro gc~ral para o sistema át.omo-campo, ('.o:;crito na forma 
IV> (O)) = c_, I!!, O) + I>n± ln±) (2.3G) 
n=O 
a sua evolução t.emporal na representação de int.eraçiio será: 
= 
IV> (t)) RI = c_1 lg,0) RI+ 2: C~± exp ('fi,\ty'n +i) ln±) RI (2.37) 
n=O 
Alternativamente, se expandirmos 11/J (O)) em termos dos estados fatoráveis 
= 
IV> (O)) ="-I lg,O) + 2: a, I c, n) +I>, I!J, n +i) (2.38) 
n=O 
a evolução pode ser <!Hcrit.a: 
= 
I v> (t)) 111 = c_, I!J, O) JU + 2: [a, cos (-lt,;;;:+l) - ii>, sin (-lt,;;;:+l) ]h n) 111 + 
= 
+ 2: [i>, cos ( -\t,;;;:+!) - i.a, sin ( -lt,;;;:+l) )lg, n + i) 111 (2.39) 
n=O 
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As freqUências dos diversos termos são proporcionais a yti", port.anto cm gr.ral nrlo silo 
corrtet1Stt1Ú1Jci.~ (a razOO cut.rc duas freqill'mdas elo Rabi, ~ ll cm gorai !liii lllÍJw~ro irra-
ciona119). Por esta razão, a evolução tompora.l sorá.uii.o-poriódica para a maioria da,._ condic.;ôm; 
iniciais. 
2.2.2 Limite Dispersivo 
Além dn condição de rossonlluda, 6 int.l~fl'~'isant.e cxamiunr t.arnbôrn o limH.c opw;to, m11 ql\f~ 
o átomo c o campo estão relativamente longe da ressonância [48]. Essendalrrwut.c, vfuttn"l 
considerar o limite cm que 6 » On para todos os valores de n relevantes cm nm determinado 
estado. Este limite deve ser tomado com cuidado (não podemos simplesmente fazer 6 - oo) 
pois, para nos mantermos consistent.P..s com as hipóteses feitas durante a derivação do modelo. 
6 não pode se afastar muito de zero cm comparação com a.'l freqUências da ordem de w,t c~ Wc. 
A discussão a seguir assumirá, portanto, que os nst.ados e os acoplarncnt.os cm questão sejam 
tais que 
(2.40) 
Como veremos na scção 2.4 adimtte, essas condiç(lCS podem ser hem sat.isfeit.as na prática. 
À medida cm que a df'$sint.ouia anmf)nt.a, cspf)ramm que haja uma dific~uhhuh~ crnsc:rmtr~ 
para átomo c campo int.eragirmn de forma construtiva. lnt.uitivament.e, se 11m deHses sist.1mHL'i 
tem freqUência natural de evolução muito maior que a do out.ro, é de se r~srwra.r qtw quaisqm~r 
efeitos de iutcrac]ão sejam 1m. môdia dm;t.rnfdo._.-.; ('rwemge.fl 01LI. ') a.o longo da .. "l muit,as oscihu.;ües 
do sistema 'mais rápido'. Para ver o que ocorre no nosso caso, vamo.'> considerar h >> n, Ha 
expressão (2.24c) para ~n : 
(2.41) 
Considerando então apenas os dois primeiros t.ermos dl.".sta expressão temos, de (2.25) : 
li! Existem é claro casos particulares em que duM freql\ênci11.11 são comensurll.veis. lst.o ocorrn quando n.' + I I' 
n + 1 forem ambos quadrados perfeitos. 
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(2.42) 
Portanto: se 6 > O (wa > Wc) 
E "'( o)IU.J ±!: ±liA2 (n+1) 
n± n + l c 2wa Ó (2.43a) 
e se 6 < O (wc > wa) : 
E -( 1)•· li liA
2 (n+l) 
n± ....., n + O ffWc =f 2Wa =f Ó (2.43b) 
Observamos ainda como os autoestados sa.o afctados: subst.ituindo (2.41) em (2.23a, b) 
temos, para {j > O : 
(2.44a) 
(2.44b) 
Podemos ver que as primeiras corrcções sobre os autoest.ados são de ordem bem menor do 
que aquelas sobre as energias (como se esperaria considerando-se que, quando ti é grande, 
a intcração deve se comportar como nma perturbação). Tomando então OR antor.Rtados cm 
ordem 7..ero, temos, para 6 ~o~. cos (en):::;: o, sin (en):::::; 1, e portant.o 
ln+) "' le n) 
ln-) "' -lgn+l) 
De forma semelhante, pode-se mostrar que, para 6 < O, temos em ordem zero: 
ln+) "' 19 n + 1) 
ln-) "' le n) 
(2.45a) 
(2.45b) 
(2.4üa) 
(2.4Gb) 
Assim, no limite dispersivo os aut.oestados do sist.ema volt.am a ser est.ados fatorávr>i:o.;. Para 
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Figura-2-1: Entropia reduzida dos estados vestidos ln±) 
se ter uma idéia da precisão das aproximações envolvidas, podemos traçar a entropia reduzida 
dos estados vestidos com respeito à razão~~ j (v. fig. 2-1). Podemos ver que, para /J;;/ = 10, 
temos S (ln±)) ~ 0.02, o que corresponde aos valores 0.99853 e 0.0542 para os coeficientes de 
ln±) na base {le n) , 19 n + 1)}. Portanto, mesmo para estes valores os estados reduzidos são 
praticamente puros (e BBSim, como vimos no ca.p. 1, o estado global é praticamente fatorá.vel). 
Neste limite, a interação de Jaynes-Cummings age portanto como uma perturbação, se resu-
mindo a deslocar os níveis de energia dos estados estacionários do Ha.miltoniano sem interação . 
• 
Notando as correspondências (2.45a,b) e (2.46a,b), e comparando com as expressões (2.43a,b) 
para a energia, podemos ver que, para qualquer sinal de 6, estes deslocamentos são dados 
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E(le n)) ~ 
E(lg n)) ~ 
onde as energias 'não perturbadas' são 
•'(I )) . hJ.'(n+ 1) H r.n 11 + () 
fi>.2n 
E(I!J n))0 - - 6-
E (I c n))0 h - ttfiWc + 2Wa 
E (lg n))0 li = nl'iwc - 2Wa 
(2.17a) 
(2.47b) 
(2.18a) 
(2.48b) 
É interessantP. notar que, para cada dupla {I c n), lg n) }, os deslocamentos se dão sempr~ cm. 
sentidos opostos: se 6 > O, os estados se afastam, c se 6 < O se aproximam. Em outra.~ palavra.c;, 
podemos dizer que a presença de n fótons na cavidade desloca a freqUência de transiçií.o at.ômica 
de uma quantidade: 
•. ( )- J.2 (2n+l) 
UWeg n - {j (2.49) 
Essas propriedades podem ser resumidas escrevendo um Hnmilt.oniano de int.cra(;ci.o cfdivo, 
válido neste limite : 
(2.50) 
Fica claro então que, ao cont.nírio do limite ressona11te visto acima, neste caso não ocorrem 
trocas de excitação êntrc o átomo e o campo (podemm ver que niio apenas o nlimero t.ot.al de 
excitações Ne:r. é conservado, como também o mímcro ata flc fótons do campo e o 'mímr.ro dr 
excitação' atómico u+u- comutam separadamente com H~~c)- Assim, H~~c conmt.a com 
a parte nã.o-interagent.c (Ho) do Hamiltoniano t;ot.al (2.9) ; isto significa então que, a exemplo 
do Hamiltoniano (2.33) na ressonância, o Hamilt.oniano cfctivo (2.50) mantém a sna forma 7Ul 
representação de intcr-ação. 
Os deslocamentos (2.40) t.ambêm pode ser visto do ponto do vista oposto: se consid0rarmo." 
1nNotn.mos que cst.!l .regra inclui corrctamcnte o estado run(\nmcntalln O), o qual nii.o snrrc fJHnlquer dPs\o{"n-
mcnto dcvirlo !\ intcrnçiio. 
dois níveis, como IY n) e IY n + 1) que diferem pela adição de um fót.on no campo, a sua. dif(m!TH;a 
de energia, dada por {2A7n) é 
li>.' b.E(Ig n + 1) , 1.9 n)) ~ IU.J0 - T (2.51) 
Podemos interpretar que o fóton 'extra' de IY n + 1} carrega a energia li (wc - Y) ; assim, deste 
ponto de vista é a presença do átomo que desloca a freqUência ressonante da owú[,:ulr. de nma 
quantidade igual a t;. 21 • É possível fornecer uma interpref.ação física interessante para est.Cfi 
resultados fazendo uma analogia com a teoria clássica de dielêtricos em cavidades [141: deste 
ponto de vista, o átomo pode ser considerado como um meio material dispersivo, cuja presença 
na cavidade desloca as freqUências da radiação. 
2.3 Condições Iniciais e Evolução Temporal 
Uma das atrações do MJC é a sua rica variedade de comportamentos dinâmicos. De acordo 
com as condições iniciais do sistema átomo-campo e com o grau de dessintonia outro O.<; (lois 
' subsistemas, diferenças marcantes podem surgir na evolução dos diversos observáveis. Nesta 
seção, procuramos dar nma idéia desta riqueza at.ravés de alguns exemplos rclevant.n<; 
2.3.1 Observáveis atômicos 
Nas montagens experimentais envolvendo átomos e cavidades (v. seção 2.4), cm geral os ob-
serváveis atômico., são os mais diretamente mensuráveis. Assim, neste trabalho vamos no..'> 
restringir ao estudo da dinfunica destas propriedades, não abordando outros aspect.os impor-
tantes do MJC, como a evolução da C'.Stat.fst.ica de fót.ons do campo, das correlações entre ob-
serváveis do átomo e do campo, e assim por dianl~c (referências de est.udo..<; destes temas podem 
ser encontradas em [18]). 
Na verdade, como o espaço (te PA<>bulos atómico só t.cm dua.<; dimensÕCf>, não cxh.;tcm rnuitr)}; 
observáveis atómicos independentes. De fato, o operador densidade reduzido pode ser rcpre-
H Em inglês, este fenómeno é denominado 'cavity freqtumcy ptdling'. 
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sent.f\llo IU\ bm.;e {I(~), ln)} por nma matri;, 2 x 2: 
PA (t) = [r., (t) 
r,,(t) 
p,, (t) l 
r,, (t) 
(2.ó2) 
com apenas trts variáves reais independcntfls: Re (Pe_q), lm (Peg) P. f'ec {como Trp = 1, p
1111 
= 
1 - Pee)· Assim, os valores médios de apenas três observáveis 8ão snfidrmtes pa.ra dP.t,,~nninar 
Uma escolha conveniente para esses t.r<::s são os operadores de Pauli ux, tTy, O" :r;. Os prinwiros 
dois determinam os termos não diagonais de PA (t), e o llltimo os diagonais: 
• 
{u:r:) - Pee- Pyg = 2Pce- 1 
(2.ó3a) 
(2.53b) 
A interpretação física destes operadorf'.s pode ser obtida sem dificuldade: os primeiros dois 
são proporcionais às partes real e imaginária do momento de dipolo atómico nestP. suhe.o;paço. 
como pode ser visto se lembrarmos que este operador não possui termos diagonais (cq. 2.10). O 
terceiro mede a inversão de população ,ou seja, a diferença entre as probabilidades do átomo cst.ar 
no cst.rulo excitado e no fuuda.mcut.al. Na sc~qillluda. dost.e trabalho, vamos estfJ.T pn~ocnpados 
basicamente com cst.c ült.imo olmcrvl-i.vcl, cnja evolução temporal dc.';crcve 1\ ma11cira çomo o 
campo cxcit.a e df'.sexcita o át.omo ao longo da sua intcração. 
Atenção: de agora em diante, salvo mênção explícita do contrário, todos os 
observáveis e estados estarão na representação de interação. 
2.3.2 Colapsos e Ressurgimentos n~ Evolução Ressonante da Inversão Atômi-
c a 
A evolução temporal da inversão no caso de ressonância entre átomo e çampo (6 =O) pode ser 
obtida a partir da solução geral (2.39) para a evolução do est.ndo inicial (2.38): 
= 
(<Tz) (t) = 2 L la . .,eos (>.tv'n + 1)- il•.,sin (>.tv'U+l)l' -1 (2.ó4a) 
n::O 
= 
-jf;_,f2 +L (fn,.f2 -fb.,.l2) CtJf:i (2.\f.~) + 
,.,o 
+2 Im (u;,bn) sin {2>.tvn+T) (2.ó1h) 
onde usamos a normalização 
' L lanl2 + lbnl2 = 1-lc-112 (2.55) 
n=O 
Em particular, se no instante inicial o átomo está completament.e excitado (bn =O): 
IV> (t =O)) = I c) A® I•Mc (2.56) 
ou completamente de!'iexcitado (a,.:: O): 
I.P(t =O))= I9)A ®IV>) c (2.57) 
(i.c., inversão inidal máxima, cm módulo), n admit.indo ainda por sirnplicidmle c_ 1 =O, cnl:iio 
a série acima se reduz a 
= 
(uz) (I.) = ±L P(n) e<m (2Avn+lt) (2.ó~) 
••=11 
onde P (n) = j(n f,P)f 2 é a tlistr'ibuiçã.o inicial de fóton.<; para o campo. 
Assim, llC'..Stcs casos é f'.-Sta distribuição que dct.crmina a .. <; caractcrfst.icas dinâmicas da inver-
são. Por exemplo, no easo do campo estar inicialmente cm nm P..Stado de mímero (P (n) = ÓmnL 
a evolução se torna pcriôdica, com a frcqiiência de Rabi Om corre._<;pondentc. 
Como foi primeiro notado por Cummings [49], no caso de uma distribuição P (n) abrangendo 
muitos vaiare.'> diferentes de n a situação muda radicalmente. Os termos que evoluem de acordo 
com as várias freqüP.ncias de Rabi interferem entre si, com o resultado de que a inVf~rsão cai 
rapidamente a zero (on 'colapsa'). 
Contudo, desde que a distribuição P (n) não st:ja muito larga, este colapso não é permanent-e. 
De fato, foi apontado por Ebcrly ct al. [50, 51] que existirão inst.ant._i~s mn que o:-; tenHo;-; 
mais import.a.ut.cs <ln dist.rihniçíio rmt.ram cm fase; •w.stas horas, ocorm IlTH 'rcs:mrp,irmml.o' 11a 
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Figura-2-2: 'Colapso' e 'ressurgimentos' na inversão atómica para um átomo inicialmente ex-
citado e um campo iniclamente em um estado coerente com Jal = 5. (Figura retirada de [52!) 
inversão. Assumindo que P(n) tenha um pico simples em n =fi.:::> 1, os instantes t~c em que 
ocorrem estes eventos podem ser estimados considerando-se que a diferença de fase entre as 
contribuições com n ao redor de n seja um múltiplo de 2'11" : 
2k7r (2.59a) 
(2.59b) 
Um exemplo típico e importante {fig. 2-2) ocorre quando o estado inicial do campo é um 
estado coerente22 Ja), com distribuição de fótons Poissoniana 
~ n 
la) = exp ( -lal') ~~ln) (2.60a) 
22Estes estados bem-conhecidos do campo quantizado possuem uma grande quantidade de propriedades im-
portantes {vide e.g. (40]). Por exemplo, são os estados que melhor descrevt~m um campo de radiação cld.ssicc. 
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~ P (n) = exp ( -lal') ~~:· ; li= lal2 (2.60b) 
Podemos ver claramente na figura que, após uma oscilação inicial rapidamente amortecida, 
a inversão aparenta estar dormente, apenas para ressurgir em torno do instante t 1 :::::: 31.~-l ~ 
101r À -l (em concordAncia com (2.59a)) 23 . De fato, estendendo o gráfico para· tempos mais longos 
[51}, pode-se mostrar que ocorre uma seqUência de colapsos e ressurgimentos nos instantes 
múltiplos de t1, sendo cada ressurgimento subseqUente mais amortecido e mais largo do que o 
anterior. Esta seqUência subsiste até que, para t suficientemente grande, deixa de haver uma 
separação bem-definida entre ressurgimentos consecutivos, e a interferência entre eles destrói o 
padrão. 
Substituindo (2.60b) em (2.58), obtém-se a expressão em série que descreve esta evolução: 
~ I I'" (a.) (t) = ±exp ( -lal') L-;- cos (2>.v'n+Tt) 
n::O n. 
(2.61) 
Devido às freqUências de Rabi serem proporcionais a ..(ii, não se conhece uma fórmula explícita 
para este somatório; entretanto, expressões aproximadas podem ser obtidas usando métodos 
assintóticos. Narozhny et al. 151] forneceram uma aproximação válida para este caso particular; 
posteriormente, Fleischhauer e Schleicl1 (153], v. também [39]) obtiveram pelo método de fases 
estacionárias uma fórmula mais geral para a evolução da inversão, válida quando o estado inicial 
é da forma lg) A ® lt/>)c: 
~ ( >.2t2 ) >.t (>.'t' ") (az (t)) - - L p n = 4k'"' ,J2k3 cos 2k1f - 4 -
lc=-oo 
k#O 
I ~,~ 
--P(O)- dnP(n)cos(2>.tfo) 
2 o 
(2.62) 
O primeiro termo desta expressão (o somatório em k) descreve a estrutura dos ressurgi-
mentos na inversão. Para ver isto, notamos que a dependência temporal de cada elemento do 
somatório é governada por três fatores independentes: {i) uma função cossenoidal rapidamente 
33 Esta previsão teórica foi recentemente demonstrada experimentalmente {15j, fornecendo assim evidência 
direta para a discretização do campo eletromagnético quantizado. 
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oscilante, (ii) uma amplitude linear em t (portanto lentamente variável), que decresce à medida 
em que k aumenta, e (iii) um envelope dependente do formato da distribuição de fótons 24 P(n), 
centradó no instante tk correspondente ao ponto médio ti de P ( n) : 
(2.63) 
e com largura no tempo dependente da variância u = .j(n- ii} 2 de P(n): 
(2.64) 
Assim, se a distribuição P(n) for suficientemente estreita, os primeiros termos do somatório 
estarão separados no tempo (tk + â.tk « tk+l), e cada um dá origem a um ressurgimento 
isolado, com centro aproximadamente no instante tk (o que confere com a estimativa (2.59a). 
Isto indica que a estrutura de colapsos/ressurgimentos na inversão está presente em uma larga 
classe de estados iniciais do campo, não apenas os coerentes. 
À medida em que k cresce, os ressurgimentos correspondentes têm amplitude amortecida 
pela dependência com k-312 em (2.62) i simultaneamente, de acordo com (2.64), sua largura 
cresce com k. Assim, para k suficientemente grande (k ~~),ressurgimentos consecutivos ficam 
superpostos, e a estrutura de colapsos/ressurgimentos deixa de ser visível. Se P(n) for muito 
largo, pode ocorrer de nem o primeiro ressurgimento ser bem caracterizado. 
Quanto aos outros termos em (2.62): o segundo, constante no tempo, representa metade 
da contribuição da componente em lg, O) do estadoi a outra metade está embutida no último 
termo, o qual é a 'versão contínua' do somatório (2.58). Assim como naquele caso discreto, a 
interferência destrutiva das várias funções cos (2.\tvfn) implica que este termo BSSume valores 
relevantes apenas próximo de t = O, caindo a zero rapidamente. Entretanto, como aqui temos 
um contínuo de freqUências, não há a ocorrência de um 'refasamento' em um tempo posteirorj 
assim, este termo é o que descreve o colapso inicial do estado 153]. 
24 Mais especificamente P(n.) representa aqui uma 'versão continua' da distribuição (discreta) de fótons do 
campo. Assim, no caso por exemplo de um estado coerente ja:) com a suficientemente' grande, podemOB substituir 
& distribuição Poissoniana por uma Gaussiana. . 
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Figura -2-3: 'Colapso' e 'ressurgimentos' na inversão para um átomo inicialmente excitado e o 
campo em uma superposição ~(]a)+ 1-a)) de dois estados coerentes com lal = 5. (Figura 
retirada de [521) 
Generalizações 
A expressão (2.62) não é válida para um estado inicial arbitrário. Ao longo da sua dedução 
(v. [53] e apêndice A) é necessário assumir que o envelope P(n) seja suficientemente suave em 
comparação com a fase 
exp(iS, (n, t)) = exp (i1rkn- i>.tvn) (2.65) 
Esse resultado não pode assim ser usado diretamente para descrever situações em que a dis-
tribuição inicial P(n) tem fortes oscilações de um valor de n para o seguinte. Um exemplo onde 
isto acontece é quando o estado inicial do campo é uma superposição de dois estados coerentes 
com amplitudes 180° fora de fase [52, 54]: 
[a,.,)c - N+ [la)c +l-alei 
[a,m,.,)c N- [la)c -[-à)c[ 
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(2.66a) 
(2.66b) 
onde os fatores de normalização são: 
(2.67) 
Estes estados são geralmente conhecidos como estados tipo 'gato de Schrodinger'26 (gatos 'par' 
e 'ímpar', respectivamente). Da expansão (2.60a}, vemos que as suas distribuições de fótons 
contêm respectivamente apenas as componentes pares e ímpares da distribuição Poissoniana de 
um estado coerente: 
(2.68a) 
(2.68b) 
Podemos ver na figura ( fig. 2 - 3) que se o sistema átomo-campo é preparado no estado 
(2.69a) 
então também há colapsos e ressurgimentos na evolução temporal da inversão, porém com o 
dobro da freqUência do caso de um campo inicialmente coerente. Isto pode ser compreendido 
intuitivamente, nos moldes da estimativa (2.59a) acima, se notarmos que a diferença entre cada 
par de freqüencias de Rabi consecutivas presentes nesses estados é agora: 
2At 2Aty2 (n +I)- 2Atv'2.í o.: rn= 
v2n 
o que leva a ressurgimentos nos instantes 
(metade dos tempos porrespondentes em (2.59a) para os mesmos valores de k). 
(2.70) 
(2.71) 
Também é possível descrever este comportamento através de uma expressão aproximada 
no motivo desta alusão ao ramoso Gedankl!nezperiment de SchrOdinger [lJ é que, vistos como estados de um 
oscilador harmOnico, (2.664 e b) representam superposições de pacotes de onda 'espacialmente separadOI!I' [28J. 
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como (2.62), desde que se leve em conta desde o início que apenas os termos de 'n' par estão 
presentes na série (2.58). Neste caso, como mostramos no apêndice A, se a distribuição de 
fótons P(2n) como função de n for suave, é possível realizar um desenvolvimento semelhante 
ao de Fleischhauer e Schleich, obtendo para o k-ésimo ressurgimento: 
(az (I)) -
00 
( -''t' ) ,\t ( ,\2t2 ") 
" P 2n= ---I --cos ±-+?rk-- + L...., k21f2 1f..,fk3 2k1f . 4 
k=-oo 
.,., 
I foo 
+2P (O) cos (2,\t) + fo dnP (2n) cos (2-\tv'2n + 1) (2. 72) 
(Novamente, nessas expressões a distribuição discreta P(2n) deve ser substituída por uma 'ver-
são contínua' apropriada). Podemos ver que, neste caso, cad~ termo do somatório está. centrado 
em torno de 
kn,/2ii + I 
t. "' ,\ (2. 73) 
essencialmente concordando com a estimativa (2.71). Os valores ímpares de k dão origem por-
tanto aos ressurgimentos 'extras' presentes na figura 2-3, enquanto que os valores pares geram 
aqueles nas mesmas posições dos da figura 2-2. 
Nos exemplos acima assumimos s~mpre que o átomo inicia a interação completamente ex-
citado ou desexcitado. No entanto, foi mostrado por Zaheer e Zubairy (ZZ) [55J que, se a sua 
condição inicial for l!ma superposição destes dois estados, os ressurgimentos podem ser dra-
maticamente alterados, chegando a ser quase totalmente suprimidos ('trapping' atómico). Isto 
pode visto na fig. (2 - 4) para o caso do estado inicial 
(2.74) 
Mais geralmente, ZZ mostraram (numericamente) que, para um estado inicial 
(2. 75) 
a supressão dos ressurgimentos depende criticamente da diferença de fase Va - ~ (onde Va é 
a fase de a), sendo máxima para v0 - ~ =O (como na figura) e nula paraVa - ~ = j. Este 
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Figura -2-4: 'Colapso' e 'ressurgimentos' na inversão para o átomo inicialmente cm uma su-
perposição ~ (je} + jg)) dos estados excitado e fundamental, e o campo inicialmcnt.e em um 
estado coerente jo:) com fal = 5 (Figura retirada de [52]). 
comporl.arneul.o 11iio foi explicado de mmuüra Hnt.isfat.ória, SCIJ<Io at.ribuído a Ullll.t a,<;silll <:luuJmda 
"interferência entre o dipolo atómico c o modo da cavidade". 
No capítulo 4 forneceremos uma explicação, com base em uma generalização al?ropriada 
do método de Flcischhaucr e Schleich 153]. Veremos que o essencial para a supressão ou não 
dos ressurgimentos nestes estados é a importância relativa entre os estados vest.idos ln±) para 
valores de n próximos a ii. Este ponto de vista será 1ltil para compreender fenômenos i'iemclhantes 
que ocorrem devido a out.ras formas de coerência inicial (não necessariamente apenas atõmica) 26 . 
~~;Nota adicionada na versão final: Após n finali..:n.ciio <if'...'it.c t.raha.ll10, descobrimos a existência de dois t.rah:•lho,., 
de Cirac e Sá.nchcz-Soto (56, 57] cm !JHC esta questão também foi abordada. A sua conclusão (dn <JU<! o 't.rapping' 
cxato se deve R. cxist~ncia de mua difnrcnça dn fase hcm-dntcnninacla cnt.re o campo c o dipolo atbruir:o) fornm·r· 
uma imagem ffsica intcrnl!sant.c para f!St.n f•Hrôm<!mJ, !l <JHill é <I•! flltú vnlida no caso dos n::;tados . Eutrnt.:u1t.o, <'~•• 
não 6 capa.?. de explicar a forma dcttllhada do 't.rapping' <j!Ulndo nst.c nii.n fl pnrfllit.o, c simplrnmwnt.<J m"io fi<! apli1:a 
aos r.asos rJUC abordaremos adiante, nos •Juais átoll\O c campo estarão emaranhados. 
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2.3.3 Defasamento Dispersivo de Estados Coerentes 
No limite dispersivo, a interação efetiva (2.50) leva a evoluções temporais cornpld.ament.e difer-
entes daquelas geradas pela interação ressonante (2.18). Em particular, como r.uln h;i troca dr> 
excitação entre o campo e o átomo, não ocorrem os colapsos c rcssurgimentoR na inversão vistn.:; 
acima (de fato, é fácil ver que nest.c caso a inverRão é uma constante do movinwnt.o!). 
Ao invés disso, há um defasamcnto de cada componente le, n) ou lg, n} de ;-u:ordo com a 
intensidade (número de fótons do campo). Isto pode ser visto calculando diret.atnP.JÜ.I-~ o op(~rador 
de evolução para o si_;;;tema a partir do Hamilt.oniano (2.50) : 
u"'' MJC 
~ 
Assim, um estado inicial da forma 
(a.lc) +I> lu))()<) ln) 
evolui para 
( ~i>-")( (~i(n+l)tÃ')Il b (ínÀ'')Il) ll exp -li- a exp {j c + cxp -li- g ® n 
(2.76a) 
(2.77) 
(2. 78) 
Notamos que, se o átomo estiver inicialmente no estado excitado ou fundamental, a iut.enu;ão 
não emaranha os dois sistemas. Por exemplo, se o campo iniciar a interação em nm e.st.ado 
coerente ia), com expansão (2.60a), o estado evolui da forma: 
( 
'Ã2 t ) 19) 01<>) ~ lg) 0exp '-;r-ata la)~ 
( ~I I') oo 1 ( ( ·Ã't))" cxp T ~ ViiJ ncxp T ln)= 
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(2.79) 
Neste ca.<.;o o campo Permanece cm um estado coerente; o efeito da intcração dispersiva é apenas 
de/asar a sua amplitude a (not.amos que esta defasagem independe de a). 
Por outro lado, se o estado inicial atómico for uma superposição de je) e jg) , cada nnHl 
dessas componentes dá origem a um defasamento diferente no campo, levando à criação de 
um estado emaranhado. Por exP-mplo, se o campo estiver inicialmente cm um estado cor.rr.nt.r., 
então: 
1 1 ( ( -U·'') I ( -i>.2t)) I ('>.'t) )) v'2 (ie) + jg)) ®ia)~ v'2 exp - 6-· ie) 0 aexp li- + jg) 0 C>exp T 
(2.80) 
2.4 O Aparato Experimental 
Quando o MJC foi primeiro sugerido (por .Jaynes, em l!J63 [17]) como um modelo quântico 
elementar para a intcração radiação matéria, ele foi considerado pouco realista para os padrões 
experimentais da época, devido à dificuldade de se preparar um sist.ema á.t.omo-cnmpo :;nfi-
cientemente bem isolado. Desde meados dos anos 80, porém, avanços espetacnlar<".<; tanto ua:.; 
técnicas de preparação e manipulação de átomos individuais [58, 59] como nas de contenção de 
modos quantizados do campo em cavidades ressonantes [60] tornaram possível uma realização 
experimental bastante fiel do M.JC [14]. Uma montagem típica envolve um feixe de át.omol'i do 
dois níveis (átomos de Rydberg circulares) sendo enviados através de uma cavidade ressonante 
(aonde interagem com o campo de acordo com o MJC), e em seguida sendo detectados cm 
um de seus estados de energia. No prt'A<>ent.e est.ado-da-art.e, essa.<; experiência.c; w~rrnitem acesso 
direto às conseqüôncias peculiares do emarn.nhamcnto qnAnt.ico27 [62, 63J. 
Nesta seção, descrevemos os componentes fnndanu~nt.ais dossas cxpcrif\ndas, lm!'muulo-no.o.; 
no trabalho do grupo de S. Haroche em Paris. Para maiores detalhes, ver [14, 48J e referêndll.'i 
~ 7 Mais recentemente ainda, tem surgido a possibilidade de .~i,~ular uma intcraçiio tipo Jaynns-Cummings u.~­
ando um fon confinado cm uma armadilha eletromagnética [61]. Neste caso, o 'oscilador harmônico' do 1\lJC 
representa não um modo do campo q11a.ntizado, mas a própria oscilação mocrinka do fon no potencial da ar-
madilha. É possfvel acoplar estA. oscila~ão com os nfveis internos do fon nsando pnlsos rlc laser, levando a uma 
interação que pode ser feita aproximadamente igual à do MJC. 
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lá contidas. 
2.4.1 Átomos de Rydberg 
Átomos de Ilydbcrg [16, 64, 65J são átomos, em geral de elementos alcalinos, nos quais um dos 
elêtrons se encontra excitado para um nível com número quântico principal n extremamente 
elevado (um valor típico é n ,2: 50). Devido à blindagem do ntlcleo pelos demais eiP.t.rons, (que 
formam uma camadn. fr~eh;ula no caso dos alcalinos), podr.rmm trabí.-lo llfl pní.tica r:omo 11111 
e.•'lt.ndo hidrogenóide muito excil.ado. 
A prc.<;ença do clétron "dc.<;garrado" torna os átomos de Rydbcrg ferrmnentH..<; idmtis pam a 
interação com campos eletromagnéticos, por diversos motivos: 
• Devido ao seu raio orbital médio ser extremamente grande (da ordem de n 2 vezes o raio 
do estado funamental ),os átomos de Ilydberg possuem um momento de dipolo mP.dio 
(jl) igualmente elevado, possibilitando uma forte interação com o campo elNrico via o 
Hamiltoniano (2.7). 
• A separação entre os níveis de energia ntõmicos cai aproximadamente como n-3 ; para 
O.'> estados de Rydberg, as transições para estados vizinhos têm freqUt!nca.s da ordem de 
dezenas de GI-Iz., correspondendo a comprimentos de onda na faixa de alguns milfmetros 
a ccnt.fmetros. Estas dimensões possibilitam a construção de cavidades met.1ilica.<; rcs.<;O-
nantes com estas transições. 
• Os tempos de decaimento f'..Spontâneo (tempos de vida) desS<'..s á.t.omos são extremamcut.r~ 
longos, chegando a w- 1 -10-2s no caso de átomos de Ilydberg circularr.s (com momento 
angular máximo l = n- 1). Estes intervalos são muito maiores do que a esca.la de tempo 
típica em que ocorrem as experiências (da ordem de w-3s). Assim, para todos os efeit.oo 
os át.omos de R.ydbcrg podem ser consic.lerados estávei..<;. Ist.o implica finalmente qur~ 
se dois estados de Rydberg vizinhos le) e IY) forem acoplados pela interação com um 
campo externo próximo da ressonância, então podemos considerá-los efetivamente como 
formando um sistema de dois níveis. 
• Como são muito excitados, os átomos de Rydberg são facilmente ionizados, permit.indo a 
sua detecção por ionização (v. abaixo). 
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A maior dificuldade para a nt.ilização de át.omos dP. Rydberg é a sna prcpara.çiio. Para a.o.; 
<'..Xpcri~ncias envolvendo a. intcrw;ão com o campo cm cavidades, é preciso gNa.r 11m fcix(! dn 
átomos de Rydbcrg preparados em estados c.<;pecíficos, com velocidades e tempo de emissão 
controlados. 
A excitação atómica é realizada por uma complexa seqUência de pulsos [59], capazes de 
produzir um estado at.ômico >05% puro nos níveis circulares le) on IY) . Nas experiências do 
grupo de Paris, utiliza~se em geral uma transição entre dois estados hiperfinos do rubídio com 
n =51 e 50, e com freqUência de transição Wa/2tr = 51.1 GHz. Este processo é pulsado, com 
uma janela de tempo de 2p,s durante a qual um átomo é produzido oom certa probabilidadn 
(a probabilidade de que mais de um átomo seja produzido de uma vez pode ser tornada. de~ 
sprezível). Finalmente, estes átomos (que possuem inicialmente uma distribuição térmica de 
velocidades), podem ser colimados em um feixe e sclccionados de acordo com a velocidade de-
sejada (por exemplo, por cfcit.o Doppler) A precisão é de ±0.4m/s para velocidades t.fpicas da 
ordem de algumas dezenas a algumas centenas de mfs [63]. O resultado é que, cm qualquer 
instante, a posição de cada átomo emitido é conhecida com uma precisão de ±ITnm. 
2.4.2 Cavidades Ressonantes Supercondutoras 
As 'cavidades' ntili2adas pelo grupo de Paris são "abertas", formadas por dois espdhos címc;wo,o.; 
de nióbio, cm uma configuração t.ipo Fabry-PP.rot !14, 15J. O campo elet.romagnét.ico entro dcs (! 
assim quantizado em uma direção específica. Os espelhos podem ser resfriados a menos de 1!(, 
de modo a torná-los supercondut.ores (melhorando a rcfletividade) c também a evitar a pr!'!H{~m;a 
de fótons térmicos indesejados. A separação entre eles é de poucos centímetros, permitindo a 
presença de modos na faixa de microondas (escolhidos naturalmente com freqUências próximas 
da ressonância com a transição de 51GHz dos átomos de Rydberg). Para os modos tipicamente 
utilizados, e a t.rausições atómicas mencionadas acima, a const.ant.n li{! fl(:oplanumt.o é >./27r ~ · 
25kHz. 
Na realidade, este é um acoplamento efetivo, visto que ~ amplitudes I Em (1')1 das compo-
nentes do campo quantizado entre os p_.spclhos nii.o são uniformes, possuindo um n11íximo eru 
um ponto central e decaindo a zero no exterior. Ist.o implica que a constant.e de acojJ!amcnt.o 
). (2.15) varia à medida cm que o átomo at.mvessa a cavidade, l(wando a.'isim a nma int.nra(;iío 
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átomo-campo dependr~nl.e. rlo tempo. 
(2.81) 
Em princípio, esta dependência modificaria os autoestados do modelo de Jaynes-Cummings, 
introduzindo transições entre os estados vest.idos. Na prática, porém [14J, a velocidade atómica 
é suficientemente baixa e a variação espacial na amplitude do modo suficientemP-nte lenta para 
que se possa aplicar o te.oremrt adiabático da mecâ.nica quântica [66J em ordem zero. Isto 
significa que os ant.ocst.ados do Hamiltoniano dependente do tempo continuam sfmdo os mC'A<;tnos 
estados vestidos, mas com energias En± (t) (e correspondentes freqUencias de Rabi 0 11 (t)) 
variando continuamente de acordo com a posição do átomo na cavidade. Deste modo, não 
há uma transição abrupta quando o átomo penetra na cavidade. O resultado é que, embora 
rigorosamente o estado do sistema átomo-campo não evolua de acordo com o Hamiltoniano 
(2.18), em qualquer instante dado é possível encontrar uma constante de acoplamento 'efetiva' 
que levaria ao mesmo estado (a qual depende da forma detalhada da distribuição espacial do 
modo). Por simplicidade, portanto, podemos ignorar esta variação temporal, descrevendo o 
sistema com o M.TC usual, sem alterar a ffsim do problema. 
Aplicando uma pequena volt.agmn ent.rc os espelhos da cavidnà\ 6 possfvd all.l~rm (por 
efeito Stack) a separação dos níveis de energia de um átomo no seu interior. l)f!st.e modo, pode-
se modificar a dc.<isintonia fJ = Wa- w,: cnt.rc os dois sistemas, dt"'..sde a ressonltnda (h =O) at.í· 
um valor tão grande que o Hamiltoniano dispersivo (2.50) possa ser desprezado, cfetivamcntc 
'desligando' a interação. Esta alteração pode ser feita em nm intervalo muito curto, inclusive 
enquanto o átomo está 'em vôo'. Como a posição deste último é conhecida em cada inst.ant.e 
(v. acima), é possível então controlar de maneira precisa o tempo de intenu;ão mlt.n~ os dois 
sistemas28 . 
A preparação dircta do campo na cavidade é uma tarefa simples, se comparada fl dos 
estados atômicos, porém limitada a alguns estados especfficos. O mais simples de ser preparado 
é naturalmente um campo térmico, com um espect-ro de corpo negro. As t.emperatura.<; acessíveis 
neste tipo de cavidade porém não são muito grandes, devido à necessidade d~ manter o.'> espelho~ 
' 
~11 NaturaJmente, o tempo máximo de int.era.ção entre ambos ainda ó determinado pela vcloddadc do át.omo ~ 
o comprimento da cavidade. 
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supercondutores. Outro estado que pode ser gerado com facilidade é um e.-;tado corm:nl.e: ist.o 
pode ser feito acoplando a cavidade (via uma guia de onda) ao campo produzido por nma fonte 
d8ssica de radiação (uma corrente osdlantP.) rcssonant.1~ com a frcqill'mcia da cavidnr\1~ [40j. 
Variando o tempo de intcraçã.o e amplitude do campo clássico, é possível escolher a amplitude 
n do estado coerente [o:) gerado. 
O maior problema enfreut.a.do para a ut.i!izaçã.o dcsfia.R ca.vidrnlí'.s ó a di.~sirmçti.o do campo 
devido às imperfeições dos C'.Spelhos. Esta dissipação é medida pelo chamado 'fat.or 1!P. qnalid1uln' 
(ou fat.or Q), css~ncialmcnt.c o prodnt.o cnt.rc a. frcqflêucia w,., de rcssouâuda da c1widad'~ pdo 
tempo de decaimento típico para um fóton do campo. As cavidades at.ualmcntc em utilização 
pelo grupo de Paris têm fatores Q da ordem de w-7 -10-8 [67, 63], o que paraw,)21r ~ 50GHz 
significa tempos de decaimento módio para um fóton da ordem de w-48 - 10-38, longos o 
bastante Pfl!a se observar o 'colapso' c 'ressurgimcut.o' da inversão atômica [G7]. Cavida.d~ 
ainda melhores (Q = lO!J- 1010) poderão ser utilizadas cm um futuro pn)x.imo[G2f' 
2.4.3 Zonas ~e Ramsey e Defasadores Atômicos 
Além de preparar os átomos de Rydberg em estados [c) e IY) , também é possível manipular 
seus estados diretamente fazendo-os interagir com campos eletromaguéticos cm sitna.çõcs onde 
estes podem ser descritos de forma clássica. 
Por exemplo: se o 1itomo atravessa uma eavid~:u:l!! clâ.~sú;n (de baixo fr\l.or Q), coi11.PFIIIo 11111 
campo monocromático ressonante com a t.ransição at.ômica, a interaçiio dipohn resultante podP 
ser descrita por um Hamiltoniano análogo ao (2.7), apenas subst.it.uindo o campo qnaut.i;r,rulo por 
um campo clássico. Este é um problema clássico da mecânica quântica (primeiro f'n<;t.uda.do por 
1.1. Rabi no contexto de ressonância magnética n11clear [68]), cuja solução pode ser encont.rada 
em vários livros-texto (e.g., [47J). Most.ra-se que ele 6 mat.ematicamente idênt.ir.o a diagonalizar 
• 
cada componente 2 x 2 do Hamiltoniano do M.JC. O operador de evolução resultante (que age 
~ 11 0utros grupos (60] já produziram cavidades com fatores Q desta ordem, !UI quais porém niio são do tipo 
aberto. 
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apcnn .. <> no nspaço dn esl,;uloH al.ômic:o) p01h~ SN 1~crit.o mu t.Nmo da lmsc{lr:), [!!}} 1111 forT11a: 
[ 
cos (nt) 
u (t) ~ 
-ei"'sin (Ot) 
onde O (a 'freqUência de Rabi' original) depende da intensidade do campo c do momrmto do 
dipolo atómico, e' 1.p da fase do campo. 
O papel dessas regiões, conhecidas como 'zonas de R.amsey' [69J é portanto 'rodar' o os-
tado atómico no espaço de Hilbert, superpondo as compQnentes [e) e Jg). Um 'quart.o de 
volta' (em que um átomo inicalmente no estado [e) é deixado em uma superposiçào da for-
ma ~ (le} + e-i<P [g) )) é conhecido como um 'pulso r (por razões óbvias), e uma 'meia-volt.a' 
([e) - e-i<P [g); [g}- -ei"'[e) como um 'pulso 1f'. 
As zonas de Ilarnsey 'rodam' o estado atómico, mru> não mm-Iam a fas~ rclat.i11a nutrn as 
suas componentes. Para realizar isto, baata ut.ilizar uma região com campos I)Stát.icos fraeos: 
neste caso, at.ravés dos efeitos Sl:ark ou Zcnman, os níveis at.flmkos I~} e [q} são 1l1!lilocmlos 
de quantidades diferentes, quebrando a sua degenerescência. Assim, a..<; fnJ;I~s· ~~xp ( -iWcT) t) 
exp ( -U.V0 r)adquiridaa pelas componentes do estado at.ômico após este passar nm tempo T sob 
a açã.o do campo serão diferent<'..s. Chamamos então estas regiões de defa.sadore8 atômú;os. 
Combinando Hs zonas de Ramscy c os dcfasn.dores, é possível efctuar qualquer manipnlm,:ií.o 
desejada (i.e., qualquer operação do grupo SU(2) ) sohre o vctor de o .. '>t.ado al.ümko. 
2.4.4 Detectores por Ionização Seletiva 
Devido à fragilidade do campo no int.crior da cavidade, os observáveis atómicos são os mais 
diretamente acessíveis à medida. Especificamente, aproveitando o fato de que o elétron exterior 
dos átomos de Rydberg é muito fracamcnt.e ligado, a energia (ou inversão) atómica pode ser 
medida por ionização sclctiva. Isto é feito passando o átomo atravós de dnas placas, 1~ntrc 
as quais há uma voltagem suficicntcmcnt.c int.ensa parn. ionizá-lo se c,c;t.ivm no estado cxdt.a.do 
[e}, mas não o bnstant.c se ostiver no estado Jg). Idealmcnt.e portant.o, a detecção de um sinal 
correponde à medida do primeiro estado, c a rutsP.ncia de detecção à do segundo! (Lembramos 
que, cm princípio, conhece-se com precisão a po..o:;içã.o do át.omo cm cada inst.ant.o, ele modo que 
é posívcl saber se elo pm;sm1 ou não pdo dct.1~ctor). 
Na prática, porém, os detectores não são muito eficient.qs, fornec~ndo um sinal cm apcJHt.<; 
40% dos átomos ionizados [62, 63]. Deste modo, é conveniente ·haver um segundo detector, cst(~ 
sim capaz de ionizar um átomo no estado [g} ; neste caso, se nenhum dos detectores registrar o 
átomo, a experiência deve ser refeita. Mesmo qnando um sinal é detectado, existe ainda nma 
chance de cerca de 10% de ocorrer uma leitura incorreta, o que traz problema.<; para experii~ncias 
em que os procedimentos a serem seguidos dependem do valor desta medida. 
Notamos finalmente que, apesar de estes detectores medirem dirctarncnte a invc~rsiio, t am-
bém ê possível usá-los para obter o valor das outras grandezas atômicas. Para isto, bast.a 'rodar' 
o estado atômico de forma conhecida (usando as zonas de llarnsey), antes-de det.cctá.-lo. Não() 
difícil mostrar que, após uma rotação adequada, a medição de (u.) {inversão) pode ser usada 
para determinar, por exemplo, o valor de (ux) on {uy) no cst.ado original. 
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Capítulo 3 
Preparação de Estados 
Pré-Correlacionados do Sistema 
, 
Atomo-Campo 
Nes~e capítulo, vamos investigar algumas possibilidades práticas de se preparar um estado 
corrcladouado de ttm 1itomo de dois uiveis eom um modo de uma cavidade, sem qtw m;tcs dois 
sistemas tenham interagido diretamentc (estados 'pré-correlacionado,'l'). A intenu;ão át.omo-
campo deve poder ocorrer apenas após a geração do estado, de forma a pennit.ir a observação 
da evolução do sistema conjunto a part.ir de condif;õcs iniciais não-fat.oráveis. Corno veremos no 
próximo capítulo, csl.es <'..St.ados serão muit.M vezes diferentes daquelefi que poderiam ser obtidos 
simplesmente por interação dirct.a a partir de um cst.ado nãc}-corrclacionado. 
De um modo geral, a.<; cstrntégja._<; experimentais sugeridas nqni para a prcpamc;;i.o dest.(~ 
estados envolvem n introdução de nm sistema auxiliar que serve de 'intermediário' entre átomo 
e campo, int.eragindo com ambos cm scqHl'!ncia. A idéia central que exploramos fl primdro mmr 
estas int.eraçõcs para emaranhar o sist.cma auxiliar com t.allt.o o át.omo corno o campo, ~~ e111 
seguida desemaranhá-lo, deixando porém átomo c campo correlacionados. Os csq11cmas qm~ 
sugerimos para ist.o são baseados nas cxpcril'!ncias dcscrit.as na scção (2.4) envolvendo átomos 
de Rydbcrg em cavidades ressonantes supercondutoras. 
Deve-se mencionar qnc ~~xist.c a.inda a possibilidade de qne eorrclru;ôes inidais 1mt.r•~ átomo 
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e campo tamhóm possam ser criadas atrav6s de efeitos nã.o-adiabát.icos no momento de cut.rada. 
do átomo na cavidade [70]. Entretant.o, a existência destes efeitos depende diret.amenk da 
geometria da cavidade e do modo do campo ut.ilizados. Como discutimos anteriormente, as 
cavidades do grupo de Paris são projetadas para evitar a ocorr6ncia de efeitos não-adiabát.icos: 
por este motivo, não consideraremos t.ais casos aqui. 
3.1 Interação e Correlação 
Como mencionamos na Introdução, um dos aspectos int.rigantcs da mecânica quântica é o fat-o df! 
que intemção gera correlação. Em outras palavras, dados dois sistemas quânt.icos inicialmente 
preparados de forma independente (portanto descritos por um estado fatorável), uma interaç.ão 
entre eles irá cm geral emaranhá-los, destruindo a sua identidade individual. Esta propriedade 
está no coração da evolução dinâmica de sistemas compostos, e exprime apenas o simples fato 
de que os autoestados dos Hamiltonianos de interação destes sistemas não são em geral estados 
fatoráveis. 
Aqui estaremos interessados em gerar correlação ent.re dois sistemas r 1 e f2 Bem a cxist.ência 
de interação direta entre eles, através da int.crmediaçã.o de um sistema auxiliar r x (vide l.'<l 
(0.2)). Especificamente, nas aplicações que consideraremos adiante ft e f2 repre~mJt.arão uru 
átomo c um modo do campo em uma cavidade (ou vice-versa), enquanto fx será Nn geral 
uma combinação de outros át.omos c cavidades. Vamos desprezar a ação da dissipação (i.e., 
tanto o decaimento atómico quanto ati perdas nas cavidades), de modo que o sistema globnl 
f 1 ® r 2 ® fx será considerado fechado. Assumiremos ainda que podemos descrevê-lo sempre 
por um estado puro. Ent.ão, se conseguirmos manipular estes sistemas como descrito adrna, 
obteremos como desejado um estado pré-correlacionado para o sistema átomo-campo, sem que 
haja correlações residuais com o sistema auxiliar r x . 
É importante ~risar esta separação do sistema auxiliar. Como foi comentado na seção 1.2.2, 
só é possível qualificar como inteiramente quânticas as correlações entre r 1 c r2 se o estado 
I1/J12} do subsistema composto r 1 ® f 2 for puro. Por sua vez, isto só pode ocorrer se o estado 
global ltP12X) JintU :de ft ® r2 ®r X for fatorávcl como em (0.2) . Ainda, assumindo que ncst.e 
instante rx deixa de interagir com os outros subsistemas, então o seu est.ado <lr.ixn de sor 
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relevante para a cvoluçiio subseqiient'~ clcm demais. 
3.1.1 Interação Sequencial e Correlações Não-Locais 
O processo esboçado acima está intimamente relacionado com o conceito de não-localidade na 
mecânica quântica [6J, já que a maneira mais simples de evitar que r 1 e r 2 interajam é scpa raudo 
espacialmente estes subsistemas. O estabelecimento de um estado como (0.2} significa então a 
criação de correlações "não-locais" entre ri e r2-
Para que isto ocorra, o subsistema auxiliar rx tem de poder interagir com os 011tros dois, 
distantes um do outro. O meio mais simples de realizar isto é através de uma intemção sequen-
cial: começando com um estado fatorávcl do t.ipo (1.1), rx (ou uma de sua..;; partes) interage 
primeiro com, por exemplo, r 1, obtendo 
(:J.l) 
(onde 11f'1x) é um· estado correlacionado de r1 c rx)· Em seguida, r2 interage com a mesma, 
ou outra, parte de rx, de forma a 'desemaranhar' est.e subsistema dos outros dois (os quais 
devem por sua vez se tornar correlacionados): 
Este processo pode ser visto como a criação de um par de sistemas emaranhados não-loe~Liment.c~ 
do 'tipo EPR' 12] (no caso, r 1 c r 2 ). Entretanto, ao contrário das situações ttsnais euvolvcmdo 
tais pares, em que os dois sistemas primeiro int.eragem, estr~belecendo uma correlação, e só Cltt.âo 
são separados espacialmente, aqui a separação é fcit.a desde o "início, e a correlação 't.ramanit.ida' 
de um ao outro pelo subsistema auxiliar r x. 
Um exemplo: Campos Não-Locais de Microondas Pam ilustrar cst.n}; idf~iaH dP uma 
forma mais concret.a, podemos utilizar uma propost.a de Davidovich et ai [71, 72] para a con-
strução de estado..;; não-locais do campo do microondas em duas cavidadt".s1 . Como e.-;t.c •~xl'mplo 
1 Para uma discussão de cada. um d011 componente~> da montagem, vide scção 2.4 c rdcrl\ncias lá contida.<;. 
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Figura-3-1: Esquema de monl.agern para a genu;iio de campos não-locais dP microonda.<; (n~U­
raclo de [72]). C1 c C2 sii.o cavidades de~ alt.o Q, R1-:1 são zona.<; ele Ratnscy c 8 í~ uma fnnk. 
clássica. de microondas acoplada ns cavidades, mas de frcqiiênda Ws = w, + ó não rc~s.vmnnt.P 
com elas. 
é de cert.a forma um protótipo para ns aplicaçüc~s qw~ uns int.ercssarào adian!.c, \'f1]c~ R pPna 
dcw:revf:-lo em algum detalhe. 
Consideremos a montagem indicada ua Jig.(3- 1) : Ct e C:2 siio cavidacle~s de• all.o q, n~sscJ­
nant.cs na freqiifmcia Wci Rt-:1 são 7.0llas de Ramsey e~ S ó uma fonte clá .. 'i8U:a de~ microoiHln.<., 
acoplada às cavidades, mas de frcqiiência ws = W.: + ó não n~ssonant.e com elas. Devido a c~s1.H 
não-rcssouância., o campo gerado por S, apesar de acop!ado ;\.<; cavida.tlPs, uiio r capa/\ de~ injdar 
fótons nelas. 
Atrav0.s deste aparato envia-se 11m át.omo de·) H.ydhcrg (A), que interage com fi.<; zonas dc• 
Ramscy e as duas caVidades, c é postcriormcnl.c dctnct.ado no.s ionizadorcs D,1 c D,.,. O <Homo 
é preparado cm urna supcrposiçiio de dois ufvcis k) e l,q): u ('..Stado )e) é escolhido de modo 
a possuir uma transição para um c\st.ado m;tis excitado )i.) (fig.(3- 2)), com frcqiif)ncia wo = 
Wc +li (não n\o:;sow.mtc com a cavidade). Como vimos na ser,:ão 2.2.2, se a ÚeHsint.onia b for 
suficientemente grande, o átomo iuteragirá di.spersivamcnte com as cavidade.s, .sem t.rocar k1l uns 
(port.anto sem alt.erar o st~ll estado). Lembramos ainda (v. cq. (2.01)) qne~ 1wst.a sit.11<11)o 11 
E ---
_ ___,õr-:r----1 i) 
I e) 
Jg) 
Figura -3-2: Esquema de níveis para a geração de estados não locais de microondas na montagem 
da fig. 3-1 (retirado de (72]). Os estados (e) e (i) são acoplados dispersivamente pelo campo; 
já o estado lu} não é afetado (dessintonia muito elevada). Um campo externo é injetado na 
cavidade se li = -~ (na figura, o valor de 6 = w0 - Wc é < O ) 
freqUência ressonante da cavidade é efetivarnente alterada, visto que a diferença de energia entre 
os autoestados (e)® fn) e (e)® [n + 1) passa a ser /i(w0 - I?) ('frequency pulling')2 . 
Se escolhermos 6 tal que i- = -.1, então a presença do átomo excitado em urna das cavi-
dades faz com que esta se torne ressonante com a fonte externa S; quando isto ocorre, S passa 
a poder injetar campo na cavidade. Assim, se a cavidade for preparada inicialmente no estado 
de vácuo lO}, a passagem do átomo no estado je) leva o campo no seu interior a um estado 
coerente la), de amplitude a proporcional ao tempo de interação tant [40]. 
Por sua vez, o estado lo) é escolhido de modo que todas as transições possíveis a partir dele 
tenham freqUências muito diferentes de We ; assim, um átomo neste estado praticamente não 
interage com o campo quando passa pelas cavidades. 
Vemos assim que a evolução do sistema átomo-campo é condicional ao estado atómico inicial 
2Notar que, no pr65ellte exemplo, le} é o nfvel inferior da transição atómica em questão. 
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{73J; o átomo se comporta r..omo uma 'chavr.', cujo f"J'!t.ado 'liga' on nã.n um c;unpo cm!rl!llt.l! 
na cavidade. É preciso lembrar, porém, que esta chave é qudntica: preparando-a em uma 
superposição de je} e jg), como acima, campo e átomo são deixados em um estado emaranhado 
entre 'ligado' e 'desligado': 
1 1 
,/2 (Je) A+ Jg) A) ®JO)c, ~ ,/2 (Je) A ®i<>) c,+ Jg) A 0JO)c.) 
O nosso objetivo será explorar esta evolução condicional de modo a criar um estado emaran-
hado do sistema global A®C1®C2 de forma 
(H) 
onde as duas cavidades cst.ã.o emaranhadas entre si, mas não com o átomo. D~tc modo, o 
campo será deixado em um estado não-localmenl;e correlacionado, realizando cfctivamcnt.c a 
situação diSCUtida: no Começo desta seção (os SUbsistemas ri, r2 e r X de lá r.ürfP,Spondcm IHjlli 
respectivamente às dp.as cavidades e ao átomo A). 
Para chegar a este resultado, temos de implementar o processo descrito pelas cqs. (3.1) c 
(3.2). Isto é feit.o através dos seguinte.<~ pas.<;os: 
1. As cavidades são inicialmente resfriadas atê l;emperaturas próximas de 7..ero K, deixando-
as no estad~ de vácuo: ltP1) = lt.b2) = lO) , O átomo A é preparado inicialmente em um 
determinado nível de Rydbcrg le}, e então enviado através da montagem (com veloci-
dade selecionada); cruzando a primeira zona de Ramsey (RI) (ressonante com a tran-, 
sição le) +-+ lu}), ele sofre um pulso~ que o deixa em uma superposição de le} mm lu) 
(l.Px) ~ -j; (ie) + Jg))) 
2. Ao atravcsar Ct,ocorre a evolução condicional de átomo c cavidade descrita acima. O 
estado global sofre ent.ão a evolução: 
I.PAnlt~o ~ ~ (Je) +la)) ®10) 1 ®10) 2 A::_C• ~ (ie) ®1<>) 1 + Jg) ®10) 1) ®10) 2 (3.5) 
(realizando assim a eq. (3.1) ) 
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3. Assim que deixa a primeira cavidade, o fitamo sofre. nma nova rotação, dessa vnz: 1\ltl 
pulso 1r na zona de Ramscy R2,quc inverte os estados le) e lo} (le}-+ lg}, ln)-+- k}). 
O estado se torna então 
(:l.G I 
Passando a seguir pela cavidade C2, ocorre nma nova evolução condicional. A tlwllos dP 
fases que podem ser corrigidas trivialmente com um dcfasador atómico em R.1 o estado 
resultante é 
(3.7) 
4. Neste pontO, ainda não realizamos a eq. (3.2), visto que o átomo continua emaranhado 
com as duas cavidades. Para contornar isto, primeiro rodamos o estado atómico uma 
última vez, aplicando um novo pulso ~ na zona de Ramscy R3 : 
Finalmente, o estado atómico é medido nos detetore..<; de ionização D., e Dw Assim, o 
e1itado das <luas cavidmlcs colapsa para 
(:l.!J) 
(onde o sinal depende do valor medido para o estado atómico, e a normalização assume 
1<>1 » 1). 
Realiza-se assim a segunda parte da interaçã.o seqiiencial (eq. (3.2)), cumprindo o objct.ivo: 
construir um est.a.do emaranhado não-local para o snbsist.cma formado pelas duas cavidade.<; 
(sem que estas tenham interagido diretament.c); por sua vez, o agente responsável pda criação 
desta correlação (o átomo) termina em um estado bem-determinado, desemaranhado dos outros 
dois sistemas. 
G2 
3.1.2 Colapsos lndirctos e Cruzamentos de Trajetórias 
O ponto crucial para a criação de f',.Stados pré-correlacionados pelo procf'A<>so clf! intcmu,;ii.o Sl~­
qucncial descrito acima ó o "desernaranhamcnto" do sistema auxiliar rx descrito pela cq. (:J.2). 
No exemplo que acafiamos de ver, cst.e feito é reali:mdo pela medida direta de rx (o átomo). 
que colapsa a sua função de onda para um estado específico (le) ou lg)). Devido à correlar;ão 
existente entre o sistema auxiliar c os demais (r, e r2), est.a medida também colapsa o e.st.ado 
reduzido de r 1 ® r2 para o 'estado relativo' correspondente ao valor medido para o observável 
de rx: 
{3.10) 
(No exemplo, o valor± do sinal no estado final (3.9) depende do valor medido para a energia 
do átomo). 
De um modo geral, portanto, pmlemoo criar f'A'>tados pré-correlacionados de f 10r2 rnmlindo 
um observável de r x para o CJIIH.I o,..; I!Hl.ado,..; relativos IW.1) 12 sPjam corrclacioJHulos. CcJJIJO viJJJIIS 
no cap. 1, embora esta ação 'colapse' o estado reduzido de r 1 ® r 2 não podemoo em gorai 
interpretá-la como uma medida de algum observ-ável deste subsistema (visto que os estados , 
relativos IW ;} 12 não serão em geral ortogonais). Nos referiremos assim a este proeesso como um 
'colapso indireto' de r. 0 r2 a. 
Apesar de perfeitamente adequado cm princípio, este método possui tambóm algnrnas limi-
tações. Em primeiro lugar, como o resultado da medida sobre r x é intrinsicamentc imprevisível, 
é impossível saber qual estado de r 1 ® r 2 será geradó em uma dada realização experimental 
(um problema que pode ser contornado preparando e realizando a medida diversa..o:; vezes at.é 
obter o valor desejado). Ainda, nos sistemas em que estamos interessados, envolvendo átomos 
e cavidades, somente os átomos são mensuráveis diretamente; assim, o método de 'colapsos 
indiretos' só será útil nos casos em que r 1 ® r2 cst.ivcr correlacionado com um sistema rx 
constit.uído apenas de um ou mais átomos. Finalmcnt.e, dependemos da eficiência do dctctor 
usado para medir rx (no caso, os ionizadorcs atômicos). 
É interessante se perguntar então se um desemaranhamento semelhante de r x não poderia 
;'Neste ponto o exemplo adma é um caso especial, pois na (){1. (3.8) os est.ado!> jn) 1 0IOh ± j0) 1 M ju) 2 
associados a je) e jg) são ortogonais. 
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• 
ser realizado com uma evolução completamente unitária do sistema conjunto r 1 ® r 2 ® r x 
(portanto sem envolver medidas). A rcspost.a é .'litn, mas antes de fornecer exemplos concwt.os 
vamos olhar com mais detalhe o que significaria nm processo desse tipo. 
Para simplificar, suponhamos inicialmeut.c que t.emos apenas dois sist.emas interageutes r 2 
e r X I inicialmente descorrclacionados: 
(:l.ll) 
mas com um detalhe: não sabemos quem é I{) x (apenas que pode ser qualquer combinaçfio 
linear de um subconjunt.o ortouormul { l:cj) x} ;=I de oHt.ados de I'x ). 
A interação entre os dois sistemas irá correlacioná-los, destruindo a forma fatorávd adma. 
Imagincmoo poré1n q11c qltermnos gamntir q11!"! o est.aclo conj1mt.o 1'1/J (tc)} 2x sejH.JlOV1llllf!nl.e Ífl.t,<mí.w!l <!III 
algum instante t.c: 
(:l.l2) 
mas onde agora o estado de I€') X 6 especificado exatamentc (já I~P')2 pode ser qualquer coisa). 
Como fazer isto? É necessário que, dado qnalq1ter elemento lxi) X E { lxi} x} ;==I , a evol1tção 
leve a: 
I.P), ® lx;) x ~ Jif>j), ®ln x (3.13) 
Em geral, isto parece ser uma tarefa difícil de realizar. Não apenas a evolução unitária a 
partir de todos os f'..stados II/I h ® lx;} X tem de levar ao mesmo tempo a um estado fat.orávcl, 
como a parte de r x deste PA'ltado precisa ser a mesma para todos! No entanto, como veremo."' 
adiante, existem situações específicas onde, escolhendo 'a dedo' t.anto ltPh como o conjunto 
{ lxi) x} 7=t ,podemos realizar isto. 
Daqui em diante, nos referiremos a um evento dest.e tipo como um cruzamento de tmjetória.~ 
[74J no espaço de Hilbert do sistema r x >~. De fato, se acompanharmos a evolução (lo P.Ht.ado 
reduzido de r x, então no inst.ante t.c em que f'C realiza a cq. (3.12) toda..<> ax trajet.ória.o:; iniciadas 
em estados gerados por {lxi)x}7==l devem se cruzar em um mesmo ponto le')x, independen-
temente dos seus pontos de origem. 
4Na verdade espaço de Liouville, visto que o estado re<luzido de Sx será em gernl uma mi!<:blrn. 
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Os cruzament.os de trajet.ória.-:; são ferramenta.'> básicas para a manipulação de snbsist.mnas 
emaranhados. Por·cxcmplo, podcmcm ver asna ut.ilida.dtl para a preparação de tlst.a.do~ prfl-
correlacionados. Suponhamos que, ao iniciar a int.craçiio com r 2 , o sistema rx já tenha in-
teragido e se correlacionado com um terceiro sistema (rl),de forma que no lugar da conclic;ão 
inicial (3.11) tenhamos : 
n 
lv> (O)) 12x ~ I<P), 010 IX ~ I<P), ®I; n; I'Y;\ ® lx;) x (:U4) 
j=::l 
Neste caso, a evolução (3.13) leva no instante t.c ao est.ado 
(3.15) 
Reparamos assim que, devido ao cruzamento de t.rajetória.··~, r x as.o;;ume nm cst.ado puro, bem-
definido, mesmo estando anteriormente emaranhado com outro sistem(J, r 1 [74, 75]. De fato, esta 
correlação com r 1 é completamente 'transferida' para r 2 , realizando assim o cmaranhanumto 
"não-local" entre esses sistemas (comparar com a eq. (3.2)). 
Comentário: Foi sugerido [74] que t.al cotnpor\;anumt.o poderia ser explorado corno 11111 
método seguro de geração de um estado puro para o sistema fx, 'filtrando' e transferindo 
para r 2 qualquer correlação que rx pudesse estar carregando com out.ros sistemas (a.c;sim eorno 
qualquer incerteza clássica sobre o seu estado). Para os nossos propósitos, porém, o importante 
não será o estado final do sistema auxiliar, mas justamente o processo de transferência. r x 
age apenas como um 'mensageiro' levando a correlação com r 1 até r2 ; uma vez cumprida esta 
função ele deixa de ser importante. 
Cruzamen~o de trajetórias atOmicas e da cavidade 
Podemos implementar diretamente estas idéias nos casos em que r 2 e r x são um átomo e uma 
cavidade (ou vice-versa), utilizando a interaçiio .}aynr'..s-Cummings ressonante: 
Cruzamento atOmico Suponhamos que uma cavidade esteja preparada no <>Rtado de v;kuo 
lO}. Se enviamos através dela um átomo restwnante preparado no estado ie} ,então a rwolw;íi.n 
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do sh.;t.ema conjuut.o, dado pela eq. (2.3!J) ó: 
lc) ®lO)!., coo (-\t) lc) ®lO)- isin(M)Ig) ®li) (:UG) 
Por 011t.ro lado, se o átomo for preparndo no PBt.ado lfl), llfUia. ru::ont.('('.P. (Jl(lh; 11a n~llfPI'ClJiac;fu> 
de interação o estado jg) ®lO} é um aut.oest.ado de energia zero). 
lg) ®lO) !., lg) ®lO) (3.17) 
Assim, se o tompo de vôo at.ômico na cavidade for escolhido tal que 
( I)~ . . cos (..\t) =O ( +-+ t = n + z >: , n mt.CJro), (:u~) 
o r.st.ado atümico final sm·;í. IY}, úulr:pr:rulr!ntc rlo .~cu r..~trulo inicútl: 
(:!.19) 
Realiza-se a...'>Sim nesse instante um cruzamento elas trajct.ória."i at.ômicas. 
Cruzamento da cavidade O esquema complementar, que realiza. um cruzamento de t.ra-
jetórias na cavidade, é igualmente simples: neste caso é o átomo que deve ser preparado em 11111 
estado específico (jg)), enquanto a cavidade pode estar em qualquer superposição dos r_st.ados 
de O e 1 fótons. No primeiro destes dois, nada ocorre durante a intcração (eq.3.17). No segundo, 
o sistema evolui segundo a eq. (2.30): 
lu) ®11) !.. cos (-\t) IY) ®11) -i si o (.~t) le) ®lO) (3.20) 
Desta forma., novamente quando t = (n + ~) ~ ocorre o cruzamento: IIP..Stc iustaut~l ;t r:avidad1~ 
está necPA"isariamcnte no estado de wtcuo, independente do seu estado inicial 
(:l.21) 
GG 
(essencialmente, isto corresponde à inversão do processo anterior). 
Estes esquemas, sugeridos por Phoenix c I3arnett [76] e, indcpendentement.c, por Cirac e 
Zollcr [77], são os meios mais simples de se realizar cruzamento..<~ de tmjetórias !l.l.ômicns on 
na cavidade. São t.arnbém bastante práticos, já que não é tão difícil produzir experimental-
mente um estado muito próximo do vácuo, bastando resfriar a cavidade at.é uma temperatura 
suficientemcnt.c baixa. De fato, rcccnt.cmcnt.e anunciou-se a primeira realiznçiio cxpminwutnl 
destes processos [62J, na qual o cst.ado supcrpost.o de um átomo foi 'tram;ferido' para 11rna 
cavidade (eq. 3.19) c cm seguida 'repassado' para um segundo átomo (eq. a.21). NI~Ht.P 1:/L"iO 
a cavidade funciona como nma 'memória' quântica, guardando temporariamente infornmção 
qun é t.ransfcrida de um <ltomo pa.ra o outro. A mesma técnica foi t.arnbóm sugerida para nHo 
em aplicações como o 'teleportc' de estados quânticos [78], a implementação de 'portas lógicas' 
fundamentais em comput.açào qnftnt.ica [73] on a realizat;ão, usando pares ou t.ripln.c; dt~ ;í.t.omo:; 
correlacionados, de experiências para t.estar a não-localidade quântica !76, 77, 63]. 
Vale mencionar que esquemas semelhantes de 'cruzamento' podem em princípio ser realiza-
dos usando outros estados do campo, como por exemplo estados coerentes de grande amplit.udc 
J74J. 
3.2 Métodos de Preparação de Estados Pré-Correlacionados do 
sistema Átomo-Campo 
Utilizando as idéias introduzidas acima, vamos agora propor alguns esquemas concretos que 
permitiriam em princípio a criação de mn estado pré-correlacionado dn um át.omo e uma cavi-
dade. LembramoS que o objct.ivo liltimo dessa preparação é observar a evolução resso1mnt.e 
' 
do sistema átomo:.campo a part.ir de nst.adoo iniciais não-usuais. Sendo assim, tn.iH c~sqllr.m<L'l 
devem não apena:~ possibilitar a preparação destes estados, como também permitir que, uma. 
vez criados, o át.omo. possa cm seguida interagir com a cavicladc. Adiantamos dc)fo!<le j;í cpw 
cada um desses métodos tem suas próprias vant.ageus e desvantagens; ccrt.amente, ncmhnm é 
'universal', no sentido de permitir a criação de um estado inicial arbitrário. 
Dado então que os sttb..'listemas r 1 c r 2 que queremos pré-correlacionar são um <ítorno (A) 
ü7 
CP 
RI F 
A ~ 
i\ 
~ 
c 
c D g 
Figura-3-3: Esquema de montagem experimental para a criação de estados pré-correlacionados 
do sistema átomo-campo usando o método I. 
e um modo do campo (C) (ou vice-versa), a primeira questão é: o que podemos usar como o 
sistema auxiliar fx? No exemplo da 'chave quântica.' (seção 3.1.1), f 1 e f 2 eram sistemas do 
mesmo tipo (ambos cavidades), de modo que um só átomo era suficiente para o papel (pois é 
capaz de interagir tanto com f 1 como com f2). Agora, porém, fx terá de ser mais complexo; 
para poder interagir tanto com A como com C, precisamos de pelo menos um -átomo e uma 
~ 
cavidade auxiliares. Sendo assim, os métodos de realizar as equações (3.1) e (3.2) também 
ficarão mais complicados. 
3~2.1 Método I 
O primeiro método que propomos utiliza a montagem indicada na figura (3- 3) . Os diversos 
componentes ilustrados são aqueles introduzidos na seção 2.4: C e C são duas cavidades de 
alto Q, F uma fonte capaz de injetar um campo coerente em C, CP uma "caixa-preta" capaz 
de preparar átomos de Rydberg circulares e De,Dg os detetores por ionização. R1-2 são regiões 
onde o estado de um átomo pode ser manipulado, e que podem consistir, dependendo do caso, 
de zonas de Ramsey e/ou defasadores atómicos. 
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Necessitamos ainda de dois á.tomos Ã e A, emitidos em seqUência. (Assnmimos qnr. t.ant.o 
os seus instantes de emissão como as suas velocidades são bem-controlados). O primeiro ;Homo 
(Ã) e a primeira cavidade (Ó) cnnstit.uirão o 'sist.cma auxiliar' rx, <-mquant.o os antros dois 
serão preparados em um estado pré-correlacionado. 
Antes de fornecermos exemplos específicos do tipo de estado que pode ser gerado com est.a. 
montagem, vamos enumerar os passos que ut.ilizamos neste esquema, imh:pewlmJt.mmmt.e dr~ 
cada caso part.icular: 
1. (Preparação inicial): A cavidade 'auxiliar' C deve ser inicialmente preparada no <~st.;ulo d<~ 
vácuo [0}, e os átomos Ã e A emitidos respectivament.c nos estados fe) e [9}. A mndiçâo 
inicial da cavidade 'alvo' C variará de acordo com o estado que desejamos construir. 
2. Ã atravessa C, estabelecendo um estado correlacionado para o sistema auxiliar r x = 
• 
3. Opcionalmente, Ã sofre ainda manipulações adicionais em Rt. 
Como a cavidade auxiliar está inicialmente no vácuo, o estado do sub..c;istema r x produzido 
após cst.c.c; passos terá a forma geral 
(:!.22) 
4. Antes de Ã atingir a cavidade C, o s'cgnndo át.omo (A, preparado no estado fy}) a.t.ra.w~ssa 
a cavidade auxiliar C, sintonizado de forma que a ínteração entre estes subsist.emas seja 
ressonante. O tempo de interação deve ser escolhido de modo a realizar um crnzanumt.o 
de trajetória.s na cavidade (eq. (3.21))i assim, a correlação de C com o át.omo a11xiliar fo. 
tmnsfcrida para A, levando ao seguinte estado para o sist.ema A® Ã ®C: 
(3.23) 
Produzimos assim um estado não-loca1mente emaranhado dos á.tomos A c Ã cnqunnt.o 
ambos ainda estão cm vôo (realizando com isso a cq. (3.1)). Por sua vez, a cavidade 
auxiliar C é deixada no estado de vácuo, desemaranhada dos outros subsistemas, deixando 
portanto de ter importância para a evolução subseqUente. 
G9 
5. Seguindo seu vOo, Ã interage com C, criando um <> ... <;t.ado cumranlm.do para o sist.c~wa 
A 0 C 0 Ã. (Como antes, 1\ di!SSiut.onia (mt.rn Ã ~ C d~vo sor os1:olliid:t co11ronrw o 
estado final que se deseja. at.ingir). Este estado pode ainda ser modificado manip11lnnch_>..:-:f' 
novamente o estado de Ã na saída da cavidade (região R2). 
-· 6. Finalmente, A é medido nos detetorcs De e Dg. Como vimos na seção 3.1.2 acima, esta 
medida colapsa 'indiretamentc' o estado do subsistP.ma A®C sobre um dos 'ost.n.dm; rda-
tivos' aos autoestados de energia de Ã. Tendo escolhido adequadamente as manipulru;:ões 
anteriores, estes estados relativos serão estados emaranhados de A e C. 
Deste modo, realiza-se a segunda part.c da intcrru;ão scqilcncial (eq. (3.2)), cumprindo o 
objetivo de construir um estado correlacionado de um át.omo (A) e urna cavidade (C) sem que 
em nenhum momento estes sistemas tenham interagido diretamente. Como, no momento da 
medida de Ã, o átomo A ainda está cm vôo em direção a C, podemos em seguida ohsc~rvar 
diretamente a evolução do sistema A® C interagindo rf'..ssonantemente a part.ir dcst.f'$ eshulos 
iniciais inusitados. 5 
Podemos ilustrar estas idéias gerais com dois exemplos concretos: 
Exemplo a.l: estados vestidos 
Mostramos inicialmeute que, desde qne seja ponsfvcl preparar um ost.ado de mhnero lm) tHL 
cavidade (o qne experimentalmente CRtá longe de ser fácil, mas que em princípio ô possívc~l 
[80]), então podemos usar a seqUência acima parn gerar um estado vestido pam o sil'lt.cma 
A®C. 
Neste caso, a cavidade auxiliar ê deve ser sintonizada de modo que a sttn int.eração com 
o átomo Ã seja ressonante. O tempo de interação entre Ã e ê deve ser escolhido de forma a 
produzir o estado: 
(3.24) 
Adicionando uma fasn de i na componente lo) À do átomo auxiliar (usando um defnsadnr cm 
r. Dependendo do intervalo entre a emissão dos dois átomos, e das suRB respectivas velocidades, il pnssfvel <Jll'~ 
a interaçiio de A c C se dô ante,, de À cruzar R2 e !l!Jf medido nos dctctores. Neste caso, t.r.mo.~ 11m a rr.n.]i;o:n.r;iin 
eoncrot.l\ de um chamado r.zpr.rimcnto de r.soolha rctanlada ('deiayed-ehoiee experiment') /79). 
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Rt), o estado do sistema auxiliar rx a..">Sume cnt.ão a forma: 
1 J2 (I c) À ®IO)õ +lu) À ®l1)õ) (:3.25) 
Enviando em seguida o átomo A atravP..s de ê, realizando o cruzamento de trajet.órin.<> (3.23), 
produzimos o seguinte estado emaranhado para os dois át.omos!i: 
(:J.2G) 
Enquanto isso, seguindo seu vôo, o átomo Ã interage (também de forma ressonante) com a 
cavidade C, a qual precisa ter sido preparada no est.ado de número jm}. Ent.ão, de acordo com 
a equação (2.39) o estado global evolui para: 
__!__ ( l!i)A®(cos("~·')lc)Àim)c-i'in("~·'·)la)Ãim+1Jr:)+) 
J2 +i I c) A 0 (cos ("!!'')I!!) Ã lm)c- isin nr') lc) Ã lm- 1)c) 
__!__ ( (cos("'!'')lg)Aim)c+sin("l"')lc)Aim-1)c)®lc)Ã+) 
J2 +i (cos ("!!'') lc) A jm)c- sin ("l'') l_g) A lm + 1)c) ®jg) Ã 
(3.27) 
(3.28) 
Medindo o átomo auxiliar na saída da cavidade C, o cst.ado conjunt.o do sistema ;Homo-
campo A-C sofre então um 'colapso indireto', sendo projetado sobre um dos cstadm 
(3.2U) 
ou 
dependendo do resultado da medida. Podemos ver que, escolhendo o tempo de intcração entre 
ÃeCtalque 
(3.31) 
produzimos respectivament.c os cst.ados vest.idos jm- 1, +}AG ou jm-) AG (eq. 2.26), alit,o('Bt.a-
no dcfa.sador deve ser desligado apOO n pA..<lSA.gcm de Ã, de forma a nfw afetar o átomo A. 
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dos da iul.erru;ão ressonautn cnt.rc A c C. Desta forma, quando cm Sf)guida o M.omo A ptmd.rar 
na cavidade C c atnbos interagirem ressonantemente, o seu estado cm~junto não sofrerá qualquer 
evolução dindmica. 
É importante perceber que esta situação jamais pode ocoTTY'.r em uma evolução rC!'isonant.c do 
sistema A®C a partir de condições iniciais fatoráveis- simplesmente pelo fato de que, a não ser 
no caso do estado fundamental lu O) , nenhuma dessas condições corresponde a um aut.oestado! 
Já podemos ver então que a criação de estados pró-correlacionados permite a realização do 
comportamentos dinâmicos difíceis de serem realizados de outra forma. 
Exemplo 3.2: o 'gato par-ímpar' 
Outros estados pré-correlacionados que podem ser gerados com {'J>tc esquema são aqueles da 
seguinte forma: 
(3.32) 
os quais vamos batiza.r de 'gatos par-ímpar'. Aqui, ln) representa um estado coerente para o 
modo da cavidade, enquanto as combinações 
la,.,) 1 
-
J2 (la)+ 1-a)) (3.33a) 
lnímpar) 1 
-
-(la) -l-a)) (3.33b) J2· 
são os estados tipo 'gato de Schrõdingcr ' par e ímpar que vimos na seção 2.3 (daí o nome de 
IGPI (a,,,{))).7 
As propriedades destes estados serão discutidas em mais detalhe na seção 4.2.4; entre elas, 
podemos adiantar o fato de que eles também em geral não podem ser 'gerados apenas pela 
evolução .Jaynes-Cummings rcs..<;onante a part.ir de condições·iniciais fatorávcis. 
Para gerá-los usando o método discutido acima, podemos usar a mesma montagfml do 
exemplo anterior, com o acréscimo de uma segunda zona de Ramsey na região ll2. Ont.rn 
diferença é que, desta vez, a cavidade C deve ser preparada inicialmente em nm cHt.ado r..o~mnf.r. 
7 Admitimos que Mta denominação é talvez mal-escolhida, dado que este estado nii.o reprmmnt.a algo qnc possa 
ser conRidcrru:lo uma "supcrposiçiio mo.croM.ópic11." 
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• 
ln)c O estado inicial parn. o .<.;ist.cma Â ÇX) 6 ®A 0 C, aut.cs de qualcpwr interação cn\.re csl.cs 
subsistemas, é dado port.anto por 
Seguimos eu1.H.o novamente a .S!~qii6ncia de p;t.o;sos (3- G): 
1. O :í.t.mnu auxiliar À interage n~.~Mmanfrmrntc com(; dnrant.c nm t.cmpo t 1, prodmdndfJ 
\I lU !)SL;u[o PJWU'a.tlhado para. o SIJ!Jsis1.1~11lll rx =_À 1/) C: 
2. Na saída da cavidade anxiliar (região R 1 ), podemos introduzir mua fase relativa de 
cxp ( -i€) na componente I c) Ã de Ã (m·m.tulo nm defa.'5a.dor). PodP.mos fa~P.l' ainda com 
que Ã atravessP. cm seguida uma zona de Ramsey, calibrada para fonwcer nm 'pulso } ': 
ic)À ~}, (1.'1),1 + lc)À) 
lg) A ~ }, (1'1) À - I c) ,t) (3.:lG) 
Combinando estas manipulações, prodnúmos assim o seguinte nstado emaranhado par<-1 rx 
I ( le),~®(cxp(i<)cm(.\ti)IO)ê+i,in(.\ttlll)cJ+) 
.,fl + lg) À 0 (cxp (i<) oos (Àt,) IO)c;·- ·i ,;n (.\t,) lllr:l 
(:l.:l7) 
3. Em seqUência, o átomo A atravessa C realizando o cruzamento de 1.rajd/n·i;ls (:3.21). 
A cavidaJe auxiliar {) astürn desP.marauh:ula dos dois M.muos, dPixaudn cst cs 110 p:-;J ado 
emaranhado: 
( 
(co.,(.XIt)cxp(ii')I!J)A+oin(Àf,)HA)®Ic),~+) 
+(coe (.\ti) cxp (iO l.q) A - >in (.\ti) I c) A) ®ig) À 
4. No pa.."lso seguinte, o át.omo auxiliar Ã interage r:om a cavidade C. Ao cont.rário do tílt.imo 
exemplo, dcst.a ve7. precisamos qnc essa int.cnv;iio seja díspersi1m, com nma de.ssiutuuia /l 
entre as freqUências da transição lc} Ã +-+ jg) Ã e do campo8 . Neste caso, a intcração átomo~ 
campo é descrita pelo Hamiltoniano efetivo (2.50), o que implica no seguinte operador de 
evolução para o sistema Ã ® 6 ® A : 
u:{5c (t) = 
(:!.40) 
Temos assim uma evolução condicional para a cavidade C: dependendo do estado atômico 
ser jg}Ã ou je}À, C sofre a evolução descrita por exp (i~t ata) ou exp ( ~i~2 t ata). 
Lembramos que, se a cavidade for preparada inicialmente em um estado coerente jn}c, 
isto correspOnde a defasagens opostas da amplitude coerente (v. ~q. 2.79): 
(3.41) 
Escolhendo assim um estado coerent.e inicialj~io)0 e ttm tempo de interaçã.o t.2 = ;ffo, o 
estado (3.38) evolui para: 
(3.42) 
Notamos que, qevido à condição (2.40), o intervalo necessário para gerar a defasagem de 
tr entre as duas componentes do campo é muito maior do que o tempo de um pulso de 
Rabi: 
(3.43) 
Assim, o tempo necessário para a interação dispersiva det.ermina a velocidade máxima r:om 
que o átomo Ã pode atravessar a montagem. Reparamos ainda que, como as componentes 
jg} Ã®la)0 ele) Ã®la)c evoluem com fases opostas (±i~t ), este tem~o é a metade do qtte 
seria se usássemos um esquema de níveis envolvendo um nível auxiliar (como no exemplo 
KNã.o será conveniente aqui utilizar o 'nfveiR.dicional' que introdmo;imOI'I no cxnmplo 3.1 acima (v. ruliantc). 
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da seção 3.1.1). Port.anto, a velocidade màxima permitida é tlolmuln. lst.o é import.ant.t• 
quando se leva cm conl.a que, num experimento real, a velocidade do.<~ át.omos det.cnnina o 
t.mnpo dt! at~ào tb dis,o.;ipn.t;ào pm·a o a111hiuutn1 o qual dt~ttianul!'l qut~ st~ia o IIH~w11· possivd. . . 
5. Após deixar C, o ât.omo auxiliar Ã é manipulado na região R2 : eliminando-st! a fa.<;t! 
relativa de -i existente na exprcs..<;ão (3.42), e submetendo-o ainda a um novo pulso ~ 
em uma zona de Ramscy, o est.ado t:onjunt.o j W AÃC) evolui para: 
~( ~.44) 
1 
- 2 
(3.45) 
6. Finalmente, medindo Ã nos estados { ::? 1 (cada resultado tem igual probabilidade), 
colapsamos {de forma 'indireta') o estado de AC para 
(3.46) 
respectivamente. Redefinindo os ângulos tais que 
(3.47) 
vemos que, se Ã for medido no estado lg}Ã, então IW}Ac é o 'gato par-ímpar' (3.32); no 
caso contrário, é o correspondente 'gato ímpar-par'.!' 
Ressaltamos que este esquema permite em princípio preparar estados do t.ipo GP! com 
qualqu.er combinação dos parâmetros (a:,f,Ç). Deste _modo, deixando em seguida o átomo A 
interagir com a cavidade C e medindo-o nos ionizadores, é possível verificar como a evolução 
9É fácil ver ainda que, ajustando a fase exp(i<.p)de forma apropriada, sempre podemos escolher 'Y E [0, ~] 
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A 
CP 
c c 
Figura -3-4: Esquema experimental para a preparação de estados pré-correlacionados do sistema 
A ® C usando o método II 
destes sistemas depende dos valores específicos destes parâmetros. 
3.2.2 Método II (Revezamento Unitário) 
No esquema discutido acima, o que fizemos essencialmente foi primeiro construir um estado 
emaranhado de dois átomos, e em seguida transferir a correlação de um deles com o outro para 
uma cavidade. Agora, procuramos realizar o processo complementar: primeiro construimos um 
estado emaranhado de duas cavidades, uma das quais em seguida transfere sua correlação com a 
outra para um átomo. Como não é possível (ao menos com as técnicas atualmente disponíveis) 
desemaranhar uma cavidade através de uma medida direta do campo, procuramos realizar este 
processo de forma completamente unitária. 
A idéia é primeiro criar um emaranhamento entre a cavidade "alvo" C e um átomo auxiliar 
(eq. 3.1), e em seguida transferir ou 'revezar' este emaranhamento para outros sistemas auxil-
iares, usando os cruzamentos de trajetória unitários descritos na seção 3.1.2. Cada subsistema 
auxiliar envolvido recebe a correlação com C e em seguida a transfere para o sistema seguinte, 
desemaranhando-se no processo (como se entregasse um bastão em uma corrida de revezamen-
to!). Este 'revezamento' segue até que a correlação com C chega até um átomo em condições 
de cruzar a cavidade (eq. (3.2)). 
Vamos descrever com mais detalhes um processo deste tipo, usando agora a montagem 
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da figura (3 - 4) (Como se pode ver, desta vez necessitamos não de uma trHtS de dwu; font.1~.'i 
atómicas independent.es, localhmdas cm extremidades opostas da montagem). 
Para construir o <'J!Itado-pr(>-corrclacionado de A c C, i'!eguimos cmt.ão a Sl)guint-.p ~~)qiif)!ldn 
de passos: 
1. Um átomo auxiliar Ã, emitido da fonte F no m;tado Jg) À• ê manipulado na regii'io R1 de 
forma a prepatá-lo em uma combinação apropriada de Jg) À e je) Ã . 
2. Ã interage com a cavidade C, estabelecendo um estado correlacionado para o sistema 
auxiliar Ã ®C. Assim como nos exemplos anteriores, a dessintonia fJ ='= Wã - Wc deve ser 
escolhida da forma mais conveniente em cada caso. 
3. Opcionalmente, Ã sofre ainda manipulações adicionais em R2, produzindo um estado da 
forma geral 
(3.48) 
onde os j'ljli) são normalizados, mas não necessariamente ortogonais (i.e. Je) Ã c Jg) Ã não 
precisam se~ em geral uma base de Schmidt para Ã). 
4. O átomo auxiliar interage ressonantemente com uma cavidade auxiliar C, inicialmente 
preparada no estado de vácuo. O tempo de interação é escolhido de modo a realizar um 
cruzamento :de t.rajct.ôria . .,; atômico como na cq. (3.19); deste modo, Ã transfcw toda a 
sua correlação com C para a cavidade C, saindo no e!lt.ado puro Jg) Ã (() não afet.ando a 
evolução subseqUente do resto do sistema) 
(3.49) 
Notamos neste ponto que, assim como no exemplo da seção 3.1.1, este método t.ambém 
leva à criação de um cat.ado não-localmente correlacionado de duas cavidades (C e C). Ao 
contrário daquele caso, porém, aqui uma das cavidades (C) tem no máximo um fóton. 
5. Um segundo átomo A é preparado no estado jg) A e enviado em sentido r:ont.rário ao de À, 
passando primeiro pela cavidade C e em seguida continuando em direção a C (v. fig.3·4). 
O átomo int.crage rnssonantemcnt.c com C, com tempo de inten1ção escolhido d() modo 
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qne elo 'apanhe' a correlru;ã.o dc~sta eavidadn com C atrav{~s do crnzamc~uln das trajl't/H·iw.; 
da cavidade (cq. 3.21): 
Estabelece-se a._<;,<;im um estado c~maranhaclo de A c C, quP. pmlmn int.c~ragir mn seg-uidn. 
Antes que isto ocorra, pode ser conveniente realizar ainda nm.uipnlaçõcs individuais sohrn 
A (cm Il2) c C, o que aumcnt.a o 111ímcro de est.ado..<; que podem ser gNados usando <:~<;t.e 
método. 
Exemplo 3.3: novamente o 'gato par-ímpar' 
Não é difícil gerar um 'gato par-ímpar' (3.32) t.arnbôm por este mótodo. lnicialmcnt.e o át-omo 
auxiliar deve ser manipulado cm H1 de modo a 1L"'SI1mir o estado 
(:l.ól) 
Por sua vez, a cavidade C deve ser pwparada cm um estado coerente l-ia). 
Assim como no esquema ant.crior, a interaçã.o entre Ã c C dcvf! ser dispcrsiva. (dc~:..;crit.a por 
3.39), c realizada durant.c o tempo t2 = "ffo nece._<;s<í.rio para gerar a diferença de~ fase) de 11' ua:-; 
amplitudes coerentes dos estados do campo relativos a I c) Ã c IY) Ã' O rP-"illltmlo 6 o estado 
emaranhado do sistema Ã ® C dado por 
(3.52) 
Na salda da cavidade C (região R2), podemos snbmct.cr Ã a um pulso ~ cm uma :.-.oua de 
Ramscy (cq. 3.36) c ainda eliminar a fase -i , modificando os cst.ados relativo.•:; de jf·) Ã c I!J} Ã : 
(3.ó3) 
Após o crnzamcnt.o de trajct.órias atómico 1m cavidade C, o átomo Ã ó do;cmaranhado, Rendo 
deixado no cst.ado fundamental, e prodm'.imos então (v. cq. 3.4!J) o sP.gnint.8 f'_..;t,ado mnaranlmdo 
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para as duas cavidades: 
(:l.o4) 
Finalmente, o átomo A realiza um cruzamento de trajct.órias na cavidade ê, apanhando a 
correlação com C: 
(3.50) 
e produzindo assim o estado t.ipo GPI. • 
É necessário apont.ar que, embora est.c esquema seja interessante teoricamente (por demon-
strar que é em princípio possível pró-correlacionar um át.umo e uma cavidade mmndo apenas 
manipulações unitáricls), experimentalmente ele não é muit.o viável. O problema principal é 
que o tempo durante o qual o campo na cavidade C tem de ser sustentado sem que ocorram 
perdas para o ambiente é muito mais longo do que no caso anterior, pois agora há um intervalo 
considerável entre a pas._<;agem dos dois átomos. Outra dificuldade seria ainda que amhos os 
lados da montagem t.criam de conter ao mesmo t.cmpo tanto os fornos de onde são emitidos o .. -; 
feixes atómicos como as placas de ionização para mr!di-los. Dest,a forma, consideramos qnn r~<>t•~ 
segundo mét.odo deve ser tomado por ora apenas como urna cnrio..-,idade teórif:a. 
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Capítulo 4 
Uma Classe de Estados 
Correlaeionados no MJC 
Vimos no capítulo ant.crior que é possível em princípio manipular o sistema át.omo-c11.mpo dP. 
forma a preparar um estado em que o átomo já esteja correlacionado com o campo ante.9 
de penetrar na cavidade. Isto viola a suposição habitualmente feit.a de que os dois sistomac; 
iniciam sua interação a partir de um estado fatoráuel. As questões que queremos investigar 
neste capítulo são então: 
1. Será que tais ostados 'pré·corrcla.cionados' podem tamb6m ser g1~rados a partir de condir;ôr.s 
iniciais fatorávcis, simple.<:~mentc evoluindo-as temporalmente? 
2. Caso a resposta seja não, será que a evolução dinâmiCa da inversão atómica a partir de 
tais condições iniciais correlacionadas pode apresentar características distintas claq1wlas 
que são obtidas a partir de condições iniciais fatoráveis? 
4.1 Densidade de Estados Fatoráveis no Espaço de Hilbert 
À primeira vista, estas questões podem parecer triviais. Afinal, o próprio fato de haver uma in-
teração entre os dois sistemas implica que um estado inicialmente fa.torâvel deve imodiat.amcnt.c 
evoluir de modo a se t.ornar correlacionado. Poder-se-ia imaginar assim que, dado um estado 
não-fatorávcl, seria sempre possível 'recuar no tempo' o suficiente at.é encontrar nm estado orig-
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inalmente sem correlações. Nesse caso, qualquer estado inicial não-fatorável que pudéssrmol'i 
preparar seria apenas a evolução natural de uma condição .inicial sem correlações, e portanto 
' poderíamos nos r~tringir a estas sem prejuízo para a riqueza da dinâmica do problema. 
Entretanto, é /ácil ver que esta conjectura não pode ser verdadeira em geral: basta notar 
que os autoestad<;~s do MJC, os estados vestidos 
1 ln±) ~ v'2 (le, n) ± lg, n + 1)) , H.lJ 
não são fatoráveis (e é claro que é impossível obter um autoestado a partir da evolução dr, um 
outro estado, devido à equação de Schrõdinger ser de primeira ordem no tempo). Temos assim 
um contra-exemplo ax:pl!cito. 
Não é difícil encontrar outros estados correlacionados com a mesma propriedadr, de nao 
serem o resultado da evolução de estados fatoráveis. De fato, podemos argumentar que isto 
deve ser verdade para a grande maioria dos estados possíveis para o sistema átomo-campo. 
É possível mostrar isto (sem pretensões de rigor) eomparando a dimensão do conjunto 
formado pelos estadoo fatoráveis mais suas evoluções t.emporais com a do espaço de Hilbert, 
completo ( eontendo todos os estados possíveis). Consideremoo primeiro o subespaço JH[N gerado 
por {lg, O} , I e, O} , ... ,la, N) , I e, N) }. JH[N é gerado por 2(N + 1) estados ort.onormais, portanto 
sua dimensão real é: 
dim(lliN) ~ 2(2N +2)- 2 ~ 4N +2 ~ 2(2N + 1) ( 1.2) 
(pois para cada estado temos uma amplitude complexa (duas dimensões reais), mru:; precisamos 
deseontar duru:; dimensões devido à..'l condições de normalização e fase global arbitrária). 
Por outro lado, os estados fatoráveis contidos em JH[N são da forma 
( 4.3) 
Podemos imaginar este conjunto como uma superfície IFN dentro de IHIN. Para vermos a sua 
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dimensão, podemos reescrever a condição acima na forma: 
Temos assim 2( N + 1) estados com 2 ( N) + 2 condiçÕf>...s de vínculo; a dimensão de 1F N ó portanto 
dim(FN) = 2(2(N+ 1)) -2(N) -2= 2(N+l) 
Podemos ver então que, no limite de N arbitrariamente grande: 
• 
dim (IFN) 
dim (lliN) = 
(N + 1) 
(2N + 1) 
1 
~-
2 
( 4.5) 
( 4.ü) 
Assim, os estado...:; fatorávcis rcprcscnt.am uma 'fatia' muito fintL do r.onjunt.o de todo~ os estados 
(cada vez mais fina quando N--+ oo)! 
Este fato não se modifica mesmo se considerarmos também aqueles estados que podem ser 
obtidos a partir de FN por evolução temporal (para o futuro ou o passado): para cada condição 
inicial fatorável IWo} podemos imaginar asna evolução temporal como uma curva IW (t)) no 
espaço de Hilbert dos estados possíveis do sist.ema, que pHSSa por IWo) em t.=O. Assim, a adição 
desses estados a IFN apenas acrP.scent.a (grosso modo) nma dimensão a mais ao conjunto, o q1w 
não altera o comportamento assintótico da razão (4.6) acima no limite de N grandc. 1 
Podemos concluir então que a maior parte do e.spaço de Hilbert é inacessível a partir dr1 
condições iniciais fatoráveis. Em outras palavras, embora a dinâmica leve à criação de estados 
correlacionados, estes repreRentam apenas uma fração ínfima do total de estados do sistema 
conjunto. Ressaltamos que ist.o é verdade independent.emente da dinâmica específica ohededda 
pelo sistema (embora naturalmente cada caso particular dá acesso a regiões distintas do eH paço 
de Hilbert). 
1 Ao leitor eventualmente desconfortável com a falta de rigor destas afimações (as quais negligenciam a pos-
sibilidade de evoluções temporais 'tipo Peano', densas em um conjunto de estados com dimensão > 1 no limite 
t ---+ oo), lembramos que, na prática, estaremos interessado.'! sempre apenas em evoluções durante um tempo 
finito. 
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4.2 Limites para a entropia no MJC 
O argumento acima permite concluir que existem estados que nunca se descorrclacionam, por6ru 
não fornece um critério para diferenciá-los daqueles que podem de fa.to ser produzidos pela 
evolução dos fatoráveis. Uma maneira de fazer isso é observalldo a evolução da entropia n~tuzida 
atômica: 
(4.7) 
Vimos no Capítulo 1 que, quando o est.ado global átomo-ca.mpo é puro, csl.a quantidade fonwc:r) 
uma medida quantitativa de o quanto o est.ado é correlacionado. Assim, o valor m.inüno a.<.;-
sumido por SA durante toda a curva de evolução que passa por um determinado estado fornecf! 
uma medida quantitativa de o quanto este estado est.á próximo de fatorar - r~vcnt.uahnent.e. 
Em outras palavras, dado um estado inicial (correlacionado) arbitn:í.rio IWo), se for po .. <>sívd 
determinar um limit6 inferior (lower bound) Smin >O para toda a evolução de SA, isto H.~sP.gma 
que I \II' o) nunca evoluirá. para um estado fatorável; ao mesmo tempo, gar.ante que nunca poderia 
ter evoluído a partir de um. 
Para realizar isto, precisamos encontrar ('St.rulos para os quais seja simplP$ det.erminar pro-
priedades globais da evolução da entropia redu?.ida, como Smin· Uma pista são os próprios 
estados vestidos: lembramos que sua entropia reduzida é máxima { = ln 2); ainda, como eles são 
autoestados, esse valor é constante no t.ompo. Assim, ncst.e sentido estes estados c:c;t.ã.o o maiH 
distante possível daqueles que eventualmente fatoram. 
Exemplo 4.1: evolução temporal em um subespaço 2-dimensional 
É interessante ver como o limit.e Smin se comport.a cm uma situação Himplcs, nn qnal os ml.a-
dos iniciais são formados apenas pelas combinações lineares dos dois est.ados vost.idos ln+) c 
ln-} (on, cquivalcntcmeut.e, elos cst.a.clos fat.orá.vcis lc, n) o lg, n + 1) ). Tomos ncst.1~ caso IÍIII Hlliu~­
spaço 2-dimensional fechado pela evolução temporal -i.c., o sistema á.tomo:-campo ó redu?.iflo a 
um 'sistema de dois níveis' efetivo. 
Assim como cm todo sistema quântico de dois níveis, qualquer estado pert.enctmt.e a est.e 
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subcspaço pode ser escrito na forma genérica 
l\11) = co,-; ((~,) fn+) +cxp(-ú/>n)~in ( 8~') jn-) 
onde os ângulos On E !O, n] e <Pn E [0, 2n] podem ser vistos como coordenadas esféricas (ou 'de 
Bloch ')2 . Em termos desta representação, os f'..St.ados vestidos ln+) e ln-) :=;e encont.ram no~ 
pólos da esfera (On =O e 1r) c os <'..Stados fat.orávcis 
le,n) 
lg,n+ I) 
no equador (fig. 4-1). 
I 
v'2 (ln+)+ ln-)) 
I 
-(ln+) -ln-)) 
v'2 
(4.9a) 
(4.%) 
De acordo com a evolução temporal do MJC ressonante, dada pela eq. (2.37), um CRt.adn 
inicial da forma ( 4.8) cvolni paru. 
I.P (t)) ( exp ( -/1;') cos ( 8;) ln+}+ exp (-i</>.+ i~,t) sin ( 82") ln-}) 
~ cos( 82")1n+)+cxp(-i(o;\,-íl.t))siu(8;)1n-) (4.10} 
onde desprezamos um fator de fase global. Est.a evolução pode ser descrita de forma mais 
simples em termos das coordenadas de Dloch: 
1>. (t) ~ </>,(O)- íl,t 
(4.11a) 
(4.111>) 
Na representação goomét.ricn. da fig. 4-1, ist.o corn~spondc a rotações periódicas ao redor do dxn 
'z', com freqUência angular constante c ign{1! à frequência de Rabi fln. 
Vemos assim que o uso dcst.n.o:; coordenada.-:; sintct.hm c :=;implifien. a descrição dw·; cvohui''~s 
1 Esta. bem-conhecida identificação do espaço de estados de nm sistema de dois nfveis com tHIH\ esfera é d" 
uso comum em ótica quântica, onde é cm geral denominada uma 'representação em esfera. de Bloch' !40). É bom 
ressa1tar que o uso q\le dda fazemos a.qui ê diferente daquele mais comum, no qual o 'sistema de dois nívds' 
se refere aos dois nfveis atdmicos )c) c )g). Lembramos ainda que a descrição pode ser estendida também para 
misturas estatfsticM (que preenchem o interior da ca.sca esférica). 
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ln+> 
jg, n + 1 > 
ln-> 
(O.= cte. , +.(t)= +.(O)- n.t) 
Figura-4-1: Represé'htação em coordenadas esféricas 'tipo Bloch' da evolução temporal no 
subespaço gerado por Jn+) c ln-) . 
temporais possíveis neste subespaço: essencialmente, a cada paralelo da esfera (ou vA.lor de 811 ) 
corresponde uma curva de evolução distinta. Em particular, a evolução ao longo do equador 
(9n = ~) oscila entre os estados fatoráveis je, n} e lg, n + 1) , e pode ser interpretada fisicamente 
como uma 'troca de fóton' periódica entre o átomo c o campo3 . 
À medida em que aumentamos a latitude, porém, esta interpretação não pode mais ser 
sustentada, visto que em nenhum momento átomo ou campo têm estados puros próprios. De 
fato, podemos notar que le, n) c Jg, n + 1) são os tínicos estados fatoráveis cm toda a r~sfr!ra, 
de modo que para outros valores do On o estado nunca chega a fatorar durante a evolur;ão. 
Quanto maior a latitude, maior o 'earát.nr vcst.i<.lo' do estado, c 'mais distante' estará elo de 
'
1Notamos que outras parametrizações semelhantes à (4.8) poderiam ser realizadas, apenas mudando-se os rn;-
tados utilizados como base. Por exemplo, se utilizá-ssemos como base le, n) e lg, n + 1), obteríamos novos A.ng11los 
0~, rjJ~, calculados com respeito a um eixo na esfera. de Dloch inclinado de 90". A vantagem da parametrização P-m 
termos dos estados vestidos é just.amcnte a simplicidade da descrição (4.lla, b) da evolução temporal no fo.IJC. 
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fatorar eventualmente; o limite, evidentemente, se dá nos próprios pólos, que correspond<!lll 
aos antoestados maximamente correlacionados. Ressaltamos que este cará.ter de um cl-itado HPr 
'mais ou menos propenso a fatorar' é determinado por uma quantidade Wn) conservada durante 
a evolução. 
Estas observações podem ser quantificadas através da introdução de um limite inferior Smin 
I 
para a entropia reduzida atómica. Para isto, calculamos inicialmente o operador reduzido 
' 
atómico na base {le) , jg)} em termos das coordenadas de Bloch: 
'.. 1 [ 1+sin(On)cos(</>n(t)) 
PA(t) = 2 
! . o . 
(4.12) 
Notamos que, como os estados atómicos em. questão estão associados· com estados ortogonais 
. . . . 
do campo (números distintos de fótons), PA (t) é semp~ diagonalízável nesta ba..<;e (i.e., a 
polarização atómica{~ identicamente nula nestes estadoS). Deste modo/os srms auf.ovalon!s (<! 
a entropia:atômich associada) podem set hbtidQS di~!lrtle-e do <c;l;htertto de matriz Pcc ( f), o 
qual oscil; periodiga,m<mte ~ntre ~ (l - sin ( On)) e'~ d ~ sin {On)) . · ·. Lemb~ando que a entropia 
atómica 
SA (t) = -Pce (t) ln (Pee (t))- {1- Pee (t)) ln (1- Pce (t)) (4.13) 
~ 
é uma função convexa de Pee (t) (v. seção 1.2.1), com valor máximo= ln (2) em Pee = ~'então 
o seu valor mínimo durante a evolução temporal ocorre quando Pee (t) assume os valores-limite 
acima: 
Smin - lim.inf.(SA) = -i(l'-sin(On))Jn(~.(l-sin{Bn)))­
-i (1 + sin (On)) ln (i (1 + sin (On))) (4.14) 
Obtemos assim para cada valor de On um limite inferior para-a-erifropia atómica, válido para 
toda a evolução temporal, o qual vai desde zero (se On =i) até ln2 (se On =O ou 1r) (fig. 4-2). 
Dado um estado arbitrário da forma (4.8), este valor fornece então urna medida quantitativa 
do quão próximo de fatorar ele chega. 
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Estado inicial cos( O i 2) ln=5 +> -ISen( e.t 2) Jn=5 - > 
0.8 
ln 2 
0.8 
, .......... l .......... , .......... I..,_,.. , .......... l"'--"': , .......... 
~ 0.4 i IV v IV IV ,v i V .v e= 
~ " 8- 0.2 o 
.. 0.1 lt c 
w 0.3 1t 
0.0 0.5 11: 
o 1 2 3 4 5 
• Ãl 
Figura-4-2: Evolução temporal da entropia reduzida atómica para estados iniciais pert.enceut.cs 
ao subespaço JH[s,variando-sc o peso relativo dos estados vestidos ln= 5±). 
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4.2.1 Coordenadas 'Vestidas' para o modelo de Jaynes-Cummings 
Embora instrutivo, este exemplo é limitado pelo fato de que, no sube.<;pn.r;o cm qnestiio, a 
dinâmica é sempre periódica, pois só cxistf! uma frcqtiôncia de Rabi envolvida. Ainda, os 1ínir:ns 
estados maximamente correlacionados são os estados vestidos, nos quais ps.<;encialmentc não 
há evolução. É razoável então procurar out.ros estados também com Bmin > O a partir dP. 
combinações dos cst.ados vestidos pcrtenccnt.es a subcspaços distintos. 
Para isto, vamos generalizar o ponto de vista 'geométrico' introduzido acima de modo a 
aplicá-lo para um estado IW) arbitrário do sistema átomo-campo. Queremos expandi-lo em 
termos da base completa de estados vestidos, de forma a obter coordenadas com as mesma.<; 
propriedades dos ângulos introduzidos acima (i.c., que descrevam a evolução t.cmporal d.c forma 
simples, e que sejam também adequadas para descrever Bmin)· 
Podemos então escrever um estado arbitrário na forma 
00 
I 'I')= w-IIg,O) + L;w,exp(ix~) lv\,) 
n=O 
onde 
[ (o,) ., (o") ] cos 2 ln+)+ r~-··"" siu 2 ln-} 
w, E 10,11;0, E jO,nl;x,,~, E I0,2nl 
com a condição de normalização 
• 
n=-1 
(4.15) 
(1.!Ga) 
(4.1GI>) 
( 4.17) 
Chamamos esses parâmetros de 'coordenadas vestidas'. Através deles, podemos fornecer uma 
descrição alternat.iva para o MJC. 
Notamos inicialmente que para cada valor de n ~ O é possível agora imaginar uma cascA 
esférica independente 'tipo Dloch' análoga à do exemplo acima, correspondendo ao sist.cma de 
dois níveis gerado pelos est.ados vestidos ln±) e parnmct.rizada pelas coordenadas angular"',.<~ 
esféricas Bn e tPn. Dest.a. vez, os pont.os sobre cada esfera indicam as contribniçõe.~ 11/'11 } de! 
cada um dr..sses subespaços 2-dimensionais para o est.ado global j\11}. Como antes, o._<; p()Jo.c; 
(On =O, 1f) correspondem aos CRtados ln±}, o os pont.os no equn.dor (On = ~) aos Nit.ados ele• 
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n=3 
Figura-4-3: Coordenadas 'vestidas': Um estado quâ.utico arbitrário é determinado pela 
atribuição, para cada valor de n ;=::: O, de um ponto com coordenadas polares Wn, x .. e, para 
cada um desses, de um outro ponto com coordenadas esféricas On, 1ln· 
forma "72 (ln+) + e-irf>n jn-)) entre os quais estão os estad()l'j fatorá veis I e, n) e I!J, n + l} ( fÍJ11 = 
O, 1r}. Podemos dizer então que as coordenadas On e q,,l det.erminam a importância c a fase 
relativas entre ln+} e ln-) no estado globaiiW). 
Além dessas coordenadas esféricas, temos ainda dois conjuntos adicio.nn.is de parâmetros, 
Wn e Xn.,que correspondem ao peso e à fase relativa da componente IV,n) na cumposic;ão de IW). 
No caso particular cm que 1111) é fatorável, com o átomo cm um dos estados jg) ou le), então 
w~ se reduz à distribuição de j6tons P ( n) = H nl W) I 2 . 
Podemos visualisar essas coordenadas geometricamente da seguinte maneira (v. fig 4~3): 
para cada valor de n, imaginamos 111,. c Xn rcspcct.ivarnentc como a part.c mdia,J ~~ ~tngular de~ 
coordenadas polarcs, .. det.erminando um ponto sobre um disco de raio 1 (valor máximo de wn)· 
Para cada ponto desses discos podemos imaginar então uma casca esférica unitária, cujo..-; poutos 
são parametrizados por 6,. e t/Jn. 
Observações 
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1. Embora útil, esta representação pictórica não é completamente rigorosa. A razão {> que 
ela não leva em conta a condição de vínculo (4.17) entre os pesos w,.; na verdade, os raios 
dos discos acima dependem todos uns dos out.ros. Isto não será. nm problema, visto qur>, 
como veremos adiante, cst.es pesos se mantêm constantes durante a evolução t.emporal. 
2. A fase global do est.ado (4.15) foi escolhida de modo que a component.c c:onst.antc no tempo 
(i.e., proporcional a lg, O}) seja real: esta escolha det.crmina a origem para t.odos os ânp;ulos 
X..- Muit.a..<; vezes, porém, não P.-St.arcmos int.erf'A<isn.dos nesta component.c (w_ 1 =O); nN>tc~ 
ca..,o, podmuos impor Xo = O para definir uma fase g.lobal bcm-dct.cnninada para o estado. 
Evolução Temporal 
Da equação de evolução temporal (2.37), segue que o estado (4.15) evolui da forma: 
X [coo(();) ln+)+ e-i(fn-Unt.) sin ( 0;1 ) ln~}] 
Em termos das coordenadas vestidas, a evolução pode ser representada então como : 
Wn (t) - Wn (O) = cte. 
o. (t) - O. (O)~ cte. 
1 
Xn (t) ~ Xn (O)- 2n"t 
"'" (t) 4>n (O) - n.t 
onde lembramos que nn valem (v. seção 2.2): 
nn ~ 2Àv'n+l 
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(4.19) 
(4.20a) 
(4.20b) 
(4.20c) 
(4.20d) 
( 4.21) 
reflete o fat.o de que m; estados vestidos são aut.oestados, já que 
( o .. ) TllnCOS 2 l(n +I'~> (t))l 
. (o") Wn Slll 2 ~ l(n -I 'I' (t))l 
Podemos ainda encontrar mais nm conjunto de constantes notando que 
Redefinindo 
2 (x .. (t)- x .. (o)) ~ -n,.t ~ ~ .. (t)- ~ .. (o) 
:. 2x,. (t) - 4> .. (t) ~ 2x,. (O)-~ .. (O)~ cte. 
5(,. (t) = 2x,. (t) - ~ .. (t), 
(4.22) 
(4.23) 
(4.24) 
temos então qnc est.a nova coorrlmmda tmnbém ú 1111111 const.ante do rnovirncnt.o>~. A 1wohu/to 
do estado pode então ser rN>-Bcrita : 
(4.2G) 
onde 
~ .. (t) ~</>,.(o) - n,.t ( 4.27) 
e Wn,On,Xnsão constantes. Vemos assim que a evolução dinâmica de qualquer estado assume 
uma forma bastante simples quando descrita cm termos dessas coordenadas, como desejávamos. 
Podemos pensar nessa evolução como o movimento de um ponto no espaço de configuração 
' . 
parametrizado pelas coordenadas. Evidentemente, não é possível visualizar esse cspru;o como 
um todo, mas é sempre possível decompor o movimento na..<; coordonada..<; vcst.idas usando a 
imagem geométrica introduzida acima (fig. 4-4). Assim, a evolução (4.18) pode ser imaginada 
da seguinte maneira: para cada n;:::: O, o ponto (wn, Xn) em coordenadas polares gira no seut.idu 
~A cxist~ncia desl.a nova con~t.antc rcfld-1~ o fato d1~ qm~ a int.eraçiio do M.JC qomhnt a 'l"~''ll<'n~~~·<·nd't do• nu I" 
par {!c, 11.), ly, tl. + 1)} d11 forma .•imí'trim. 
UI 
ln+> 
ln-> 
Figura-4-4: Imagem geométrica da evolução temporal no MJC em termos de 'coordenadas 
vestidas' 
horário com velocidade angular constante !lln, enquanto o ponto (On,tÍ'n) em coordenadas 
esféricas gira ao redor do eixo vertical (.i), também no sentido horário, com velocidade angular 
constante !ln. Tanto o raio Wn, para as coordenadas polares, como a altura cos (9n), no caso 
das coordenadas esféricas, se mantêm constantes. A terceira constante se manifesta através da 
manutenção da diferença de fase 2Xn (t)- <Pn (t) entre os dois movimentos giratórios. 
Obtemos desta maneira uma imagem 'mecânica' para o MJC, composta de infinitas rodas 
em movimento, cada uma com a sua freqUência de rotação. Esta multiplicidade de. freqUências 
é responsável pela complexidade da evolução, permitindo a existência de fenômenos como os 
colapsos e ressurgimentos discutidos na seção 2.3. 
4.2.2 Operador Densidade Reduzido Atómico 
Uma vez obtida a evolução do estado completo do sistema átom~campo em termos das coorde-
nadas vestidas, podemos calcular a partir dele o operador reduzido atômico. Ree&erevendo os 
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estados vestidos cm termos da base produto {I e, n), lg, n)}, a expressão (4.26) acima !'>C t.ornn 
1'1' (t)) ~ "'-II9,0) + ~ f wne\(x,H,(t)) x 
n=O 
x [ (cos (0;) +e-•o,('isin ( 0;)) ie,n)+ 
+ (cos ( 0~') - c•• .. UI sin C;)) lg, n +i)] 
O operador densidade rcdmddo at.ômko na hasc {le), IY)} fica ent.iio: 
onde 
[ 
Poo (t) Pog (t) ] PA (t) ~ 
p,9 (t) p9 , (t) 
p,(t) - ~ (1-w~I) + ~ fw~sin(On)cos(.Pn(t)) 
n=O 
x ( cos ( (;) - c••,(t) sin ( (;)) 
(~.2~) 
(4.29) 
(4.30a) 
( 4.301>) 
(4.:l0c) 
Ao contrário do que ocorre com o cst.ado completo do sistema, a evolução do estado reduzido 
atómico não é necessariamente descrita de maneira simples H!'lando P.st.rus coordenadas. Assim, 
geralmente não ê uma tarefa simples determinar um limite inferior para a entropia reduzida da 
maneira feita no exemplo anterior. 
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4.2.3 Limites para a entropia de estados despolarizados 
Existem entretanto situações part.iculares onde isto pode ser feito com facilidadc: por exemplo, 
basta garantir que o átomo esteja sempre despolarizado, isto é: 
(4.31) 
Assim como no exemplo 4.1 acima, neste caso a entropia atómica SA (t) passa a depender 
apenas do elemento de matriz Pee (t), ou equivalentemente, da inversão de população: 
~ 
(u,(t)) = 2p"(t) -1 = -w'_1 + L:>~sin(Bn)cos(<'n(t)) (4.32) 
n=O 
(v. seção 2.3.1) ). Mais especificamente, quanto menor for a inversão (em módulo), maior será 
a entropia, e portanto o emaranhamento entre os dois sistemas. Assim, nestes cru;os o problema 
de determinar Smin se reduz ao de encontrar limites para a inversão. 
Que tipo de estado satisfaz _à propriedade (4.31)? Observando a expressão (4.30c) para 
Peg (t), podemos ver que uma condição suficiente é os pesos Wn satisfazerem 
(4.33) 
Na verdade, est.a condição é também necessária: levando em conta (4.20d) e (4.21) podemos 
ver que o n-ésimo termo da série evolui com as freqUências 
v;t - >.(Vn+I+Vn) 
e v~ = ). (..;n+l- Vn) 
(4.34a) 
(4.34b) 
Não é difícil mostrar que estas freqUências são sempre incomensuráveis ent.re si para valores 
distintos de n, o que mostra que o t1nico modo de anular todos os termos de Peg (t) em todos 
os instantes é satiSfazendo (4.33). 
O sentido físico desta condição é simples: essencialmente, ela fixa uma correspondência entre 
cada número de fótons do campo e um valor especifico (e ou g) para a excitação atómica. Em 
outras palav:ras, se um estado I 'iii} tem amplitude não-nula cm uma determinada componentc 
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je,n} (o que implica Wn f=. O), o contrário deve valer para a.._c; componentes em J.q, n) c jP., n ± 1) 
(e vice-versa). Como conseqüência disto, nesses estados os valores médios tanto da polnriz.ação 
atômica (v. eqs (2.53a,f,)) quanto dos opera.dorP.s campo elétrico e magnético (proporcionais R 
(a+ at) e (a- at)) 5 são iguais a zero. Estas propriedades continuam valendo dnraut.c toda a 
evolução a partir da condição inicialjW}. 
A maneira mais simples de satisfazer a cst.n.c; condições é quando jW) é da forma 
I 'I') ~ cos (7) lc) A ®11/al")c + sin ('y) cxp(i{) lg) A 0lirn]m.r)c 
( <=:? 1ll2n~ 1 = O, Vn ~ O) 
ou 1'1') 
( <=:? W2n = O, 'r/n ~ O) 
( 4.:J5a) 
(4.:mh) 
uudn j]HU"}c c jÍ1nJm7·)c t.ôm :uuplit.ttdeH apena." para IL prcHcHça de mímcros p:u·r~ ~~ flllp;u·r~s 
de fót.OJJs, respcct.ivarnentc. Nest.es ca:-;os, os estados atômicos Je) A on Jg) A f1111doJHlm CfllllfJ 
'ct.iquct.as' quânticas para a paridade do estado do campo;. wm.udo n nornrmdat.ura do cap. 1, 
podemos dizer que a inversão at.ômica CT, e a paridade do campo são obscrváv0.is de Schmidt 
de I 'I'). 
Em casos como estes, torna-se simples calcular um limite inferior para a entropia reduzida 
atômica. Por exemplo, se o e..c;tado for da forma "par-ímpar" (4.35a) ,então 
f'ce (1.) ~ ~ (I+~ wl,. siu (O,n) cos (1>2n (t))) 
=> (o-,(!)) ~L wln sin (92n)cos (</>2n (t)) 
" 
o que implica no limit.~ superior para o módulo da inversão: 
l(u, (t))l ~L wln sin (O,,.) = M 
" 
(4.36) 
( 4.37) 
(4.3~) 
Notamos que este limit.c ó dado cssencialmcut.c pelo 'carátcr vestido' médio de todn.c; as esferas 
r'Rigoroal\mcnt.e, ns campos clétrko c mn.~nético nn. rnprrnmntn.çfu• rlc int.r,rnçiio 11ii.o prnpnrcionni11 rr~spcd.ivll­
mente a aexp( ~iwt) ± at exp( +iwt), o que niío altera cstn observação. 
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de Bloch, ponderadas pelos pesos 11J~ .. corre.'>pondentcs. 
Assim, a exemplo do que fizemos anteriormente, podemos obter nrn limite Smin calcnl;mdo 
o valor da entropia {4.13) correspondente a este limite. 
• • I (I ) I (I ) Smin = -2 (I- M) ln 2 (I- M) - 2 (I+ M) ln 2 (I+ M) (4.3!J) 
É importante ressaltar que, ao contrário do que ocorre no exemplo 4.1 acima, nest.e e<L'>o Smin 
é apenas um limite inferior para o valor de SA (t), não sendo necessariameut.~ atingido durant.c 
a evolução a partir do estado cm qllf:'$tão. Para que cfetivarnente BA (t) = Smhn é preciso que 
todos os ângulos <P2n(t) satisfaçam simultaneamente cos(<P2n(t)) = 1 ou cos(tP2n(t)) = -1. 
Devido à incomensurabilidade das várias freqUências de Rabi, um acont.ecimcnto deste tipo é 
extremamente raro. Na prática, o valor mínimo de BA (t) tenderá a ser atingido quando os 
ângulos q,2n (t) cofrcspondcntcs aos pesos w~n mais importantes estiverem o mais próximos 
destes valores extremos. 
4.2.4 Evolução da inversão atômica em uma classe de estados correlaciona-
dos do MJC 
No capft;nlo 3, iut.roduzimo~ nom da,<;sc~ de c~t.ados ufw-fatoní.vd~ qnc hat.i;r,:m1os dn c~st.aclos tip•• 
'gato-par-ímpar': 
(4.40) 
e mostramos como poderiam ser gerados experimentalmente. Lembrando que lorar) e jo:impar} 
possuem respectivamente apenas as componentes ln} de n par e ímpar (eqs. 3.33a,b), vemos 
que os GPis são da forma 'despolarizada' (4.35a) discutida acima. Assim, a evolução de sua 
inversão atómica reflete a forma como átomo e campo se emaranham ao longo do tempo. 
No restante deste capítulo, analisaremos como se comporta esta evolução de acordo com os 
parâmetros o:,"(,{ dest.es est.ados. Veremos q1te, escolhendo-os adequadamente, é possível obter 
desde estados com Smin = O até out.ros com Smin ~ ln2 . Quanto mais próximo deste limit.e, 
mais amortecidas serão as oscilações no valor da inversão; assim, para valores apropriado.<; de 
a,"(, { os estados tipo GPI apresentarão 'trapping' de população. 
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do método <k Fleischhaucr r: Schleiclr introduzido no capf1.ulo 2. MostrarPmos qw~, di' mudo 
geral, as oscilaç(Jc~ na invcr:->iio clepnwlt~llt níio d;t clist.rihuir;ãu inidnl de fút.rms do c:uHpo, m;ts 
da dr: coordenadas vP_.st.ida.s. O mr~smo mc~canismo pr'nnitiní t.ambém explicar a Pxist.f~tll'ia d(~ 
'trapping' nos estados (2.75) int.roduzidos por Zaheer c Zubairy. 
Coordenadas vestidas para os estados tipo GPI 
Ant.cs de mais nada, precisamos calcnlar as coordcnada.s vestida.<; dos cst.mls tipo GPI ~~tu tc~rmos 
dos parâmetros f..,/ c a= jnj c~-i1/,ri : 
(
11,,. (<>,,,()) 
t.an 
2 
sin(O:.!" (o,r,f..)) 
sinrjJ2n(n,')·,Ç) 
2jnfln r-ln]' 
(2n+l)! [ ' ' 2 l (2n + 1) cos b) + jnj RÍll {r') 
j/2n + 1 co:-; (/)- ne-•~ sin (1-)j 
l/2n + 1 cos (/) + nt' ·~ r-;in b)l 
oodc { 
A:.!, 
A2, = (2n + 1) cor-;2 (/') + jnj2 sin2 {r-) 
lh, = /2n + 1 sin (2í) ln I cos (1J,-, - f..) 
132 2n 
1(2n + 1) c:os2 (/) -jnj2 e2'(v,.-() sin 2 b)l 
(2n + 1) cos2 (I)+ lnl 2 sin2 (/) 
1 (2n + 1) cos2 ( 1·) - lnl2 (~:l;(v.,-{) sin2 (r·) 1 
J2n + 1 sin (21·) ln I Rin (/ln - f..) 
+ t.an- 1 ( 
jn:j sin (/') sin (un- f..) 
/2n + 1 r:os ('y) + jnj sin {r') co.s (1/n 
(4.41c) 
(4.1Jd) 
(4.4lf) 
( 4.4lg) 
(4.4lh) 
(4.41;) 
'i Por simplicidade, usamo.~ valon~s aproxinntdos pant as coonlr•nada.<;, válido~ na coJHiiçiio ol~ q11~ ns fat01r~s d•• 
normalização para lrYp.,r)" ln>ml'"'r) pod~m Sf)r tomados iguais a 7i (i.~., n 2: 3)(v. eq. 2.!i7}. 
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Distribulçao Polssonlana Termos pares e lmpares da 
P(n) "'fiS25' 
dislribuiçAo Poissoniana 
"' 
o, P,JnJ=(/"2S" 
o.~ {2n)l 
• 
" . o.~ 
0,02 
" 
. 
o o ••••• •o.,.,, 
o ... o ' " " " " 
.. P ...,Jn) = (/" 2!?"'' 
0,02 " " {2n+1)! 
" 
o. 
--" 
. ._ 
0,00 
o 
" "' "' " "' 
0,00 ....... 
······· 
n o ' " " "' " n 
Figura-4-5: Termos pares e ímpares da distribuição de Poisson exp { -lo:12 ) log" (lal = 5). 
Vamos olhar mais de pert.o as quantidades conservadas w2,., 02,, as quais são particularmente 
importantes para os c;ílculos poskriorcs: 
Üfi 'pC'A<;os' w~,. in1.crpo\am cutn~ m; distrihuiçúr~ dt) mírncro de ftí1.onfi da:-; compotH'ttl.l),o.; 
lo:,..,r} c 1('1'ímrH•r} ele IGPI (n,"f,f;)), as <Jlmis são formadas respcd.ivanwntc pdos t.crfTJIJ.<; Jmn~o.; 
c ímpares de uma dist.rihnição de Pois!-lon: 
(4.42a) 
( 4.42b 1 
Para os valorc>..s de Jcrl que estamos considerando (lal2, 3) essas duas distribuições (vis-
tas como funções de n) se tornam muito semelhantes {fig. 4-5). Deste modo, a distribuição 
(4.41a)de w~n é praticamcnt.e independente de "Y ; essencialmente, sua forma é semelhante à de 
uma Poissoniana 'esticada', com o dobro da altura e a metade da largura cm n {fig. 4- 6). 
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Figura-4-6: Distribuição de pesos w~n para os estados tipo 'gato par-ímpar' com Jaj = 5 
O pico desta distribuição se encontra no inteiro tlm.ax mais próximo de: 
1<>12 1<>12 - I 
2ou 2 (4.43) 
Assim, as componentes ltP2n) de JGPI (a,;,e)) com valores de 2n em torno de 2"nmax serão 
aquelas com a maior infiuência nas diversas propriedades deste estado. Isto implica que as 
respectivas freqUências de Rabi 02n regerão a sua evolução temporal, determinando os pontos 
de ocorrência de colapsos e ressurgimentos. 
Em contrapartida, a distribuição (4.41b) de sin (02n) depende decisivamente dos parâmetros 
específicos do estado JGP/ (o:,;,e)). Considerando n como uma variável contínua em (4.41b) e 
derivando, pode-se mostrar que esta distribuição possui um único mínimo, localizado no inteiro 
nmin mais próximo de 
( 4.44) 
Dado Jo:l, o valor de 11.min varia assim desde zero7 até -too à medida em que variamos o peso 
7 Quando tan2 ('y) ..... O, n...tn se torna negativo, fazendo com que o valor mínimo de sin (8,,.) se encontre em 
n=O. 
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c: 
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1.0 
0.8 
0.6 
0.4 
0.2 
0.0 
• 
1'1'> = cos( y)le a,.,>+ sen( y)lg a,m,.,> 
(a= 5) 
y .. I( /10 
y=0.4 X 
y•0.45 lf 
ponto de pico dos pesos 
Figura-4-7: Distribuição de sin(82n) para um estado GPI com diferença de fase lva -{1 =O, 
de acordo com o peso relativo entre as partes par e ímpar 
7 (fig 4-7). Substituindo (4.44) em (4.41b), obtemoo que o valor mínimo correspondente para 
sin(O,.) é: 
sin (9,.~.) "'sin (lv.- {I) (4.45) 
Lembrando que os ângulos 82n medem o 'ca.rá.ter vestido' das componentes I1/J2n) correspon-
dentes, vemos assim o significado físico da 'diferença de fase' Va -{: seu valor fornece o 'caráter 
vestido' da componente ltP2nmm) mais 'vestida' de todas (fig. 4-8}. 
Limites de entropia para os estados tipo GPI 
As figuras acima mostram que, para os GPis, em geral sin (82n) < 1. As eqs. {4.38) e 
(4.39) implicam assim que em geral estes estados nunca se descorrelacion~m ao longo de sua 
evolução (Smtn (a,"',{) > O) . Mostramos a seguir que, escolhendo adequadamente os parâmet-
ros (o:,')',{), podemos otimizar esse emaranhamento, chegando até a estados com Smin ~ ln2, 
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1'1'>~1/sqrt(2) ( le a,.>+ e'-lg "'•••>) 
1.0 
0.8 
~ 
< 
N 
"' ~ 0.6 iai=S 
c: 
·;;; 
0.4 -lv,.-~1 =n:/2 
-Jv .. -1;1 =n:/4 
0.2 ~1v.-~1 =O 
0.0 
o 12 60 100 160 
n 
< 
Figura-4-8: Distribuição de sin (92n) para um GPI com pesos iguais para as partes par e ímpar 
('y = l). O ponto de mínimo indica a componente de maior 'caráter vestido', o qual depende 
da diferença de faoe Ivo - {1. 
com supressão máxima da inversão. 
De fato, o limite superior M para o módulo da inversão (eq. (4.38)) vale neste caso: 
(4.46) 
Mesmo sem fornecer uma expressão fechada para esta soma, podemos minimizá-la notando que 
ela depende dos produtos w~ ·sin (02n). Desta forma, precisamos apenas que as componentes de 
maior peso w~ na soma (aqueles com n ~ rtmax) sejam o mais 'vestidas' possível {sin (92n):::::: O). 
Para isto, basta que o ponto de máximo de w~n (i.e., nm&ll) coincida com o de m{nimo de 
101 
-
~ 
" <f 
-
• 
• 
"' 
o.o 
ln2 
0.8 
o.• 
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Figura-4-9: Limite inferior para a evolução da entropia SA ( t) a partir de estados tipo GPI com 
lal = 5. (Os pontos r.essaltados correspondem às evoluções temporais na figura 4-10 ). 
sin(82n) (i.e., nmin), e ainda que este valor mínimo seja~ 0: 
{ 
nmrn (O,.)= nm= (wl.) 
sm (62n,.,n) =o 
(4.47) 
Substitindo (4.44), {4.43)e (4.45) nesta condição, obtemos que os estados tipo GPI que 
maximizam Smin são aqueles em que 
(4.48) 
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Por exemplo, para 
IGPI (a~ 5,-y~ ~.{~o))~~ ]]c)® (]a~ 5) +]a~ -5)) + ]g) ®(]<> ~ 5) -]a~ -5))] 
('1..!9) 
obtemos numericamente de ( 4.39) e (4.46) Smin = 0.69005 , quase igual ao valor máximo possfvcl 
(ln 2 ~ 0.69315). Este estado permanece assim na prática maximamente mrrelacionado durante 
toda a sua evolução Lcmporal. A figura 4-9 resume a dependência de Smin com· os parâmetros 
de ]GPI (a,-y,{)). 
Evolução temporal e 'trapping' de população 
Evoluçao da entropia atOmlca 
Estado Inicial W>• (11oqrt(2)) ( lea,.> + lga._>) 
<:P5 exp (0.4'11;) 
limite inferior s....,"' 0.114 
S(t) o 10 20 40 50 
0,7 
0,6 
0,5 
limite Inferior s ...... 0.640 
0,4 
0,3 
0,2 a.=5 exp (0.1 ") 
0,1 
o 10 20 40 50 
l.t 
Figura-4-10: Evolução da. entropia reduzida atómica para dois estados iniciais do tipo GPI (são 
aqueles assinalados na figura 4-9) 
Os limites calculados acima fornecem uma estimativa do grau de 'trapping' em cada caso, 
mas nada dizem sobre os detalhes específicos da evolução temporal da inversão efou entropia 
reduzida. Como é ilustrado nas figs. ( 4 - 1 O) e ( 4 - 11), esta consisitirá em geral de uma 
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1 o. ressurgimento na inversão 
l'l' (t=O)> = IGPI(a = 5 OlCp(iv.), y = <14, <=O> 
1 
12 
" 
18 
1)v,.-Ç=w/2 
2)v,.-Ç=x/IO 
3)v .. -Ç"'O 
2<l 22 
Figura-4-11: Inibição do 1° ressurgimento na inversão de alguns estados iniciais tipo GPI. 
Notar a variação na !orma do envelope à medida em que V a - Ç ........ O. 
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estrutura de colapsos~~ rn'lsnrp,imm!l.os, ((,~ amplit.ndf~ m:tis ou nwnos suprimidn d1! acordo co111 
Smin· 
A expressão exata para este comportamento pode ser obtida substituindo-se as coordenadas 
vestidas {4.41a- 4.41g) do estado inicial na eq. (4.32) para a inversão. Usando ainda (4.27), 
obtemos então: 
n=O 
onde n2n = 2>..)2n + 1. 
[ 
[(2n+1)cos2 (-y)-lal2 sin2 (-y)Jcosfl,.t+] 
+ [v'2n+ 1sin(21') l<>lsin("•- ()] sinn2.t 
( 4.50) 
(4.51) 
Assim como nos exemplos vistos no cap. 2 (v. seção 2.3), a depend6ncia das freqU6nda.<; dn 
Rabi i12n com .Jii impede qtte esta sério seja somada de forma exata. Ent.retauto, lllllfl. cxpm'isii11 
aproximada pode ser calculada usando uma generalização do método de Flcisdth:ull!l' ~~ Sd!lcid1 
I c) A [53] válida para estados iniciais não necessariamente das formas Jg) A ® 11/'c) (v. apêndice A, 
eq. A.30). 
= ( À(. ) (uz (t)) oe L ----, 
k=-oo 1fk2 
k#O 
onde 
[ ( >.'t' n)' li E (2n) cos ,P2,. (O) ± -k· + nk - - 2 2 2 ~ 27r, 4 2n=À t 2k~k . . 
wb+w6(t) - 1.= dnE(2n)cos (4>.(0)- 2-ltv'2n+ 1) 
1 
To (t) - 2E(0) cos (4>0 (0)- 2-lt) 
(4.52) 
(4.53a) 
( 4.53b) 
e E (2n) é uma 'versão contínua' de E2n = w~n sin (82,.) (uma função Contínua que interpola 
entre os valores de E2,. nos pontos de n inteiro). 
Para o caso específico dos GPis, temos, de ( 4.41a., d) que 
(4.51) 
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0,16 
-c o.t• 
N 
~ c 0,12 
CD 
~ 0,10 
N C 
'3:-N 0,08 
0,06 
0,04 
0,02 
1'1'> = cos(y) 1e ex..,>+ e''sen(y) 19 ex,.,.> 
lal = 5 
I T • .t •I r.l (.-. _-,-,.,-_ o::-11 
--(v.,-~)•1112 -:>-7•0 
---(v -~)=111" -,-o ... ll 
---{v:-u=o - 7 .. 0.25" 
n 
0,18 
0,16 
0,14 
0,12 
0,10 
0,08 
0,06 
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0,02 
Figura-4-12: Variação da distribuição:&,..= w22nsin(92n) de acordo com os parâmetros do 
..,tado IGPI (<>>r,m 
21<>1 .... -/ai' I . I 
- (2n + l}cos2 (1') -1<>12 e'"(•.-() sin2 ('y) (2n+ !}! 
- VPf (n) + Pj' (n) + 2PI(n) ·1'2 (n) ·coo 2 (v.-{) 
onde 
P1 (n) 
P2 (n) 
(4.55} 
(4.56) 
(4.57a) 
(4.57b} 
No limite em que !ai » 1 (que é de qualquer maneira necessário para a validade da aproximação, 
v. Apendice A), podemos substituir estas distribuições 'quase--Poissonianas' por aproximações 
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Gaussianas adequadas: 
2cos2 (O) ex (- (2n -1<>1
2
)
2
) 
v'2ii' 1<>1 p 21<>1 2 (4.58a) 
P, (n) 2sin
2 (0) (- (2n+ 1-lal')') 
v'2ii' 1<>1 exp 21<>1 2 (4.58b) 
Ucst.c modo, podemos tomar: 
E (2n) ~ J PJ' (n) +PJ (n) + zi\ (n) · P, (n) · cos 2 (v0 - O (4.5U) 
Como antes, cada termo do somatório em k na expressão (4.52) assume valores f:. O cm nma 
região limitada, com centro no instante tk corre.<;pondente ao ponto médio 2:ii de E (2n). 
( 4.60) 
e largura dependente da variância de E (2n). Á&'>im, se esta dist.rib11ição for ~uficieut.muPutP 
estreita em n, cada termo do somatório dá origem a um r.essurgimcuto isolado. A exemplo 
do que ocorre com os estados da forma (2.6!Ja), esses ressurgimentos ocorrem com o dobro da 
freqUência daqueles no caso de est.ados iniciais jc) ®ln:) (como pode ser visto cornpamndo a.<; 
figuras 4-11 c?? ). 
Há uma diferença, porém: no caso dos GPis o 'envelope' desses ressurgimentos nii.o é dado 
pela distribuição inicial de fótons do campo (como ocorre naqueles r,,flSOS), mas pela forma de 
E (2n) como função de n. Como mencionamos anteriormente, esta distribuição mede o 'carátcr 
vestido' de cada cOmponente ltP2.J , ponderado pelo seu peso no estado globaljGP I (a:, 1, ~)) : 
quanto maior for E (2n), mais irnport.ant.c c menos 'vPA'ltida' tenderá a ser a cmnponcul.c 11/,1,). 
Esta distribuição é muito sensível à variação dos parâmetros do estado JGPI (a,J,{)}, 
como é ilustrado na figura ( 4 - 12) . Em part.icular, no limite ( 4.48) , em que a compolH~nte 
l'l/'2n) mais imporl.ante do estado (o pouto de pico de w~n) é um est.ado vestido ( sin (H2nmin)-> 
0), a distribuição E (2n) do e.<;tado é quase totalmente suprimida, com uma depressão (ou 
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Figura.-4-13: Primeiro lressurgimento' na inversão para um estado inicial tipo GPI de acordo 
com a série exata (4.51) e a aproximação (4.52) para o caso de mínimo 'trapping' 
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Figura-4-14: Primeiro 'ressurgimento' na inversão para um estado inicial tipo GPI de acordo 
com a série exata (4.51) e a aproximação (4.52) p&ra o caso de máximo 'trapping'. Notar a 
depressão central no envelope de ressurgimento, causada pela existência de uma componente 
maximamente correlacionada. 
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'kink') no pont.o c:rmf;ral n = ftmax = U.rnin owle pko I! vale SI! encontram. N11HI.n caso, nH 
ressurgimentos descritos pela sórie (4.52) reflct.cm este envelope, sendo achatados (máximo 
'trapping' de população) e com uma depressão no cent.ro. Estas características são d;~ramenl.l! 
ilustradas nas figuras 4-13 e 4-14, demonstrando a eficácia do método de aproximação para. a 
compreensão do fenômeno de 'trapping' nest.a classe de estados pré-correlacionados. 
A mesma análise em termos de coordenadas vestidas pode ser utilizada para explicar a 
ocorrência de 'trapping' também em casos onde as condições inicias são fatorávei.~, como por 
exemplo os estados com 'coerência atómica' estudados por Zaheer e Zubairy (v. seção 2.3). De 
fato, um simples cálculo mostra que as coordenadas vestidas Wn, On, rf>n para o estado 
(4.61) 
têm a mesma forma daquelas do 
(4.G2) 
(4.4la- 4.41g), porém para todos os valores de n (não só os pares). Desta forma, a exprf'Bsão 
para a evolução de população naquele caso pode ser aproximada de forma inteiramente análoga à 
eq. (4.52), apenas usando a eq. (A.26) no lugar da (A.30) e fa7..endo as correções apropriada<;. O 
resultado são ressurgimentos suprimidos com o mesmo perfil daqueles estudados neste capft.ulo 
(compare as figuras 2-4 e 4-11), apenas ocorrendo com o dobro da freqUência. 
Assim, apesar destes estados serem fatoráveis como um todo, o fato de su<L~ compont:.ntcs 
11/Jn) em cada sub~spaço gerado por Jn±) não serem fatoráveis implica na ocorrência de 't.rap-. 
ping'. Naturalmente, como estes estados não são da forma despolarizada ( 4.31), neste caso a 
supressão na inversão não está ligada diretamente à maximização da correlação eut.rc át.omo e 
campo. 
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Conclusões 
Neste trabalho dP,monstramos a possibilidade de se emaranhar um átomo de dois níveis e o 
campo em uma cavidade sem a nece.<>sidadc de interação direta entre estes dois sistemas, e 
investigamos algumas conseqUências de se permitir uma interação após a criar;ão desta 'pré-
correlação'. 
Em primeiro h,1gar, exploramos maneiras de produzir 'cruzamentos de trajetória' P-m subsis-
temas de um sistema de átomos e cavidades, usando tanto a transferência unitária de cocrênda 
como a projeção não-unitária através de medidas atómicas. Desta forma, pudemos desrmvolver 
esquemas experimentais utilizando as técnicas atuais de eletrodinâ.mica quântica de cavidades, 
capazes em princípio de gerar uma variedade de estados pré-correlacionados de um átomo c 
uma cavidade. 
Para melhor compreender as propriedades destes estados, introduzimos um conjnnt.o de co-
ordenadas 'vestidas' apropriadas para se estudar o MJC do ponto de vista dos seus autoestados 
não-fatoráveis. Com seu auxílio, pudemos 
1. encontrar limites superiores (em módulo) para a evolução temporal da inversão atómica 
a partir de um estado inicial arbitrário 
2. identificar uma classe de estados com átomos permanentemente despolari:r.ados, nos q1mis. 
o campo se emaranha e desemaranha com o átomo na mesma medida cm qtt<; o excita. 
Combinando estas características, fomos capazes de encontrar estados com limites inferi-
ores maiores do que 7..ero para a evolução de suas entropias reduzidas, c que port.ant.o jamais 
são dcscorrelacionados pela evolução .Jaynes-Cummings ressonante. D<' .... <;t.a rorma, não podr:m 
ser produzidos a partir de condições iniciais fatorávcis por intcração diret.a. Apmar dist.o, tm-
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contramos uma dassc destes cst.ados (os 'gatos par·fmpa.r') que podem ser gcnulos wmmlo os 
métodos experimentais propostos. 
luvest.ig!UllO.'> às cn.rn.ct.crfHt.icn.'i da t:volução diuil.miea da inversão at.ômica a partir dc~Ht.a 
classe de estados iniciais. Mostramos que em geral ocorre 'trapping' da população at.ômica, c 
que para uma esCÇ~lha apropria.tla dos parâmetros destes estados, est.e 'trapping' pode sor qua.c;;e 
total (a inversão quase não deixa o valor zero). Devido à ligação entre inversão e ent.ropia 
nestes estados, isto significa que de.<; permanecem praticamente maximamente c:orrelru:ionados 
ao longo de toda a sua evolução. 
Para compreender melhor a maneira como se dão os colapsos e ressurgimentos nesses e em 
outros estados, desenvolvemos uma generalização do método de fases estacionárias de Fieis· 
chhauer e Schleich também baseada nas 'coordenadas vestidas'. Através dela, identificamos a 
origem do 'trapping' no modelo de Jaynes-Cummings como sendo o elevado 'caráter vestido' 
médio das componentes do estado (i.c, dividindo-o em suas componentes em cada subespaço 
invariante, aquelas de maior peso são próximas de estados vestidos). Mais ~pccificamente, 
mostramos que mesmo os detalhes finos do formato dos ressurgimentos é governado por essa 
distribuição do caráter vestido das componentes. 
Estas características não são porém uma conseqüência do estado ser 'pré-correlacionado', 
pois Illtmtnunos <Jtte tttm~ da.s .. 'ie dt~ t~.:ulos fal.onlvds sofre tnLJ>pitlg Ju>r lltot.ivfJS Ítlt<!il'lllttf~ttl.f~ 
análogos. Assim, concluímos que o cmaranhamonto· das componentes de um cst.ado r.m cada 
subespaço invaria.nt.e pode ter conseqUências dinâmicas import.ant.es, independent.crmmt.r. do 
estado como um todo ser ou não emaranhado. 
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Apêndice A 
Expressões aproximadas para os 
ressurgimentos na inversão de 
população 
Neste apêndice, calculamos expressões aproximadas para os ressurgimentos na inversão atômica, 
válidas para algumas classes de estados iniciais puros do sistema átomo-campo. Este desen-
volvimento generaliza o método apresentado por Flcischhaucr e Schleich em {53], o qual a.<;surne 
um estado inicial fatorável da forma l,q} A® ]1/l)c .. O resultado por eles obtido para o k-ésimo 
ressurgimento é: 
( >.
2
t2 ) >.t (>.'t2 n) (uz (t)) = -P n = 4n'k' nhk' cos 21fk - 4 (A. I) 
onde P(n) é a distribuição de fótons para ]1/l)c. 
No caso de estados iniciais mais gerais, veremos aqui que a forma dos envelopes dos ressurg-
imentos depende ilão da distribuição de fótons do estado,- mas da distribução de coordenadcm 
vcstidaR 
(A.2) 
Mostramos no capítulo 4 que a inversão, escrita em termos das coordenadas vc:=;tida.<;, tem 
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a forma: 
= 
(uz (t)) = -w_, +L E,. cos (1> .. (t)) (A.3) 
n=O 
onde 
1> .. (t) = <1>. (o) - n.t (A.4) 
Esta. c.xprcssfu1 pode ser ror.scrita. llsa.ntlo a fôrrnula {I c soma de Poisson (v. CoiJrllllt (~ l-Iii IH~rt 
[Slj, pag 76 ) 
onde 
= 
(uz (t)) = L w, (t) +To (t) 
k=-oo 
w, (t) = r= dnE (n) cos (<I> .. (O) - fl,.t) e"''" 
.lo 
To (t) = E (O) cos (<,l0 (O)- 2.>.t)- w_ 1 
(A.G) 
(A.üa) 
(A.6h) 
e onde E (n) é qualquer função 'razoável' (contínua, difcrenciável, etc) que interpole entre os 
valores de En nos pontos em que n é inteiro. 
Notando qnc a soma cm k cm (A.5) se c.<;t.cndc a ±oo, de modo qnc a expressão ô invarinnt.P 
por k +-+ -k, é possível substituir (A.6a) por: 
wk(t) = r=dnE(n)co,(</>,.(0)-2S,(n,t))= (A.7) 
./o 
- r= dnE (n) cos (1> .. (O)) cos (2Sdn, t)) + r= dnsin (1> .. (O)) sin (2S, (n.,t)IA.8) ~ .~ 
- Rc r= dnE1 (n) cxp (2iS.(n.,t)) + lm r= dnE, (n) cxp (2iS, (n, t)) (A.U) 
.lo .lo 
onde definimos 
S, (n, t) = nkn- .>.tv'ii+i 
E 1 (n.) - E(n)cos(<,l .. (O)) 
E2 (n) = E (n) sin (</> .. (O)) 
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(A.!Oa) 
(A.!Ob) 
(A.!Oc) 
Desta forma, a inversão pode se recscrit.a (de forma exala) como 
onde 
~ 
" I 2 (uz (t)) = L. w, (t) + w, (t) +To (t) 
k=-00 
w/ (t) = Rc ~,~ dnE1 (n) exp (2iS, (n, t)) 
.o 
wk (t) - Im ~a= dnE:l(n) cxp (2iSk(n,t)) 
(A.ll) 
(A.12a) 
(A.l2hJ 
Agora, assumindo que os envelopes Er {n) e E2 (n) são suficient.emente suaves Se! compara-
dos às funções oscilantes cus (2Sk ( n, t.)), sin (2Sk (n, f.)) , podemos aplicar o mútodo de fa.'il!,'i 
estacionárias, aproximando as equações acima por 
w/(t) - Er(n=n•)R.e{exp(2iS,(n=n,))[ dnexp [i ~:.t~., (n-n,)2H.!3a) 
wz (t) "' E2 (n = nk) Im { exp (2iS, (n = n,)) !.~ dnexp [i ~· 1.~ .. , (n- n,)'l+l3b) 
os. 
onde nk é o ponto em que ôn = O : 
(A.I4) 
obs: estas expresões não valem para k = O, visto qne neste caso a fase é sempre f'Btacionária 
(=0). 
Substituindo cm (A.lOa) ,obtemos: 
Sk (n = n.,) 
ü's• J 
8n2 n=n.., 
(A.I5) 
(A.!G) 
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Agora, a integral em (A.l3a,,b) pode ser escrita em termo das integrais de Fresncl [82] 
Para F > O, por exemplo, 
C(x) ~ /'f;[dycos(y2)dy 
S(x) /'!;.{ dysin (y 2) dy 
(A.l7a) 
(A.!71>) 
f dncxp (iF(n- nk)') ~{{;[c("~ oo) +C ( VFnk) +i (s(c ~ oo) + S ( VFn•))] 
(A. IS) 
A forma assintótica das integrais de Fresncl para x --+ oo [82] é: 
C(x) ~ + /i sin {x2 ) +O(_!_) 2 V21r x x2 
S(x) _ ~ + /i cos (x2 ) +O(_!_) 2 V21r x x2 
Assumindo JrFink » 1 e tomando a ordem zero d('.stas expressões temos eu tão: 
Similarmente, para F < O 
r.= dnexp (iF (n- nd) oe /Wi (I- i) 
Usando (A.16) c (A.14) ,a condição JIFlnk » I, ficao 
>.t » 2 ( y'1rjkj + v'2n lkl + 4n2k2 ) 
on « 2 ( y'1rjkj- v'2n lkl + 4n2k2 ) 
para k = 1, por P--Xcmplo, precisamos >.t » 17.07 
(A.Wa) 
(A.i9b) 
(A.20) 
(A.21) 
(A.22a) 
(A.221>) 
Substituindo as expressões assintóticas (A.20}, (A.2l)em (A.13a, b), obtemos para k ~ O : 
(A.23a) 
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(A.2:lb) 
Assim, usando (A.16)e (A.ll), a inversão pode ser escrita: 
( ( )) _ ~ ( >.t ) [ E1 (n ~ nk) [co' ( 2Skf,.~ .. ,) 'f ,ju ( 2S•f,.~,.,)] + ] 1 2 uz t - L. ~, [ ( ) ( )] +w0 +w0 +ro kk~#Ü 21rk2 E2 (n = n~c) cos 2S~cln=n.~o ± sin 2S~cln=nk 
(A.24) 
(onde o sinal superior( inferior) vale para os termos com k >O(< O) ). Substituindo finalmcnt.e 
o valor (A.I5) de S•f .. ~ .. , ' 
(uz (t)) l 2 +w0 +w0 +To 
l 2 +w0 +w0 +ro 
Finalmente, como 
(cos (x) + 'in (x)) co' (y) ± (cos (x)- 'in (x)) cos (y) ~ Vzcos ( x ± y- ~) 
então a expressão aproximada para a inversão é: 
onde 
To (t) 
.L= dnE(n)coo (<Pn (O)- 2>.tv'n+i) 
1 2E(O)cos(<ft0 (0)- 2>.t)- w_ 1 
(onde o sinal supcrior(infcrior) vale para os termos com k >O (<O) ) 
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(A.25) 
(A.26) 
(A.27a) 
(A.27b) 
Quando o estado inicial é dn. forma lu) A IXII1/J)0 , então 
~ .. (O)~ •, E(n) ~ P(n+ i) (A.28) 
(onde P(n) é a distribuição de fótons de ltf!)c), de modo que rocupera-se o rmmlt.ado (A.l) (r~q. 
(2.81>) de [53]) • 
Esta expressão é válida desde que: 
a) As distribuições de w~sin (O .. ) cm; (4>n (O)) c w~ sin (r111 ) Hin (4>, (O)) variem leutanwuto com 
n se comparada.•.; com cOH Sk (n, t.) = c0H(1rkn- >.ty'1"i'"TT). 
b) O valor de t obedeça 1\s condições (A.22a, l1). Isto implica que, para o k-6simo t.r~rruo do 
somat.ório acima descrever bem o k-é8imo rcssurgimcnl.o, E (n) deve assumir Hr~us valores 
mais import.antes na região onde 
A.l 
(A.2U) 
Assim, a aproximação deVll ser boa para estados iniciais com 10 fótons ou mais cm média 
no campo. (De modo que o t.crmo cm E(O) geralmente pode ser ignorado). 
Variação para estados apenas com componentes w,. de n 
par 
No caso de estados tipo 'par-ímpar' 1 cm que a dist.ritmiçã.o das coordenadas ve8t.ida ... <; Wn só possui 
os termos pares (1112n+t = 0), a condição de suavidade de E(n) como função de n é violada. 
No entanto, um desenvolviment.o semelhante pode ser realizado se reescrevermos a cq. (A.3), 
considerando apenas os termos de 'n' par. Nest.c cru;;o, se a 'versão contínua' das distribuir;õc~ 
win sin (82n) COH (4>2n (O)) c w~n Hin (fl2,.) sin (r/>2 .. (O)) rmrw funçãn dr: n forem snfid~nt.mmmt.l! 
suaves, é possívelnovamcnt.c aplicar o mét.odo de fa .. <;c {'~<;t.acionária, chegando no final a 
(A.30) 
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onde wl, + w;i c To cont.inmun dados por (A.27a, l1) ,apcnru:; fn:r.cndo n ___. 2n. 
Em particular, se o estado inicial for da forma fatorável le) A® 11/J}c , com 
f(2n f,P) 0 f2 = P (2n) 
então 
</>2n (O)~ O , E (2n) ~ P (2n) 
e 
(A.31) 
(A.32) 
(A.33) 
Assim como acima, é possível most.rar que f\8 aproximações realizadas durante a deduc;iio im-
plicam que csto.<> exprcssõo~; ~o~ó são confiáveis quando E(2n) assume seus maior<'n'i valon!!-; (!1/1 
2n ,2:: 10. (de forma que o termo cm E(O) pode ser ignorado). 
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