A class of time-optimal semilinear parabolic control problems with state constraints and a generalized terminal condition is considered. For the derivation of solvability results, which is the main aim of the paper, we present two methods. The first method works with the complete continuity of the state mapping, whereas in the second one theorems about the separation of convex sets and measurable selection are applied for overcoming the complete continuity of the state mapping. The connection with a family of associated fixed-time problems is very helpful in both cases. This connection between time-optimal control problems and related problems with fixed time are also interesting in their own right, especially they can be used to get optimality conditions for the original time-optimal control problem.
Introduction
Time-optimal boundary control problems for parabolic equations have been investigated in the literature by some authors from several points of view: Optimality conditions, relations to associated problems with fixed time and also existence of optimal solutions are the most interesting theoretical problems. We mention, for instance, Fattorini [6] , Friedman [8] , Lempio [15] , Mackenroth [16] and Tröltzsch [23, 24] . In contrast to most of the earlier papers, we study problems with semilinear parabolic differential equations. Moreover, in many of these papers problems with a terminal condition of the type w(T) E WT C X are investigated. Here the state w is interpreted as an abstract function of time with values in a Banach space X (the state space) and WT denotes a convex, bounded and closed subset of X. Now we will generalize this to a condition which also explicitly depends on the control u. This is done in Section 2, together with the introduction of all basic notions and notations for the formulation of the problem. Section 3 contains some analytical results, concerning mainly the state equation, but they are also used in the further investigations.
Moreover, there are some essential relations to associated fixed-time problems known for linear time-optimal control problems. One of the most important is the following: Let T0 be the infimum of all times T, for which a control u( . ) and an associated state w(u) exists, satisfying the terminal condition at T and a!! other rest rictions of the problem. Then the time-optimal control problem is solvable if and only if the control problem with fixed time T0 is solvable and w(To) E OWTO is fulfilled for an optimal state W.
It is shown in Section 4 that analogous relations hold also in the semilinear case under very general assumptions, such as continuity of the states w with respect to t and a similar property concerning the dependence of the terminal condition on u. Nevertheless, as we will see in Section 5, for the proof of existence results we need more restrictive conditions, for instance, uniform continuity with respect to 2 and a special structure of the nonlinear boundary condition. These conditions are necessary in order to guarantee an analogue to w(To) E ÔWTO as well as a completely continuous state mapping, the main tool for proving the solvability of the control problem with fixed time T0 . In Section 6 we point out that with additional effort the last condition can be weakened, if the terminal condition does not explicitly depend on the control u. The consequences are especially fruitful in the case u = u(x,t).
Finally, let us finish with some auxiliary remarks on the literature concerning the topic of the paper. The difficult case intWr = 0 for time-optimal control problems with linear equation, in particular, if WT consists of only one element, was studied by Fattorini [6] and Schmidt [19] . The problem of reaching a steady-state target in shortest time was discussed by Schmidt in [20] . For similar investigations involving distributed controls, we refer to Balakrishnan [1] , Fattorini [5] , Friedman [9] and Hoppe [14] .
Roubiek [18] considered time-optimal control problems with a nonlinear boundary condition and general state restrictions, too, but he used a set of uniformly Lipschitz continuous controls-and monotonicity assumptions for handling the equation. Semilineàr equations with measurable controls were investigated in a paper, by Schmidt [21] using the approach of weak solutions for the definition of generalized states
The time-optimal control problem
We investigate control problems with the following semilinear parabolic state equation, defined in a bounded domain D C R" with boundary S = OD Because of the specifics of time-optimal control problems we need control restrictions (and the related set of admissible controls) not only on [0, TE] but also on some subintervals. Therefore, we take for convenience a bounded, convex and closed subset t1ad C L(S) and denote the set of admissible controls connected with an interval [0,T} by
Moreover, it is useful to work with the notion of abstract functions and to interprete the set of admissible controls as a subset of some associated L P -space, more precisely: We take a fixed p> n + I and regard L x, ( 0, T; (f) as a subset of L(0, T; Lu(S)). In order to define a generalized solution of (1), the integral equation method is used in the paper. To this aim we suppose the boundary S and the family {L(i)}IE(o,TE) of operators to be sufficiently smooth, so that a Green's function G(z,y,t,$) of equation (1) (subject to homogeneous boundary conditions) exists.
We call w = w(u) a generalized solution of (1) (or a generalized state) associated with a given control u E L((0,TE ) x S), if w is continuous on [0,TE] x D and the integral equation
This method to define generalized solutions was extensively studied by v. Wolfersdorf [25] and frequently used by several authors, especially in control theory.
In the sequel we shall consider the states also as abstract functions (or trajectories) with respect to the time t. According to the definition above we get
describes the state of the system at time t).
For the definition of the terminal condition we introduce a functional fo which is continuous on C(D) as well as a family of functionals {9T}TE(o,TEI with the following properties:
is continuous on [0,TE], where R1tz is the restriction of u to [0,t] (for an easy example compare problem (E) below).
Now we can formulate the following time-optimal control problem:
Minimize T subject to the terminal condition
(P) and subject to constraints on the control and the state
where the f1 are continuous functionals on C(D), cj E C[0,TE], r € R is fixed and w = w(u,.) is the solution of equation (2) In order to illustrate this general class of problems, we give an easy example. A heating problem for a domain D C R3 with sufficiently smooth surface S can be described as follows ( w(u;t,x) is the temperature in the body ):
Minimize T subject to the terminal condition where w is the solution of the initial boundary-value problem
given, xi, x2 € D, r,) > 0 are fixed, u is the outward temperature, viewed as the control).
Obviously, the presence of state constraints does not cause essential difficulties for the investigation of existence of time-optimal controls. Nevertheless, this kind of constraints is included in the statement of the problem, because we shall be alsd interested in optimality conditions.
For problem (P) we define a set T of 'admissible times' Tr = {T> 0 : there exists u, w(u) such that conditions (3)-(5) are satisfied }.
Moreover, we suppose in what follows that the following assumptions are fulfilled, which are natural for a meaningful problem:
Finally we define To = ml {TI T € T}.
T0 is said to be the optimal time. If T0 E Tr , then the control problem is said to be solvable and any associated control u0 and state w(u0 ) satisfying conditions (3)- (5) is called an optimal pair.
Remark 2.2:
Condition (ii) of (A2) does not guarantee T0 > 0 Remark 2.3: The problem (P) can be formulated in a similar manner also for controls = u(t) depending only on the time. In this case, the use of spaces of abstract functions is not necessary with respect to the control (now the embedding L00 (O, T; Uad) C L(0, T), p as above, holds). This simplifies the presentation, but it is more difficult than for u = u(t, x) to show the existence of optimal controls by convexity and measurable selection (see Section 6).
Existence and uniqueness of generalized states
Before discussing the solvability of problem (P), we shall investigate the integral equation 
is fulfilled for all t on which w(u; . ) exists, then a unique solution w(u) of equation (2) exists globally, i.e. on [0,00).
Proof: The main idea is based on a fixed-point technique, which is a powerful tool to handle semilinear evolution equations in the theory of semigroups (Goldstein [12] , Haraux [131) . In order to reduce the technical effort, we will only briefly sketch the essential steps of the application to our problem. For a detailed treatment see Eppler [3, Chapter 1.3], a survey is also contained in Eppler [4] . In the next step we take a fixed admissible control u and investigate the nonlinear operator
The linear boundary integral operators S(t,$), defined by
are continuous from L,,,(S) to C(S) for all 0 < s < t < r and it holds IIS(t,$)II c(t -s) 112 (Tröltzsch [23, chapter 5.6] ). Together with condition (i) this implies the continuity of A(r) and the validity of II A ( r )p -A(r)qlIc ci-'1Jpp -q flc with some constant c. Similarly it can be shown that A(r) maps the set
into itself for some d > 0, if r is small enough. Hence, the local existence of a unique solution w(u) of equation (2) is ensured by the Banach fixed-point theorem.
Additionally we have to show a continuation principle, which is obvious in semigroup theory: If for a given u E L,,(0, TE; Uad) the associated state w(u) exists on an interval [0,t 0], 0 < t 0 < T, this existence interval can be extended to an interval [0,t,], with tl > to.
To this aim we choose the state w(u; t0 ) at t0 as the new initial condition, 'start' with an equation similar to (1) and apply the local existence result. By means of formula
it is possible to prove that F, with
is continuous on [0, t1 -t0] x D (w(u; to) does not satisfy the regularity condition (ii) on w0 in general) and that the 'composed' state is in fact a solution of (2) on the interval [0, t,].
Finally, the length of the continuation intervals is bounded below by a positive constant, if estimate (6) is valid. Consequently, the solution of (2) exists on time interval of arbitrary length U Applying Theorem 3.1 to the example (E) stated in Section 2, we get the following corollary. 
Corollary 3.2: For a E C' and an initial state w 0 satisfying condition (ii) of

X2 E D uniformly for all t E [0, TE]; the maximum principle is satisfied for the parabolic differential operator a/at -L(t).
In order to derive an a priori bound (6) for w(u) with condition (I), we get a linear integral inequality for the absolute value of w(u; ., .). The solution of the associated integral equation is an upper bound for jw(u; . , )I . In the case of condition (ii) we use the maximum principle for the derivation of an a priori estimate (6) [4] .
Although the question of global existence and uniqueness of the states is not essential for solvability investigations of problem (F), this result is interesting in its own right. Moreover, we shall see that a priori bounds play also an important role for other results. At first we obtain the following conclusions.
Lemma 3.3: Assume that the a priori estimate (6) is valid uniformly for all u E L(0,TE ;UOd) with the same K0 . Then (i) the "state mapping" u i -p w(u) is continuous from L(0,TE ; UOa)(endowed with the L-norm, compare Section 2) into the state space C([0, TEl; C(D)), (ii) the trajectory set Q(0, TE) = {w(u)l u E L(0, TE; Uod)} is a set of equicontinuous abstract functions.
Proof: For p> N + 1 a linear operator defined by
y,t,$)w(sy)dSds is completely continuous from L(0,TE;L(S)) into C ([0, T E]; C(S)) or C([0,TE];C(D))
(cf. Tröltzsch [23, Chapter' 5.6] ). We take a sequence {u} C L00 (0, TE; Uad) with U.
L, U0 E L00 (0,TE; U5d) and show that every subsequence { n'} C {u,} contains a subsequence {u,,") C {u,} with w(u-) -'c w(uo), which would imply statement (i) of the Lemma. The continuity of function b, the uniform a priori estimate (6) and {u.} C L(0,TE;U5d) ensure the uniform boundedness a.e. of the functions b.(t,x) = b(u(t,x),w(u';t,x),t,x). Hence, we have a subsequence {u5"} satisfying
,TE;L(S)).
This implies w(u-) -ciD, 
Lemma 4.1: For the optimal value function F(T) the following assertions are true: (i) F(T) r, for all T < T0,
(ii) F(T) < r, for all T E Tr,
(iii) the solvability of all problems (P(T)) implies F(T) > r, for all T < T0, (iv) problem (P) is solvable if and only if F(To) = r holds and (P(T0 )) is solvable.
Proof: Conclusions (i)-(iii) can be immediately derived from the definitions of T0 , Tr and the optimal value function F. In order to prove conclusion (iv), we need only (Al) and the continuity of the states, hence the continuity of the functions := fo(w(u; 1) ) + h(t), (7) the 'trace function' of the terminal condition along a given u E L(O; TE; U5d) , Obviously, F(T0 ) = r and the solvability of (P(T0 )) implies the solvability of problem (P). For the opposite direction we take an optimal control u0 E L(0, To; U5d ) of problem (P) and show that u0 is also optimal for problem (P(T0 )) and 0 (T0 ) = F(T0 ) = r is satisfied.
To this aim we assume ,T0 ) < r. The continuity of V, and (0) fo ( . However, as we will see in Sections 5 and 6, we need additional assumptions in order to guarantee the solvability of (P(To)) as well as the relation F(T0 ) = r.
Remark 4.2:
It is necessary to remark that (Al) and the continuity of the states do not guarantee T0 > 0 (cf. Remark 2.2). Each of the following conditions is sufficient for T0 >0:
(i) The solvability of (P).
(ii) The uniform a priori estimate (6) (which implies the equicontinuity of the trajectories, cf. Lemma 3.3) together with the nonnegativity of all functionals g().
(iii) A uniform a priori estimate (6) together with the equicontinuity of the functions h( . ) at t = 0.
By means of conclusion (iv) of Lemma 4.1 we are now able to derive optimality conditions for problem (P) via the fixed-time problem (P(T0 )). In doing so, we obviously need additional differentiability and regularity assumptions on the objective, the state equation and the state restrictions. Moreover, having in mind applications, for instance, for the derivation of bang-bang or generalized bang-bang principles, it is much more suited to suppose more structural details, especially on fo and g'. This can be done for first order necessary conditions along the lines of the theory developed by Troltzsch [23] . Because there are no essential difficulties on this way, we refer only to Eppler [3, Chapter 31. With respect to time t we clearly get no additional differential-type condition for our kind of time-optimal control problems (roughly speaking, according to Lemma 4.1 the related 'optimality condition' is F(T0 ) = r).
In a similar manner it is possible to invoke the theory of second order necessary and sufficient optimality conditions, which was investigated recently by Goldberg [10] , and Goldberg and Tröltzsch [11] .
5 Existence by completely continuous state mapping A well known difficulty for the existence of optimal controls is the noncompactness (with respect to the embedding space) of the set of admissible controls if it is defined as above. However, L,,,(O, T; U0,) is closed, bounded and convex for all T E (0, TEl in the corresponding L9-space, hence weakly compact. Therefore, one way to overcome this difficulty consists in proving the complete continuity of the state mapping. This main idea was realized by Sperber [22] for optimal control problems governed by semilinear parabolic equations.
Lemma 5.1: Assume that the function b occuring in the boundary condition has the form b(y, v, t, z) = yb1 (v, i, x) + b2 (v, t, x), (8) (i.e., b is affine linear in y) with continuous functions b 1 , b2 having continuous partial derivatives b1 and b2 . If furthermore the uniform a priori estimate (6) holds, then the state mapping u u -i w(u) is continuous from L0(0, T; U,,,) (endowed with the weak topology of L) to the state space C([0,T];C(b)) (T E (O,TE] arbitrarily chosen).
Proof: We proceed similar to the proof of conclusion (i) These results, together with conclusion (iv) of Lemma 4.1, are basic tools to show the solvability of problem (P). Moreover, as we had already discussed in Section 4, we need even more in order to guarantee also F(T0 ) = r.
Theorem 5.2: Additionally to the assumptions of Lemma 5.1 we assume that (i) for all T E (0, TE] the functionals g'( . ) are weakly lower semicontinuous on L(0, T; (fad) (in L,,-sense, this is fulfilled, e.g., for convex and continuous functionals), (ii) the functions h( . ) (u € L(0,TE ; (fad)) are equicontinuous on LO,TE]. Then (P) is solvable.
Proof: At first we note that the assumptions ensure T0 > 0 (cf. Remark 4.2). Now we take a sequence {T} C Tfl[T0 ,T] with T -T0 (which is always possible, cf. (A2)) and associated admissible pairs (u,w(u)), i.e.
, u,, E L(0, T; (fad), w(u) satisfies (5) on [0,T] and
= fo(w(un;Tn))+gr(un) :5r (9) holds for all n. In a first step we show
The restrictions of u,, and w(u) to the interval [0, T0] ( in the sequel also denoted by u,,, w(u)) are obviously admissible for problem (P(T0 )), hence urn inf ,(T0 ) 2 P(To) 2 r (the second inequality is implied by relation (i) of Lemma 4.1). One the other hand. the assumptions guarantee the equicontinuity of the states w(u5 ) and the uniform continuity of Jo on the compact set Q (cf. Remark 5.1). Therefore the "terminal trace functions" (cf. (7) Roughly speaking, the proof consists of the second part of the preceding one (notice that the admissible sets of all problems (P(T)) are non-empty by means of the additional assumption).
Remark 5.2: The structure of the boundary condition and the special choice of the functionals gr(.) in our example (E) allows us to apply directly Theorems 5.2 and 5.3 in order to get the existence of optimal solutions for the problem (E) as well as for the associated problems with fixed final time.
Existence by separation of convex sets and measurable selection theorems
Whereas the question of existence is solved for (E), we want to present another approach for proving the existence of optimal controls, overcoming the complete continuity of the state mapping, that means, to overcome the affine-linear structure of the boundary coimdition with respect to the control. For control problems governed by ordinary differential equations this was done by means of theorems on the separation of convex sets and measurable selection (see, for instance, Macki and Strauss [171). The main purpose of this section is to apply similar techniques to parabolic problems.
Unfortunately, the differences between the two cases u = u(t,x) and u = u(t) now become essential, in contrary to the prec.ding investigations. This concerns the formulation of the assumptions and their consequences as well as a different effort in the proofs. 
Then problem (P) is solvable.
Proof: In the first part we can follow the lines of the proof of Theorem 5.2. This causes even lower effort, as the part 9T(u) is now vanishing. Nevertheless, the equicontinuity of the states and the precompactness of the set Q, hence the uniform continuity of Jo on Q, is necessary in this situation, too. As a result we also get a minimizing sequence {(u,w(u))} for problem (P(T0 )) and (cf. (10)) limfo(w(u;T)) = limfo(w(u;To)) = F(T0 ) = r.
Concerning the second part, we recall (cf. Section 3) that the a priori estimate (6) together with the essential boundedness of the controls ensure the bounde4ness a.e. of the functions b(., .), defined by
Therefore, {b} is uniformly bounded in L((0, T0 ) x S) and without loss of generality we have b b. Moreover, we deduce from the compactness of the linear boundary integral operator, with Green's function as the kernel, that w(u,1 ) -+c th, (11) where (compare (2))
If we were able to show the existence of a control Uo E L(0, To; U4 such that , x) , tD(t, x), t, x) a.e. on (0, To] x 5), then, altogether we have tZ' =.w(uo), fo(w(uo;To)) = r from (10) an (II), and w(uo) satisfies (5) on [0,T0] ( all w(u,,) are admissible). This ensures the optimality of (uo,w(uo) ) for problem (P(T0)).
The final, step of the proof must be performed separately for the two cases u = u(t, x) and u . = u(t).
In the case u = u(t,x) we introduce the set
We are able to show that
with the help of our convexity assumption (iii)/(a). For the proof of (i) we introduce the functions (.,.) and in(., .), defined by 
and M1 =M 1 uM1 with
The Lebesgue measurability of M1 now follows obviously from the measurability of the functions b, m and M. (1, x) The convexity and compactness of the sets M(th(t)) imply, for all 1 € [0, T0] the existence of a closed hyperplane, which strongly separates b(t) from M(u(t)), i.e., for all I € M2 there exists a p(t) E L2 (S) and an a(t) > 0, such that
Moreover, constructing a special p( . ) explicitly, it is possible to get p( . ) E L,,,(M2 ; L2(S)) and a( . ) € L2 (M2 ). To this aim we introduce the abstract function v:
(6 is the orthogonal projection of z E L2 (S) onto the set M(ti,(t))). The function v(.,.) is well-defined and continuous with respect to both arguments. Therefore, the function 
is proved, because it holds PXM'( • ) € L,,,(0,T0;L2(S)) C L 9 (0, To; L(S)), with pxMo(t,x) :=p(t,x)XMo(t).
The application of the Fillipov lemma is also possible, although the situation is now more difficult, because an abstract measurable function occurs. However, we are also able to show the measurability of u0(•), This ensures the measurability of UO( . ) and completes the proof of Theorem 6.1 also for the case u=u(t)I Similarly, the following assertion holds. Proof: The restrictions of (i, w(ü) ) to the interval [0, T] are obviously admissible for all problems (P(T)). Hence, we take without loss of generality a minimizing sequence and proceed similarly to the second part of the proof of Theorem 6.1, which is in fact the solvability proof for problem (P(7 0 )) I Remark 6.1: In the proof we have actually shown the closedness (hence compactness) of the sets Q(0, T), implying also the compactness of all sets Q(T) and hence of Q.
Remark 6.2:
In contrary to Section 5 a weak accumulation point of the sequence fu,} is generally not an optimal control. On the other hand, the optimal control u0 need not to be a weak accumulation point of the sequence {u}, whereas the state w(uo) is an accumulation point of {w(u)}. Remark 6.3: Whereas (iii)/(b) is actually an additional assumption for a control depending only on the time (which is satisfied for instance if b has an affine-linear structure), assumption (iii)/(a) for the case u = u(t,x) holds for every nonlinear continuous right-hand side of the boundary condition. Consequently, if the terminal condition does not depend explicitly on the control u = u(t,x), the uniform a priori estimate is the unique basic assumption for the solvability of problem (P).
