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INTRODUCTION
This paper deals with approximation of smooth periodic functions in kvariables. We list some results which are relevant to this topic. That is, we are looking for information operator Nt and a mapping (algorithm) 4 : Ni(.J") -+ H which together minimize the quantity Let us define the best approximation rate R(n) = R(n, Jo, LJ by R(n) = inf 44; N). Gelfand's and Kolmogorov's widths play an important role in approximation theory (see Karnejcuk, 1976; Tichomirov, 1976; Babenko, 1979; Pinkus, 1985) and, because of (iii) and other much more general results, in information based complexity (see Traub and Woiniakowski [1980] ). We choose as our space H, the space Lz of square integrable functions g : [0, 2~1~ -+ C. Given k-tuples a = (a,, aI, . . . , uk) E W and r = (r,, i-2, . . . , rk) E Nx let us define the Sobalev space wz[O, 2771, the differential operator T = T(a, r), the class Jo = Jo(a, r), and the number o = w(r) by = {f: [wL + @:f is 23~ periodic w.r.t. each variable -ri, 6'1 exists a.e. and belongs to L2}, &f i! 6'J Tf = 2 a,-f, (2) .j= I a':, where u = +l. Moreover, we obtain the limit lim,+, n""R(n, Jo, L2).
So, when (C) holds, the asymptotics of dn(Jo, Lz) and h,(Jo, L2) coincide with the asymptotics of Gelfand's and Kolmogorov's n-widths of some other classes of smooth multivariate functions (see Babenko, 1977) .
If(C) is not satisfied, the nature of the results changes. Namely, there exists v in (1, 2, . . . , k} such that for any E > 0 there is a: satisfying la,, -a:/ % E and In other words, even if R(n, Jo, (a, r), Lz) is finite, an arbitrary small perturbation of a might lead to a class Jo(a', r) in which the operator T' = T(a', r) is such that dim ker T' = + co, so no finite error approximation based on N, would be possible (see Traub and Woiniakowski, 1980, Chap. 2) .
In Section 2 we shall give a more precise formulation of our results.
ASYMPTOTICS
In the following theorem I and B stand for gamma and beta functions, respectively. THEOREM 1. Given any positive integer n and given arbitrary n-tuples a E W, r E N" we have Nn, JO, (a, r>, L2) = d"Uda, r), Ld = MJda, r), &I. Proof. The first statement is a consequence of general results on approximation in Hilbert spaces (see Traub and Woiniakowski, 1980, Chaps. 2 
and 3).
Let us denote by Z the set of all integers. Given a k-tuple t = (t, , t2, . . . , tk) E Zh we define the function et E l@; [O, 27r] by the equation
wherei=fl,x=(x,,X2,.
. . , .rk) E [O, 27r]', and (x, t) = xi=, xitj. The set {et}tEzk is an orthonormal basis of L2 and for T = T(a, r) we have Finally, we note by (9) and (10) that a: + a, as m --+ +m. This completes the proof. n As an immediate consequence of Theorem 1 we have the following corollary.
COROLLARY. If a E iw" and r E Nk satisfy the condition (C), then R(n) = R(n, Jda, r), Lz) = 13(n-"~)
as n + +x.
To illustrate the dependence of this result on the dimension k let us consider the following example. That is, T in (2) is the k-dimensional Laplace operator. Since the condition (C) holds and w = k/2, we get R(n) = e(n-2'k) as n + +x, Thus, if k is large, R(n) converges to zero very slowly.
From the results of Traub and Woiniakowski (1980, Chap. 6) , it follows that our approximation problem is convergent, i.e., lim R(n, Jda, r), L2) = 0 v+x if and only if +a is the unique limit point of the set where numbers b, are given by (4).
Let us suppose now that the tuples a and r do not satisfy the condition (C). Hence, by Theorem 1, an arbitrary small perturbation of components aj might lead to a class Jo(a', r) such that R(n, Jo(a', r), 152) = +w for any n. The following examples show that the convergency and the divergency of the original approximation problem for the class J,,(a, r) are both possible. Then, (C) does not hold and S = {lx* -Dy=I, x, y E Z}.
It is known that the equation x2 -Dy2 = 1 has infinitely many integer solutions (see Sierpinski, 1968, Chap. II, Sect. 17) . Thus, unity is the limit point of S and consequently lim R(n, Jo(a, r), L2) f 0. I,-tx We close this section by finding asymptotics of the &-complexity of the approximation problem for the class Jo(a, r), where a E Rk and r E Nk satisfy the condition (C).
Given E > 0, let m(c) denote the minimal number of linear functionals whose evaluations allow us to determine a set of functions {u~J}~~J~(~.~) such that SUP Ilf -G,fll < 8. I6lda.r)
We call +f(x) an &-approximation to f(x), x E [0, 2,rrlk. Let camp(s) be the minimal computing cost (complexity) of Q(X). Here we assume that the cost of the arithmetic operations (-, -, x , i) and the cost of any linear functional evaluation are taken as unity and c, respectively.
We are now in a position to prove the following theorem. 
Proof. We omit the proof of the identity (1 I), since (11) is an immediate consequence of Theorem 1.
Let E > 0 and x E [O, 27rlk be given. From (5), (6), and the statements (i) and (ii) of the introductory section it is seen that to get an s-approximation UJX) to f(x) for any f E Jo(a, r) one can proceed as follows.
1. Precompute the subset SO(F) E Z" and the k-tuple t(c) such that and Ih = min Ibtl.
EZ"iS"k) 2. Define S(E) = SO(E) U {t(c)} and note that card S(E) = m(e), i.e., S(E) contains exactly m(s) elements.
3. Precompute et(x) for all t E S(E). Proof.
Let Z(p,, p2, . . . , p,) be defined by the equations (see Gradshteyn and Ryzhik, 1980, p. 621, Eq. 4.635-4) We note now that This result taken together with Corollary 1 yield (15). The proof is complete. l
