By further generalizing the concept of Hermitian (or normal) and skew-Hermitian splitting for a non-Hermitian and positive-definite matrix, we introduce a new splitting, called positive-definite and skew-Hermitian (PS) splitting, and then establish a class of positivedefinite and skew-Hermitian splitting (PSS) methods similar to the Hermitian (or normal) and skew-Hermitian splitting (HSS or NSS) unconditionally to the exact solution of the linear system, with the upper bound of its convergence factor being only dependent on the spectrum of the positive-definite splitting matrix, and independent of the spectrum of the skew-Hermitian splitting matrix as well as the eigenvectors of all matrices involved. When we specialize the PS splitting to block-triangular (or triangular) and skew-Hermitian (BTS, or TS) splitting, the PSS method naturally leads to a block-triangular (or triangular) and skew-Hermitian splitting (BTSS, or TSS) iteration method, which may be more practical and efficient than the HSS and the NSS iteration methods. Applications of the BTSS method to the linear systems of block two-by-two structures are discussed in detail. Numerical experiments further show the effectiveness of our new methods and the correctness of the corresponding theories.
Introduction
We consider iterative solution of the large sparse system of linear equations
where A ∈ C n×n is a positive definite complex matrix, which may be either Hermitian or nonHermitian.
Denote by H = 1 2 (A + A * ) and S = 1 2 (A − A * ) the Hermitian and the skew-Hermitian parts of the matrix A, respectively. Then it immediately holds that A = H + S, which naturally leads to the Hermitian and skew-Hermitian (HS) splitting of the matrix A [1, 7] . Based on the HS splitting and motivated by the classical alternating direction implicit (ADI) iteration technique [8] , Bai, Golub and Ng [1] recently presented the following Hermitian and skew-Hermitian splitting (HSS) iteration method for solving the non-Hermitian positive definite system of linear equations (1): where α is a given positive constant. Then, by further generalizing the HS splitting to the normal and skew-Hermitian (NS) splitting A = N + S o , N ∈ C n×n normal and S o ∈ C n×n skew-Hermitian, they obtained the normal and skew-Hermitian splitting (NSS) iteration method [2] , which is of an analogous formula to the above HSS scheme except for the splitting matrices H and S in HSS iteration being replaced by N and S o , respectively.
It was demonstrated in [1, 2] that both HSS and NSS iteration methods converge unconditionally to the unique solution of the non-Hermitian positive definite system of linear equations (1) , with the bounds on their convergence about the same as those of conjugate gradient [9] (for HSS) and GMRES [11, 10] (for NSS) methods when they are applied to Hermitian and normal matrices, respectively. Moreover, the upper bounds of their contraction factors are only dependent on the spectrums of the Hermitian (for HSS) and the normal (for NSS) parts, but are independent of the spectrums of the skew-Hermitian parts as well as the eigenvectors of all matrices involved. Numerical results show that both HSS and NSS iteration methods are very effective and robust when they are used to solve large sparse positive definite system of linear equations (1) .
A noticeable property of this class of methods is that by making use of matrix splittings they split a general non-Hermitian positive definite linear system into two special subsystems of linear equations which can be solved effectively by either direct methods (e.g., Cholesky factorization and Bunch decomposition [5, 6] ) or iterative methods (e.g., Krylov subspace methods [10] , multigrid and multilevel methods). Hence, The HSS and the NSS iteration techniques build a bridge between the classical splitting iteration methods and the modern subspace projection and grid correction methods.
More generally, we know that any Hermitian or non-Hermitian positive definite matrix A ∈ C n×n also possesses a splitting of the form A = P + S, P ∈ C n×n positive-definite and S ∈ C n×n skew-Hermitian.
That is to say, A is of a positive-definite and skew-Hermitian splitting (2), or in short, PS splitting. By applying the technique of constructing HSS and NSS iterations, we can establish a class of positive-definite and skew-Hermitian splitting (PSS) iteration method for solving the positive definite system of linear equations (1) . Different from both HSS and NSS methods, the new PSS method can be used to effectively compute iterative solutions of both Hermitian and non-Hermitian positive definite linear systems. Theoretical analysis shows that the PSS iteration method preserves all properties of both HSS and NSS iteration methods.
By specializing the PS splitting to block-triangular (or triangular) and skew-Hermitian (BTS, or TS) splittings, the PSS method directly results in a class of block-triangular (or triangular) and skew-Hermitian splitting (BTSS, or TSS) iteration method for solving the system of linear equations (1), which may be more practical and efficient than both HSS and NSS iteration methods, because for the BTSS (or TSS) method, we only need to solve block-triangular (or triangular) linear sub-systems, rather than to invert shifted positive-definite matrices as in the PSS method or shifted Hermitian (normal) positive-definite matrices as in the HSS (NSS) method, at the first-half of each iteration steps. In addition, application of the BTSS method to linear systems of block two-by-two structures are discussed in detail, and several numerical examples are used to show effectiveness of our new methods and examine correctness of the corresponding theories.
This paper is organized as follows: We establish the PSS iteration method and its convergence theory in Section 2, and describe the BTSS iteration methods in Section 3. Applications of the BTSS methods to linear systems of block two-by-two structure are discussed in Section 4, and numerical results are listed and analyzed in Section 5. Finally, in Section 6 we briefly give some concluding remarks. 
PSS iteration method and its convergence
More precisely, the above-mentioned PSS iteration scheme based on the PS splitting (2) for solving the positive definite system of linear equations (1) can be described as follows:
The PSS Iteration Method. Given an initial guess
where α is a given positive constant.
Evidently, just like HSS and NSS methods, each iterate of the PSS iteration alternates between the positive-definite matrix P and the skew-Hermitian matrix S, analogously to the classical ADI iteration for partial differential equations [8, 12] . In fact, we can reverse roles of the matrices P and S in the above PSS iteration so that we may first solve the linear system with coefficient matrix αI + S and then the linear system with the coefficient matrix αI + P .
We easily see that when P ∈ C n×n is normal or Hermitian, the above PSS iteration method reduces to the NSS or the HSS iteration methods, accordingly.
In matrix-vector form, the PSS iteration can be equivalently rewritten as
where
Thus, M (α) is the iteration matrix of the PSS iteration. As a matter of fact, (3) may also result from the splitting
of the coefficient matrix A, with
To prove convergence of the PSS iteration method, we first demonstrate the following two lemmas.
If P ∈ C n×n is a positive definite matrix, then it holds that
Proof. Because P ∈ C n×n is a positive definite matrix, i.e., 1 2 (P * + P ), the Hermitian part of P , is a Hermitian positive definite matrix, we know that for any y ∈ C n \ {0},
holds. Here ·, · denotes the inner product in C n . It then straightforwardly follows that (α 2 I + αP * + αP + P * P )y, y > (α 2 I − αP * − αP + P * P )y, y , or equivalently,
Let x = (αI + P )y. Then we have x = 0 since (αI + P ) is nonsingular and y = 0. Now, (6) can be equivalently written as
That is to say, it holds that Proof. See [1, 2] .
With Lemmas 2.1 and 2.2, we are now ready to prove convergence of the PSS iteration method.
Theorem 2.1 Let A ∈ C n×n be a positive definite matrix, M (α) defined in (4) be the iteration matrix of the PSS iteration, and V (α) be the matrix defined in (5) . Then the spectral radius
i.e., the PSS iteration converges to the exact solution x ∈ C n of the system of linear equations (1).
Proof. Because S ∈ C n×n is a skew-Hermitian matrix, from the definition of the PS splitting (2) we know that P * +P = A * +A. Hence, P ∈ C n×n is also a positive definite matrix. Moreover, by Lemma 2.2 we see that Q(α) = (αI − S)(αI + S) −1 is a unitary matrix.
Then M (α) is similar to M (α). Therefore, by applying Lemma 2.1 we have
Theorem 2.1 shows that the PSS iteration method converges unconditionally to the exact solution of the positive definite system of linear equations (1) . Moreover, the upper bound of its contraction factor is only dependent on the spectrum of the positive definite part P , but is independent of the spectrum of the skew-Hermitian part S as well as the eigenvectors of the matrices P , S and A.
We should point out that two important problems need to be further studied for the PSS iteration method. One is the choice of the skew-Hermitian matrix S, or the splitting of the matrix A, and another is the choice of the acceleration parameter α.
Theoretically, due to Theorem 2.1 we can choose S to be any skew-Hermitian matrix such that the matrix P = A − S is positive definite, and α to be any positive constant. However, practically, besides the above requirements we have to choose S to be the skew-Hermitian matrix such that the linear systems with the coefficient matrices αI + P and αI + S can be solved easily and effectively, and to choose the positive constant α such that the PSS iteration converges very fast. Evidently, these two problems may be very difficult and, usually, their solutions strongly depend on the concrete structures and properties of the coefficient matrix A as well as the splitting matrices P and S.
For a positive definite matrix A ∈ C n×n , whatever Hermitian or non-Hermitian, one useful choice of its PS splitting matrices P and S is as follows: Let A = H + S be the HS-splitting of the matrix A, and let H = D + L H + L * H be the (block) triangular splitting of the Hermitian positive definite matrix H, where D is the (block) diagonal matrix and L H is the strictly (block) lower triangular matrix of H. Then we can define P and S to be
respectively. This PS-splitting directly leads to a special PSS iteration method for solving the system of linear equations (1), which only solves (block) lower triangular linear systems at the first-half of each of its iteration steps. Alternatively, we can also define P and S to be
H + S, respectively, which immediately leads to a similar PSS iteration method.
In the next section, we will give another two practical choices of the PS splitting. These two special kinds of PS splittings are very basic. Technical combinations of them can yield variety and new positive-definite splittings, and hence, many practical PSS iteration methods.
According to the positive constant α, if P ∈ C n×n is a normal matrix, then we can compute α = arg min α>0 { V (α) 2 } by making use of the formula in Theorem 2.2 in [2] ; if P ∈ C n×n is a general positive definite matrix, we do not have any formula to compute a usable α and hence, the upper bound of V ( α ) 2 . Usually, it holds that
Therefore, it is important to know how to compute an approximation of α opt as accurately as possible for improving the convergence speed of the method, and it is a hard task that needs further in-depth study from the viewpoint of both theory and computations.
BTSS iteration methods
Without loss of generality, we assume, in this section, that the coefficient matrix A ∈ C n×n of the system of linear equations (1) is partitioned into the following block m-by-m one:
where n , = 1, 2, . . . , m, are positive integers satisfying
Let D, L and U be the block diagonal, the strictly block lower triangular and the strictly block upper triangular parts of the block matrix A, respectively. Then we have
Clearly, T 1 and T 2 are block lower triangular and block upper triangular matrices, respectively, and both S 1 and S 2 are skew-Hermitian matrices. We will call the two splittings in (7) as blocktriangular and skew-Hermitian (BTS) splittings of the matrix A. We remark that these two splittings are both PS splittings, because T + T * = A + A * ( = 1, 2) and A ∈ C n×n is positive definite.
If we make technical combinations of the BTS splitting with the HS or the NS splitting, other interesting and practical cases of the PS splitting can be obtained. For example,
are two BTS splittings, which come from combinations of BTS splittings of the matrix A in (7) and HS splitting of the matrix D.
Now, with the choices
we can immediately define the corresponding block-triangular and skew-Hermitian splitting (BTSS) iteration methods for solving the positive definite system of linear equations (1).
We note that for these four BTSS iteration methods, we only need to solve block-triangular linear sub-systems, rather than to invert shifted positive-definite matrices as in the PSS iteration method or shifted Hermitian (normal) positive-definite matrices as in the HSS (NSS) iteration method. Moreover, the block-triangular linear sub-systems can be solved recursively through solutions of the systems of linear equations
for the BTSS iteration methods associated with the splittings in (7), and
for those associated with the splittings in (8) . Because the splitting matrices T ( = 1, 2, 3, 4) are positive definite, the block sub-matrices A j,j (j = 1, 2, . . . , m) are also positive definite, in particular,
. . , m) are all Hermitian positive definite matrices. Therefore, we may employ another BTSS iteration to solve the linear sub-systems (9) and the conjugate gradient iteration to solve the linear sub-systems (10) if necessary. In addition, the matrices T , = 1, 2, 3, 4, may be much more sparse than the matrices H and N in HSS and NSS methods. For instance, when the matrix A is an upper Hessenberg matrix, T and S , = 1, 2, 3, 4, in the BTSS (or TSS) splittings are still very sparse, but H, S, and N , S o in the HS and the NS splittings may be very dense. Therefore, the BTSS iteration methods may save computing costs considerably more than both HSS and NSS iteration methods. Another advantage of the BTSS iteration methods is that they can be used to solve both Hermitian and strongly non-Hermitian positive definite system of linear equations more effectively than both HSS and NSS iteration methods. For example, consider the non-Hermitian positive definite system of linear equations (αI + S)z = r arising from HSS, NSS and TSS iteration methods, where S ∈ C n×n is a skew-Hermitian matrix, α is a positive constant, and r ∈ C n is a given right-hand-side vector. Both HSS and NSS iteration methods can not be used to solve it, however, the BTSS iteration method may solve it very efficiently. This shows that the BTSS iteration methods have a large application area.
When D, L and U are the (pointwise) diagonal, the (pointwise) strictly lower triangular and the (pointwise) strictly upper triangular parts of the matrix A, we call the BTS splitting triangular and skew-Hermitian (TS) splitting and the BTSS iteration method as triangular and skew-Hermitian splitting (TSS) iteration method.
We remark that both BTSS and TSS iteration methods are, in general, different from the HSS and the NSS iteration methods. Only when D is Hermitian (normal) and L + U * = 0, the BTSS and the TSS methods give the same scheme as the HSS (NSS) method.
The following investigation describes formulae for approximately estimating the acceleration parameters α for the BTSS iteration methods.
Obviously, D ( = 1, 2, 3, 4) are block diagonal matrices and G ( = 1, 2, 3, 4) are strictly block lower (for = 1, 3) or upper (for = 2, 4) triangular matrices. Therefore,
Here, the last two equalities hold since
It then follows that
and ≈ arg min
where λ 
, and κ(·) denotes the spectral condition number of the corresponding matrix.
In particular, when m = n and A j,j (j = 1, 2, . . . , m) are entries, we have for = 1, 2, 3, 4 that
Applications
We now give applications of the BTSS iteration methods to the systems of linear equations (1) whose coefficient matrices possess the block two-by-two structure
where W ∈ C q×q and N ∈ C (n−q)×(n−q) are positive definite complex sub-matrices such that A ∈ C n×n is a positive definite matrix. Without loss of generality, we may further assume that both W and N are Hermitian, because otherwise we can consider the BTSS iteration methods induced by the BTS splittings in (8).
According to (7) we know that the BTS splittings of the block two-by-two matrix A ∈ C n×n are
Given an initial guess x (0) ∈ C n . Then the BTSS iterations compute sequences {x (k) } as follows:
As example, in the following we only investigate the BTSS iteration for the case = 1, because the other three cases can be discussed analogously. Moreover, without loss of generality, we could assume that both W and N are Hermitian if necessary, because otherwise we can consider the BTSS iteration methods induced by the BTS splittings for = 3, 4.
Let x and b be correspondingly partitioned into blocks as
where u, f ∈ C q and p, g ∈ C n−q . The first half-step of the BTSS iteration requires the solution of linear systems of the form
Once the solution u ) of (11) has been obtained, we compute
Note that the coefficient matrices in (11) and (12) are positive definite or Hermitian positive definite if the matrices W and N are, respectively. Therefore, the linear systems (11) and (12) can be solved by any algorithm for positive definite systems (e.g., a PSS method) when the matrices W and N are positive definite, or by any algorithm for Hermitian positive definite systems (e.g., a sparse Cholesky factorization or the conjugate gradient method [9] ) when the matrices W and N are Hermitian positive definite.
The second half-step of the BTSS iteration requires the solution of linear systems of the form
This linear system can be solved in various ways, including the CG-like method discussed in [7, 10] and the BTSS (or TSS) method itself. Besides, when n ≤ 2q, we may first solve the Hermitian positive definite system of linear equations
and then compute
and when n ≥ 2q, we may first solve the Hermitian positive definite system of linear equations
) + αf − F g, and then compute
We remark that unlike the HSS and the PHSS iteration methods in [3, 4] , the BTSS iteration methods are divergent for any α > 0 when they are applied to solve the saddle-point problem
where W ∈ C q×q is Hermitian positive definite, F ∈ C q×(n−q) is of full column rank, and 2q ≥ n. More concretely, when W = I, following an analogous derivation to that in [3] we obtain that the eigenvalues of the BTSS iteration matrix
α+1 with multiplicity 2q − n and
where σ k (k = 1, 2, . . . , n − q) are the positive singular values of the matrix F . Therefore,
for any α > 0. However, we see that all eigenvalues of the iteration matrix M 1 (α) are real, and the eigenvalues α−1 α+1 and
are within the interval (−1, 1), while the other eigenvalues
are within the interval (1, +∞).
Numerical experiments
We use three examples to numerically examine feasibility and effectiveness of our new methods.
All our tests are started from random vectors, performed in MATLAB with machine precision 10 −16 , and terminated when the current iterate satisfies r (k) 2 / r (0) 2 < 10 −5 , where r (k) is the residual of the current, say k-th, iteration. The right-hand-side vector b is computed from b = Ax , where x is the exact solution of the system of linear equations (1) which is a randomly generated vector. In our computations, we use the TSS iteration resulted from the TS splitting A = T 1 + S 1 in (7) as the test method.
In Figures 1 and 2 , we plot the eigenvalues of the iteration matrices of both HSS and TSS methods when q = 1 and m = 24, 32, respectively. It is clear that the eigenvalue distributions of the HSS and the TSS iteration matrices are quite different: the eigenvalues of the HSS iteration matrix are tightly clustered around the real axis and a circular arc on the complex plane, while those of the TSS iteration matrix are closely around the real axis and a circle; however, the distribution domains of the eigenvalues of both iteration matrices are very similar. This observation is further confirmed by Figures 3 and 4 for which m = 32 and q = 6, 9, respectively. In particular, from these figures we can see that when q becomes larger, the shapes and domains of the eigenvalue distributions of the HSS and the TSS iteration matrices become more similar.
In Table 1 , we list the experimentally optimal parameters α exp and the corresponding spectral radii ρ(M (α exp )) of the iteration matrices M (α exp ) of both TSS and HSS methods for several m when q = 1. The data show that when m is increasing, α exp is decreasing while ρ(M (α exp )) is increasing, for both TSS and HSS methods. α exp and ρ(M (α exp )) of TSS are larger than those of HSS, correspondingly, for all of our tested m. This straightforwardly implies that the number of iteration steps (IT) of TSS may be larger than that of HSS. However, because TSS has much less computational workload than HSS at each of the iteration steps, the actual computing time (CPU) of TSS may be less than that of HSS. These facts are confirmed by the numerical results in Table 2 . In fact, the speed-up of TSS with respect to HSS is quite noticeable, where we define by speed-up = CPU of HSS method CPU of TSS (or BTSS) method .
In Table 2 , the speed-up is at least 1.52 for m = 64, and it even achieves 3.76 for m = 24. As we have mentioned in Sections 2 and 3, to compute the optimal parameter α opt for both HSS and TSS is very difficult, and is usually problem-dependent. In Figure 5 we depict the curves of ρ(M (α)) with respect to α and ρ(M (α exp )) with respect to q, and in Figure 6 we depict the curves of α exp with respect to q, when m = 32, for both TSS and HSS iteration methods to intuitively show these functional relationships. Evidently, from Figure 5 we see that ρ(M (α)) attains the minimum at about α = α exp , ρ(M (α exp )) monotonically decreases when q is increasing, and both ρ(M (α)) and ρ(M (α exp )) for TSS are larger than those for HSS for all α and q, respectively. These facts are further confirmed by the numerical results listed in Table 3 . It then follows that IT of TSS will be larger than that of HSS. However, because TSS has much less computational workload than HSS at each of the iteration steps, the actual CPU of TSS may be less than that of HSS, which straightforwardly implies that TSS is, practically, more efficient than HSS. These facts are confirmed by the numerical results in Table 4 . In fact, in Table 4 the speed-up of TSS with respect to HSS is quite noticeable; it is at least 1.78 for all tested values of q except for q = 5 whose speed-up is 1.05, and it even achieves 2.18 for q = 3. In addition, from Figure 6 we observe that α exp monotonically increases when q is increasing for both TSS and HSS iteration methods, α exp for TSS is larger than that for HSS for all q, and the gap between the α exp 's for TSS and HSS also becomes larger when q becomes larger.
In Figure 7 we depict the curves of IT and CPU with respect to q for both TSS and HSS iteration methods. We see that for a small q, say q < 4, IT of TSS is less than that of HSS; while for a large q, say q ≥ 4, the situation is just reversed. However, CPU of TSS is always less than that of HSS for all of our tested q. This clearly shows that TSS is much more effective than HSS in actual computations.
Example 5.2 Consider the system of linear equations (1), for which A = (a k,j ) ∈ R n×n is 
where b and u are the lower and the upper half-bandwidth of the matrix A.
Note that A ∈ R n×n is a truncated Hilbert-like matrix, and it is non-symmetric positive definite when b = u . When b > u (or b < u ), we use the TSS iteration method induced by the TS splitting with = 1 (or = 2) in (7) to solve the system of linear equations (1) . In our computations, we choose u = 1 and b = n − 1 so that the coefficient matrix A is an n-by-n lower Hessenberg matrix.
In Figures 8 and 9 , we plot the eigenvalues of the iteration matrices of both HSS and TSS methods when n = 400 and n = 800, respectively. Again, it is clear that the eigenvalue distributions of the HSS and the TSS iteration matrices are quite different: The eigenvalues of the HSS iteration matrix are clustered around the real axis and a circle on the complex plane, while those of the TSS iteration matrix are clustered around the real axis and several circles; however, the distribution domain of the eigenvalues of the TSS iteration matrix is considerably smaller than that of the HSS iteration matrix, in particular, along the direction of the imaginary axis.
In Table 5 , we list the experimentally optimal parameters α exp and the corresponding spectral radii ρ(M (α exp )) of the iteration matrices M (α exp ) of both TSS and HSS methods for several n. The data show that when n is increasing, α exp is decreasing while ρ(M (α exp )) is increasing, for both TSS and HSS methods. ρ(M (α exp )) of TSS are slightly larger than those of HSS, correspondingly, for all our tested n. This implies that IT of TSS may be comparable with that of HSS. Because TSS has a much less computational workload than HSS at each of the iteration steps, the actual CPU of TSS may be much less than that of HSS. Therefore, TSS will be much more efficient than HSS. This fact is further confirmed by the numerical results in Table 6 . In Table 6 the speed-up is at least 1.45 for n = 800, and it achieves 1.77 for n = 100.
In Figure 10 we depict the curves of ρ(M (α)) with respect to α when n = 800, for both TSS and HSS iteration methods to intuitively show this functional relationship. Evidently, we see that ρ(M (α)) attains the minimum at about α = α exp , and the spectral radius of TSS iteration matrix is almost equal to that of HSS iteration matrix when α becomes larger than α exp of TSS. 
, where W ∈ R q×q and N, Ω ∈ R (n−q)×(n−q) , with 2q > n.
We define the matrices W = (w k,j ), N = (n k,j ), F = (f k,j ) and Ω = diag(ω 1 , . . . , ω n−q ) as follows:
for |k − j| = 1, 0, otherwise, k, j = 1, 2, . . . , n − q, 
Note that A ∈ R n×n is a non-symmetric positive definite matrix. We use the BTSS iteration method defined by (11)-(13) to solve the system of linear equations (1) . In our computations, we choose q = 9 10 n. In Figures 11 and 12 , we plot the eigenvalues of the iteration matrices of both HSS and BTSS methods when n = 400 and n = 800, respectively. Analogously, it is clear that the eigenvalue distributions of the HSS and the BTSS iteration matrices are quite different: The eigenvalues of the HSS iteration matrix are clustered on the real axis and a circular arc on the complex plane, while those of the BTSS iteration matrix are clustered on the real axis and a a circular arc as well as located in a triangular area; however, the distribution domain of the eigenvalues of the BTSS iteration matrix is considerably smaller than that of the HSS iteration matrix, in particular, along the direction of the imaginary axis.
In Table 7 , we list the experimentally optimal parameters α exp and the corresponding spectral radii ρ(M (α exp )) of the iteration matrices M (α exp ) of both BTSS and HSS methods for several n. The data show that when n is increasing, α exp and ρ(M (α exp )) are increasing for both BTSS and HSS methods. ρ(M (α exp )) of BTSS is slightly larger than that of HSS, correspondingly, for all our tested n. This straightforwardly implies that IT of BTSS may be comparable to that of HSS. Because BTSS has much less computational workload than HSS at each of the iteration steps, the actual CPU of BTSS may be much less than that of HSS. Therefore, BTSS will be much more efficient than HSS. This fact is further confirmed by the numerical results in Table 8 . In Table 8 the speed-up is at least 1.75 for n = 800, and it even achieves 2.41 for n = 200. In Figure 13 we depict the curves of ρ(M (α)) with respect to α when n = 800, for both BTSS and HSS iteration methods to intuitively show this functional relationship. Evidently, we see that ρ(M (α)) attains the minimum at about α = α exp , and the spectral radius of BTSS iteration matrix is almost equal to that of HSS iteration matrix when α becomes larger than α exp of BTSS.
Concluding remarks
We have further developed the HSS and the NSS iteration methods, and established a more general framework of iteration method based on the PS-splitting of the positive definite coefficient matrix of the system of linear equations. We have proved the convergence of the PSS iteration method, and showed that it inherits all advantages of both HSS and NSS iteration methods. Several special examples of the PSS method, i.e., the TSS (or BTSS) methods, have been described, and numerical examples have been implemented to show that the TSS/BTSS iteration methods are much more practical and effective than the HSS iteration method in the senses of computer storage and CPU time. However, we should mention that how to choose the optimal parameters for these iteration methods is a very practical and interesting problem that needs further in-depth study. 
