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Abstract  
In the previous fifteen years, a variety of experimental paradigms and methods have been 
employed to study inhibition. In the current review, we analyze studies that have used the high 
temporal resolution of the event-related potential (ERP) technique to identify the temporal course 
of inhibition to understand the various processes that contribute to inhibition. ERP studies with a 
focus on normal aging are specifically analyzed because they contribute to a deeper understanding 
of inhibition. Three time windows are proposed to organize the ERP data collected using inhibition 
paradigms: the 200 ms period following stimulus onset; the period between 200 and 400 ms after 
stimulus onset; and the period between 400 and 800 ms after stimulus onset. In the first 200 ms, 
ERP inhibition research has primarily focused on N1 and P1 as the ERP components associated 
with inhibition. The inhibitory processing in the second time window has been associated with the 
N2 and P3 ERP components. Finally, in the third time window, inhibition has primarily been 
associated with the N400 and N450 ERP components. Source localization studies are analyzed to 
examine the association between the inhibition processes that are indexed by the ERP components 
and their functional brain areas. Inhibition can be organized in a complex functional structure that 
is not constrained to a specific time point but, rather, extends its activity through different time 
windows. This review characterizes inhibition as a set of processes rather than a unitary process. 
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1. Introduction 
Everyday functioning requires the ability to successfully inhibit irrelevant stimuli, 
thoughts, and behaviors (Logan et al. 1984; Hasher and Zacks 1988). Inhibition has a central role 
in the organization of various cognitive domains, including attention, memory and language 
(MacLeod et al. 2003). Furthermore, inhibition may function at different levels of cognitive 
processing, such as thoughts, verbal responses, visual processing, sounds, actions or semantic 
processing (Amieva et al. 2004). However, because of the variety of methods, experimental 
paradigms and contexts in which the concept of inhibition has been studied, it is difficult to fully 
understand how and when inhibition occurs. In the present review, we demonstrate inhibitory 
processes are not unitary. Rather, they are multifaceted and entail various functions that can be 
linked to automatic or controlled processing depending on the context.  
 
1.1. Theoretical issues in inhibition 
Inhibition has received labels such as “interference” (Piai et al. 2012) and “suppression” 
(Ludowig et al. 2010) to highlight its automatic nature (implicit or unintentional inhibitory 
processes) and controlled nature (explicit or intentional inhibitory processes), respectively (Nigg 
2000; Friedman and Miyake 2004; Andres et al. 2008; Collette et al. 2009). This theoretical 
construct of the level of control that is needed in a cognitive process, in this case inhibition, was 
initially proposed by Shiffrin and colleagues (for a review, see Shiffrin and Schneider 1977). 
According to this model, automatic processes typically occur without intention and conscious 
awareness. As a result, these processes are quick and can occur in parallel with other operations 
without impairment. Perhaps the most relevant characteristic of an automatic process is that it can 
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occur without the subject’s conscious control. In contrast, controlled processes require intention 
and awareness. Therefore, these processes are slow and have limited capacity, which reduces the 
possibility to simultaneously perform other operations (Posner and Snyder 1975). However, 
controlled processes can be easily changed and applied to novel situations when an automatic 
sequence cannot be applied (Shiffrin and Schneider 1977). In this theoretical framework, 
controlled inhibition is the conscious and deliberate suppression of irrelevant stimuli or responses. 
An example of a laboratory controlled inhibition task is the Stroop task (Stroop 1935). In this task, 
colored words are presented and the participant must consciously inhibit the tendency to produce 
a more dominant automatic response (i.e., naming the color word) to be capable of naming the 
color of the ink in which the word is printed. Automatic inhibition occurs without the subject’s 
awareness and appears to be involuntary. An example of a laboratory automatic inhibition task is 
the negative priming (NP; Tipper 1985) paradigm. In a typical NP task, the participant views two 
images and must respond to a target, thereby inhibiting the distractor (prime trial). In a subsequent 
trial (probe trial), the distractor of the previous trial becomes the target. In the probe trial, the 
reaction times are prolonged because of the residual inhibition from the prime display. 
Other distinctions among types of inhibition have emerged. A number of studies have 
established and examined specific categories of inhibitory phenomena, such as response or motor 
inhibition (the process of inhibiting a planned response or movement; Robinson et al. 2013), lateral 
inhibition (the capacity of an excited neuron to reduce the activity of its neighbors; Bridgeman 
2006), prepulse inhibition (when a stimulus inhibits the startle blink reflex to a subsequent stronger 
startle stimulus; Dawson et al. 2004), inhibition of return (inhibition produced by a peripheral cue 
or target; Possin et al. 2009), knowledge or semantic inhibition (inhibition responsible for reducing 
the activation of the inappropriate knowledge for the context; Debruille 2007), and proactive 
interference (i.e., the disruption of behaviour due to the influence of antecedent inforation that is 
no longer relevant and has to be inhibited; Yi and Friedman 2011). In opposition to these types of 
inhibition, several authors (Hasher and Zacks 1988; Collette et al. 2009) have proposed that 
inhibition is a unitary process that integrates the following three different but related functions: 
the access function (responsible for the prevention of irrelevant information entry); the deletion 
function (responsible for the suppression of information that either is or has become irrelevant); 
and the restrain function (responsible for the prevention of access to relevant but contextually 
inappropriate responses). 
As a final point in this overview of the conceptualizations of inhibition, we highlight the 
literature’s general acceptance of the distinction between cognitive and behavioral inhibitory 
processes. Cognitive inhibition is responsible for the suppression of previously activated cognitive 
contents, the clearing of non-relevant information and the resistance to interference of information 
from a potentially attention-capturing stimulus or cognitive content that is contextually inadequate 
(Koch et al. 2010; Bjorklund and Harnishfeger 1995). Harnishfeger (1995) defined behavioral 
inhibition in terms of overt behavior control, such as resistance of a prepotent response, delay of 
a reward, motor inhibition, and impulse control. 
 
1.2. Measuring the time course of inhibition 
Some of the most important inhibitory processes occur within the first second after the 
presentation of the stimuli or information that must be inhibited (Kok 1999; Amieva et al. 2004; 
Huster et al. 2013). To study inhibitory processes in the narrow time window when they occur, 
event-related brain potentials (ERPs) have been used. The ERP technique has a high temporal 
resolution, which therefore enables neural activity to be tracked on a millisecond time scale (Albert 
et al. 2013) and represents a continuous measure of processing (Luck 2005). An ERP is a measured 
brain electrical response that is directly the result of sensory, motor or cognitive processes. It is a 
voltage fluctuation, which is derived from the ongoing electroencephalogram (EEG), that is time-
locked to a specific event (Kuperberg 2004). These voltage fluctuations are represented in the ERP 
waveform as a series of positive and negative peaks that vary in amplitude and latency (Dauwels 
et al. 2010). The amplitude can be measured as the difference between the maximum peak of the 
ERP waveform over a period of time and the mean baseline voltage (which occurs prior to the 
stimulus) (Polich 2007). The latency is defined as the interval from the stimulus onset to the point 
of highest amplitude within a time window. As Kappenman et al. (2012) noted, the characteristics 
of the ERP waveform do not reflect a specific brain process. To understand the voltage deflections 
that occur in an ERP waveform (i.e., different peaks and troughs), the term ERP component has 
been proposed. An ERP component can be described as a scalp-recorded voltage change that 
reflects a specific neural or psychological process (Luck 2005). ERP components have 
traditionally been classified as exogenous components, which depend on external factors (i.e., 
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determined by the physical nature of the eliciting stimulus and generally occur within the first 200 
ms after stimulus onset), or endogenous components, which primarily depend on internal factors 
(i.e., sensitive to proprieties, such as the meaning of the stimulus and/or the processing required to 
accomplish the task) (Picton et al. 2000). An ERP component can be sensitive to different cognitive 
processes. For example, P3  modulations  induced by an oddball paradigm can index attentional 
processes responsible for updating stimulus representations, while P3 modulations induced by a 
memory recall task can index encoding mechanisms and  P3 modulations observed while a Go/No-
go task is performed can index inhibition mechanisms (for a review see Polich 2007). Throughout 
this review we will focus only on ERPs observed in inhibition studies.  
A variety of paradigms have been employed to study inhibition with ERPs (for a review, 
see Kok 1999), such as location and identity NP, Stop-signal, Go/No-go, Stroop effect, Task 
Switching, the Eriksen Flanker Task, Spatial cueing tasks, Antisaccade, Proactive Interference and 
Direct Forgetting. Fig 1 presents a schematic display of the most commonly used inhibition-related 
paradigms in ERP research. 
 
Fig 1 Schematic display of inhibition-related paradigms: (1) Go/No-go task (Roche et al. 
2005); (2) Stop-signal task (Kok et al. 2004); (3) Eriksen Flanker Task (Tillman and Wiens 2011); 
and (4) Stroop task (West and Alain 1999). 
 
*Please insert Fig 1 about here* 
 
It is widely accepted that these different paradigms can be related to different types of 
inhibition. For example, the Stop-signal, Go/No-go and Eriksen Flanker tasks have been related to 
behavioral inhibition (specifically, motor inhibition), whereas the NP, Stroop and Direct 
Forgetting paradigms have been related to cognitive inhibition. The nature of inhibition, as an 
automatic or controlled process, can also be modulated by the paradigm that is used to evoke the 
inhibition ERPs. According to Nigg (2000), the Stroop and Stop-signal tasks, for example, engage 
controlled inhibition, whereas the NP and Spatial cueing tasks engage automatic inhibition (see 
also, Andres et al. 2008). In addition, the effectiveness of inhibition may largely depend on sensory 
or bottom-up processing associated with the modality of the paradigm (e.g., auditory versus 
visual). For example, Ramautar et al. (2006) suggested that an auditory version of a paradigm 
allows for faster processing than the visual version of the same paradigm. Regardless of this 
variability, the electrophysiological responses that are evoked during inhibition paradigms have 
been used to clarify the temporal course of inhibition and highlight the differences in the temporal 
course of different types of inhibition (see Fig 2 for a schematic illustration of the ERP components 
that are linked to inhibition processes within different paradigms). 
Recently, there has been an increasing interest in inhibition, which has specifically 
focused on the neural underpinnings of inhibitory processes and the role of inhibition in cognitive 
domains, such as memory, language and attention (Verhoef et al. 2009; Neuhaus et al. 2010; Yi 
and Friedman 2011; Albert et al. 2013). Several of these studies have examined the relevance of 
inhibitory processes in normal aging (Mayas et al. 2012; Turner and Spreng 2012; Haring et al. 
2013; Wostmann et al. 2013), as well as a variety of clinical conditions, such as Alzheimer's 
disease (AD; Collette et al. 2009; C. Thomas et al. 2010; Cheng et al. 2012), mild cognitive 
impairment (MCI; Belleville et al. 2007), traumatic brain injury (TBI; Dimoska-Di Marco et al. 
2011), depression (Dai and Feng 2011; Bobb et al. 2012), anxiety (Robinson et al. 2013), 
schizophrenia (Hughes et al. 2012), fibromyalgia (Mercado et al. 2013), attention deficit-
hyperactivity disorder (ADHD; Senderecka et al. 2012), alcoholism (Padilla et al. 2011) and 
psychopathy (Verona et al. 2012). 
 
Fig 2 Schematic illustration of grand average event-related potential waveforms linked to 
inhibition in different paradigms: Go/No-go (Tian and Yao 2008; S. J. Thomas et al. 2009); Stop-
signal (Bekker et al. 2005; van Boxtel et al. 2001); Eriksen Flanker (Wild-Wall et al. 2008; 
Neuhaus et al. 2007); Stroop (Hanslmayr et al. 2008); and NP (Gibbons et al. 2006; Kathmann et 
al. 2006). The P1, P2 and N1 were located at posterior electrode sites (i.e., O1, O2, T5, T6, P7, 
and P8); the N2 and P3 were located at fronto-central electrode sites (i.e., FC1, FC2, F3, F4, CZ, 
PZ, FZ, and FCz); the N400 was located at central electrode sites (i.e., Cz and CPz); the N450 was 
located at fronto-central electrode sites (FC1, FCz, FC2, C1, CZ, C2, CP1, CPz, and CP2); and the 
LPC was located at central-parietal sites (i.e., P3, P4, Pz, Cz, and Pz). 
 
*Please insert Fig 2 about here* 
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1.3. Inhibition and the aging process 
A decrease in inhibition capacities has been proposed to be one of the main factors that 
underlies age-related cognitive decline (Andres and Van der Linden 2000). To explain this idea, 
Hasher and Zacks (1988) proposed the inhibition deficit theory. According to this theory, the aging 
process weakens inhibition, which is responsible for the suppression and the clearing of non-
relevant information, as well as the resistance to interference of information that is contextually 
inadequate. Consequently, a greater amount of irrelevant information is not restrained and/or 
deleted, which produces more interference. These inhibition deficits have been used to explain 
various impairments in older adults' cognition, such as increased distractibility (Wascher et al. 
2012), time needed for an appropriate response (Anguera and Gazzaley 2012), forgetting because 
of codification inefficiency and competition of related concepts (Raaijmakers and Jakab 2013), 
difficulty in understanding speech when background speech or noise is present (Tun et al. 2002), 
and difficulty in ignoring visually distracting information while reading (K. Z. Li et al. 1998). 
Despite this decline in the efficiency of inhibitory processes with cognitive aging, not all inhibitory 
processes are impaired. Specifically, older adults are impaired in inhibition processes that involve 
controlled or top-down mechanisms (e.g. with impaired performance in Stroop or Stop-Signal 
paradigms when compared with young adults; Andres et al. 2008) but not in processes that can be 
considered more automatic or unintentional (e.g. equal performance when compared with young 
adults in NP or Spatial Cueing paradigms; Amieva et al. 2002; Andres et al. 2008; Collette et al. 
2009). 
 
1.4. Aim and rationale of the review 
The aim of the present article is to critically review the published research that has probed 
the fine-grained temporal course of inhibition, with a particular emphasis on ERP studies. Because 
most of these studies have not intended to provide a timeline for the entire unfolding of an 
inhibitory processing event, we attempt to reconstruct this timeline by abstracting it away from a 
larger set of studies and then using it to frame the information in individual studies. This review 
attempts to clarify inhibition as a complex process that can be automatically initiated in the first 
100 ms post-stimulus and extend its action through both automatic and controlled processes until 
800 ms. The recurrent question regarding the existence of one general or different types of 
inhibition is also addressed. A distinctive interest of this review is the effects of normal aging on 
inhibition, as reflected by changes in processing that occur at a fine-grained temporal scale. As 
previously discussed, normal aging selectivity affects some inhibitory processes while sparing 
other processes (Andres et al. 2008; Collette et al. 2009), and temporally detailed analyses of 
inhibitory processing may greatly enhance the characterization of these differential effects. Thus, 
the study of the temporal course of inhibition in normal aging can facilitate the clarification of 
both the overall nature of cognitive aging and the complex nature of inhibition, which we consider 
to be crucial. Furthermore, several issues that pertain to the distinction of types and subprocesses 
in inhibition can be significantly clarified by considering the patterning of hindered/spared 
inhibitory processes with other age-related changes in cognitive function and brain structure. 
A straightforward approach to gather and systematize information about the timing of 
inhibitory processes is to examine the ERPs observed in inhibition studies. As previously 
described, the ERP technique has a high temporal resolution (in the order of a few milliseconds). 
Therefore, it is possible to capture the various processes that contribute to inhibition. This 
emphasis on the temporal course of inhibition is related to the hypothesis that the time of activation 
of different brain structures related to inhibition is as important as the level of activity of these 
brain structures to accomplish the inhibition process. To link the time of activation of inhibitory 
processes to the brain structures that underlie inhibition, studies that explored the anatomical 
substrates of inhibition with electroencephalography (EEG) are addressed in this review. 
Specifically, we focus on studies that used source localization analysis of ERP data, which were 
collected with high-density EEG or magnetoencephalography (MEG).  
The present review will focus on three time windows where inhibition ERP correlates 
have been found: 0-200ms; 200-400ms; and 400-800ms. This article structure is based on the 
current ERP literature and facilitates an understanding of inhibition as it unfolds in real time, 
highlighting the plurality of processes that may correspond to the term “inhibition” in different 
tasks and moments. Furthermore, it highlights the automatic and controlled nature of different 
types of inhibition or different processes that contribute to inhibition because we hypothesize that 
the automatic processes (i.e., fast and unconscious processes) will occur in the first and possibly 
the second but not in the third window. These three time windows are used mainly as a means to 
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organize the information that we will present and discuss; we do not intend to imply that there are 
three types of inhibition, one for each time window, or that there is a general process of inhibition 
that necessarily spans over the three time windows. Occasionally inhibition can be completed 
before 200ms and other times it can be extended until after 400ms. For each time window (0-
200ms; 200-400ms; 400-800ms) a description of the main inhibition-related paradigms yielding 
ERP modulations therein will be provided as well as a discussion of those modulations, addressing 
systematically the brain sources involved and the nature of inhibition as an automatic or controlled 
process. Finally, the age-related changes in inhibition are addressed. 
 
1.5. Literature search 
A literature search was performed using the Web of Science, Proquest, Ovid, Science 
Direct and PubMed databases. The search included internationally published peer-reviewed 
research papers through August 15, 2014. Additional studies were identified by hand-searching 
the references that were cited in the previously collected articles. The main keywords that were 
used in this literature search were ’inhibition’, ’suppression’, ’interference’ as well as ‘event-
related potentials’ and terms labelling different inhibitory paradigms. Within this first level of 
literature analysis, we conducted a second search that identified the articles that contain the term 
‘Aging’. Fifty ERP studies that used paradigms like ‘Stop-signal’, ‘Go/No-go’, ‘Eriksen Flanker 
Task’, ‘Stroop Task’ and ‘proactive interference resolution’ are examined in this review.  
Whenever possible, depending on the information made available in the original articles, we 
provide a detailed description of the sample that was used in each study we review, comprising 
sample size, age (mean, standard deviation or range), years of education (mean, standard deviation 
or range) and gender-balance. Since the amount of information concerning the sample and the 
specific parameters used to convey that information may vary from study to study, our rendering 
of that information will vary accordingly. 
 
2. Inhibition in the first 200 ms 
 
2.1. ERPs for inhibition in the first 200 ms 
In this early time window, ERP components, such as the N1 and P1, have been associated 
with the ability to inhibit responses to incoming sensory information (Di Russo et al. 2003). N1 
and P1 effects have primarily been identified in behavioral inhibition paradigms, such as the Stop-
signal (Bekker et al. 2005), Go/No-go (S. J. Thomas et al. 2009; Tian and Yao 2008; E. Kirmizi-
Alsan et al. 2006; Lavric et al. 2004; Bokura et al. 2002; Filipovic et al. 2000), Eriksen Flanker 
(Abad-Rodriguez et al. 2004; Hsieh and Fang 2012; Johnstone et al. 2009; Wild-Wall et al. 2008) 
and Spatial cueing (Fu et al. 2005; McDonald et al. 1999; Wascher and Tipper 2004) tasks. 
However, there is also involvement of these early ERP components in cognitive paradigms, such 
as Location-based Priming (Gibbons et al. 2006; Kathmann et al. 2006) and emotional Stroop (S. 
J. Thomas et al. 2007) tasks. To better understand the inhibitory processes that are linked to this 
early time window, we analyzed data from the ERP studies that were conducted with inhibitory 
paradigms, such as the Go/No-go, Stop-signal and Eriksen Flanker paradigms. 
In the Go/No-go paradigm, participants are asked to respond to a type of stimulus (Go 
stimuli) and withhold the response to a different type of stimulus (No-go stimuli). Several studies 
have shown the importance of the first 200 ms after the stimulus onset for the No-go processing 
(Hoshiyama et al. 1996; Schluter et al. 1998; Filipovic et al. 2000). E. Kirmizi-Alsan et al. (2006) 
studied the electrophysiological markers of response inhibition in a sample of young adults (N=24; 
M±SD=25.8±5.6 years old; M±SD=17.8±3.3 years of education; 11 women) who participated in 
a visual Go/No-go task. They observed a significant N1 amplitude increase in the No-go ERPs 
compared with the Go ERPs. Because the participant must recruit inhibitory processes to withhold 
the No-go response, the N1 was indicated as an ERP component associated with inhibition despite 
its early onset (E. Kirmizi-Alsan et al. 2006). S. J. Thomas et al. (2009) also used a visual Go/No-
go task to study inhibition in healthy adults (N=20; 13 women). The level of inhibition required to 
withhold the No-go trials was manipulated by varying the number of immediately preceding Go 
trials. A greater number of consecutive Go trials before a No-go trial increased the inhibitory load. 
The authors demonstrated an increased latency of N1 and P2 in the first 200 ms in the No-go trials 
preceded by a greater number of consecutive Go trials, which supports a potential relationship 
between these components and inhibition (Fallgatter and Strik 1999; S. J. Thomas et al. 2009). 
Tian and Yao (2008) used ERPs with a peripheral cued Go/No-go task to study the neural 
mechanism of Inhibition of Return (IOR), which represents an inhibitory effect produced by a 
peripheral cue or target that hinders the accuracy and speed of response to targets that appear on 
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the peripherally cued locations. Twelve young adults (M=21.4 years old, range 18-25; 2 women) 
participated in this experiment, in which the stimulus (Go and No-go stimulus) was designed to 
appear with equal probability at the cued and uncued locations. This study identified a smaller and 
earlier P1 and a larger and earlier N1 in valid (i.e., the stimulus was preceded by a valid cue) 
compared with invalid (i.e., the stimulus was preceded by an invalid cue) trials regardless of the 
Go/No-go response. These observations confirmed that these early components were associated 
with the IOR effect on sensory/perceptual processes (McDonald et al. 1999; Wascher and Tipper 
2004). 
In the Stop-signal paradigm, participants are asked to respond to a stimulus (Go stimuli). 
However, when these Go stimuli are followed by a stop-signal, participants must withhold the 
response. Bekker et al. (2005) studied the electrophysiology of an auditory Stop-signal task in a 
sample of young adults (N=20; M±SD=21.4±5.6 years old; 16 women) and identified a larger N1 
for successful compared with failed stops. This ERP component was interpreted as reflecting the 
amount of attention that is paid to (or switched to) the stop-signal, which is partially determinative 
of the subsequent success of inhibition in stopping the response. Thus, Bekker et al. (2005) 
suggested the strength of the inhibitory control on the Stop-signal paradigm might be determined, 
in part, by the ability to switch attention to the stop-signal. Complementing these results, Ramautar 
et al. (2006) suggested the N1 was associated with exogenous/sensory aspects of the stop signal. 
In their experiment, fifteen young adults (M=21.2±1.78 years old; 8 women) participated in a 
bimodal Stop-signal task (with 12 visual and 12 auditory stop blocks of 120 trials each). The 
researchers identified an N1 component that did not differentiate between successful and 
unsuccessful stopping and was therefore associated with sensory processing of the stop-signal. 
In the Eriksen Flanker Task (Eriksen and Eriksen 1974), a central target (e.g., letter or 
arrow) is flanked at both sides by items that indicate a response that is the same (congruent 
condition), opposite (incongruent condition) or neutral in relation to the response that is required 
by the target. For example, if participants are instructed to press a left button every time they view 
the letter “H” in a central position and a right button every time they view the letter “C” in a central 
position, the two main conditions are as follows: a congruent condition includes the same letter 
“H” or “C” for both flankers and the central target (e.g., HHHHH or CCCCC), whereas an 
incongruent condition includes opposite letters for the ﬂankers and central target (e.g., HHCHH 
or CCHCC). In the incongruent condition, the incongruent ﬂankers cause interference, which leads 
to slower and more inaccurate responses compared with the congruent condition. This effect is 
known as the ﬂanker congruency effect (FCE) (White et al. 2011). Wild-Wall et al. (2008) 
conducted an ERP study using two variants of a Flanker Task with two age groups: a younger 
group (N=15; M±SD=23.7±3.7 years old; 7 women) and an older group(N=15; M±SD=60.9±6.5 
years old; 7 women). In the first variant of the task, the flankers were presented 100 ms before the 
target (Experiment 1). In the second variant, the flankers were presented at the same time as the 
target (Experiment 2). Both experiments included congruent, incongruent and neutral conditions. 
The researchers’ main goals were to identify the temporal course of the FCE and the differences 
between the two age groups in the flanker and target processing. In both experiments, the P1 and 
N1 ERP components were identified in the first 200 ms. In Experiment 1, the onset of the two 
ERPs preceded the appearance of the target stimulus. Therefore, the authors suggested that P1 and 
N1 are primarily associated with flanker processing. The aging effects that were identified in this 
research on flanker and target processing are discussed later in this paper. These studies suggest 
that both N1 and P1 are associated with sensory information processing regardless of the task type. 
In particular, the P1 and N1 effects reflect the inhibition and enhancement of sensory information. 
 
2.2. Automatic and controlled nature of inhibition in the first 200 ms 
The nature of the inhibitory processing in this early time window can easily be related to 
automatic processing. The fact that automatic processing has a short duration and can be elicited 
without the subject’s awareness supports this assumption. As previously described, Ramautar et 
al. (2006) studied the ERPs that were elicited during a Stop-signal task in a sample of young adults. 
They did not identify changes in the amplitude or latencies of the N1 component between 
successful and unsuccessful stopping. As a result, Ramautar et al. (2006) proposed that this ERP 
component was more strongly linked with exogenous sensory aspects of the stop-signal and, 
therefore, with automatic processing. Several studies have suggested that even this automatic 
processing may entail some executive control because a higher N1 amplitude for successful than 
for failed Stop-signal/Flanker conditions has been identified (Bekker et al. 2005; Wild-Wall et al. 
2008). Despite these results, inhibition has been more frequently associated with automatic 
processing in the first 200 ms (Roche et al. 2005). 
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2.3. Source localization of ERPs associated with inhibition in the first 200 ms 
Some studies have attempted to better characterize the neural basis and dynamics of 
inhibition by exploiting the high temporal resolution of ERPs and the advances in source 
localization (Scherg 1990). Applying the Low Resolution Brain Electromagnetic Tomography 
method (LORETA; Pascual-Marqui et al. 1994) to ERP data that were collected during a cued 
Continuous Performance Test (CPT), Strik et al. (1998) reported that the main source of the P1 
component was in the occipital area in both the Go and No-go conditions. Consistent with these 
results, using LORETA, Bokura et al. (2002) did not identify differences in the P1 component 
sources between the Go and No-go conditions and demonstrated that the P1 component for both 
the Go and No-go trials has generators that are located in the occipital lobes. Bokura et al. (2002) 
demonstrated, in both Go and No-go trials, an N1 component with bilateral brain generators in the 
occipito-temporal lobes, which likely encompass the primary and secondary visual areas. Tian and 
Yao (2008) studied the neural mechanisms of inhibition of return with a cued Go/No-go task. The 
3D scalp topographic maps and LORETA images indicated that P1 and N1, which are linked to 
the inhibition of return processing, were localized in occipito-parietal regions, specifically, the P1 
on the middle occipital gyrus and the N1 on the cuneus. 
In summary, the P1 component that is elicited when inhibition processes are triggered 
may represent the visual processing of the stimulus, whereas the N1 may be related to the 
orientation of attention via the fronto-parietal attention network (Natale et al. 2006). 
 
2.4. Age-related inhibition changes in the first 200 ms 
A limited number of studies have investigated age-related differences in these early ERP 
components in the context of inhibition. As previously discussed, Wild-Wall et al. (2008) studied 
inhibition in two age groups  with two variations of the Flanker Task. In the first 200 ms, they 
identified a P1 and subsequent N1 components in the two variations of the Flanker Task for both  
groups. In Experiment 1 (when flankers appeared 100 ms before the target), the P1 and N1 onset 
was prior to the presentation of the target; therefore, both components were associated with flanker 
processing. Because both the P1 and N1 exhibited similar latencies and amplitudes for both  
groups, age does not appear to affect flanker processing. In Experiment 2 (when the flankers 
appeared at the same time as the target), the P1 latency and amplitude were similar in both groups; 
however, the N1 amplitude was markedly larger in the older group. This increased N1 amplitude 
in the older group was interpreted as an increased processing of the target. In Experiment 1, this 
target-related processing in the older group appears to be indexed by a negativity that appears after 
the N1. This result suggests the N1 amplitude increase in Experiment 2 is the result of a 
superposition of the flanker-related N1 activity with this dissociable target-specific signature. 
Behaviorally, an age-related slowing was identified and the older group exhibited surprisingly 
lower error rates compared with the younger group in the incongruent condition in both 
Experiments 1 and 2. Hence, it appears that the older participants do not exhibit inhibitory deficits 
in flanker processing, even though it is well known that this population displays a lower processing 
speed. However, in Experiment 2, a higher N1 amplitude during target presentation was identified 
in the older participants. Wild-Wall et al. (2008) proposed that during information processing, 
older participants pay greater attention to the target compared with younger participants. These 
enhancement processes, which are related to the target information, are complementary to the 
inhibition processes, which are related to the flanker information. The increased attention to the 
target might explain the lower error rates that are present in the older participants because they 
focus on the target and, therefore, reduce flanker interference. 
Similar results were identified by Hsieh and Fang (2012), who investigated ERP 
correlates of the Flanker Task and potential compensatory strategies that older adults use to 
maintain the ability to inhibit irrelevant information. To achieve these goals, they compared young 
and older adults in three experiments in which the probability of congruent, incongruent and 
neutral trials in the Flanker Task was manipulated. A group of young adults (N=16; 
M±SD=20.44±1.71 years old; 10 females; M±SD=14.25±1.24 years of education) and a group of 
older adults (N=16; M±SD=64.63±4.13 years old; 7 females; M±SD=14±1.93 years of education) 
participated in the first experiment, in which the number of congruent trials was greater than 
incongruent trials. In the second experiment, a group of young adults (N=16; M±SD=21.06±1.61 
years old; 9 females; M±SD=14.81±1.05 years of education) and a group of older adults (N=16; 
M±SD=64.13±2.47 years old; 7 females; M±SD=13.81±1.80 years of education) completed a 
Flanker Task with the same number of congruent and incongruent trials. Finally, a group of young 
adults (N=16; M±SD=21.19±2.20 years old; 7 females; M±SD=15.188±1.40 years of education) 
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and a group of older adults (N=16; M±SD=64.19±5.72 years old; 8 females; M±SD=13±1.26 years 
of education) participated in the third experiment, in which the number of incongruent trials was 
greater than congruent trials. Consistent with Wild-Wall et al.’s (2008) findings, Hsieh and Fang 
(2012) did not observe an increased flanker effect in older adults compared with young adults 
across the three experiments. Additionally, throughout the three experiments, the older adults 
exhibited greater N1 amplitudes compared with the young adults during target presentation, which 
suggests the older adults engaged in increased top–down visual processing of the central target. 
Gazzaley et al. (2008) compared young adults (N=20; M=23.1 years old, range 19-30; 10 
women) and older adults (N=26; M=65.7 years old, range 60-72; 13 women) in the selective 
attention delayed-recognition task that was developed to measure both inhibition and 
enhancement. In this task, the participants viewed sequences of two faces and two natural scenes 
structured in three conditions presented in a randomized order. In one condition, the participants 
had to remember the faces (attend condition) and ignore the scenes (ignore condition). In a second 
condition, the participants had to remember the scenes (attend condition) and ignore the faces 
(ignore condition). In the third condition, the participants did not have to ignore any of the images 
(passive condition). Within the first 200 ms, the young adults exhibited the largest P1 amplitude 
and earliest N1 latency for the attended faces, followed by passive faces and then ignored faces, 
whereas the older adults only exhibited the largest P1 amplitude and earliest N1 latency for the 
attended faces compared with passive faces. Gazzaley et al. (2008) interpreted these results as an 
indication of sensory suppression deficits in older adults (because there were no differences 
between the passive and ignore conditions), as well as an indication of preserved enhancement 
processes (the same change in young and older adults between the passive and attend conditions). 
In an additional experiment with the selective attention delayed-recognition task, Anguera and 
Gazzaley (2012) studied the neural markers of inhibition in the first 200 ms (P1, N170) in a sample 
of older adults (N=16; M±SD=70.6±6.7 years old; 7 women). ERP age-related modulation 
analyses for face stimuli were conducted that focused on P1 amplitude and N170 latency as indices 
of top-down enhancement (attend vs. passive) and inhibition (ignore vs. passive). The authors 
demonstrated that older adults did not exhibit the signatures of early neural inhibition (reflected 
by the absence of differences in N170 latency and P1 amplitude) when viewing irrelevant visual 
stimuli. However, there was neural enhancement for the relevant stimuli, which was reflected by 
the early N170 latency for attended versus passively viewed faces. 
 
2.5. Summary 
In the preceding section, we summarized ERP research results that provide significant 
insights regarding inhibition processing during the first 200 ms post-stimulus in a variety of 
paradigms. Despite the limited number of ERP studies in the context of inhibition that have 
addressed this early time window, the P1 and N1 ERP components have consistently been found 
to reflect inhibition-related phenomena. As early as 100 ms post-stimulus, these components index 
sensory information processing and have primarily been associated with automatic processing. 
The P1 has been associated with the inhibition of irrelevant sensory information and linked to the 
occipital lobes. The N1 has been associated with a complementary process that facilitates or 
enhances relevant sensory information (Hillyard et al. 1994) and has been linked to the frontal and 
parietal components of the attention network. The age-related differences that have been identified 
in the ERP components support this dissociation. Specifically, the N1 is related to enhancement 
processes, which are preserved in older adults compared with young adults, and the P1 is related 
to the onset of inhibition processes, which are less effective in older adults compared with young 
adults.  
 
3. Inhibition between 200 and 400 ms 
 
3.1. ERPs for inhibition between 200 and 400 ms 
ERP research has identified two components within this time window that might be 
related to inhibition: the N2, which represents a pronounced fronto-central negativity that peaks 
approximately 200-350 ms post-stimulus, and the P3, which peaks at approximately 250-500 ms 
and exhibits a fronto-central to centro-parietal scalp topography (Johnstone et al. 2007; Polich 
2007; Folstein and Van Petten 2008). In early research, these two components were often referred 
to together as the “N2-P3 complex” (Folstein and Van Petten 2008; Huster et al. 2013). 
The N2 is an endogenous ERP component and can be separated into the following 
subcomponents according to Folstein and Van Petten (2008) review: (i) a fronto-central 
component that is associated with novelty detection (N2a); (ii) a second fronto-central component 
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that is associated with executive control (which encompasses motor inhibition, response conflict 
and error monitoring) (N2b); (iii) and a posterior N2 that is associated with stimulus classification 
operations related to target processing (N2c). Furthermore, there is an attention-related ERP, the 
N2-posterior-contralateral (N2pc), which is typically observed in the N2 time window at posterior 
scalp sites that are contralateral to the position of a potential target item on which attention is 
focused (Patel and Azzam 2005). The N2a that is elicited by deviant auditory stimuli, attended or 
unattended, is referred to as mismatch negativity (MMN; for a review, see Naatanen et al. 2012). 
P3 is an umbrella term that encompasses at least two functionally distinct subcomponents with 
different scalp distributions, P3a and P3b (Polich 2007; O'Connell et al. 2012). P3a and P3b differ 
in terms of latency (P3a has a shorter latency) and topography (P3a has a fronto-central distribution 
compared with the more parietal distribution of P3b) (Fjell et al. 2009). Polich and Comerchero 
(2003) have suggested that P3a and P3b are connected to a circuit pathway between the frontal 
and temporal/parietal brain areas. The P3a reflects involuntary, transient allocation of attention to 
salient changes in stimuli and novel stimuli, which is linked to frontal lobe activity. The P3b is 
related to a controlled cognitive attentional process that is tied to the stimulus evaluation process, 
which is linked to temporal/parietal areas (Kirino et al. 2000; Polich 2007). 
For both the N2 (typically the N2b) and P3 (typically the P3a) components, larger 
amplitudes have been identified when inhibiting a response compared with executing a response 
(Maguire et al. 2009). The relationship between the N2, the P3, and inhibitory processing remains 
a matter of debate (Bruin et al. 2001; Smith et al. 2007). Some experts have argued that inhibitory 
processes are associated with the N2 (Kopp et al. 1996; Van Veen and Carter 2002; Falkenstein et 
al. 2002; Roche et al. 2005), whereas other experts have argued that the P3 has an association with 
inhibition (i.e., the N2 is associated with other processes, such as recognition of the need for 
inhibition or even response conflict) (Bruin et al. 2001; Smith et al. 2008). There is, however, a 
general consensus that both components are associated with inhibition to some degree (van Boxtel 
et al. 2001; Kok et al. 2004; Elif Kirmizi-Alsan et al. 2006; Aneta Dimoska et al. 2006; Smith et 
al. 2006, 2007; Maguire et al. 2009).  
The N2 and P3 ERP components have predominantly been studied in inhibitory 
paradigms, such as the Stop-signal, Go/No-go and Eriksen Flanker tasks. Both the Stop-signal and 
Go/No-go paradigms elicit inhibitory processes that can be explained by the well-established 
horse-race model (Logan 1994). In this model, the “Go” process races against the “No-go/Stop-
signal/Inhibition” process. If the “No-go/Stop-signal/Inhibition” process is completed before the 
“Go” process, this finding signifies inhibition of the response. Typically, in the Stop-signal and 
Go/No-go tasks, although the latency and variability of the Go response can be observed directly, 
the inhibition response that is observed in the No-go/Stop-signal trial is internally generated; 
therefore, it cannot be directly observed. However, in the Stop-signal task, it is possible to quantify 
the latency of the inhibition mechanism with the Stop-signal Reaction Time (SSRT; Logan et al. 
1984), which can be estimated using the assumptions of the race model (Logan 1994; Logan et al. 
1984). Some authors have suggested the Go/No-go and Stop-signal paradigms involve equivalent 
inhibitory processes (Verbruggen and Logan 2008a). In both paradigms, participants are instructed 
to respond to the Go stimuli and to withhold a response when a No-go/Stop-signal is presented. 
To be successful, participants must identify the strategy that optimally balances the following two 
goals: respond as quickly and as accurately as possible to the Go stimuli and withhold the response 
to the No-go or Stop-signal as effectively as possible. 
In accordance with this assumption, van Boxtel et al. (2001) identified similar ERP 
patterns in No-go and Stop-signal trials, which suggests the underlying mechanisms of these two 
paradigms are similar. They examined a sample of young adults (N=10; M=22.2 years old, range 
19-28) in a combined visual Stop-signal and visual Go/No-go task in which 20% of the trials 
included a Stop-signal and 10% were No-go trials. Following the combined Stop-signal and 
Go/No-go task, van Boxtel et al. (2001) divided the young adult group into efficient and less 
efficient inhibitors using a median split of the SSRT. A larger N2 amplitude was identified for the 
efficient inhibitors, which suggests inhibition bears a N2 signature in both the Stop-signal and 
Go/No-go paradigms. Despite this association between the No-go and Stop signal N2s, to our 
knowledge, only the van Boxtel et al. (2001) study directly compared the Go/No-go and Stop-
signal paradigms. Therefore, we cannot undoubtedly declare that the inhibition processes that are 
recruited during No-go and Stop-signal trials are the same. Additionally, according to Folstein and 
Van Petten (2008), the Stop-signal N2, in contrast with the No-go N2, might comprise various 
subcomponents that are associated with inhibition and evaluation of the stop-signal. Therefore, we 
review the Stop-signal and Go/No-go ERP studies that have identified N2 and P3 modulations 
related to inhibition independently.  
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ERP correlates of inhibition processes that are recruited in the Stop-signal task have been 
extensively studied (Kok et al. 2004; Ramautar et al. 2004; Bekker et al. 2005; Ramautar et al. 
2006; Luus et al. 2007; A. Dimoska and Johnstone 2008; Knyazev et al. 2008). Luus et al. (2007) 
conducted an MEG study of inhibition elicited by a visual Stop-signal paradigm (with 25% Stop-
signal trials) in a sample of young adults (N=11; M±SD=28±5.3 years old; 5 women). The results 
indicated greater differences between successful stop-signal responses and fail stop-signal 
responses in the 100-220 ms range of the grand average waveforms. Specifically, the researchers 
identified an earlier and larger N2 in successful stop-signal responses compared with failed 
responses, which suggests the association of N2 amplitude and latency with successful inhibition. 
Knyazev et al. (2008) contributed to the understanding of successful and unsuccessful stopping 
performance in young adults (N=51; M±SD=20±2.6 years old; 35 females) through a study of the 
ERP correlates of an auditory Stop-signal task with a fixed stop-signal delay. As Knyazev et al. 
(2008) noted, failed stop responses are typically associated with a longer stop-signal delay, which 
has been conceptualized as an explanation for failure. Comparing successful and unsuccessful 
stop-signal responses with a fixed stop-signal delay, they identified differences not only in the 
Stop-signal trial but also in the preceding Go trial. Specifically, they identified smaller N2 and P3 
amplitudes in Go trials that preceded successful Stop-signal trials, a larger P3 amplitude in 
successful Stop-signal trials and shorter latencies for both N2 and P3 in successful, relative to 
failed, Stop-signal trials. Knyazev et al. (2008) interpreted these results as evidence for a direct 
relation between the level of attention toward the stop-signal and the success in stopping. 
Kok et al. (2004) examined the ERP correlates of inhibition in a sample of young adults 
(N=12; M±SD=23±7 years old; 6 women) using a visual Stop-signal task in which the Stop-signal 
and Go trials had equal probabilities of occurrence (see Fig. 1 for a schematic display of the task). 
They identified a larger N2 followed by a larger P3 in Stop-signal trials compared with Go trials. 
Therefore, both N2 and P3 appear to be related to the processing that occurs in the Stop-signal 
trials, particularly inhibition. A deeper analysis of the Stop-signal trials that contrasted successful 
and unsuccessful responses revealed higher amplitudes for the N2 and P3 in unsuccessful 
compared with successful stop-signal responses. Kok et al. (2004) interpreted this amplitude 
difference in the N2 as reflecting aspects of response monitoring and conflict. The P3 exhibited 
different scalp distributions for successful and unsuccessful stop-signal responses. Therefore, the 
authors formulated two interpretations of this result. The P3 fronto-central distribution in 
successful responses might reflect inhibition processes that are triggered by the stop-signal 
appearance, whereas a more posterior distribution of the P3 in unsuccessful responses might reflect 
response monitoring. 
As previously discussed, Bekker et al. (2005) examined the ERP correlates of an auditory 
Stop-signal task with a 40% probability of occurrence of Stop-signal trials. They identified a larger 
P3 amplitude in successful compared with unsuccessful stop-signal responses. Therefore, the P3 
amplitude change was interpreted as an index of inhibition processes. These similar results 
identified in both visual and auditory Stop-signal tasks suggest that the processes that are indexed 
by the P3 in the stop-signal processing are endogenous (i.e., independent of the modality). 
Ramautar et al. (2006) specifically studied the effects of modality in a sample of young adults 
(N=15; M±SD=21.2±1.78 years old; 8 women) using a mixed Stop-signal task with auditory and 
visual Stop-signal trials, which had the same probability of occurrence as go trials. Concerning N2 
modulations in the Stop-signal trials, they identified a smaller N2 amplitude in the auditory Stop-
signal trials compared with the visual trials. Longer N2 and P3 latencies were identified for 
unsuccessful Stop-signal trials, regardless of the modality. Regarding the N2 and P3 amplitudes, 
a different pattern was identified. The authors identified a larger N2 in unsuccessful compared 
with successful Stop-signal trials, regardless of the stop-signal modality, and suggested that this 
result reflects conflict detection. Regarding the P3, they identified a larger amplitude in successful 
compared with unsuccessful Stop-signal trials, regardless of the stop-signal modality. Therefore, 
these authors concluded that the P3 appears to be an index of modality-unspecific inhibition 
processes. 
The effects of stop-signal probability are also important in the study of ERP correlates of 
inhibition using the Stop-signal paradigm. Ramautar et al. (2004) examined the ERP correlates of 
a visual Stop-signal task in a sample of young adults (N=14; M±SD=20.14±1.99 years old; 7 
women) to specifically explore the effects of stop-signal probability. There were two conditions 
in this experiment: one condition in which the Stop-signal trials had a probability of 20% (low 
probability condition) and a second condition in which the Stop-signal trials had the same 
probability as the Go trials (i.e., 50%; high probability condition). The results were similar to Kok 
et al. (2004) concerning the dissociation between the successful and unsuccessful stop-signal 
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responses. With respect to their stop-signal probability manipulation, Ramautar et al. (2004) 
identified a larger P3 amplitude for low compared with high probability stop-signals. In addition, 
the P3 that was elicited during successful stop-signals had a more anterior distribution in the low 
probability condition. These findings were interpreted as a reflection of increased inhibitory load 
in the low probability condition. However, these ERP modulations that reflect the stop-signal 
probability manipulation may, in fact, be novelty effects (i.e., stop-signal presented rarely) (A. 
Dimoska and Johnstone 2008). 
To determine whether a low probability condition is related to an increase in inhibitory 
load, A. Dimoska and Johnstone (2008) examined not only the effects of varying stop-signal 
probabilities on ERP correlates of an auditory Stop-signal task but also the effects of varying the 
probability of a task-irrelevant ignore-signal. In their experiment, young adults (N=30; 
M±SD=22.1±3.3 years old; 20 women) performed the Stop-signal task with frequent and rare stop-
signal conditions. In the frequent condition, the stop-signal was presented in 42% of the trials and 
the ignore-signal (i.e., a tone that differed from the stop-signal that participants were instructed to 
ignore) was presented in 18% of the trials. In the rare condition, the stop-signal was presented in 
18% of the trials and the ignore-signal was presented in 42% of the trials. The authors identified 
an increased P3 amplitude in the rare compared with frequent conditions, but this amplitude 
difference did not differ between the stop and ignore-signal trials. These findings suggest the larger 
P3 amplitude in successful responses may reflect novelty effects. Nevertheless, A. Dimoska and 
Johnstone (2008) suggested an activation of inhibitory processes in the Stop-signal trials that was 
indexed by the P3 amplitude change, regardless of the probability differences effect, which results 
from the different topographic distributions of P3 identified in stop and ignore-signal trials. 
ERP research using the Go/No-go task has also yielded results that are relevant to 
understanding the N2 and P3 association with inhibition (Falkenstein et al. 1999; Bruin and Wijers 
2002; Nieuwenhuis et al. 2003; Roche et al. 2005; Folstein et al. 2008; Smith et al. 2008). 
Falkenstein et al. (1999) studied the ERP correlates of inhibition in a sample of young adults 
(N=10; M=24.1 years old, range 18-33; 4 women) using visual and auditory versions of the same 
Go/No-go task to determine the modality effects on the ERPs. The authors divided the participants 
into the following two groups based on their performance: the “Good” group, with low error rates 
in the No-go trials, and the “Poor” group, with high error rates. They identified a larger amplitude 
and earlier latency of the No-Go N2 for the “Good” compared with the “Poor” participants, which 
supports the hypothesis that the No-go N2 reflects inhibition, which is better in the “Good” group. 
In contrast, the No-go P3 amplitude and latency were similar for both the “Good” and “Poor” 
groups. Falkenstein et al. (1999) suggested that this component is not related to inhibition 
processes. A smaller No-go N2 amplitude after auditory compared with visual stimuli was 
identified, which suggests the inhibition processes likely indexed by the No-go N2 are modality-
specific and, therefore, occur at earlier non-motor processing stages. 
Roche et al. (2005) suggested that the latency of the N2 and P3 might determine the 
success or failure of inhibitory control. Their experiment used a visual Go/No-go task (see Fig. 1 
for a schematic display of the task) in which the letter X and the letter Y were presented 
sequentially at the center of the screen. The participants (N=20; M=21.5 years old, range 17-31; 
17 women) were asked to press a button every time the letters appeared (Go condition - 94% of 
the trials), with the exception of when two identical stimuli followed each other (e.g., an X 
followed an X); in this condition, they were required to withhold the response (No-go condition – 
6% of the trials). Roche and colleagues (2005) identified a larger amplitude and later latency for 
the No-go N2 and P3 compared with the Go N2 and P3. Additionally, they identified a shorter 
latency of the N2 and the P3 for successful No-go responses compared with unsuccessful 
responses, which suggests the relevance of the latency of these two ERP components for successful 
inhibition. Roche et al. (2005) suggested that the No-go N2 onset is the most valid index of active 
inhibitory processes. They also interpreted the No-go P3 onset for errors that were more than 100 
ms higher than the corresponding mean response latency as a reflection of No-go P3’s role in 
performance evaluation, error detection and/or preparation for future trials. 
Bruin and Wijers (2002) also examined the ERP correlates evoked in a visual Go/No-go 
task and specifically addressed the response mode and Go/No-go stimulus probability effects. In 
their experiment, young adults (N=12; M=21.5 years old, range 19-28; 8 women) participated in 
a visual Go/No-go task with two response mode conditions, including a manual condition (i.e., 
lifting their right or left index finger from a response panel in Go trials) and a mental count 
condition (i.e., count the total number of go stimuli in each task block and report the answer 
following the block). The stimulus probability effect had the following three conditions per 
response mode: 25, 50 and 75% No-go trials. As expected, the authors identified smaller N2 and 
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P3 amplitudes for the high probability condition compared with the lower probability conditions. 
Concerning the different response modes, they identified larger N2 and P3 amplitudes in the No-
go compared with Go trials in both response modes. However, the No-go P3 was smaller in the 
counting condition compared with the manual condition. Bruin and Wijers (2002) interpreted their 
results as supportive of Pfefferbaum et al. (1985) study in which similar results were identified, 
which indicates both N2 and P3 reflect both cognitive and motor inhibition processes. The authors 
interpreted the smaller No-go P3 that was identified in the counting condition as a reflection of a 
smaller level of inhibition needed to withhold a response compared with the manual condition.  
Smith et al. (2008) further explored the contribution of movement-related potentials to 
N2 and P3 modulations within the Go/No-go paradigm while controlling for stimulus probability. 
In their study, a sample of young adults (N=20; M±SD=22.4±5.6 years old; 12 women) 
participated in an auditory Go/No-go task with rare (20%) No-go, rare (20%) Go, and frequent 
(60%) Go stimuli (a different tone than a rare Go stimulus). The participants pressed a response 
button (overt condition) or counted (covert condition) if either rare or frequent go stimuli appeared. 
The authors compared the No-go and Go trials with the same probability (20%) to ensure that the 
effect identified in the N2 and P3 could not be explained by differences in stimulus probability. 
The No-go P3 effect (i.e., the No-go P3 higher than the Go P3) was identified in both response 
conditions, but it was reduced in magnitude in the covert condition. Smith et al. (2008) suggested 
that the No-go P3 reflects inhibition and movement-related potentials that are responsible for the 
difference identified between overt and covert versions of the Go/No-go task. In respect to the No-
go N2 effect (the No-go N2 higher than the Go N2), they identified the same effect in overt and 
covert versions of the Go/No-go task. Therefore, Smith et al. (2008) suggested the No-Go N2 
effect does not reflect motor inhibition, but it may reflect recognition that no response is needed 
or the conflict between executing and withholding the response. 
Nieuwenhuis et al. (2003) investigated the conflict hypothesis in a sample of young adults 
(N=12; M=20.9 years old, range 18-24; 9 women) using a visual Go/No-go task. In their 
experiment, the following three conditions were used to manipulate the No-go and Go stimulus 
probability: rare No-go trials (20%), frequent No-go trials (80%) and equally frequent No-go and 
Go trials (50%). Nieuwenhuis et al. (2003) identified the traditional No-go N2 effect in the 20% 
and 50% (with smaller magnitude) No-go trial conditions. However, in the 80% No-go trial 
condition, the No-go N2 amplitude was slightly smaller than the Go N2 (Go trials were less 
frequent in this condition). The hypothesis defending an association between the No-go N2 and 
inhibition processes cannot easily explain why a small N2 amplitude increase can be observed in 
infrequent Go trials relative to the amplitude in frequent No-go trials because no inhibition is 
needed in Go trials. Additionally, a source localization analysis revealed that the localization of 
the No-go N2 might be in the anterior cingulate cortex (ACC), which has been associated with 
conflict processing (Botvinick et al. 2001). Based on these ERP results and source localization 
analyses, Nieuwenhuis et al. (2003) suggested that the N2 observed in Go/No-go tasks reflects 
response conflict. 
Donkers and van Boxtel (2004) also tested the conflict hypothesis in a sample of young 
adults (N=13; M=21 years old, range 18-32; 6 women) with two tasks, including visual Go/No-go 
and visual go/GO tasks. In the Go/No-go task, the participants were asked to withhold the response 
to the “No-go” stimuli. In contrast, in the go/Go task, the participants were asked to respond with 
maximal force to the “GO” stimuli. In both tasks, the participants were asked to respond to the 
“go” stimulus with “nominal” force. The “go” probability varied between 80% and 50% to test the 
hypothesis of higher conflict levels for low compared with high frequency stimuli. They identified 
a larger N2 and P3 for both “No-go” and “GO” trials compared with “go” trials. The “No-go” P3 
amplitude was larger than the “GO” P3 amplitude. Therefore, Donkers and van Boxtel (2004) 
suggested that the “No-go” P3 might index response inhibition. Consistent with Nieuwenhuis et 
al.’s (2003) results, the “No-go” N2 and the “GO” N2 amplitudes were higher in the 80% “go” 
probability condition compared with the 50% “go” probability. Therefore, Donkers and van Boxtel 
(2004) suggested that the No-go N2 is primarily associated with conflict monitoring and any 
association of the No-go N2 with inhibition is limited. 
Smith et al. (2007) suggested that the No-go N2 is not related to inhibition or conflict 
processes. In their experiment, young adults (N=26; M±SD=22.6±7.2 years old; 15 women) 
participated in a cued auditory Go/No-go task (adapted from Bruin et al. 2001) with three different 
targets, which included Go Left (i.e., tone presented in the left ear, which required a left button 
press), Go right (tone presented in the right ear, which required a right button response), and a No-
go (tone presented binaurally, which required a withheld response). The Go targets were preceded 
by cues that were valid (e.g., left tone preceded a left target), invalid (e.g., left tone preceded a 
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right target) or non-specific (e.g., binaural tones preceded a left target). There was a specific No-
go cue that was always valid. These informative cues were used to examine variations in response 
inhibition and conflict when the planned response was inappropriate. The authors identified a 
larger N2 amplitude in No-go compared with Go targets, regardless of whether the cue that 
preceded the Go target was specific (i.e., valid or invalid) or non-specific. Despite this significant 
No-go N2 effect, a larger N2 amplitude was identified after No-go cues (when participants knew 
no response was needed, which reduced response preparation at minimum) compared with after 
Go cues. Furthermore, larger N2 amplitudes were identified for invalid compared with valid cues, 
which is in contrast to the response conflict theory. Accordingly, Smith et al. (2007) suggested 
that the No-go N2 was not related to inhibition or conflict. In contrast, these results concerning P3 
amplitude suggest that the No-go P3 effect may be associated with inhibitory and/or conflict 
processes. 
To distinguish between inhibition and conflict accounts for both N2 and P3 components, 
Smith et al. (2010) studied the sequence effects of a visual Go/No-go task in a sample of young 
adults (N=23; M±SD=22.5±8.1 years old; 17 women). As previously described by Nieuwenhuis 
et al. (2003) and Donkers and van Boxtel (2004), greater inhibition and/or conflict occur with 
unexpected stimuli. In a Go/No-go task, even when the sequence of Go and No-go stimuli is 
randomized, participants can spontaneously generate expectancies for the upcoming stimulus 
based on the previous sequence of stimuli. Therefore, if the N2 and P3 reflect inhibition in No-go 
trials, there must be an increase in their amplitudes in unexpected compared with expected No-go 
stimuli beyond the typical increase of these amplitudes in No-go compared with Go trials. 
However, if the N2 and P3 amplitude is higher for all unexpected stimuli, regardless of whether 
Go or No-go, then it must reflect conflict. Smith et al.’s (2010) results supported the conflict 
interpretation for both N2 and P3. 
An additional paradigm that is used to study inhibition and response conflict is the Eriksen 
Flanker Task. In this task, a prominent N2 component is observed after the incongruent condition 
(incongruent ﬂankers surround the target) compared with the congruent condition (congruent 
flankers surround the target) (Wild-Wall et al. 2008). The frontal negative component that is 
observed in the incongruent condition of the Eriksen Flanker Task is likely to correspond with the 
N2 that is observed after No-go stimuli in the Go/No-go task or after the stop-signal in the Stop-
signal task (Kopp et al. 1996; Van Veen and Carter 2002; Bartholow et al. 2005). Van Veen and 
Carter (2002) studied the ERP correlates of the Eriksen Flanker Task in a sample of young adults 
(N=12; M±SD=23.4±2.8 years old; 6 women). This experiment included the following three 
conditions: a congruent condition (50%), in which the flankers were equal to the target; a stimuli 
incongruent condition (25%), in which the flankers were different but mapped onto the same 
response hand; and a response incongruent condition (25%), in which the flankers were mapped 
onto the opposite response hand than the target stimulus. The researchers identified a fronto-central 
N2 enhanced only to the response incongruent condition and a N2 dipole located in the ACC, 
which suggests the N2 that is elicited in the Eriksen Flanker Task is sensitive to response conflict. 
Supporting the same conflict interpretation, Bartholow et al. (2005) also identified an enhanced 
N2 in the incongruent condition of the Eriksen Flanker Task in a sample of young adults (N=45; 
range 21-30 years old; 21 women). However, in contrast to the conflict interpretation of N2 in this 
task, Bartholow et al. (2005) identified a larger N2 when the incongruent trials were highly 
probable (80%) in contrast with low (20%) or equally probable (50%) incongruent trials. This 
finding questions the association between the N2 and conflict because conflict prior to the response 
should be less in the highly probable incongruent trials condition; therefore, the N2 amplitude 
elicited therein should be smaller. 
Purmann et al. (2011) identified a larger N2 in low frequency incongruent trials of the 
Eriksen Flanker Task. In their study, participants (N=12; M=25 years old, range 22-38; 2 women) 
responded to frequent (75%) and rare (25%) incongruent blocks. Consistent with conflict theory, 
the authors identified a larger N2 in incongruent compared with congruent trials, and this 
difference in amplitude was larger with infrequent conflict (i.e., in the rare incongruent blocks). 
Additionally, they identified a longer P3 latency for incongruent compared with congruent stimuli, 
which suggests the evaluation of incongruent stimuli requires more time.  
Tillman and Wiens (2011) challenged the notion that the N2 that is elicited in the Eriksen 
Flanker Task is a valid index of response conflict in a study that yielded results consistent with 
Bartholow et al. (2005). In Tillman and Wiens’ (2011) experiment (see Fig. 1 for a schematic 
display of the task), young adults (N=27; M±SD=27.22±5.96 years old; 16 women) responded to 
a Flanker Task that was presented in two blocks: one block with low (20%) and one block with 
high (80%) probable incongruent trials. The authors identified a larger N2 in the 80% compared 
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with 20% incongruent trial condition. As an alternative to the conflict hypothesis, Tillman and 
Wiens (2011) suggested that the N2 might index attentional control or inhibition processes. 
Neuhaus et al. (2010) studied the ERP correlates of the Attention Network Test, addressing both 
visual attention in a cued detection task and inhibition in an Eriksen Flanker Task. In the Eriksen 
Flanker Task, the participants (N=44; M±SD=30.39±7.1 years old; M±SD=15.16±2.1 years of 
education; 22 women) were instructed to indicate the direction of a central arrow while ignoring 
the flanking stimuli (lines in the neutral condition; congruent or incongruent flankers). They 
identified a frontal P3 amplitude increment and parietal P3 amplitude decrement following 
incongruent targets. The authors interpreted the frontal P3 amplitude increment as an index of 
response inhibition and suggested that because of its frontal distribution, it is likely the same 
modulation that is present in Go/No-go tasks (i.e., the No-go P3 effect). 
 
3.2. Automatic and controlled nature of inhibition between 200 and 400 ms 
Several authors have assumed that inhibition in this time window is a top-down executive 
control process (Ridderinkhof et al. 1999; Enriquez-Geppert et al. 2010). As previously described, 
the Go/No-go and Stop-signal paradigms are frequently used to study inhibition. Both paradigms 
appear to imply the use of controlled processes to proactively change between goals for an optimal 
performance, i.e., to respond as quickly as possible to the Go stimuli and withhold the response to 
the No-go stimuli or when the stop-signal is present. However, stimulus repetition may also be a 
crucial variable that affects performance in these motor inhibition paradigms. In support of this 
possibility, Shiffrin and Schneider’s (1977) theory proposes that automatic processing may 
develop with practice.  
In the Go/No-go paradigm, stimuli are consistently associated with going and stopping 
(i.e., there is a Go and a different No-go stimulus, and this functional distinction remains the same 
throughout the entire experiment); thus, automatic inhibition is likely to develop after many 
repetitions. In contrast, if the stimulus is inconsistently mapped onto different responses, such as 
in a typical Stop-signal task in which the stop-signal is not associated with a specific stimulus, 
automatic processing is unlikely to develop. However, even in the Stop-signal task, the stimuli can 
be associated with stopping. Verbruggen and Logan (2008b) studied a Stop-signal task in which 
the participants viewed words that represented living and nonliving objects. Each word was 
presented once or twice, and a random selection of the words was repeated after a variable number 
of trials (i.e., the word from trial n was repeated on trial n+1, n+5, n+10 or n+20). The participants 
responded by pressing one key for “living” and a different key for “nonliving” (Go trials). On 
some trials, an auditory tone was presented as a stop-signal and the participants were required to 
withhold the response. After a first successful stop, a longer RT was identified in the Go trial that 
repeated the same target compared with the Go RT that followed a first presentation of the target 
coupled with either a successful Go response or an unsuccessful stop. This inhibition aftereffect 
was significant up to the n+20 repetition lag condition. In a separate experiment, Verbruggen and 
Logan (2008a) developed a modified Stop-signal task using the same stimuli (i.e., words that 
represented living and non-living objects) divided in training and test phases. The authors varied 
the stimulus-stop mapping and hypothesized that automaticity in the Stop-signal task may develop 
when there is consistent stimulus-stop mapping (i.e., in both the training and test phases, the living 
stimuli were associated with the go response and the non-living stimuli were associated with the 
stop-signal). In the test phase, a slower response to go stimuli was identified when the same type 
of stimuli was consistently associated with stopping in the training phase. Additionally, consistent 
with the authors’ hypothesis, response inhibition benefited when the stimuli that were associated 
with stopping were the same in the training and test phases. In the Stop-signal task, the mapping 
between stimulus and stop-signal is typically inconsistent, which hinders the development of 
automaticity. Regarding the Go/No-go task, Verbruggen and Logan (2008a) suggested that the 
development of automaticity may be avoided using a large set of No-go and Go stimuli to avoid 
repetitions. 
 
3.3. Source localization of ERPs associated with inhibition between 200 and 400 ms 
In one of the first experiments conducted to understand brain sources of inhibition 
processes, Kiefer et al. (1998) conducted a source analysis of the N2 and P3 that were elicited by 
No-go trials using Brain Electrical Source Analysis (BESA), a spatio-temporal dipole fit model, 
in an auditory Go/No-go task. They reported an inferior prefrontal cortex (PFC) generator for the 
N2 and a fronto-central P3 source located in the ACC and left motor and premotor sources. Bokura 
et al. (2002) also conducted an experiment to understand the anatomical structures that are 
involved in N2 and P3 generation in a Go/No-go paradigm, but they used a visual modality of the 
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paradigm and a different source localization technique referred to as LORETA. They identified 
right lateral orbitofrontal and cingulate generators for the N2 and left lateral orbitofrontal sources 
for the P3. In an MEG study of inhibition elicited by a visual Stop-signal paradigm, Luus et al. 
(2007) identified a main source for success-related N2 modulation located in the dorsal ACC using 
BESA. Van Veen and Carter (2002) used source localization analysis with BESA to study 
inhibition and response conflict in the Eriksen Flanker Task. They determined that the N2 
amplitude associated with incongruent trials (i.e., both inhibition and response conflict occur) can 
be explained by a dipole that is located in the ACC. These experiments with different modality 
Go/No-go tasks, a visual Stop-signal task and an Eriksen Flanker Task suggest that the 
orbitofrontal area and the ACC (in both hemispheres) are important regions for No-go, Stop-signal 
and incongruent flanker processing. Other brain areas have also been associated with these 
paradigms. Recently, Albert et al. (2013) used a modified visual Go/No-go task to dissociate brain 
electrical activity related to motor inhibition from the processing of infrequent stimuli (via the 
contrast of infrequent No-go with infrequent Go). Source localization data, which were obtained 
using LORETA, revealed increased activation for No-go compared with Go trials in the pre-
supplementary motor areas (preSMA) during the P3 time range, but not the N2 time range. At the 
scalp level, the authors also determined that only brain electric activity associated with P3 
exhibited differences between No-go and Go trials. Therefore, Albert et al. (2013) suggested that 
the preSMA plays an important role in motor inhibition.  
These source localization studies suggest related but different brain generators for the 
inhibition reflections on the N2 and P3 components. The orbitofrontal cortex, the ACC, and the 
preSMA have been suggested as the core regions associated with inhibition (Albert et al. 2013; 
Bokura et al. 2002; Kiefer et al. 1998; Luus et al. 2007). It has been suggested that during the first 
200 ms in a No-go or Stop-signal trial, a posterior portion of the pre-SMA, the right orbitofrontal 
and the ACC are activated to resolve the conflict between the execution and inhibition of a motor 
response. After this process and before 400 ms post-stimulus, the left orbitofrontal cortex and the 
anterior portion of the pre-SMA are activated to yield a successful inhibition (Kok et al. 2004; 
Lavric et al. 2004; Nieuwenhuis et al. 2003; Ramautar et al. 2006; Falkenstein et al. 2002; Vallesi 
et al. 2009). In unsuccessful inhibition trials, during the first 200 ms, supplementary motor areas 
are activated to permit response execution rather than inhibition (Lavric et al. 2004; W. Zhang and 
Lu 2012). 
 
3.4. Age-related inhibition changes between 200 and 400 ms 
ERP studies of age-related inhibition changes with the Go/No-go task have consistently 
demonstrated longer latencies for both the No-go N2 and No-go P3 components in older adults 
(Pfefferbaum and Ford 1988; Tachibana et al. 1996; Fallgatter et al. 1999; Horvath et al. 2009). 
Tachibana et al. (1996) studied ERP age-related changes in a visual Go/No-go task in participants 
(N=29) who ranged in age from 21-74 years old. Two classes of stimuli, semantic and physical, 
were presented. The authors identified longer latencies for both No-go N2 and P3 for the group 
over 40 years of age (N=14; M±SD=56.4±12.2 years old) compared with the group under 40 years 
of age (N=15; M±SD=26.9±5.1 years old). However, this aging effect was only present with 
semantic stimuli. Tachibana et al. (1996) interpreted this result within Shiffrin and Schneider’s 
(1977) model. Specifically, they suggested that semantic stimuli processing involves controlled 
processes, and therefore, it is more sensitive to aging; in contrast, physical stimuli processing 
involves automatic processes, which are less sensitive to aging. Horvath et al. (2009) compared 
behavioral and ERP measures of inhibition in children (N=18; M=6 years old; 9 girls), young 
adults (N=9; M=21.2 years old, range 19-24; 5 women) and older adults (N=9; M=68.4 years old, 
range 62-82; 7 women) using an auditory Go/No-go task. They identified a longer latency for the 
No-go N2b and a longer latency and higher amplitude for the No-go P3 with a more parietal 
distribution in older compared with young adults. It has been suggested that this age-related effect 
(i.e., latency increased for N2 and P3 with age) may represent a general slowing rather than a 
selective slowing, which only affects inhibition processes (Falkenstein et al. 2002; Vallesi et al. 
2009). 
Falkenstein et al. (2002) studied aging effects on inhibition with a speeded (maximum 
reaction time of 400 ms) Go/No-go task with both visual and auditory stimuli. In their study, older 
adults (N=12; M=58.3 years old, range 54 to 65; 6 women) required more time than young adults 
(N=12; M=22.5 years old, range 19 to 25; 6 women) to decide whether to press a key (as reflected 
in the latency of the Go P3) or to inhibit the response (as likely reflected in the latency of the No-
go P3). The No-go N2 was also delayed in the elderly adults, but to a lesser extent than the No-go 
P3 and only after visual stimuli. The No-go N2 results demonstrate that age effects in the No-go 
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N2 are modality-specific and affect inhibition after visual but not auditory stimuli. In contrast, the 
comparable No-go P3 and Go P3 results suggest that the final decision process, i.e., whether to 
respond or inhibit, is modality-unspecific and affected by age. These results concerning both N2, 
which reflect modality-specific processes, and P3, which reflect modality-unspecific processes, 
are in accordance with the Falkenstein et al. (1999) study with a Go/No-go task and the Ramautar 
et al. (2006) study with a Stop-signal task. 
To investigate age-related changes in inhibition, Vallesi et al. (2009) compared young 
adults (N=14; M=27 years old, range 20-34 years; 8 women) and older adults (N=14; M=71 years 
old, range 60-80 years; 9 women) on two Go/No-go tasks, including a simple and a complex task, 
that were designed to control for conflict level. The simple task comprised a Go condition (a red 
O and a blue X), a conflict No-go condition, in which the No-go stimuli were defined by 
combinations of colors and letters that corresponded to the stimuli used in the Go stimuli (a blue 
O and a red X), and an irrelevant condition, in which the identity of the No-go stimuli differed 
from the target stimuli (colored numbers rather than colored letters). In the complex task, there 
were 8 different Go and No-go stimuli rather than the 2 different stimuli per condition in the simple 
task. Vallesi et al. (2009) identified a longer P3 latency for the “conflict No-go” and a larger No-
go P3 amplitude in older adults, regardless of the No-go and Go stimuli similarity, which suggests 
an age-related change in No-go stimuli processing. Additionally, they identified greater reaction 
times to both No-go and Go trials in older adults, which supports the age-related general slowing 
hypothesis (Salthouse 1996). Although these results point to a general slowing that affects 
inhibition processes, Vallesi (2011) experiment that tested age-related changes in inhibition did 
not identify changes in the No-go P3 latency, which suggests not all inhibition processes become 
slower with age. Vallesi (2011) tested young (N=14; M=25 years old, range 19-34; 8 women) and 
older adults (N=14; M=73 years old, range 65-81; 8 women) on a visual Go/No-go task. There 
was no age difference for the latency of the P3, but the results indicated a larger No-go P3 for older 
adults. These results suggest that older adults must devote considerably more resources (enhanced 
No-go P3 amplitude) to suppress the processing of non-target information compared with young 
adults. 
In the Stop-Signal paradigm, a greater SSRT has been identified for older adults, which 
suggests an age-related deficit in inhibition that is not explained by a general decline in processing 
speed (Kramer et al. 1994; Andres et al. 2008). In an ERP experiment, Anguera and Gazzaley 
(2012) studied age-related modulations of the N2 and P3 associated with inhibition in a visual 
Stop-signal task and determined that the older adults’ greater SSRT was associated with the P3 
latency but not with the P3 amplitude or the N2 latency or amplitude. In their experiment with 
older adults (N=20; M±SD=70.6±6.7 years old; 9 women), the Stop-signal N2 and P3 were 
qualitatively comparable to previous ERP studies that used a visual Stop-signal task with young 
adults (van Boxtel et al. 2001; Kok et al. 2004; Ramautar et al. 2004). However, in contrast with 
the results that have generally been reported for young adults, the N2 and P3 amplitude was not 
greater in successful compared with unsuccessful inhibition trials. Anguera and Gazzaley (2012) 
identified a later latency peak onset for unsuccessful inhibition trials in both N2 and P3. Only the 
P3 latency correlated with the SSRT, which is similar to other studies of age-related effects that 
used the Stop-signal task (Kramer et al. 1994). These results suggest the latency of the P3 might 
be an index of age-related inhibition changes. 
As previously discussed, the Eriksen Flanker Task has also been used to study inhibition 
within this time window. ERP studies have been conducted to establish age-related modulations 
of the ERPs that are associated with the inhibitory processes elicited by the Flanker Task. In Wild-
Wall et al. (2008) experiment, inhibition differences between two age groups, a younger and an 
older adults group, were explored using a Flanker Task. In addition to the modulation of the N1 
and P1 components, Wild-Wall and colleagues (2008) identified a frontal N2 that was substantially 
smaller for the older group. This smaller N2 amplitude in the older group may reflect reduced 
flanker conflict in the incongruent condition. The reduced flanker conflict identified in the older 
group  may explain the inferior error rate in the incongruent condition in older compared with 
younger adults. In Hsieh and Fang (2012) study, young and older adults’ inhibitory processes were 
compared using a Flanker Task in three experiments. Throughout the three experiments, and 
beyond the N1 modulations previously described, a decreased N2 in incongruent trials and a 
prolonged P3 peak latency to the central target were identified. These results support the notion 
that older adults use compensatory strategies (e.g., paying more attention to the central target) to 
be as capable as young adults in reducing flanker impact (Wild-Wall et al. 2008; Hsieh and Fang 
2012). 
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3.5. Summary 
In the preceding section, we summarized the ERP research that investigated the interval 
between 200 and 400 ms post-stimulus with respect to the processing events that may be involved 
in the instantiation of inhibition. The experimental paradigms utilized to examine the 0-200-ms 
time window were again considered. The following two ERP components have been consistently 
hypothesized to reflect inhibition in this time window, regardless of the paradigm used: The N2 
and the P3. To understand the processes that are reflected by these components, studies have 
addressed the effects of different modalities (i.e., visual and auditory), different response modes 
(i.e., covert and overt), different stimulus probabilities (high, equal or low), successful and 
unsuccessful inhibition-related trials, sequence effects and age-related modulations. Taken 
together, these studies suggest that the N2 and P3 reflect different processes; however, both N2 
and P3 processes contribute to successful inhibition and are associated with the orbitofrontal 
cortex, the ACC and the pre-supplementary motor areas. The N2 reflects conflict processes that 
are modality-specific and independent of motor processing, whereas the P3 reflects inhibition 
processes that are modality-unspecific and reflect motor processing. These components have 
primarily been associated with controlled processing. However, with stimulus repetition, 
automaticity may develop. 
 
4. Inhibition between 400 and 800 ms 
 
4.1. ERPs for inhibition between 400 and 800 ms  
At times, inhibitory processes operate between 400 and 800 ms after stimulus onset. 
Knowledge or semantic inhibition is a type of cognitive inhibition that has been suggested to occur 
in this late time window. In our daily living, in a particular context, knowledge is activated; 
however, only a portion of this knowledge is integrated in the representation of the context. An 
inhibition process is responsible for reducing the activation of unsuited knowledge (Debruille et 
al. 2008). For example, the presentation of a lexically ambiguous word (i.e., an instance of  two or 
moremeanings being mapped onto identical phonological forms in the mental lexicon) has been 
shown to unconsciously trigger the activation of all of that word’s lexical meanings, even when 
the previous context is compatible with only one of them (Ihara et al. 2007). As a consequence, 
inhibition, which yields the selective activation of the appropriate meaning, must occur. 
Recent consideration has been given to the possibility that the N400, an ERP component 
with a negative polarity that reaches its maximum approximately 400 ms after stimulus onset and 
is typically observed when meaningful stimuli are processed  (e.g., words), indexes semantic 
inhibitory processes (H. Barber et al. 2004; Debruille 2007; H. A. Barber and Kutas 2007). The 
N400 is typically considered to reflect the processing effort associated with the integration of new 
semantic content. However, the types of processes that it indexes remain under debate. Debruille 
et al. (1996) tested the hypothesis that the N400 is an index of inhibition. They examined N400 
amplitude differences for famous and unknown faces in a sample of young adults (N=12, range 
20-30 years old, 6 women). The participants signaled whether the face that they were viewing was 
known or unknown to them. The task was divided in three blocks that contained different 
percentages of famous faces (33, 50 and 67%). Unknown faces are stimuli that, similar to 
infrequent words (or pseudo words), are new and entail the activation of previous knowledge that 
must inhibited. Therefore, if the N400 indexes inhibition, its amplitude should be larger for 
unknown compared with known faces (because more irrelevant knowledge is activated while 
initially attempting to match the new face to stored representations of known faces); it should also 
be larger for the blocks with higher percentages of famous faces (because in these contexts, the 
expectation of knowing the new face is higher, which stimulates an increased search effort, as well 
as more irrelevant knowledge activation that must be inhibited). Consistent with the hypothesis, 
unknown faces elicited larger N400 activity compared with known faces, especially in the 
presence of a higher percentage of famous faces. It was proposed that the N400 amplitude would 
depend on the amount of knowledge that must be inhibited and the strength of its previous 
activation. Thus, as the activation becomes stronger, the amount of inhibition that is required 
increases, which elicits larger N400 amplitudes (Debruille 2007). 
Inhibition might also occur when words activate the representation of similar words 
(Debruille 1998; Holcomb et al. 2002). In Debruille's (1998) study, participants (N=26; range 19-
30 years old; 12 women) responded to a single-item lexical decision task, in which they identified 
pseudo-words by pressing a left button and real words by pressing a right button. The real words 
included look-alike words (i.e., low frequency words that can trigger the representations of the 
higher frequency words that they resemble), eccentric words (i.e., low frequency words that do 
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not resemble higher frequency words) or frequent words, which were used as fillers. The author 
identified larger N400s for look-alike compared with eccentric words. He concluded that low 
frequency words with high frequency orthographic neighbors  (i.e., look-alike words) triggered 
more inhibition than low frequency words with no such neighbors (i.e., eccentric words). Further 
evidence for the N400 as an index of inhibition was identified in a recent study by Shang and 
Debruille (2013). In their experiment, each trial consisted of three written words that were serially 
presented to the participants (N=20; M±SD=27.7±5 years old; M±SD=15.6±1.8 years of 
education). In one block, the participants were asked to judge whether the meaning of the first 
word was related to the meaning of the third word, thus ignoring the second word. In the other 
block, the participants were asked to determine whether the meaning of the second word was 
related to the meaning of the third word. The researchers studied the N400 that was elicited by the 
second word in both conditions (i.e., the conditions in which the meaning of the second word was 
inhibited versus not inhibited). The results demonstrated a small but significant N400 effect 
associated with the second word processing. Specifically, the N400 that was elicited when the 
meaning of the second word was ignored was larger than when the meaning of the second word 
had to be attended. Therefore, the authors concluded that the results support the inhibition N400 
hypothesis. 
An additional type of cognitive inhibition that has been suggested to occur in this time 
window is known as interference control and has been studied using the Stroop task. In this task, 
the subject is asked to name the print color of a color-word (e.g., BLUE printed in red, which 
requires the name red to be pronounced while controlling the interference from the word meaning, 
yielded by automatized reading). The critical condition is composed of incongruent trials in which 
the print color and the meaning of the word mismatch, such as in the previous example. Typically, 
there is a control condition with congruent trials in which the meaning of the word and its color 
are the same (e.g., the word BLUE printed in blue). At times, other control conditions are used, 
including conditions in which only the colors (e.g., XXX printed in blue, with color-naming 
instructions) or color-words (e.g., BLUE written in black, with simple reading instructions) are 
presented. Behaviorally, the Stroop color-word interference effect refers to an increased response 
latency in incongruent compared with congruent or neutral trials.  
In ERP research that has employed the Stroop task, the N450 and the late positive 
complex (LPC) components have reflected this interference effect (West and Alain 1999; Liotti et 
al. 2000; Hanslmayr et al. 2008; Tillman and Wiens 2011; G. Li et al. 2013). West and Alain 
(1999) investigated the temporal course of the Stroop effect, as reflected in ERP waveforms, in a 
sample of young adults (N=12; range 24-31 years old; 6 women). In their task (see Fig. 1 for a 
schematic display of the task), in addition to the common incongruent, congruent and neutral 
conditions, there was a word identification condition in which the participants named the four 
color-words presented in light grey. This additional condition enhanced the Stroop effect by 
creating a context that increased the competition between color and word processing in the 
incongruent trials. It also allowed an additional comparison between the congruent and 
incongruent trials with a condition in which word information guided the response in contrast to 
the neutral condition in which color guided the response. West and Alain (1999) identified a larger 
N450, a fronto-central slow wave with an onset of approximately 500 ms, in incongruent compared 
with other trials. Therefore, they interpreted the N450 as an index of inhibition processes that are 
involved in word processing suppression.  
Liotti et al. (2000) studied the temporal course of the Stroop color-word interference 
effect in a Stroop task with three response modalities, including overt, covert and manual. In the 
overt condition, the participants (N=8; M±SD=27.6±6.8 years old; 5 women) were asked to speak 
aloud the color of the word. In the covert condition, they were asked to speak the color of the word 
silently in their mind. In the manual condition, the participants were asked to press a designated 
button for each color. Liotti et al. (2000) created five control conditions to analyze the effects of 
color-word incongruence and response modality. They identified an increased N450 amplitude in 
incongruent trials, with an anterior medial and mid-dorsal scalp distribution and maximum 
amplitude at 410 ms. This result was interpreted as a reflection of the processes related to the 
suppression of word information. This effect was present for the three response modalities, but 
with a different scalp distribution for speech (i.e., overt and convert) and manual responses. 
Additionally, the authors identified a left-lateralized LPC effect with a maximum amplitude at 600 
ms in incongruent compared with congruent trials, regardless of the response modality. This 
finding was interpreted as a reflection of the semantic processing of the word. 
Li et al. (2013) investigated the functional meaning of this LPC in the Stroop task. In their 
experiment, young adults (N=22; M=21 years old, range 19-24; 13 women) participated in a 
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traditional Stroop task and a rotation judgment task, in which they were asked to judge the rotation 
state of words equal to those found in the incongruent and congruent conditions of the Stroop Task 
(i.e., the participants pressed designated buttons to indicate upright, left or right rotation states). 
Consistent with previous studies, the researchers identified a larger N450 and LPC in incongruent 
compared with congruent trials. In the rotation judgment task, there was no response conflict 
because the resolution of perceptual conflict between the print color and the word meaning was 
not necessary to successfully respond. However, Li et al. (2013) identified a larger LPC in 
incongruent compared with congruent trials in the rotation judgment task, which suggests the LPC 
is sensitive to perceptual conflict. The N450 effects that were identified in the Stroop task were 
not identified in the Rotation task.  
Hanslmayr et al. (2008) also investigated the temporal dynamics of the Stroop effect in a 
sample of young adults (N=21; M=24.9 years old, range 20 to 33; 16 women). In addition to the 
traditional conditions of the Stroop task, they studied a fourth condition in which they manipulated 
the order of incongruent trials to create an NP condition. This manipulation was performed to 
determine whether NP effects strengthen the Stroop color-word interference effect. Behaviorally, 
the participants were slower in the NP compared with non-primed incongruent trials and in both 
the NP and non-primed incongruent trials relative to the neutral and congruent trials. The ERP 
data analysis indicated increased N450 amplitude in NP and non-primed incongruent trials over 
fronto-central regions with a maximum amplitude at approximately 400 ms, which suggests this 
ERP effect reflects interference detection. This negativity over fronto-central regions was also 
evident later in time at approximately 600 ms post-stimulus. Hanslmayr et al. (2008) suggested 
that it might reflect the elicitation of central executive processes to overcome interference at that 
stage. 
Tillman and Wiens (2011) used ERPs to study the effects of varying the probability of 
incongruent and congruent trials in the Stroop and Eriksen Flanker tasks. In each task, participants 
(N=27; M±SD=27.22±5.96 years old; 16 women) performed two blocks, including one block with 
rare incongruent trials (20%) and a second block with frequent incongruent trials (80%). The 
analysis of behavioral data demonstrated similar results in the Stroop and Eriksen Flanker tasks, 
with slower RTs and less accurate results on incongruent compared with congruent trials and on 
rare compared with frequent incongruent trials. With respect to the ERP measures, the researchers 
identified a modulation of the N450 in the Stroop task, with a larger amplitude on incongruent 
than congruent trials. However, this effect was only identified when the incongruent trials were 
rare. The authors suggested that the N450 is a measure of response conflict because it was only 
enhanced when conflict was high (i.e., with rare incongruent trials). In the Eriksen Flanker Task, 
a larger N2 amplitude was identified for frequent compared with rare incongruent trials, which 
replicated Bartholow et al.’s (2005) findings. Tillman and Wiens (2011) proposed that Flanker N2 
reflects attentional control processes; therefore, it indexes a process that differs from the process 
reflected by the N450 observed in the Stroop task. 
The temporal course of interference has also been studied using working memory 
paradigms that are known to elicit proactive interference (PI). PI is a type of interference in which 
previously memorized information is no longer relevant and must be inhibited. A task that is 
commonly used to elicit PI is the Sternberg’s working memory task (Sternberg 1966). In this task, 
the subject is first asked to memorize several lists of items. Following each of the to-be-memorized 
lists of items, there is a delay in which the list is not accessible. The subject is subsequently 
presented with one item and must decide whether it belongs to the to-be-memorized list. The 
behavioral finding that defines PI is a longer reaction time to decide whether the item belongs to 
the list when the item was presented in previous lists (i.e., familiar probe) compared with when 
the item was not presented in previous lists (i.e., non-familiar probe). 
In ERP research that used modified versions of the Sternberg’s working memory 
paradigm, two ERP components have been identified as related to the PI effect, the N450 (Tays et 
al. 2009; Yi and Friedman 2011) and the LPC (J. X. Zhang et al. 2010). This finding is similar to 
the Stroop interference effect. Yi and Friedman (2011) examined the temporal course of the 
processes that contribute to the PI effect with a cued Sternberg’s Task. In this task, participants 
(N=20; M=24.1 years old; 11 women) viewed target sets with four digits, two on the right and two 
on the left. After the target set, a cue appeared (i.e., an arrow) that was either relevant, which 
pointed to the two to-be-memorized digits (thereby defining the two digits to-be-ignored), or 
irrelevant, which pointed in both directions (all digits must be in memory). Three probes existed, 
which included a “positive probe” (i.e., matched to the to-be-memorized digits), a “non-intrusion 
probe” (i.e., did not match any of the digits in the target set) and an “intrusion probe” (i.e., matched 
with the to-be-ignored digits). After a relevant cue, inhibition can occur for the irrelevant digits. 
20 
Consistent with this view at the cue stage, Yi and Friedman (2011) identified a larger N450 after 
relevant compared with irrelevant cues (for which inhibition processes are not necessary). At the 
probe stage, they identified an N450 that was larger for “intrusion probes” compared with “non-
intrusion probes”, which likely reflects PI triggered by the familiar but now irrelevant intrusion 
probe. 
Zhang et al. (2010) designed an experiment to identify the ERP effects associated with 
PI. In their experiment, young adults (N=19; M±SD=22.9±1.9 years old; 9 women) participated 
in a “recent probe task” in which the target set (to-be-memorized) consisted of four consonants. 
Two consonants were “recent”, which were presented in a preceding target set, and two consonants 
were “not recent”, which were absent in the two preceding target sets. The researchers identified 
a larger LPC amplitude when the probe was present in the preceding target set than when it was 
not present. This effect was modulated by recency effects, with a smaller LPC amplitude for 
recently encountered probes. Based on these modulations, Zhang et al. (2010) suggested that the 
LPC is an electrophysiological signature of the PI effect. Tays et al. (2009) studied the effects of 
stimulus repetition on the PI effect and compared ERP waveforms in two variations of Sternberg’s 
Task. In their experiment, participants (N=21; M=1.94 years old, range 18-23; 15 women) 
completed two counterbalanced tasks, including one task with a small stimulus pool (i.e., 20 
words) and a second task with a large stimulus pool (i.e., 750 words). The authors identified a 
smaller difference in N450 amplitude between the baseline and experimental PI conditions for the 
small compared with large stimulus pool tasks, in which the typical N450 amplitude difference 
was identified. Therefore, the authors suggested that repetition (inherent to the use of a small 
stimulus pool) can result in an attenuation of PI effects. 
 
4.2. Automatic and controlled nature of inhibition between 400 and 800 ms 
Initial studies that investigated the controlled or automatic nature of semantic inhibitory 
processes demonstrated that the N400 was modulated by task demands (Chwilla et al. 1995), 
selective attention, and pattern masking. These findings led to a view that associated the N400 
with controlled processing. Congruent with this view, McCarthy and Nobre (1993) observed 
semantic and identity priming effects on the N400 only for words that appeared in the attended 
spatial location. However, subsequent studies that manipulated the likelihood of intervention of 
controlled processes demonstrated that N400 amplitude modulations were clearly observed in the 
experimental conditions that minimized controlled processes (e.g., used low stimulus-onset 
asynchronies, low proportions of related stimuli, or shallow levels of processing). Although 
typically larger when the instructions explicitly required semantic analyses, reliable N400 effects 
were observed in situations in which semantic processing was not necessary or even beneficial. In 
all of these types of studies, participants directed their attention to the stimuli (if not to the semantic 
level of analysis), which appears to be important for N400 elicitation. 
The Stroop color-word interference effect indexed by the N450 and LPC can be classified 
as controlled processing. As previously described, the Stroop task is a classic example of a 
controlled processing task (Nigg 2000) because the participant must consciously inhibit the 
meaning of a color-word to identify the print color. However, Li et al.’s (2013) findings suggest 
that some processes involved in the Stroop interference effect can have an automatic nature, such 
as the perceptual conflict processing indexed by the LPC that can be elicited even when the 
perceptual conflict is irrelevant for task performance. Regarding the proactive interference effect, 
no experiments have been developed to address the nature of the involved inhibition processes. 
 
4.3. Source localization of ERPs associated with inhibition between 400 and 800 ms 
To the best of our knowledge, no ERPs studies have addressed the source localization of 
the ERP correlates of semantic inhibition processes. However, Shang and Debruille (2013) 
examined the scalp distribution of the N400 amplitude related to semantic inhibition and identified 
maximal effects in centro-parietal regions and a slightly larger effect in the right compared with 
left hemisphere. As Debruille’s inhibition hypothesis did not refer to a specific N400, as opposed 
to the N400 linked to semantic integration, we briefly address the results of source localization 
studies conducted with paradigms that did not directly address the inhibition hypothesis. These 
studies used MEG (Halgren et al. 2002; Lau et al. 2009) and high density EEG (Silva-Pereyra et 
al. 2003; Kuperberg et al. 2003) and identified generators for the N400 effect in temporal (i.e., 
Wernicke’s area and anterior temporal cortex) and frontal (i.e., dorsolateral, orbital and anterior 
prefrontal cortices) areas. 
Concerning the Stroop color-word interference effect, source localization studies have 
suggested different but related brain generators for the N450 and LPC (Liotti et al. 2000; Markela-
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Lerenc et al. 2004; Hanslmayr et al. 2008). Liotti et al. (2000) used dipole source analysis with 
BESA and identified two independent generators in the ACC for the N450 in speech and manual 
versions of the Stroop task. Hanslmayr et al. (2008) also identified a source in the ACC for the 
N450 effect in a manual Stroop task using BESA. In an examination of a young adults sample 
(N=16; M±SD=26±5.4 years old; 12 women), Markela-Lerenc et al. (2004) conducted dipole 
source analysis with BESA for both N450 and LPC that were larger in incongruent compared with 
congruent trials in a manual Stroop task. The researchers identified a generator localized in the left 
PFC that contributed to the N450 effect and a generator in the right ACC that contributed to the 
LPC effect. The authors suggested that the PFC signals to the ACC when executive control is 
required, and the ACC is responsible for the ensuing executive control elicitation. In a proactive 
interference study that utilized dipole source analysis, Tays et al. (2008) identified two major ACC 
activation peaks (at approximately 340 and 440 ms during the N450 in interference conditions) 
and a left inferior frontal cortex activation (at approximately 420 ms following the probe in 
interference conditions). The authors suggested that both the ACC and the inferior frontal cortex 
contribute to the proactive interference resolution. 
 
4.4. Age-related inhibition changes between 400 and 800 ms 
To our knowledge, only one study has focused on age-related changes in the N400 as an 
index of semantic inhibition. In Cameli and Phillips (2000) study, older adults (N=20; 
M±SD=71.5±6.4 years old; M±SD=12.4±1.7 years of education; 12 women) and young adults 
(N=20; M±SD=23±2.3 years old; M±SD=15.8±1.8 years of education; 12 women) were asked to 
read sentences and word pairs. In each sentence or word pair, the final word was preceded by a 
context (i.e., the previous word in the word pair or the previous words in the sentence). The 
experiment comprised three conditions, which included unrelated, moderately and highly related 
conditions in which the context was not semantically related, moderately related or highly related 
to the final word, respectively. Cameli and Phillips (2000) demonstrated that young adults 
exhibited a higher N400 amplitude for the unrelated condition, followed by a smaller N400 
amplitude for the moderately related condition, and an even smaller N400 amplitude for the highly 
related condition in both sentences and word pairs. However, older adults did not display this 
pattern. Older adults exhibited a similar N400 amplitude in all conditions (unrelated, moderately 
and highly related) in relation to sentences and a slightly higher N400 amplitude in the unrelated 
compared with highly related condition in relation to word pairs. These results were interpreted as 
a reflection of an age-related semantic inhibition deficit. 
Concerning the Stroop interference effect, several behavioral studies have shown an 
increased Stroop effect in older adults (see for example Mayas et al. 2012); however, this age-
related modulation has received little attention from ERP researchers. A rare example is West and 
Alain (2000), who used ERPs to test whether the increased Stroop effect identified in older adults 
is because of a general slowing or an inhibition deficit. In their study, young adults (N=12; 
M±SD=27.08±2.35 years old; 6 women) and older adults (N=12; M±SD=69.50±3.48 years old; 6 
women) who differed on years of education (i.e., young adults had two additional years of 
education, on average) participated in a Stroop Task that was similar to West and Alain (1999). 
Specifically, neutral, congruent, incongruent and word identification trials were presented. 
Behaviorally, they identified an increased Stroop effect in older adults even after controlling for 
age-related differences in reaction times to neutral trials. The analysis of the ERP data revealed a 
smaller N450 (labeled as N500 by West and Alain 2000) amplitude in incongruent trials over the 
midline fronto-central in older adults, which likely reflects deficits in the suppression of word 
information. Following this modulation of the N450, no age-related modulations were identified 
in a negative slow wave, which likely reflects response selection processes, or in an enhanced 
positivity over the temporoparietal region, which likely reflects the perceptual processing of the 
color information used to guide the response. These findings are consistent with the proposal that 
an age-related decline in the efficiency of inhibition of word information contributes to the 
increased Stroop interference effect observed in older adults.  
This inhibition age-related decline has also been identified in proactive interference 
studies (Tays et al. 2008; Yi and Friedman 2014). Tays et al. (2008) used high density 
electrophysiology to examine differences between older (N=18; M=72.4 years old, range 65-87; 
14 women) and young (N=16; M=20 years old, range 18-26; 10 women) adults in a Sternberg 
Task. They identified a frontal negativity at 450 ms. This negativity was labeled medial frontal 
negativity (MFN) and had characteristics that were similar to the N450 identified in Stroop task 
studies. The MFN was observed in the interference conditions only for young adults. Older adults 
exhibited a large frontal positivity that was associated with poorer behavioral performance. The 
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authors interpreted the absence of the frontal negativity in older adults as an indication of a 
proactive interference processing deficit in older adults. Yi and Friedman (2014) studied these age-
related differences in greater detail via comparisons of young adults (from Yi and Friedman’s 2011 
study) to two groups of older adults, which included a group with older adults ranging in age from 
60 to 70 years old (N=20; 15 women) and a yet older group ranging age from 71 to 82 years old 
(N=20; 15 women) adults. They used the cued Sternberg’s Task from Yi and Friedman’s (2011) 
study and examined both cue- and probe-related inhibition ERP correlates. They identified a larger 
N450 amplitude after a relevant cue (i.e., that points to the left or right, thereby indicating the 
relevant digits) than after an irrelevant cue (i.e., that points in both directions), which likely reflects 
the inhibition mechanisms that are responsible for removing irrelevant digits from the focus of 
attention. With respect to age-related differences, they identified a delayed latency for this activity 
in the 71-82 age-range group . Similar to Yi and Friedman’s (2011) finding, Yi and Friedman 
(2014) identified an N450 at the probe stage that was larger for “intrusion probes” compared with 
“non-intrusion probes”, which likely reflects processes that enable proactive interference 
resolution. They identified a delayed latency for this activity in both of the older adults’ groups. 
 
4.5. Summary 
In the preceding section, we summarized the ERP research that addressed the occurrence and 
nature of inhibition processing activity between 400 and 800 ms post-stimulus. In this time 
window, the following two types of cognitive inhibition have been studied: semantic inhibition 
and interference. Semantic inhibition has been related to processes indexed by the N400. These 
semantic inhibition processes cannot be precisely mapped onto the automatic or controlled 
processing categories because they have characteristics that are associated with both categories. 
Semantic inhibition may be associated with controlled processing because it can be modulated by 
controlled attention processes (e.g., selective attention). However, it may also be linked to 
automatic processes because it can be elicited with even low awareness levels (Kutas and 
Federmeier 2011). The temporal course of interference has been studied in this time window with 
two paradigms, the Stroop and Sternberg’s paradigms. ERP studies that have investigated the 
Stroop interference effect have identified two ERP components with larger amplitudes in 
incongruent relative to congruent or neutral trials. These components are the N450, which likely 
reflects the suppression of word information, and the LPC, which reflects semantic processing of 
the word meaning or perceptual conflict. To understand the processes that are reflected by these 
ERP components, studies have been conducted to address the ERP effects of different response 
modes (i.e., speech and manual), sequence effects (i.e., NP), stimulus probabilities (high or low), 
and age-related modulations. Taken together, these studies suggest that the N450 and LPC reflect 
different processes; however, both components index the Stroop interference effect that is related 
to the activation of the ACC and the PFC. The N450 and the LPC have also been identified in ERP 
studies that used Sternberg’s paradigm, which suggests these components reflect processes that 
are related to proactive interference resolution. For this time window, the small number of ERP 
studies that have explored age-related modulations in semantic inhibition and interference have 
identified an age-related deficit in both types of inhibition, which is indexed by the N450 and the 
LPC modulations. 
 
5. Discussion 
The present review aimed to clarify not only the temporal course of inhibition but also its 
nature as a complex process that entails both automatic and controlled processing. The reviewed 
ERP data, which were collected using different experimental paradigms, illustrate different 
inhibition processes, starting as early as 100 ms after stimulus onset and extending their activity 
beyond 400 ms post-stimulus (for a summary, see Table 1). One of our main goals was to 
contribute to the understanding of the temporal course and nature of inhibition; therefore, we 
proceed to discuss sensory, motor and cognitive inhibition-related processes that were identified 
in the reviewed ERP research. Additionally, we address the brain areas that were activated during 
inhibition processes and the automatic and controlled nature of inhibition across the three time 
windows proposed. Despite the scarce ERP research on age-related inhibition changes to date, we 
also discuss the experiments that have been conducted thus far. Finally, special attention is given 
to the conflict theory as an alternative explanation for ERP modulations that are typically 
interpreted as reflections of inhibition.  
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Table 1 Summary of inhibition paradigms used, type and nature of inhibitory processes, 
ERP components, source localization results and inhibition age-related changes observed in three 
time windows: 0-200, 200-400, and 400-800 ms. 
 
*Please insert Table 1 about here* 
 
5.1. Inhibition and sensory processing 
The early inhibitory processes in the 200 ms after stimulus onset have been associated 
with sensory processing of the stimulus (e.g., flankers in the Eriksen Flanker Task). Therefore, 
they are referred to as sensory inhibition processes. These processes are reflected by the P1 and 
N1 ERP components (Roche et al. 2005; Johnstone et al. 2009). Despite this association, the P1 
and especially the N1 have been linked to inhibitory events that occur later and may therefore 
signal the early stages of the processes that subsume these events. Filipovic et al. (2000) suggested 
that the P1-N1-P2 complex early time window might be as important as the N2-P3 complex time 
window to the Go/No-Go decision (i.e., decision to withdraw attentional resources from the task 
on No-go trials). In addition, in a Go/No-go task, Lavric et al. (2004) identified an association 
between the N1 modulation and an early signal from visual processing areas that triggers later 
inhibitory processes, which was reflected by the N2. In the Stop-signal task, Bekker et al. (2005) 
identified a larger N1 for successful compared with failed stops. This result suggests that the N1 
may reflect the orienting of attention toward the stop-signal, thereby determining the success of 
inhibition in the Stop-signal trials.  
The inhibition ERP studies that have addressed the N1 and P1 age-related modulations 
have shown a clear dissociation between the processes that are linked to P1 and N1. The P1 can 
be linked to the onset of inhibition processes with the detection of irrelevant information that is 
not affected by age; the age-related amplitude enhancement in N1 can be interpreted as increased 
attention to relevant information, such as a compensatory mechanism that older adults employ to 
reduce interference from irrelevant information (Wild-Wall et al. 2008; Hsieh and Fang 2012). 
The data that pertain to the aging effects on inhibition provide further support for the hypothesis 
that inhibition processes triggered within sensory processing are essential for later cognitive and 
motor inhibition processes. Namely, if this first level of processing is delayed because of sensory 
impairments (e.g., less visual or auditory acuity), the subsequent temporal course of inhibition will 
also be delayed, even though later inhibition processes may not be impaired. Therefore, it is 
indispensable to control for the sensory abilities that are required to perform the task. This concept 
is particularly important in aging studies because the aging process changes sensory abilities. 
However, as Picton et al. (2000) suggested, even in studies with healthy young adults, a proper 
sensory abilities questionnaire must be administered to improve the accuracy of self-report and 
ensure the normal function of the sensory abilities that the task requires. Only then can we 
accurately interpret changes in processes that occur after sensory processing. These early sensory 
processes are also influenced by the experimental task modality. For example, ERP studies that 
have compared auditory and visual modalities of the Stop-signal and Go/No-go tasks have 
suggested that the N2 reflects modality specific processes (e.g., smaller N2 amplitude in auditory 
compared with visual Stop-signal trials), whereas the P3 reflects processes that are independent of 
stimulus modality (Falkenstein et al. 1999, 2002; Ramautar et al. 2006). 
 
5.2.         Motor and cognitive inhibition 
ERP studies that used the Go/No-go task have compared overt and covert response modes 
and have identified No-go N2 and No-go P3 effects in both response modes, which suggests the 
processes that these components reflect occur at motor and non-motor processing stages. However, 
slightly different results have been demonstrated for N2 and P3. The same No-go N2 effect has 
been identified in both covert and overt conditions, which suggests the N2 reflects non-motor 
processes. The No-go P3 effect is smaller for the covert compared with overt conditions, which 
suggests the No-go P3 reflects, at least in part, movement-related potentials (Van 't Ent and 
Apkarian 1999; Bruin and Wijers 2002; Smith et al. 2008). ERP studies that have manipulated the 
probability of inhibition-related stimuli (e.g., compared conditions with low, equal and high 
probability Stop-signal trials) and explored the sequence effects in inhibition paradigms have also 
helped to characterize the processes that are associated with N2 and P3 (Bruin and Wijers 2002; 
Nieuwenhuis et al. 2003; Donkers and van Boxtel 2004; Ramautar et al. 2004; Smith et al. 2007; 
A. Dimoska and Johnstone 2008; Smith et al. 2010). Together, these ERP studies suggest that the 
N2 may be associated with premotor inhibition processes and conflict detection, whereas the P3 
may be associated with motor and non-motor inhibition processes, such as conflict resolution (e.g., 
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withhold/execute the response) and evaluation processes (e.g., if the inhibition was correctly 
performed and appropriate to the context).  
Between 400 and 800 ms post-stimulus, the following two types of cognitive inhibition 
have been reported: semantic inhibition and interference. Semantic inhibition has been related to 
the N400 component; however, the specific processes that N400 indexes (e.g., semantic integration 
or inhibition) remain under debate. The few ERP studies that have addressed the inhibitory account 
of the N400 suggest that this component reflects semantic inhibition processes rather than semantic 
integration per se. Thus, semantic integration processing deploys semantic inhibition, which is the 
process that the N400 specifically indexes. The ERP correlates of interference are observed in all 
three time windows considered in this review (Table 1). However, the interference that is reflected 
in the first two windows, as summarized in Table 1, pertains to flanker processing in the Eriksen 
Flanker Task. In contrast, the last time window interference pertains to color-word interference in 
the Stroop task and proactive interference in Sternberg’s working memory task. Tillman and Wiens 
(2011) compared interference ERP correlates found in the Eriksen Flanker and Stroop tasks and 
determined that the results (namely, the flanker N200 and the Stroop N450) differed according to 
the task. Thus, it appears that the resolution of interference in the Eriksen Flanker and Stroop tasks 
did not trigger the same inhibition processes. 
 
5.3. Brain structure activation during inhibition: evidence from source localization analysis 
An ERP effect may be generated by one or several electrical sources in the brain (Otten 
and Rugg 2005). The problem of reconstructing the brain localization of the electrical activity 
responsible for an observed topography of scalp voltages is known as the "inverse 
problem"(Srinivasan 2005). This problem is intrinsically ill-posed: An infinite number of patterns 
of local brain activations could be responsible for the same scalp voltage topography.  In order to 
obtain increasingly precise approximate solutions to the “inverse problem”, several source 
localization algorithms have been developed. These methods have become reasonably accurate in 
locating the neural activity associated with the scalp EEG topography on a given instant (i.e., with 
approximately 1 cm of possible error, using a four-shell spherical head model, and improving upon 
that mark when electrode arrays with at least 64 sensors are employed), but far more coarse in 
locating brain activity than direct imaging methods, such as fMRI, which, using a 7 tesla MRI 
machine, can map activity with an accuracy down to 1mm. However, the temporal resolution of 
fMRI is inherently limited by the slow blood flow response to increased localized brain 
metabolism (i.e., one sec in the best case). Therefore, unlike measurements directly derived from 
the brain’s electrical activity, such as the EEG and ERPs, fMRI cannot track the dynamics of 
mental activity on the sub-millisecond timescale on which neurons operate. EEG and ERP data 
have a temporal grain-size of a few milliseconds and therefore approach the real-time scale of 
neural dynamics. Such data, obtained with high-density electrode arrays and in conjunction with 
source localization analysis allows for the identification of the brain areas where the successive 
segments of an ERP were generated, with enough spatial resolution for meaningful interpretation 
and, crucially, granting information about the temporal succession of active areas, unparalleled 
with respect to its grain size.   
With respect to inhibition, across the three time windows that we have examined, the 
frontal cortex has the most prevalent involvement, and particularly, the ACC and the PFC. To the 
best of our knowledge, no studies have included source localization analyses of semantic inhibition 
ERP correlates. Recent studies have adopted a multimodal approach, which has coupled EEG and 
fMRI recordings to study brain generators of inhibition triggered during a Stop-signal task (Huster 
et al. 2013) and combined Eriksen Flanker and Go/No-go tasks (Baumeister et al. 2014). These 
studies have combined the advantages that are offered by the high spatial resolution of fMRI 
techniques and the high temporal resolution of EEG techniques. Future studies that combine EEG 
and fMRI can aid in differentiating between the types of inhibition processes involved in 
interference resolution in the Eriksen Flanker and Stroop tasks and can decisively contribute to the 
debate over the conflict/inhibition relationship. 
 
5.4. Automatic and controlled inhibition processing 
Consistent with our hypothesis, in the first 200 ms, inhibitory processing is primarily an 
automatic process that is associated with the exogenous sensory aspects of the stimuli. However, 
automatic processing may also occur between 200 and 400 ms and between 400 and 800 ms 
following stimulus onset. The different paradigms used across the three time windows can 
modulate the automatic and controlled nature of the inhibition processes that are evoked. However, 
even in a classic example of a controlled inhibition task, such as the Stroop task, automatic 
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processes (e.g., the detection of perceptual conflict) can occur. The nature of the stimuli that are 
used in the task can also modulate the nature of the inhibitory processes that are involved in the 
task. As Tachibana et al. (1996) suggested, semantic stimuli involve greater executive control 
compared with physical stimuli. Finally, automaticity may develop with practice in paradigms 
such as the Go/No-go and Stop-signal tasks. 
 
5.5. Age-related inhibition changes 
Age-related deficits in inhibition can be observed across the three time windows, with the 
extent of deficits depending on the paradigm used and the type of inhibition under study. In the 
first 200 ms, the performance of older adults on the Eriksen Flanker Task is similar to young adults. 
However, ERP studies suggest that older adults invest extra attentional resources on relevant 
information and are therefore less sensitive to the interference of irrelevant information. Some 
ERP studies support the hypothesis of a slowing down in inhibitory processing with aging; 
however, this slowing may be general and affect all cognitive processes (Salthouse 1996) rather 
than specific to inhibition. ERP studies of motor inhibition suggest older adults require more time 
not only to inhibit but also to execute responses (Falkenstein et al. 2002; Vallesi et al. 2009). ERP 
studies of interference that used the Stroop and Sternberg tasks, have identified a slowing down of 
interference resolution in older adults that appears to be specific to inhibition processing (Yi and 
Friedman 2011; West and Alain 2000). Regarding semantic inhibition, only one study has been 
conducted (Cameli and Phillips 2000). Therefore, additional research is needed to understand age-
related modulations in this type of cognitive inhibition. 
 
5.6. Inhibition and conflict 
Although the N2 and P3 effects in the Eriksen Flanker Task and Go/No-go and Stop-
signal paradigms can be attributed to inhibitory processes, they can also be interpreted in light of 
the conflict hypothesis. In the Eriksen Flanker Task, a conflict between the responses that are 
required by the target and the flanker stimuli can occur. A similar conflict, which involves the act 
of withholding the response and the act of executing the response, can arise in the Go/No-go task 
(i.e., between the Go and No-go responses) and the Stop-signal task (i.e., between the Go and Stop 
responses) (Van Veen and Carter 2002; Nieuwenhuis et al. 2003; Donkers and van Boxtel 2004; 
Yeung et al. 2004). Recently, using a Go/No-go task, Smith et al. (2010) demonstrated that N2 
and P3 amplitudes increased for unexpected stimuli regardless of whether that stimuli belonged to 
Go or No-go trials. To reflect inhibition, N2 and P3 should exhibit enhancements only for No-go 
compared with Go trials. Thus, the results of Smith et al. (2010) support a conflict interpretation 
of the N2 and P3 effects because conflict can occur in both Go and No-go trials when they are 
unexpected. In an attempt to reconcile these two alternative explanations for the N2 effects that 
are present in the inhibition-eliciting paradigms, Falkenstein (2006) proposed that the N2 is related 
to both conflict and inhibition, and these two processes may be sequentially ordered, i.e., conflict 
may precede inhibition. The same reasoning can be extended to the P3 interpretation, but its 
relation to inhibition may be stronger than the relation of the N2 (Smith et al. 2008). 
 
6. Conclusion 
Throughout the reviewed time windows, inhibition emerged as a set of processes that 
represented a complex functional structure, as opposed to a unitary process or a single processing 
event. The temporal resolution of the ERP technique helped to reveal the different processes that 
directly contribute to the success of inhibition, such as the detection of conflict and the investment 
of extra attentional resources on relevant information. Additionally, the relative autonomy and the 
structured interplay of these processes were highlighted by the ERP technique, in particular, by its 
use in conjunction with brain source localization analyses. These latter results permitted the 
mapping of various processes involved in inhibition, across time and tasks, onto different brain 
areas, which significantly advanced the understanding of the manifold nature of inhibitory 
processing. In particular, a more fine-grained understanding of time-scale has been added to the 
previous fMRI studies, which suggests the involvement of different brain areas in different 
inhibition paradigms. 
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