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Re´sume´ – Dans cet article nous proposons d’utiliser des mode`les statistiques non line´aires dans le cadre de la reconnaissance de formes. Les
objets que nous visons a` reconnaitre sont de´finis par des ensemble ordonne´s de points. Nous presentons ici deux mode`les : le premier repose
sur la de´finition d’une fonction de projection explicite, le second est inspire´ de l’analyse en composantes principales a` noyau (Kernel Principal
Component Analysis). Ces travaux ont pour objectif l’estimation de la position d’objets partiellement visibles. Les deux mode`les ont e´te´ valide´s
en ce´phalome´tre avec de bons re´sultats.
Abstract – In this paper, we deal with the pattern recognition problem using non-linear statistical models based on Kernel Principal Component
Analysis. Objects that we try to recognize are defined by ordered sets of points. We present here two types of models: the first one uses an
explicit projection function, the second one uses the Kernel trick. The present work attempts to estimate the localization of partially visible
objects. Both are applied to the cephalometric problem with good results.
1 Introduction
Notre approche s’inscrit dans le cadre de la reconnaissance
de formes statistique. L’un des pionniers en analyse de formes
est Kendall[5]. Il assimile une forme a` l’information restante
apre`s alignement de deux objets. Cette de´finition est re´utilise´e
par Cootes[2] dans les mode`les de formes et d’apparence. Com-
pose´s d’une forme moyenne et de la variabilite´ autorise´e autour
de cette forme moyenne, ces deux types de mode`les utilisent
l’Analyse en Composantes Principales (ACP). Un mode`le de
profil d’intensite´ intervient en plus dans le mode`le d’apparence.
Ce dernier reste valable sous l’hypothe`se d’une distribution
line´aire. Quelques travaux re´cents proposent des mode`les d’in-
tensite´ non line´aires base´s sur des classifieurs de type K plus
proches voisins et sur la selection de caracte´ristiques locales si-
milaires a` l’analyse de texture[3] ou sur le recalage sur l’image
d’un mode`le inspire´ de l’algorithme de filtrage particulaire[1].
Ces derniers restent cependant applicables si les caracte´ristiques
recherche´es sont localise´es sur des contours bien marque´s dans
l’image.
Dans cet article nous nous inte´ressons plus particulie`rement
a` l’application en ce´phalome´trie. Son objectif est de localiser
des points anatomiques sur les radiographies craˆniennes en vue
d’un diagnostic me´dical. La de´finition anatomique des points
ce´phalome´triques est cependant difficilement applicable sur les
radiographies. Le repe´rage s’ave`re difficile et est sujet a` une
variabilite´ d’environ 2 millime`tres. Les hypothe`ses ne´cessaires
a` l’utilisation des mode`les d’apparence n’y sont pas ve´rifie´s[4].
Dans notre proble`me, nous disposons d’une base d’images
radiographiques expertise´es (points anatomiques appele´s points
ce´phalome´triques) et de connaissances a priori (la position des
points recherche´s est relative a` la forme du craˆne). Le contour
craˆnien est de´tecte´ automatiquement dans chaque image. L’en-
semble d’apprentissage est compose´ des points ce´phalome´tri-






FIG. 1: Base d’apprentissage en ce´phalome´trie
Nous proposons d’aborder le proble`me d’estimation de points
caracte´ristiques par une approche statistique. Notre mode`le doit
eˆtre capable de retrouver les points anatomiques sur une image
inconnue. Sachant que le contour craˆnien peut eˆtre de´tecte´ sur
toutes les images, le proble`me que nous posons est celui d’iden-
tifier l’occultation partielle d’une observation a` partir de la par-
tie visible. L’ide´e majeure consiste a` utiliser la variabilite´, l’ob-
servation moyenne ainsi que les relations spatiales existantes
entre les caracte´ristiques de l’observation. Nous pre´sentons ici
la comparaison de deux mode`les non line´aires. Les deux mo-
de`les sont appris dans un espace caracte´ristique non line´aire.
Le premier mode`le est base´ sur l’ACP a` noyau (Kernel PCA)
et repose sur une projection implicite, le second sur une projec-
tion explicite.
2 Me´thodologie
En ce´phalome´trie une observation est partiellement connue.
Elle est compose´e des coordonne´es des points issues de l’e´chan-
tillonnage du contour craˆnien de´tecte´ automatiquement ainsi
que de celles des points ce´phalome´triques dont la position est
suppose´e inconnue. Le proble`me que nous visons a` re´soudre
est de de´terminer la partie inconnue de l’observation en utili-
sant un mode`le statistique non line´aire et la partie connue de
l’observation. Soit X l’observation a` reconstruire (les donne´es
connues sont place´es en teˆte de l’observation). Le mode`le sta-
tistique permet alors de de´terminer les parame`tres de varia-
bilite´ de l’observation e´tudie´e par rapport a` une observation
moyenne. Trouver la partie inconnue de X est e´quivalent a`
trouver la forme appartenant au mode`le dont les premie`res co-
ordonne´es sont donne´es par la partie connue de X .
Nous proposons dans ce cadre deux mode`les non line´aires
diffe´rents. Le premier est un mode`le implicite base´ sur l’ACP a`
noyau. Le second en revanche est un mode`le explicite base´ sur
les rapports d’aires alge´briques de triangles.
2.1 Mode`le implicite base´ sur l’ACP a` noyau
2.1.1 L’ACP a` noyau - Kernel PCA
L’ACP a` noyau consiste en une projection des donne´es dans
une espace caracte´ristique de grande dimensionnalite´ F , puis
en une ACP dans F . La fonction de projection est non line´aire.
Dans un proble`me de localisation, la forme moyenne explicite´e
dans F doit eˆtre projete´e dans l’espace d’origine. Le choix de
la fonction de projection inverse s’ave`re proble´matique.
Soit n le nombre d’observations pre´sentes dans l’ensemble
d’apprentissage. Soient Xi i ∈ {1, · · · , n} les observations.
Soit ϕ la fonction de projection non line´aire telle que :
ϕ : Rn 7→ F
X 7→ ϕ(X)
Soit k(Xi, Xj)(i,j)∈{1,···,n}2 un noyau de Mercer. Ce noyau
peut eˆtre utilise´ pour calculer une matrice K de´finie positive. Il
permet de reformuler une projection en terme de produit sca-
laire : k(Xi, Xj) = 〈ϕ(Xi), ϕ(Xj)〉 .
Le noyau que nous utiliserons est le noyau gaussien : k(X,Y ) =
exp −‖X−Y ‖2σ2 .
Dans son algorithme Schlkopf remplace le calcul de la ma-
trice de variance-covariance dans F (ACP) par celui de la ma-
trice K (matrice de Gram). Cet algorithme se re´sume a` trois
e´tapes :
– 1. Calcul de la matrice K : Kij = 〈ϕ(Xi), ϕ(Xj)〉 .
– 2. Calcul des valeurs propres et vecteurs propres de K.











L’algorithme de Scho¨lkopf s’arreˆte la`. Afin de resoudre le
proble`me de retroprojection dans l’espage d’origine il est inter-
essant de de´finir la fonction que nous seront amene´ a` minimiser










Le centrage des donne´es est facile a` assurer dans l’espace
d’origine, beaucoup plus difficile dans l’espaceF , puisque l’on
ne peut pas calculer explicitement la moyenne des observations
projette´es dans cet espace. Il existe cependant une solution a` ce
proble´me. Il s’agit de calculer la matrice de Gram a` la place de
la matrice K. La matrice a` diagolaniser devient alors :
G = K − 1nK −K1n + 1nK1n,
ou` 1nij = 1n pour tout {i, j} ∈ {1, · · · , n}2.
2.1.2 Projection implicite et pseudo-inverses utilisant l’as-
tuce noyau
Chaque observation est compose´e de m coordonnes points
caracte´ristiques (contour craˆnien echantillonne´ et points ana-
tomiques). Notre objectif est d’identifier p coordonne´s incon-
nues d’une observation quelconque, ou` p < m2 . Pour ceci nous
sommes ammene´s a` travailler dans trois espaces diffe´rents (fi-
gure 2). Le premier est espace image (espace d’origine) de di-
mension m (nombre de coordonne´es des obesrvations), le se-
cond est l’espace caracte´ristique F de dimension L > m, le
troisie`me est l’espace Kernel PCA de dimension n. Ce type de
sche´ma a e´te´ propose´ dans [6]. Nous proposons ici d’e´tudier la
projection directe entre l’espace Kernel PCA et l’espace image
(projection 5, figure 2), projection non e´tudie´e jusqu’a` pre´sent.
Cette e´tude nous conduit a´ expliciter des des pseudo-inverses













FIG. 2: Trois diffe´rents espaces.
Soient X une observation dans l’espace image et Xi la ie`me
observation dans l’ensemble d’apprentissage. Soient ϕ la fonc-
tion non line´aire de projection entre l’espace image et l’espace
Kernel PCA et β les coordonne´es d’une observation dans l’es-
pace Kernel PCA. Soit Zkpca la pre-image, qui correspond a`
l’observation X reconstruite dans l’espace image a` partir de
l’espace Kernel.
Pseudo-inverse utilisant β
Conside´rant une observationXkpca dans l’espace Kernel PCA
nous pouvons calculer son image Zkpca en minimisant :
‖Xkpca − β‖2 ,
avec β = (β1, · · · , βl) les projections de Xkpca sur l com-




i k(Xi, Xkpca). En de´ve-









Il est possible de reformuler la pseudo-inverse pre´ce´dente en


































αi sont les pseudo-vecteurs propres de la matrice K calcule´s
































0 · · · 1λn
 .
Nous en de´duisons B−1. Nous pouvons alors calculer α−1:
α−1 = αtB−1.
















α1n · · · αnn

 λ

























Le deuxie`me mode`le est explicite. Il est base´ sur l’e´laboration
d’une fonction de projection explicite entre l’espace image et
l’espace de caracte´ristique dans lequel la variabilite´ est mode´lise´e.
Fonction de projection
La premie`re e´tape consiste en la de´tection de la forme de
re´fe´rence (contour craˆnien). Cette forme est ensuite e´chantillonne´e
en p points e´quidistants Pi, i∈{1,···,p}.
L’espace caracte´ristique non line´aire est alors de´fini par les
rapports de surfaces de triangles obtenus a` partir de l’e´chantillon-
nage pre´ce´dent. Les coordonne´es d’un point de l’imageM(x, y)











FIG. 3: Nouvelles coordonne´es d’un point M
ou` PiPjPk est l’aire alge´brique du triangle PiPjPk.
Ces coordonne´es ve´rifient :
β ×−−→MPi + γ ×−−−→MPj + δ ×−−−→MPk = −→0 .
Soit l le nombre de triangles obtenus a` partir de l’ensemble
des points Pi. Les nouvelles coordonne´es de M sont :
ϑ = [β1 γ1 δ1 . . . βl γl δl]
t = A′M,
ou` A′ est une matrice utilise´e pour projeter les donne´es de l’es-
pace carte´sien dans notre nouvel espace caracte´ristique.
Le point fort de cette projection est le fait que les donne´es sur
lequelles nous travaillons ne doivent pas eˆtre ne´cessairement
centre´es. Cette projection assure leur invariance vis a` vis des
transformations affines, proprie´te´ tre`s inte´ressante lorsqu’on tra-
vailles dans le cadre d’une application me´dicale.
Mode´lisation de la variabilite´ et des relations spatiales
L’apprentissage est effectue´ sur une base compose´e de N
images expertise´es. Pour chaque image nous de´tectons la forme
de re´fe´rence et on l’e´chantillonne. Pour chaque image i nous
disposons d’un ensemble de points {P ik}k∈{1,...,p} d’une ma-
trice A′i et d’un ensemble de m′ = m2 coordonne´es de points
anatomiques {C ′ij}. On calcule la position moyenne de chaque
point caracte´ristique. Soit ϑi le vecteur reprsentant les coor-
donne´es dans de nouvel espace d’un point caracte´ristique dans







La variance σˆ des vecteurs ϑi est aussi calcule´e. Nous en















0 · · · 1σˆ3l
 .
La matrice P permet de donner plus d’importance aux co-
ordonne´es robustes : Lorsque l’e´chantillonnage de la forme de
re´fe´rence donne un nombre important de points, seuls certains
son important. On propose alors d’appliquer une ACP sur la
matrice de covariance des vecteurs ϑi. Seuls les d′ compo-
santes sont retenues. Ces composantes correspondent aux va-
leurs propres les plus e´leve´es, elle forment la matrice Φ.
Estimation des points
Soit ϑ le vecteur repre´sentant le points caracte´ristique C
dans le nouvel espace. EstimerC dans une nouvelle image con-
siste en la re´solution du syste`me : ϑˆ = A′C, ou` ϑˆ est le vec-
teur moyen appris et A′ la matrice de´finie relativement aux ca-
racte´ristiques de la nouvelle image. On re´sout ce proble`me en
utilisant les moindres carre´s ponde´re´s. La position estime´e C˜
du pointC dans une image inconnues est donne´e par l’e´quation :
C˜ = (A′tP tΦΦtPA′)−1A′tP tΦϑˆ.
3 Re´sultats
En ce´phalome´trie, le contour craˆnien est e´chantillone´ en 6
points, soit 12 coordonne´es. Nous avons teste´ les me´thode pour
l’estimation de 14 points ce´phalome´triques sur 80 images et
ceci avec l’approche leave-one-out. Dans la me´thode utilisant
les noyaux on a utilise´ la me´thode de Powell pour la minimisa-
tion.
pts Ex Ey σx σy
NA 3.8 4.2 2.93 3.37
M 3.9 4.2 2.83 3.44
FM 4.1 4.0 3.10 3.36
SE 4.6 3.5 3.37 3.63
TPS 4.8 3.8 3.77 3.54
CLP 4.9 4.3 3.45 3.79
SSO 4.8 3.9 3.70 3.47
BA 5.8 3.8 3.76 3.50
CT 5.4 3.3 3.52 2.90
OP 7.2 4.8 4.78 3.65
OB 6.5 4.5 4.56 3.38
PTS 4.6 3.3 3.23 3.25
PTI 4.5 3.2 3.42 2.51
BR 7.4 5.1 4.87 3.88
Moyenne 5.2 4.0 3.66 3.41
(2)
TAB. 1: Erreur moyenne et e´cart type (en millime`tres) associe´s
a` la me´thode base´e sur la pseudo-inverse utilisant β (calcul
effectue´ avec un noyau gaussien et σ = 0.005).
pts Ex Ey σx σy
NA 0.6 1.6 0.73 1.83
M 1.1 1.7 0.94 1.84
FM 1.3 1.6 1.00 1.78
SE 2.1 2.3 1.68 1.91
TPS 2.3 2.2 1.87 1.63
CLP 2.5 2.3 1.85 1.70
SSO 2.8 2.5 2.17 1.94
BA 4.1 2.3 3.22 1.82
CT 3.4 2.0 2.67 1.61
OP 4.9 2.2 4.37 1.87
OB 4.6 2.1 4.04 1.73
PTS 2.5 2.2 2.09 1.77
PTI 3.4 2.3 2.83 1.82
BR 4.5 1.2 3.70 0.90
Moyenne 2.9 2.0 2.93 1.78
(1)
TAB. 2: Erreur moyenne et e´cart type (en millime`tres) associe´s
a` la me´thode base´e sur une fonction de projection explicite.
Le tableau 1 pre´sente les re´sultats obtenus en utilisant la
pseudo-inverse utilisant β et l’astuce noyau. Le tableau 2 pre´sente
les re´sultats obtenus en utilisant la fonction de projection ex-
plicite (donne´es invariantes par transformations affines). Les
re´sultats obtenus montrent que la deuxie`me me´thode donne
de meilleurs re´sultats approchant la variabilite´ inter-experte.
La me´thode utilisant les noyaux est moins performante du fait
de la minimisation nume´rique qui ne converge pas toujours
dans le cadre ge´ne´ral. Des ame´liorations utilisant les expres-
sions analytiques des noyaux dans ce formalisme sont en cours
de re´alisation. L’avantage de la me´thode base´e sur les noyaux
re´side dans le fait que la fonction de projection n’a pas a` eˆtre
explicite´ et calcule´.
4 Conclusion
Dans cet article, nous avons pre´sente´ et compare´ deux me´tho-
des de reconstruction des parties invisibles d’un objet en uti-
lisant une approche statistique. Le cadre statistique offre un
moyen e´le´gant pour re´soudre ce proble`me, en utilisant aussi
bien la variabilite´ autorise´e par le mode`le que les relations spa-
tiales existantes entre les diffe´rentes caracte´ristiques de l’objet
mode´lise´. Il apparat que les mode`les base´s sur les Kernel PCA
sont inte´ressant pour re´soudre ce proble`me, meˆme si une fonc-
tion de projection explicite dans F donne de meilleurs re´sultat.
La de´finition d’une telle fonction est un proble`me difficile.
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