For most unsupervised person re-identification (re-ID), people often adopt unsupervised domain adaptation (UDA) method. UDA often train on the labeled source dataset and evaluate on the target dataset, which often focuses on learning differences between the source dataset and the target dataset to improve the generalization of the model. Base on these, we explore how to make use of the similarity of samples to conduct a fully unsupervised method which just trains on the unlabeled target dataset. Concretely, we propose a hierarchical clustering-guided re-ID (HCR) method. We use hierarchical clustering to generate pseudo labels and use these pseudo labels as monitors to conduct the training. In order to exclude hard examples and promote the convergence of the model, We use PK sampling in each iteration, which randomly selects a fixed number of samples from each cluster for training. We evaluate our model on Market-1501, DukeMTMC-reID and MSMT17. Results show that HCR gets the state-of-the-arts and achieves 55.3% mAP on Market-1501 and 46.8% mAP on DukeMTMC-reID. Our code will be released soon.
Introduction
Person re-identification (re-ID) is mainly used to match pictures of the same person that appear in different cameras, which is usually used as an auxiliary method of face recognition to identify pedestrian information. Currently, re-ID has been widely used in the field of security monitoring and has been the focus of academic research. With the development of convolutional neural networks (CNN), supervised re-ID [7, 8, 16, 20] has achieved excellent performance. However, due to the data deviation in different datasets, the performance of the model trained on the source domain will be significantly reduced when it is directly transferred to the target domain. Besides, supervised learning requires a large amount of manually annotated data, which is costly. Therefore, supervised re-ID is difficult to meet the requirements of practical application. Recently, unsupervised domain adaptation (UDA) has become a hot research direction in the field of re-id and achieved good progress.
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Merge Figure 1 . Hierarchical clustering method. Each circle represents a sample, and the step represents the current merging stage. We use a bottom-up method to merge clusters step by step according to the distance between clusters in the current step. Some people use GAN to transform the style of source domain images with labels into the style of the target domain . They keep labels unchanged and extend the training set [2, 22, 31] , then they conduct CNN training according to the generated labeled images. Others focus on the changes of images between different cameras and datasets. They identify the images of the target domain by learning differences between the source domain and the target domain [29] . However, although the expansion of the dataset will generate many reliable data, it is highly dependent on the quality of the generated images. Besides, it will also generate some hard examples, which will affect the performance of the model. More importantly, these methods only try to reduce the differences in data sets between domains. However, the similarity of images within the same domain is ignored.
In recent studies, a fully unsupervised method BUC [10] does not use any manually labeled source data, it just uses unlabeled target data for training. BUC only compares the similarity of images in the target domain and directly use the bottom-up hierarchical clustering to merge target data. Due to images in the same clusters will have the same pseudo label, BUC can conduct CNN fine-tuning with these pseudo labels. Finally, it achieves very good performance and even surpasses some methods of UDA [2, 4, 21] . However, BUC points out that the performance of BUC has a significant drop in later merging stages, this is because the dataset has some hard examples which easily lead to wrong merging. In the beginning, some wrong merging have little impact on the overall performance. But in the later, with the increase of the number of samples contained in each cluster, the wrong merging will generate a large number of false pseudo labels which will mislead the direction of the model training and result in a decline in performance.
In order to solve above problems and make full use of the similarity of images in the target domain, we propose HCR, which also a fully unsupervised method just uses the target dataset without any manually annotated labels. We adopt hierarchical clustering to merge similar images in the target domain into one cluster step by step and set pseudo labels according to the clustering results. The process of hierarchical clustering is shown in Figure 1 . At the beginning of each iteration, we treat each sample as a cluster, and then we select a fixed number of clusters for merging in each step according to the distance between clusters. Finally, clusters will be merged gradually. After clustering, we don't directly use a complete dataset for training. Now that BUC points out hard examples will reduce the model performance, we use hard-batch triplet loss [7] to optimize the model. Hard-batch triplet loss can reduce the distance between similar samples and increase the distance between different samples. Concretely, we adopt PK sampling after hierarchical clustering in each iteration to meet the need of hard-batch triplet loss. We randomly select the same number of samples from each cluster to generate a new dataset for training. Finally, we conduct model fine-tuning training with the new dataset. We repeat the process of clustering, PK sampling, and fine-tuning training until the model reaches convergence.
To summarize, our contributions are:
• We propose hierarchical clustering-guided re-ID (HCR). Based on pre-trained ResNet-50 [6] on ImageNet, we directly use pseudo labels generated by hierarchical clustering to conduct model training on the target dataset without any manually annotated la- In the past, people tend to use traditional manual features [1, 9] to conduct unsupervised domain adaptation, but their performance on large datasets is usually poor. With the popular of CNN, people begin to apply deep learning to unsupervised domain adaptation. Deng et al. put forward SPGAN [2] . They believe that the main reason for the poor performance of migration is the different camera styles of different datasets. They use CycleGAN [31] to translate the images from the source domain style into the target domain style while keeping image labels unchanged. And then they perform supervised learning on generated images. Zhong et al. propose ECN [30] , ECN focuses on exemplar-invariance [23, 24] , camera-invariance and neighborhood-invariance. Base on these, ECN separately sets triplet loss to increase the distance between different samples and reduce the distance between similar samples. ECN stores samples in the exemplar memory model [14, 18] and sets pseudo labels according to it. Finally, ECN also conducts CNN training according to pseudo labels.
In addition to set pseudo labels as the supervision, people also try to use models to learn some auxiliary information to improve generalization ability. In [29] , Zhong et al. propose a Hetero-Homogeneous Learning (HHL) method. HHL focuses on camera invariance and domain connectivity and improves model performance by learning the difference between source domain images and target domain images. EANet [24] use Part Aligned Pooling (PAP) and Part Segmentation Constraint (PSC). PAP cuts and aligns images according to the key points of the body posture. PSC enables the model to predict the part label from the feature map and locate the corresponding position of each part accurately. EANet combines PAP with PSC to make full use of pedestrians pose segmentation information to improve performance. Although these methods have achieved a good improvement, most of them only focus on the difference between the source domain and the target domain. However, they do not fully explore the similarity of images in the target domain.
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Fine-tuning and extract feature Sample space PK sampling Clustering Figure 2 . The structure of our HCR, different colors represent different pseudo labels. We use pre-trained ResNet-50 on ImageNet as our backbone. The input of HCR is unlabeled target datasets. After fine-tuning of CNN, we extract image feature to form sample space and cluster samples step by step according to the bottom-up method in figure1. After hierarchical clustering, we label samples in the same cluster with the same pseudo label. According to the generated clusters and pseudo labels, we use PK sampling to generate new dataset for the next iteration.
Clustering-guided re-ID
Cluster-guided re-ID is usually trained with pseudo labels generated by clustering, which can be divided into fully unsupervised re-ID and cluster-based domain adaptation.
For fully unsupervised re-ID, Lin et al. propose the BUC [10] , as a fully unsupervised re-ID method, BUC doesn't use any labeled source data and only use target data. BUC extracts image features with CNN, and then merges a fixed number of clusters according to the distance between clusters in each step. After merging, BUC fine-tunes the model with generated pseudo labels and repeats the merging and fine-tuning until getting the best performance. However, the performance of BUC has a significant drop in the later stage, because of the wrong merging in the early stage will generate false labels, which will affect the optimization direction of the model. These false labels have a superposition effect in the later stage, resulting in a significant performance drop.
For cluster-based domain adaptation, Hehe et al. [4] propose PUL, which uses CNN to fine-tune the model and then use K-means to cluster samples. In the beginning of training, PUL only selects samples close to the clustering center for training through sampling, which effectively promotes the convergence of the model and improves the performance. However, K-means is very sensitive to the k value, and the hard example in the dataset can seriously affect the quality of clustering and ultimately limits the performance of PUL. In [15] L. Song et.al use DBSCAN (Density-Based Spatial Clustering of Applications with Noise) to cluster samples and conduct model training with generated pseudo labels. However, DBSCAN will treat some samples as noise points, the sample considered as noise will not be clustered and labeled. In other words, noise samples will not be included in the next training. Although such a strategy effectively excludes some hard examples, it also excludes some easily distinguishable samples. In our experiment, we found that in [15] , DBSCAN usually clusters about 70%-85% of samples, which narrows the range of training samples and affects the final performance. Besides, they use k-reciprocal encoding [27] to rerank the dist matrix for clustering. Although re-rank is a good trick to improve the performance, we should pay more attention to how to get better pseudo labels in clustering-guided re-ID.
Our Method
Hierarchical clustering-guided domain adaptation
For a dataset X = {x 1 , x 2 , · · · , x N }, we will have manually annotated labels Y = {y 1 , y 2 , · · · , y n } in supervised learning, so we can directly use cross-entropy loss to opti-mize the model. However, in unsupervised re-ID, we need to generate pseudo labels as supervision instead of using manually annotated labels. Our network structure is shown in Figure 2 . The model is mainly divided into three parts: fine-tuning training and extract features, hierarchical clustering, and PK sampling. Our goal is to explore similarities among images in the target dataset through hierarchical clustering and generate pseudo labels to guide model training. Finally, HCR improves the quality of hierarchical clustering labels and the performance of the model through fine-tuning and clustering in each iteration. Theoretically, as the pseudo labels of hierarchical clustering are approaching manually annotated labels step by step, the model performance is approaching the baseline in supervised learning step by step.
Distance measurement
For all cluster-guided re-ID [10, 4, 15] , the quality of pseudo labels generated by clusters directly determines the performance of the model. For hierarchical clustering, the distance measurement method in the merging stage directly affects the quality of the clustering. In HCR, we use euclidean distance to measure the distance between each sample [27] . Then, according to unweighted average linkage clustering (UPGMA) [3] , we define the distance between clusters as:
where C ai and C bj are two samples in the cluster C a ,C b respectively, n a ,n b represent the number of samples in C a ,C b , D(·) means the euclidean distance.
Loss
In order to use hard-batch triplet loss in HCR, we use PK sampling in training. Concretely, We randomly select K instances from P identities for each mini-batch (batchsize = P×K). So our loss is defined as:
where x i a is the anchor, x j p is the positive sample and x j n is the negative sample.D(·) means euclidean distance and m is the hyperparameter margin in hard-batch triplet loss.
Model update
As shown in the algorithm, int the beginning, we extract features of the target dataset with the pre-trained CNN Algorithm 1 HCR Algorithm Require:
Input X = {x 1 , x 2 , · · · , x N } Merging percent m ∈ (0, 1) Merging step s iteration t Ensure:
Best model f (w, x i ) 1: Initialize: sample number n = N , cluster number c = n, merging number m = n × mp, iteration iter = 0, merging step step = 0 2: while iter < t do 3:
4:
Extract feature and caculate distance, generate a n × n matrix dist Update Y with new pseudo labels:
Generate a new dataset with PK sampling 12: Fine-tuning model with hard-batch triplet loss 13: Evaluate model performence 14: if mAP i > mAP best then iter = iter + 1 19: end while model on ImageNet. In the beginning, we regard N samples as N different identities. We calculate the distance between each sample in the target dataset and generate a n × n distance matrix dist, We set a hyperparameter mp to control the speed of the merging and a hyperparameter s represents total merge step of hierarchical clustering in each iteration. m = n × mp represents the number of clusters merged in each step. According to dist and UMPGA distance measurement, we will generate a c×c distance matrix V , V represents the distance between clusters, c represents the current number of clusters. We will merge m pairs of nearest clusters in each step until s-th step and generate pseudo labels. We use PK sample to generate a new dataset as the input of CNN, we conduct fine-tuning training with the new dataset and evaluate the performance of the model in the end. We regard clustering, fine-tuning training, and evaluation as one iteration, we iterate the model until the Figure 3 . Our network structure for HCR, we generate a new dataset as the input of the network by PK sample on the result of hierarchical clustering. Like [19] , we adopt two hard-batch triplet loss and add two loss as the target loss of domain adaptation.
Methods
Labels
Market-1501 DukeMTMC-reID rank-1 rank-5 rank-10 mAP rank-1 rank-2 rank-10 mAP Baseline [15] Table 1 . Comparison with baseline and direct transfer on Market-1501 and DukeMTMC-reID . "Baseline" means use manually labeled dataset to conduct model training with hard-batch triplet loss. "Direct transfer" means directly use pre-trained ResNet-50 on ImageNet to evaluate without any training. The label column lists the type of supervision used by the method. "Supervised" means supervised learning, "None" denotes no any manually annotated labels are used.
performance no longer rises.
Experiment
Datasets
Market-1501 Market1501 [25] including 32,668 images of 1501 pedestrians captured by 6 cameras. Each pedestrian is captured by at least two cameras and Market1501 can divided into a training set which contains 12,936 images of 751 people and a test set which contains 19,732 images of 750 people.
DukeMTMC-reID DukeMTMC-reID [26] is a subset of pedestrian re-identification data set DukeMTMC [13] . The original data set contained 85 minutes of highresolution video, collected from eight different cameras. DukeMTMC-reID consists of 36411 labelled images belonging to 1404 identities which contains 16 
Implementation Details
HCR training Setting We directly use pre-trained ResNet [6] on ImageNet as our backbone. For hierarchical clustering, we set merge percent mp to be 0.5, number of merging step s to be 18. After clustering, we randomly selected P = 16 identities and K = 4 images for each identity to generate a new train dataset, so batchsize = P × K = 64. During the training, we adjust the size of the input image to 256 × 128, we also employee random cropping, flipping and random erasing for data augmentation [28] . We use the SGD to optimize model and set a momentum [17] of 0.9 without dampening. The learning rate is set to 6 × 10 −5 , epoch is to 40. The weight decay is 0.0005 and we set margin to 0.5 in hard-batch triplet loss.
Evaluating Settings We use single-shot setting [16] in all experiments. In evaluation, for an image in query, we calculate cosine distance with all gallery images and then sort it as the result. We use the mean average precision (mAP) [25] and the rank-k accuracy to evaluate the performance of the model. Rank-k emphasizes the accuracy it means the query picture has the match in the top-k list. Beside, mAP is computed from the Cumulated Matching Characteristics (CMC) [5] . CMC curve shows the probability that a query has the match in different size of lists. Given a single query, the Average Precision (AP) is computed ac-
Methods
Labels
Market-1501 DukeMTMC-reID rank-1 rank-5 rank-10 mAP rank-1 rank-2 rank-10 mAP UMDL [25] Table 2 . Comparison with other unsupervised method. Most of them are UDA methods which use manually annotated source data. The label column lists the type of supervision used by the method."Transfer" means uses an manually annotated source data "None" denotes no any manually annotated labels are used. "*" means use re-rank in caculation cording to its precision-recall curve, the mAP is the mean value of AP.
Comparison with baseline and direct transfer In order to reflect the effect of our HCR, we compare HCR with a supervised learning method about hard-batch triplet loss and direct transfer from pre-train ResNet-50 on ImageNet.Our results are reported in Table 1 . We can see that the performance of direct transfer is very poor, only get 3.5% mAP and 3.0% mAP on Market-1501 and DukeMTMC-reID respectively. That's because the model is pre-trained on ImageNet for classification tasks which are very different from re-ID. HCR outperforms the direct transfer method by 51.8% mAP and 46.8% mAP respectively. That's only less than fully unsupervised method 22.9% mAP and 18.6% mAP respectively which indicates that the quality of pseudo labels generated by HCR is very high. Table 2 , we design several experiments to compare the effectiveness of our HCR. The results for direct transfer and baseline represent the model performance floor and upper limit, respectively. Theoretically, when the quality of our hierarchical clustering approach to manually annotated labels, HCR will gradually approach the baseline. In Market-1501, we obtain rank-1 =79.5%, mAP =55.3%.In DukeMTMC-reID, we obtain rank-1 =66.0%, mAP =46.8%. In addition, compared with other methods of unsupervised methods, our HCR also achieves the best performance. Noted, we don't use any tricks similar to re-rank [27] in the training. We directly conducted hierarchical clustering according to the distance between the samples in the target domain, which indicates the importance of fully exploring the similarity of the samples in the target domain.
Effectiveness of the HCR As shown in
Conclusion
In this paper, we propose a fully unsupervised re-ID method, hierarchical clustering-guided re-ID (HCR). HCR directly train on unlabeled dataset without using any manually annotated labels. We make full use of similarities between images in the target dataset through hierarchical clustering. We also effectively reduced the influence of hard examples on training by PK sampling and hard-batch triplet loss. So, we improve the quality of generated pseudo labels and model performance in each iteration. Extensive experiments prove that HCR beyonds state-of-the-arts by a large margin.
