Unobserved heterogeneous treatment effects have been emphasized in recent policy evaluation literature. In this paper, we extend Lu and White (2014)'s testing method for unobserved heterogeneous treatment effects by developing nonparametric tests under the standard exogenous instrumental variable assumption and allowing for endogenous treatment. Specifically, we propose Kolmogorov-Smirnov-type statistics that are consistent and simple to implement.
INTRODUCTION
Unobserved heterogeneous treatment effects have been emphasized in recent policy evaluation literature. See e.g. Heckman, Smith, and Clements (1997) ; Matzkin (2003) ; Chesher (2003 Chesher ( , 2005 ; Chernozhukov and Hansen (2005) ; Imbens and Newey (2009) , Heckman and Vytlacil (2001, 2005) . Recently, Lu and White (2014) and Su, Tu, and Ullah (2014) develop nonparametric tests for unobserved heterogenous treatment effects via testing for additive separability of the error term in the structural relationship. A key assumption in their approaches is to assume that treatment is (conditional) independent of the error term.
Motivated by Lu and White (2014) , in this paper we propose nonparametric tests under the standard exogenous instrumental variable assumption and allowing for endogenous treatment.
In this paper, we consider the following structure model Y = g (D, X, ǫ) where Y is the outcome variable of interest, X is a vector of observed covariates, D denotes the binary treatment status, and ǫ is an unobserved error term of general form. In particular, ǫ represents the unobserved individual heterogeneity and we allow for the correlation between ǫ and D. Such a structural relationship is nonseparable in ǫ, which implies treatment effect from D on Y varies across individuals, even after we control for observed heterogeneity X. When there is no unobserved heterogeneous treatment effects, we show that the structural model can be represented by
Y = m(D, X) + ν(X, ǫ)
for some measurable functions m and ν. With additive separability of the error term, treatment effects are the same across individuals with the same covariates. Formally, we test such an additive separability of the structural model.
A key feature of our approach is to allow for the presence of treatment endogeneity. Due to the sample selection issue highlighted in Heckman (1979) , the treatment status D and error term ǫ are statistically dependent on each other given X. With additive separability, identification and estimation of average treatment effects directly obtain by Imbens and Angrist (1994) 's "Local Average Treatment Effects" and Heckman and Vytlacil (1999) 's Marginal Treatment effect (MTE) . For instance, Angrist and Krueger (1991) use a two-stage least square approach to estimate treatment effects in a linear specification.
As is pointed out by Heckman, Smith, and Clements (1997) , however, the conventional assumption of identical treatment effects across individuals, while convenient, is implausible. If so, then the usual linear parametric specification with additive errors is not only for feasibility and simplification of estimation, but also essential for identification as well as interpretations of treatment effects.
Though unobserved heterogeneity is crucially important, there are only a handful of papers studying testing for the existence of. In a framework without endogeneity, Heckman, Smith, and Clements (1997) focus on observed heterogeneous treatment effects. In particular, they provide tests for whether treatment effects depend on observed exogenous covariates via testing zero-variance of g(1, X, ǫ) − g (0, X, ǫ) . Recently, Hoderlein and Mamme (2009) briefly discuss specification tests for unobserved heterogeneity in structured nonseparable models. This paper is intrinsically motivated by Lu and White (2014) and Su, Tu, and Ullah (2014) , who study nonparametric testing for unobserved heterogeneous treatment effects under the unconfoundedness assumption. In particular, Lu and White (2014) test such a hypotheses via testing an equivalent independence condition on observables under additional weak assumptions. Our paper extends Lu and White (2014) by representing the existence of unobserved heterogeneous treatment effects by a similar conditional independence restriction on observables, allowing for the endogeneity of treatment variable.
Another closely related paper is Heckman, Schmierer, and Urzua (2010) who study testing for the absence of selection on the gain to treatment in the generalized Roy model framework, allowing for unobserved heterogenous treatment effect. This paper complements to Heckman, Schmierer, and Urzua (2010) in the sense that presence of both unobserved heterogeneity and selection into treatment is the so-called "essential heterogeneity" in Heckman, Urzua, and Vytlacil (2006) .
The proposed testing approach distinguishes the cases where exogenous covariates contains or not a continuously distributed element. We propose Kolmogorov-Smirnov type statistics that are consistent and simple to implement. Motivated by Stinchcombe and White (1998) , when there is a continuous covariate, we modify the classic Kolmogorov-Smirnov test statistics by using primitive functions of CDF to represent probability distributions of a (nonparametrically) generated variable. Such a modification is novel and plays a key role for developing our test statistics. Moreover, we establish the asymptotic properties of the proposed test statistics under the null and alternative hypothesis.
The paper is organized as follows. In Section 2, we introduce the framework and motivate our testing idea. Section 3 discusses our test statistics and main asymptotic results. We distinguish the cases whether covariates include continuous variables. Section 4 presents Monte Carlo experiments to study finite sample performance of our test statistics. Section 5 applies our testing approach to two empirical applications: treatment effects of a job training program and treatment effects of fertility on earnings. All proofs are collected in the Appendix.
MODEL AND TESTABLE RESTRICTIONS
We consider the following nonparametric nonseparable model:
where Y ∈ R, D ∈ {0, 1} and X ∈ R d X are observables, ǫ ∈ R dǫ is an unobserved random disturbance of general form, and g is an unknown but smooth function defined on {0, 1} × S Xǫ . In particular, D is an endogenous treatment variable that is correlated with ǫ due to the selection issue. See e.g. Heckman, Smith, and Clements (1997) . To deal with the endogeneity issue, we follow the literature by introducing a binary instrumental variable Z ∈ {0, 1}. Throughout the paper, we use upper case letters to denote random variables, and their corresponding lower case letters to stand for the realizations. Moreover, we use S A for the support of a vector of generic random variables A.
Note that the non-additivity of the structural relationship g in ǫ captures the idea that individual treatment effect, i.e., g(1, X, ǫ) − g(0, X, ǫ), depends on the unobserved indi-vidual heterogeneity ǫ, even after one controls for X covariates. Following Lu and White (2014) , the null hypothesis for testing heterogeneous individual treatment effects is equivalent to testing the following null hypothesis:
where m ∶ S DX ↦ R and ν ∶ S Xǫ ↦ R. Such an equivalence is summarized formally in the following proposition.
Proposition 2.1. Suppose (1) holds, then H 0 holds if and only if
holds for some measurable function δ(⋅) ∶ S X ↦ R.
, which represents homogenous individual treatment effects across individuals with the same value of covariates. Proposition 2.1
shows that the additive separability of (1) is equivalent to homogenous individual treatment effects. A similar result can be found in Lu and White (2014) .
Another key insight from Lu and White (2014) is the equivalence between the additive separability hypotheses and a conditional independence restriction on observables under the unconfoundedness assumption. Following Lu and White (2014), we derive a similar set of model restrictions in the presence of endogeneity. For each x ∈ S X and z = 0, 1, let
Assumption B (Single-index error term). There exist measurable functionsg
Moreover,g (d, x, ⋅) is strictly increasing in the scalar-valued index ν for d = 0, 1 and all x ∈ S X .
Assumption A requires the instrumental variable Z to be (conditionally) exogenous and relevant, which is standard in the literature. See e.g., Imbens and Angrist (1994) , Chernozhukov and Ha (2005) , Vuong and Xu (2017) , and references therein. Assumption B imposes monotonicity on the structural relationship, which has also been widely assumed in the literature of nonseparable models. For instance, Matzkin (2003 ) Chesher (2003 and Chernozhukov and Hansen (2005) assume the structural function g is strictly increasing in the scalar-valued error term ǫ. It is worth pointing out that Assumption B holds under H 0 .
for z = 0, 1. Thus, for each x ∈ S X , δ(x) can be identified by:
where
of LATE in Imbens and Angrist (1994) .
Given that Assumptions A and B hold, by Proposition 2.1,
We can also obtain g(0, X, ǫ) by a similar argument. Therefore, by Assumption A, W is conditionally independent of Z given X. The next lemma summarizes above discussion. 
To provide a consistent test, we next provide weak conditions under which the conditional independence restriction is also sufficient for testing H 0 .
Assumption C (Monotone selection). The selection to the treatment is given by
where θ is an unknown smooth function and η ∈ R is an unobserved error term. Imbens and Angrist (1994) first introduce the assumption that the selection to the treatment is monotone which implies the "no defier" condition. Vytlacil (2002) shows that such a monotonicity condition is observationally equivalent to the weak monotonicity of (4) in the error term η. Furthermore, Vuong and Xu (2017) show that Assumption C can be relaxed to the strict monotonicity of
1)} be the "complier group" given X = x (see Imbens and Angrist, 1994) .
Assumption D.
The support of g (d, x, ǫ) given X = x and the complier group C x equals to the
Assumption D is a support condition. This assumption is testable, since the distribution of g (d, x, ǫ) given X = x and η ∈ C x can be identified, see, e.g., Imbens and Rubin (1997) .
Specifically, for all t ∈ R, 
DISCUSSION: TESTING FOR FULL ADDITIVE SEPARABILITY
One might be also interested in testing for the (full) additive separability of the error term in the outcome equation (1), which has been widely used in the empirical treatment effect literature. Lu and White (2014) and Su, Tu, and Ullah (2014) consider testing additive error structure under the unconfoundedness assumption. Specifically, their null hypothesis are given by
for some measurable function m † . Clearly, H † 0 is more restrictive than our null hypotheses H 0 . In particular, H † 0 rules out both observed and unobserved heterogeneity, which has been widely discussed in the treatment effect literature. See e.g. Heckman and Vytlacil (2007) and Imbens and Wooldridge (2009 
It is worth noting that (5) is equivalent to (i) W ⊥ ⊥ Z X; and (ii) W − E(W X) ⊥ ⊥ X (see e.g. Dawid, 1979) . Condition (i) is the same as that in Theorem 2.1 and (ii) has also been derived in Lu and White (2014) for testing H † 0 under the unconfoundedness assumption.
CONSISTENT TEST FOR UNOBSERVED TREATMENT EFFECT HETERO-

GENEITY
In this section, we propose tests for unobserved treatment effect heterogeneity via testing the conditional independence restriction, i.e., W ⊥ ⊥ Z X. Because Z is binary, the condi-
needs to be nonparametrically estimated from the data, in particular when X includes continuous variables.
In the following discussion, we distinguish the cases whether covariates X include continuous variables. For expositional simplicity, throughout we assume X ∈ R be a scalarvalued random variable. It is straightforward to generalize our result to vector-valued covariates. For the discrete case, our test adopts the classic two-sample KolmogorovSmirnov test. When X is continuous, we propose a modified Kolmogorov-Smirnov test that also converges to a limiting distribution at the √ n-rate. 
DISCRETE COVARIATES
where, for z = 0, 1,
It is straightforward thatδ(x) converges to δ(x) at the √ n-rate under additional regularity
the first-stage estimation error.
We are now ready to define our test statistic aŝ
Next, we establish the limiting distribution of the proposed test statistic. For notational
It is worth noting that κ(w, x) ≥ 0 can be interpreted as the p.d.f. of the potential outcome g(1, X, ǫ) given the complier group under Assumptions A and C. Moreover, let
By definition, ψ wx and φ wx and are random objects indexed by (w, x). In particular,
Assumption E. Let X be a discrete random variable. Moreover, the probability distribution of Y given (D, X, Z) admits a uniformly continuous density function f Y DXZ .
where Z(⋅, x) is a mean-zero Gaussian process with covariance kernel:
Moreover, under H 1 , we have
Theorem 3.1 forms the basis for the following one-sided test against any alternative to H 0 : reject H 0 significance level α if and only ifT n ≥ c α . Regarding the limiting distribution Z(⋅, x), φ wx in the covariance kernel appears due to the first-stage estimation of δ(x).
Because the asymptotic distribution ofT n under H 0 is complicated and it it is computationally difficult to derive the limiting distribution for the critical value, then we apply the multiplier bootstrap method in van der Vaart and Wellner (1996) , Barrett and Donald (2003) , and Hsu (2016) to approximate the entire process and then to approximate critical values. Specifically, we simulate a sequence of i.i.d. pseudo random variables {U i ∶ i = 1, ⋯, n} with E(U) = 0, E(U 2 ) = 1, and E( U 4 ) < +∞. Moreover, the simulated sample
we obtain the following simulated empirical process:
whereψ wx +φ wx is the estimated influence function such that
and p(x, z), respectively. See e.g. Hsu (2016) for more details. By a similar argument to Barrett and Donald (2003) and Hsu (2016) ,Ẑ u (⋅, x) converges to the same limiting process Z(⋅, x). Next, to derive the critical values, we first let P U be the multiplier probability measure. Then, for a given significant level α, the simulated critical valueĉ n (α) is defined
By definition,ĉ n (α) is the (1 − α) quantile of the simulated distribution. With the simulated critical value, we reject H 0 if and only ifT n >ĉ n (α).
CONTINUOUS COVARIATES
When X contains continuous covariates, the generated regressorŴ involves estimating a nonparametric function δ(⋅). BecauseŴ appears in the indicator function of KolmogorovSmirnov-type test statistics, then the empirical process argument in the proof of Theorem 3.1 does not apply to the continuous covariates case. Therefore, we propose a modified Kolmogorov-Smirnov test that we can derive its limiting distribution.
As a matter of fact, 
. Following Stinchcombe and White (1998), we rewrite the conditional moments by the following unconditional restrictions:
To see the equivalence between H π 0 and
Thus, our test statistic is constructed based on H G 0 .
Let K and h be a bounded kernel function and a smoothing bandwidth, respectively.
By eq. (3), we nonparametrically estimate δ(X
In above definition, the support S WX is assumed to be known for simplicity. In practice, this assumption can be relaxed by using a consistent set estimatorŜ WX of S WX .
As is shown below, the proposed test statisticsT c n converges in distribution to a limit at the regular √ n rate. The proofs proceed in two steps: we first show thatĜ(w, x; z) can be approximate bỹ
It is worth noting thatG(w, x; z) has no nonparametric estimator in the indicator function, which allows us to apply U-processes theorem to establish its limiting distribution in the second step.
The first step of our proof is to show that for z = 0, 1
A key condition for above result is that the nonparametric estimatorδ(⋅) converges to δ(⋅)
uniformly at a rate faster than n −ι for some ι > 1 4 . To show the approximation, we assume the following regularity assumptions.
Assumption H. The first stage nonparametric estimators satisfy:
Assumption F is weak and standard in the literature. Assumptions G and H require the standard deviation and bias term of nonparametric estimation converge to zero uniformly at a rate no slower than n −ι , respectively. In particular, Assumption H is a high-level assumption that can be derived by primitive conditions on K and h. 
).
By Lemma 3.1, it suffices to establish the limiting distribution ofG(w, x; 1) −G(w, x; 0) for the asymptotic properties of our test statistics.
Note that
where z ′ = 1 − z. Moreover, we have
2 ) holds. Therefore, the leading terms in U 1 (w, x; z) and U 2 (w, x; z) are essentially two U -processes indexed by w and x. Following Nolan and Pollard (1988, Theorem 5) and Powell, Stock, and Stoker (1989, Theorem 3 
converges in distribution to a mean-zero Gaussian process with bounded and nonzero covariance kernel.
By definition, ψ c wx and φ c wx and are random processes indexed by (w, x). Moreover, we have E(ψ c wx X, Z) = E(φ c wx X, Z) = 0 under H e 0 .
To establish the weak convergence, we make the following assumptions.
is a convex (possibly unbounded) subset of R with nonempty interior, with the origin as an interior
and K(u) = K(−u) holds for all u in the support.
Assumption F is a smoothness condition that can be further relaxed by the Lipschitz condition. Assumption J is standard in the kernel regression literature. In particular, the first part strengths the conditions for bandwidth choice in Assumption G. Assumption K strengths Assumption H by requiring the bias term in the first-stage nonparametric estimation to be smaller than o p (n −1 2 ), which can be established under high order kernels (see e.g. Powell, Stock, and Stoker, 1989) .
The limiting distribution of our test statistic is summarized in the following theorem. where Z c (w, x) is a mean-zero Gaussian process with the following covariance kernel
Moreover, under H e 1 , we have
It is worth pointing out that our test is one-sided against any alternative to H 0 : reject H 0 significance level α if and only ifT c n ≥ c α .
Similar to the discrete-covariates case, we apply the multiplier bootstrap method to approximate the entire process and therefore to approximate critical values. The estimates of the pointwise influence function can be estimated bŷ
are estimators of E[λ(w −Ŵ) X] and E(W X), respectively, and
Note that we can simulate the limiting process by the following result:
The test can be constructed similar to the discrete case and we omit the details for brevity.
MONTE CARLO SIMULATIONS
We investigate the finite sample performance of our tests using Monte Carlo methods.
First, we examine both size and power by using some simple data generating processes (DGPs). Two DGPs are considered.
where X is uniformly distributed on {1, 2, 3, 4, 5}, ǫ ∈ R is uniformly distributed on (0, 1), and η = ρǫ + 1 − ρ 2 u, where u is uniformly distributed on (0, 1) and independent of ǫ, and ρ = 0.5, 0.7, or 0.9, respectively. The value of ρ represents level of the endogeneity.
The instrumental variable Z ∈ {0, 1}, independent of X, follows Bernoulli distribution with the P(Z = 1) = 0.3, 0.5, or 0.7, respectively. Moreover, γ = 0.1, 0.3 and 0.5 represents the "degree" of nonseparability in DGP 2. By design, H 0 holds in DGP 1, but not in DGP 2.
We choose the sample size n = 500, 1000, and 2000, and the rejection rate is approximated by 1000 repetitions. To simulate the stochastic processes in the limiting distribution for deriving the critical values, we follow the the method of multiplier bootstrap stated in Section 3 with 1000 bootstrap repetition. Moreover, we use 100 grids on the support of (min(Ŵ), max(Ŵ)) for the suprema of simulated stochastic processes. In particular, the rejection rates increase rapidly with the sample size, which verifies the consistency of our test. Moreover, the rejection rate increases with γ: Less separable of the error term, more likely to be rejected.
Next, we investigate the case with continuously distributed covariates X. DGP 3 and DGP 4 are the same as DGP 1 and DGP 2, respectively, except that X is a continuous random variable uniformly distributed on [0, 1]. We choose sample size n = 1000, 2000, and 4000, and the rejection rate is based on 1000 repetitions. For each repetition, the p-value is approximated by 500 simulations. To compute the suprema of the simulated stochastic processes, we use 100 grids on the support of (min(Ŵ), max(Ŵ)) and 100 grids on [0, 1] for w and x respectively. We choose γ = 0.5 and 0.7.
In this continuous covariates case, the performance of the proposed test behaves similarly to the discrete covariates case. For simplicity, we only present the results for P(Z = 1) = 0.5 and ρ = 0.7. The results for other settings exhibit similar patterns. Table 5 reports empirical levels at various nominal levels. The level of our test is fairly well behaved and it converges to the nominal level as the sample size increases. Table 6 presents the empirical power of our test. Clearly, our test is consistent.
EMPIRICAL APPLICATIONS
THE EFFECT OF JOB TRAINING PROGRAM ON EARNINGS
In this section we apply our testing approach to the effect of job training program on earn- The observed covariates include a set of dummies for races, for high-school graduates, and for marriage, whether the applicant worked at least 12 weeks in the 12 months 2 JTPA services are provided at 649 sites, which might not be randomly chosen. For a given site, the applicants were randomly selected for the JTPA dataset. 3 The data is publicly available at http://upjohn.org/services/resources/employment-research-data-center/national-jtpa-study.
preceding random assignment, and also 5 age-group dummies (22-24, 25-29, 30-35, 36-44 , and 45-54), among others. See Table 7 for descriptive statistics. For simplicity, we group all applicants into 3 age categories (22-29, 30-35, and 36 and above), and pool all non-White applicants as minority applicants.
To implement, we use the Gaussian kernel with Silverman bandwidth selection. For the critical value, we use 10, 000 bootstrapped simulations and search for the suprema from 5, 000 grids. The p-value of our test is 0.1204. Therefore, H 0 , i.e. there is no unobserved heterogenous treatment effects, cannot be rejected at a 10% significance level. It is worth noting that our results are robust to the number of simulations and the number of grids.
THE IMPACT OF FERTILITY ON FAMILY INCOME
The second empirical illustration example is to explore the impact of children on parents' labor supply and income. The endogeneity issue arises due to the fertility variable. Rosenzweig and Wolpin (1980) suggest the usage of the twin births as an instrumental variable. The "twin-strategy" IV has been widely used in the literature. See eg.
Angrist and Evans (1998) and Vere (2011) . The impact of fertility on family income has also been studied by Frölich and Melly (2013) 
For the "if part", (2) implies
Therefore, H 0 holds in the sense
A.2 PROOF OF THEOREM 2.1
Proof. Given Proposition 2.1, it suffices to show the if part. Suppose W ⊥ ⊥ Z X holds.
Equivalently, we have
Let V ≡ ν(X, ǫ) and define
By Assumptions A and C, we have
which is strictly monotone in τ ∈ S V X=x, η∈Cx and, by Assumptions B and D,
Therefore, we have
is the inverse function ofg(1, x, ⋅). Note that both sides are strictly mono-
Combining the above result with (A.1), we havẽ
which gives us the result by Proposition 2.1.
Q.E.D.
A.3 PROOF OF THEOREM 2.2
Proof. For notational simplicity, let W * = W − E(W X). For the "only if" part, under
For the "if" part, first note that W * ⊥ ⊥ Z X is equivalent to W ⊥ ⊥ Z X. Then, by Theo-
is a function of X and ǫ. Note that ν(X, ǫ) is strictly increasing in ǫ. We now show that there exists a measurable function ν 1 ∶ R ↦ R such that ν(x, e) = ν 1 (e) almost everywhere.
To see this, first note that ǫ ⊥ ⊥ X implies P(ǫ > e X = x) = P(ǫ > e) for almost all x. We also
where ν −1 is the inverse function of ν with respect to its second argument. Since the c.d.f. of ǫ is strictly increasing and P(ν(x, ǫ) >ẽ X = x) does not depend x, ν −1 (x,ẽ) must be constant in x for almost all (x,ẽ). Thus, ν(x, e) is constant in x almost everywhere and this completes the proof.
Q.E.D.
A.4 PROOF OF THEOREM 3.1
Proof. For discrete X, we haveδ * (⋅) = δ * (⋅) + O p (n −1 2 ) by the central limit theorem. The O p (n −1 2 ) term is uniformly over the finite support S X . Moreover, let 1 WXZ (w, x, z; δ) =
1(W ≤ w) ⋅ 1 XZ (x, z). By definition, we have
Sinceδ is a consistent estimator of δ, by the empirical process theory (see e.g. van der Vaart and Wellner, 2007), we have
Moreover, by Taylor expansion, √
Moreover, by the central limit theorem, we have
Moreover, we apply Taylor expansion and have √
where the last step comes from
Thus, we have √
Summarizing above steps, we now have √
To compute the covariance kernel, we first deriveδ − δ. Fix X = x. For expositional simplicity, we suppress x in the following notation. Note that
Let p c (x) = P(X = x, Z = 1) − P(X = x, Z = 0), which is strictly positive under Assumption A.
where the last step comes from the fact:
Similarly, by Taylor expansion,
Note that under the null hypothesis H 0 :
Moreover, we have
where ψ wx and φ wx are defined by (6) and (7).
To conclude, the empirical process √ n F W XZ (⋅ x, 1) −F W XZ (⋅ x, 0) converges to a zeromean Gaussian process Z(⋅, x) with the given covariance kernel. Moreover, following e.g., Kim and Pollard (1990) , we haveT n d → sup w∈R; x∈S X Z(w, x) .
Q.E.D.
A.5 PROOF OF LEMMA 3.1
Proof. Fix X = x and w.l.o.g., let z = 1. Note that
where r ∈ ( For term T 1 , note that
where last step holds because r > 1 4 . Moreover,
Next, for term T 2 , note that
where K is the upper bound of K(⋅). Because W is a bounded random variable and w belongs to a compact set, then EŴ 2 − 2w ⋅ E(Ŵ) + w 2 = O(1). Moreover, by Lemma B.1,
A.6 PROOF OF THEOREM 3.2
Proof. By Lemma 3.1, we havê
We first look at those terms with U 2 . By definition, (w, x, z) . Then, ζ * n,ij is symmetric in indices i and j. Therefore,
which is a U -process indexed by (w, x, z ℓ ). By Nolan and Pollard (1988, Theorem 5) and Powell, Stock, and Stoker (1989, Lemma 3.1) ,
where the o p (n −1 2 ) applies uniformly over (w, x) . Note that
under the H G 0 , which are invariant with z. Therefore, E[ζ * n,ij (w, x, z) 
By Powell, Stock, and Stoker (1989, Theorem 3 .1),
where the o p (n −1 2 ) holds uniformly over (w, x) . It follows that
We now turn to U 1 (w, x, z) . Note that
2 ) holds. By a similar decomposition argument onδ(X) − δ(X) in Lemma B.1, we have (w, x, z) ]. By a similar argument as that for U 2 , we have
where the last step comes from the Bochner's Lemma and uses the fact the integrant equals zero if Z j = 1 − z, and the expectation of the first term in the above equation equals to zero.
Thus, we have
where the o p (n −1 2 ) holds uniformly over (w, x). Moreover,
Finally, by Assumption K,
which is invariant with z under H G 0 , and
To conclude, the empirical process 
Proof. First, by a similar decomposition ofδ(x) − δ(x) as that in the proof of Theorem 3.1, it suffices to show
where λ a , λ b and λ q are strictly positive constants, and
For expositional simplicity, we only show the first result. It is straightforward that the rest follow a similar argument.
Moreover, by Bernstein's tail inequality,
where K is the upper bound of kernel K.
there is 0.5λ a n −r h ≤ τ n (x, z) ≤ λ a n −r h. Moreover,
For sufficiently large n, we have 2 3 Kλ a n −r ≤ 1. Therefore, for sufficiently large n,
where the inequality comes from Assumption G. Note that the upper bound does not depend on x or z. Therefore, 1.0000 0.9980 0.9990 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.5 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.7 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 Note: Data from the 1% and 5% PUMS in 1990 and 2000. Own calculations using the PUMS sample weights. The sample consists of married mother between 21 and 35 years of age with at least one child.
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