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T´ıtulo en espan˜ol
Extraccio´n de informacio´n sobre el manguito rotador a partir de resonancias magne´ticas
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Title in English
Extracting information about the rotator cuff from magnetic resonance images using
deterministic and random techniques.
Resumen: En este trabajo se consideran metodolog´ıas para extraer informacio´n de
ima´genes por resonancia del tejido en el manguito rotador; el estudio tiene como objetivo
definir un me´todo de visualizacio´n alternativo que facilite la deteccio´n de rupturas
parciales en el tendo´n supraespinoso. Espec´ıficamente, vamos a usar familias de parches
triangulares elipsoidales para cubrir la cabeza del hu´mero cerca de la zona afectada,
estos parches se texturizaran y desplegaran con la informacio´n de la resonancia usando
la te´cnica de interpolacio´n trilineal. En la generacio´n de puntos para texturizar cada
parche se propone una nueva metodolog´ıa que garantiza la distribucio´n aleatoria sobre
la superficie y cuyo costo computacional es significativamente menor en comparacio´n a
metodolog´ıas alternativas de naturaleza tanto determin´ıstica como aleatoria.
Abstract: In this work, we consider some methods to extract information about the
rotator cuff based on magnetic resonance images; the study aims to define an alternative
method of display that might facilitate the detection of partial tears in the supraspinatus
tendon. Specifically, we are going to use families of ellipsoidal triangular patches to cover
the humerus head near the affected area, these patches are going to be textured and
displayed with the information of the magnetic resonance images using the trilinear
interpolation technique. For the generation of points to texture each patch, we propose
a new method that guarantees the random distribution of its points using a random
statistical method, the computational cost is significatively lower as compared with
deterministic as well other standard statistical techniques.
Palabras clave: Manguito rotador, tendo´n supraespinoso, ruptura parcial, ima´genes por
resonancia magne´tica, extraccio´n de textura, parches triangulares, simulacio´n.
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Introduccio´n
El manguito rotador es un conjunto de mu´sculos y tendones conectados a la cabeza del
hu´mero cuya funcio´n es la movilidad y estabilidad del hombro. La anatomı´a y fisiolog´ıa
del manguito rotador es compleja y esta´ interconectada con otros grupos de mu´sculos
en el hombro. Este grupo de mu´sculos realiza mu´ltiples funciones y a menudo se somete
a estre´s durante diversas actividades. Las afecciones en el manguito rotador son las
causas ma´s comunes de dolor y disfuncio´n en el hombro del adulto. En particular, una
ruptura del manguito rotador consiste en la ruptura de uno o ma´s de los tendones ligados
a los cuatro mu´sculos en el manguito rotator y de acuerdo a su profundidad la lesio´n
puede ser clasificada en completa o parcial [1]. Las ima´genes por resonancia magne´tica
juegan un papel importante en la identificacio´n de rupturas en el manguito rotador, de
hecho, muchos cirujanos confian en ima´genes por resonancia magne´tica para apoyar la
toma de decisiones y la planificacio´n prequiru´rgica de pacientes con dolor en el hombro [2].
El proyecto ((The Visible Human Proyect)) puso a disposicio´n de la comunidad
cient´ıfica una base de datos que permite la visualizacio´n de la anatomı´a humana. La base
de datos se conforma por 1871 ima´genes asociadas a cortes transversales para un hombre
particular; a partir de este volumen me´dico el proyecto pone a disposicio´n del usuario
una herramienta de software para reconstruir rodajas oblicuas con ubicacio´n y direccio´n
arbitraria. El proceso de reconstruccio´n se realiza mediante la te´cnica matema´ticamente
bien conocida de interpolacio´n trilineal, ver por ejemplo [3].
Un problema posiblemente ma´s relevante en ima´genes me´dicas consiste en desplegar
informacio´n sobre superficies curvas arbitrarias que se adapten o reproduzcan aproxima-
damente una estructura del cuerpo humano particular, por ejemplo sobre una superficie
adaptada a una arteria para determinar calcificaciones u otras malformaciones, ver [4]. El
despliegue de la superficie se hace con la te´cnica usada para ima´genes digitales de tex-
turizacio´n de superficies, autores como [5, 6, 7] han tratado el problema de visualizacio´n
plana de las superficies curvas texturizadas aplicando en medicina.
IV
INTRODUCCIO´N V
En este trabajo se exploran metodolog´ıas para extraer informacio´n de ima´genes por
resonancia del tejido en el manguito rotador, en particular se enfatiza en la deteccio´n de
rupturas parciales en el tendo´n supraespinoso. Se consideran dominios sobre esferas y elip-
soides, y en particular familias de parches triangulares1 de Be´zier racionales especiales para
ajustar la cabeza del hu´mero cerca de la zona afectada. Estos parches se texturizan con la
informacio´n de la resonancia usando la te´cnica de interpolacio´n trilineal [9]. La generacio´n
de puntos para texturizar un parche, se puede realizar de forma determin´ıstica o de forma
aleatoria; la generacio´n de puntos de forma aleatoria tiene una ventaja en te´rminos de
visualizacio´n pues evita la acumulacio´n sistema´tica de puntos en a´reas espec´ıficas. En este
sentido, se definen familias de parches elipsoidales especiales, se construye su respectivo
algoritmo para generacio´n de puntos de forma aleatoria [10], y se compara su eficien-
cia computacional con respecto a la evaluacio´n equivalente mediante el algoritmo de de
Casteljau y el algoritmo de evaluacio´n directa con polinomios de Bernstein para parches
triangulares de Be´zier racionales [8, 11, 12, 13, 14, 15, 16].
Este trabajo se organiza de la siguiente manera. En los cap´ıtulos 1 y 2 se presentan
conceptos ba´sicos asociados a curvas de Be´zier y parches de Be´zier triangulares. En los
cap´ıtulos 3 y 4 se estudian definiciones y resultados elementales sobre variables aleatorias
y simulacio´n. En el cap´ıtulo 5 se propone y se describe una te´cnica para generar puntos
uniformemente distribuidos sobre parches elipsoidales especiales.
Por ultimo en el cap´ıtulo 6 se muestra como aplicacio´n en medicina, un procedimiento
para extraer informacio´n sobre el manguito rotador a partir de un volumen me´dico usando
la te´cnica de generacio´n propuesta, y adicionalmente se comparan a trave´s del tiempo de
co´mputo promedio te´cnicas alternativas tanto determin´ısticas como aleatorias.
1La palabra parche triangular se refiere al hecho de que la frontera dada por la parametrizacio´n consiste
en tres curvas, esto es: describe un tria´ngulo curvo en 3D [8]
CAPI´TULO 1
Curvas de Be´zier
En 1959, la compan˜´ıa automotriz francesa Citroe¨n contrato´ al joven matema´tico Paul
de Faget de Casteljau quien hab´ıa terminado recientemente su tesis de doctorado en la
E´cole Normale Supe´rieure de Paris. E´l comenzo´ a desarrollar un sistema el cual princi-
palmente pretend´ıa el disen˜o ab initio de curvas y superficies en lugar de enfocarse en la
reproduccio´n de los blueprints 1 ya existentes. E´l adopto´ desde el principio el uso de los
polinomios de Bernstein junto con el hoy conocido algoritmo de de Casteljau para la defi-
nicio´n de sus curvas y superficies. Citroe¨n mantuvo en secreto el trabajo de de Casteljau
por largo tiempo.
Por otro lado, en la compan˜´ıa automotriz francesa Renault, Pierre Be´zier encabezo´ el de-
partamento de disen˜o y tambie´n se percato´ de la necesidad de representar en computador
piezas meca´nicas. El trabajo de Be´zier fue influenciado por el conocimiento de desarrollos
similares en Citroe¨n, pero e´l procedio´ de manera independiente. Sus resultados para la
construccio´n de curvas fueron ide´nticos a la representacio´n de de Casteljau, solamente que
la matema´tica involucrada fue diferente.
El trabajo de Be´zier fue ampliamente publicado y pronto llamo´ la atencio´n de A.R Fo-
rrest. E´l se dio cuenta que las curvas de Be´zier podr´ıan ser representadas en te´rminos de
polinomios de Bernstein, es decir, en la misma forma que de Casteljau hab´ıa usado desde
los an˜os 50 [17].
Una curva de Be´zier de grado n con pol´ıgono de control o pol´ıgono de Be´zier bi ∈ E3
y pesos asociados wi ∈ R, es una curva parame´trica bn0 (t) ∈ E3 de para´metro t ∈ [0, 1]
donde el ı´ndice i var´ıa entre 0 y n. Tener en cuenta o no los pesos wi, clasifica la curva de
Be´zier como racional o polinomial.
1.1. Curvas de Be´zier polinomiales de grado n
Toda curva polino´mica admite una representacio´n mediante su pol´ıgono de Be´zier. Ma´s
au´n, los algoritmos ma´s ra´pidos y nume´ricamente ma´s estables para desplegar una curva
polino´mica se basan en su representacio´n de Be´zier [11].
1Reproduccio´n en papel de un dibujo te´cnico, un plano cartogra´fico o un disen˜o de ingenier´ıa
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1.1.1. Algoritmo de de Casteljau
La principal atraccio´n de este algoritmo es la bonita interaccio´n entre geometr´ıa
y algebra: una construccio´n geome´trica muy intuitiva que conduce a una teor´ıa potente [8].
En el caso polinomial, mediante el algoritmo de de Casteljau cada punto sobre la curva
bn0 (t) se construye mediante interpolacio´n lineal repetida, haciendo:
bri (t) = (1− t) br−1i (t) + tbr−1i+1 (t) , (1.1)
donde
r = 1, . . . , n; i = 0, . . . n− r; b0i = bi.
Figura 1.1. Representacio´n gra´fica del algoritmo de de Casteljau: interpolacio´n lineal repetida
[8].
La figura 1.1 ilustra, la construccio´n de puntos sobre una curva de Be´zier cu´bica usando
el algoritmo de de Casteljau; se destacan los puntos de control intermedios.
1.1.2. Evaluacio´n directa con polinomios de Bernstein
Los polinomios de Bernstein univariados de grado n se definen por:
Bni (t) =
(
n
i
)
ti (1− t)n−i ; i = 0, 1, . . . , n; (1.2)
donde (
n
i
)
=
n!
(n− i)!i! .
Por convencio´n Bni (t) = 0 s´ı i /∈ [0, n]. Los polinomios de Bernstein son te´rminos de la
expansio´n binomial de 1 = (t+ (1− t))n.
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Los puntos de control intermedios bri (t) en el algoritmo de de Casteljau se pueden
expresar en te´rminos de polinomios de Bernstein y los puntos de control directamente [8]:
bri (t) =
r∑
j=0
bi+jB
r
j (t) ; i = 0, 1, . . . , n− r. (1.3)
En particular, tomando r = n en 1.3 podemos escribir un punto sobre una curva de Be´zier
polinomial como:
bn0 (t) =
n∑
j=0
bjB
n
j (t) , (1.4)
Propiedades
Se puede mostrar que las curvas de Be´zier polinomiales de grado n, satisfacen las
siguientes propiedades [8]:
 Invariancia af´ın: Al aplicar un mapeo af´ın al pol´ıgono de control, y posteriormente
evaluar la curva; se obtiene una curva equivalente a aplicar el mismo mapeo af´ın a
la curva original.
 Invariancia bajo transformacio´n af´ın del para´metro: A menudo es necesario
pensar en el intervalo de definicio´n de una curva de Be´zier de forma ma´s general,
esto es, u ∈ [a, b]. Es comu´n en la pra´ctica definir t = u− a
b− a , para as´ı proceder con
la construccio´n usual.
 Envolvente convexa: Para t ∈ [0, 1], la curva yace dentro de la envolvente convexa
del pol´ıgono de control.
 Interpolacio´n de extremos: Toda curva de Be´zier interpola los extremos b0 y bn.
 Simetr´ıa: Si se considera una curva de Be´zier para cada pol´ıgono b0,b1, . . . ,bn o
bn,bn−1, . . . ,b0, la apariencia gra´fica sera´ la misma; ellas solamente difieren en la
orientacio´n con la cual se recorren. Algebraicamente:
n∑
j=0
bjB
n
j (t) =
n∑
j=0
bn−jBnj (1− t) .
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1.2. Curvas de Be´zier racionales de grado n
Para i = 0, 1, . . . , n, sean bi ∈ R3, y wi ∈ R. En particular sea bi = (bxi , byi , 1) .
Definiendo b¯i = wibi, se considera una curva de Be´zier polinomial de grado n denotada
b¯n0 (t) , con pol´ıgono de control b¯i. De acuerdo a 1.4, cada punto sobre la curva se puede
escribir como:
b¯n0 (t) =
n∑
j=0
b¯j (t)B
n
j (t)
=
n∑
j=0
(
wjb
x
j , wjb
y
j , wj
)
Bnj (t)
=
 n∑
j=0
wjb
x
jB
n
j (t) ,
n∑
j=0
wjb
y
jB
n
j (t) ,
n∑
j=0
wjB
n
j (t)
 , (1.5)
por lo tanto, es posible escribir sus coordenadas homoge´neas (ver [17]) como:
bn0 (t) =

n∑
j=0
wjb
x
jB
n
j (t)
n∑
j=0
wjB
n
j (t)
,
n∑
j=0
wjb
y
jB
n
j (t)
n∑
j=0
wjB
n
j (t)
, 1
 . (1.6)
La curva bn0 (t) que yace sobre plano Z = 1, se denomina curva de Be´zier racional de
grado n, y se construye como la proyeccio´n de una curva de Be´zier polinomial de grado n
en 3D; ver la ilustracio´n 1.2. Las curvas de Be´zier racionales en 3D se construyen como la
proyeccio´n de una curva de Be´zier polinomial de grado n en 4D.
Figura 1.2. Representacio´n gra´fica de la proyeccio´n de una curva en 3D sobre el plano Z = 1.
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1.2.1. Evaluacio´n directa con polinomios de Bernstein
Replicando el procedimiento de proyectar una curva polinomial en 3D para obtener
una curva racional en 2D, se puede mostrar que una curva de Be´zier racional de grado n
con pol´ıgono de control bi ∈ R3, y pesos asociados wi ∈ R; de acuerdo a [8] esta´ dada por:
bn0 (t) =
n∑
j=0
wjbjB
n
j (t)
n∑
j=0
wjB
n
j (t)
, (1.7)
donde
Bni (t) =
(
n
i
)
ti(1− t)n−i. (1.8)
Esta curva es espec´ıficamente la proyeccio´n del pol´ıgono de control [wibi wi]
′ , de la
preimagen polinomial en 4D.
Si todos lo pesos wi son iguales a 1, se obtiene la curva de Be´zier polinomial esta´ndar.
Si algunos wi son negativos, podr´ıan ocurrir que
∑n
j=0wjB
n
j (t) = 0 para algu´n t ∈
[0, 1] , y por ende la curva se escapar´ıa a infinito; por lo tanto en la pra´ctica se considera
cada wi positivo. Las curvas de Be´zier racionales gozan de todas las propiedades que sus
contrapartes polinomiales poseen: invariancia af´ın, invariancia bajo transformacio´n af´ın
del para´metro, envolvente convexa, interpolacio´n de extremos, y simetr´ıa [8].
1.2.2. Algoritmo de de Casteljau
Una curva racional de Be´zier puede ser evaluada aplicando el algoritmo de de Casteljau
tanto al numerador como al denominador y finalmente dividiendo. Este me´todo aunque es
simple y fa´cil de usar, no es nume´ricamente estable para pesos que var´ıan considerablemen-
te en magnitud. La razo´n de la inestabilidad es que si algunos wi son grandes, los puntos
intermedios en 3D [wibi]
r ya no esta´n en la envolvente convexa de los puntos de control
originales; esta situacio´n puede generar perdida de precisio´n. Una te´cnica geome´trica au´n
ma´s costosa consiste en proyectar cada punto de Casteljau intermedio [wibi wi]
′ ; bi ∈ R3
al hiperplano Z = 1. Esto produce el algoritmo de de Casteljau racional [8]:
bri (t) = (1− t)
wr−1i
wri
br−1i + t
wr−1i+1
wri
br−1i+1 , (1.9)
donde
wri (t) = (1− t)wr−1i (t) + twr−1i+1 (t) , (1.10)
y
r = 1, . . . , n; i = 0, . . . n− r; b0i = bi.
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Una fo´rmula explicita para los puntos intermedios bri esta´ dada por
bri (t) =
r∑
j=0
wi+jbi+jB
r
j (t)
r∑
j=0
wi+jB
r
j (t)
. (1.11)
En 1.11, se nota que para pesos positivos, los bri esta´n todos en la envolvente convexa de
los bi originales; esto asegura la estabilidad nume´rica [8].
CAPI´TULO 2
Parches triangulares de Be´zier
Los parches triangulares de Be´zier se consideraron por primera vez en los an˜os 60
por Paul de Casteljau; son no solamente la generalizacio´n ma´s natural de las curvas de
Be´zier, tambie´n ofrecen variedad de aplicaciones en animacio´n, medicina, renderizacio´n
y video juegos, entre otros. Estos parches tienen la capacidad de modelar superficies
de topolog´ıa arbitraria y son u´tiles para interpolar o ajustar dispersiones de puntos. Es
posible producir fa´cilmente parches de grado bajo que yacen sobre esferas o cua´dricas [8].
Un parche triangular de Be´zier de grado n con red de control bi ∈ E3 y pesos aso-
ciados wi ∈ R, es una superficie parame´trica b0n(u) ∈ E3. El para´metro u = (u1, u2, u3)
representa un punto en un dominio triangular de coordenadas barice´ntricas1 y el ı´ndice
mu´ltiple i = (i1, i2, i3) se asocia con una posicio´n particular en un arreglo triangular
2 de
grado n ; por ejemplo, ver figura 2.1. Tener en cuenta o no los pesos wi, clasifica el parche
triangular de Be´zier como racional o polinomial.
022
040 040 040 040
040
040
220121
013 112 211 31
004 103 202 301 400
031 130
Figura 2.1. Representacio´n gra´fica de los ı´ndices en un arreglo triangular de grado 4.
1Dado un punto t ∈ R2, las coordenadas barice´ntricas respecto a un tria´ngulo de ve´rtices t1, t2, t3 ∈ R2
son u = (u1, u2, u3) tal que t = u1t1 + u2t2 + u3t3.
2Un arreglo triangular de grado n, se define como una secuencia de objetos doblemente indexada Sk
para k = (k1, k2), donde, k1 = 0, 1, . . . n y k2 = 0, 1, . . . k1. La correspondencia i = (k2, n− k1, k1 − k2)
es una biyeccio´n; en este sentido, podemos representar el arreglo triangular de grado n en funcio´n del
ı´ndice-mu´ltiple i.
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2.1. Parches triangulares de Be´zier polinomiales de grado n
2.1.1. Algoritmo de de Casteljau
En el caso polinomial, mediante el algoritmo de de Casteljau cada punto sobre el parche
triangular b0
n(u) se construye mediante interpolacio´n lineal repetida, haciendo:
bri (u) = u1b
r−1
i+e1
(u) + u2b
r−1
i+e2
(u) + u3b
r−1
i+e3
(u) , (2.1)
donde
r = 1, . . . , n; |i| = n− r; b0i = bi.
Figura 2.2. Algoritmo triangular de de Casteljau: interpolacio´n lineal repetida [8].
La figura 2.2 ilustra: en el lado izquierdo la construccio´n de un punto sobre un tria´ngulo
de Be´zier cu´bico y en el lado derecho el despliegue completo destacando sus puntos de
control.
2.1.2. Evaluacio´n directa con polinomios de Bernstein
Los polinomios de Bernstein de grado n sobre un tria´ngulo se definen por:
Bni (u) =
(
n
i
)
ui11 u
i2
2 u
i3
3 ; |i| = n; (2.2)
donde (
n
i
)
=
n!
i1!i2!i3!
.
Por convencio´n Bni (u) = 0 s´ı para algu´n k, ik /∈ [0, n]. Los polinomios de Bernstein son
te´rminos de la expansio´n trinomial de 1 = (u1 + u2 + u3)
n.
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Los puntos de control intermedios bri (u) en el algoritmo de de Casteljau se pueden
expresar en te´rminos de polinomios de Bernstein y los puntos de control directamente [8]:
bri (u) =
∑
|j|=r
bi+jB
r
j (u) ; |i| = n− r. (2.3)
En particular, tomando r = n en 2.3 podemos escribir un punto sobre un tria´ngulo de
Be´zier polinomial como:
bn0 (u) =
∑
|i|=n
biB
n
i (u) . (2.4)
Propiedades
Se puede mostrar que los parches triangulares de Be´zier polinomiales de grado n,
satisfacen las siguientes propiedades [8]:
 Invariancia af´ın: Al aplicar un mapeo af´ın a la red de control, y posteriormente
evaluar el parche; se obtiene una superficie equivalente a aplicar el mismo mapeo
af´ın al parche original.
 Invariancia bajo transformacio´n af´ın del para´metro: Un punto u tendra´ las
mismas coordenadas barice´ntricas u despue´s de una transformacio´n af´ın del dominio
triangular.
 Envolvente convexa: Para 0 ≤ u1, u2, u3 ≤ 1, el parche yace dentro de la envol-
vente convexa de la red de control.
 Curvas frontera: Para un parche triangular, las curvas frontera esta´n determinadas
por los puntos de control en la frontera respectiva.
2.2. Parches triangulares de Be´zier racionales de grado n
Un tria´ngulo de Be´zier racional, se define como la proyeccio´n de un tria´ngulo de Be´zier
polinomial en 4D [18]. El parche triangular se puede evaluar en te´rminos del algoritmo
de de Casteljau o la evaluacio´n directa con polinomios de Bernstein, segu´n se presenta a
continuacio´n.
CAPI´TULO 2. PARCHES TRIANGULARES DE BE´ZIER 10
2.2.1. Algoritmo de de Casteljau
Considerando la evaluacio´n de de Casteljau, se puede interpretar cada punto inter-
medio bri (u) como la proyeccio´n del correspondiente punto intermedio en el algoritmo
de de Casteljau polinomial de la pre-imagen 4D de nuestro parche [18]. El procedimiento
recursivo para computar un punto sobre el parche triangular, establece:
bri (u) =
u1w
r−1
i+e1
br−1i+e1 (u) + u2w
r−1
i+e2
br−1i+e2 (u) + u3w
r−1
i+e3
br−1i+e3 (u)
wri
(2.5)
donde
wri (u) = u1w
r−1
i+e1
(u) + u2w
r−1
i+e2
(u) + u3w
r−1
i+e3
(u) (2.6)
y
r = 1, . . . , n; |i| = n− r; b0i = bi.
2.2.2. Evaluacio´n directa con polinomios de Bernstein
La expresio´n para evaluar directamente el parche triangular haciendo uso de los puntos
de control y sus pesos asociados es [8]:
bn (u) = bn0 (u) =
∑
|i|=n
wibiB
n
i (u)∑
|i|=n
wiB
n
i (u)
(2.7)
En el cap´ıtulo 6 vamos a considerar la representacio´n como un parche triangular de
Be´zier racional de superficies especiales que yacen sobre un elipsoide de revolucio´n o una
esfera.
CAPI´TULO 3
Variables aleatorias
3.1. Variable aleatoria
Considere un espacio de probabilidad (Ω,F , P ), donde Ω es un conjunto no vac´ıo, F es
un σ − algebra de subconjuntos de Ω, y P es una medida finita sobre el espacio (Ω,F) con
P (Ω) = 1. Intuitivamente, Ω representa el conjunto de todos los posibles resultados de un
experimento aleatorio, real o conceptual, para alguna codificacio´n dada de los resultados
del experimento. El conjunto Ω es referenciado como espacio muestral y los elementos
ω ∈ Ω como puntos muestrales o posibles resultados. El σ− algebra F comprende eventos
A ⊆ Ω cuya probabilidad de ocurrencia P (A) esta´ bien definida [19].
3.1.1. Definicio´n
Una variable aleatoria X, es un mapeo medible sobre un espacio de probabilidad
(Ω,F , P ) en un espacio medible (S,S)1,2. X es medible, si X−1 (B) pertenece a F para
todo B ∈ S. En particular; si (S,S) = (Rk,Rk), Rk es el espacio Euclidiano de dimensio´n
k y Rk es el σ − algebra de conjuntos Borel de dimensio´n k; el mapeo X es llamado vector
aleatorio [19].
3.1.2. Distribucio´n
Las cantidades de intere´s para un mapeo aleatorio X sobre un espacio de probabilidad
(Ω,F , P ), son las probabilidades con las cuales X toma conjuntos de valores. Luego, P
determina el aspecto ma´s relevante de X, llamado, su distribucio´n Q ≡ P ◦ X−1. La
distribucio´n de X se define sobre el espacio imagen (S,S) por Q (B) = P (X−1 (B)),
B ∈ S [19]. Suponga que f es una funcio´n medible no negativa, y sea Q una medida dada
por: Q (B) =
∫
B fdP, B ∈ S, entonces se dice que Q tiene densidad f respecto a P. Ma´s
au´n, si Q es una probabilidad, f deber´ıa satisfacer:
∫
S fdP = 1 [20].
1Dado un espacio (S,S), A ⊆ S se denomina medible si A ∈ S.
2Si (Si,Si), i = 1, 2, es un par de espacios medibles, entonces una funcio´n f : S1 → S2 se denomina un
mapeo medible si f−1 (B) = {x ∈ S1 : f (x) ∈ B} ∈ S1 para todo B ∈ S2.
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Se observa que, dada cualquier medida Q sobre un espacio medible (S,S) se puede
construir un espacio de probabilidad (Ω,F , P ) y un mapeo aleatorio X sobre (Ω,F) con
distribucio´n Q. La construccio´n ma´s simple del espacio en mencio´n, se obtiene con Ω = S,
F = S, P = Q y X (ω) = ω (ocasionalmente es llamada construccio´n cano´nica) [19].
3.2. Vector aleatorio
3.2.1. Distribucio´n
Considerando un vector aleatorio X = (X1, X2, . . . , Xk) y un vector de constantes
x = (x1, x2, . . . , xk) de dimensio´n k, la distribucio´n Q (una medida sobre Rk) y la funcio´n
de distribucio´n F (una funcio´n real sobre Rk) se definen por [20]:
Q (B) = P
(
X−1 (B)
)
, B ∈ Rk,
(3.1)
F (x1, x2, . . . , xk) = Q (X1 ≤ x1, X2 ≤ x2, . . . , Xk ≤ xk) ,
a menudo, Q y F se denominan la distribucio´n conjunta y la funcio´n de distribucio´n
conjunta de X1, X2, . . . , Xk, respectivamente [20].
Si X es un vector aleatorio de dimensio´n k y el mapeo g : Rk → Rl es medible, entonces
g es un vector aleatorio de dimensio´n l; si la distribucio´n de X es Q, la distribucio´n de g (X)
es Q◦g−1. Si gj : Rk → R1 esta´ definida por gj (x1, x2, . . . , xk) = xj , entonces gj (X) = Xj
y su distribucio´n Qj = Q ◦ g−1j esta´ dada por Qj (B) = Q ({(x1, x2, . . . , xk) : xj ∈ B}),
B ∈ R1. Los Qj son las distribuciones marginales de Q [20].
Se puede mostrar que F es continua desde arriba3, y satisface que4 4AF ≥ 0 para
recta´ngulos acotados A. Adicionalmente, si F es una funcio´n real sobre Rk continua desde
arriba, y tal que 4AF ≥ 0 para recta´ngulos acotados A, entonces existe una u´nica medida
de probabilidad Q sobre Rk que satisface Q(A) = 4AF para recta´ngulos acotados A [20].
3.2.2. Densidad
La distribucio´n del vector X, podr´ıa incluso tener una densidad f con respecto a la
medida de Lebesgue de dimensio´n k, esto es [20]:
Q (B) =
∫
B
f (x) dx, B ∈ Rk,
(3.2)
F (x1, x2, . . . , xk) =
∫ x1
−∞
∫ x2
−∞
· · ·
∫ xk
−∞
f (y1, y2, . . . , yk) dy1dy2 · · · dyk.
3 En el sentido que l´ımh→0+ F (x1 + h, x2 + h, . . . , xk + h) = F (x1, x2, . . . , xk) .
4Para una funcio´n real F sobre Rk, la diferencia de F a trave´s de los ve´rtices de un recta´ngulo acotado
A es 4AF = ∑ (sgnAx) · F (x), la suma se extiende sobre los 2k ve´rtices de A.
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Como Q tiene una densidad f en Rk, entonces Qj tiene densidad sobre la recta:
fj (x) =
∫
Rk−1
f (x1, . . . , xj−1, x, xj+1, . . . , xk) dx1 · · · dxj−1dxj+1 · · · dxk, (3.3)
pues el lado derecho de la ecuacio´n 3.3 integrado sobre B, por el teorema de Fubini es
Q ({(x1, x2, . . . , xk) : xj ∈ B}) [20].
3.2.3. Cambio de variable
Suponga que g es un mapeo5 uno a uno, continuamente diferenciable de V en U, donde
U y V son conjuntos6 abiertos de Rk. Sea T la inversa, y suponga que su Jacobiano J (x)
nunca es nulo. Si X tiene densidad f en el soporte V, entonces usando el teorema de
cambio de variable para integrales mu´ltiples, dado B ⊆ U :
Q (B) = P ({ω : g (X (ω)) ∈ B})
= P ({ω : X (ω) ∈ T (B)})
=
∫
T (B)
f (y) dy
=
∫
B
f (T (x)) |J (x)|dx. (3.4)
Por lo tanto, g (X) tiene densidad [20]:
d (x) =
{
f (T (x)) |J (x)| si x ∈ U
0 si x /∈ U (3.5)
3.2.4. Independencia
Sea X = (X1, X2, . . . , Xk) un vector aleatorio con funcio´n de distribucio´n F. Sea Xj la
j-e´sima componente del vector aleatorio X, y sea Fj la funcio´n de distribucio´n marginal
asociada a Xj . Se define que X1, X2, . . . , Xk son mutuamente independientes; si y so´lo si:
F (x1, x2, . . . , xk) =
k∏
j=1
Fj (xi) . (3.6)
Si X tiene densidad f y densidades marginales fj , la independencia equivale a:
f (x1, x2, . . . , xk) =
k∏
i=1
fi (xi) . (3.7)
5Si g es un mapeo continuo de Rk → Rl, entonces g es medible [20].
6Los conjuntos abiertos, son conjuntos Borel [20].
CAPI´TULO 4
Simulacio´n
4.1. Distribucio´n uniforme
4.1.1. Definicio´n
Sea X una variable aleatoria sobre un espacio de probabilidad (Ω,F , P ) en un espacio
medible
(
R1,R1) , cuya funcio´n de distribucio´n Q (B) para B ∈ R1, se puede expresar
mediante una densidad f sobre la medida de Lebesgue como
∫
B f (x) dx. En particular, si
f (x) = 1{x∈(0,1)} (x) , se dice que X tiene distribucio´n uniforme en el intervalo (0, 1) .
4.1.2. Nu´mero aleatorio
Hoy en d´ıa, la mayor´ıa de lenguajes de computador contienen un generador de
nu´meros aleatorios. La funcio´n ideal del generador es producir de manera artificial, una
secuencia infinita de variables aleatorias independientes con distribucio´n uniforme. El
concepto de secuencia infinita es una abstraccio´n matema´tica imposible de implementar
mediante un computador. Lo ma´ximo que se podr´ıa lograr en la pra´ctica es generar una
secuencia de nu´meros ((aleatorios)) con propiedades estad´ısticas indistinguibles respecto a
una secuencia verdadera de variables aleatorias independientes con distribucio´n uniforme.
A pesar de que los me´todos de generacio´n basados en modelos f´ısicos para radiacio´n
y meca´nica cua´ntica ofrecen fuentes estables de verdadera aleatoriedad, en la pra´ctica
los generadores de nu´meros aleatorios se basan en algoritmos simples que pueden ser
fa´cilmente implementados en un computador y aproximan adecuadamente el cara´cter
verdaderamente aleatorio. En MATLAB, por ejemplo, se generan nu´meros aleatorios usando
la funcio´n rand [21].
Producir nu´meros aleatorios, es fundamental para generar vectores aleatorios X ∈ Rk
con distribucio´n arbitraria, toda vez que el procedimiento se realiza en general, extrayen-
do d nu´meros aleatorios U1, U2, . . . , Ud, y retornando h (U1, U2, . . . , Ud) , donde h es una
funcio´n de (0, 1)d a Rk [21].
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4.2. Me´todo de la transformada inversa
4.2.1. Transformada inversa en R1
Sea X una variable aleatoria sobre un espacio de probabilidad (Ω,F , P ) en un espacio
medible
(
R1,R1) , con funcio´n de distribucio´n F . En este caso 4(a,b]F = F (b)−F (a) ≥ 0
para a < b, por lo tanto F es una funcio´n no decreciente; as´ı que la funcio´n inversa F−1
se puede definir como F−1 (y) = ı´nf {x : y ≤ F (x)}, para y ∈ (0, 1) . Sea U una variable
aleatoria sobre el espacio de probabilidad (Ω,F , P ) en el espacio medible (R1,R1), con
distribucio´n uniforme, la funcio´n de distribucio´n de la variable F−1 (U) esta´ dada por1:
P
({
w : F−1 (U (w)) ≤ x}) = P ({w : U (w) ≤ F (x)})
=
∫
(0,F (x)]
1{y∈(0,1)} (y) dy
= F (x) .
De tal manera que, para generar una variable aleatoria X ∈ R1 con funcio´n de distribucio´n
arbitraria F [21], se genera un nu´mero aleatorio U uniforme, y se retorna X = F−1 (U) .
4.2.2. Transformada inversa en Rk
Sea X = (X1, X2, . . . , Xk) un vector aleatorio de dimensio´n k, cuyas componentes
son mutuamente independientes, y para el cual la funcio´n de distribucio´n marginal de
la j-e´sima componente se denota por FXj . Sea U = (U1, U2, . . . , Uk) otro vector alea-
torio de dimensio´n k, cuyas componentes son tambie´n mutuamente independientes, pa-
ra el cual la funcio´n de distribucio´n marginal de la j-e´sima componente se denota por
FUj , y adema´s suponga que cada componente Uj se distribuye de manera uniforme. Sea
F−1Xj (y) = ı´nf
{
x : y ≤ FXj (x)
}
, para y ∈ (0, 1) . La funcio´n de distribucio´n conjunta del
vector aleatorio h (U) := (F−1X1 (U1) , F
−1
X2
(U2) , . . . , F
−1
Xk
(Uk)) es:
P
({
w : F−1X1 (U1 (ω)) ≤ x1, F−1X2 (U2 (ω)) ≤ x2, . . . , F−1Xk (Uk (ω)) ≤ xk
})
= P
({
w : U1 (ω) ≤ FX1 (x1) , U2 (ω) ≤ FX2 (x2) , . . . , Uk (ω) ≤ F−1Xk (xk)
})
=
∫
×kj=1
(
0, FXj (xj)
] 1{y∈(0,1)k} (y) dy
=
k∏
j=1
FXj (xj) .
En este sentido, generar un vector aleatorio X ∈ Rk con funcio´n de distribucio´n arbitra-
ria F , y de componentes independientes es posible generando un vector aleatorio U con
distribuciones marginales uniformes e independientes, y retornando X = h (U) .
1El mapeo F−1 (U), es medible [22].
CAPI´TULO 5
Distribucio´n uniforme en elipsoides especiales
Sea s (x1, x2) = (x1, x2, x3 (x1, x2)), una superficie parame´trica que yace sobre un elip-
soide, centrado en el origen, y con semi-ejes1 a1 ≥ a2 ≥ a3 > 0. Espec´ıficamente, s
esta´ definida como el gra´fico de la funcio´n x3 sobre el dominio D:
x3 (x1, x2) = a3
√
1−
(
x1
a1
)2
−
(
x2
a2
)2
,
(5.1)
D =
(x1, x2) : α2a2
√
1−
(
x1
a1
)2
< x2 < α1a2
√
1−
(
x1
a1
)2
, β2 < x1 < β1
 ,
donde, para i = 1, 2 se cumple que |αi| ≤ 1 y |βi| ≤ a1, ver en 5.1 una ilustracio´n de D.
El objetivo es generar puntos uniformemente distribuidos sobre la imagen del dominio2
D. Es decir, generar valores de un vector aleatorio X = (X1, X2) sobre un espacio de
probabilidad (Ω,F , P ) , de manera que, s (X) se distribuya uniformemente sobre s (D) .
La uniformidad significa que dado A ∈ R2 contenido en D, y denotando λ la medida
de Lebesgue de dimensio´n 2 para la superficie; la probabilidad de s (X) ∈ s (A) es igual
a λ (s (A)) /λ (s (D)) . Teniendo en cuenta que, x3 es continuamente diferenciable
3, de
acuerdo a [24] el requerimiento de uniformidad implica que:
P {ω : s (X (ω)) ∈ s (A)} = P {ω : X (ω) ∈ A}
= λ (s (A)) /λ (s (D))
=
∫
A
(λ (s (D)))−1
√
1 +
(
∂x3
∂x1
)2
+
(
∂x3
∂x2
)2
dx. (5.2)
1Escogemos las coordenadas x1, x2, y x3 de manera tal que los semi-ejes correspondientes satisfacen
a1 ≥ a2 ≥ a3 > 0.
2D es abierto, por lo tanto D ∈ R2.
3Ver, por ejemplo [23].
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Figura 5.1. Ilustracio´n del dominio D .
La ecuacio´n 5.2 implica que X debe tener densidad respecto a la medida de Lebesgue de
dimensio´n 2 dada por: f (x1, x2) = (λ (s (D)))
−1
√
1 +
(
∂x3
∂x1
)2
+
(
∂x3
∂x2
)2
, si x ∈ D, y 0 en
otro caso. Las derivadas parciales de x3 son:
∂x3
∂x1
= −a3
a21
x1
√1− (x1
a1
)2
−
(
x2
a2
)2−1 , ∂x3
∂x2
= −a3
a22
x2
√1− (x1
a1
)2
−
(
x2
a2
)2−1 ,
si adema´s se denota δ1 = 1− (a3/a1)2 , δ2 = 1− (a3/a2)2 y κ = (λ (s (D)))−1 ; la funcio´n
de densidad f para x ∈ D se puede escribir como:
f (x1, x2) = κ
√
1 +
(
∂x3
∂x1
)2
+
(
∂x3
∂x2
)2
= κ
√√√√√√1− δ1
(
x1
a1
)2 − δ2 (x2a2)2
1−
(
x1
a1
)2 − (x2a2)2 , (5.3)
donde 1 > δ1 ≥ δ2 ≥ 0 debido a que a1 ≥ a2 ≥ a3 > 0.
En conclusio´n, para satisfacer el requerimiento de uniformidad es necesario generar el
vector aleatorio X con densidad conjunta f dada por la ecuacio´n 5.3.
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La estrategia consiste en hacer un cambio de variable que transforma D en un
recta´ngulo. Sea y = (y1, y2) = g (x1, x2) un cambio de variable tal que su inversa
(x1, x2) = g
−1 (y1, y2) esta´ dada por:
x1 = a1y1,
x2 = a2y2
√
1− y21, en el dominio (5.4)
Dg =
{
(y1, y2) :
β2
a1
< y1 <
β1
a1
y α2 < y2 < α1
}
.
El mapeo g, es uno a uno, continuamente diferenciable, y su Jacobiano esta´ dado por:
J (y) =
∣∣∣∣∣∣∣

∂x1
∂y1
∂x1
∂y2
∂x2
∂y1
∂x2
∂y2

∣∣∣∣∣∣∣
=
∣∣∣∣∣
[
a1 0
−a2y1y2
(√
1− y21
)−1
a2
√
1− y21
]∣∣∣∣∣
= a1a2
√
1− y21,
de tal forma que utilizando el resultado en 3.5, se obtiene que la densidad de la variable
aleatoria Y = g(X) es:
fg (y) = |J (y)| f
(
g−1 (y)
)
= κa1a2
√
1− y21
√
1− δ1y21 − δ2
(
1− y21
)
y22(
1− y21
)− (1− y21) y22
= κa1a2
√
1− δ1y21
√
1−m (y1) y22
1− y22
, (5.5)
para y ∈ Dg, y m(y1) = δ2(1−y
2
1)
1−δ1y21
.
Retomando el problema de generar el vector aleatorio X, se nota que es posible
resolverlo generando el vector aleatorio Y, y considerando su imagen inversa X = g−1 (Y ) .
A continuacio´n se presentan dos procedimientos para generar el vector aleatorio Y,
dependiendo de si el elipsoide sobre D es una esfera o un elipsoide de revolucio´n.
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5.1. Esfera
En el caso de la esfera a1 = a2 = a3, y δ1 = δ2 = 0, por lo tanto la densidad conjunta
de Y en Dg es:
fg (y) = κa
2
1
√
1
1− y22
, (5.6)
las densidades marginales de Y, de acuerdo a 3.3 son:
fg,1 (y1) =
∫
R1
κa21
√
1
1− y22
dy2
=
∫ α1
α2
κa21
√
1
1− y22
dy2
= κa21 (arcsin (α1)− arcsin (α2)) , para
β2
a1
< y1 <
β1
a1
, (5.7)
fg,2 (y2) =
∫
R1
κa21
√
1
1− y22
dy1
=
∫ β1
a1
β2
a1
κa21
√
1
1− y22
dy1
= κa1 (β1 − β2)
√
1
1− y22
, para α2 < y2 < α1. (5.8)
Las funciones de distribucio´n, se pueden escribir como4:
Fg,1 (y1) =

0 si y1 ≤ β2a1∫ y1
β2
a1
fg,1 (y1) dy1 si
β2
a1
< y1 <
β1
a1
1 si y1 ≥ β1a1
=

0 si y1 ≤ β2a1
a1
(
y1 − β2a1
)
β1 − β2 si
β2
a1
< y1 <
β1
a1
1 si y1 ≥ β1a1 ,
(5.9)
4Dado que,
∫ β1
a1
β2
a1
fg,1 (y1) dy1 =
∫ α1
α2
fg,2 (y2) dy2=1; κ = 1/ (a1 (β1 − β2) (arcsin (α1)− arcsin (α2))) .
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Fg,2 (y2) =

0 si y2 ≤ α2∫ y2
α2
fg,2 (y2) dy2 si α2 < y2 < α1
1 si y2 ≥ α1
=

0 si y2 ≤ α2
arcsin (y2)− arcsin (α2)
arcsin (α1)− arcsin (α2) si α2 < y2 < α1
1 si y2 ≥ α1.
(5.10)
Las variables Y1, Y2 son independientes
5, por lo tanto, es posible utilizar el me´todo de la
transformada inversa para generar el vector aleatorio Y. Es decir, para generar Y, se genera
el vector U = (U1, U2) de componentes independientes y uniformemente distribuidas, y se
retorna Y = h (U) =
(
F−1g,1 (U1) , F
−1
g,2 (U2)
)
. Expl´ıcitamente:
F−1g,1 (U1) =
β2 + (β1 − β2)U1
a1
,
(5.11)
F−1g,2 (U2) = sin (U2 arcsin (α1) + (1− U2) arcsin (α2)) .
5.2. Elipsoide de revolucio´n
Considerando el elipsoide de revolucio´n, se tiene que a2 = a3, y δ2 = 0, por lo tanto la
densidad conjunta de Y en Dg es:
fg (y) = κa1a2
√
1− δ1y21
√
1
1− y22
, (5.12)
las densidades marginales de Y, de acuerdo a 3.3 son:
fg,1 (y1) =
∫
R1
κa1a2
√
1− δ1y21
√
1
1− y22
dy2
=
∫ α1
α2
κa1a2
√
1− δ1y21
√
1
1− y22
dy2
= κa1a2 (arcsin (α1)− arcsin (α2))
√
1− δ1y21,
β2
a1
< y1 <
β1
a1
, (5.13)
5Claramente, fg (y) = fg,2 (y1) fg,2 (y2) .
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fg,2 (y2) =
∫
R1
κa1a2
√
1− δ1y21
√
1
1− y22
dy1
=
∫ β1
a1
β2
a1
κa1a2
√
1− δ1y21
√
1
1− y22
dy1
= κa1a2
√
1
1− y22
∫ β1
a1
β2
a1
√
1− δ1y21dy1
= κa1a2
(
φ
(
β1
a1
; δ1
)
− φ
(
β2
a1
; δ1
))√
1
1− y22
, α2 < y2 < α1, (5.14)
donde
φ(t; δ1) =
∫ √
1− δ1t2dt =
(
2
√
δ1
)−1 (√
δ1t
√
1− δ1t2 + arcsin
(√
δ1t
))
. (5.15)
Las funciones de distribucio´n, se pueden escribir como6:
Fg,1 (y1) =

0 si y1 ≤ β2a1∫ y1
β2
a1
fg,1 (y1) dy1 si
β2
a1
< y1 <
β1
a1
1 si y1 ≥ β1a1
=

0 si y1 ≤ β2a1
φ (y1; δ1)− φ
(
β2
a1
; δ1
)
φ
(
β1
a1
; δ1
)
− φ
(
β2
a1
; δ1
) si β2a1 < y1 < β1a1
1 si y1 ≥ β1a1 ,
(5.16)
Fg,2 (y2) =

0 si y2 ≤ α2∫ y2
α2
fg,2 (y2) dy2 si α2 < y2 < α1
1 si y2 ≥ α1
=

0 si y2 ≤ α2
arcsin (y2)− arcsin (α2)
arcsin (α1)− arcsin (α2) si α2 < y2 < α1
1 si y2 ≥ α1.
(5.17)
6Dado que,
∫ β1
a1
β2
a1
fg,1 (y1) dy1 =
∫ α1
α2
fg,2 (y2) dy2=1; κ = 1/
(
a1a2
(
φ
(
β1
a1
; δ1
)
− φ
(
β2
a1
; δ1
))
(arcsin (α1)− arcsin (α2))
)
.
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Note que las variables Y1, Y2 son independientes
7, de tal manera que es posible utilizar
el me´todo de la transformada inversa para generar el vector aleatorio Y. Es decir, se genera
el vector U = (U1, U2) de componentes independientes y uniformemente distribuidas, y se
retorna Y = h (U) =
(
F−1g,1 (U1) , F
−1
g,2 (U2)
)
. Expl´ıcitamente:
F−1g,1 (U1) = φ
−1
(
U1φ
(
β1
a1
; δ1
)
+ (1− U1)φ
(
β2
a1
; δ1
)
; δ1
)
,
(5.18)
F−1g,2 (U2) = sin (U2 arcsin (α1) + (1− U2) arcsin (α2)) ,
la funcio´n φ es estrictamente mono´tona en el intervalo
[
β2
a1
, β1a1
]
, por lo tanto existe su
funcio´n inversa φ−1, tambie´n estrictamente mono´tona. Dado que para φ−1 no se tiene
una expresio´n cerrada, la funcio´n se puede aproximar nume´ricamente.
Consideremos el cambio de variable z = z(y1) =
√
δ1y1. La variable aleatoria Z tiene
funcio´n de distribucio´n: Fz(z) = (φ(z; 1)− φ(r2; 1)) / (φ(r1; 1)− φ(r2; 1)) definida en el
intervalo (r2, r1) , donde ri = (βi/a1)
√
δ1. En particular, si Z∗ es una variable aleatoria
con funcio´n de distribucio´n Fz∗(z) = Fz(z) donde (r2, r1) = (−1, 1) , se dice que Z∗ tiene
densidad semicircular.
De acuerdo a [25], es posible muestrear Z a partir de la funcio´n inversa de F−1z∗ (u)
pues:
F−1z (u) = F
−1
z∗ (Fz∗ (r2) + (Fz∗ (r1)− Fz∗ (r2))u)
= F−1z∗
(
φ (r2; 1)− φ (−1; 1)
φ (1; 1)− φ (−1; 1) +
(
φ (r1; 1)− φ (r2; 1)
φ (1; 1)− φ (−1; 1)
)
u
)
= φ−1 (φ (r2; 1) + (φ (r1; 1)− φ (r2; 1))u; 1) . (5.19)
Es decir para generar Z, podr´ıamos simular un nu´mero aleatorio U con densidad uniforme
en el intervalo (φ (r2; 1) , φ (r1; 1)) , y posteriormente evaluar φ
−1 (U ; 1) .
5.2.1. Aproximacio´n interpolante locamente mono´tona
Se propone en el proceso de generacio´n de Y1, aproximar la funcio´n φ
−1 dividiendo
el intervalo I en s0 < s1 < . . . < sn−1, computando φ (sk) para k = 0, 1, . . . , n − 1,
y realizando interpolacio´n cu´bica de Hermite por trozos8 mono´tonos a el conjunto de
datos {φ (sk) , sk}n−1k=0 de acuerdo a la metodolog´ıa descrita en [26]. All´ı los autores
derivan las condiciones suficientes y necesarias para que una cu´bica de Hermite sea
localmente mono´tona, y desarrollan un algoritmo para construir una interpolante
cu´bica de Hermite por trozos mono´tonos para datos mono´tonos. En MATLAB, por ejem-
plo, se realiza la interpolacio´n usando la funcio´n pchip la cual garantiza la monotonicidad.
7Claramente, fg (y) = fg,2 (y1) fg,2 (y2) .
8Para una breve ilustracio´n de la interpolacio´n cu´bica de Hermite por trozos ver el ape´ndice A.
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Figura 5.2. Funcio´n de distribucio´n teo´rica vs. emp´ırica generacio´n de Y1.
El gra´fico 5.2 resulta al generar una secuencia al azar de taman˜o N = 5000 para
la variable aleatoria Y1 con densidad fg,1 mediante la aproximacio´n de la funcio´n
φ con una interpolante cu´bica mono´tona. La eleccio´n particular de para´metros es
a1 = 5, a2 = 1, β1 = 5, β2 = 0.
A continuacio´n, como referentes se presentan metodolog´ıas alternativas para generar
el vector aleatorio Y1; los procedimientos presentados no dependen de la aproximacio´n de
la funcio´n φ−1.
5.2.2. Me´todo de aceptacio´n y rechazo
El me´todo de aceptacio´n y rechazo es unos de los me´todos ma´s u´tiles para muestrear
variables aleatorias con distribuciones arbitrarias. Este me´todo es aplicable a distribucio-
nes multivariadas de naturaleza discreta o continua; cabe anotar que el me´todo pierde
eficiencia a medida que la dimensio´n de la variable simulada crece [21].
Deseamos simular una variable aleatoria X con densidad f(x). Supongamos que tene-
mos un me´todo para muestrear eficientemente una variable aleatoria Y con densidad g(y).
Adicionalmente asumamos que es posible acotar la razo´n f(x)/g(x) por una constante
c > 0; c = supx{f(x)/g(x)}.
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El me´todo de aceptacio´n y rechazo se basa en el siguiente algoritmo [21]:
1. Genere X con densidad g (x) .
2. Genere U con densidad uniforme en el intervalo (0, 1).
3. Si U ≤ f(x)/ (cg(x)) retorne X; en otro caso retorne al paso 2.
Es decir generar X con densidad g (x) y aceptarlo con probabilidad f(x)/ (cg(x)) ; de lo
contrario rechazar X e intentar nuevamente. La eficiencia del me´todo de aceptacio´n y
rechazo se define como P (U ≤ f(X)/ (cg(X))) , y resulta ser: 1/c, ver [21].
Espec´ıficamente si queremos simular la variable aleatoria Y1 cuya densidad hemos
denotado por fg,1(y1), podr´ıamos usar el algoritmo de aceptacio´n y rechazo tomando
f(x) = fg,1(x) y g(x) = (a1/ (β1 − β2)) 1{x∈(β2/a1,(β1/a1)} (x) . Es decir la variable que
muestrearemos eficientemente es uniforme en el intervalo (β2/a1, β1/a1).
Para determinar la constante c en el algoritmo, veamos que el ma´ximo de la funcio´n
fg,1(x) que denotaremos f
∗ es fg,1(0) si 0 ∈ (β2/a1, β1/a1) o ma´x (fg,1(β2/a1), fg,1(β1/a1))
en caso contrario. Dado c = ((β1 − β2) /a1) f∗ teniendo en cuenta que g(x) =
(a1/ (β1 − β2)) en el intervalo (β2/a1, β1/a1) , es claro que f(x) ≤ cg(x).
5.2.3. Algoritmo de Hastings
El algoritmo de Hastings es una de las te´cnicas ma´s populares usadas por estad´ısticos.
Principalmente se usa para simular variables aleatorias con distribuciones poco manejables.
Dada una densidad de probabilidad particular pi(x) definida sobre una regio´n S, y una
densidad de probabilidad arbitraria q (x |y) sobre S×S; considere el siguiente algoritmo,
ver [27]:
1. Escoja un punto inicial X0 ∈ S.
2. Sobre la iteracio´n t:
(a) Genere X˙ de la distribucio´n q (x |xt−1) .
(b) Compute
ρ
(
Xt−1, X˙
)
= mı´n
1, pi
(
X˙
)
q
(
Xt−1 | X˙
)
pi (Xt−1) q
(
X˙ |Xt−1
)
 .
(c) Tome
Xt =
 X˙ con probabilidad ρ
(
Xt−1, X˙
)
Xt−1 con probabilidad 1− ρ
(
Xt−1, X˙
)
.
3. Repita el paso 2 hasta alcanzar el equilibrio.
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Figura 5.3. Generacio´n de puntos con distribucio´n fg,1.
Es decir, en la iteracio´n t, el muestreador de Hastings escoge una muestra X˙ de la
distribucio´n instrumental q, la cual puede depender de la u´ltima variable muestreada
Xt−1. El algoritmo decide aceptar la nueva variable aleatoria X˙, si en algu´n sentido es ma´s
factible que provenga de la distribucio´n estacionaria pi(x) que la muestra anterior Xt−1.
El algoritmo de Hastings induce una cadena de Markov con distribucio´n estacionaria
pi(x), sin importar la escogencia de la distribucio´n instrumental q. En la pra´ctica se escoge
q fa´cil de muestrear, y cercana a la distribucio´n estacionaria pi(x).
En MATLAB, por ejemplo, se realiza la simulacio´n mediante el algoritmo de Hastings
usando la funcio´n mhsample.
El gra´fico 5.3, muestra un histograma para la generacio´n de la variable Y2 cuya distri-
bucio´n se ha representado con fg,2, y se superpone la densidad teo´rica; la funcio´n instru-
mental es una distribucio´n normal truncada. Los para´metros espec´ıficos de la muestra son
a1 = 5, a2 = 1, β1 = 5, β2 = −5.
En el siguiente cap´ıtulo realizara´ aplicaciones me´dicas de estos algoritmos y se presen-
tara´n tablas de comparacio´n de su desempen˜o computacional.
CAPI´TULO 6
Aplicacio´n en ima´genes me´dicas
La imageneolog´ıa me´dica es el conjunto de te´cnicas y procesos usados para crear
ima´genes digitales del cuerpo humano o partes de e´l, con propo´sitos cl´ınicos o para la
ciencia me´dica. Las ima´genes digitales se componen de pixeles individuales, para los
cuales los valores de color o luminosidad son dados de forma discreta. Ellas pueden ser
eficientemente procesadas, objetivamente evaluadas, y puestas a disposicio´n en varios
lugares al mismo tiempo por medio de las redes de comunicacio´n y protocolos apropiados,
tales como el Picture Archiving and Communication Systems (PACS) y el protocolo
Digital Imaging and Communications in Medicine (DICOM). Espec´ıficamente, DICOM
es el esta´ndar mundialmente reconocido para fines de intercambio de ima´genes me´dicas;
creado para su manejo, almacenamiento, impresio´n y transmisio´n [28].
Desde el descubrimiento de los rayos X por Wilhelm Conrad Ro¨ntgen en 1895,
las ima´genes me´dicas se han convertido en un componente principal de diagno´stico,
planificacio´n de tratamientos cl´ınicos y procedimientos, as´ı como tambie´n estudios de
seguimiento.
Debido al uso creciente de sistemas de imagen digital directa para diagno´stico me´dico, el
procesamiento de ima´genes me´dicas ha llegado a ser preponderante en el cuidado de la
salud [28].
Las ima´genes me´dicas se adquieren usando una variedad de te´cnicas y dispositivos,
incluyendo radiograf´ıa convencional, tomograf´ıa computarizada, ima´genes por resonancia
magne´tica, ultrasonido, y medicina nuclear [28]. En este trabajo enfatizamos en el uso de
ima´genes por resonancia magne´tica, ver figura 6.1.
6.1. Imagen por resonancia magne´tica (IRM)
El proceso de obtencio´n de imagen por resonancia magne´tica es una te´cnica de
imageneolog´ıa me´dica no invasiva, basada en el feno´meno de la resonancia magne´tica
nuclear, y usada en radiolog´ıa para visualizar detalladamente las estructuras internas del
cuerpo humano.
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Figura 6.1. Imagen por resonancia magne´tica de un hombro.
Descripcio´n del proceso de RM
Las ima´genes por resonancia magne´tica usan las propiedades naturales del hidrogeno
que, como parte de agua o l´ıpidos constituye el 75-80 % del cuerpo humano. Las propie-
dades ma´s importantes son la densidad de protones (a menudo abreviado en ingles PD),
y dos tiempos caracter´ısticos denominados tiempo de relajacio´n esp´ın-medio y tiempo
de relajacio´n esp´ın-esp´ın, denotados T1 y T2 respectivamente. La densidad de protones
esta´ relacionada con el nu´mero de a´tomos de hidro´geno en un volumen determinado;
fluidos tales como LCR y sangre tienen mayor PD que el tendo´n y el hueso. Los tiempos
de relajacio´n describen el tiempo del tejido necesario para volver al equilibrio despue´s
de un pulso de radio frecuencias. En las ima´genes de PD sobre las cuales centraremos
nuestra atencio´n, PD altos dan altas intensidades de sen˜al que a su vez se asocian con
p´ıxeles brillantes en la imagen, ver [29].
En un equipo de IRM, el componente principal es un ima´n capaz de generar un
campo magne´tico constante de gran intensidad. El campo magne´tico constante tiene la
funcio´n de alinear los momentos magne´ticos de los nu´cleos ato´micos en dos direcciones,
paralela (vectores de igual direccio´n), y anti-paralela (vectores en sentido opuesto) con
respecto al campo magne´tico. La intensidad del campo y el momento magne´tico del
nu´cleo determinan la frecuencia de resonancia de los nu´cleos, as´ı como la proporcio´n de
nu´cleos que se encuentran en cada uno de los dos estados.
La proporcio´n en cada estado esta´ gobernada por la ley estad´ıstica de Maxwell-
Boltzmann. Esto quiere decir que, para un a´tomo de hidro´geno y un campo magne´tico
de 1.5 teslas a temperatura ambiente, solamente un nu´cleo adicional por cada millo´n se
orientara´ paralelamente en relacio´n a los nu´cleos orientados anti-paralelamente.
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La gran cantidad de nu´cleos presente en un pequen˜o volumen hace que esta pequen˜a
diferencia estad´ıstica sea suficiente para ser detectada.
El siguiente paso consiste en emitir la radiacio´n electromagne´tica a una frecuencia
de resonancia. Algunos de los nu´cleos que se encuentran en el estado paralelo o de
baja energ´ıa cambiara´n al estado anti-paralelo o de alta energ´ıa, y al cabo de un corto
per´ıodo de tiempo, reemitira´n la energ´ıa que podra´ ser detectada usando el instrumental
adecuado. Debido a que el rango de frecuencias es el de las radiofrecuencias para los
imanes del equipo, el instrumental suele consistir en una bobina que hace las veces de
antena, receptora y transmisora, un amplificador y un sintetizador de radiofrecuencias.
Teniendo en cuenta que el ima´n principal genera un campo constante, todos los nu´cleos
que posean el mismo momento magne´tico tendra´n la misma frecuencia de resonancia.
Esto significa que una sen˜al que ocasione una resonancia magne´tica en estas condiciones
podra´ ser detectada, sin informacio´n espacial, o sea, sobre la ubicacio´n del feno´meno
do´nde se produce la resonancia.
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Figura 6.2. Acercamiento y codificacio´n de una imagen por resonancia magne´tica de un hombro.
Para resolver este problema se an˜aden bobinas, llamadas bobinas de gradiente.
Cada una de las bobinas genera un campo magne´tico de una cierta intensidad con una
frecuencia controlada. Estos campos magne´ticos alteran el campo magne´tico ya presente,
y por tanto, la frecuencia de resonancia de los nu´cleos. Utilizando tres bobinas ortogonales
es posible asignarle a cada regio´n del espacio una frecuencia de resonancia diferente, de
manera que cuando se produzca una resonancia a una frecuencia determinada sera´ posible
determinar la regio´n del espacio de la que proviene.
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Finalmente, por medio del proceso de resonancia magne´tica se obtiene una matriz M
de nu´meros, codificados como niveles de gris para conformar los p´ıxeles de la imagen. Al
mı´nimo, y al ma´ximo nivel de gris en M ; se le asocia los colores negro y blanco respec-
tivamente. La figura 6.2 muestra un ejemplo para codificacio´n de colores en una imagen
por resonancia magne´tica. En MATLAB, por ejemplo, la funcio´n dicominfo aplicada sobre
un archivo DICOM permite obtener informacio´n detallada sobre el paciente y la imagen
asociada, y la funcio´n dicomread genera la matriz M con la codificacio´n de niveles de gris.
Interpolacio´n trilineal
El me´todo de interpolacio´n trilineal consiste en interpolar linealmente el valor de
una funcio´n C en un punto (x, y, z) dentro de un cubo unitario, usando los valores de la
funcio´n en los ve´rtices. Consideremos un cubo unitario representado as´ı:
Figura 6.3. Interpolacio´n trilineal.
Si se denota C000, C001, · · · , C111 los valores de la funcio´n en cada ve´rtice, el valor de
la funcio´n en la posicio´n (x, y, z) dentro del cubo sera´ denotado Cxyz, y de acuerdo a este
me´todo estara´ dado por, ver [30]:
Cxyz = (1− x)(1− y)(1− z)C000 + (1− x)(1− y)zC001 + · · ·+ xyzC111.
En la aplicacio´n particular a ima´genes me´dicas, la funcio´n C eventualmente es el nivel
de gris de la imagen en una posicio´n espacial.
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6.2. Extraccio´n de informacio´n sobre el manguito rotador
El manguito rotador es un conjunto de mu´sculos y tendones conectados a la cabeza
del hu´mero cuya funcio´n es la movilidad y estabilidad del hombro. Cuando uno o ma´s de
los tendones del manguito rotador esta´ desgarrado, el tendo´n ya no se adhiere plenamente
a la cabeza del hu´mero, y se cataloga como una ruptura en el manguito rotador. Una
ruptura en el manguito rotador ocasiona debilidad en el hombro. Esto implica que muchas
de las actividades diarias, como peinarse o vestirse, pueden llegar a ser dolorosas y dif´ıcil
de hacer. La mayor´ıa de los desgarros ocurren en el mu´sculo y en el tendo´n supraespinoso,
pero eventualmente otras partes del manguito rotador pueden tambie´n verse involucradas,
ver [31].
Creemos que estudiar este problema es pertinente pues como se anota en [32], el dolor
de hombro es una queja frecuente en los servicios de salud, se estima que dicha afeccio´n
constituye cerca del 16 % de todas las quejas mu´sculoesquele´ticas y representa la tercera
causa de consulta en centros de atencio´n primaria. La prevalencia de dicho s´ıntoma en
estudios poblacionales puede oscilar entre el 12 % y 22,3 %, siendo las mujeres, personas
mayores de 50 an˜os, diabe´ticos, fumadores y obesos aquellas personas con mayor riesgo de
padecerlo.
Anatomı´a del manguito rotador
Los tendones del supraespinoso, infraespinoso, subescapular y redondo menor com-
prenden el manguito rotador, ver [2].
 El mu´sculo subescapular se origina de la fosa subescapular a lo largo de la
cara anterior de la escapula. Las fibras del mu´sculo del subescapular convergen
para formar varios tendones con apariencia de abanico en la unio´n miotendinosa.
Las fibras profundas del tendo´n subescapular se combinan y refuerzan la ca´psula
anterior de la articulacio´n glenohumeral. La mayor´ıa de las fibras del tendo´n
subescapular se insertan encima de la tuberosidad menor. Sin embargo, las fibras
ma´s superficiales se extienden a la tuberosidad mayor y en conjunto con las fibras
del ligamento humeral transverso forman la ra´ız del surco bicipital o intertubercular.
El subescapular es inervado por los nervios subescapular superior e inferior (C5,
C6 y C7) y es irrigado por la arteria subescapular. El subescapular se separa de la
cavidad glenoidea por el receso subescapular.
 El mu´sculo supraespinoso consta de los vientres anterior y posterior. El vientre
supraespinoso anterior es una estructura fusiforme que se origina por completo de la
fosa supraespinosa, y que se convierte en un tendo´n tubular grueso comprendiendo
el 40 % anterior del tendo´n supraespinoso. El vientre supraespinoso posterior es
una estructura unipenada ma´s pequen˜a que se origina principalmente de la espina
escapular y el cuello glenoideo, y que se convierte en un tendo´n delgado y plano
que comprende el 60 % posterior del tendo´n supraespinoso. Las fibras del mu´sculo,
diferente al subescapular, esta´n orientadas lateralmente. El tendo´n se inserta sobre
la cara superior de la tuberosidad mayor. En tendo´n supraespinoso es bordeado por
el acromion, bursa subacromial y subdeltoidea (superiormente), por la ca´psula de
la articulacio´n (inferiormente).
CAPI´TULO 6. APLICACIO´N EN IMA´GENES ME´DICAS 31
Figura 6.4. Representacio´n de una vista lateral del hombro: manguito rotador, S: supraespinoso,
I: infraespinoso, Rm: redondo menor, Su: subescapular); A: acromion; C: ligamento
coracohumeral (flecha negra); CAL: ligamento coracoacromial; cabeza del tendo´n del
biceps (flecha blanca).
Anteriormente, el tendo´n supraespinoso se combina con el ligamento coracohumeral
y posteriormente se une con el tendo´n infraespinoso. El supraespinoso es irrigado
por la arteria supraescapular y es inervado por el nervio supraescapular (C5 y C6),
que pasa a trave´s de la muesca supraescapular y que cursa oblicua y lateralmente a
lo largo de la superficie inferior del supraespinoso.
 El mu´sculo infraespinoso se origina de la fosa infraespinosa de la escapula. Al igual
que el subescapular, las fibras del mu´sculo convergen para formar varios tendones
con apariencia de abanico en la unio´n miotendinosa. El tendo´n se inserta encima
de la cara media de la tuberosidad mayor. El infraespinoso se separa del deltoides
suprayacente por capa fascial. El margen inferior del infraespinoso se combiana con
la ca´psula articular. Las fibras distales del nervio subescapular, una vez que pasan a
trave´s de un tu´nel o´seo fibroso en la muesca espinoglenoidea inervan el mu´sculo in-
fraespinoso. Se irriga por las arterias supraescapular y la arteria escapular circunfleja.
 El mu´sculo redondo menor se origina entre los dos tercios superiores del borde
lateral de la escapula y se une en la porcio´n posterior de la ca´psula de la articulacio´n
glenohumeral. Este mu´sculo inserta en la cara inferior de la tuberosidad mayor. El
redondo menor es inervado por el nervio axilar (C5, C6) y es irrigado por las arterias
subescapular y escapular circunfleja.
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Evaluacio´n mediante RM de anomal´ıas en el manguito rotador
Las ima´genes por resonancia magne´tica proveen la informacio´n ma´s completa sobre
la estructura del tendo´n. Pueden exhibir el taman˜o del desgarro, la forma del desgarro,
el grado de retraccio´n del tendo´n, extensio´n del desgarro a estructuras adyacentes,
la cualidad de los fragmentos restantes del tendo´n y la atrofia muscular asociada o
anormalidades o´seas, si los hubiere. Estos factores pueden influir en la seleccio´n del
tratamiento y ayudar a determinar el prono´stico. Las ima´genes por resonancia magne´tica
tambie´n pueden determinar otras causas de dolor en el hombro las cuales podr´ıan ser
similares a los desgarros en el manguito rotador.
Las ima´genes oblicuas coronales y sagitales son ideales para la evaluacio´n de rupturas
parciales de los tendones supraespinoso e infraespinoso. Del mismo modo, las ima´genes
oblicuas axiales y sagitales son las mejores para la evaluacio´n de los tendones subescapular
y redondo menor. El diagno´stico de este tipo de desgarro se sugiere por el aumento de la
intensidad de la sen˜al dentro del manguito rotador atravesando parcialmente la sustancia
del manguito rotador. Por lo general, hay alteraciones morfolo´gicas en la porcio´n distal
de los tendones, ver [33].
Las ima´genes por resonancia magne´tica juegan un papel importante en la identificacio´n
de rupturas en el manguito rotador, de hecho muchos cirujanos conf´ıan en ima´genes por
resonancia magne´tica para apoyar la toma de decisiones y la planificacio´n prequiru´rgica de
pacientes con dolor en el hombro, ver [2]. Sin embargo, la resonancia magne´tica requiere
un ana´lisis cuidadoso de los patrones de intensidad de la sen˜al y de las alteraciones
morfolo´gicas en la porcio´n distal de los tendones, en especial del tendo´n supraespinoso.
Se ha enfatizado el valor de los signos secundarios de las anomal´ıas del manguito rotador
en la RM de estos casos, pero estos signos carecen de especificidad. Incluso con este
ana´lisis los resultados de los exa´menes con RM no son tan buenos desde el punto de vista
diagno´stico como en los casos de ruptura total del manguito rotador, ver [33].
Las metodolog´ıas de generacio´n de puntos sobre superficies tanto aleatorias como de-
termin´ısticas pueden ser aplicadas para detectar una ruptura parcial del tendo´n supraes-
pinoso, por ejemplo, dado un volumen DICOM1 de 20 rodajas asociadas al escaneo de un
hombro derecho mediante una resonancia magne´tica simple, y dada una segmentacio´n del
hu´mero; con el propo´sito de visualizar la ruptura, se texturizan con base en los niveles de
gris en el volumen me´dico, superficies tanto esfe´ricas como elipsoidales. Los para´metros
de la superficie se estiman mediante la te´cnica de mı´nimos cuadrados ordinarios aplicada
sobre los puntos de segmentacio´n. Ma´s au´n, fijando el centro de la superficie elipsoidal se
puede variar la longitud de los ejes para flexibilizar la visualizacio´n en el volumen me´dico.
Dar textura a una superficie requiere las siguientes etapas:
1. Generar puntos de forma determin´ıstica o aleatoria sobre la superficie.
2. Asignar a cada punto un nivel de gris mediante la te´cnica interpolacio´n trilineal.
3. Desplegar la superficie sombreada.
1El paciente asociado al volumen me´dico utilizado es el profesor Marco Paluszny.
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Figura 6.5. Segmentacio´n del hu´mero.
En la etapa de generacio´n de puntos se dispone de varias opciones. Desde el punto
de vista determin´ıstico, se pueden generar puntos sobre la superficie representada como
parche de Be´zier racional usando tanto el algoritmo de de Casteljau como la evaluacio´n
directa con polinomios de Bernstein. Desde el punto de vista aleatorio, si la superficie
es la esfera los puntos se pueden generar usando el me´todo de la transformada inversa
para 2 dimensiones; por otra parte si la superficie es un elipsoide de revolucio´n se pueden
generar puntos al combinar el me´todo de la transformada inversa en una dimensio´n con
me´todos como: aproximacio´n interpolante localmente mono´tona, algoritmo de aceptacio´n
y rechazo, y algoritmo de Hastings. En el caso del elipsoide arbitrario se podr´ıa resolver
usando el algoritmo de Hastings para el vector conjunto Y, pero nuestros experimentos
indican que no habr´ıa ganancia en te´rminos de costo computacional respecto a las
metodolog´ıas determin´ısticas por lo tanto no se presentaran comparaciones.
Creemos que es sensato medir el tiempo de co´mputo promedio pues las metodolog´ıas
de visualizacio´n se implementan generalmente en software (en lugar de hardware).
Consideramos que el tiempo que tarda el proceso para generar un nu´mero de puntos
razonable sobre las superficies estudiadas, medido en un ordenador de especificaciones
esta´ndar, refleja la habilidad del algoritmo para responder eficientemente a plataformas
potencialmente desarrollables sin la necesidad de utilizar recursos especiales.
En [8] se proveen expresiones espec´ıficas para los pesos wi y la red de control bi en
la representacio´n de una esfera unitaria como un parche triangular de Be´zier racional
de grado 4, en general un parche esfe´rico tendra´ grado mayor, por lo tanto tiempo
de computo mayor. Teniendo en cuenta la propiedad de invariancia af´ın de un parche
triangular de Be´zier, el elipsoide que resulta al escalar arbitrariamente la esfera unitaria
se puede representar con los mismos pesos wi y con la red de control que resulta al escalar
bi. En particular, con la transformacio´n apropiada, es posible generar puntos sobre la
superficie del ajuste de mı´nimos cuadrados a la segmentacio´n del hu´mero, sea el caso
esfe´rico o el caso elipsoidal.
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En la tabla 6.1 se presenta la comparacio´n del tiempo promedio de co´mputo medido
en segundos para la generacio´n de puntos sobre el octante de una esfera.
Me´todo n=1035 n=10011 n=50086
Transformada inversa 0.00017 0.00099 0.00399
Evaluacio´n directa 0.00349 0.02603 0.12588
Algoritmo de de Casteljau 0.00289 0.04363 0.21224
Tabla 6.1. Tiempo promedio de co´mputo medido en segundos en las metodolog´ıas para generar
puntos sobre el octante la esfera.
Considerando el octante de un elipsoide de revolucio´n, en la tabla 6.2 se muestra la
comparacio´n del tiempo promedio de co´mputo medido en segundos para la generacio´n de
puntos sobre dicha superficie.
Me´todo n=1035 n=10011 n=50086
Transformada inversa aproximada 0.00132 0.00335 0.01089
Aceptacio´n rechazo 0.01396 0.12518 0.63603
Hastings 0.40632 2.22516 10.3851
Evaluacio´n directa 0.00352 0.02610 0.12654
Algoritmo de de Casteljau 0.00290 0.04405 0.21291
Tabla 6.2. Tiempo promedio de co´mputo medido en segundos en las metodolog´ıas para generar
puntos sobre el octante del elipsoide de revolucio´n.
Para asignar un nivel de gris haciendo uso de la te´cnica de interpolacio´n trilineal a cada
punto generado sobre la superficie, en MATLAB disponemos de la funcio´n interna interp3.
En la tabla 6.3 se muestran los tiempos de co´mputo promedio medido en segundos en la
asignacio´n del nivel de gris variando el nu´mero de puntos interpolados.
Me´todo n=1035 n=10011 n=50086
Interpolacio´n trilineal 0.08295 0.08791 0.09304
Tabla 6.3. Tiempo promedio de co´mputo medido en segundos en la asignacio´n del nivel de gris
de acuerdo al nu´mero de puntos.
Finalmente en la etapa de despliegue de la superficie sombreada se puede usar en
MATLAB la funcio´n interna trisurf. Los tiempos de despliegue promedio medido en segun-
dos variando el nu´mero de puntos considerados se muestran en la tabla 6.4.
Me´todo n=1035 n=10011 n=50086
Trisurf 0.01023 0.04110 0.20923
Tabla 6.4. Tiempo promedio medido en segundos de despliegue de la superficie sombreada de
acuerdo al nu´mero de puntos.
A continuacio´n presentamos un gra´fico esquema´tico que muestra co´mo se sombrean los
puntos de acuerdo al tipo de superficie elegido.
Texturizar un parche que
yace sobre una esfera
Generar puntos
sobre la superficie
Asignar nivel de
gris a cada punto
Desplegar la
superficie sombreada
Transformada
inversa
Evaluacio´n de
Bernstein
Algoritmo de
de Caslteljau
Interpolacio´n
trilineal
Funcio´n
trisurf
Texturizar un parche que yace
sobre un elipsoide de revolucio´n
Generar puntos
sobre la superficie
Asignar nivel de
gris a cada punto
Desplegar la
superficie sombreada
Transformada
inversa aprox.
Aceptacio´n y
rechazo
Algoritmo de
Hastings
Evaluacio´n de
Bernstein
Algoritmo de
de Caslteljau
Interpolacio´n
trilineal
Funcio´n
trisurf
FIGURA: Metodolog´ıas para texturizar un parche que cubre la cabeza humeral
dependiendo de si el parche yace sobre una esfera o un elipsoide de revolucio´n.
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El despliegue de una superficie esfe´rica sobre la cabeza del hu´mero, sombreada con
los niveles de gris provistos en el volumen DICOM, se muestra en la figura 6.6. Esta
superficie representa un esquema de visualizacio´n en 3D que permite de manera alternativa
diagnosticar la ruptura parcial en el tendo´n supraespinoso2.
Figura 6.6. Superficie sombreada sobre la cabeza del hu´mero.
2El tipo exacto de imagen utilizado es una resonancia magne´tica simple del hombro derecho, cuyo
protocolo fue el siguiente; posicio´n: head first supine , contraste: proton density, secuencia de pulso:
turbo spin echo, te´cnica de saturacio´n: fat-saturation. Para informacio´n detallada sobre protocolos y
posicionamiento del paciente ver [34]
Conclusiones
Se estudiaron metodolog´ıas para extraer informacio´n de ima´genes por resonancia del
tejido en el manguito rotador; el estudio fue particularmente motivado en la idea de
definir un me´todo de visualizacio´n alternativo a la inspeccio´n de las ima´genes planas que
es lo usual en la mayor´ıa de los casos y as´ı contribuir en la deteccio´n de rupturas parciales
en el tendo´n supraespinoso que ocasionalmente resulta dif´ıcil. Hasta donde sabemos,
estas metodolog´ıas au´n no han sido consideradas por especialistas del a´rea. Ba´sicamente
se propuso considerar familias de parches triangulares elipsoidales para cubrir la cabeza
del hu´mero cerca de la zona afectada, generar puntos sobre los parches, posteriormente
asignar un nivel de gris a cada punto en el parche con la informacio´n de la resonancia
usando la te´cnica de interpolacio´n trilineal, y as´ı desplegar la superficie sombreada.
En la generacio´n de puntos para texturizar cada parche se propuso una nueva
metodolog´ıa que garantiza la distribucio´n uniforme pero aleatoria sobre la superficie
evitando la acumulacio´n sistema´tica de puntos en a´reas espec´ıficas. Adicionalmente el
costo computacional de la te´cnica propuesta en este trabajo es significativamente menor
en comparacio´n a metodolog´ıas alternativas de naturaleza tanto determin´ıstica como
aleatoria. La metodolog´ıa propuesta se limita a parches sobre esferas y elipsoides de
revolucio´n, en principio no se ha considerado la extensio´n de la te´cnica a otras superficies,
y para definir la superficie a texturizar partimos de una segmentacio´n del hu´mero dada.
Las rutinas que permiten reproducir cada una de las metodolog´ıas puestas a considera-
cio´n y cada una de las gra´ficas incorporadas fueron implementadas en MATLAB y se anexan
en este trabajo. La consecucio´n de ima´genes me´dicas espec´ıficas puede ser laboriosa y en
este trabajo usamos solamente una secuencia de ima´genes del hombro. La finalidad este
trabajo no es la construccio´n de una herramienta de evaluacio´n cl´ınica ni tampoco validar
la eficiencia de la propuesta en la deteccio´n de una enfermedad particular, sino ma´s bien,
proponer una alternativa de visualizacio´n que podr´ıa eventualmente ser u´til desde el punto
de vista me´dico. Tanto en la aplicacio´n de la metodolog´ıa propuesta a la secuencia dada
como en el despliegue de sus ima´genes planas asociadas, la ruptura parcial existente en el
tendo´n supraespinoso queda en evidencia.
A futuro con la ayuda de especialistas en el a´rea de ima´genes diagnosticas esperamos
obtener nuevas ima´genes por resonancia magne´tica del manguito rotador, reproducir el
esquema de visualizacio´n propuesto en este trabajo y evaluar su utilidad desde el punto
de vista me´dico.
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APE´NDICE A
Interpolacio´n de Hermite cu´bica por trozos
Consideramos primero el problema de interpolacio´n general. Para la construccio´n del
interpolante de Hermite nos basamos en [11].
Una funcio´n f (u) ∈ Cn se puede aproximar por un polinomio p de grado n interpolando
f en n+1 abscisas u0 < u1 < . . . < un. Un resultado cla´sico en ana´lisis nume´rico establece
que la diferencia entre p y f en el intervalo [u0, un] se puede expresar como:
p(u)− f(u) = f
(n)(v)
(n+ 1)!
(u0 − u)(u1 − u) . . . (un − u),
donde v = v(u) esta´ en [u0, un]. Por lo tanto usualmente el error se hace pequen˜o cuando
cada |uk+1 − uk| se acerca a 0. Sin embargo un interpolador de grado ma´s alto de la
funcio´n f(u) no necesariamente resulta en una mejor aproximacio´n de esta funcio´n, este
problema se conoce como feno´meno de Runge. Para ilustrar, consideremos la interpolacio´n
en n + 1 puntos equidistantes de la funcio´n f (u) = (1 + 25u2)−1; con un polinomio de
grado k ≤ n el error oscila cerca de −1 y 1. Se puede mostrar que el error de aproximacio´n
aumenta sin cota cuando el grado del polinomio crece [35]. Por esta razo´n es comu´n el
uso de funciones polino´micas a trozos de grado bajo.
Por ejemplo, las cu´bicas son usadas con mucha frecuencia debido a que tienen grado
bajo, y a que permiten suficiente flexibilidad para muchas aplicaciones. A continuacio´n se
describe la interpolacio´n de Hermite con polinomios cu´bicos a trozos.
Considerando m puntos p1,p2, . . . ,pm, y derivadas d1,d2, . . . ,dm, correspondientes a
valores del para´metro u1 < u2 < . . . < um, entonces existe una u´nica cu´bica por trozos,
continuamente diferenciable s(u) sobre [u1, um] tal que
s(ui) = pi, y s
′(ui) = di.
Su representacio´n esta´ dada por
s(u) =
3∑
0
b3i+jB
3
j (ti), u ∈ [ui, ui+1] ,
1
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donde ti = (u− ui) / (ui+1 − ui) representa el para´metro local sobre [ui, ui+1] para i =
1, 2, . . . ,m− 1, y
b3i = pi
b3i+1 = pi + di∆ui/3
b3i+2 = pi+1 − di+1∆ui/3.
Frecuentemente las derivadas di no esta´n dadas directamente, sino deben ser estimadas
de los datos.
APE´NDICE B
Implementacio´n MATLAB
En este anexo presentamos los co´digos de las rutinas implementadas en MATLAB para
realizar nuestra experimentacio´n.
B.1. SphereRandomC.m
Es la implementacio´n de la metodolog´ıa descrita en 5.1.
Funcio´n principal
function[X1,X2,X3]=SphereRandomC(n,a1,alpha2,alpha1,beta2,beta1,c)
%FUNCION: Considerando el sistema coordenado x1 x2 x3, tomamos la semi−esfera de
%radio a1 en el dominio D definida por: x3=a1*sqrt(1−(x1/a1)ˆ2−(x2/a1)ˆ2) en D=
%{(x1,x2);beta2<x1<beta1,alpha2*a1*sqrt(1−(x1/a1)ˆ2)<x2<alpha1*a1*sqrt(1−(x1/a1)ˆ2)}.
%Los para´metros satisfacen 0<a1,−a1<=beta2<beta1<=a1,−1<=alpha2<alpha1<=1.
%Esta funcio´n genera n puntos uniformemente distribuidos sobre dicha superficie
%y la traslada con el vector c. Usa el me´todo de la trasformada inversa.
%
%ENTRADAS
%n = Cantidad de puntos por generar.
%a1 = Radio de la esfera.
%alpha2 = Para´metro de la curva lı´mite inferior en el dominio D.
%alpha1 = Para´metro de la curva lı´mite superior en el dominio D.
%beta2 = Para´metro de la curva lı´mite izquierdo en el dominio D.
%beta2 = Para´metro de la curva lı´mite derecho en el dominio D.
%c = centro de la esfera.
%
%SALIDAS
%[X1,X2,X3] = Coordenadas X1,X2,X3 para n vectores aleatorios con distribucio´n
%uniforme sobre la esfera en el dominio D.
%
%Chequeo de para´metros.
if((round(n)>0)&&(a1>0)&&(abs(beta2)<=a1)&&(abs(beta1)<=a1)&&(beta2<beta1)&&...
(abs(alpha2)<=1)&&(abs(alpha2)<=1)&&(alpha2<alpha1))
%Si los para´metros esta´n bien especificados...
%Genera dos vectores aleatorios de taman˜o n uniformes en el intervalo (0,1).
3
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U=rand(n,2);
%Genera n muestras de las variables aleatorias auxiliares Y1,Y2 con
%distribuciones fg1 y fg2.
Y1=((beta1−beta2)*U(:,1)+beta2)/a1;
Y2=sin(asin(alpha2)*(1−U(:,2))+asin(alpha1)*U(:,2));
%Genera n muestras de las variables aleatorias X1,X2,X3.
X1=a1*Y1;X2=a1*Y2.*sqrt(1−Y1.ˆ2);X3=sqrt(a1ˆ2−X1.ˆ2−X2.ˆ2);
%Traslada de acuerdo al centro c.
X1=X1+c(1);X2=X2+c(2);X3=X3+c(3);
%Si los para´metros no esta´n bien especificados, muestre mensaje de error.
else msgbox('Error ! Verificar Condiciones en los Parametros')
end
end
B.2. EllipsoidRandomC.m
Es la implementacio´n de la metodolog´ıa descrita en 5.2.1.
Funciones auxiliares
function [y]=Fsemicircle(t)
y=0.5+(1/pi)*t.*sqrt(1−(t.ˆ2))+(1/pi)*asin(t);
end
Funcio´n principal
function [X1,X2,X3,Y1]=EllipsoidRandomC(n,a2,a1,beta2,beta1,alpha2,alpha1,npart,c)
%FUNCION: Considerando el sistema coordenado x1 x2 x3, tomamos el semi−elipsoide
%de semiejes a1,a2,a2 en el dominio D dado por: x3=a2*sqrt(1−(x1/a1)ˆ2−(x2/a1)ˆ2)
%en D={(x1,x2); beta2<x1<beta1 alpha2*a2*sqrt(1−(x1/a1)ˆ2)<x2<alpha1*a2*...
%sqrt(1−(x1/a1)ˆ2)}. Los para´metros satisfacen 0<a2=a3<=a1,−a1<=beta2<beta1<=a1,
%−1<=alpha2<alpha1<=1. Esta funcio´n genera n puntos uniformemente distribuidos
%sobre dicha superficie y la traslada con el vector c. Usa una aproximacio´n al
%me´todo de la transformada inversa en Y1, y transformada inversa en Y2.
%
%ENTRADAS
%n = Cantidad de puntos por generar.
%a1 = Semi−eje x1.
%a2 = Semi−eje x2,x3.
%alpha2 = Para´metro de la curva lı´mite inferior en el dominio D.
%alpha1 = Para´metro de la curva lı´mite superior en el dominio D.
%beta2 = Para´metro de la curva lı´mite izquierdo en el dominio D.
%beta2 = Para´metro de la curva lı´mite derecho en el dominio D.
%npart = Nu´mero de particiones para Phiˆ−1
%c = Centro del elipsoide de revolucio´n.
%
%SALIDAS
%[X1,X2,X3] = Coordenadas X1,X2,X3 para n vectores aleatorios con distribucio´n
%uniforme sobre el elipsoide de revolucio´n en el dominio D.
%
%Chequeo de para´metros.
%Si los para´metros esta´n bien especificados...
if((round(n)>0)&&(a2>0)&&(a1>0)&&(a1>a2)&&(abs(beta2)<=a1)&&...
(abs(beta1)<=a1)&&(beta2<beta1)&&(abs(alpha2)<=1)&&(abs(alpha2)<=1)&&...
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(alpha2<alpha1))
%Ca´lculo del para´metro delta1.
delta1=1−(a2/a1)ˆ2;
%Lı´mites de la variable auxiliar Y1*.
r2=(sqrt(delta1)*beta2)/a1;r1=(sqrt(delta1)*beta1)/a1;
%Evalu´a la funcio´n de distribucio´n semicircular en los lı´mites de Y1*.
Fr2=Fsemicircle(r2);Fr1=Fsemicircle(r1);
%Discretiza el intervalo (r2,r1).
t=transpose(linspace(r2,r1,npart));
%Evalu´a la funcio´n de distribucio´n semicircular en la discretizacio´n de
%(r2,r1).
Ft= Fsemicircle(t);
%Genera n nu´meros aleatorios con distribucio´n uniforme en (0,1).
U=rand(n,1);
%Genera n nu´meros aleatorios con distribucio´n uniforme en (Fr2,Fr1).
V=rand(n,1)*(Fr1−Fr2)+Fr2;
%Realiza aproximacio´n de la funcio´n cuantil Phiˆ−1 con la interpolante de
%Hermite cu´bica mono´tona. Con la muestra V, se genera el vector aleatorio de
%taman˜o n para Y1*.
Phiaprox=pchip(Ft,t,V);Phiaprox = max(0,Phiaprox−r2)−max(0,Phiaprox−r1)+r2;
%Genera n muestras de las variables aleatorias auxiliares Y1,Y2 con
%distribuciones fg1 y fg2.
Y1=Phiaprox/sqrt(delta1);Y2=sin(asin(alpha2)*(1−U)+asin(alpha1)*U);
%Genera n muestras de las variables aleatorias X1,X2,X3.
X1=a1*Y1;X2=a2*(Y2.*sqrt(1−(Y1).ˆ2));X3=a2*sqrt(1−(X1/a1).ˆ2−(X2/a2).ˆ2);
%Traslada de acuerdo al centro c.
X1=X1+c(1);X2=X2+c(2);X3=X3+c(3);
%Si los para´metros no esta´n bien especificados, muestre mensaje de error.
else msgbox('Error ! Verificar Condiciones en los Parametros')
end
end
B.3. EllipsoidAcRejC.m
Es la implementacio´n de la metodolog´ıa descrita en 5.2.2.
Funciones auxiliares
function X = accrejrnd(f,g,grnd,c,m,n)
X = zeros(m,n); % Preallocate memory
for i = 1:m*n
accept = false;
while accept == false
u = rand();
v = grnd();
if c*u <= f(v)/g(v)
X(i) = v;
accept = true;
end
end
end
function [y]=phi(t,d)
y=(1/(2*sqrt(d)))*(sqrt(d)*t.*sqrt(1−d*(t.ˆ2))+asin(sqrt(d)*t));
end
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Funcio´n principal
function [X1,X2,X3,Y1]=EllipsoidAcRejC(n,a2,a1,beta2,beta1,alpha2,alpha1,c)
%FUNCION: Considerando el sistema coordenado x1 x2 x3, tomamos el semi−elipsoide
%de semiejes a1,a2,a2 en el dominio D dado por: x3=a2*sqrt(1−(x1/a1)ˆ2−(x2/a1)ˆ2)
%en D={(x1,x2); beta2<x1<beta1 alpha2*a2*sqrt(1−(x1/a1)ˆ2)<x2<alpha1*a2*...
%sqrt(1−(x1/a1)ˆ2)}. Los para´metros satisfacen 0<a2=a3<=a1,−a1<=beta2<beta1<=a1,
%−1<=alpha2<alpha1<=1. Esta funcio´n genera n puntos uniformemente distribuidos
%sobre dicha superficie y la traslada con el vector c.
%Usa el me´todo de aceptacio´n y rechazo en la variable Y1, y trasformada inversa
%en Y2.
%
%ENTRADAS
%n = Cantidad de puntos por generar.
%a1 = Semi−eje x1.
%a2 = Semi−eje x2,x3.
%alpha2 = Para´metro de la curva lı´mite inferior en el dominio D.
%alpha1 = Para´metro de la curva lı´mite superior en el dominio D.
%beta2 = Para´metro de la curva lı´mite izquierdo en el dominio D.
%beta2 = Para´metro de la curva lı´mite derecho en el dominio D.
%c = Centro del elipsoide de revolucio´n.
%
%SALIDAS
%[X1,X2,X3] = Coordenadas X1,X2,X3 para n vectores aleatorios con distribucio´n
%uniforme sobre el elipsoide de revolucio´n en el dominio D.
%
%Chequeo de para´metros.
%Si los para´metros esta´n bien especificados...
if((round(n)>0)&&(a2>0)&&(a1>0)&&(a1>a2)&&(abs(beta2)<=a1)&&...
(abs(beta1)<=a1)&&(beta2<beta1)&&(abs(alpha2)<=1)&&(abs(alpha2)<=1)&&...
(alpha2<alpha1))
%Ca´lculo del para´metro delta1.
delta1=1−(a2/a1)ˆ2;
%Lı´mites de la variable Y1.
r2=beta2/a1;r1=beta1/a1;
%Ca´lculo de las constantes de normalizacio´n k y ku de la funcio´n objetivo f
%y la funcio´n instrumental g respectivamente.
k=1/(phi(r1,delta1)−phi(r2,delta1));ku=1/(r1−r2);
%Definicio´n de la funcio´n objetivo f, la funcio´n instrumental g, y el
%generador de g.
f = @(x) k*sqrt(1−delta1*(x.ˆ2));g = @(x) ku;grnd = @()r2+(r1−r2)*rand();
%Ca´lculo constante de proporcionalidad cons (es tal que f < cons g).
if(0>r2 && 0<r1);cons=f(0)/ku; else cons=max(f(r2),f(r1))/ku; end
%Genera n muestras de la variable Y1 mediante el me´todo de aceptacio´n y
%rechazo (accrejrnd, funcio´n en mathworks).
Y1=accrejrnd(f,g,grnd,cons,n,1);
%Genera n nu´meros aleatorios con distribucio´n uniforme en (0,1).
U=rand(n,1);
%Genera n muestras de la variable aleatoria Y2.
Y2=sin(asin(alpha2)*(1−U)+asin(alpha1)*U);
%Genera n muestras de las variables aleatorias X1,X2,X3.
X1=a1*Y1;X2=a2*(Y2.*sqrt(1−(Y1).ˆ2));X3=a2*sqrt(1−(X1/a1).ˆ2−(X2/a2).ˆ2);
%Traslada de acuerdo al centro c.
X1=X1+c(1);X2=X2+c(2);X3=X3+c(3);
%Si los para´metros no esta´n bien especificados, muestre mensaje de error.
else msgbox('Error ! Verificar Condiciones en los Parametros')
end
end
APE´NDICE B. IMPLEMENTACIO´N MATLAB 7
B.4. EllipsoidHastingC.m
Es la implementacio´n de la metodolog´ıa descrita en 5.2.3.
Funciones auxiliares
function pdfnormalt=pdfnormalt(x,r2,r1,sigma,k)
if(x>=r2 && x<=r1)
pdfnormalt=k*normpdf(x,0,sigma);
else
pdfnormalt=0;
end
end
function X=rndnormalt(Nr2,Nr1,sigma)
z=rand;
X=norminv(Nr2+z*(Nr1−Nr2),0,sigma);
end
Funcio´n principal
function [X1,X2,X3,Y1]=EllipsoidHastingC(n,a2,a1,beta2,beta1,alpha2,alpha1,c)
%FUNCION: Considerando el sistema coordenado x1 x2 x3, tomamos el semi−elipsoide
%de semiejes a1,a2,a2 en el dominio D dado por: x3=a2*sqrt(1−(x1/a1)ˆ2−(x2/a1)ˆ2)
%en D={(x1,x2); beta2<x1<beta1 alpha2*a2*sqrt(1−(x1/a1)ˆ2)<x2<alpha1*a2*...
%sqrt(1−(x1/a1)ˆ2)}. Los para´metros satisfacen 0<a2=a3<=a1,−a1<=beta2<beta1<=a1,
%−1<=alpha2<alpha1<=1. Esta funcio´n genera n puntos uniformemente distribuidos
%sobre dicha superficie y la traslada con el vector c.
%Usa el algoritmo de Metropolis−Hastings en la variable Y1, y la trasformada
%inversa en Y2.
%
%ENTRADAS
%n = Cantidad de puntos por generar.
%a1 = Semi−eje x1.
%a2 = Semi−eje x2,x3.
%alpha2 = Para´metro de la curva lı´mite inferior en el dominio D.
%alpha1 = Para´metro de la curva lı´mite superior en el dominio D.
%beta2 = Para´metro de la curva lı´mite izquierdo en el dominio D.
%beta2 = Para´metro de la curva lı´mite derecho en el dominio D.
%c = Centro del elipsoide de revolucio´n.
%
%SALIDAS
%[X1,X2,X3] = Coordenadas X1,X2,X3 para n vectores aleatorios con distribucio´n
%uniforme sobre el elipsoide de revolucio´n en el dominio D.
%
%Chequeo de para´metros.
%Si los para´metros esta´n bien especificados...
if((round(n)>0)&&(a2>0)&&(a1>0)&&(a1>a2)&&(abs(beta2)<=a1)&&...
(abs(beta1)<=a1)&&(beta2<beta1)&&(abs(alpha2)<=1)&&(abs(alpha2)<=1)&&...
(alpha2<alpha1))
%Ca´lculo del para´metro delta1.
delta1=1−(a2/a1)ˆ2;
%Lı´mites de la variable Y1.
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r2=beta2/a1;r1=beta1/a1;
%Definicio´n funcio´n objetivo pdf, la funcio´n instrumental proppdf , y el
%generador proprnd. La funcio´n instrumental es normal truncada en (r2,r1).
sigma=1;Nr1=normcdf(r1,0,sigma);Nr2=normcdf(r2,0,sigma);k=1/(Nr1−Nr2);
pdf = @(x) sqrt(1−(sqrt(delta1)*x)ˆ2); proppdf = @(x,y)...
pdfnormalt(x,r2,r1,sigma,k); proprnd = @(x) rndnormalt(Nr2,Nr1,sigma);
%Define punto inicial como punto medio del intervalo
start=(r1+r2)/2;
%Genera n muestras de la variable Y1 mediante el algoritmo de Metropolis−
%Hastings. La funcio´n mhsample es una funcio´n interna de matlab implementada
%en el toolbox de estadı´stica, en particular funciona para la versio´n 2011b.
%Para alcanzar la distribucio´n estacionaria es necesario iterar cierto nu´mero
%de veces en el algoritmo, digamos K, basados en los gra´ficos de cuadrados
%acumulados promedio en las muestras generada, vemos como valor factible de
%K el nu´mero 1000, es decir quemaremos las primeras 1000 muestra.
Y1=mhsample(start,n,'pdf',pdf,'proprnd',proprnd,'proppdf',proppdf,...
'burnin',1000);
%Genera n nu´meros aleatorios con distribucio´n uniforme en el intervalo (0,1).
U=rand(n,1);
%Genera n muestras de la variable aleatoria Y2.
Y2=sin(asin(alpha2)*(1−U)+asin(alpha1)*U);
%Genera n muestras de las variables aleatorias X1,X2,X3.
X1=a1*Y1;
X2=a2*(Y2.*sqrt(1−(Y1).ˆ2));
X3=a2*sqrt(1−(X1/a1).ˆ2−(X2/a2).ˆ2);
X1=X1+c(1);X2=X2+c(2);X3=X3+c(3);
%Si los para´metros no esta´n bien especificados, muestre mensaje de error.
else msgbox('Error ! Verificar Condiciones en los Parametros')
end
end
B.5. PuntosParcheTriang.m
Es la implementacio´n de la metodolog´ıa descrita en 2.2.1.
Funciones auxiliares
function PtosBezierResultantes=IteracionTriangDeCasteljau(PtosBezierEntrada,...
IndicesTriang,TCoord,n,i)
%FUNCION:
%IteracionTriangDeCasteljau:
%es una funcio´n auxiliar en el algoritmo de de Casteljau para calcular puntos
%sobre un parche de Be´zier triangular asociados a un conjunto de ternas de
%coordenadas barice´ntricas. El papel de la funcio´n es recibir una matriz con
%puntos de control intermedios en la iteracio´n i del algoritmo para cada terna
%de coordenadas barice´ntricas (PtosBezierEntrada) y devolver una matriz con
%puntos de control intermedios en la i+1 iteracio´n del algoritmo para cada
%terna de coordenadas barice´ntricas (PtosBezierResultantes).
%
%ENTRADAS
%PtosBezierEntrada:
%Matriz con los puntos de control intermedios en la iteracio´n i del algoritmo
%para cada terna de coordenadas barice´ntricas a evaluar. La matriz se compone
%por 3*s filas y m columnas donde s denota el nu´mero de ternas de coordenadas
%barice´ntricas y m=(n−i+1)*(n−i+2)/2 denota el nu´mero de puntos de control
%intermedios. Para cualquier p en 1,2,...,s las filas 3*(p−1)+1,3*(p−1)+2 y
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%3*(p−1)+3 representan los puntos de control intermedios asociados a la
%coordenada barice´ntrica p y para cualquier q en 1,2,...,m la columna q contiene
%el punto de control intermedio q evaluado en todas las coordenadas barice´ntricas.
%
%IndicesTriang:
%Matriz que contiene los ı´ndices de cada tria´ngulo en la red de control por
%ejemplo para n=4 indizamos la red de control ası´...
% 1
% 2 3
% 4 5 6
% 7 8 9 10
% 11 12 13 14 15
%los ı´ndices(ver ejemplos) que representan cada tria´ngulo serı´an:
% 3 1 2
% 5 2 4
% ... ... ...
%
% 14 9 13
% 15 10 14
%en todo caso esta matriz tendra´ n*(n+1)/2 filas y 3 columnas.
%
%TCoord:
%Arreglo tal que T(:,:,u) es una matriz con la componente u (u=1,2,3) de cada
%coordenada barice´ntricas repetida por cada coordenada cartesiana en direccio´n
%de las filas y n*(n+1)/2 veces en direccio´n de las columnas (ver ejemplos).
%
%SALIDAS
%PtosBezierResultantes:
%Matriz con los puntos de control intermedios en la
iteracio´n i+1 del algoritmo
%para cada terna de coordenadas barice´ntricas a evaluar. La matriz se compone por
%3*s filas y m columnas donde s denota el nu´mero de ternas de coordenadas
%barice´ntricas y m=(n−i+0)*(n−i+1)/2 denota el nu´mero de puntos de control
%intermedios. Para cualquier p en 1,2,...,s las filas 3*(p−1)+1,3*(p−1)+2 y
%3*(p−1)+3 representan los puntos de control intermedios asociados a la
%coordenada barice´ntrica p y para cualquier q en 1,2,...,m la columna q contiene
%el punto de control intermedio q evaluado en todas las coordenadas barice´ntricas.
%
m=(n−i+0)*(n−i+1)/2;
%Ca´lculo de una iteracio´n adelante en el algoritmo de de Casteljau vectorizado.
%Cada componente en la suma representa la direccio´n u, v, o 1−u−v.
PtosBezierResultantes=...
+TCoord(:,1:m,1).*PtosBezierEntrada(:,IndicesTriang(1:m,1))...
+TCoord(:,1:m,2).*PtosBezierEntrada(:,IndicesTriang(1:m,2))...
+TCoord(:,1:m,3).*PtosBezierEntrada(:,IndicesTriang(1:m,3));
end
function PtosBezierFinales=TriangDeCasteljauFinal(PtosBezierIniciales,...
IndicesTriang,TCoord,temp,n)
%FUNCION:
%TriangDeCasteljauFinal:
%Es una funcio´n auxiliar en el algoritmo de de Casteljau para calcular puntos
%sobre un parche de Be´zier triangular asociados a un conjunto de ternas de
%coordenadas barice´ntricas.El papel de la funcio´n es recibir una matriz con
%puntos de control intermedios en la iteracio´n 0 del algoritmo para cada terna
%de coordenadas barice´ntricas (PtosBezierIniciales) y devolver una matriz con
%puntos de control intermedios en la i iteracio´n del algoritmo para cada terna
%de coordenadas barice´ntricas (PtosBezierResultantes).
%
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%ENTRADAS
%PtosBezierIniciales:
%Matriz con los puntos de control en la iteracio´n 0 del algoritmo para cada
%terna de coordenadas barice´ntricas a evaluar. La matriz se compone por 3*s filas
%y m columnas donde s denota el nu´mero de ternas de coordenadas barice´ntricas y
%m=(n+1)*(n+2)/2 denota el nu´mero de puntos de control. Para cualquier p en
%1,2,...,s las filas 3*(p−1)+1,3*(p−1)+2 y 3*(p−1)+3 representan los puntos de
%control asociados a la coordenada barice´ntrica p y para cualquier q en
%1,2,...,m la columna q contiene el punto de control intermedio q evaluado en
%todas las coordenadas barice´ntricas.
%
%IndicesTriang:
%Matriz que contiene los ı´ndices de cada tria´ngulo en la red de control por
%ejemplo para n=4 indizamos la red de control ası´...
% 1
% 2 3
% 4 5 6
% 7 8 9 10
% 11 12 13 14 15
%los ı´ndices(ver ejemplos) que representan cada tria´ngulo serı´an:
% 3 1 2
% 5 2 4
% ... ... ...
%
% 14 9 13
% 15 10 14
%en todo caso esta matriz tendra´ n*(n+1)/2 filas y 3 columnas.
%
%TCoord:
%Arreglo tal que T(:,:,u) es una matriz con la componente u (u=1,2,3) de cada
%coordenada barice´ntricas repetida por cada coordenada cartesiana en direccio´n
%de las filas y n*(n+1)/2 veces en direccio´n de las columnas (ver ejemplos).
%
%SALIDAS
%PtosBezierFinales:
%Matriz con los puntos de control intermedios en la iteracio´n i del algoritmo
%para cada terna de coordenadas barice´ntricas a evaluar. La matriz se compone por
%3*s filas y m columnas donde s denota el nu´mero de ternas de coordenadas
%barice´ntricas y m=(n−i+0)*(n−i+1)/2 denota el nu´mero de puntos de control
%intermedios. Para cualquier p en 1,2,...,s las filas 3*(p−1)+1,3*(p−1)+2 y
%3*(p−1)+3 representan los puntos de control intermedios asociados a la
%coordenada barice´ntrica p y para cualquier q en 1,2,...,m la columna q contiene
%el punto de control intermedio q evaluado en todas las coordenadas barice´ntricas.
%
%Aplicacio´n de la funcio´n IteracionTriangDeCastelja sobre PtosBezierIniciales i
%veces.
if (temp == 1)
PtosBezierFinales=IteracionTriangDeCasteljau(PtosBezierIniciales,...
IndicesTriang,TCoord,n,0);
else
PtosBezierFinales=IteracionTriangDeCasteljau...
(TriangDeCasteljauFinal(PtosBezierIniciales,...
IndicesTriang,TCoord,temp−1,n),IndicesTriang,...
TCoord,n,temp−1);
end
end
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Funcio´n principal
function [X1 X2 X3] = PuntosParcheTriang(Controles,CoordBari,IndicesTriag,Pesos)
%FUNCION:
%PuntosParcheTriang:
%Programa basado en algoritmo de de Casteljau vectorizado (con el fin de
%aprovechar la orientacio´n a vectores de matlab) para computar puntos sobre un
%parche de Be´zier triangular asociados a un conjunto de ternas de coordenadas
%barice´ntricas.
%
%ENTRADAS
%Controles:
%Puntos de control para un parche de Be´zier triangular como una matriz de
%dimensio´n 3*r donde r representa el nu´mero de puntos de control del parche.
%Aquı´ cada fila representa cada coordenada x1,x2 o x3 en el espacio del punto
%de control.
%
%CoordBari:
%Coordenadas barice´ntricas para un parche de Be´zier triangular como una matriz
%de dimensio´n 3*s donde s representa el nu´mero de evaluaciones sobre el parche.
%Aquı´ cada fila representa cada coordenada u,v o 1−u−v.
%IndicesTriang:
%Matriz que contiene los ı´ndices de cada tria´ngulo en la red de control por
%ejemplo para n=4 indizamos la red de control ası´...
% 1
% 2 3
% 4 5 6
% 7 8 9 10
% 11 12 13 14 15
%los indices(ver ejemplos) que representan cada tria´ngulo serı´an:
% 3 1 2
% 5 2 4
% ... ... ...
%
% 14 9 13
% 15 10 14
%en todo caso esta matriz tendra n*(n+1)/2 filas y 3 columnas.
%
%SALIDAS
%
%Puntos:
%Puntos calculados para un parche de Be´zier triangular de acuerdo a las
%coordenadas barice´ntricas ingresadas, como una matriz de dimensio´n 3*s .
%Aquı´ cada fila representa cada coordenada x1,x2 o x3 en el espacio del punto
%calculado.
%
%Ca´lculos apartir de variables de entrada.
%
[s,˜]=size(CoordBari);
[˜,r]=size(Controles);
%Dimesio´n del parche.
[d,˜]=size(Controles);
[k,˜]=size(IndicesTriag);
%Ca´lculo del grado del parche.
n=(sqrt(9+8*(r−1))−3)/2;
%Ca´lculo de la matriz PtosBezierIniciales en funcio´n de los puntos de control
%para adecuarse a las variables de entrada de la funcio´n TriangDeCasteljauFinal.m
%(ver detalle).
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d=d+1;
Controles=[Controles;ones(1,r)];
PesosG=repmat(Pesos,d,1);
Controles=Controles.*PesosG;
PtosBezierIniciales=repmat(Controles,s,1);
%%%%PtosBezierIniciales=repmat(Controles,s,1);
%Definicio´n del arreglo TCoord en funcio´n de las coordenadas barice´ntricas para
%adecuarse a las variables de entrada de la funcio´n TriangDeCasteljauFinal.m
%(ver detalle).
TCoord=zeros(d*s,k,3);
TCoord(:,:,1)= repmat(kron(CoordBari(:,1),ones(d,1)),1,k);
TCoord(:,:,2)= repmat(kron(CoordBari(:,2),ones(d,1)),1,k);
TCoord(:,:,3)= repmat(kron(CoordBari(:,3),ones(d,1)),1,k);
%
%Utilizacio´n de la rutina TriangDeCasteljauFinal.m (ver detalle) y posterior
%redimensionamiento de la matriz resultante.
Puntos=reshape(TriangDeCasteljauFinal(PtosBezierIniciales,IndicesTriag,...
TCoord,n,n),d,s);
X1=Puntos(1,:)./Puntos(4,:);
X2=Puntos(2,:)./Puntos(4,:);
X3=Puntos(3,:)./Puntos(4,:);
end
B.6. PuntosParcheBernstein.m
Es la implementacio´n de la metodolog´ıa descrita en 2.2.2.
Funciones auxiliares
function maltura = m altura(m,k)
maltura=zeros(3,k);
maltura(:,1)=[0;(m−(k−1));(k−1)];
if k==1
else
for i=1:(k−1)
maltura(:,(1+i))=maltura(:,i)+[1;0;−1];
end
end
end
function mcompleta = m completa(m)
mcompleta=zeros(3,((m+1)*(m+2)/2));
mcompleta(:,1)= m altura(m,1);
for i=2:(m+1)
mcompleta(:,(((i−1)*i/2)+1):(i*(i+1)/2))= m altura(m,i);
end
end
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Funcio´n principal
function [X1 X2 X3] = PuntosParcheBernstein(Controles,Pesos,CoordBari)
%FUNCION:
%PuntosParcheBernstein:
%Programa basado en la representacio´n de Bernstein de un parche triangular
%vectorizado (con el fin de aprovechar la orientacio´n a vectores de matlab) para
%computar puntos sobre un parche de Be´zier triangular asociados a un conjunto de
%ternas de coordenadas barice´ntricas.
%
%ENTRADAS
%Controles:
%Puntos de control para un parche de Be´zier triangular como una matriz de
%dimensio´n 3*r donde r representa el nu´mero de puntos de control del parche.
%Aquı´ cada fila representa cada coordenada x1,x2 o x3 en el espacio del punto
%de control.
%
%CoordBari:
%Coordenadas barice´ntricas para un parche de Be´zier triangular como una matriz
%de dimensio´n 3*s donde s representa el nu´mero de evaluaciones sobre el parche.
%Aquı´ cada fila representa cada coordenada u,v o 1−u−v.
%
%SALIDAS
%
%Puntos:
%Puntos calculados para un parche de Be´zier triangular de acuerdo a las
%coordenadas barice´ntricas ingresadas, como una matriz de dimensio´n 3*s .
%Aquı´ cada fila representa cada coordenada x1,x2 o x3 en el espacio del punto
%calculado.
[˜,s]=size(CoordBari);
[˜,m]= size(Controles);
n=(sqrt(9+8*(m−1))−3)/2;
unosp=ones(1,m);
indice=m completa(n);
Pg=kron(CoordBari,unosp);Ig=repmat(indice,1,s);Potencia=reshape(prod(Pg.ˆIg),m,s);
Pesosg=repmat(Pesos,1,s);
Combinaciones=factorial(n)./prod(factorial(indice));
Combinacionesg=repmat(Combinaciones',1,s);
Puntos=Controles*(Pesosg.*Combinacionesg.*Potencia)./...
(repmat(sum(Pesosg.*Combinacionesg.*Potencia),3,1));
X1=Puntos(1,:);
X2=Puntos(2,:);
X3=Puntos(3,:);
end
B.7. Extraccionhumero.m
Es la implementacio´n para construir la figura 6.6.
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Funciones auxiliares
% Crea un punto de referencia top left pixel position y dos vectores
% ortonormales que definen el plano en 3D correspondiente a cada rodaja
for k=0:9
info=dicominfo([prefijo 'MR00000' num2str(k) '.dcm']);
% la variable "prefijo" fue generada por el script crear Valores Imagenes
top left pixel position(:,k+1)=info.ImagePositionPatient;
e1(:,k+1)=info.ImageOrientationPatient(1:3,1);
e2(:,k+1)=info.ImageOrientationPatient(4:6,1);
end
for k=10:length(dir([prefijo '*.dcm']))−1 % ver crear Valores Imagenes
info=dicominfo([prefijo 'MR0000' num2str(k) '.dcm']);
top left pixel position(:,k+1)=info.ImagePositionPatient;
e1(:,k+1)=info.ImageOrientationPatient(1:3,1);
e2(:,k+1)=info.ImageOrientationPatient(4:6,1);
end
% Este archivo lee todos los cortes de una serie y construye un arreglo
% tridimensional, que denominamos volumen logico y denotamos por
% ValoresImagenes.
% NO OLVIDAR dar el valor adecuado a la variable "prefijo"
% ENTRADA: ninguna, el script se debe correr donde estan los archivos
% MR000000, MR000001, etc.
% SALIDA: el arreglo tridimensional ValoresImagenes
prefijo='';
for k=0:9
ValoresImagenes(:,:,k+1)=dicomread([prefijo 'MR00000' num2str(k) '.dcm']);
end
%
% For k=10 up to 99, there are two digits so have to write 'MR0000'
% num2str(k) instead of 'MR00000' num2str(k)
%
for k=10:length(dir([prefijo '*.dcm']))−1
% dir('*.dcm') lista los archivos .dcm del directorio
% por ejemplo, el directorio SE000000 contiene 20 imagenes en total
ValoresImagenes(:,:,k+1)=dicomread([prefijo 'MR0000' num2str(k) '.dcm']);
end
clear k
Funcio´n principal
%Este archivo realiza la gra´fica de la texturizacio´n de una superficie esfe´rica o
%elipsoidal con el nivel de gris de una resonancia magne´tica del manguito rotador
% apartir cubriendo un conjunto de puntos digitados para la frontera del hu´mero
%(segmentacio´n). La funcio´n utiliza los archivos elaborados por el profesor Marco
%Paluszny:crear Valores Imagenes y crear top left e1 e2, para definir el volu´men
%lo´gico y determinar el plano donde yace cada rodaja.
%
%Carga de puntos digitados para la frontera del hu´mero. Los archivos fueron
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%provistos por Juan Esteban Suarez para la secuencia SE000000.
load('ptos digitados.mat')
%Escalamiento de puntos para la frontera del hu´mero.
SE000000 x=0.293*SE000000 2(1,:);
SE000000 y=0.293*SE000000 2(2,:);
SE000000 z=(1/1.0)*SE000000 2(3,:);
Sg=[SE000000 x' SE000000 y' SE000000 z'];
%Selecciono por inspeccio´n visual la cabeza del hu´mero (lo que quiero ajustar).
Sgh=Sg(601:768,:);
%Computo los para´metros de ajuste de la esfera por mı´nimos cuadrados con la funcio´n
%ellipsoid fit, del autor Yory Petrov disponible en la web:
%http://www.mathworks.com/matlabcentral/fileexchange/24693−ellipsoid−fit.
[Center LSE,Radius LSE]=ellipsoid fit(Sgh,3);
%Leo todos los cortes de la serie y construyo un arreglo tridimensional,
%que denominamos volumen lo´gico y denotamos por ValoresImagenes.
crear Valores Imagenes
% Crea un punto de referencia top left pixel position y dos vectores ortonormales
%que definen el plano en 3D correspondiente a cada rodaja.
crear top left e1 e2
% tt(1) es el taman˜o del eje y, tt(2) del eje x, tt(3) el nu´mero de rodajas.
tt=size(ValoresImagenes);
delta x=info.PixelSpacing(1);
delta y=info.PixelSpacing(2);
delta z=info.SpacingBetweenSlices;
%Se define un sistema coordenado de acuerdo a los taman˜os de pixel y espacios
%entre rodaja.
CoordX=0:delta x:((tt(1)−1) * delta x);CoordY=0:delta y:((tt(2)−1)*delta y);
CoordZ=0:delta z:((tt(3)−1)*delta z);
[CoordX CoordY CoordZ]=meshgrid(CoordX,CoordY,CoordZ);
%Determinar radio alternativo teniendo en cuenta distancia al centro.
tp=size(Sgh);
centers=repmat(Center LSE',tp(1),1);
d=sqrt(sum((Sgh−centers).ˆ2,2));
rmin=min(d);
rmax=max(d);
rmed=mean(d);
%Determino las propiedades graficas del fig por generar.
fig=figure;hold on,
xlabel('x'), ylabel('y'), zlabel('z')
daspect([1 1 1]) % la longitud unitaria es igual en los tres ejes.
daspect('manual')
axis off
view([150 45])
%Compu´to el mapa de color para la figura.
maxGris=double(max(max(max(ValoresImagenes)))); % debe ser double!
map=transpose(repmat((1:maxGris)/maxGris,3,1));
colormap(map)
set(gcf,'renderer','zbuffer')
%Genero n puntos sobre la esfera o elipsoide con la funcio´n SphereRandomC de
%radio a1 y fronteras determinadas por beta2,beta1,alpha2,alpha1.
n=50086;a1=rmed*1.22;beta2=0;beta1=a1;alpha2=0.0;alpha1=1.0;c=Center LSE;
[X1 X2 X3]=SphereRandomC(n,a1,alpha2,alpha1,beta2,beta1,c);
%Con la siguiente instruccio´n podemos rotar la superficie.
theta=−pi/4;
M=[cos(theta),sin(theta),0;−sin(theta),cos(theta),0;0,0,1];
A=[X1−c(1) X2−c(2) X3−c(3)]*M;
X1=A(:,1)+c(1);
X2=A(:,2)+c(2);
X3=A(:,3)+c(3);
%Realizamos interpolacio´n trilineal para calcular el nivel de gris de cada punto.
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tic,Vq = interp3(CoordX,CoordY,CoordZ,double(ValoresImagenes),X1,X2,X3);toc
%triangulacio´n para X1, X2.
tri = delaunay(X1,X2);
%Grafı´co cada luna teniendo en cuenta el nivel de gris calculado.
h = trisurf(tri, X1, X2, X3,double(Vq/maxGris),'EdgeColor','none');
%Esta instruccio´n permite sobreponer a la superficie la rodaja k.
k=10;
[q1 q2]=meshgrid(0:delta x:((tt(1)−1) * delta x),0:delta y:((tt(2)−1) * delta y));
q1=reshape(q1,tt(1)*tt(2),1);
q2=reshape(q2,tt(1)*tt(2),1);
q3=(k*3.3)*ones(tt(1)*tt(2),1);
Vq = interp3(CoordX,CoordY,CoordZ,double(ValoresImagenes),q1,q2,q3);
tri = delaunay(q1,q2);
h = trisurf(tri, q1, q2, q3,double(Vq/maxGris),'EdgeColor','none');
%Grafı´co los puntos digitados.
plot3(Sg(:,1),Sg(:,2),Sg(:,3),'r.'),hold on,daspect([1,1,1]);
 Ejemplo 1 Evaluación directa racional PuntosParcheBernstein.m 
El objetivo es calcular  puntos sobre un parche de Bézier triangular 
definido por el triángulo anterior para las siguientes ternas de 
coordenadas baricéntricas (simultáneamente): 
   (             )        (           ) 
Para tal fin  necesitamos definir tres matrices: una en función de los 
puntos de control(Controles), otra en función de las ternas de 
coordenadas baricéntricas (CoordBari)  y la última en función de los 
pesos en el triángulo (si lo consideramos polinomial es un vector de 
unos): 
 
Controles = 
 
     4     3     3     2     2     2     1     1     3     3 
     0    -2     1    -1    -2    -1    -1    -2    -2     1 
     1    -2     2     0     0     1     0     1     1     0 
 
CoordBari= 
 
    0.25    0.25    0.50 
     0.20    0.50    0.30 
030
01 
021 120
01 
012
01 
111
01 
210
01 
003
01 
102
01 
201
01 
300
01 
Pesos = 
 
     1 
     1 
     1 
     1 
     1 
     1 
     1 
     1 
     1 
     1 
 
  
Posteriormente ejecutamos en matlab  
 
1. PuntosParcheBernstein(Controles,Pesos,CoordBari). 
 
 
Dicha función hace los siguientes cálculos: 
Las constantes básicas: 
s=2,      representa el número de ternas de coordenadas baricéntricas. 
m=10,  número de puntos de control del parche. 
n=3,      grado del parche. 
 
La matriz con los índices (i) para los puntos de control  
indice = 
 
     0     0     1     0     1     2     0     1     2     3 
     3     2     2     1     1     1     0     0     0     0 
     0     1     0     2     1     0     3     2     1     0 
 
La matriz Pg (| indica que se juntan de izquierda a derecha): 
    (u) 0.25    0.25    0.25    0.25    0.25    0.25    0.25    0.25    0.25    0.25| 
     (v) 0.25    0.25    0.25    0.25    0.25    0.25    0.25    0.25    0.25    0.25| 
    (w) 0.50    0.50    0.50    0.50    0.50    0.50    0.50    0.50    0.50    0.50| 
 
   |(u) 0.20    0.20    0.20    0.20    0.20    0.20    0.20    0.20    0.20    0.20 
    |(v) 0.50    0.50    0.50    0.50    0.50    0.50    0.50    0.50    0.50    0.50 
    |(w) 0.30    0.30    0.30    0.30    0.30    0.30    0.30    0.30    0.30    0.30 
U1 
U2 
Esta matriz contiene para cada punto de control su correspondiente 
tripleta u,v y w asociada a cada terna de coordenadas baricéntricas . 
Ig = 
     (i1) 0     0     1     0     1     2     0     1     2     3| 
     (i2) 3     2     2     1     1     1     0     0     0     0| 
     (i3) 0     1     0     2     1     0     3     2     1     0| 
 
     (i1) |0     0     1     0     1     2     0     1     2     3 
     (i2) |3     2     2     1     1     1     0     0     0     0 
     (i3) |0     1     0     2     1     0     3     2     1     0 
 
Esta matriz contiene para cada punto de control su correspondiente 
tripleta i1,i2 y i3 asociada a cada terna de coordenadas 
baricéntricas(utilizando índice). 
En este sentido si realizamos la potencia componente a componente de la 
matriz Pg con la matriz Ig obtendríamos los factores del tipo u^i1, v^i2 
y w^i3 asociado a cada punto de control y para cada terna de coordenadas 
baricéntricas. Si adicionalmente al resultado le calculamos el producto 
por columnas obtenemos para cada punto de control y para cada terna de 
coordenadas baricéntricas los productos u^i1*v^i2 * w^i3  así: 
Potencia = 
   0.0156    0.1250 
    0.0313    0.0750 
    0.0156    0.0500 
    0.0625    0.0450 
    0.0313    0.0300 
    0.0156    0.0200 
    0.1250    0.0270 
    0.0625    0.0180 
    0.0313    0.0120 
    0.0156    0.0080 
 
 
 
U1 
U2 
Los pesos para cada punto de control  asociada a cada terna de 
coordenadas baricéntricas serían en este caso wi : 
Pesosg = 
    1     1 
     1     1 
     1     1 
     1     1 
     1     1 
     1     1 
     1     1 
     1     1 
1 1 
1     1 
 
La combinación para cada punto de control  asociada a cada terna de 
coordenadas baricéntricas serían en este caso nCi : 
 
Combinacionesg = 
 
    1     1 
     3     3 
     3     3 
     3     3 
     6     6 
     3     3 
     1     1 
     3     3 
     3     3 
     1     1 
 
 
Así disponemos de Potencia, Pesosg, Combinacionesg y controles que son 
los elementos necesarios para evaluar directamente un punto sobre el 
parche triangular de Bézier, la traducción algorítmica de la formula es: 
 
 Controles*(Pesosg.*Combinacionesg.*Potencia)… 
 /(repmat(sum(Pesosg.*Combinacionesg.*Potencia),3,1)) 
Este cálculo nos entrega los puntos sobre el parche: 
[X1 X2] = 
    1.9688    2.5880 
   -1.4219   -1.0540 
    0.2500    0.1250 
 Ejemplo 2 Algoritmo de de Casteljau racional PuntosParcheTriang.m 
El objetivo es calcular  puntos sobre un parche de Bézier triangular 
definido por el triángulo anterior para las siguientes ternas de 
coordenadas baricéntricas (simultáneamente): 
   (             )        (           ) 
Para tal fin  necesitamos definir cuatro matrices: una en función de los 
puntos de control (Controles) ,otra en función de las ternas de 
coordenadas baricéntricas (CoordBari) , los pesos asociados a cada punto 
de control (Pesos)  y la última en función de los índices (IndicesTriag) 
que forman cada triángulo en el parche así: 
 
Controles = 
 
    4     3     3     2     2     2     1     1     3     3 
     0    -2     1    -1    -2    -1    -1    -2    -2     1 
     1    -2     2     0     0     1     0     1     1     0 
 
CoordBari = 
 
    0.2500    0.2500    0.5000 
     0.2000    0.5000    0.3000 
1
1 
2
1 
3
1 
4
1 
5
1 
6
1 
7
1 
8
1 
9
1 10 
01 
Pesos =  
0.50   0.50    0.50    0.50    0.50    1.00    1.00    1.00    1.00    1.00 
 
IndicesTriag  = 
 
    3     1     2          
     5     2     4 
     6     3     5 
     8     4     7 
     9     5     8 
    10     6     9 
(Variando las columnas se determina con cual coordenada en la terna es 
ponderado cada punto) 
 
 
 
Posteriormente ejecutamos en matlab  
 
1. [X1 X2 X3] = 
PuntosParcheTriang(Controles,CoordBari,IndicesTriag,Pesos) 
 
Dicha función realiza los siguientes cálculos: 
Las constantes básicas: 
s=2,      representa el número de ternas de coordenadas baricéntricas. 
r=10,  número de puntos de control del parche. 
k=6,      número de triángulos del parche. 
n=3,      grado del parche 
 
Las matrices de básicas entrada en la función TriangDeCasteljauFinal: 
PtosBezierIniciales resulta multiplicar los puntos de control 
(adicionando una columna de unos) por sus pesos asociados, posteriormente 
se repite la matriz de acuerdo al número de coordenadas baricentricas por 
evaluar. 
 
 
 
 
 
 
PtosBezierIniciales = 
 
2.0 1.5 1.5 1.0 1.0 2.0 1.0 1.0 3.0 3.0 
0.0 -1.0 0.5 -0.5 -1.0 -1.0 -1.0 -2.0 -2.0 1.0 
0.5 -1.0 1.0 0.0 0.0 1.0 0.0 1.0 1.0 0.0 
0.5 0.5 0.5 0.5 0.5 1.0 1.0 1.0 1.0 1.0 
2.0 1.5 1.5 1.0 1.0 2.0 1.0 1.0 3.0 3.0 
0.0 -1.0 0.5 -0.5 -1.0 -1.0 -1.0 -2.0 -2.0 1.0 
0.5 -1.0 1.0 0.0 0.0 1.0 0.0 1.0 1.0 0.0 
0.5 0.5 0.5 0.5 0.5 1.0 1.0 1.0 1.0 1.0 
 
 
TCoord(:,:,1) = 
     
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
 
(Primer componente de las ternas) 
TCoord(:,:,2) = 
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 
0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
 (Segundo componente de las ternas) 
 
r veces  
vecesvec
4 veces  
vecesvec
U1 
U2 
TCoord(:,:,3)= 
    
0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 
0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 
0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 
0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 
          
(Tercer componente de las ternas) 
T es un arreglo con cada componente de cada terna de coordenadas 
baricéntricas repetida  como se muestra gráficamente. 
 
 
Con la información disponible  hasta el momento ejecutamos: 
1.1 TriangDeCasteljauFinal(PtosBezierIniciales,... 
    IndicesTriang,TCoord,n,n) 
 
El objetivo de esta instrucción es realizar cada una de las iteraciones 
(hace el papel del ciclo) en el algoritmo de de Casteljau simultáneamente 
para todas las ternas  de coordenadas baricéntricas consideradas, la 
función se basa en la iteración de la función IteracionTriangDeCasteljau. 
 
En la primera iteración se computaría: 
 
 
       1.1.1 B1= IteracionTriangDeCasteljau(PtosBezierIniciales,... 
                      IndicesTriang,TCoord,n,0) 
 
 
1.625 1.125 1.375 1.000 1.500 2.750 
-0.375 -0.750 -0.625 -1.125 -1.750 -1.000 
-0.125 -0.250 0.500 0.250 0.750 0.750 
0.500 0.500 0.625 0.875 0.875 1.000 
1.750 1.250 1.450 1.000 1.400 2.500 
-0.200 -0.850 -0.250 -0.950 -1.500 -0.900 
0.150 -0.500 0.700 0.200 0.500 0.800 
0.500 0.500 0.600 0.750 0.750 1.000 
 
     
      
      
 
      
      
En la segunda iteración se computa: 
       1.1.2 B2= IteracionTriangDeCasteljau(B1,... 
                      IndicesTriang,TCoord,n,1) 
 
 
1,313 1,156 1,781 
-0,625 -1,188 -1,281 
-0,031 0,250 0,688 
0,531 0,781 0,844 
1,540 1,205 1,645 
-0,405 -1,010 -0,755 
0,065 -0,090 0,660 
0,520 0,625 0,725 
 
  
   
En la tercera y última  iteración se obtiene: 
 
       1.1.3 B3= IteracionTriangDeCasteljau(B2,... 
                      IndicesTriang,TCoord,n,2) 
 
 
1,352 
-1,070 
0,289 
0,734 
1,461 
-0,657 
0,138 
0,593 
 
 
Luego reordenando las componentes del vector resultante en una matriz y 
dividiendo por la cuarta componente se obtiene: 
 
 
    1.8404    2.4650 
   -1.4574   -1.1080 
    0.3936    0.2321. 
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