Abstract. We study properties of solitary-wave solutions of three evolution equations arising in the modeling of internal waves. Our experiments indicate that broad classes of initial data resolve i n to solitary waves, but also suggest that solitary waves do not interact exactly, t h us suggesting two of these equations are not integrable. In the course of our numerical simulations, interesting meta-stable quasi-periodic structures have also come to light.
1. Introduction. In this paper, consideration is given to long-crested unidirectional waves at the interface of a two-layer system of incompressible inviscid uids. The top layer is assumed to be in nitely deep, while the heavier bottom layer has a nite depth h. Attention is restricted to waves whose wavelength is large compared to the depth h of the lower layer, and whose amplitude a is small compared to h. Moreover, the two small quantities h and a h are supposed to be of the same order. Let (x y z) connote a standard Cartesian coordinate system with z the vertical direction and z = 0 located at the interface between the two uids in their rest position. In this situation, the Benjamin-Ono equation, u t + u x + uu x ; H u xx = 0 (1.1) was rst proposed by Benjamin 5] a s a n a p p r o ximate model equation for waves on the interface whose primary direction of propagation is that of increasing values of x, which d o n o t v ary signi cantly in the y-direction, and for which the e ects of surface tension, viscosity and molecular di usion may be safely ignored. As mentioned, x is proportional to distance in the direction of propagation, t is proportional to elapsed time and u(x t) is proportional to the vertical deviation of the interface from its rest position at the point x at time t. The operator H is the Hilbert transform applied in the spatial variable. In the derivation of (1.1), when the variables u, x and t are non-dimensional and scaled so that the dependent v ariable and its derivatives are of order one, (1.1) takes the revealing form u t + u x + uu x ; Hu xx = O( 2 ) (1.2) where is of order h = a h and the O( 2 ) connotes terms in the formal approximation which are of quadratic or higher order in . The Benjamin-Ono equation obtains by disregarding all terms of higher order in . It follows in particular that u t + u x = O( ) (1.3) and the small parameter appearing in the equation shows the dispersive term H u xx and the nonlinear term uu x to be corrections of the same order to the basic uni-directional hyperbolic operator u t + u x = 0. Under the assumption that di erentiation does not alter the -order of the dependent variable, (1.3) implies that H u xx + H u xt = O( ) so that H u xx may be replaced by ;H u xt in (1.2) to obtain u t + u x + uu x + Hu xt = O( 2 ):
Again, disregarding terms of higher order and then rescaling, there appears the alternative m o d e l u t + u x + uu x + H u xt = 0 :
(1.4) This equation will be termed the regularized Benjamin-Ono equation. As shown above, it is formally equivalent to the Benjamin-Ono equation. A rigorous comparison made in 2] and 10] b e t ween solutions of (1.1) and (1.4) corresponding to the same, small-amplitude, long-wavelength initial data shows the formal expectations regarding the size of the di erence are met in practice over the long time scales relevant t o s u c h models.
For the situation when surface tension cannot be ignored, Benjamin 6 ] later derived what is now known as the Benjamin equation u t + u x + uu x ; H u xx ; T u xxx = 0 : (1.5) In this equation, T is a constant proportional to the surface tension at the interface.
In the present paper, the primary focus is on the dynamical properties of the solitary-wave solutions of (1.1), (1.4) and (1.5). Following remarks in Section 2 about the mathematical theory for the initial-value problems associated to the evolution equations in view, we study the resolution of an initial wave pro le into solitary waves and the interaction of solitary waves. Our experiments show that all three of these evolution equations feature resolution into solitary waves in much the same way as does the Korteweg-deVries equation. Observe that equation (1.5) is a hybrid between the Korteweg-deVries and the Benjamin-Ono equation. Since both of these appear to constitute in nite-dimensional integrable systems, the question MODELS FOR INTERNAL WAV E S I N D E E P W ATER 3 naturally arises as to whether or not the same is true for the Benjamin equation. Section 3 contains some numerical results which indicate a negative a n s w er to this question. For the regularized Benjamin-Ono equation, previous experience with the the regularized long wave or BBM equation u t + u x + uu x ; u xxt = 0 suggests that (1.4) is not integrable (cf. 9]). The numerical experiments reported here are consistent with this supposition. Finally, we observe a n i n teresting phenomenon, namely what appears to be solutions of the Benjamin equation which a t least over certain time scales consist of two or more leap-frogging solitary waves.
2. Well-Posedness Results. As usual, an initial-value problem
is well-posed in a Banach space X if corresponding to every u 0 2 X, there is a T = T(ku 0 k X ) > 0 and a unique element u 2 C( 0 T ] X ) satisfying u( 0) = u 0 , such that for each t 2 0 T ], A(u) has a suitable sense and the evolution equation is satis ed at least in a weak sense. Here and below, the symbolC( 0 T ] X ) denotes the space of functions which are continuous in time and take v alues in the Banach space X. It is usually also required that the correspondence u 0 7 ;! u becontinuous from X to C( 0 T ] X ). The initial-value problem (2.1) is globally well posed if T can be taken arbitrarily large. Not only are local and global well-posedness results a central theoretical issue for evolution equations, but they also play an important role in obtaining error estimates for numerical approximations of solutions. To describe the situation regarding (1.1), (1.4) and (1.5), we i n troduce some function classes. For 1 p < 1, the space L p = L p (R) is the set of measurable real-valued functions of a real variable whose p th powers are integrable over R. If by a standard limiting procedure. For initial data g 2 H 1 2 , let fg n g 1 n=1 be a sequence of H 1 -functions converging in H 1 2 to g, and let fu n g 1 n=1 be the associated globally de ned solutions whose existence is guaranteed by the last result. Because of (2.7), the sequence fu n g 1 n=1 is bounded in L 1 (0 T H The evolution of a pair of such w aves may be described as follows. At rst, the leading wave is taller than the trailing wave, so it seems that it should outpace the smaller wave and separate. However, just before that happens, the leading wave loses height and speed. This loss is picked up by the trailing wave w h i c h n o w g r o ws taller and faster, thereby gaining upon the leading wave. It comes to a near interaction, but just before the trailing wave begins to pass the leading wave, it in turn looses height and speed and falls behind again. Although not visible in Figure 4 , after this near interaction, It cannot be said with certainty that these orbiting solitary waves represent a dynamically stable state of the system. Indeed, we observed that on occasion one of a group of ve or more orbiting solitary waves separated from the rest after some time. It seems possible that after a long enough time, even the pair of orbiting solitary waves will separate. In fact, we followed the evolution of a pair of bound solitary waves for a long time and observed that the maximum separation of the two, occurring when their amplitudes are identical, increases over time. This strongly suggests that the two leap-frogging solitary waves represent a n i n termediate state of the system which may eventually transform into two separately propagating solitary waves. This point w arrants further numerical and analytical investigation.
Solitary Waves In this report, we u s e a technique favored by Bona and Chen 8] to generate approximate solitary waves utilizing the time-dependent code. The technique can be explained as follows. As observed in the last section, certain initial data evolve into a train of solitary waves. Attention is focused on one of those and the rest are manually deleted from the solution pro le. The stripped pro le is not in fact a s o l i t a r y w ave, and upon evolving further in time it sheds a dispersive t a i l . After the tail separates from the solitary wave, it is deleted, the solitary wave translated to the left and the result used as initial data. This procedure is repeated a number of times, resulting in due course in a very good approximation to a solitary wave. To gain some con dence in the approximate solutions generated by this procedure, a quantitative analysis of their properties is presented in Tables 1 and 2 . These tables feature data related to two a p p r o ximate solutions of (3.5) with 0:3551 and 0:7267, respectively. These waves were used as initial data in our evolution code, integrated over the time interval 0 T ] with T = 30, and several aspects of the results monitored to understand just how close the solutions are to true solitary waves. One question in this direction is how w ell the approximations resemble the exact solitary waves in shape. To understand this, we determine the shape error as follows: integrate the approximate solitary wave to a time T, use a spline interpolation to nd the peak, and translate the pro le back so that the peak is in its original position. Then compare the result with the initial waveform in the L 1 -and the L 2 -norm. As can be seen in Table 1 , the error in shape is on the order of 10 ;3 . For the de nition of the L 2 -and the L 1 -error, see the Appendix. The maximal error in height and energy is about 10 ;5 . This calculation was done on the spatial domain 0 3200] using N = 8 1 9 2 F ourier modes and a time step k = 0 :004. As a reference, we repeated the same calculation with an exact solitary wave for the Benjamin-Ono equation, obtaining similar results. However, choosing the time step and the grid size smaller, it was possible to decrease the error in the Benjamin-Ono situation, whereas for the approximate Benjamin solitary waves, this was not possible. In the latter case, the size of the discrepancy is clearly limited by the error remaining from the generating procedure. Figures 5 and 6 . In each case, the taller wave travels to the right at a higher speed, so it overtakes the smaller wave in due course. Because of the quadratic decay of the tails, it was necessary to situate the solitary waves so that the peaks were far from each other. In the experiments reported here, the peaks were separated by a p p r o ximately 1600. This brought the overlap down to about 10 ;5 . Another di culty is the arti cial periodicity i n t h e n umerical approximation. To minimize this e ect, the experiments were performed on a rather large domain 0 L ] w i t h L = 6 4 0 0 . This was su cient t o h a ve the decaying tail at the endpoints on the order of 10 ;5 and to follow the evolution of the waves without one of them wrapping around and reentering at the other end. The two solitary waves coalesced at about t = 1 1 5 0 .
To prepare for the experiment, we tested the setup by letting a single solitary wave evolve until t = 1200. Since the exact form of solitary waves is known for the regularized Benjamin-Ono equation, it was possible to determine the error in this case (see Table 3 ). A spline interpolation showed that the error in shape is near machine precision. Similarly, for a single solitary wave e v olving to t = 1200, the error in height is near machine precision, even when using a time step as coarse as Tables 1 and 2 , indicating that our approximate solitary waves are close to exact solitary-wave solutions and that the numerical scheme is capable of accurately making long-time integrations.
MODELS FOR INTERNAL WAV E S I N D E E P W ATER
In Figures 8 and 9 some details of the interaction for the regularized BenjaminOno equation are shown. Note the presence of an oscillatory tail trailing behind the smaller wave after the interaction. Although not shown here, this tail is strongest right after the interaction and becomes progressively weaker as it lags behind the smaller wave and spreads out. To c heck the accuracy of the numerical solution in the region of the dispersive t a i l , w e ran calculations with k = 0 :05 and k = 0 :025, and compared the dispersive tail in these approximations with a calculation using k = 0 :0125. The di erence was 1.184e-04 and 3.666e-06, respectively. This is better than the factor of 16 guaranteed by the 4 th -order convergence of the Runge-Kutta time-stepping scheme used for the regularized Benjamin-Ono equation.
In the case of the Benjamin equation, an oscillatory tail also appears after the interaction. Again, the tail lengthens, decays slowly and separates from the solitary waves. To integrate the Benjamin equation, the time step had to be quite a bit smaller. Calculations with k = 0 :008, k = 0 :004 and k = 0 :002 were made, and then compared to a solution obtained using k = 0 :001. In this case, it was observed that the di erence went d o wn by a factor of 4 which is in accordance with the 2 nd -order convergence of our temporal integration method for the Benjamin equation.
As a reference, we also studied the interaction of two solitary-wave solutions of the Benjamin-Ono equation using the same scheme. As expected, the interaction is clean, meaning that no dispersive tail appears after the interaction. The interaction for the Benjamin-Ono equation was also studied by Thome e a n d V asudeva Murthy 19] using a nite-di erence scheme and by Dougalis and Pelloni 16] u s i n g a F ourier spectral method. In both these works, the interaction was found to be elastic. This scheme has local truncation error of order k 2 , so that second-order convergence is expected. This expectation is con rmed by the results described in Table 4 . The norm used to calculate the error is the normalized discrete L 2 -norm
The L 2 -error is then de ned to be E 2 = ku ; Uk N 2 kuk N 2 The L 1 -norm is kuk N 1 = max Table 5 . Benjamin-Ono equation error due to spatial discretization.
problem. Since the dispersive smoothing mechanism is weaker for the BenjaminOno equation, one has to choose more grid points and a smaller time step in this case. However, another advantage of the spectral method is that relatively few grid points are needed to obtain good spatial accuracy, so that we were able to numerically simulate the Benjamin-Ono equation without di culty. Moreover, for smooth solutions the error due to the spatial discretization decreases exponentially. To isolate the error introduced by the spatial discretization, we c hose a very small time step k = 0 :000001 and did some calculations with varying grid size. We s e e exponential convergence in Table 5 until we r u n i n to the error due to the temporal discretization and the algebraic decay o f t h e solution. The calculations shown in Table 5 are for the setup just described, except the size of the domain was doubled.
Since we i n tegrate for a long time, it is important t o k n o w h o w the error grows in time. From Figure 2 , it is apparent that the error for the Benjamin-Ono equation grows less than quadratically with T. As mentioned before, an exact solution of the Benjamin equation is not available. To test the proposed scheme for the Benjamin equation, a calculation with time step k = 0:0001 was made. Several runs with much larger time steps were then made and compared to the simulation with the very ne time step. In this way a n estimate of the temporal convergence rate of the scheme was obtained. The result is shown in Table 6 . The number of modes in Table 6 . Benjamin equation error due to temporal discretization.
The Regularized Benjamin-Ono Equation
To discretize the regularized version of the Benjamin-Ono equation, use is made of the equivalent formulation (2.2). There are no problems with stability as the resulting semidiscrete system is not sti . We therefore use an explicit fourth-order Runge-Kutta scheme for the time-discretization. The Runge-Kutta algorithm has the form U n+1 = U n + k 1 Tables 7 and 8 . In this calculation, the solution was approximated from T = 0 to T = 3:2 a n d the size of the domain was 6400.
In the computations shown in Table 7 , 8192 Fourier modes were used. The 4th-order convergence of the scheme is apparent up to k = 0:025, when the error became dominated by the spatial discretization and the arti cial periodicity. Table   8 displays the spatial convergence rate for a calculation with k = 0:0125. We observe exponential convergence before reaching the limit set by the size of the time step and the arti cial periodicity. Similar results obtain for other solitary waves with heights between 0:5 a n d 6 . For smaller waves, a larger interval has to be used, while for taller waves, the numberofFourier modes needs to be increased.
