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BARRIER-TOP RESONANCES FOR NON GLOBALLY ANALYTIC
POTENTIALS
JEAN-FRANC¸OIS BONY, SETSURO FUJIIE´, THIERRY RAMOND, AND MAHER ZERZERI
Abstract. We give the semiclassical asymptotic of barrier-top resonances for Schro¨dinger
operators on Rn, n ≥ 1, whose potential is C∞ everywhere and analytic at infinity. In the
globally analytic setting, this has already been obtained in [6, 24]. Our proof is based on a
propagation of singularities theorem at a hyperbolic fixed point that we establish here. This
last result refines a theorem of [3], and its proof follows another approach.
1. Introduction
In this paper, we consider mainly Schro¨dinger operators P on L2(Rn), n ≥ 1,
(1.1) P = −h2∆+ V (x),
where V is a real-valued smooth function, which is supposed to be analytic outside of a
compact set and to vanish at infinity. The resonances of P near the real axis are thus well-
defined through the analytic distortion method due to Aguilar and Combes [1] and Hunziker
[17], and we denote Res(P ) their set.
We are interested in resonances of P generated by a unique non-degenerate global maximum
of V . We can suppose that it is at 0 and that
(1.2) V (x) = E0 −
n∑
j=1
λ2j
4
x2j +O(x3),
with E0 > 0 and 0 < λ1 ≤ · · · ≤ λn. In fact, our precise assumption is that the trapped set
at energy E0, that is the set of bounded classical trajectories with energy E0, is {(0, 0)}.
When V is globally analytic, this question has been solved by Sjo¨strand [24] in the general
case of a non-degenerate critical point, and by Briet, Combes and Duclos [6] under a virial
assumption (see also the third author [21] in dimension 1). They have proved that, in any
complex neighborhood of E0 of size h, there is a bijection bh between Res0(P ) and Res(P ),
with bh(z) = z + o(h) and
(1.3) Res0(P ) =
{
E0 − ih
n∑
j=1
λj
(1
2
+ αj
)
; α ∈ Nn
}
,
is what we call the set of pseudo-resonances. They obtained further a full asymptotic expan-
sion for isolated resonances. Then, under the assumption that the λj’s are Z-independent,
Kaidi and Kerdelhue´ [18] have extended this result to disks of size hδ for any δ ∈]0, 1]. Even-
tually, Hitrik, Sjo¨strand and Vu˜ Ngo. c [15] have obtained a similar result in dimension 2 for
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disks of size 1. This kind of resonances appears naturally in the context of general relativity,
in particular for the study of black holes as in Sa´ Barreto and Zworski [23].
In all these works, the potential was supposed to be analytic in a whole neighborhood
of Rn. We obtain here the same kind of result, with the weaker assumption that V is C∞
everywhere and analytic at infinity. Our approach also provides a polynomial estimate for the
cut-off resolvent away from the resonances, and we are able to describe the resonant states.
However, we do not control the multiplicity of the resonances. The precise statements are
given in Section 2.1. Note that, for shape resonances, Lahmar-Benbernou, Martinez and the
second author [10] have already proved that one can relax the analyticity hypothesis in the
work of Helffer and Sjo¨strand [14]. Concerning the study of the scattering amplitude at a
barrier-top, the analyticity of the potential is not necessary (see e.g. [2, 7]).
As a matter of fact, our result about resonances is closely related to the description of
the propagation of singularities in a neighborhood of a hyperbolic fixed point, for energies z
close to the critical energy E0. Indeed we have proved in Section 8 of [5] that the absence of
resonances follows from the uniqueness of the solution to the microlocal Cauchy problem at
the trapped set
(1.4)
{
(P − z)u = v microlocally near the trapped set,
u = u0 microlocally in the region incoming from infinity.
In this paper, we show uniqueness for (1.4) when the energy z is at distance h of Res0(P ). The
corresponding theorem can be found in Section 2.2. In a previous work [3], such a result was
obtained for energies z outside of some exceptional set which was not completely described.
In other words, we prove here that the propagation of singularities results of [3] hold whenever
the energy z is not close to a pseudo-resonance.
The method we use here is quite different and less technical compared with that in [3]. It is
based on commutations with annihilation operators (as for the computation of the spectrum
of the harmonic oscillator) rather than on energy estimates. For the sake of simplicity, let us
explain this approach for P = −h2∆ − x2 in dimension 1. If we denote the annihilation-like
operator A = −ih∂x − x, a direct computation gives
(1.5) A(P − z) = (P − 2ih− z)A.
Consider now a solution u of (1.4) with v = u0 = 0 and z ∈ B(0, Ch) with B(a, r) =
{z; |z − a| < r}. Applying m times (1.5), we get
(1.6) (P − 2mih− z)Amu = Am(P − z)u = O(h∞),
for all m ∈ N. Since the operator P − 2mih− z is invertible for m > C/2, we deduce Amu =
O(h∞) for these values of m. A standard argument of microlocal analysis implies that u is a
Lagrangian distribution associated to Λ+, the characteristic manifold of the pseudodifferential
operator A. A similar idea was used by Hassell, Melrose and Vasy [11, 12] in a different
context. Using that u is a Lagrangian distribution, (1.4) becomes a transport equation on
the symbol of u. Then, if z is away from Res0(P ), we can conclude that u = 0 microlocally
near (0, 0). This approach may be carried out in other contexts, even if only in the case
of a general non-degenerate critical point. Each time, the notion of Lagrangian distribution
associated to Λ+ used above should be replaced by an appropriate class of functions.
For the reader’s convenience, we recall some notations and terminology of microlocal anal-
ysis in Appendix A.
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2. Setting and results
2.1. Asymptotic of barrier-top resonances.
We state here the asymptotic of the barrier-top resonances for non-globally analytic po-
tentials. We consider the semiclassical Schro¨dinger operator P on L2(Rn) given in (1.1) and
we assume that
(H1) V ∈ C∞(Rn;R) extends holomorphically in the sector
S = {x ∈ Cn; |Re x| > C and | Imx| ≤ δ|x|},
for some C, δ > 0. Moreover, V (x)→ 0 as x→∞ in S.
Under this assumption, one can define the distorted operator Pθ of angle θ > 0 small enough.
Its spectrum is discrete in Eθ = {z ∈ C; −2θ < arg z ≤ 0}, and the resonances of P are the
eigenvalues of Pθ in Eθ. They can also be defined as the poles of the meromorphic extension
of (P − z)−1 : L2comp(Rn) → L2loc(Rn) from the upper complex half-plane. We send back the
reader to Section 2 of [5] (and the references given there) for the precise definitions and more
details on the resonances.
We denote p(x, ξ) = ξ2+V (x) the symbol of P . The associated Hamiltonian vector field is
Hp = ∂ξp · ∂x − ∂xp · ∂ξ = 2ξ · ∂x −∇V (x) · ∂ξ.
Integral curves t 7→ exp(tHp)(x, ξ) of Hp are called Hamiltonian or bicharacteristic trajecto-
ries, and p is constant along such curves. We also suppose that
(H2) V has a non-degenerate maximum at x = 0 and
V (x) = E0 −
n∑
j=1
λ2j
4
x2j +O(x3),
with E0 > 0 and 0 < λ1 ≤ · · · ≤ λn.
We define the trapped set at energy E for P as
K(E) =
{
(x, ξ) ∈ p−1(E); t 7→ exp(tHp)(x, ξ) is bounded
}
.
For E > 0, K(E) is compact and stable by the Hamiltonian flow. We finally assume that
(H3) The trapped set at energy E0 is K(E0) = {(0, 0)}.
In particular, x = 0 is the unique global maximum for V . Moreover, there exists a pointed
neighborhood of E0 in which all the energy levels are non trapping.
The previous assumptions imply that (0, 0) is a hyperbolic fixed point for Hp. The sta-
ble/unstable manifold theorem ensures the existence of the incoming Lagrangian manifold
Λ− and the outgoing Lagrangian manifold Λ+ characterized by
Λ± =
{
(x, ξ) ∈ T ∗Rn; exp(tHp)(x, ξ)→ (0, 0) as t→ ∓∞
}
.
They are stable by the Hamiltonian flow and included in p−1(E0). Eventually, there exist two
smooth functions ϕ±, defined in a vicinity of 0, satisfying
(2.1) ϕ±(x) = ±
n∑
j=1
λj
4
x2j +O(x3),
and such that Λ± = Λϕ± = {(x, ξ); ξ = ∇ϕ±(x)} near (0, 0).
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Figure 1. A potential as in Theorem 2.1 and the corresponding resonances.
We recall that Res(P ) is the set of resonances of P , and that Res0(P ) is the set of pseudo-
resonances given in (1.3). For A,B,C subsets of C and δ ≥ 0, we say that dist(A,B) ≤ δ in
C if and only if
∀a ∈ A ∩ C, ∃b ∈ B, |a− b| ≤ δ,
and ∀b ∈ B ∩ C, ∃a ∈ A, |a− b| ≤ δ.
Concerning the barrier-top resonances, our main result is the following.
Theorem 2.1 (Asymptotic of resonances). Assume (H1)–(H3) and let C > 0. In the domain
B(E0, Ch), we have
dist
(
Res(P ),Res0(P )
)
= o(h),
as h goes to 0. Moreover, for all χ ∈ C∞0 (Rn) and ε > 0, there exists M > 0 such that
(2.2)
∥∥χ(P − z)−1χ∥∥ ≤ h−M ,
uniformly for h small enough and z ∈ B(E0, Ch) \ (Res0(P ) +B(0, εh)).
The distribution of the (pseudo-)resonances is illustrated in Figure 1. From Proposition
D.1 of [5], the inequality (2.2) is equivalent to a polynomial estimate of the distorted resolvent,
that is ‖(Pθ − z)−1‖ ≤ h−N with θ = h| lnh|.
The previous theorem provides the asymptotic distribution of resonances as a set, but gives
no bijection between resonances and pseudo-resonances, as it was the case in [6, 21, 24]. In
other words, there may be more than one resonance near each pseudo-resonance (and recip-
rocally). That the multiplicity is unknown comes from our method of proof. Nevertheless,
following the proof of Proposition 4.2 of [3] (see also Section 3 of [4]), one can show that the
number of resonances counted with their multiplicity near each pseudo-resonance is uniformly
bounded. It should also be possible to prove that number of resonances is greater or equal to
the multiplicity of pseudo-resonances as in Proposition 4.6 of [5].
The results of this part are stated for Schro¨dinger operators (1.1) but hold true in more
general settings. What is really needed is that the resonances of the pseudodifferential oper-
ator P = Op(p) can be defined by complex distortion and that the trapped set at energy E0
consists of a hyperbolic fixed point. Indeed, the results used in the proofs (that is Section 5 of
[3] and Theorem 2.4 below) are valid for pseudodifferential operators. In particular, if P has a
subprincipal symbol, say p(x, ξ, h) = p0(x, ξ)+hp1(x, ξ, h), then the set of pseudo-resonances
(1.3) should be replaced by
Res0(P ) =
{
E0 − ih
n∑
j=1
λj
(1
2
+ αj
)
+ hp1(0, 0, h); α ∈ Nn
}
.
Note that the “black box” framework of Sjo¨strand and Zworski [25] allows to define the
resonances for a large class of operators.
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Theorem 2.1 provides the asymptotic of the resonances modulo o(h). Under certain cir-
cumstances, it is possible to prove that they have an asymptotic expansion in powers of h.
In this direction, we state the following result which is similar to Proposition 0.3 of Sjo¨strand
[24].
Proposition 2.2 (Asymptotic modulo O(h∞)). In the setting of Theorem 2.1, let α ∈ Nn be
such that the corresponding element z0(h) = E0 − ih
∑
j λj(αj + 1/2) of Res0(P ) is simple.
Then, there exist δ > 0 and z∞(h) satisfying z∞(h) ≃ E0+E1h+E2h2+ · · · as an asymptotic
expansion with E1 = −i
∑
j λj(αj + 1/2) and
dist
(
Res(P ), {z∞(h)}
)
= O(h∞),
in B(z∞(h), δh). Moreover, for all N > 0 and χ ∈ C∞0 (Rn), there exists M > 0 such that∥∥χ(P − z)−1χ∥∥ ≤ h−M ,
uniformly for h small enough and z ∈ B(z∞(h), δh) \B(z∞(h), hN ).
Here, we say that z0(h) is simple when there is a unique α ∈ Nn such that z0(h) =
E0− ih
∑
j λj(αj+1/2). Note that the asymptotic expansion of z∞(h) is only known through
an implicit relation (see (4.24)).
As a byproduct of the proof of Theorem 2.1, we obtain the asymptotic of the resonant
states. Recall that, for z ∈ Eθ ∩ Res(P ) and u ∈ H2(Rn), we say that u is a resonant state
of P associated to the resonance z if and only if (Pθ − z)u = 0. We send back the reader to
Section 7 of [5] and the references given there for more details.
Proposition 2.3 (Description of the resonant states). In the setting of Theorem 2.1, we fix
θ = h| ln h|. Let u = u(h) be a family of normalized resonant states associated to a resonance
z = z(h) ∈ B(E0, Ch). Then, there exists a ∈ S(h−M ) with M ∈ R such that
u(x, h) = a(x, h)eiϕ+(x)/h microlocally near (0, 0).
Moreover, the symbol a satisfies near 0 the transport equation
(2.3) 2∇ϕ+(x) · ∇a(x, h) +
(
∆ϕ+(x)− iz −E0
h
)
a(x, h) − ih∆a(x, h) ∈ S(h∞).
One can also show that a is not O(h∞) near 0. For simple pseudo-resonances, the transport
equation (2.3) can be used to prove that a has an asymptotic expansion in powers of h whose
leading term has an explicit behavior at 0. Proposition 2.3 is a consequence of Lemma 3.4
and (3.33) in the Schro¨dinger case (see (4.18)). For globally analytic potentials and simple
pseudo-resonances, the generalized spectral projection (and then the resonant states) has
already been described (see Theorem 4.1 of [4]).
The proof of the above results can be found in Section 4. It mainly rests on the propagation
of singularities at the hyperbolic fixed point given in the next part and on the construction
of test functions made in [4].
2.2. Propagation of singularities at barrier-top.
In this part, we give a result on the propagation of semiclassical singularities through a
hyperbolic fixed point. We generalize slightly the setting of Section 2.1 and work microlocally
near (0,
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(0, 0)
VU
Sε−
Λ−
Ω
Figure 2. The geometric setting of Theorem 2.4.
(H4) Let P = Op(p) on L2(Rn) with
p(x, ξ, h) = p0(x, ξ) + hp1(x, ξ, h),
p, p0, p1 ∈ S(1) and p0 real-valued.
As in (H2), we assume that
(H5) Up to a symplectic change of variables, we have
p0(x, ξ) = ξ
2 −
n∑
j=1
λ2j
4
x2j +O
(
(x, ξ)3
)
,
in a neighborhood of (0, 0), with 0 < λ1 ≤ · · · ≤ λn.
In that case, the exceptional set Γ0(h) is defined by
(2.4) Γ0(h) =
{
− ih
n∑
j=1
λj
(1
2
+ αj
)
+ hp1(0, 0, h); α ∈ Nn
}
,
Theorem 2.4 (Propagation of singularities). Assume (H4) and (H5). Let Ω ⊂ T ∗Rn be a
neighborhood of (0, 0) and Sε− = {(x, ξ) ∈ Λ−; |x| = ε} ⊂ Ω, with ε > 0 sufficiently small.
Let also C, δ > 0 and U be a neighborhood of Sε−. There exists a neighborhood V of (0, 0)
such that, for all u ∈ L2(Rn) satisfying ‖u‖L2 ≤ 1 and
(2.5)
{
(P − z)u = 0 microlocally near Ω,
u = 0 microlocally near U,
with z ∈ B(0, Ch) and dist(z,Γ0(h)) ≥ δh, then u = 0 microlocally near V .
In the previous result, u = u(h) and z = z(h) do not need to be defined for all positive
h small enough, but only on a sequence of positive h’s converging to 0. The different sets
appearing in Theorem 2.4 are illustrated in Figure 2.
We have already obtained a similar result in a previous paper. More precisely, Theorem
2.1 of [3] shows the uniqueness of the microlocal Cauchy problem (2.5) when the spectral
parameter z ∈ B(0, Ch) satisfies dist(z,Γ(h)) > hN for any N > 0. The discrete set Γ(h)
was not explicitly given but verifies some properties. Thus, the present Theorem 2.4 says
that, roughly speaking, Γ(h) = Γ0(h) modulo o(h). In particular, Γ(h) can be replaced by
Γ0(h) in all the statements of [5]. We assume here that z is at distance δh from Γ0(h) and
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U
ψ2
ψ4
ψ1
ψ3
ψ5
ψ6
A0
R
2n supp g
Ω1
A+
A−
Λ−
Ω0
Figure 3. The geometric setting and the different functions of Section 3.
not hN since Γ0(h) is an approximation modulo o(h) of the true exceptional set. One could
probably replace δh by h1+ν with 0 < ν ≪ 1 (and hN for any N > 0 in a framework similar
to Proposition 2.2).
A self-contained demonstration of Theorem 2.4, summarized at the end of the introduction,
is given in Section 3. Using annihilation operators, it does not follow the one of Theorem 2.1
of [3]. We could also have proved this result from Theorem 2.1.
3. Proof of the propagation of singularities
The beginning of the proof is similar to [3, Section 3]. Let Ω be a neighborhood of (0, 0).
For ε > 0 small enough and U a neighborhood of Sε−, one can find Ω1 ⊂ Ω0 ⊂ Ω close to
(0, 0) as in Figure 3 with
Ω0 \ Ω1 = A− ∪A0 ∪A+,
satisfying the following properties. First Ω0,A−,A0,A+ are open sets and Ω1 is a closed set.
Then, A− ⊂ U and A0 is geometrically controlled by A−. It means that any point ρ ∈ A0 can
be written as exp(tHp0)(ρ−) for some ρ− ∈ A− and some t ≥ 0 with exp(sHp0)(ρ−) ∈ Ω0 for
all s ∈ [0, t]. Eventually, A+ is close to Λ+. Note that the A• are not disjoint. The existence
of such a framework is guaranteed by the Hartman–Grobman theorem (see [20, Page 120]).
Let ψ1, ψ2 ∈ C∞0 (R2n; [0, 1]) be supported near Ω0 and satisfy 1Ω0 ≺ ψ1 ≺ ψ2. Here, f ≺ g
means that g = 1 near the support of f . As explained in [13, Lemma 2.1] or [5, (12.104)–
(12.105)], there exists a local symplectic diffeomorphism (x, ξ) 7→ (y, η) such that, in these
new variables, the principal symbol p0 can be written
p0(y, η) = B(y, η)y · η,
near (0, 0). Here, B is an n × n smooth matrix-valued function with B(0, 0) = diag(λj). In
particular, the outgoing manifold writes Λ+ = {(y, 0); y ∈ Rn}. We can suppose that A+
is sufficiently close to Λ+, so that the set πy(A+) = {y; (y, η) ∈ A+ for some η} avoids a
neighborhood of 0. We then consider χ2 ∈ C∞0 (R; [0, 1]) such that χ2 = 0 near 0, χ2(y2) = 1
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for all y ∈ πy(A+) and χ′2(y2) ≥ 0 for all y ∈ πy(suppψ2). We define
(3.1) g(x, ξ) = y2χ2(y
2)ψ2(x, ξ) ∈ C∞0 (R2n).
Roughly speaking, g is an escape function in the outgoing region (see (3.3)). Compared to
the proofs trying to make the operator elliptic (see e.g. [3, Section 4]), this function plays a
slightly different role here (see (3.24)). In particular, we do not need an escape function in
the incoming region, nor near 0. This explains why we can take g = 0 in these regions.
By construction, there exists a constant c > 0 such that
(3.2) ∀ρ ∈ A+, g(ρ) ≥ c.
Moreover, a direct computation gives
{p0, g} = {By · η, y2χ2(y2)}
=
(
By + (∂ηB)y · η
) · (2yχ2(y2) + 2yy2χ′2(y2))
= χ2(y
2)
(
2By · y +O(ηy2))+ y2χ′2(y2)(2By · y +O(ηy2)),
on the support of ψ1. Recall that χ
′
2(y
2) ≥ 0 for (y, η) on this set. Thus, if the previous
objects have been constructed with support sufficiently close to (0, 0), we have
(3.3) {p0, g} ≥ 0,
on the support of ψ1.
For all t > 0 fixed, there exists C > 0 such that e±t| lnh|g ∈ S(h−C). From the semiclassical
pseudodifferential calculus, we get
Op(e−t| lnh|g)Op(et| lnh|g) = Op
(
1 +
h
2i
t2| ln h|2{−g, g} + S(h2| lnh|4))
= 1 + Ψ
(
h2| lnh|4).
Using a similar equation for Op(et| lnh|g)Op(e−t| lnh|g) and the Beals lemma (see [8, Section
8]), we deduce that Op(e−t| lnh|g) is invertible for h small enough and
(3.4) Op(e−t| lnh|g)−1 = Op(et| lnh|g)
(
1 + Ψ(h3/2)
)
.
We define the operator
(3.5) Q = Op(e−t| lnh|g)P Op(e−t| lnh|g)−1 − i
√
hOp(1− ψ1).
From the previous discussion, it is well-defined and bounded for h small enough. As in [3,
(4.12)–(4.17)], the symbolic calculus in S(1) gives
Op(e−t| lnh|g)P Op(et| lnh|g) = P − ith| ln h|Op({p0, g}) + Ψ(h3/2).
Then, (3.4) implies
(3.6) Q = P − ith| ln h|Op({p0, g}) − i
√
hOp(1− ψ1) + Ψ(h3/2).
For j = 1, . . . , n, we define the annihilation operator
(3.7) Aj = Op(aj) = Op
((
ξj − ∂xjϕ+(x)
)
ψ3(x, ξ)
)
,
where ψ3 ∈ C∞0 (R2n; [0, 1]) satisfies 1Ω0 ≺ ψ3 ≺ ψ1.
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Lemma 3.1. For any finite sequence α = (α1, . . . , α|α|) of elements in {1, . . . , n} and of
length |α|, we have
AαQ = (Q− ihα(λ))Aα +
∑
|β|=|α|
hRα,βA
β + hM +
∑
|γ|<|α|
Ψ
(
h|α|−|γ|+1| lnh|)Aγ ,
where Aα = Aα1 · · ·Aα|α| and α(λ) = λα1 + · · · + λα|α| . Eventually, Rα,β (resp. M) is an
operator in Ψ(1) whose symbol vanishes at (0, 0) (resp. is supported inside the support of
∇ψ3(x, ξ)).
Proof. From (2.1), the change of variables
(x, ξ) 7−→ (y = ξ −∇ϕ−(x), η = ξ −∇ϕ+(x)),
is a local diffeomorphism near (0, 0) (not necessarily symplectic). Since p0 vanishes on Λ±,
we have p0(y, 0) = p0(0, η) = 0 for all y, η in this new system of coordinates. In particular,
∂yp0(y, 0) = ∂ηp0(0, η) = 0. Then, applying two times the Taylor formula yields p0(y, η) =
B(y, η)y · η for some n × n smooth matrix-valued function B. Coming back to the original
variables, we have
(3.8) p0(x, ξ) = B(x, ξ)
(
ξ −∇ϕ−(x)
) · (ξ −∇ϕ+(x)).
Eventually, (H5) and (2.1) imply B(0, 0) = Id.
Combining (3.6), (3.7) and ψ3 ≺ ψ1, we deduce
AjQ = QAj + [Aj , Q]
= QAj + [Aj , P ]− ith| ln h|
[
Aj ,Op({p0, g})
]
+Ψ(h5/2)
= QAj +
[
Op
(
(ξj − ∂xjϕ+)ψ3
)
,Op(p0)
]
+Ψ
(
h2| lnh|)
= QAj + ihOp
({
p0, (ξj − ∂xjϕ+)ψ3
})
+Ψ
(
h2| lnh|).(3.9)
Moreover, (3.8) and a direct computation show that{
p0, (ξj − ∂xjϕ+)ψ3
}
=
{
B(ξ −∇ϕ−) · (ξ −∇ϕ+), (ξj − ∂xjϕ+)ψ3
}
=
{
B(ξ −∇ϕ−) · (ξ −∇ϕ+), ξj − ∂xjϕ+
}
ψ3
+
{
B(ξ −∇ϕ−) · (ξ −∇ϕ+), ψ3
}
(ξj − ∂xjϕ+)
=
∑
k
{
B(ξ −∇ϕ−), ξj − ∂xjϕ+
}
k
(ξk − ∂xkϕ+)ψ3 +m
=
∑
k,ℓ
Bk,ℓ
{
ξℓ − ∂xℓϕ−, ξj − ∂xjϕ+
}
ak
+
∑
k,ℓ
{
Bk,ℓ, ξj − ∂xjϕ+
}
(ξℓ − ∂xℓϕ−)ak +m
= − λjaj +
∑
k
rak +m,
since {ξk − ∂xkϕ+, ξj − ∂xjϕ+} = ∂2xj ,xkϕ+ − ∂2xk,xjϕ+ = 0, Bk,ℓ = δk,ℓ + r and{
ξℓ − ∂xℓϕ−, ξj − ∂xjϕ+
}
= −λjδj,ℓ + r,
from (2.1). In the previous equations and in the following, r(x, ξ) (resp. m(x, ξ)) denotes
a symbol in S(1) with r(x, ξ) = O(x, ξ) (resp. supported inside the support of ∇ψ3(x, ξ))
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changing from occurrence to occurrence. Then, (3.9) becomes
(3.10) AjQ = (Q− iλjh)Aj +
∑
k
hRAk + hM +Ψ
(
h2| lnh|),
where R = Op(r) and M = Op(m). Applying two times this formula, we get
Aj1Aj2Q = Aj1(Q− iλj2h)Aj2 +
∑
k
hAj1RAk + hAj1M +Aj1Ψ
(
h2| lnh|)
=
(
Q− i(λj1 + λj2)h
)
Aj1Aj2 +
∑
k
hRAkAj2 + hMAj2 +Ψ
(
h2| ln h|)Aj2
+
∑
k
hRAj1Ak +
∑
k
Ψ(h2)Ak + hM +Ψ
(
h2| lnh|)Aj1 +Ψ(h3| lnh|)
=
(
Q− i(λj1 + λj2)h
)
Aj1Aj2 +
∑
k1,k2
hRAk1Ak2
+ hM +
∑
k1
Ψ
(
h2| lnh|)Ak1 +Ψ(h3| lnh|).
Iterating this process, we obtain the lemma. 
For d ∈ N∗, let Qd be the nd×nd matrix of operators whose coefficient (α, β), with α, β of
length d, given by
(3.11) Qdα,β = (Q− ihα(λ))δα,β + hRα,β .
In particular, Qd ∈ Ψ(1). For d large enough, it verifies the following resolvent estimate.
Proposition 3.2. Let C > 0 and d > (C + 3 + Im p1(0, 0))/λ1. For h small enough and
z ∈ B(0, Ch), the operator Qd − z is invertible and∥∥(Qd − z)−1∥∥ . h−1.
Proof. Let
(3.12) g˜(x, ξ) = x · ξψ4(x, ξ),
with ψ4 ∈ C∞0 (R2n; [0, 1]) with ψ1 ≺ ψ4. Then, we have
{p0, g˜} = {p0, x · ξ}ψ4(x, ξ) + {p0, ψ4(x, ξ)}x · ξ
=
(
2ξ2 +
n∑
j=1
λ2j
2
x2j +O
(
(x, ξ)3
))
ψ4(x, ξ) + ϕ4(x, ξ),
with ϕ4 ∈ C∞0 (R2n) supported inside supp∇ψ4. In particular,
(3.13) {p0, g˜} ≥ µ(ξ2 + x2)ψ4 + ϕ4,
for some µ > 0 if suppψ4 is sufficiently close to (0, 0).
For z ∈ B(0, Ch) and s > 0, we define
(3.14) Q˜ =
(
Op(e−sg˜)⊗ Id) ◦ (Qd − z) ◦ (Op(esg˜)⊗ Id).
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From (3.6), (3.11) and e±sg˜ ∈ S(1), the pseudodifferential calculus gives
Q˜α,β = Op(e
−sg˜)
(
(Q− ihα(λ) − z)δα,β + hRα,β
)
Op(esg˜)
= (Q− ihα(λ) − z)δα,β + hRα,β +Op(e−sg˜)
[
Op(p0),Op(e
sg˜)
]
δα,β +Ψ(h
3/2)
= (Q− ihα(λ) − z)δα,β + hRα,β − ihOp(e−sg˜)Op
({p0, esg˜})δα,β +Ψ(h3/2)
= (Q− ihα(λ) − z)δα,β + hRα,β − ishOp({p0, g˜})δα,β +Ψ(h3/2).
since
(3.15) Op(e−sg˜)Op(esg˜) = 1 +
h
2i
Op
({e−sg˜, esg˜})+Ψ(h2) = 1 + Ψ(h2).
Taking the imaginary part of the previous equation, (3.6) yields
− Im Q˜ = −Q˜+ Q˜
∗
2i
= diag
(− hOp(Im p1) + th| ln h|Op({p0, g}) +√hOp(1− ψ1)
+ shOp({p0, g˜}) + hα(λ) + Im z
)
+ hR+Ψ(h3/2)
≥ diag (− h Im p1(0, 0) + th| ln h|Op({p0, g}) +√hOp(1− ψ1)
+ shOp({p0, g˜}) + hλ1d+ Im z
)
+ hR +Ψ(h3/2).(3.16)
Note that − Im Q˜ ∈ Ψ(h1/2). From (3.3), (3.13), ϕ4 ≺ 1− ψ1, that the symbol of R vanishes
at (0, 0) and the assumptions of Proposition 3.2, its symbol satisfies
− Im q˜(x, ξ) ≥

√
h−Os(h| ln h|) for x /∈ suppψ1,
sµν2h−O(h)−Os(h3/2) for x ∈ suppψ1 \B(0, ν),
3h−O(νh)−Os(h3/2) for x ∈ B(0, ν),
as an nd × nd matrix, uniformly for ν > 0 sufficiently small. In the previous equation, Os(1)
denotes a function which is bounded by a constant which may depend on the parameter s.
Taking ν > 0 small enough and then s large enough, we obtain in the sense of nd×nd matrices
(3.17) − Im q˜(x, ξ) ≥ 2h,
for all (x, ξ) ∈ R2n and h small enough. Therefore, G˚arding’s inequality implies
− Im Q˜ ≥ 2h−O(h3/2).
In other words, ∥∥Q˜u∥∥‖u‖ ≥ − Im (Q˜u, u) ≥ (2h−O(h3/2))‖u‖2 ≥ h‖u‖2,
for all u ∈ L2(Rn) and h small enough. Thus, ‖Q˜u‖ ≥ h‖u‖. Since the adjoint of Q˜ satisfies
a similar estimate, Q˜ is invertible and
(3.18)
∥∥Q˜−1∥∥ ≤ h−1.
Finally, using e±sg˜ ∈ S(1) and (3.15), Caldero´n–Vaillancourt’s theorem shows that the
operators Op(e±sg˜) are invertible with uniformly bounded inverse for h small enough. Com-
bining with (3.14) and (3.18), the proposition follows. 
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Let u be a function in L2(Rn) satisfying the assumptions of Theorem 2.4. We define
(3.19) v = Op(e−t| lnh|g)Op(ψ5)u,
with ψ5 ∈ C∞0 (R2n; [0, 1]) such that 1Ω1 ≺ ψ5 ≺ 1Ω0 . In particular, the derivatives of ψ5 are
supported inside Ω0 \ Ω1. The function v ∈ S(Rn) satisfies the following estimates.
Lemma 3.3. Let d0 = [(C + 3 + Im p1(0, 0))/λ1 ] + 1 ∈ N and t > 0. We have
(3.20) ‖Aαv‖L2(Rn) = O
(
h|α|−d0 | lnh||α|−d0),
for all finite sequences α satisfying 0 ≤ |α| ≤ ct+ d0 − 1.
Proof. For the first values of |α|, we use A• ∈ Ψ(1), ‖u‖ ≤ 1 and e−t| lnh|g ∈ S(h−1/2) since
g ≥ 0 (see (3.1)). Combining with (3.19), it implies
(3.21) Aαv = AαOp(e−t| lnh|g)Op(ψ5)u = O(h−1/2) = O
(
h|α|−d0 | lnh||α|−d0),
for all finite sequence α with |α| < d0.
The proof for the larger values of |α| rests on the propagation equation on u. Using that
the supports of 1− ψ1 and ψ5 are disjoint, (3.5) gives
(Q− z)v = Op(e−t| lnh|g)(P − z)Op(ψ5)u+O(h∞)
= Op(e−t| lnh|g)Op(ψ5)(P − z)u+Op(e−t| lnh|g)
[
P,Op(ψ5)
]
u+O(h∞)
= Op(e−t| lnh|g)
(
Op(ψA−) + Op(ψA0) + Op(ψA+)
)
u+O(h∞),(3.22)
since (P − z)u = 0 microlocally near suppψ5. In the previous expression, ψA• ∈ S(h) is
supported inside A•. By assumption, u = 0 microlocally near A−. Since A0 is geometrically
controlled by A−, the standard propagation of singularities implies that u = 0 microlocally
near A0. In particular,
(3.23) Op(ψA−)u = O(h∞) and Op(ψA0)u = O(h∞).
For the remainder term of (3.22), we write
Op(e−t| lnh|g)Op(ψA+) = Op(e
−t| lnh|gϕA+)Op(ψA+) +O(h∞),
where ϕA+ ∈ C∞0 (A+; [0, 1]) is any function such that ψA+ ≺ ϕA+ . On the other hand, (3.2)
shows that e−t| lnh|gϕA+ ∈ S(hct−1) and then
(3.24) Op(e−t| lnh|g)Op(ψA+)u = O(hct).
Thus, (3.22) together with (3.23) and (3.24) gives
(3.25) (Q− z)v = O(hct).
Moreover, since ψ5 = 0 near the support of the symbol m of M , we have Mv = O(h∞).
Then, Lemma 3.1, (3.11), (3.25) and A• ∈ Ψ(1) lead to
(Qd − z)(Aαv)|α|=d =
∑
|γ|<d
Ψ
(
hd−|γ|+1| ln h|)Aγv +O(hct),
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for all d ∈ N where (Aαv)|α|=d is an nd vector of L2(Rn). From Proposition 3.2, we get
Aαv =
∑
|γ|<|α|
O(h|α|−|γ|| ln h|)Aγv +O(hct−1)
=
∑
|γ|<|α|
O(h|α|−|γ|| ln h||α|−|γ|)Aγv +O(hct−1),(3.26)
for all α with |α| ≥ d0. We now prove the required result by induction over |α|. Assume that
(3.20) holds true for all sequences α with |α| < d and d0 ≤ d ≤ ct+ d0 − 1. Then, (3.26) and
the induction hypothesis imply
Aαv =
∑
|γ|<|α|
O(h|α|−|γ|| lnh||α|−|γ|)O(h|γ|−d0 | lnh||γ|−d0)+O(hct−1)
= O(h|α|−d0 | ln h||α|−d0)+O(hct−1) = O(h|α|−d0 | ln h||α|−d0),
for all α of length d. For the last equality, we have used ct − 1 ≥ d − d0 ≥ 0. Thus, (3.20)
holds true for all sequences α with |α| ≤ d, and the lemma follows by induction. 
Let ψ6 ∈ C∞0 (R2n; [0, 1]) be a cut-off function with 1(0,0) ≺ ψ6 ≺ ψ5 and ψ6 = 0 near
the support of g. We also consider a base space cut-off function χ6 ∈ C∞0 (Rn; [0, 1]) with
10 ≺ χ6 ≺ 1πx(Λ+∩suppψ6). We then define
(3.27) w = χ6Op(ψ6)u.
It is important to note that w is independent of t, contrarily to v. The localization properties
of ψ6 and (3.19) give
w = χ6Op(ψ6)Op(ψ5)u+O(h∞)
= χ6Op(ψ6)Op(e
−t| lnh|g)Op(ψ5)u+O(h∞)
= χ6Op(ψ6)v +O(h∞).
Commuting the A•’s appearing in A
α with χ6Op(ψ6), we get
Aαw = Aαχ6Op(ψ6)v +O(h∞)
= χ6Op(ψ6)A
αv +
∑
|β|<|α|
O(h|α|−|β|)Aβv +O(h∞).(3.28)
Thus, Lemma 3.3 gives Aαw = O(h|α|−d0 | ln h||α|−d0) for all 0 ≤ |α| ≤ ct+ d0 − 1. Since w is
independent of t, this parameter can be taken as large as we want. Then, we have
(3.29) Aαw = O(h|α|−d0−1),
for all finite sequence α. It implies
Lemma 3.4. There exists a(x, h) ∈ S(h−d0−1) supported inside suppχ6 such that
w(x, h) = a(x, h)eiϕ+(x)/h.
This result follows from the standard characterization of the Lagrangian distributions in
terms of pseudodifferential operators with symbol vanishing on the corresponding Lagrangian
manifold (see e.g. Ho¨rmander [16, Proposition 25.1.5]). For the sake of completeness, we give
the details in the present semiclassical setting.
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Proof. We define a = e−iϕ+/hw. From (3.27), this C∞ function is supported inside suppχ6.
For a finite sequence α = (α1, . . . , α|α|) of elements in {1, . . . , n}, we set Dα = Dxα1 · · ·Dxα|α|
and we have
Dαa = Dxα1 · · ·Dxα|α|e
−iϕ+/hw
= h−|α|e−iϕ+/h
(
hDxα1 − ∂xα1ϕ+
) · · · (hDxα|α| − ∂xα|α|ϕ+)w.
Since ψ6 ≺ ψ3, (3.7) yields
Dαa = h−|α|e−iϕ+/hAα1 · · ·Aα|α|w +O(h∞) = h−|α|e−iϕ+/hAαw +O(h∞).
Thus, (3.29) implies ‖Dαa‖L2(Rn) = O(h−d0−1). In other words, we have
(3.30) ‖a‖Hs(Rn) = O(h−d0−1),
for all s ∈ R. The usual Sobolev embeddings give ‖a‖Ck(Rn) = O(h−d0−1) for all k ∈ N. Then,
a ∈ S(h−d0−1) and the lemma follows. 
We now prove that a(x, h) = O(h∞) near 0. The first step is to demonstrate that the germ
of a at 0 is small. For that, we define on Rn the vector field
H+p0 = ∂ξp0(x,∇ϕ+(x)) · ∂x.
It corresponds to the restriction of the Hamiltonian vector field to Λ+. Then, (x(t), ξ(t)) is a
Hamiltonian trajectory if and only if x(t) is an integral curve of H+p0 and ξ(t) = ∇ϕ+(x(t)).
We also define
(3.31) x+(t, x) = exp(tH+p0)(x),
the associated flow of H+p0 . In particular, there exists c0 > 0 such that
(3.32) |x+(t, x)| ≤ e−c0|t||x|,
for all t ≤ 0 and x small enough. Let W1,W2, . . . and W∞ be open subsets of Rn such that
0 ∈W∞ ⋐ · · · ⋐W2 ⋐W1 ⋐ ◦suppχ6,
and such that x ∈Wj, t ≤ 0 imply x+(t, x) ∈Wj . The construction of such sets follows from
the Hartman–Grobman theorem.
By assumption, we have (P − z)u = 0 microlocally near Ω. Moreover, (3.27) implies that
w = u microlocally near each point of the interior of (χ6ψ6)
−1(1). Then, the rules of calculus
for a pseudodifferential operator applied to a Lagrangian distribution give
∂ξp0(x,∇ϕ+(x)) · ∇a(x, h)
+
(1
2
divx
(
∂ξp0(x,∇ϕ+(x))
)
+ ip1(x,∇ϕ+(x))− i z
h
)
a(x, h) ∈ S(h−d0),(3.33)
for x ∈ W1. We refer to Theorem 25.2.4 and (25.2.11) of Ho¨rmander [16] in the classical
case, the semiclassical one being a straightforward generalization. From (H5) and (2.1), this
equation can be written
(3.34)
(
Lx+F (x2)
) · ∇a(x, h) + ( n∑
j=1
λj
2
+ ip1(0, 0) − i z
h
+ F (x)
)
a(x, h) ∈ S(h−d0),
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where L = diag(λj) and F (x
m) denotes a smooth function, which is O(xm) near 0, changing
from occurrence to occurrence. After derivation, this equation becomes(
Lx+ F (x2)
) · ∇∂αxa(x, h) + ( n∑
j=1
λj
(1
2
+ αj
)
+ ip1(0, 0) − i z
h
)
∂αx a(x, h)
+
∑
|β|=|α|
F (x)∂βxa(x, h) +
∑
|β|≤|α|−1
F (1)∂βxa(x, h) ∈ S(h−d0).
Taking x = 0 leads to
(3.35)
( n∑
j=1
λj
(1
2
+ αj
)
+ ip1(0, 0) − i z
h
)
∂αxa(0, h) =
∑
|β|≤|α|−1
O(∂βxa(0, h)) +O(h−d0).
Since z is at distance at least δh from Γ0(h) by assumption, a recurrence over |α| gives
Lemma 3.5. For all multi-index α ∈ Nn, we have ∂αx a(0, h) = O(h−d0).
We now show that a is small in W1 seeing (3.33) as a propagation equation. Combining
(3.31) and (3.33), we get
∂ta(x
+(t, x), h) = G(x+(t, x), h)a(x+(t, x), h) +O(h−d0),
where
G(x, h) = −1
2
divx
(
∂ξp0(x,∇ϕ+(x))
) − ip1(x,∇ϕ+(x)) + i z
h
.
It implies
∂t
(
e−
∫ t
0
G(x+(s,x),h)dsa(x+(t, x), h)
)
= O(h−d0)e−
∫ t
0
G(x+(s,x),h) ds,
and then
(3.36) a(x, h) = e−
∫ t
0
G(x+(s,x),h)dsa(x+(t, x), h) +
∫ 0
t
O(h−d0)e−
∫ s
0
G(x+(u,x),h)duds,
for all x ∈ W1 and t ≤ 0. Note that x ∈ W1 and t ≤ 0 ensure that x+(t, x) ∈ W1. Moreover,
there exists C > 0 such that |G(x, h)| ≤ C for all x ∈ W1 and h ∈]0, 1]. Thus, the previous
equation yields
(3.37) |a(x, h)| ≤ eC|t||a(x+(t, x), h)| +O(h−d0)eC|t|,
for all x ∈W1 and t ≤ 0. On the other hand, the Taylor formula, a ∈ S(h−d0−1) and Lemma
3.5 give
a(y, h) = OK(h−d0) +OK(h−d0−1|y|K),
for all K ∈ N and y ∈ W1. Recall that OK(1) designs a function which is bounded by a
constant which may depend on the parameter K. Combining with (3.32) and (3.37), we
deduce
(3.38) |a(x, h)| . OK
(
h−d0−1eC|t|e−c0K|t| + h−d0eC|t|
)
,
for all t ≤ 0 and K ∈ N. Taking
K ≥ 2C
c0
and t =
lnh
2C
,
we obtain |a(x, h)| . h−d0−1/2 for all x ∈ W1. Eventually, the Landau–Kolmogorov inequal-
ities (see e.g. Ditzian [9]) imply a ∈ S(h−d0−1+1/4) in W2. In other words, starting from
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a ∈ S(h−d0−1) in W1, we have just proved that a ∈ S(h−d0−1+1/4) in W2. By iteration, we
deduce a ∈ S(h−d0−1+m/4) in Wm+1. Then,
Lemma 3.6. We have a ∈ S(h∞) in W∞.
Let V be a closed neighborhood of (0, 0) such that πx(V ) ⊂ W∞ and χ6(x)ψ6(x, ξ) = 1
near V . From (3.27) and Lemma 3.4, we have u = aeiϕ+/h microlocally near V . Eventually,
Lemma 3.6 shows that u = 0 microlocally near V . This ends the proof of Theorem 2.4.
4. Proof of the asymptotic of resonances
In order to prove Theorem 2.1, we follow the general strategy to get the spectral asymptotic
explained in Section 1.2 of [5]. First, we show that P has no resonance away from the pseudo-
resonances. Then, we prove that P has a resonance close to each pseudo-resonance.
Lemma 4.1. Let C, ε > 0. For h small enough, P has no resonance in B(E0, Ch)\(Res0(P )+
B(0, εh)). Moreover, there exists N > 0 such that∥∥(Pθ − z)−1∥∥ ≤ h−N ,
uniformly for h small enough and z ∈ B(E0, Ch) \ (Res0(P ) +B(0, εh)).
Proof. From Section 8 of [5], it is enough to show that any polynomially bounded solution u
of the equation {
(P − z)u = 0 microlocally near K(E0),
u = 0 microlocally in the incoming region,
vanishes microlocally nearK(E0). Thus, this lemma is a direct consequence of the propagation
of singularities of Theorem 2.4. 
We now show that there exists at least one resonance near each pseudo-resonance. This
is the aim of the following lemma which, combined with Lemma 4.1, implies Theorem 2.1.
Let (µk)k∈N be the strictly increasing sequence of linear combinations over N of the λj ’s. In
particular, µ0 = 0, µ1 = λ1 and µk → +∞ as k → +∞.
Lemma 4.2. Let ν ∈ {µk; k ∈ N} and ε > 0. For h small enough, P has at least one
resonance in B(zν , εh) with zν = E0 − ihν − ih
∑
λj/2 ∈ Res0(P ).
When ν is simple (i.e. can be written in a unique way as ν =
∑
αjλj), this result is a
direct consequence of the proof of Theorem 4.1 of [4] (see more precisely (4.23) and (4.24) of
this paper). In the general case, we follow the same strategy: we construct a “test function”
v and prove that ∮
∂B(zν ,εh)
(Pθ − z)−1v dz 6= 0,
showing that the resolvent (Pθ − z)−1 can not be analytic near zν . As explained in the
introduction of [5], this approach can be systematized in spectral theory.
Proof. We decompose the proof of Lemma 4.2 into 5 steps. We use some intermediate results
of Section 6 of [2] and of Section 4 and Appendix A of [4].
1st step: construction of a “test curve”. Let
Q = {(αµk )k≥1 ∈ NN
∗
; α · µ = ν} with α · µ =
+∞∑
k=1
αµkµk.
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The set Q is finite and not empty. Thus, we define
(4.1) q0 = max
α∈Q
|α| and Qmax = {α ∈ Q; |α| = q0} 6= ∅,
where |α| = αµ1 + αµ2 + · · · . Note that, if αµk 6= 0 for some α ∈ Qmax, then µk is one of the
λj ’s and can not be decomposed. (i.e. µk = β ·λ implies |β| = 1). We now fix α0 ∈ Qmax such
that α0µ1 6= 0 if it is possible (that is if the set Qmax contains an element α with αµ1 6= 0).
Let Fp be the linearization at (0, 0) of the Hamiltonian vector field Hp, given by
Fp =
(
0 2Id
1
2 diag(λ
2
1, . . . , λ
2
n) 0
)
.
It is diagonalizable and has eigenvalues −λn, . . . ,−λ1, λ1, . . . , λn. We denote by Πλ the spec-
tral projection on the eigenspace of Fp associated to −λ. From Section 3 of Helffer and
Sjo¨strand [13], any Hamiltonian trajectory γ(t) in Λ− verifies
(4.2) γ(t) ≃
+∞∑
k=1
γ−µk(t)e
−µkt with γ−µk(t) =
Mµk∑
m=0
γ−µk,mt
m,
as t → +∞ in the sense of expandible functions. See [13] for the precise definition of ex-
pandible, which roughly speaking means that one can derivate term by term these asymptotic
expansions. Furthermore, Lemma A.1 of [4] shows that, if λj can not be decomposed, we have
Mλj = 0 and γ
−
λj ,0
∈ Ker(Fp + λj). For all λj, we choose γ˜−λj ,0 ∈ Ker(Fp + λj) with
(4.3) γ˜−λj ,0
{
6= 0 if α0λj 6= 0 or λj = λ1,
= 0 otherwise.
From Proposition A.3 of [4], there exists a Hamiltonian trajectory γ(t) = (x(t), ξ(t)) ∈ Λ−
such that
∀λj, Πλj (γ−λj ,0) = γ˜−λj ,0.
2nd step: construction of a “test function”. We apply the WKB construction made in
Section 4.1 of [4]. No change has to be made in the present situation. Then, there exists a
function
u(x, z, h) = b(x, z, h)eiψ(x)/h ,
satisfying the following properties. First, the smooth phase function ψ solves the eikonal
equation |∇ψ|2 + V (x) = E0 and the manifold Λψ = {(x,∇ψ(x))} intersects transversally
Λ− along γ. The symbol b ∈ S(1) is supported near the x-space projection of γ and has an
asymptotic expansion
b(x, z, h) ≃
∞∑
j=0
bj(x, z)h
j ,
uniformly for z ∈ B(zν , 2εh). Furthermore, b and the bj’s are holomorphic for z ∈ B(zν , 2εh).
For some T > 0 large enough, the principal symbol of b at x(T ) is independent of z and
non-zero (i.e. b0(x(T ), z) = b0(x(T )) 6= 0). Eventually, u satisfies
(4.4) (P − z)u = O(h∞),
near x([T,+∞[).
Our test function is defined as
(4.5) v = [P, χ]u,
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where χ ∈ C∞0 (Rn; [0, 1]) with χ = 1 near 0 and suppχ sufficiently close to 0. In particular,
v is holomorphic in B(zν , 2εh). We set
(4.6) w = (Pθ − z)−1v,
for z ∈ R = B(zν , 2εh) \ B(zν , εh/2). From Lemma 4.1, this function is well-defined and
holomorphic in R. Moreover, it satisfies ‖w‖ . h−N uniformly for z ∈ R.
3rd step: representation of w. We first describe w in the incoming region. For ρ ∈ Λ− \
{(0, 0)} sufficiently close to (0, 0), we have
w =
{
u microlocally near ρ if ρ ∈ γ,
0 microlocally near ρ if ρ /∈ γ.
This follows from Remark 4.4 and Lemma 4.5 of our previous work [4].
We now give a representation formula for w near (0, 0). For that, we follow Section 4.3 of
[4] which rests on Section 5 of [3]. Let
σ =
z − E0
h
and σν =
zν − E0
h
,
be the rescaled spectral parameters. Then, Theorem 5.1 of [3] shows that
(4.7) w =
1√
2πh
eiϕ+(x)/heiψ(0)/hA−(x, σ, h) +
1√
2πh
∫ +∞
−1
eiϕ(t,x)/hA+(t, x, σ, h) dt,
microlocally near (0, 0). The symbol A+ is a holomorphic function of σ ∈ B(σν , 2ε) which
decays exponentially in t uniformly with respect to x, σ, h. The constant ψ(0) is defined by
ψ(0) = lim
t→+∞
ψ(x(t)) ∈ R.
The symbol A−(x, σ, h) ∈ S(h−C) is constructed as follows. First, there is an expandible
symbol a(t, x, σ, h) ∈ S(1) of the form
a(t, x, σ, h) ≃
+∞∑
j=0
aj(t, x, σ)h
j ,
where the aj ’s satisfy
aj(t, x, σ) ≃
+∞∑
k=0
aj,µk(t, x, σ)e
−(S+µk)t and aj,µk(t, x, σ) =
Mj,µk∑
ℓ=0
aj,µk,ℓ(x, σ)t
ℓ.
In this expression, S is defined by
S = S(σ) =
n∑
j=1
λj
2
− iσ.
The symbols aj , aj,µk , aj,µk,ℓ are holomorphic for σ ∈ B(σν , 2ε). Finally, a0,0 does not depend
on t, σ and
(4.8) a0,0(0) = |g−λ1 |λ
3
2
1 e
−iπ
4 e−
∫+∞
T
∆ψ(x(s))−(
∑
λj/2−λ1) dsb0(x(T )),
with g−λj = πx(γ
−
λj ,0
). On the other hand, there exists an expandible function
ϕ⋆(t, x) ≃
+∞∑
k=1
ϕµk(t, x)e
−µkt and ϕµk (t, x) =
Nµk∑
ℓ=0
ϕµk ,ℓ(x)t
ℓ.
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With the notations of [3], it is defined by ϕ⋆(t, x) = ϕ(t, x) − (ϕ+(x) + ψ(0)). We consider
the expandible symbol
(4.9) a˜ =
∑
q<Q1
a
q!
( iϕ⋆
h
)q ≃ +∞∑
j=1−Q1
a˜j(t, x, σ)h
j ,
for some Q1 ∈ N fixed large enough,
a˜j(t, x, σ) ≃
+∞∑
k=0
aj,µk(t, x, σ)e
−(S+µk)t and a˜j,µk(t, x, σ) =
M˜j,µk∑
ℓ=0
a˜j,µk,ℓ(x, σ)t
ℓ.
Then, A−(x, σ, h) is a symbol of class S(h
1−Q1), holomorphic with respect to σ ∈ B(σν , 2ε) \
B(σν , ε/2), such that
(4.10) A−(x, σ, h) ≃
+∞∑
j=1−Q1
hj
K1∑
k=0
M˜j,µk∑
ℓ=0
ℓ!
(S + µk)ℓ+1
a˜j,µk,ℓ(x, σ),
for some K1 ∈ N large enough.
In the sequel, we will use some additional informations on the ϕµk ’s. Assume that λj can
not be decomposed (see below (4.1)). Working as in Section 4.3 of [4] and Section 6.1 of [2],
one can show that ϕλj does not depend on t (i.e. Nλj = 0) and that
(4.11) ϕλj (x) = −λjg−λj · x+O(x2).
If g−λj = 0 in addition, then ϕλj = 0.
4th step: integration with respect to z. We now compute the function
(4.12) f(x) =
∮
∂B(zν ,εh)
w(x, z) dz = h
∮
∂B(σν ,ε)
w(x, σ) dσ,
microlocally near (0, 0). Since A+(σ) is holomorphic in B(σν , 2ε), the last term in (4.7) gives
no contribution to f . Thus, this function can be written
(4.13) f(x) =
√
h
2π
eiϕ+(x)/heiψ(0)/h
∮
∂B(σν ,ε)
A−(x, σ, h) dσ,
microlocally near (0, 0). The same way, the terms with µk 6= ν in (4.10) are holomorphic in
B(σν , 2ε) and do not contribute in f(x).
So, f is given by the terms with µk = ν in (4.10). Among these terms, those with the higher
possible power of h−1 come from contributions with q = q0 in (4.9) and a0(t, x, σ) = a0,0(x).
Thus, we consider α ∈ Qmax, that is a multi-index such that α · µ = ν and |α| = q0. If
αµk 6= 0, then µk is one of the λj’s and can not be decomposed. Thus, (4.11) implies that
ϕµk is independent of t. Therefore, the contribution of α in a˜ (see (4.9)) is given by
(4.14)
a0,0(x)
α!
( i
h
)|α|∏
k≥1
(
ϕµk(x)
)αµk .
If α 6= α0, at least one of the ϕµk is null thanks to (4.3) and the line below (4.11). Then,
(4.14) vanishes identically in that case.
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Summing up, (4.10) can be written
(4.15) A−(x, σ, h) ≃
+∞∑
j=0
a−j (x, σ)h
−q0+j +H(x, σ, h),
where the a−j ’s are holomorphic with respect to σ ∈ B(σν , 2ε) \ B(σν , ε/2) and C∞ with
respect to x. Moreover, the function H is holomorphic in σ ∈ B(σν , 2ε). Eventually,
a−0 (x, σ) =
iq0+1
α0!
a0,0(x)
σ − σν
∏
k≥1
(
ϕµk(x)
)α0µk .
Thus, (4.13) and (4.15) yield
(4.16) f(x) ≃ eiϕ+(x)/h
+∞∑
j=0
fj(x)h
1
2
−q0+j,
microlocally near (0, 0) with
(4.17) f0(x) = − i
q0
√
2π
α0!
eiψ(0)/ha0,0(x)
∏
k≥1
(
ϕµk(x)
)α0µk .
5th step: conclusion. The previous paragraph shows that, microlocally near (0, 0), f(x) is
a Lagrangian distribution carried out by Λ+ and of order −q0 + 1/2. Moreover, its principal
symbol f0 does not vanishes identically near 0 thanks to (4.17) together with (4.3), (4.8) and
(4.11). Therefore, f is not the zero function.
Assume now that P has no resonance in B(zν , εh) (and then in B(zν , 2εh)). Since v(z) is
holomorphic in B(zν , 2εh), so would be w(z) from (4.6). Then, (4.12) would become
f(x) =
∮
∂B(zν ,εh)
w(x, z) dz = 0,
and we get a contradiction. This proves that P has at least one resonance in B(zν , εh) and
the lemma follows. 
We end this section by giving the asymptotic modulo O(h∞) of the resonances near simple
pseudo-resonances.
Proof of Proposition 2.2. From Theorem 2.1, we already know that, for δ > 0 small enough,
all the resonances z in B(z0(h), 2δh) satisfy z = z0(h) + o(h) and that there exists at least
one such resonance. Then, to obtain the proposition, it is enough to construct z∞(h) and
to show that, for all N > 0, P has no resonance and a polynomial estimate of its truncated
resolvent in B(z∞(h), δh) \B(z∞(h), hN ) for h small enough.
For that, it is enough to prove the uniqueness of the microlocal Cauchy problem at the
barrier-top (see the proof of Lemma 4.1). This last property is obtained following Section
3. Then, we consider a function u satisfying the assumptions of Theorem 2.4 with z ∈
B(z∞(h), δh) \B(z∞(h), hN ). Applying Lemma 3.4, we deduce that
u(x, h) = a(x, h)eiϕ+(x)/h,
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microlocally near (0, 0) for some a ∈ S(h−µ) with µ ∈ R. By assumption, there exists a
unique α0 ∈ Nn such that
z0(h) = E0 − ih
n∑
j=1
λj
(1
2
+ α0j
)
.
In the sequel, we will also use the notations
σ =
z − E0
h
and σ0 =
z0(h)− E0
h
= −i
n∑
j=1
λj
(1
2
+ α0j
)
.
Since P is a Schro¨dinger operator, the transport equation (3.33) writes
(4.18) 2∇ϕ+(x) · ∇a(x, h) +
(
∆ϕ+(x)− iσ
)
a(x, h) − ih∆a(x, h) ∈ S(h∞),
in the present setting. As in (3.34), this equation can be expressed
(
Lx+ F (x2)
) · ∇a(x, h) + ( n∑
j=1
λj
2
− iσ + F (x)
)
a(x, h)− ih∆a(x, h) ∈ S(h∞).
Applying ∂αx leads to(
Lx+ F (x2)
) · ∇∂αx a(x, h) + ( n∑
j=1
λj
(1
2
+ αj
)
− iσ
)
∂αxa(x, h)
+
∑
|β|=|α|
F (x)∂βxa(x, h) +
∑
|β|≤|α|−1
F (1)∂βxa(x, h) − ih∆∂αx a(x, h) ∈ S(h∞).
Taking x = 0 and using the notation aα = ∂
α
xa(0, h), it becomes
(4.19)
( n∑
j=1
λj
(1
2
+ αj
)
− iσ
)
aα =
∑
|β|≤|α|−1
cβαaβ + h
∑
|β|=|α|+2
dβαaβ +O(h∞),
for some complex numbers cβα, d
β
α independent of h. For α 6= α0, the factor on the left is
invertible and then
∀α 6= α0, aα =
∑
|β|≤|α|−1
G
β
α (σ)aβ + h
∑
|β|=|α|+2
G˜
β
α (σ)aβ +O(h∞),
for some functions G βα , G˜
β
α holomorphic in B(σ0, ν), for some ν > 0, and independent of h.
Then, a recurrence over K ∈ N and then over |α| implies that
(4.20) ∀α 6= α0, aα =
K∑
k=0
hkGα,k(σ)aα0 +O(hK+1−µ),
where the Gα,k’s are as before and Gα,0 = 0 for |α| ≤ |α0| − 1. In particular, the Gα,k’s are
independent of K. Finally, inserting these relations in (4.19) with α = α0 gives
(4.21)
K∑
k=0
hkGk(σ)aα0 = O(hK+1−µ),
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where the Gk’s are as before and
(4.22) G0(σ) =
n∑
j=1
λj
(1
2
+ α0j
)
− iσ = i(σ0 − σ).
Using Borel’s lemma, one can construct a function G (σ, h) holomorphic in σ ∈ B(σ0, ν) and
C∞ in h ∈ [−1, 1] such that G (σ, h) ≃∑k≥0 hkGk(σ) as h→ 0. Then, (4.21) gives
(4.23) G (σ, h)aα0 = O(h∞).
From (4.22) and the implicit function theorem, there exists ε > 0 and a (unique) σ∞(h)
smooth near 0 such that
(4.24) G (σ∞(h), h) = 0,
and σ∞(h) ∈ B(σ0, ε). In particular, σ∞(0) = σ0. We now define z∞(h) = E0 + hσ∞(h).
Since h 7→ σ∞(h) is smooth, the Taylor formula shows that z∞(h) ≃ E0 + E1h+ E2h2 + · · ·
and E1 = −i
∑
j λj(αj + 1/2). Using (4.22) and (4.24), we deduce
|G (σ, h)| = ∣∣G (σ, h) − G (σ∞(h), h)∣∣ & ∣∣σ − σ∞(h)∣∣ ≥ hN−1,
uniformly for z ∈ B(z∞(h), δh) \ B(z∞(h), hN ) and h small enough. Therefore, (4.23) gives
aα0 = O(h∞), and (4.20) implies ∂αx a(0, h) = O(h∞) for all α ∈ Nn. Eventually, the proof of
Lemma 3.6 yields a(x, h) = O(h∞) near 0 and Proposition 2.2 follows. 
Appendix A. Microlocal terminology
The only aim of this appendix is to fix the terminology we use in the paper. Details can
be found for example in the textbooks of Dimassi and Sjo¨strand [8], Martinez [19], Robert
[22] and Zworski [26].
A function a(x, h) ∈ C∞(Rd×]0, h0]) is a symbol in the class S(1) when
∀α ∈ Nd, ∃Cα > 0, ∀h ∈]0, h0], ∀x ∈ Rd, |∂αx a(x, h)| ≤ Cα.
For a positive function m(h) of h only, we denote S(m(h)) = m(h)S(1). The Weyl quantiza-
tion of a(x, ξ, h) ∈ S(1) is the operator defined on S ′(Rn) by
(Op(a)u)(x) =
1
(2πh)n
∫∫
ei(x−y)·ξ/ha
(x+ y
2
, ξ, h
)
u(y) dy dξ.
We denote Ψ(1) = Op(S(1)) the set of pseudodifferential operators with symbol in S(1), and
Ψ(m(h)) = m(h)Ψ(1). For a ∈ S(1), the Caldero´n–Vaillancourt theorem asserts that Op(a)
is bounded on L2(Rn) uniformly with respect to h.
A function u(x, h) ∈ L2(Rn) is polynomially bounded if ‖u‖ = O(h−C) for some C ∈ R.
We say that a polynomially bounded function u vanishes microlocally near a bounded set
V ⊂ T ∗Rn when there exists a plateau function a(x, ξ) ∈ S(1) above V such that∥∥Op(a)u∥∥ = O(h∞).
The complement of the set of points where u vanishes microlocally is called the microsupport
of u, and we denote it by MS(u).
A Lagrangian manifold Λ of T ∗Rn is a smooth manifold of dimension n on which the
canonical symplectic two-form σ = dξ ∧ dx vanishes. If Λ projects nicely on the base space
near some point, there exists a smooth function ϕ such that Λ can be written Λ = Λϕ =
{(x, ξ); ξ = ∇ϕ(x)} near that point. In that case, ϕ is called a generating function of Λ.
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A Lagrangian distribution of order m(h) associated to a Lagrangian manifold Λ is a poly-
nomially bounded function u with MS(u) ⊂ Λ such that, microlocally near each point ρ ∈ Λ,
u can be written up to a partial Fourier transform as
u(x) = a(x, h)eiϕ(x)/h,
where ϕ is a generating function of Λ near ρ and a ∈ S(m(h)).
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